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figures 48 − 54). The fixed point is located at the maximum of
the hump in the lower-left quadrant of the corresponding electron
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Figure 52 P↑↓ CPD at B = 0 for an excited state (with S = 1, Sz = 0, parity
Pxy = 1, and energy E = 94.757 meV) of N = 4 electrons in a double
quantum dot at the longer interdot separation d = 60 nm. Case of
strong Coulomb repulsion (κ = 2) with interdot barrier ²b = 0.5.
Remaining parameters: m∗ = 0.07me. Distances in nm. Vertical
axis in arbitrary units (with the same scale for all seven figures 48
− 54). The fixed point is located at the maximum of the hump in
the lower-left quadrant of the corresponding electron density, i.e.,
at r0 =(−40 nm, −21 nm). Note that this is a case with S = 1;
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S = 1, Sz = 0, parity Pxy = 1, and energy E = 94.757 meV) ofN = 4
electrons in a double quantum dot at the longer interdot separation
d = 60 nm. Case of strong Coulomb repulsion (κ = 2) with interdot
barrier ²b = 0.5. Remaining parameters: m∗ = 0.07me. Distances
in nm. Vertical axis in arbitrary units (with the same scale for all
seven figures 48 − 54). The fixed point is located at the maximum
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Figure 54 P↑↓ CPD at B = 0 for a similar excited state as in Fig. 52 (with S =
1, Sz = 0, parity Pxy = 1, and energy E = 111.438 meV) of N = 4
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in nm. Vertical axis in arbitrary units (with the same scale for all
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SUMMARY
This thesis consists of two parts. The first two chapters belong to the first part,
whereas chapter III and chapter IV belong to the second part.
In the first part, the properties of excess electrons in water clusters are studied
via a hybrid quantum and classical mechanics method. The existence of the solvated
electron in water was experimentally demonstrated long ago, and it is among the
most interesting charged species. However, a satisfactory characterization of the
water clusters has always been a challenge. In our simulation, we treat a region
of the cluster nearest to the centroid of the excess electron distribution quantum
mechanically, while the rest of the water molecules are treated classically. The binding
energies of a localized excess electron are calculated in clusters with sizes ranging from
16 to 300. The density distributions of the excess electrons verify the existence of
both surface localization mode and interior localization model. We found that the
energetically favored localization mode depended on the sizes of the clusters. The
transition between those two localization modes are explored with comparison to the
experimental results in [22].
In the second part, the energy spectra, spin configurations, and entanglement
characteristics of a system of four electrons in lateral double quantum dots are in-
vestigated using exact diagonalization (EXD), as a function of interdot separation,
applied magnetic field, and strength of interelectron repulsion. A distinctly different
quantum behavior is found compared to that of circular single quantum dots. As a
function of the magnetic field, the energy spectra exhibit a low-energy band consisting
of a group of six states, with the number six being a consequence of the conservation
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of the total spin of the four electrons and the ensuing spin degeneracies. These six
states appear to cross at a single value of the magnetic field, with the crossing point
becoming sharper for larger interdot distances. As the strength of the Coulomb repul-
sion increases, the six states tend to become degenerate and a well defined energy gap
separates them from the higher-in-energy excited states. The appearance of the low-
energy band is a consequence of the formation of a Wigner supermolecule, with the
four electrons being localized at the vertices of a rectangular parallelogram. Using the
spin-resolved pair-correlation functions, one can map the EXD many-body wave func-
tions onto the spin functions associated with the four localized electrons. Analogies
with nanomagnets, such as finite Heisenberg clusters, are discussed. The ability to
determine associated spin functions enables investigations concerning entanglement
properties of the system of four electrons. In particular, the formation of Wigner
supermolecules generates EXD solutions belonging to the class of strongly entangled
states referred to as N -qubit Dicke states in the quantum-information literature.
xviii
PART I
EXCESS ELECTRON IN WATER
CLUSTERS
1
CHAPTER I
HYBRID QM/MM SIMULATION FOR WATER
CLUSTERS
Water is a common chemical substance that is essential for the survival of all known
forms of life. About 1.460 petatonnes (Pt) of water covers 71% of the Earth’s sur-
face, and it composes roughly 70% of the human body mass. Experiments allow the
measurement of many properties of water like density, diffusion coefficient, heat ca-
pacity, melting and boiling temperatures. Moreover, theoretical and computational
modeling, especially taking into account current advances in computer simulations,
provides insight into systems in which water plays a fundamental role at the micro-
scopic level. Of course, the accuracy of the computational simulation depends on the
underlying methodologies we employ to describe water.
In this chapter, we present a hybrid quantum mechanical and molecular mechan-
ics(QM/MM) method to investigate water clusters with an excess electron. Both
computational method alone has its strength and weakness. Molecular mechanical
methods can calculate large compounds fast with limitations in accuracy and details
in chemical environment. Quantum mechanics methods can treat the electronic de-
gree of freedom accurately at the cost of huge computational resources. The hybrid
QM/MM method, which treats a crucial portion of a large system quantum mechani-
cally while incorporating the remaining system classically, is designed to give efficient
results that has a reasonable level accuracy without the sacrifice of speed.
The development of accurate and reliable methods for QM/MM descriptions has
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been a major goal of computational physics for over the past decade. In our formu-
lation, the hamiltonian of the hybrid QM/MM system has the following form:
HQM/MM = HQM +HMM + VQM/MM (1.1)
where HQM and HMM are the hamiltonian associated with the QM and MM regions
respectively, while VQM/MM is the interaction between QM and MM components.
The rest of this chapter will explain the hybrid QM/MM approach to model excess
electrons in water clusters in detail.
1.1 Molecular Mechanics Region
In this section, we will discuss the methods employed to treat the molecular mechanics
region in the water clusters. Two issue will be addressed here. One is the TIP3P
model that we use to describe the classical water molecules. The other is the algorithm
we applied to conduct molecular mechanics simulation.
1.1.1 TIP3P water model
Many water models have been proposed in the simulations of water clusters, liquid
water, and aqueous solutions with explicit solvent. They can be classified by the
number of points used to define the model (atoms plus dummy sites), whether the
structure is rigid or flexible, and whether the model includes polarization effects.
In our simulation, we employ the TIP3P model for water molecule.(see Fig. 1).
It treats each water molecule with 3 sites, corresponding to the three atoms of the
water molecule. The hydrogen atoms and the oxygen atom are linked through flexible
bonds, and the angle between the bonds is also flexible. The positive charges are
located at the nuclei of the hydrogen atoms, while the negative charges are located
along the HOH angle bisector. Besides, the oxygen atom also gets the Lennard-
Jones parameters. The electrostatic interaction is modeled using Coulomb’s Law,
and the dispersion and repulsion forces using the Lennard-Jones potential, which is
3
Figure 1: TIP3P model for water molecule.
Table 1: Parameters of TIP3P model for water molecules
r(OH),A˚ HOH,deg A×10−3,kcal (A˚)12/mol B,kcal (A˚)6/mol q(O) q(H)
0.9572 104.52 582.0 595.0 -0.834 +0.417
represented by
Eab =
on a∑
i
on b∑
j
kCqiqj
rij
+
A
r12OO
− B
r6OO
(1.2)
where kC , the electrostatic constant, has a value of 332.1A˚×kcal/mol; qi is the par-
tial charges relative to the charge of an electron; rij is the distance between two
atoms. The Lennard-Jones terms only apply to oxygen atoms, and A and B are
the Lennard-Jones parameters. See Table 1 for all the parameters employed in the
TIP3P model[66]. Those parameters have been chosen to yield reasonable structural
and energetic results for both gas-phase dimers and pure liquids.
1.1.2 Algorithm for molecular dynamics simulation
Usually, molecular dynamics (MD) refers to the computational method that calculates
statistical properties of an ensemble of particles by tracking the trajectories of each
particle in the system. Molecular dynamics simulations are in many respects very
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similar to real experiments. First, we select a model system consisting of N particles
and we solve Newton’s equations of motion for this system until the properties of the
system do not change with time, which indicates the system has reached equilibrium.
Then we perform the actual measurement. We will concentrate on the first part of
the simulation in this section.
For a system consisting of N interactive particles, the equations of motion are:
miv˙i = fi, i = 1, 2, . . . , N (1.3)
fi = − ∂
∂ri
V (
N∑
j=1
rj), i = 1, 2, . . . , N (1.4)
r˙i = vi, i = 1, 2, . . . , N (1.5)
where mi is the mass of the i-th particle, ri is its position, vi is the velocity, fi is the
force on this particle, and V (
N∑
i=1
ri) is the interaction potential of the entire system.
Note that ri, fi and vi here are three-dimensional vectors. In this way, the dynamics of
the system is depicted by the 6N first order Newtonian ordinary equations. However,
it is very often that the analytic solutions to the 6N ordinary equations are not
available; and only numerical solutions can be obtained to some systems with a modest
particle number N, with the help of modern computers. Therefore, it represents an
interface between laboratory experiments and the theory, and can be understood
as a ”virtual experiment”. The most time-consuming part of almost all molecular
dynamics simulations is the calculation of the force acting on every particle. If we
consider a model system consisting of N particles with pairwise additive interactions,
the time needed for the evaluation of forces scales as N2 with no tricks. There exist
efficient techniques to speed up the evaluation of both short-range and long-range
forces. But since for our systems, N is in the range of 101 to 102, considerably small
in molecular dynamics simulation. We will skip this part now. You can go to [14] for
some details in saving cpu time at the evaluation of pairwise forces.
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Now that we have computed all forces between the particles, we can integrate
Newton’s equations of motion. In molecular dynamics, the Newton’s equations of
motion are integrated using finite difference methods. However, since the system
may comprise a large number of particles, the choice for the appropriate algorithms
is very limited. There are several criteria applied to the choice [4]. Among them,
most importantly, is wether the algorithm is fast enough and conserves the total
energy well. The Verlet algorithm [62] is one of those desirable algorithms. It was
first employed by Verlet for a Lennard-Jones system in 1967. The original form of
the Verlet algorithm is [4]:
ri(t+ δt) = 2ri(t)− ri(t− δt) + δt2 fi(t)
mi
, i = 1, 2, . . . , N (1.6)
where
fi(t) = − ∂
∂ri
V (
N∑
j=1
rj) (1.7)
is the total force on the i-th particle and δt is the time step for each integration.
Note that, in this form the Verlet algorithm directly integrates the 3N second order
Newtonian equations of motion with no velocity appearing in the formula, and the
velocity of each particle is obtained by an extra finite difference formula along the
trajectories. For example [4],
vi(t) =
ri(t+ δt)− ri(t− δt)
2δt
. (1.8)
In practice, a variance of the Verlet algorithm is more convenient for implemen-
tation. It is called “velocity Verlet” [63, 4] and was proposed by Swope, Andersen,
Berens, and Wilson in 1982. With the velocity explicitly expressed, the formula for
the “velocity Verlet” is [4],
ri(t+ δt) = ri(t) + δtvi(t) +
δt2
2mi
fi(t), (1.9)
vi(t+ δt) = vi(t) +
δt
2mi
[fi(t) + fi(t+ δt)] . (1.10)
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It is easy to verify that the “velocity Verlet” algorithm is equivalent to the original
form by replacing the velocity in Eq. (1.9) with
vi(t) =
ri(t)− ri(t− δt)
δt
. (1.11)
The entire “velocity Verlet” algorithm is divided into three steps in programming.
In each iteration ri(t+δt) is first calculated through Eq. (1.9) and part of the velocity
vi(t+ δt) is calculated as,
vparti (t+ δt) = vi(t) +
δt
2mi
fi(t), (1.12)
where, fi(t) has been assessed in the previous iteration; then the force fi(t+δt) of each
particle in the new position ri(t+ δt) is calculated; finally, with the newly calculated
force, the other part of the velocity vi(t + δt) is calculated and added to Eq. (1.12)
to get the entire vi(t+ δt) through
vi(t+ δt) = v
part
i (t+ δt) +
δt
2mi
fi(t+ δt). (1.13)
One of the advantages of the “velocity Verlet” algorithm is that it improves the
accuracy of the velocity calculation.
1.2 Quantum Mechanics Region
In this section, we will introduce the theorems we used to simulate the quantum
region of the systems. We will cover the Born-Oppenheimer approximation, the basic
idea of the density functional theory and the Kohn-Sham method and the dual-space
plane-wave method we use in our simulation.
The Schro¨dinger equation in quantum mechanics is like the Newton’s equations
in classical mechanics. Suppose a system is composed of N electrons and M nuclei,
where each nucleus has a positive charge Zαe (α=1,2,...,M). The Schro¨dinger equation
is
i~
∂
∂t
Ψ = HˆΨ, (1.14)
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with Ψ(x1, x2,...,xN ; X1, X2,...,XM) being the wave function of the many-body sys-
tem, and
Hˆ =
M∑
α=1
(
− 1
2mα
∇2α
)
+
M∑
α<β
ZαZβ
rα,β
+
N∑
j=1
(
−1
2
∇2j
)
+
N∑
j<k
1
rj,k
+
N,M∑
j,α
(
− Zα
rj,α
)
(1.15)
the Hamiltonian operator (atomic units used). mα is the mass of the nucleus α, and
r is the distance between two particles in the system. (~=1, e2=1, me=1)
1.2.1 Born-Oppenheimer Approximation
The computation of the energy and wave function of an average-size molecule is a
formidable task. However, due to the high ratio of nuclear and electronic masses,
the motion of the nuclei is much slower than the motion of electrons. The Born-
Oppenheimer approximation says that in many cases, especially when we focus on
the electronic structure of the material in its condensed (liquid/crystalline) states, the
motion of nuclei can be separated adiabatically from the motion of electrons. After
separation, the wave function becomes:
Ψtotal = Ψelectronic × Ψnuclear, (1.16)
And the remaining time-independent Hamiltonian for the electrons is
Hˆ =
N∑
j=1
(
−1
2
∇2j
)
+
N∑
j<k
1
rj,k
+
N∑
j
v(rj), (1.17)
in which
v(rj) = −
M∑
α
Zα
rj,α
, (1.18)
Here, v(rj) is the external potential acting on electron j, or the potential due to nuclei
of charge Zα.
Hense, the Born-Oppenheimer(BO) approximation makes it possible to compute
the wave function in two less formidable, consecutive steps. In the first step, the elec-
tronic Schro¨dinger equation is solved, yielding the wave function Ψelectronic depending
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on electrons only. During this solution the nuclei are fixed in a certain configuration,
very often the equilibrium configuration. The set of electronic energies thus computed
becomes a function of the nuclear coordinates. In the second step this function serves
as a potential on nuclei to obtain their movements.
1.2.2 Density Functional Theorem
Now, let’s concentrate on Ψelectronic, and we simplify it as Ψ. In most cases, we are
concerned with time independent systems. For an isolated N-electron system, the
time independent Schro¨dinger equation is:
Hˆ Ψ = E Ψ, (1.19)
E is the electronic energy, and
E[Ψ] =
< Ψ | Hˆ | Ψ >
< Ψ | Ψ > (1.20)
1.2.2.1 Hohenberg-Kohn theorem
For an N-electron M-nuclei system, the nuclear distribution determines the external
potential v(r), which fixes the Hamiltonian. Together with the number of electrons
N, it totally fix the electronic properties, or the ground state, for this system. In 1964,
Hohengerg and Kohn proposed to use electronic density n(r) in place of N and v(r)
as basic variable. It states: The external potential v(r) is determined, within a trivial
additive constant, by the electron density n(r). Since n(r) determines the number of
electrons, it follows that n(r) also determines the ground state wave function Ψ and
all other electronic properties of the system. We will follow the book ”Nanocatalysis”
[60] closely for further clarification of the HK theorem.
The essence of the original basic theorem is that an exact representation of the
ground state properties of a stationary, nonrelativistic, many-body system in terms
of the ground state density alone is possible. The theorem ensures that the ground
state can be calculated from a variational principle involving only the density, that
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is, without having to solve the Schro¨dinger equation. For a given system, the exact
ground state density and energy can be obtained via minimization of the energy
expressed as a functional of the density. In a schematic way the gist of the HK
theorem may be summarized as:
n(r)→ Ψ(r1, ..., rN)→ v(r). (1.21)
To prove the HK theorem, let’s first define two maps C and D in Equation 1.22 and
1.23 respectively.
C : v → Ψ (1.22)
D : Ψ→ N (1.23)
Obviously, these two maps are injective (one to one) and thus, in light of the surjectiv-
ity of these maps, they are also bijective (that is, fully invertible). As a consequence
of the unique inversion capability of the map D
D−1 : n(r)→ |Ψ[n]〉 (1.24)
the HK theorem can be restated: the ground state expectation value of any observable
Oˆ is a unique functional of the exact ground state density
〈
Ψ[n]
∣∣∣Oˆ∣∣∣Ψ[n]〉 = O[n] (1.25)
The full inverse map
CD−1 : n(r)→ v(r), (1.26)
expresses the fact that knowledge of the ground state density determines the external
potential of the system(to within a trivial constant) and thus, since the kinetic energy
and the interpartical interaction are specified, the entire Hamiltonian.
Consider a system of inhomogeneous interacting electron gas under the influence
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of external potential v(r), with Hamiltonian H = T + V + U (Equation (1.17)), and
T ≡ 1
2
∫
∇ψ∗(r)∇ψ(r)dr (1.27)
V ≡
∫
v(r)ψ∗(r)ψ(r)dr (1.28)
U =
1
2
∫
1
|r− r′|ψ
∗(r)ψ∗(r′)ψ(r′)ψ(r)drdr′, (1.29)
where Tˆ is the kinetic energy, Uˆ is the interaction energy between electrons, and Vˆ is
the potential energy of the electrons in an external field v(r) (due to positively charged
nuclei, for example). The HK theorem establishes also the variational character of
the energy functional.
Ev0 [n] :=
〈
Ψ[n]
∣∣∣Tˆ + Uˆ + Vˆ0∣∣∣Ψ[n]〉 , (1.30)
where V0 is the external potential of a specific system with ground state density
n0(r) and ground state energy E0. The states |Ψ[n]〉 are generated via D−1 from the
elements of the set N. Due to the Rayleigh-Ritz variational principle Ev0 [n] obeys the
relations:
E0 < Ev0 [n] for n 6= n0 (1.31)
and
E0 = Ev0 [n] . (1.32)
Consequently, the exact ground state density can be determined by minimization of
the functional Ev0 [n0]. In summary,
E0 = min Ev0 [n0] for n ⊂ N. (1.33)
1.2.2.2 Kohn-Sham equation
Through Hohenberg-Kohn theorem, the N electron wave function Ψ, which depends
on 3N variables, has been reduced to the density function n(r), depending on 3 vari-
ables. However, it is still not an implementable scheme, in the sense that is does not
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provide a guide for the explicit construction of the functionals in question. To date no
exact functionals are known for any multiparticle system. In 1965, Kohn and Sham
invented an ingenious indirect approach to the kinetic energy functional T [n], which
turned density functional theory into a practical tool for rigorous calculation. The
ansatz used by KS replaces the interacting problem with and auxiliary independent
particle one, with all the many-body effect included in an exchange correlation func-
tional. In practice, the KS scheme introduces an equivalent orbital picture (rigorously
established), with the resulting KS equations solved self consistently.
Let’s first return to the HK definition of Hamiltonian, and define
F [n(r)] ≡ (Ψ, (T + U)Ψ) (1.34)
Now, the energy functional
Ev[n] ≡ (Ψ, HΨ) =
∫
v(r)n(r)dr+ F [n] (1.35)
equals the ground-state energy for the correct n(r), and has a minimum, given that
the number of particles of the system N [n] ≡ ∫ n(r)dr is kept constant.
In analogy with above, Kohn and Sham invoked a corresponding noninteracting
reference system, with the Hamiltonian:
Ts[n] =
N∑
i
〈
ψi
∣∣∣∣−12∇2i
∣∣∣∣ψi〉 (1.36)
and
n(r) =
N∑
i
∑
s
|ψi(r, s)|2 (1.37)
in which there are no electron-electron repulsion terms, and the ground state density
is exactly as before. However, the definition of kinetic energy Ts[n], is not exactly as
the kinetic energy functional T [n]. Nevertheless, if we define
F [n] = Ts[n] + J [n] + Exc[n], (1.38)
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where J [n] is the purely classical electron-electron repulsion energy:
J [n] =
1
2
∫ ∫
1
r12
n(r1)n(r2)dr1dr2, (1.39)
Compared with what’s in the HK Hamiltonian:
F [n] = T [n] + U [n] (1.40)
We know
Exc ≡ T [n]− Ts[n] + U [n]− J [n] (1.41)
From the definition, the Exc(n) term, which we call exchange-correlation energy,
contains the difference between T and Ts, presumably very small, and the nonclassical
part of electron repulsion. Now the energy functional can be rewritten as:
E[n] = Ts[n] + J [n] + Exc[n] +
∫
v(r)n(r)dr
=
N∑
i
∑
s
∫
ψ∗i (r)(−
1
2
∇2)ψi(r)dr+ J [n] + Exc[n] +
∫
v(r)n(r)dr(1.42)
while
n(r) =
N∑
i
∑
s
|ψi(r, s)|2 (1.43)
As mentioned before, Kohn and Sham built this theorem on the basis of non-interacting
reference as in Equation (1.36) and Equation (1.37), which indicates the orthogonality
of the orbital: ∫
ψ∗i (r)ψj(r)dr = δij (1.44)
Therefore, if we define the effective KS potential as:
veff (r) = v(r) +
δJ [n]
δn(r)
+
δExc[n]
δn(r)
= v(r) +
∫
n(r′)
|r− r′|dr
′ + vxcr (1.45)
with
vxc(r) =
δExc[n]
δn(r)
(1.46)
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Then, to a system of N non-interacting electrons, we have{
−1
2
∇2 + veff (r)
}
ψi(r) = ²iψi(r), (1.47)
while
n(r) =
N∑
i
∑
s
|ψi(r, s)|2 (1.48)
Equation (1.45) to (1.48)are the famous Kohn-Sham equations. Notice that veff
depends on density n(r), and then produces a set of ψi, which lead to a new density
n(r). Hence, this equations must be solved self consistently. We start from a trial
density nin(r), solves the KS equations to obtain the eigenvalues ²i and eigen states
ψi(r), which results in a new density n
out(r). Through a proper mixing procedure, a
new input density is constructed, and the process is repeated until self-consistency is
achieved.
After we obtain a self consistent solution, we have
N∑
i
²i =
N∑
i
〈
ψi
∣∣∣∣−12∇2 + veff (r)
∣∣∣∣ψi〉 (1.49)
= Ts[n] +
∫
veffn(r)dr (1.50)
Together with the total energy functional Equation (1.42) and the definition of veff ,
the total energy can be expressed as
E =
N∑
i=1
²i − 1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ + Exc[n]−
∫
vxc(r)n(r)dr (1.51)
1.2.2.3 Approximations to Exc: LDA method and GGA method
Through the introduction of KS equations, we are able to treat N orbital indepen-
dently. The price to pay for is the precision in the calculation. The most disturbing
term in the KS equations is the exchange correlation energy. The search for an accu-
rate Exc has encountered tremendous difficulty and continues to be the greatest chal-
lenge in the density functional theory. In this section, we will intoduce two different
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approximations to estimate Exc. The first method is called the Local Density Ap-
proximation(LDA). Assuming that the exchange correlation energy for a nonuniform
system can be obtained by applying uniform electron gas multiplication to infinitesi-
mal portions of the nonuniform electron distribution, then
ELDAxc [n] =
∫
n(r)²xc[n]dr (1.52)
where ²xc(n) represents the exchange and correlation energy per particle of a uniform
electron gas of density n. The corresponding exchange correlation potential becomes
vLDAxc (r) =
δELDAxc
δn(r)
= ²[n(r)] + n(r)
∂²xc[n]
∂n
(1.53)
The function ²xc[n] can be further divided into the exchange and the correlation terms
as
²xc[n] = ²x[n] + ²c[n], (1.54)
From the Dirac exchange energy functional, the exchange term is given as
²x[n] = −3
4
(
3
pi
)1/3
n1/3, (1.55)
As to the correlation term, quantum Monte Carlo calculations of Ceperley and Alder
[9] have provided accurate values for ²c. These values has also been interpolated to
an analytic form by Vosko, Wilk and Nusair in 1980 [51].
The major source of error in the LDA method comes from exchange energy. In
1965, Perdew proposed a model by imposing the conditions for the correct exchange
hole on the approximate hole given by the gradient expansion. This model leaves
only 1% error in the exchange energy and is further simplified in 1986 [21] and to
the so-called generalized gradient approximation(GGA). A In this method, Exc is a
functional of the local electron density and its gradient. Namely,
Exc = Exc[n;∇n], (1.56)
15
In practice,
EGGAx [n] = −
3
4
(
3
pi
)1/3
∫
n4/3F (s)dr (1.57)
with
s =
|∇n(r)|
(2kFn)
(1.58)
kF = (3pi
2n)1/3 (1.59)
and
F (s) = (1 + 1.296s2 + 14s4 + 0.2s6)1/15 (1.60)
There are many other effective forms for exchange and correlation energy, and we
expect to see more accurate approximations to be developed in the future. In our
simulation, we will employ the GGA method.
1.2.3 Dual Space Plane-wave Method for Finite Systems
In the previous section, we introduce the Kohn-Sham theorem and briefly describe
how to solve the Kohn-Sham equation using self-consistently method. In this section,
we discuss in detail our use of the dual-space(both real- and momentum-space) plane-
wave method in the calculation of the ground state of the electronic energy of a finite
system. [7].
1.2.3.1 Plane-wave expansion of the wave functions
Let’s define a calculational cell to be the region of space given by
r ≡ (x, y, z); 0 ≤ x ≤ Lx, 0 ≤ y ≤ Ly, 0 ≤ z ≤ Lz. (1.61)
The wave function ψjσ(r) = 〈r|jσ〉 is expanded in a plane-wave basis within the cell,
i.e.,
ψjσ(r) = Ω
−1/2∑
g
φ˜jσ(g)e
ig·r (1.62)
for r in the cell, and
ψjσ(r) = 0 (1.63)
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for r outside the cell.
In Equation 1.62 Ω is the volume of the cell, Ω = LxLyLz, and ˜phiiσ(g) are the
coefficients of the plane-wave expansion. The reciprocal-space(g-space) grid is defined
by
g = 2pi(kx/Lx, ky/Ly, kz/Lz), (1.64)
where kα(α = x, y, z) are integers satisfying
−Nα/2 ≤ kα ≤ Nα/2. (1.65)
The sum over g in 1.62 includes all combinations of (kx, ky, kz) satisfying Equation
1.65. We note that while the wave function is defined to be zero outside the cell,
its amplitude ψjσ(r) and gradient ∇ψjσ(r) are required to vanish (or be negligibly
small) on the boundary of the cell. For a finite system this condition can be satisfied
by increasing the dimensions of the calculational cell {Lα} and/or by translating and
rotating the system inside the cell. the Lα need no t be equal(i.e., the cell need not
be a cube). In most circumstances we choose the lengths {Lα} and the integers {Nα}
such that Nx/Lx = Ny/Ly = Nz/Lz = gmax/pi and impose a spherical momentum
cutoff, that is,
φ˜jσ(g) = 0 for |g| > gmax. (1.66)
The choice of the momentum cutoff gmax is dictated primarily by the nature of the
ionic pseudopotentials while the lengths {Lα} are determined by the physical size
and geometry of the system. Together these determine the number of plane waves
N = NxNyNz.
Since we are dealing with eigenfunctions of a finite nonperiodic system, we can
require, without loss of generality, that the wave functions be real in real space, i.e.,
ψjσ(r) = ψ
∗
jσ(r) and φ˜jσ(g) = φ˜
∗
jσ(−g). (1.67)
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Orthonormality of the wave functions gives
〈jσ|j′σ〉 =
∑
g
φ˜jσ(−g)φ˜j′σ(−g) = δjj′ . (1.68)
In the dual-space method, the gradient operator is diagonal in the plane-wave basis,
∇ψjσ(r) = Ω−1/2
∑
g
igφ˜jσ(g)e
ig·r, (1.69)
and 〈
jσ
∣∣∣∣−12∇2
∣∣∣∣ j′σ〉 = 12∑
g
g2φ˜jσ(−g)φ˜j′σ(g) . (1.70)
1.2.3.2 Plane-wave expansion of the density and the real-space grid
The density nσ(r) can also be expanded in a Fourier series but requires a momentum
cutoff which is twice as large as that of the wave f unctions. This expansion is useful
in evaluating the gradient corrections to the LSD, and in motivation our treatment
of the potential operators in real space. Thus, we write
nσ(r) = Ω
−1∑
g
∑
g′
[
∑
j
fjσφ˜jσ(−g) ˜phijσ(g′)]ei(g−g
′)·r (1.71)
= Ω−1
∑
G
D˜σ(G)e
iG·r . (1.72)
The ”G-space” grid in Equation 1.71 is defined as
G = 2pi(mx/Lx,my/Ly,mz/Lz), (1.73)
where mα(α = x, y, z) are integers satisfying
−Mα/2 ≤ mα ≤Mα/2 and Mα = 2Nα . (1.74)
Now the gradient, ∇nσ(r), which is needed for evaluation of the exchange correlation
gradient corrections, is given by
∇nσ(r) = Ω−1
∑
G
iGD˜σ(G)e
iG·r . (1.75)
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The coeffients D˜σ(G) can be evaluated directly from the wave function coefficients
{φ˜jσ}(see Equation 1.71). A more efficient method is to evaluate nσ(r) on a real-space
grid which is the dual of the G-space grid, and use a discrete Fourier transform, i.e.,
FFT to get D˜σ(G). We define the real-space grid, the ”S grid”, as
S = (ixLx/Mx, iyLy/My, izLz/Mz), (1.76)
where iα are integers satisfying 0 ≤ iα ≤Mα−1. The density on the S grid is defined
as
Dσ(S) = (Ω/M)nσ(S), (1.77)
where M = MxMyMz is the number of real-space grid points, and the set [Dσ(S)] is
the ”FFT dual” of [D˜σ(G)],
D˜σ(G) =M
−1/2∑
S
Dσ(S)e
−iG·S . (1.78)
In order to obtain {Dσ(S)} we define the wave function on the S grid
φjσ(S) = (Ω/M)
1/2ψjσ(S) (1.79)
or, in terms of plane-wave coefficients,
φjσ(S) =M
−1/2∑
g
φ˜jσ(g)e
ig·S , (1.80)
where the coefficients Dσ(S) are given by
Dσ(S) =
∑
j
fjσ|φiσ(S)|2 . (1.81)
We note here that the wave function on the S grid, {φjσ(S)} in Equation 1.80, is
not the FFT dual of the plane-wave coefficients, {φ˜jσ(g)}. There are several methods
for obtaining {φjσ(S)} from {φ˜jσ(g)} using standard FFT routines.
1.2.4 Pseudopotential
This section will introduce briefly the definition of pseudopotentials and then explain
in detail the techniques we used to estimate the electron-ion interaction via separable
nonlocal psedopotentials in conjunction with the dual-space plane wave method.
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Figure 2: Comparison of a wave function in the Coulomb potential of the nucleus
(blue) to the one in the pseudopotential (red). The real and the pseudo wave function
and potentials match above a certain cutoff radius rc.
1.2.4.1 General ideas about pseudopotentials
A pseudopotential is constructed to replace the atomic all-electron potential so that
the complicated effects from the motion of the core (i.e. non-valence) electrons of
an atom and its nucleus will be eliminated and the valence electrons are described
by nodeless pseudo wave functions [33]. (See Fig. 2). In this approach only the
chemically active valence electrons are dealt with explicitly, while the core electrons
are ’frozen’, or considered together with the nuclei as rigid non-polarizable ion cores.
The principal objectives to consider are (i) the transferability of the pseudopotentials,
its ability to accurately describe the valence electrons in different environments. (ii)
Their efficiency, that is, to keep the computational workload in applications as low as
possible, allowing to compute wave functions and electron densities with as few basis
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functions and operations as possible.
In general, Pseodopotentials can be categorized into two classes: norm-conserving
and ultra-soft. Norm-conserving pseudopotentials are derived from an atomic refer-
ence state, requiring that the pseudo and the all-electron valence eigenstates have
the same (reference) energies and the same amplitude (and thus density) outside a
chosen core cutoff radius rc. Pseudopotentials with larger cutoff radius are said to
be ”softer”, but the norm-conserving constraint leaves little room for any significant
improvement. The ultra-soft pseudopotential is formed by a summation of a few
separable terms, which becomes local and vanishes outside the core. The scattering
properties and their energy derivatives are constructed to be correct at several ener-
gies spanning the range of occupied states. In our simulation, we used the separable
nonlocal pseodopotential proposed by Troullier-Martins [39] in 1991.
1.2.4.2 Separable nonlocal pseudopotentials
The electron-ion interaction treated via separable nonlocal pseudopotential can be
written as:
EeI =
∑
jσ
fjσ
∑
I
〈
jσ
∣∣∣V˜I∣∣∣ jσ〉 , (1.82)
where in real space
VI(rI ; r, r
′) = V lcI (|r− rI |)δ(r− r′) + V nlcI (r− rI , r′ − rI). (1.83)
and {fjσ} are the occupation numbers.
The nonlocal term (for an ion at the origin) is obtained from a semilocal pseu-
dopotential via the Kleinman-Bylander prescription [24]:
V nlcI (r, r
′) =
∑
l,m
F Il K
I
lm(r)K
I
lm(r
′), (1.84)
where
KIlm(r) = 4V Il (r)RIl (r)Ylm(rˆ), (1.85)
21
and
F Il =
[∫ ∞
0
dr[rRIl (r)]
24V Il (r)
]−1
(1.86)
where 4V Il (r) and RIl (r) are the semilocal pseudopotential and radial pseudowave
function, respectively.
To evaluate those separable nonlocal pseudopotentials, an integral involving the
wave function can be done most efficiently in real space since the semilocal pseudopo-
tential 4V Il (r) = 0 for r > rc, and thus the integral in real space need not be over
all space. Define
BIlm(S) =
∑
G
∫ Lx
0
dx
∫ Ly
0
dy
∫ Lz
0
dzKIlm(r, rI)e
iG·(S−r), (1.87)
then without approximation
∑
S
BIlm(S)φjσ(S) =
∫
d3rKIlm(r− rI)ψjσ(r). (1.88)
We now make the approximation
BIlm(S)
∼= KIlm(S− rI). (1.89)
In principle, the sum in Equation (1.88) could be performed on a real space grid
which is the dual of the reciprocal space g grid; however, since we have already made
use of the wave functions represented on the S grid, {φjσ(S)} in the evaluation of the
local terms, we use the S grid here as well.
1.3 QM/MM Interface
The interaction between the QM region and the MM region, VQM/MM , is the heart of
a hybrid QM/MM method. We will introduce our treatment of it briefly here.
In general, the interaction can be split into two terms:
VQM/MM = V
NB
QM/MM + V
B
QM/MM , (1.90)
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representing the non-bonded(V NBQM/MM) and the bonded(V
B
QM/MM) interactions. These
two terms distinguish between the interactions of the QM region with MM atoms
which are separated by more than one molecular bond(non-bonded) or that are di-
rectly linked through a molecular bond(bonded). Bonded interactions is often used for
QM/MM treatment of large biological molecules that the active region includes only a
limited portion of a large macromolecule. In this case, the transition between the QM
and MM regions occurs across molecular bonds, where the interaction includes bond
stretching, bond bending and internal rotation (Fig. 3). The description for bonded
Figure 3: Schematic illustration of the QMMM partition of a DNA strand. The
QM region contains a single nucleobase with its corresponding sugar and phosphate
group. The connections between the QM part with the MM region occurs through
the linking atoms C5′ and C4′, on the 5′ and 3′ side, respectively. The QMMM
interfacial C4′ - C5′ bonds are highlighted by using thick black sticks bisected by
dashed lines.
interaction can get very complicated. However, for our water cluster systems, which
solely consists of small water molecules, we only need non-bonded interaction, and
we will focus on it in the following context. Non-bonded MM atoms interact with the
QM region through Coulomb force, Pauli repulsion and van der Waals interactions.
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In particular, we have:
V NBQM/MM =
∑
I∈MM
[
∫
dr ρQM(r) V
Coul.
I (r) +
∑
J∈QM
VLJ(rIJ)], (1.91)
where ρQM is the QM charge density including both the electronic and ionic contri-
butions, V Coul.I is the electrostatic potential generated by the MM partial charge, and
VLJ is a Lennard-Jones potential. This latter term describes the Pauli repulsion and
the van der Waals attraction between the MM and QM atoms and is calculated by em-
ploying the parameters provided by the Amber force field[53, 64]. Atoms in the MM
region carry partial charges. Within a MM scheme, these point-like charges model
the redistribution of the electronic charge upon formation of the bonding network.
In a QM scheme based on plane-waves, the Coulomb interaction of a bare point-like
charge with the QM region can give rise to the detrimental ”spill-out effects”.[32, 3]
To avoid these spurious effects, the electrostatic interaction between the QM and MM
regions is usually treated through the smearing of the MM partial charges according
to a parametrized distribution function.[32, 3] In our QM/MM scheme we employ a
gaussian distribution. Thus, the electrostatic potential generated by a MM partial
charge QI corresponds to:
V Coul.I (r) =
QI
r
erf(
r√
2σ
), (1.92)
To determine the width of the gaussian distribution, σ, associated with each charged
MM atoms, we carried out first-principles calculations on charged atoms, using our
QM program.[?] These calculations show that for each atomic species the gaussian
width is related to the amount of excess charge. In particular, we find that σ depends
linearly on the excess charge (See Fig. 4). Hence, in our QM/MM scheme we use the
linear relations derived form first-principles calculations to assign σ to each charged
MM atoms.
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Figure 4: The width (σ in A˚) of the gaussian distributions which best-fit the spatial
distributions of the excess electronic charge densities (4q, in electron charge units)
associate with H, C, N, O, and P atoms. Symbols refer to the width derived by
fitting first-principle results. For each species, the width depends linearly on the
excess charge solid lines.
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CHAPTER II
QM/MM INVESTIGATION OF EXCESS
ELECTRON IN WATER CLUSTERS
2.1 Introduction
The hydrated electron is a ubiquitous species in aqueous solution and has important
implications for various processes such as charge transfer, chemical reactivity, and ra-
diation chemistry. Therefore, a molecular level understanding of electrons solvation,
knowledge of which is fundamental to the understanding of basic solute-solvent phe-
nomena, has emerged as one of the outstanding problems in contemporary chemical
physics. However, the satisfactory characterization of excess electron has proven to
be a difficult task. Early theoretical work [46, 44, 45] predicted formation of surface
states of the excess electron for small water clusters ((H2O)
−
n ) for n ≤ 30) with a
gradual transition to interior localized states of the excess electron for clusters with
n ≥ 60 water molecules. These predictions were made on the basis of simulations
which involved a single electron moving in a potential specifically constructed to
describe the effective interaction of a water molecules with an electron [44]. The in-
termolecular interaction between water molecules was described through the use of
a classical interaction potential. Recently there has been a surge of activity on this
subject, with experiments on large water cluster anions [22] providing evidence that
indeed, the excess electron observed previously in water cluster anions with higher
vertical binding energies was internally solvated, as predicted by afore-mentioned
early theory. On the other hand, for smaller water clusters the vertical binding en-
ergies are lower, correlating with the predicted surface states of the excess electron.
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This conclusions were challenged by a most recent theoretical work, [26], where as in
the earlier simulations the single-electron Schrodinger equation was solved for an ex-
cess electron interacting with the water molecules of the cluster through a (modified)
interaction potential. The authors of this theoretical investigation concluded that in
all experimental studies published till now, the state of the excess electron may be
assigned as a surface-bound electronic state (even for clusters with n ≥ 200 water
molecules). This conclusion was questioned by th authors of Ref.[22]. In light of the
above we have embarked on a comprehensive investigation of the states of excess elec-
trons in water clusters of variable size. Unlike the early simulations [46, 44, 45] and
the most recent one [26], where only a single electron was treated quantum mechani-
cally while all the water molecules were described classically, our investigation utilizes
the newly developed QM/MM method. In the calculations, the excess electron and
part of the water cluster are described quantum mechanically, while only part of the
water cluster is treated classically. We use the TIP3P model for the description of
MM water molecules, while in the quantum region, we include 8 valence electrons per
H2O molecule interacting with the oxygen and hydrogen cores via norm-conserving
pseudo potentials [39]. The QM calculations used the Born-Oppenheimer spin-density
functional method [7], with generalized gradient corrections(GGA) after Ref.[20]. A
plane-wave basis with a cutoff energy of 62 Ry was used. The following content in
this chapter will be devoted to the details and results of this calculation.
2.2 Computational Details
In this section, we will explain some technical specifics utilized in our simulation.
2.2.1 Construction of Initial Cluster Geometries
Conducting QM/MM calculation with water molecules and the excess electron ran-
domly placed will be very time-consuming to reach a stable state, instead, we would
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like to choose a starting point for QM/MM calculation with reasonable cluster geome-
tries. Therefore, we first start classical simulation with a water cluster containing a
Cl− anion. The Cl− anion either occupies an internal cavity which creates an interior
state water anion, or localizes on the surface, corresponding to surface state water
anion. Such cluster is generated randomly with the radius occupied by the Cl− about
2.65A˚ (See Fig. 5(a)). The cluster is then classically relaxed at certain temperature
until it reaches equilibration (Fig. 5(b)). A configuration with minimum energy is
identified at this point and some water molecules(mostly around 20) nearest to the
Cl− are selected to be treated quantum mechanically (Fig. 5(c)). Next, the Cl− is
removed and replaced by an excess electron, leading to the QM/MM simulation for
this water anion (Fig. 5(d)). The purpose of the Cl− in the classical relaxation part of
simulation is to create a negatively charged cluster with a cavity (or pocket) to hold
the excess electron, which is very similar to a water anion with an excess electron.
We choose Cl− because its size is comparable to the size of solvated electron.
2.2.2 QM/MM Simulation
QM/MM scheme is applied to the water anion created from the process discussed
above. Using dynamic evolution the water cluster is equilibrated at high temper-
ature for a duration of 1 to 2 ps to encourage maximum interaction and move-
ment. Subsequently the system is cooled gradually and equilibrated at lower temper-
ature(preferably room temperature). This is called the annealing process. See Fig. 6
for an annealing process of (H2O)
−
16 process.
As the cluster reaches equilibrium, the localization mode and other physical prop-
erties of the excess electron could be observed through its density distribution. The
vertical detachment energy(VDE), defined as the energy needed to remove the excess
electron from the cluster without rearrangement of atoms, is obtained as the differ-
ence between the total energy of the cluster anion and the total energy of the neutral
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Figure 5: Preparing (H2O)
−
100 cluster for QM/MM simulation. (a)Creating a
(H2O)100Cl
− cluster randomly with the Cl− in the middle. The Cl− is represented
by the green dot in the picture. (b)After classical relaxation, the (H2O)100Cl
− has
a local minimum energy configuration. (c)19 water molecules nearest to the chlorine
are selected as quantum water molecules, with their oxygens colored in blue. (d)The
chlorine is removed and replaced by an excess electron.
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Figure 6: Annealing process of an (H2O)
−
16 cluster. The cluster is equilibrated at
high temperature 400 K for a duration of 1.5 ps, and then gradually cooled down to
300 K.
cluster with the same nuclear geometry as the water anion. We also collect the size of
the localized excess electron charge distribution, calculated as the radius of gyration
of the electron distribution associated with the highest occupied Kohn-Sham orbital,
and study the relationship between the VDE and the gyration radius. A key point to
guarantee accuracy in this QM/MM simulation is that the water molecules treated
quantum mechanically should be in the active QM region, which in our case means
they should be in the shell of water molecules surrounding the excess electron. Al-
though we identify water molecules closest to the excess electron as quantum water
molecules in the beginning of QM/MM simultaion, as the system evolves, some water
molecules might move from QM region to MM region, and vice versa. Our strategy
towards this problem is to pinpoint the position of the excess electron as the centroid
of its density distribution, track the relative distance between every molecule with the
excess electron, and determine whether it should be treated classically or quantum
mechanically along the trajectory.
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2.3 Results of Various Water Anions
2.3.1 (H2O)
−
16 surface state
For such a small cluster, we are capable of applying fully QM calculation to it. The
(H2O)16Cl
− was generated with the Cl− inside the cluster. However, after classical
relaxation, the Cl− moves to the surface (See Fig. 7). We replace the Cl− with an
excess electron at this point and start QM simulation.
Figure 7: The lowest energy configuration of H2O16(Cl)
− from MM relaxation.
It’s also the starting configuration of QM calculation. The green point represents
the position of the Cl− in the former case, and the center of the excess electron
distribution in the latter.
After QM simulation, we can see from Fig. 8 that the excess electron remains on
the surface of the cluster, which classifies the cluster to a surface state cluster. The
distribution of the excess electron looks like a pocket, and the size of it is around
7 A˚, comparable to the size of the whole cluster 9A˚. We also plot the eigenvalues
of energy level around the highest occupied Kohn-Shan orbital in Fig. 9(a) and the
gyration radius of the excess electron in Fig. 9(b) along the equilibrium trajectory.
The pink curve in Fig. 9(a) characterize the energy eigenvalue of the highest occupied
Kohn-Shan orbital, and that is the energy level at which the excess electron stays.
As you can see, its value fluctuates around 0 eV, indicating the excess electron is
31
Figure 8: Configuration of (H2O)
−
16 at 300 K in equilibrium. The yellow contour
is the equi-density surface which encompassing more than 50% of the excess electron
density corresponding to the highest occupied Kohn-Shan orbital. The green dot
represents the centroid of the excess electron distribution. The blue dash lines indicate
the hydrogen bonds between oxygen and hydrogen.
very loosely bounded to the cluster. And this energy level is quite separated from
both other occupied energy levels and all the unoccupied energy levels. The gyration
radius also fluctuates as time evolves. From Fig. 10, we fitted a linear line between
VDE and the gyration radius. Since the VDE is inversly correlated with the gyration
radius, the excess electron is more likely to escape when it occupies larger space on
the surface of the cluster.
2.3.2 (H2O)
−
30 surface and interior states
We generate the (H2O)30(Cl)
− as before, and let the system relax at room tempera-
ture. The Cl− again drifts from the center of the cluster to its surface (See Fig. 11).
It’s much more time consuming to conduct fully QM calculation for systems with
this size, therefore, we select 19 water molecules closest to the Cl− as quantum water
molecules, and show them in blue in Fig. 11. The Cl− is then replaced by an excess
electron, and QM/MM simulation starts from here. The system reaches equilibrium
after 2 ps with a time step 1 fs. We continue the simulation to 4.5 ps to and discover
a VDE of (1.56±0.14)eV . Fig. 12 is a equilibrated configuration of the (H2O)30(Cl)−
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Figure 9: Equilibrium trajectory of (H2O)
−
16 cluster at 300 K from 2 ps to 3.8 ps.
(a)Eigenvalues of energy levels around the highest occupied Kohn-Shan orbital at
which the excess electron stays. The highest occupied Kohn-Shan orbital is colored
in pink. (b)Gyration radius of the excess electron.
cluster and with density distribution of the excess electron. From the picture the ex-
cess electron occupies a pocket like space on the surface of the cluster. The size of the
pocket is around 6.6A˚, while the size of the whole cluster is around 10A˚. Obviously
this is a surface state.
We also capture the eigenvalues of energy level around the highest occupied Kohn-
Shan orbital and the gyration radius of the excess electron along equilibrium trajec-
tory as shown in Fig. 13. Compared with the energy levels in (H2O)
−
16 cluster, again,
the highest occupied Kohn-Shan orbital is the energy level at which the excess elec-
tron stays, and it is well separated with all the other energy levels. However, the
value of this orbital are mostly below 0, lower than the values in (H2O)
−
16 cluster.
Therefore, we conclude the excess electron is more tightly bounded to the (H2O)
−
30
cluster.
From the discussion above, we conclude that at temperature 300 K, the equilib-
rium state for (H2O)
−
30 is a surface state. Is it possible to obtain an interior state for
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Figure 10: Relationship between gyration radius of the excess electron with its VDE
in (H2O)
−
16 cluster at 300 K.
such cluster? We create an (H2O)30Cl
− cluster again with the Cl− in the middle,
relax it at 30 K to confine the chlorine inside. A minimum energy configuration for
such cluster is shown in Fig. 14. We keep temperature at 30 K and apply QM/MM
approach to this system with QM water molecules colored with blue oxygens. The
cluster reaches equilibrium after a duration of 2 ps with a time step 2 fs. We continue
the simulation and obtain an equilibrium trajectory for another 4 ps. Fig. 15 is a
picture of the cluster in equilibrium. The excess electron stays inside the cluster,
forming a cavity of size 4.5A˚, while the size of the cluster is about 10A˚. We conclude
the excess electron is in an interior state. Compared with the surface state of the
same cluster, the sizes of the clusters are similar, but the excess electron occupies less
space in the interior state. The average VDE of the excess electron is computed from
10 equally spaced points along the equilibrium trajectory from 2 ps to 6 ps and the
value is (2.14± 0.04)eV . The eigenvalues of energy level around the highest occupied
Kohn-Shan orbital and the gyration radius of the excess electron along equilibrium
trajectory are plotted in Fig. 16. From the eigenvalue of the highest occupied Kohn-
Shan orbital, the excess electron is even more tightly bounded to the cluster in the
interior state than in the surface state.
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Figure 11: The starting configuration of QM/MM calculation for (H2O)
−
30. The
green point represents the centroid of the excess electron distribution. And the red
and blue oxygens indicates MM and QM water molecules respectively.
2.3.3 (H2O)
−
50 surface and interior states
The (H2O)50(Cl)
− cluster is created with the Cl− in the center of the cluster, and
relaxed at room temperature until it reaches a local minimum energy configuration,
when the Cl− moves to the surface of the cluster.(See Fig. 17). We identify 20 water
molecules nearest to the chlorine as quantum water molecules, and start QM/MM
calculations. The system reaches equilibrium after 2.5 ps with a time step 1 fs. We
continue the simulation to 5 ps and discover a VDE of (1.24± 0.2)eV . From Fig. 18,
the excess electron localizes on the surface of the cluster. The space the excess electron
occupies is around 9.5A˚, the size of the whole cluster is around 12A˚.
The eigenvalues of energy level around the highest occupied Kohn-Shan orbital
and the gyration radius of the excess electron along equilibrium trajectory are show
in Fig. 19.
This simulation shows us that at 300 K, the equilibrium state for (H2O)
−
50 is
a surface state. To confide the excess electron inside the cluster, we control the
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Figure 12: Configuration of (H2O)
−
30 in equilibrium at 300 K. (a)The water molecules
with oxygens colored in red are treated classically, while blue oxygens indicates quan-
tum water molecules. The yellow contour is the equi-density surface which encom-
passes more than 50% of the density of the excess electron. (b)An enlarged picture of
the excess electron density contour with only the QM water molecules. Blue dashed
lines indicate hydrogen bonds.
temperature at 30 K after generating the same (H2O)50Cl
− cluster with the Cl−
in the middle. (See Fig. 20). We keep temperature at 30 K and apply QM/MM
approach to this system with QM water molecules colored with blue oxygens. The
cluster reaches equilibrium after a duration of 3 ps with a time step 2 fs. We continue
the simulation and obtain an equilibrium trajectory for another 4 ps. Fig. 21 is a
picture of the cluster in equilibrium. The excess electron stays inside the cluster,
forming a cavity of size 3A˚, while the size of the cluster is about 12A˚. We conclude
the excess electron is in an interior state. Compared with the surface state of the
same cluster, the whole clusters stays at similar size, but the excess electron occupies
much less space in the interior state. The average VDE of the excess electron is
computed from 10 points along the equilibrium trajectory from 3 ps to 7 ps and its
value is (2.14±0.086)eV . The eigenvalues of energy level around the highest occupied
Kohn-Shan orbital and the gyration radius of the excess electron along equilibrium
trajectory are plotted in Fig. 22.
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Figure 13: Equilibrium trajectory of the (H2O)
−
30 cluster at 300 K from 2.4 ps to 4.5
ps. (a)Eigenvalues of energy level around the highest occupied Kohn-Shan orbital at
which the excess electron stays. The highest occupied Kohn-Shan orbital is colored
in pink. (b)Gyration radius of the excess electron.
2.3.4 (H2O)
−
100 interior and surface states
After creating the (H2O)100(Cl)
− cluster with the Cl− in the center of the cluster,
we run molecular dynamics simulation at room temperature until it reaches a local
minimum energy configuration. From Fig. 23 we see for this cluster, the Cl− stays
inside the cluster. About 20 water molecules nearest to the chlorine are selected
as quantum water molecules, and we start QM/MM calculations after replacing the
chlorine with an excess electron. The system is equilibrated at 600 K for 2 ps and then
gradually cooled to 300 K. An average value VDE of (2.38± 0.30)eV was determined
from calculation corresponding to 20 points along the equilibrium trajectory at 300
K. Fig. 24 shows a configuration of the (H2O)
−
100 cluster in equilibrium state at 300
K. From the picture the excess electron localizes inside the cluster. The space the
excess electron occupies is around 5A˚, the size of the whole cluster is around 19.5A˚.
The eigenvalues of energy level around the highest occupied Kohn-Shan orbital
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Figure 14: The starting configuration of QM/MM calculation at 30 K for (H2O)
−
30.
The green point represents the centroid of the excess electron distribution. And the
red and blue oxygens indicates MM and QM water molecules respectively.
and the gyration radius of the excess electron along equilibrium trajectory are shown
in Fig. 25.
This simulation shows us that at 300 K, the excess electron will locate at an inte-
rior cavity if it is created in the middle of the cluster. But that doesn’t exclude the
existence of a stable surface-bound state. To test it, we generate another (H2O)100Cl
−
cluster with the Cl− on the surface, and control the Cl− on the surface while relaxing
the whole system. Fig. 26 is a local minimum energy configuration from this proce-
dure. QM/MM approach is then applied to this system with QM water molecules
colored with blue oxygens in Fig. 26. The simulation shows that if the temperature
is kept at 300 K, the excess electron starting on the surface of the cluster tends to
gradually move into the middle of the cluster. To confide the electron on the sur-
face, temperature must be reduced from 200 K. Fig. 27 shows a surface state of the
(H2O)
−
100 in equilibrium at 200 K, and we compute the VDE of the excess electron
to be (1.34 ± 0.1)eV . The eigenvalues of energy level around the highest occupied
Kohn-Shan orbital and the gyration radius of the excess electron along equilibrium
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Figure 15: Configuration of (H2O)
−
30 in equilibrium at 30 K. (a)The water molecules
with oxygens colored in red are treated classically, while colored in blue are treated
quantum mechanically. The yellow contour is the equi-density surface which encom-
passes more than 50% of the density of the excess electron. (b)An enlarged picture of
the excess electron density contour with only the QM water molecules. Blue dashed
lines indicate hydrogen bonds.
trajectory are plotted in Fig. 28.
2.3.5 (H2O)
−
300 interior state
The (H2O)300(Cl)
− cluster is created again with the Cl− in the center of the cluster.
After molecular dynamics relaxation the system rearrange itself with the Cl− staying
inside.(See Fig. 29. From this point we start QM/MM calculations after replacing the
chlorine with an excess electron. The system is equilibrated at 300 K for 3 ps with a
time step of 1 fs. An average value VDE of (2.446± 0.38)eV is determined along the
equilibrium trajectory. Fig. 24 shows that the excess electron will localize inside the
cluster, forming a cavity of size 8A˚, while the size of the whole cluster around 25A˚.
The eigenvalues of energy level around the highest occupied Kohn-Shan orbital
and the gyration radius of the excess electron along equilibrium trajectory are shown
in Fig. 31.
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Figure 16: Equilibrim trajectory of the (H2O)
−
30 cluster at 30 K from 2 ps to 6
ps. (a)Eigenvalues of energy level around the highest occupied Kohn-Shan orbital at
which the excess electron stays. The highest occupied Kohn-Shan orbital is colored
in pink. (b)Gyration radius of the excess electron.
Table 2: Comparison of VDE with experimental results
Interior Surface
cluster size Exp., eV Ours’, eV Exp., eV Ours’, eV
16 - - 0.97 1.13± 0.1 (300K)
30 1.34 2.14± 0.04 (30K) 0.59 1.56± 0.14 (300K)
50 1.77 2.14± 0.09 (30K) 0.97 1.24± 0.2 (300K)
100 2.19 2.38± 0.3 (300K) 1.14 1.34± 0.1 (200K)
300 2.38 2.45± 0.2 (300K) - -
2.4 Conclusion
We have performed a hybrid QM/MM simulation and subsequent analysis of the
electron localization sites existing in various finite size neutral water clusters. We
computed the VDE energy for water clusters with sizes ranging from 16 to 300.
Table 2 lists our results with comparison to the experimental results in [22]. We also
demonstrated the existence of both the surface and the interior localization modes
through energetic structural and spectroscopic analysis.
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Figure 17: The starting configuration of QM/MM calculation for (H2O)
−
50. The
green point represents the centroid of the excess electron distribution. And the red
and blue oxygens indicates MM and QM water molecules respectively.
From our analysis, at room temperature, surface state is more stable for cluster
n ≤ 50. To form an interior state at this small sizes, an electron has to be initiated
in the middle of the cluster and temperature must kept very low to prohibit the
movement of the electron. For cluster n ≥ 100, interior state is more stable at room
temperature. Temperature needs to be reduced to 200K to maintain a surface state
for H2O
−
100. Interior state will evolve to surface state very fast for H2O
−
100. The
transition happens between water clusters size 50 and 100.
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Figure 18: Configuration of (H2O)
−
50 at equilibrium state at 300 K. (a)The water
molecules with oxygens colored in red are treated classically, while blue oxygens indi-
cate quantum water molecules. The yellow contour is the equi-density surface which
encompasses more than 50% of the density of the excess electron. (b)An enlarged
picture of the excess electron density contour with only the QM water molecules.
Blue dashed lines indicate hydrogen bonds.
Figure 19: Equilibrium trajectory of the (H2O)
−
50 cluster at 300 K from 2.5 ps to 5
ps. (a)Eigenvalues of energy level around the highest occupied Kohn-Shan orbital at
which the excess electron stays. The highest occupied Kohn-Shan orbital is colored
in pink. (b)Gyration radius of the excess electron.
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Figure 20: The starting configuration of QM/MM calculation at 30 K for (H2O)
−
50.
The green point represents the centroid of the excess electron distribution. And the
red and blue oxygens indicates MM and QM water molecules respectively.
Figure 21: Configuration of (H2O)
−
50 in equilibrium at 30 K. (a)The water molecules
with oxygens colored in red are treated classically, while blue oxygens indicate quan-
tum water molecules. The yellow contour is the equi-density surface which encom-
passes more than 50% of the density of the excess electron. (b)An enlarged picture of
the excess electron density contour with only the QM water molecules. Blue dashed
lines indicate hydrogen bonds.
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Figure 22: Equilibrium trajectory of the (H2O)
−
50 cluster at 30 K for 4 ps.
(a)Eigenvalues of energy level around the highest occupied Kohn-Shan orbital at
which the excess electron stays. The highest occupied Kohn-Shan orbital is colored
in pink. (b)Gyration radius of the excess electron.
Figure 23: The starting configuration of QM/MM calculation for (H2O)
−
100. The
green point represents the centroid of the excess electron distribution. And the red
and blue oxygens indicates MM and QM water molecules respectively.
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Figure 24: Configuration of (H2O)
−
100 in equilibrium at 300 K. (a)The water
molecules with oxygens colored in red are treated classically, while blue oxygens indi-
cate quantum water molecules. The yellow contour is the equi-density surface which
encompasses more than 50% of the density of the excess electron. (b)An enlarged
picture of the excess electron density contour with only the QM water molecules.
Blue dashed lines indicate hydrogen bonds.
Figure 25: Equilibrium trajectory of the (H2O)
−
100 cluster at 300 K for 0.45 ps.
(a)Eigenvalues of energy level around the highest occupied Kohn-Shan orbital at
which the excess electron stays. The highest occupied Kohn-Shan orbital is colored
in pink. (b)Gyration radius of the excess electron.
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Figure 26: The starting configuration of QM/MM calculation for (H2O)
−
100. The
green point represents the centroid of the excess electron distribution. And the red
and blue oxygens indicates MM and QM water molecules respectively.
Figure 27: A surface state configuration of (H2O)
−
100 in equilibrium at 200 K.
(a)The water molecules with oxygens colored in red are treated classically, while
blue oxygens indicate quantum water molecules. The yellow contour is the equi-
density surface which encompasses more than 50% of the density of the excess elec-
tron. (b)An enlarged picture of the excess electron density contour with only the QM
water molecules. Blue dashed lines indicate hydrogen bonds.
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Figure 28: Equilibrium trajectory of the (H2O)
−
100 cluster at 200 K. (a)Eigenvalues of
energy level around the highest occupied Kohn-Shan orbital at which the excess elec-
tron stays. The highest occupied Kohn-Shan orbital is colored in pink. (b)Gyration
radius of the excess electron.
Figure 29: The starting configuration of QM/MM calculation for (H2O)
−
300. The
green point represents the centroid of the excess electron distribution. And the red
and blue oxygens indicates MM and QM water molecules respectively.
47
Figure 30: Configuration of (H2O)
−
300 in equilibrium at 300 K. (a)The water
molecules with oxygens colored in red are treated classically, while colored in blue are
treated quantum mechanically. The yellow contour is the equi-density surface which
encompasses more than 50% of the density of the excess electron. (b)An enlarged
picture of the excess electron density contour with only the QM water molecules.
Blue dashed lines indicate hydrogen bonds.
Figure 31: Equilibrium trajectory of the (H2O)
−
300 cluster at 300 K for 2.5 ps.
(a)Eigenvalues of energy level around the highest occupied Kohn-Shan orbital at
which the excess electron stays. The highest occupied Kohn-Shan orbital is colored
in pink. (b)Gyration radius of the excess electron.
48
PART II
ELECTRONIC SPECTRUM AND SPIN
STRUCTURES OF FOUR-ELECTRON
DOUBLE QUANTUM DOTS
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CHAPTER III
EXACT DIAGONALIZATION METHOD FOR
LATERAL DOUBLE QUANTUM DOTS
Semiconductor quantum dots(QD) are small man-made structures in a solid, typically
with sizes ranging from nanometers to a few microns. They consist of 103−109 atoms
with an equivalent number of electrons. In semiconductors all electrons are tightly
bound to the nuclei except for a small fraction of free electrons. This small number
can be anything from a single free electron, to a puddle of several thousands, in
quantum dots defined in a semiconductor. Current nanofabrication technology allows
us to precisely control the size and shape of these dots. The electronic properties of
dots show many parallels with those of atoms. Most notably, the confinement of
the electrons in all three spatial directions results in a quantized energy spectrum.
Quantum dots are therefore regarded as artificial atoms [48, 6], a term suggestive of
strong similarities between these manmade nanodevices and the physical behavior of
nature atoms.
Two dimensional semiconductor QD’s are typically fabricated in the semiconduc-
tor heterostructures using lithographic techniques. Current-voltage measurements
are used to observe the atom-like properties of the quantum dot. In addition, it is
possible to vary the exact number of electrons on the dot by changing the voltage
applied to a nearby gate electrode. This control allows one to scan through the entire
periodic table of artificial elements by simply changing the voltage. Quantum dot
technology is one of the most promising candidates for various fields. In electronic
applications they have been proven to operate like a single-electron transistor and
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show the Coulomb blockage effect. They have been suggested as implementations
of qubits for quantum information processing. With superior transport and opti-
cal properties, they are also being researched for use in diode lasers, amplifiers, and
biological sensors.
Driven by growing interest in solid state nanostrucutres and potential techno-
logical considerations, an intensive effort has been devoted towards the elucidations
of quantum dots. A natural extension has also developed in the direction of two-
dimensional QD molecules(QDM’s, often referred to as artificial molecules), aiming
at clarifying the analogies and differences between such artificially fabricated molecu-
lar nanostructures and the natural molecules. A major attraction of QD’s and QDM’s
is the fact that, due to their larger size, orbital magnetic effects become important
for magnetic field values easily attainable in the laboratory. This contrasts with the
case of natural atoms and molecules for which magnetic fields of sufficient strength
for the production of phenomena related to orbital magnetism are known to occur
only in astrophysical environments, e.g., on the surfaces of neutron stars.
The N-electron QD’s has been extensively studied in the last few years, both
experimentally [25, 31, 10] and theoretically [40, 50, 67, 30, 72, 74, 75, 70, 73]. Ex-
perimentally, the case of parabolic QDs with a small number of electrons (N ≤ 30)
has attracted particular attentions, as a result of precise control of the number of
electrons in the dot that has been demonstrated in several experimental investiga-
tions. Naturally, QDs with a small number of electrons are also most attractive for
theoretical investigations.
A major factor motivating the study of two dimensional quantum dots has been
the promising outlook and potential of quantum dots concerning the implementation
of solid-state quantum computing and quantum information devices [28, 15, 47]. To
this effect highly precise control of the space and spin degrees of freedom of a small
number N of confined electrons (down to an empty [54, 31, 29] QD) needs to be
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achieved, and experimentally this was demonstrated recently for two electrons in a
lateral double quantum dot molecule [43]. From the theoretical standpoint, high-
level computational methods beyond the mean-field approximations are needed [76]
that are able to provide solutions preserving all the symmetries of the many-body
Hamiltonian. For example, conservation of total spin is essential for describing spin
entanglement in small assemblies of electrons that exhibit localization in space. Such
assemblies may be viewed as finite Heisenberg spin clusters [41, 52] whose quantum
behavior (due to finite-size fluctuations and correlation effects) differs drastically from
the behavior expected from magnetic systems in the thermodynamic limit [41, 13].
There is an abundance of experimental and theoretical publications concerning
circular single quantum dots with a small number of electrons [40, 49, 25, 76, 36, 35, 2].
In this thesis, we use exact diagonalization [76] (EXD) to investigate the properties of
lateral double quantum dots (DQDs) containing four electrons. DQDs are referred to
also as artificial molecules. DQDs containing two electrons have been already studied
extensively both experimentally [43] and theoretically [76, 34, 27]. Experimental
studies of DQDs with three or four electrons are absent as yet. We are aware of one
theoretical study of a lateral DQD with three electrons [59].
Due to novel quantum behavior discovered in our investigations (compared to
circular QDs, both concerning the spectra and entanglement aspects), we hope that
the present work will motivate further experimental studies on lateral DQDs.
3.1 The two-center-oscillator confining potential
Following the course of development for single QD’s, first insights into the energet-
ics and spectra of lateral QDM’s may be gained from single-electron (SE) energy
levels calculated for harmonic confinements using a semi-analytic two-center oscil-
lator model (TCOM).Indeed, the single-particle levels associated with the confining
potential of the artificial molecule are determined by the single-particle hamiltonian
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[69, 38, 68]
H = T +
1
2
m∗ω2xkx
2 +
1
2
m∗ω2yky
′2
k
+ Vneck(y) + hk +
g∗µB
~
B · s , (3.1)
where y′k = y − yk with k = 1 for y < 0 (left) and k = 2 for y > 0 (right), and
the hk’s control the relative well-depth, thus allowing studies of hetero-QDM’s. x
denotes the coordinate perpendicular to the interdot axis (y). T = (p− eA/c)2/2m∗,
with A = 0.5(−By,Bx, 0), and the last term in Eq. (3.1) is the Zeeman interaction
with g∗ being the effective g factor, µB the Bohr magneton, and s the spin of an
individual electron. Here we limit ourselves to systems with ~ωx1 = ~ωx2 = ~ωx. The
most general shapes described by H are two semiellipses connected by a smooth neck
[Vneck(y)]. y1 < 0 and y2 > 0 are the centers of these semiellipses, d = y2 − y1 is the
interdot distance, and m∗ is the effective electron mass.
For the smooth neck, we use Vneck(y) =
1
2
m∗ω2yk[cky
′3
k + dky
′4
k ]θ(|y| − |yk|), where
θ(u) = 0 for u > 0 and θ(u) = 1 for u < 0. The four constants ck and dk can be
expressed via two parameters, as follows: (−1)kck = (2 − 4²bk)/yk and dk = (1 −
3²bk)/y
2
k, where the barrier-control parameters ²
b
k = (Vb − hk)/V0k are related to the
actual (controllable) height of the bare barrier (Vb) between the two QD’s, and V0k =
m∗ω2yky
2
k/2 (for h1 = h2, V01 = V02 = V0).
The single-particle levels of H, including an external perpendicular magnetic field
B, are obtained by numerical diagonalization in a (variable-with-separation) basis
consisting of the eigenstates of the auxiliary hamiltonian:
H0 =
p2
2m∗
+
1
2
m∗ω2xx
2 +
1
2
m∗ω2yky
′2
k + hk . (3.2)
This eigenvalue problem is separable in x and y, i.e., the wave functions are written
as
Φµν(x, y) = Xµ(x)Yν(y). (3.3)
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The solutions for Xµ(x) are those of a one-dimensional oscillator, and for Yν(y) they
can be expressed through the parabolic cylinder functions [69, 38, 68] U [αk, (−1)kξk],
where ξk = y
′
k
√
2m∗ωyk/~, αk = (−Ey + hk)/(~ωyk), and Ey = (ν + 0.5)~ωy1 + h1
denotes the y-eigenvalues. The matching conditions at y = 0 for the left and right
domains yield the y-eigenvalues and the eigenfunctions Yν(y) (µ is integer and ν is in
general real).
In this paper, we will limit ourselves to symmetric (homopolar) QDM’s, i.e., ~ωx =
~ωy1 = ~ωy2 = ~ω0, and use ~ω0 = 5 meV and m∗ = 0.067me (this effective-mass
value corresponds to GaAs).
3.2 Single particle states
The single-particle levels of H, including an external perpendicular magnetic field
B, are obtained by numerical diagonalization in a (variable-with-separation) basis
consisting of the eigenstates of the auxiliary hamiltonian:
H0 =
p2
2m∗
+
1
2
m∗ω2xx
2 +
1
2
m∗ω2yiy
′2
i + hi . (3.4)
This eigenvalue problem is separable in x and y, i.e., the wave functions are written
as Φµν(x, y) = Xµ(x)Yν(y). The solutions for Xµ(x) are those of a one-dimensional
oscillator, and for Yν(y) they can be expressed through the parabolic cylinder func-
tions U [αi, (−1)iξi], where ξi = y′i
√
2m∗ωyi/~, αi = (−Ey + hi)/(~ωyi), and Ey =
(ν + 0.5)~ωy1 + h1 denotes the y-eigenvalues. The matching conditions at y = 0 for
the left and right domains yield the y-eigenvalues and the eigenfunctions Yν(y) (m is
integer and ν is in general real).
The TCOM single-particle spectrum for a QDM made of two coupled (identical)
QDs (with ~ωx~ωy1 = ~ωy2 = 3 meV), plotted versus the distance, d, between the
centers of the two dots, is given Fig. 32. In these calculations the height of the barrier
between the dots varies as a function of d, thus simulating reduced coupling between
them as they are separated; we take the barrier control parameter ²b1 = ²
b
2 = 0.5. In
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Figure 32: SE spectra of QDM’s plotted versus the distance d between two (iden-
tical) coupled QD’s with TCOM confinement ~ωy1 = ~ωy2 = ~ωx = 3 meV and
h1 = h2 = 0. For all d’s the barrier control parameters were taken as ²
b
1 = ²
b
2 = 0.5,
i.e., the barrier height (depicted by the dashed line) varies as Vb(d) = V0(d)/2. MO’s
correlating the united (Vb = 0) and separated-dots limits are denoted along with
the corresponding (on the right) SQD states. Wavefunction cuts at x = 0 along the
y-axis at several distances d (see arrows) corresponding to the lowest bonding and
antibonding eigenvalues (solid and dashed lines) are displayed at the top. Energies
in meV and distances in nm.
all our calculations, we used GaAs values, m∗ = 0.067me and a dielectric constant
κ = 12.9; the scaled units which we use are 2 Ry∗ = m∗e4/~2κ2 = 10.96 meV and
a∗B = ~2κ/m∗e2 = 10.188 nm. For the SQD (large d) and the UQD (d = 0) limits the
spectra are the same, corresponding to that of a 2D harmonic oscillator (two of them
for the SQD) with a level degeneracy of 1, 2, 3, ... . In analogy with real molecules,
the states in the intermediate region (d > 0) may be interpreted as molecular orbitals
(MO’s) made of linear superpositions of the states of the two dots comprising the
QDM. This description is intuitively appealing, though it is more appropriate for the
weaker coupling regime (large d); nevertheless we continue to use it for the whole
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range of coupling strength between the dots, including the strong coupling regime
where reference to the states of the individual dots is only approximate. Thus, for
example, as the two dots approach each other, the lowest levels (nx, ny) with nx =
ny = 0 on the two dots may combine symmetrically (“bonding”) or antisymmetrically
(“antibonding”) to form [0,0;0] and [0,0;1] MOs, with the third index denoting the
total number of nodes of the MO along the interdot axis (y), that is, 2ny+I, I = 0 or
1; for symmetric combinations (I = 0) this index is even and for antisymmetric ones
(I = 1) it is odd. Between the SQD and UQD limits the degeneracies of the individual
dots’ states are lifted, and in correlating these two limits the number of y-nodes is
conserved; for example the [0,0;1] MO converts in the UD limit into the (0,1) state
of a single QD, the [0,1;2] MO into the (0,2) state, and the [1,0;1] MO into the (1,1)
state (see Fig. 32). Note that MOs of different symmetries may cross while they do
not if they are of the same symmetry. The evolution of the d = 70 nm QDM spectrum
as a function of Vb displayed in Fig. 33, shows that the level spectrum with Vb = 0,
corresponding to a large non-circular dot, converges as the coupling is decreased (i.e.,
increasing Vb) into that of two separated dots; note however that even for large Vb
the 2D harmonic oscillator spectrum is not recovered because of the unharmonicity
introduced by the interdot barrier.
To explore the properties of QDM’s in a magnetic field, we start first with a simple
generalization of the non-interacting electrons’s Darwin-Fock model. The SE spectra
for the QDM (d = 70 nm, Vb = 2.43 meV) in a magnetic field (B) are shown in
Fig. 34 (here we neglect the Zeeman interaction which is small for our range of B
values with g∗ = −0.44 for GaAs). The main features are: (i) the multiple crossings
(and avoided crossings) as B increases, (ii) the decrease of the energy gap between
levels, occurring in pairs (such as the lowest bonding-antibonding pair), portraying an
effective reduced coupling between the QD’s comprising the QDM as B increases, (see
the electron densities for B = 0 and B = 4 T in Fig. 34). And (iii) the “condensation”
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Figure 33: SE spectra of a QDM at d = 70nm plotted versus the barrier height Vb.
of the spectrum into the sequence of Landau levels (NL + 1/2)~Ωc, NL = 0, 1, 2, ...
, similar to the behavior of the SE Darwin-Fock spectrum for harmonically confined
electrons in a circular QD (note however that the geometry of the QDM is non-circular
and deviates from a simple harmonic confinement).
3.3 The Many-Body Hamiltonian and the exact
diagonalization method
The many-body hamiltonian H for a dimeric QDM comprising N electrons can be
expressed as a sum of the single-particle part H(i) defined in Eq. (3.1) and the two-
particle interelectron Coulomb repulsion,
H =
N∑
i=1
H(i) +
N∑
i=1
N∑
j>i
e2
κrij
, (3.5)
where κ is the dielectric constant and rij denotes the relative distance between the i
and j electrons.
As we mentioned in the introduction, we will use the method of exact diago-
nalization for determining the solution of the many-body problem specified by the
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Figure 34: SE spectrum of the d = 70 nm (~ωy1 = ~ωy2 = ~ωx = 3 meV, Vb = 2.43
meV, ∆h = 0) QDM versus B (in T). The ~Ωc/2 and 3~Ωc/2 Landau levels are
given by the dashed lines. The electron densities (shown as insets) for the lowest
bonding (bottom) and antibonding (top) states at B = 0 and B = 4 T illustrate the
contraction of the orbitals caused by the magnetic field, which underlines the field-
induced decoupling of the dots (“QDM dissociation”). Contour values are in units of
3.571 10−4 nm−2.
hamiltonian (3.5). In the EXD method, one writes the many-body wave function
ΦEXDN (r1, r2, . . . , rN) as a linear superposition of Slater determinants Ψ
N(r1, r2, . . . , rN)
that span the many-body Hilbert space and are constructed out of the single-particle
spin-orbitals
χj(x, y) = ϕj(x, y)α, if 1 ≤ j ≤ K, (3.6)
and
χj(x, y) = ϕj−K(x, y)β, if K < j ≤ 2K, (3.7)
where α(β) denote up (down) spins. Namely
ΦEXDN,p (r1, . . . , rN) =
∑
I
CpIΨ
N
I (r1, . . . , rN), (3.8)
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where
ΨNI =
1√
N !
∣∣∣∣∣∣∣∣∣∣
χj1(r1) . . . χjN (r1)
...
. . .
...
χj1(rN) . . . χjN (rN)
∣∣∣∣∣∣∣∣∣∣
, (3.9)
and the master index I counts the number of arrangements {j1, j2, . . . , jN} under the
restriction that 1 ≤ j1 < j2 < . . . < jN ≤ 2K. Of course, p = 1, 2, . . . counts the
excitation spectrum, with p = 1 corresponding to the ground state.
The exact diagonalization of the many-body Schro¨dinger equation
HΦEXDN,p = EEXDN,p ΦEXDN,p (3.10)
transforms into a matrix diagonalizatiom problem, which yields the coefficients CpI
and the EXD eigenenergies EEXDN,p .
The matrix elements 〈ΨIN |H|ΨJN〉 between the basis determinants [see Eq.( 3.9)]
are calculated using the Slater rules [58]. Naturally, an important ingredient in this
respect are the two-body matrix elements of the Coulomb interaction,
e2
κ
∫ ∞
−∞
∫ ∞
−∞
dr1dr2ϕ
∗
i (r1)ϕ
∗
j(r2)
1
|r1 − r2|ϕk(r1)ϕl(r2), (3.11)
in the basis formed out of the single-particle spatial orbitals ϕi(r), i = 1, 2, . . . , K. In
our approach, these matrix elements are determined numerically.
3.4 The spin states
The spin operators corresponding to x, y, z components for one electron can be
represented by two-dimensional Hermitian matrices:
Sx =
1
2
 0 1
1 0
 , Sy = 1
2
 0 −i
i 0
 , Sz = 1
2
 1 0
0 −1
 (3.12)
The square of the spin is represented by the operator:
S2 = S2x + S
2
y + S
2
z =
3
4
 1 0
0 1
 (3.13)
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For N electrons,
S = S1 + S2 + ...+ SN (3.14)
therefore,
Sx = S1x + S2x + ...+ SNx; (3.15)
Sy = S1y + S2y + ...+ SNy; (3.16)
Sz = S1z + S2z + ...+ SNz. (3.17)
It can be proved that operator S2 commutes with each of the three operators Sx, Sy,
Sz. Then, S
2 and Sz have simultaneous eigenfunctions:
S2Y (s,m) = kY (s,m) (3.18)
SzY (s,m) = mY (s,m). (3.19)
It’s very useful to define two additional operators:
S+ = Sx + iSy =
 0 1
0 0
 , S− = Sx − iSy =
 0 0
1 0
 . (3.20)
If we follow Dirac’s convention by choosing the phase factor to be 1, then
S+Y (s,m) = [(s−m)(s+m+ 1)] 12Y (s,m+ 1) (3.21)
S−Y (s,m) = [(s+m)(s−m+ 1)] 12Y (s,m− 1) (3.22)
A basic property of spin eigenfunctions is that they exhibit degeneracies forN > 2,
i.e., there may be more than one linearly independent (and orthogonal) spin functions
that are simultaneous eigenstates of both Sˆ2 and Sz. These degeneracies are usually
visualized by means of the branching diagram. The axes in this plot describe the
number N of fermions (horizontal axis) and the quantum number S of the total spin
(vertical axis). At each point (N,S), a circle is drawn containing the number g(N,S)
which gives the degeneracy of spin states. It is found[42] that
g(N,S) =
 N
N/2− S
−
 N
N/2− S − 1
 . (3.23)
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Figure 35: The branching diagram for the spin degeneracies.
We see from the figure that the highest spin state is always non-degenerate. The
number of independent spin states increases sharply as N increases.
3.4.1 Two electrons
In the case of zero magnetic field and for a small number of particles, one can find
compact expressions that encompass all possible superpositions. For two electrons,
define S = S1 + S2, then
Sx = S1x + S2x,Sy = S1y + S2y,Sz = S1z + S2z. (3.24)
A two-electron system has four basic state,
|↑↑〉 , |↓↓〉 , |↑↓〉 , |↓↑〉 . (3.25)
We can construct the eigenfunctions of S2 and Sz by these four states, the solutions
are
Y11 = |↑↑〉 (3.26)
Y10 =
√
1
2
( |↑↓〉+ |↓↑〉 ) (3.27)
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Y1−1 = |↓↓〉 (3.28)
Y00 =
√
1
2
( |↑↓〉 − |↓↑〉 ) (3.29)
We call Y (s,m) with s = 1 triplet state, and s = 0 singlet state.
3.4.2 Three electrons
Let us construct the spin function with S = 1/2 [57]. The basic terms for M = 1/2
are
|1〉 = |↑↑↓〉 , |2〉 = |↑↓↑〉 , |3〉 = |↓↑↑〉 , (3.30)
where the particle indices are assumed to be in increasing order, e.g. in the sate |1〉
the first and second electrons are in a spin-up state while the third electron is in a
spin-down state. The general spin function in this case can be expressed as
Yss(λ) =
3∑
i=3
λi |i〉 . (3.31)
The coefficients (λ1, λ2, λ3), characterizing the spin functions, are not independent
of each other but must satisfy the condition, S+Yss(λ) = 0, , which leads to the
condition of λ1 + λ2 + λ3 = 0. By taking account of the normalization the spin
function can be parameterized by a single variable θ(−pi/2 6 θ 6 pi/2 as follows:
Y 1
2
1
2
=
√
2
3
sin θ |↑↑↓〉+
(√
1
2
cos θ −
√
1
6
sin θ
)
|↑↓↑〉−
(√
1
2
cos θ +
√
1
6
sin θ
)
|↓↑↑〉 .
(3.32)
The θ value is chosen such that θ = 0 corresponds to the spin function with the
intermediate spin S12 = 0 whereas θ = ±pi/2 to the one with S12 = 1.
By acting with S− on this equation, we obtain
Y 1
2
− 1
2
= −
√
2
3
sin θ |↓↓↑〉−
(√
1
2
cos θ −
√
1
6
sin θ
)
|↓↑↓〉+
(√
1
2
cos θ +
√
1
6
sin θ
)
|↑↓↓〉 .
(3.33)
62
3.4.3 Four electron spin function
Specifically for N = 4 particles, there is one spin eigenfunction with S = 2, three
with S = 1, and two with S = 0. In general the spin part of the EXD wave functions
involves a linear superposition over all the degenerate spin eigenfunctions for a given
S.
For N = 4 and S = 0, Sz = 0 one has:
X00 =
√
1
3
sin θ| ↑↑↓↓〉+ (1
2
cos θ −
√
1
12
sin θ) |↑↓↑↓〉
−(1
2
cos θ +
√
1
12
sin θ)| ↑↓↓↑〉
−(1
2
cos θ +
√
1
12
sin θ) |↓↑↑↓〉
+(
1
2
cos θ −
√
1
12
sin θ) |↓↑↓↑〉+
√
1
3
sin θ |↓↓↑↑〉 ,
(3.34)
where the parameter θ satisfies −pi/2 ≤ θ ≤ pi/2 and is chosen such that θ = 0
corresponds to the intermediate spin function with S12 = 0(two electron); S123 =
1/2(three electron); whereas θ = ±pi/2 corresponds to the one with S12 = 1, S123 =
1/2.
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For N = 4 and S = 1, Sz = 0 one has:
X10 =
(
√
1
6
sin θ sinϕ−
√
1
12
sin θ cosϕ− 1
2
cos θ) |↓↑↑↓〉
+(
√
1
6
sin θ sinϕ−
√
1
12
sin θ cosϕ+
1
2
cos θ) |↑↓↑↓〉
+(
√
1
12
sin θ cosϕ−
√
1
6
sin θ sinϕ− 1
2
cos θ) |↓↑↓↑〉
+(
√
1
12
sin θ cosϕ−
√
1
6
sin θ sinϕ+
1
2
cos θ) |↑↓↓↑〉
+(
√
1
6
sin θ sinϕ+
√
1
3
sin θ cosϕ) |↑↑↓↓〉
−(
√
1
6
sin θ sinϕ+
√
1
3
sin θ cosϕ) |↓↓↑↑〉 , (3.35)
where the parameters θ and ϕ satisfy −pi/2 ≤ θ ≤ pi/2 and −pi/2 ≤ ϕ ≤ pi/2. The
three independent spin functions with definite S12 and S123 values correspond to the
θ and ϕ values as follows: for S12 = 0 and S123 = 1/2, θ = 0; for S12 = 1 and
S123 = 1/2, θ = ±pi/2 and ϕ = 0; and for S12 = 1 and S123 = 3/2, θ = ±pi/2 and
ϕ = ±pi/2.
Finally, for N = 4 and S = 2, Sz = 0 (maximum polarization) case, one has:
X20 =
|↓↓↑↑〉+ |↓↑↓↑〉+ |↓↑↑↓〉+ |↑↓↓↑〉+ |↑↓↑↓〉+ |↑↑↓↓〉√
6
.
(3.36)
3.4.4 N electrons
The spin function of the N-electron system cannot be uniquely specified by the total
spin S alone. One elementary way to construct it is to use a successive coupling of
the spins of the particles. The intermediate spin quantum numbers S12, S123, etc.,
appearing in the successive coupling serve to specify the spin function. They do not,
however, constitute good quantum numbers in general and thus several sets of t he
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spin quantum numbers may be needed to obtain a good wave function. The order of
the spin coupling in the successive couplings is fixed and in general does not naturally
follow the choice of the relative coordinates. We are not going to detail how to get
the N-electron spin functions but you can refer to the branching diagram to learn
more about it.
3.5 CONSERVATION OF PARITY
Of great help in reducing the size of the matrices to be digitalized is the fact that the
parity (with respect to the origin) of the EXD many-body wave function is a good
quantum number for all values of the magnetic field when h1 = h2. Specifically, the
xy-parity operator associated with reflections about the origin of the axes is defined
as
PˆxyΦEXDN,q (r1, r2, r3, r4) = ΦEXDN,q (−r1,−r2,−r3,−r4) (3.37)
and has eigenvalues ±1.
One can also consider partial parity operators Pˆx and Pˆy associated solely with
reflections about the x and y axis, respectively; of course Pˆxy = PˆxPˆy. We note that
unlike Pˆxy, the partial parities Pˆx and Pˆy are conserved only for zero magnetic fields
(B = 0). With the two-center oscillator cartesian basis that we use [see Eq. (3.3)], it
is easy to calculate the parity eigenvalues for the Slater determinants, Eq. (3.9), that
span the many-body Hilbert space. Because Xµ(x) and Yn(y) conserve the partial Pˆx
and Pˆy parities, respectively, one finds:
PˆxyΨNI = (−)
∑4
i=1mi+niΨNI , (3.38)
where mi and ni count the number of single-particle states associated with the bare
two-center oscillator [see the auxiliary hamiltonian H0 in Eq. (3.4)] along the x axis
and the simple oscillator along the y direction (with the assumption that the lowest
states have m = 0 and n = 0, since they are even states). We note again that the
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index µ in Eq. (3.3) is not an integer in general, while m here is indeed an integer
(since it counts the number of single-particle states along the x direction).
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CHAPTER IV
RESULTS OF FOUR-ELECTRON DOUBLE
QUANTUM DOTS
4.1 Results: Energy Spectra
The excitation spectra as a function of the applied magnetic field for four electrons
in a double QD with interdot distance d = 2x2 = −2x1 = 30 nm and no voltage
bias between the dots (h1 = h2 = 0) are plotted for three different strengths of
interelectron repulsion, i.e., weak [κ = 12.5 (GaAs); see Fig. 36], intermediate (κ = 6;
see Fig. 37), and strong (κ = 2; see Fig. 38) Coulomb repulsion. The interdot barrier
parameter was taken ²b = 0.5 (because h1 = h2 = 0, one has ²
b
1 = ²
b
2 = ²
b; see previous
section for the definitions). In all cases, we calculated the eight lowest energy levels.
We observe that the lowest six levels form a band that separates through the
opening of a gap from the rest of the spectrum. This happens already at a weak
repulsion, and it is well developed for the intermediate case (κ = 6). It is of interest
to note that the number six coincides with the total number of spin eigenfunctions
for N = 4 fermions, as can be seen from the branching diagram displaying the spin
degeneracies [42] . In particular, there is one level with total spin S = 2 (and parity
Pxy = 1), three levels with total spin S = 1 (two with Pxy = 1 and one with
Pxy = −1), and two levels with total spin S = 0 (one with Pxy = 1 and the second
with Pxy = −1). All these six levels approximately cross at one point situated at
about B ≈ 3.5 T for κ = 12.5 and B ≈ 2.2 T for κ = 6.
These trends associated with the opening of a gap and the formation of a six-
state low band appear further reinforced for the larger interdot distance of d = 60 nm
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Figure 36: Energy spectra (as a function of the magnetic field B) for N = 4
electrons in a double quantum dot with interdot separation d = 30 nm. Case of weak
interelectron repulsion corresponding to GaAs (κ = 12.5). The calculation were done
for the case Sz = 0 and the Zeeman term was neglected. In this case all states with the
same total spin S and different spin projections Sz are degenerate. The effect of the
Zeeman term can be easily added. Remaining parameters: ²b = 0.5, m∗ = 0.07me,
K = 50. Energies are referenced to N~
√
ω20 + ω
2
c/4, where ωc = eB/(m
∗c) is the
cyclotron frequency.
(displayed in Figs. 39 − 41 for the three cases of κ = 12.5, 6, and 2, respectively. It
is remarkable that the six lower curves cross now at a sharply defined point (situated
at B ≈ 3.3 T for κ = 12.5 and B ≈ 2.1 T for κ = 6. The six curves demonstrate
additional near degeneracies regrouping approximately to three curves before and
after the crossing point, which results in a remarkable simplification of the spectrum.
For strong repulsion (κ = 2), all six states in the low band are practically degener-
ate for both distances (d = 30 nm ; see Fig. 38 and d = 60 nm; see Fig. 41). This is a
consequence of the formation of a near-rigid Wigner molecule with strongly localized
electrons. Namely, the overlap between the orbitals of localized electrons are prac-
tically zero (see, e.g., Ref. [70]), yielding a vanishing exchange [73], and thus all six
possible spin multiplicities become degenerate in energy. Furthermore the physical
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Figure 37: Energy spectra (as a function of the magnetic field B) for N = 4 electrons
in a double quantum dot with interdot separation d = 30 nm. Case of intermediate
interelectron repulsion (κ = 6). Remaining parameters: ²b = 0.5, m∗ = 0.07me,
K = 50. Energies are referenced to N~
√
ω20 + ω
2
c/4, where ωc = eB/(m
∗c) is the
cyclotron frequency.
picture of a near-rigid Wigner molecule suggests that the energy gap to the next band
of states corresponds to the excitation of the lowest stretching vibrational mode of
the 4-electron molecule.
It is natural to anticipate at this point that the above behavior at low B can be
generalized to an arbitrary number of electrons N in a double QD. Namely, as the
strength of the interelectron interaction increases, a low-energy band comprising all
possible spin multiplicities will form and it will become progressively well separated
by an energy gap from the higher excitations. For example, for N = 6, an inspection
of the branching diagram in leads us to the prediction that there will be 20 states
in this low-energy band. A similar behavior emerges also in the case of a single, but
strongly anisotropic quantum dot; indeed a low-energy band of three states (see the
branching diagram) was found for N = 3 electrons in Ref. [77].
It is of interest to contrast the above behavior of the excitation spectra in a
double QD to that of a N -electron circular dot. Specifically, in the circular QD, large
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Figure 38: Energy spectra (as a function of the magnetic field B) for N = 4
electrons in a double quantum dot with interdot separation d = 30 nm. Case of strong
interelectron repulsion (κ = 2). Remaining parameters: ²b = 0.5, m∗ = 0.07me,
K = 50. Energies are referenced to N~
√
ω20 + ω
2
c/4, where ωc = eB/(m
∗c) is the
cyclotron frequency.
inetelectron repulsion leads to formation of a near-rigid rotating Wigner molecule that
exhibits a rigid moment of inertia. Then the states inside the low-energy band (two
states for N = 2, three for N = 3, six for N = 4, etc.) do not become degenerate
in energy, but form an yrast rotational band [75] specified by L2/2J0, where L is the
total angular momentum and J0 is the classical moment of inertia. We note that
the energy splittings among the yrast rotational states are much smaller than the
vibrational energy gap in circular dots associated with the quantum of energy
√
3~ω0
of the stretching (often referred to also as breathing) mode of the polygonal-ring
configuration of the quasiclassical Wigner molecule. [71, 56, 16]
4.2 Results: Electron densities
The electron density is the expectation value of the one-body operator
ρˆ(r) =
N∑
i=1
δ(r− ri), (4.1)
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Figure 39: Energy spectra (as a function of the magnetic field B) for N = 4
electrons in a double quantum dot with interdot separation d = 60 nm. Case of weak
interelectron repulsion corresponding to GaAs (κ = 12.5). Remaining parameters:
²b = 0.5, m∗ = 0.07me, K = 50. Energies are referenced to N~
√
ω20 + ω
2
c/4, where
ωc = eB/(m
∗c) is the cyclotron frequency.
that is:
ρ(r) = 〈ΦEXDN,q |ρˆ(r)|ΦEXDN,q 〉
=
∑
I,J
Cq∗I C
q
J〈ΨNI |ρˆ(r)|ΨNJ 〉. (4.2)
Since ρˆ(r) is a one-body operator, it connects only Slater determinants ΨNI and
ΨNJ that differ at most by one spin orbital χj(r); for the corresponding Slater rules for
calculating matrix elements between determinants for two-body operators in terms
of spin orbitals, see Table 2.3 in Ref. [58].
In Figs. 42, 43 and 44, we display the electron densities for for N = 4 electrons
in the case of a double dot at zero magnetic field with interdot separation d = 30 nm.
In Figs. 45, 46, and 47 we display the electron densities for N = 4 electrons in
the case of a double dot at zero magnetic field with interdot separation d = 60 nm.
For the weak interaction case (κ = 12.5) at B = 0, the electron densities do not
exhibit clear signatures of formation of a Wigner molecule for either interdot distance,
d = 30 nm (Fig. 42) or d = 60 nm (Fig. 45). The Wigner molecule is well formed,
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Figure 40: Energy spectra (as a function of the magnetic field B) for N = 4 electrons
in a double quantum dot with interdot separation d = 60 nm. Case of intermediate
interelectron repulsion (κ = 6). Remaining parameters: ²b = 0.5, m∗ = 0.07me,
K = 50. Energies are referenced to N~
√
ω20 + ω
2
c/4, where ωc = eB/(m
∗c) is the
cyclotron frequency.
however, in the case of the intermediate Coulomb repulsion (κ = 6; see Fig. 46 with
d = 60 nm). One observes indeed four humps that correspond to the four localized
electrons; they are located at (±34.88 nm, ±13.13 nm). In the case of strong Coulomb
repulsion (κ = 2) and for the same interdot distance d = 60 nm, the electrons are
further localized as can be seen from Fig. 47; the four humps occur now at (±39.86
nm, ±21.02 nm). The Wigner molecule is also well formed in the the strong-repulsion
and d = 30 nm case, as can be seen from Fig. 44, with the localized electrons located
at (±29.28 nm, ±21.11 nm).
4.3 Results: Spin-resolved conditional probability
distributions at B = 0
4.3.1 Definitions
In the regime corresponding to a well-defined Wigner molecule, the electron densities
are characterized by four humps that reflect the localization of the four electrons
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Figure 41: Energy spectra (as a function of the magnetic field B) for N = 4
electrons in a double quantum dot with interdot separation d = 60 nm. Case of
strong repulsion (κ = 2). Remaining parameters: ²b = 0.5, m∗ = 0.07me, K = 50.
Energies are referenced to N~
√
ω20 + ω
2
c/4, where ωc = eB/(m
∗c) is the cyclotron
frequency.
in the double quantum dot. Such charge densities do not provide any information
concerning the spin structure of each EXD state. In fact, all six EXD states in the
lower band exhibit very similar four-humped electron densities.
The spin configurations associated with a given (S, Sz) EXD state in the WM
regime can be investigated with the help of the spin-resolved two-point anisotropic
correlation function defined as:
Pσσ0(r, r0) =
〈ΦEXDN,q |
∑
i6=j
δ(r− ri)δ(r0 − rj)δσσiδσ0σj |ΦEXDN,q 〉, (4.3)
with the EXD many-body wave function given by Equation [3.8].
Using a normalization constant
N (σ, σ0, r0) =
∫
Pσσ0(r, r0)dr, (4.4)
we further define a related conditional probability distribution (CPD) as
Pσσ0(r, r0) = Pσσ0(r, r0)/N (σ, σ0, r0), (4.5)
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Figure 42: Electron densities at B = 0 for the ground state (with S = 0, Sz = 0,
parity Pxy = 1, and energy E = 27.609 meV) of N = 4 electrons in a double quantum
dot with interdot separation d = 30 nm. Case of weak Coulomb repulsion (κ = 12.5).
Remaining parameters: ²b = 0.5, m∗ = 0.07me, K = 50. Distances in nm. Vertical
axis in arbitrary units (with the same scale for the two figures 42 and 44).
having the property
∫ Pσσ0(r, r0)dr = 1. The spin-resolved CPD gives the spatial
probability distribution of finding a second electron with spin projection σ under the
condition that another electron is located (fixed) at r0 with spin projection σ0; σ and
σ0 can be either up (↑) or down (↓).
To calculate Pσσ0(r, r0) in Eq.[4.3], we use a symmetrized operator
Tˆσσ0(r, r0) =∑
i<j
[
δ(r− ri)δ(r0 − rj)δσσiδσ0σj+
δ(r− rj)δ(r0 − ri)δσσjδσ0σi
]
, (4.6)
yielding
Pσσ0(r, r0) = 〈ΦEXDN,q |Tˆ |ΦEXDN,q 〉
=
∑
I,J
Cq∗I C
q
J〈ΨNI |Tˆ |ΨNJ 〉. (4.7)
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Figure 43: Electron densities at B = 0 for the ground state (with S = 0, Sz = 0,
parity Pxy = 1, and energy E = 49.271 meV) of N = 4 electrons in a double quantum
dot with interdot separation d = 30 nm. Case of intermediate Coulomb repulsion
(κ = 6). Remaining parameters: ²b = 0.5, m∗ = 0.07me. Distances in nm. Vertical
axis in arbitrary units (with the same scale for the two figures 42 and 44).
Since Tˆσσ0(r, r0) is a two-body operator, it connects only Slater determinants Ψ
N
I
and ΨNJ that differ at most by two spin orbitals χj1(r) and χj2(r); for the correspond-
ing Slater rules for calculating matrix elements between determinants for two-body
operators in terms of spin orbitals, see Table 2.4 in Ref. [58].
4.3.2 Examples of S = 0, Sz = 0 EXD states
For each charge density, one can plot four different spin-resolved CPDs, i.e.,P↑↑, P↑↓,
P↓↑, and P↓↓. This can potentially lead to a very large number of time consuming
computations and a large number of plots, which will be difficult to present and
analyze within the scope of a single manuscript. For studying the spin structure of
the S = 0, Sz = 0 states at B = 0, however, we found that knowledge of a single
CPD, let’s say P↑↓ (see Figs. 48 − 49) is sufficient in the regime of Wigner-molecule
formation. Indeed, the specific angle θ specifying the spin function X00 Eq.(3.34)
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Figure 44: Electron densities at B = 0 for the ground state (with S = 0, Sz = 0,
parity Pxy = 1, and energy E = 111.361 meV) ofN = 4 electrons in a double quantum
dot with interdot separation d = 30 nm. Case of strong Coulomb repulsion (κ = 2).
Remaining parameters: ²b = 0.5, m∗ = 0.07me, K = 50. Distances in nm. Vertical
axis in arbitrary units (with the same scale for the two figures 42 and 44).
corresponding to the CPDs portrayed in Figs. 48 − 49 can be determined through
the following procedure:
We designate with roman indices I, II, III, and IV the four quadrants of the (x, y)
plane, starting with the upper left quadrant and going clockwise (see Fig. 48). In
the case of a 4e Wigner-molecule, a single electron is localized within each quadrant.
The same roman indices designate also the positions of the localized electrons in each
of the six Slater determinants (e.g., in the | ↑↑↓↓〉) that enter into the spin function
X00 in Eq. (3.34). We take always the fixed point to correspond to the fourth (IV)
quadrant. An inspection of Eq. (3.34) shows that only three Slater determinants in
X00 contribute to P↑↓, namely | ↑↑↓↓〉, | ↑↓↑↓〉, and | ↓↑↑↓〉. From these three Slater
determinants, only the first and the second contribute to the conditional probability
Π↑↓(I) of finding another electron with spin-up in quadrant I; this corresponds to
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Figure 45: Electron densities at B = 0 for N = 4 electrons in a double quantum
dot with interdot separation d = 60 nm. Case of weak Coulomb repulsion (κ = 12.5).
Remaining parameters: ²b = 0.5, m∗ = 0.07me. Distances in nm. Vertical axis in
arbitrary units (with the same scale for all three figures 45 − 47).
the volume under the hump of the EXD CPD in quadrant I (see, e.g., the hump in
Fig. 48). Taking the squares of the coefficients of | ↑↑↓↓〉 and | ↑↓↑↓〉 in Eq. (3.34),
one gets
Π↑↓(I) ∝ sin
2 θ
3
+
(
1
2
cos θ −
√
1
12
sin θ
)2
. (4.8)
Similarly, one finds that only | ↑↑↓↓〉 and | ↓↑↑↓〉 contribute to Π↑↓(II), and that
Π↑↓(II) ∝ sin
2 θ
3
+
(
1
2
cos θ +
√
1
12
sin θ
)2
. (4.9)
Integrating under the humps of the EXD CPD in quadrants I and II, we determine
numerically the ratio Π↑↓(I)/Π↑↓(II), which allows us to specify the absolute value of
θ (within the interval −90◦ ≤ θ ≤ 90◦) via the expressions in Eqs. (4.8) and (4.9). The
restriction to the absolute value of θ is a result of the squares of the sine and cosine
entering in Π↑↓(I) and Π↑↓(II). To obtain the actual sign of θ, additional information
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Figure 46: Electron densities at B = 0 for N = 4 electrons in a double quantum
dot with interdot separation d = 60 nm. Case of intermediate Coulomb repulsion
(κ = 6). Remaining parameters: ²b = 0.5, m∗ = 0.07me. Distances in nm. Vertical
axis in arbitrary units (with the same scale for three figures 45 − 47).
is needed: for example the ratio Π↑↓(I)/Π↑↓(III) can be used in a similar way, where
Π↑↓(III) ∝
(
1
2
cos θ −
√
1
12
sin θ
)2
+(
1
2
cos θ +
√
1
12
sin θ
)2
. (4.10)
Using the method described above, we find that θ ≈ −60◦ for the EXD ground
state at d = 60 nm (longer interdot distance) and κ = 2 (strong repulsion; see Fig. 48),
and the corresponding spin function simplifies to
X00 = −1
2
| ↑↑↓↓〉+ 1
2
| ↑↓↑↓〉+ 1
2
| ↓↑↓↑〉 − 1
2
| ↓↓↑↑〉. (4.11)
Remarkably, increasing the interdot barrier from ²b = 0.5 (Fig. 48) to ²b = 6
(Fig. 49), while keeping the other parameters constant, does not influence much the
composition of the associated spin function, which remains that given by Eq. (4.11).
This happens in spite of the visible change in the degree of localization in the electronic
orbitals, with the higher interdot-barrier case exhibiting a sharper localization. In
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Figure 47: Electron densities at B = 0 for N = 4 electrons in a double quantum
dot with interdot separation d = 60 nm. Case of strong Coulomb repulsion (κ = 2).
Remaining parameters: ²b = 0.5, m∗ = 0.07me. Distances in nm. Vertical axis in
arbitrary units (with the same scale for all three figures 45 − 47).
Fig. 50, we display the P↑↓ CPD for an excited state with S = 0, Sz = 0 (having
Pxy = 1 and energy E = 95.017 meV), with the remaining parameters being the same
as in Fig. 48. For this case, following an analysis as described above, we found the
angle θ ≈ 30◦, which is associated with a spin function of the form
X00 = 1
2
√
3
| ↑↑↓↓〉+ 1
2
√
3
| ↑↓↑↓〉 − 1√
3
| ↑↓↓↑〉
− 1√
3
| ↓↑↑↓〉+ 1
2
√
3
| ↓↑↓↑〉+ 1
2
√
3
| ↓↓↑↑〉.
(4.12)
We note that the spin functions in Eqs. (4.11) and (4.12) are orthogonal.
In Fig. 51, we display the P↑↓ CPD for the ground state with S = 0, Sz = 0
(having Pxy = 1 and energy E = 111.361 meV) and for the shorter interdot distance
d = 30 nm. For this case, we found an angle θ ≈ −63.08◦, which corresponds to the
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Figure 48: CPD P↑↓ at B = 0 for the ground state (with S = 0, Sz = 0, parity
Pxy = 1, and energy E = 94.516 meV) of N = 4 electrons in a double quantum dot
with interdot separation d = 60 nm. Case of strong Coulomb repulsion (κ = 2) with
an interdot barrier ²b = 0.5. Remaining parameters: m∗ = 0.07me. Distances in nm.
Vertical axis in arbitrary units (with the same scale for all seven figures 48 − 54).
The fixed point is located at the maximum of the hump in the lower-left quadrant of
the corresponding electron density, i.e., at r0 =(−40 nm, −21 nm).
following spin function:
X00 = −0.5148| ↑↑↓↓〉+ 0.4838| ↑↓↑↓〉+ 0.031| ↑↓↓↑〉
0.031| ↓↑↑↓〉+ 0.4838| ↓↑↓↑〉 − 0.5148| ↓↓↑↑〉.
(4.13)
We see that the difference in interdot distance resulted in a slight variation of the
spin functions [compare Eq. (4.11) with Eq. (4.13)].
4.3.3 Examples of S = 1, Sz = 0 EXD states
In this section, we turn our attention to partially polarized EXD states with S = 1.
In Fig. 52, we display the P↑↓ CPD at B = 0 for an excited state with S = 1, Sz =
0, parity Pxy = 1, and energy E = 94.757 meV at the longer interdot separation
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Figure 49: CPD P↑↓ at B = 0 for the ground state (with S = 0, Sz = 0, parity
Pxy = 1, and energy E = 96.811 meV) of N = 4 electrons in a double quantum dot
with interdot separation d = 60 nm. Case of strong Coulomb repulsion (κ = 2) with
an interdot barrier ²b = 6. Remaining parameters: m∗ = 0.07me. Distances in nm.
Vertical axis in arbitrary units (with the same scale for all seven figures 48 − 54).
The fixed point is located at the maximum of the hump in the lower-left quadrant
of the corresponding electron density, i.e., at r0 =(−40 nm, −21 nm). This is a case
with a higher interdot barrier compared to Fig. 48 where ²b = 0.5.
d = 60 nm. Again we consider the case of strong Coulomb repulsion (κ = 2) with
interdot barrier ²b = 0.5. The corresponding spin function X10 [Eq. (3.35)] depends on
two different angles θ and φ, and one needs at least two different CPDs for determining
their specific values. To this effect, we display the P↓↓ CPD for the same state in
Fig. 53.
The specific values of θ and φ associated with the CPDs in Figs. 52 and 53 can
be determined through the ratios Π↓↓(I)/Π↓↓(II) and Π↓↓(I)/Π↓↓(III) (see Fig. 53),
where
Π↓↓(I) =
(√
1
6
sin θ sinφ−
√
1
12
sin θ cosφ− 1
2
cos θ
)2
, (4.14)
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Figure 50: CPD P↑↓ at B = 0 for the second excited state (with S = 0, Sz = 0,
parity Pxy = 1, and energy E = 95.017 meV) of N = 4 electrons in a double quantum
dot with interdot separation d = 60 nm. Case of strong Coulomb repulsion (κ = 2)
with an interdot barrier ²b = 0.5. Remaining parameters: m∗ = 0.07me. Distances in
nm. Vertical axis in arbitrary units (with the same scale for all seven figures 48 − 54).
The fixed point is located at the maximum of the hump in the lower-left quadrant of
the corresponding electron density, i.e., at r0 =(−40 nm, −21 nm).
Π↓↓(II) =
(√
1
6
sin θ sinφ−
√
1
12
sin θ cosφ+
1
2
cos θ
)2
, (4.15)
and
Π↓↓(III) =
(√
1
6
sin θ sinφ+
√
1
3
sin θ cosφ
)2
. (4.16)
Using Eqs. (4.14) − (4.16) and the numerical values of the ratios Π↓↓(I)/Π↓↓(II)
and Π↓↓(I)/Π↓↓(III) (specified via a volume integration under the humps of the
EXD CPDs), we determined that θ = −45◦ and sinφ = −√2/3, cosφ =√1/3 (i.e.,
φ ≈ −54.736◦). Thus, the corresponding spin function reduces to the simple form
X10 =
√
1
2
| ↑↓↑↓〉 −
√
1
2
| ↓↑↓↑〉. (4.17)
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Figure 51: CPD P↑↓ at B = 0 for the ground state (with S = 0, Sz = 0, parity
Pxy = 1, and energy E = 111.361 meV) of N = 4 electrons in a double quantum dot at
the shorter interdot separation d = 30 nm. Case of strong Coulomb repulsion (κ = 2)
with interdot barrier ²b = 0.5. Remaining parameters: m∗ = 0.07me. Distances in
nm. Vertical axis in arbitrary units (with the same scale for all seven figures 48 − 54).
The fixed point is located at the maximum of the hump in the lower-left quadrant of
the corresponding electron density, i.e., at r0 =(−29 nm, −19 nm).
In Fig. 54, we display the P↑↓ CPD at B = 0 for a similar excited state as in Fig.
52 (with S = 1, Sz = 0, parity Pxy = 1, and energy E = 111.438 meV) of N = 4
electrons at the shorter interdot separation d = 30 nm. Again we consider the case
of strong Coulomb repulsion (κ = 2) with interdot barrier ²b = 0.5. We note that the
localization of electrons is stronger for the longer interdot distance [compare Fig. 52
with Fig. 54]. This difference, however, does not influence the coefficients entering
inti the associated spin function, which we found remains very close to the specific
form in Eq. (4.17).
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Figure 52: P↑↓ CPD at B = 0 for an excited state (with S = 1, Sz = 0, parity
Pxy = 1, and energy E = 94.757 meV) of N = 4 electrons in a double quantum dot at
the longer interdot separation d = 60 nm. Case of strong Coulomb repulsion (κ = 2)
with interdot barrier ²b = 0.5. Remaining parameters: m∗ = 0.07me. Distances in
nm. Vertical axis in arbitrary units (with the same scale for all seven figures 48 − 54).
The fixed point is located at the maximum of the hump in the lower-left quadrant of
the corresponding electron density, i.e., at r0 =(−40 nm, −21 nm). Note that this is
a case with S = 1; previous figures investigated S = 0 cases.
4.4 Results: Spin-resolved conditional probability
distributions at B 6= 0
In Figs. 55 and 56 we display EXD CPDs at a finite value of the magnetic field, and
precisely at B = 2 T, for the two states of the low-energy band with S = 0, Sz = 0 (at
the larger interdot separation d = 60 nm and strong interelectron repulsion κ = 2).
This value of B was chosen to lie beyond the crossing point for the six states of the
low-energy band (which happens at B ∼ 1 T; see Fig. 41). Comparison with the
CPDs of the corresponding states at zero magnetic field (see Figs. 48 and 50) shows
that the spin structure of the associated Wigner molecule varies rather slowly with
the increasing magnetic field. The small variation is mainly reflected in the roundness
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Figure 53: P↓↓ CPD at B = 0 for the same excited state as in Fig. 52 (with
S = 1, Sz = 0, parity Pxy = 1, and energy E = 94.757 meV) of N = 4 electrons in
a double quantum dot at the longer interdot separation d = 60 nm. Case of strong
Coulomb repulsion (κ = 2) with interdot barrier ²b = 0.5. Remaining parameters:
m∗ = 0.07me. Distances in nm. Vertical axis in arbitrary units (with the same scale
for all seven figures 48 − 54). The fixed point is located at the maximum of the hump
in the lower-left quadrant of the corresponding electron density, i.e., at r0 =(−40 nm,
−21 nm).
of the humps (compare the oblong contour lines at B = 0 with the more circular ones
at B = 2 T; this reflects an increasing electron localization at larger B).
In detail, following the height of the humps in the left upper quadrants, one sees
that the CPD in Fig. 55 (case of lower-energy state at B = 2 T with S = 0 and
Pxy = 1) corresponds precisely to that of Fig. 48 (case of lower-energy state at B = 0
with S = 0 and Pxy = 1). Similarly, the CPD in Fig 56 at B = 2 T (higher-energy
state) corresponds to that of Fig. 50 at B = 0 (higher-energy state). From this one
concludes that the two states with S = 0 and Pxy = 1 do not really cross at the
’crossing’ point at B ∼ 1 T. In reality, this point is an anticrossing point for these
two states, although the anticrossing gap is very small to be seen with the naked
eye. This behavior agrees with that expected from states having the same quantum
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Figure 54: P↑↓ CPD at B = 0 for a similar excited state as in Fig. 52 (with
S = 1, Sz = 0, parity Pxy = 1, and energy E = 111.438 meV) of N = 4 electrons in
a double quantum dot at the shorter interdot separation d = 30 nm. Case of strong
Coulomb repulsion (κ = 2) with interdot barrier ²b = 0.5. Remaining parameters:
m∗ = 0.07me. Distances in nm. Vertical axis in arbitrary units (with the same scale
for all seven figures 48 − 54). The fixed point is located at the maximum of the hump
in the lower-left quadrant of the corresponding electron density, i.e., at r0 =(−29 nm,
−19 nm).
numbers. We checked that a similar observation applies for the two other states in
the low-energy band having the same quantum numbers, i.e., those having S = 1 and
Pxy = −1.
4.5 Discussion
4.5.1 Finite Heisenberg spin clusters
Using the spin-resolved CPDs, we showed that the EXD many-body wave functions
in the Wigner-molecule regime can be expressed as a linear superposition of a small
number of Slater determinants and that this superposition exhibits the structure ex-
pected from the theory of many-body spin functions. This finding naturally suggests
a strong analogy with the field of nanomagnets and quantum magnetism, usually
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Figure 55: P↑↓ CPD for the lowest-energy state at B = 2 T with S = 0, Sz =
0, parity Pxy = 1, and energy E = 94.605 meV) of N = 4 electrons in a double
quantum dot at the longer interdot separation d = 60 nm. Case of strong Coulomb
repulsion (κ = 2) with interdot barrier ²b = 0.5. Remaining parameters: m∗ =
0.07me. Distances in nm. Vertical axis in arbitrary units (with the same scale for all
nine figures 48 − 56). The fixed point is located at r0 = (−40 nm, −21 nm).
studied via the explicitly spin-dependent model effective Hamiltonian known as the
Heisenberg Hamiltonian, [41, 52, 37] given by:
H′H =
∑
i,j
JijSi·Sj −Q
∑
i
Si, (4.18)
where Jij are the exchange integrals between spins on sites i and j. Even in its more
familiar, simplest form
HH = J
∑
i,j
Si·Sj, (4.19)
that is that of the spin-1/2 Heisenberg antiferromagnet with nearest-neighbor in-
teractions only, it is well known that the zero-temperature (at B = 0) solutions of
Hamiltonian (4.19) involve radically different forms as a function of geometry, dimen-
sionality, and size.
It is natural to compare the EXD spin functions determined in the cpd Section
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Figure 56: P↑↓ CPD for the excited state at B = 2 T with S = 0, Sz = 0, parity
Pxy = 1, and energy E = 95.047 meV) of N = 4 electrons in a double quantum dot at
the longer interdot separation d = 60 nm. Case of strong Coulomb repulsion (κ = 2)
with interdot barrier ²b = 0.5. Remaining parameters: m∗ = 0.07me. Distances in
nm. Vertical axis in arbitrary units (with the same scale for all nine figures 48 − 56).
The fixed point is located at r0 =(−40 nm, −21 nm).
with well known solutions of the Heisenberg Hamiltonian [Eq. (4.19)] when the four
spins are located on four sites arranged in a perfect square.[52, 13] (The perfect-square
arrangement arises [8] also in the case of formation of a four-electron Wigner molecule
in a single circular quantum dot.) In this case, the ground state ofHH is the celebrated
resonating valence bond (RVB) state[52, 13] which forms the basic block in many the-
oretical approaches aiming at describing high-temperature superconductors.[5] The
RVB state has quantum numbers S = 0, Sz = 0 and is given by[52, 13]
XRVB00 =
1
2
√
3
| ↑↑↓↓〉+ 1
2
√
3
| ↑↓↓↑〉+ 1
2
√
3
| ↓↓↑↑〉
+
1
2
√
3
| ↓↑↑↓〉 − 1√
3
| ↑↓↑↓〉 − 1√
3
| ↓↑↓↑〉.
(4.20)
Although the excited-state EXD X (2)00 in the quantum-double-dot case portrayed
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in Fig. (50) appears to be similar to the RVB XRVB00 [Eq. (4.20)], they are not equal.
Indeed the coefficients of the pair of Slater determimants | ↑↓↑↓〉 and | ↓↑↓↑〉 have
been interchanged with those of | ↓↑↑↓〉 and | ↑↓↓↑〉.
Similar observations apply also to the S = 0 and Sz = 0 remaining states that are
orthogonal to X (2)00 [see X (1)00 in Eq. (4.11); case of double quantum dot] and to XRVB00
(case of a perfect square). The latter is given by[52]
X square,exci00 = −
1
2
| ↑↑↓↓〉+ 1
2
| ↑↓↓↑〉+ 1
2
| ↓↑↑↓〉 − 1
2
| ↓↓↑↑〉. (4.21)
In particular, one finds
X (2)00 = −
1
2
XRVB00 −
√
3
2
X square,exci00 (4.22)
and
X (1)00 = −
√
3
2
XRVB00 +
1
2
X square,exci00 . (4.23)
We note that the differences in the X00 spin functions between the DQD case
(having a parallelepid arrangement) with the perfect-square case are also reflected in
the P↑↓ CPDs. Indeed the CPDs of the DQD exhibit equal-height humps along the
smaller side of the parallelepid while those of the perfect-square configuration (and/or
circular quantum dot) exhibit equal-height humps along a diagonal [8].
Ne´el antiferromagnetic ordering, where the average spin per site< Szj >= (−1)j+1/2,
is an important magnetic phenomenon in the thermodymanic limit[13] associated with
breaking of the total-spin symmetry. The finite size magnetic clusters discussed here
exhibit a sharply different behavior in this respect. Indeed, as discussed in Ref. [13],
the four-site Ne´el state is the single Slater determinant | ↓↑↓↑〉 (or ↑↓↑↓〉). It is clear
that the total-spin conserving EXD functions X00 are multideterminental and have
an average spin per localized electron (per site) < Szj >= 0.
We concur with Ref. [13] that the phenomenon of Ne´el antifferomagnetism is not
applicable to assemblies of few electrons. In the next section, we argue that the
appropriate concept for WM states is that of spin entanglement .
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4.5.2 Spin entanglement
In the previous sections, we showed that the EXD wave functions in the regime of
Wigner-molecule formation can be approximated as a superposition of a small number
of Slater determinants corresponding to well structured spin functions; see, e.g., X (1)00
in Eq. (4.11). This is a great simplification compared to the initial EXD superposition
[Eq. (3.8)], where the counting index is usually I ≥ 500, 000. This reduction of the
molecular EXD solutions to their equivalent spin functions enables one to investigate
their properties regarding fundamental quantum behavior associated with quantum
correlations and fluctuations beyond the mean field.
The smallest number of Slater determinants contributing to the spin functions X ’s
with Sz = 0 is two. We note that for Sz = 0 a single determinant of four localized
spin orbitals cannot conserve the total spin, and thus mean-field approaches like DFT
(which are associated with a single determinant) are unable to describe quantum fluc-
tuations and entanglement (see below). In particular, we note that the spin functions
X ’s cannot be further reduced to simpler superpositions containing a smaller number
of Slater determinants. As a result, they faithfully represent the extent of probabilistic
quantum interconnection between the individual electrons participating in the system
as described by an EXD solution. This quantum interconnection is widely referred to
as entanglement [55, 1, 23] and generates correlations between the physical observ-
ables of the individual electrons (e.g., spins), even though the individual electrons
are spatially separated. This existence of quantum interconnectivity independently of
spatial separation has made entanglement the central instrument for the development
of the fields of quantum information, such as quantum teleportation, quantum cryp-
tography, and quantum computing. With their localized electrons, Wigner molecules
in quantum dots offer another physical solid-state nanosystem where entanglement
may be realized and studied.
The mathematical theory of entanglement is still developing and includes several
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directions. One way to study entanglement is through the use of properly defined
measures of entanglement, e,g, the von Neumann entropy which utilizes the single-
particle density matrix. Another way is to catalog and specify classes of entangled
states that share common properties regarding multipartite entanglement. A well
known class of N -qubit entangled states are the Dicke states [11, 12, 19, 18], which
most often are taken to have the symmetric form:
XDickeN,k =
 N
k

−1/2
(| 11 . . . 1︸ ︷︷ ︸
k
00 . . . 0〉+ Perm). (4.24)
Each qubit is a linear superposition of two single-particle states denoted by 0 or 1,
and the symbol ’Perm’ stands for all remaining permutations. The 0 or 1 do not have
to be necessarily up or down 1/2-spin states. Two-level atoms in linear ultracold
traps have already been used as an implementation of a qubit. Dicke states appear
in many physical processes like superradiance and superfluorescence. They can also
be realized with photons, where the qubits correspond to the polarization degree of
freedom [18].
In the 1/2-spin case of fermions (e.g., for electrons), the Dicke states of Eq. (4.24)
correspond to a fully symmetric flip of k out of N localized spins. It is apparent
that the four-qubit fully polarized (S = 2 with spin projection Sz=0) EXD X20 of
Eq. (3.36) is of the Dicke form displayed above in Eq. (4.24). On the other part, the
DQD EXD states (with Sz = 0) studied with S = 0 and/or S = 1 represent a natural
generalization of Eq. (4.24) to the class of asymmetric Dicke states. We hope that
our results will motivate experimental research aiming at the realization and control
of such states in DQD electronic devices.
Before leaving this section, we note that Dicke states with a single flip (k = 1)
are known as W states.[65, 61] For N = 4 electrons, the latter states are related to
EXD solutions with Sz = ±1. For the connection between W states and EXD states
for N = 3 electrons in anisotropic quantum dots, see Ref.[77]. W states have already
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been realized experimentally using two-level ultracold ions in linear traps [17].
4.6 Conclusion
Extensive investigations of lateral double quantum dots containing four electrons
were performed using the exact-diagonalization method, as a function of interdot
separation, applied magnetic field, and strength of interelectron repulsion. Novel
quantum behavior was discovered compared to circular QDs, concerning both energy
spectra and quantum entanglement aspects. Thus it is hoped that the present work
will motivate further experimental studies on lateral DQDs beyond the two-electron
case [76, 43].
Specifically it was found that, as a function of the magnetic field, the energy
spectra exhibit a low-energy band consisting of a group of six states, and that this
number six is not accidental, but a consequence of the conservation of the total
spin and of the ensuing spin degeneracies and supermultiplicities expressed in the
branching diagram. These six states appear to cross at a single value of the magnetic
field, and the crossing point gets sharper for larger interdot distances. As the strength
of the Coulomb repulsion increases, the six states tend to become degenerate and a
well defined energy gap separates them from the higher-in-energy excited states.
The formation of the low-energy band is a consequence of the localization of the
four electrons within each dot (with two electrons on each dot). The result is forma-
tion (with increasing strength of the Coulomb repulsion) of a Wigner supermolecule,
with the four localized electrons at the corners of a rectangular parallelogram. Using
the spin-resolved pair-correlation functions, it was shown that one can map the EXD
many-body wave functions to the spin functions associated with the four localized
electrons. This mapping led us naturally to studying analogies with finite systems
described by model Heisenberg Hamiltonians (referred to often as finite Heisenberg
clusters). It was found that the determination of the equivalent spin functions enables
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investigations concerning the entanglement properties of the EXD solutions. In par-
ticular, it was shown that the formation of Wigner supermolecules generates strongly
entangled states known in the literature of quantum information as N -qubit Dicke
states [12, 19, 18].
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