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Mechanisms of Transcriptional Control in the 
Phosphate-responsive Signaling Pathway of Saccharomyces cerevisiae 
 
Abstract 
 
Regulation of gene expression is essential for many biological processes.  Binding of 
transcription factors to DNA is a key regulatory step in the control of gene expression.  It is 
commonly observed that DNA sequences with high affinity for transcription factors occur more 
frequently in the genome than the instances of genes bound or regulated by these factors.  
However, the mechanism by which transcription factors selectively identify and regulate these 
genes was unclear.  I utilized the transcriptional control of the phosphate-responsive signaling 
pathway (PHO) in Saccharomyces cerevisiae as a model system to address this problem.  
I applied genome-wide approaches to study how the intrinsic and extrinsic influences shape 
the binding and regulatory landscape of Pho4, a yeast transcription factor that activates gene 
expression in response to phosphate limitation.  I demonstrated that the DNA binding affinity of 
Pho4 is necessary, but not sufficient, to dictate Pho4 binding in vivo - only a subset of its high 
affinity binding sites are bound.  I found that nucleosomes significantly restrict the sites to which 
Pho4 binds.  At nucleosome-depleted sites, competition between Pho4 and another transcription 
factor, Cbf1, determines Pho4 occupancy.  Competition from Cbf1 also regulates transcription of 
PHO response: it raises the threshold for transcriptional activation by Pho4 in phosphate replete 
 iv 
conditions and prevents Pho4 from activating genes outside the phosphate regulon during 
phosphate starvation.  Furthermore, Pho4 binding is not sufficient for transcriptional activation.  
By quantitatively dissecting the regulatory interaction between Pho4 and its cofactor Pho2, I 
discovered that genes activated by Pho4 require cooperative binding with Pho2 at their 
promoters.  Combining these experimental observations, I was able to predict Pho4 binding and 
its functionality at the whole genome scale.  Novel phosphate-responsive anti-sense transcripts 
were identified adjacent to the predicted functional binding sites that are not associated with a 
gene.   
This work demonstrated that the specificity of the PHO pathway transcriptional control is 
combinatorially determined by the intrinsic DNA binding affinity of Pho4 and extrinsic factors 
that compete and cooperate with Pho4.  This work provided insights into the mechanisms of 
global control by sequence-specific transcription factors and a roadmap to dissect eukaryotic 
transcriptional networks. 
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Preface 
The great master of warfare in the ancient China, Bin Sun, once said,  
Between heaven and earth, nothing is as noble as humanity… The right 
seasonal timing, the advantages of the terrain, the harmony among personnel – if 
these three things are not gained, there is calamity even in victory.   
(Timing combat, the Art of Warfare, Sun Bin) 
“间於天地之间，莫贵於人。…天时，地利，人和，三者不得，虽胜有
殃。”－ 孙膑，《月战孙膑兵法》 
Distilled from his military experience during the Warring state period of China, Sun Bin 
summarized that soldiers, as the main entity of the war, was one of the most important elements 
in succeeding a battle, and so did other factors related the natural environment.  Leading army to 
campaign in the right seasoning and combating with advantages of the terrain could reduce the 
loss of productive labor, minimize the environmental destruction and prevent excessively high 
casualty rates.  These benefits would build up sustainable victories in the period of warfare.  His 
mind highlighted that not only the intrinsic elements, the individuals fighting the war, but also 
the extrinsic elements, the timing and terrain, determined the outcome of a battle.  Biological 
processes seem to follow the same rule: they are driven by both the intrinsic and extrinsic 
factors.  In my voyage of exploring the secretes of life, seeking how the intrinsic and extrinsic 
factors dictate the outcomes of biological processes has led to my investigation of the 
mechanisms of transcriptional control. 
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1. Transcriptional control 
In 1958, the central dogma was proposed to describe the basic principles of molecular 
biology in living organisms (Crick, 1970; Crick, 1958).  A critical component of the central 
dogma is transcription, the process by which the genetic information encoded in DNA is 
transferred to its information carrier, mRNA.  With the work of generations of scientists, we now 
understand many aspects of the transcription process inside cells.  Transcription controls the 
expression of the genome in specific cell types, at different stages of the life cycle, and in 
response to a variety of environmental signals.  Specific regulation of transcription is essential 
for the precise control of many biological processes, for instance, embryonic development, 
immune responses, neuronal plasticity, and survival under extreme environments.  Alterations in 
the process of transcriptional regulation are commonly associated with human diseases and 
disorders (Jimenez-Sanchez et al., 2001; Vaquerizas et al., 2009).   
The regulation of gene transcription in eukaryotic cells takes place at different steps in the 
process: initiation, elongation and the termination of transcription, and post-transcriptional 
processing.  One of the major regulatory steps is the binding of transcription factors to DNA to 
activate gene transcription (Hochheimer and Tjian, 2003; Ptashne and Gann, 1997). intrinsic 
factor, the DNA binding sequences, and extrinsic factors, the other DNA binding and regulatory 
factors can influence the binding and regulation of transcription factors. 
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2. The intrinsic factor: Specific DNA binding sequences 
Transcription factors are a class of proteins that bind to DNA sequences and regulate the 
process of gene transcription (Latchman, 1997).  A transcription factor usually contains one or 
more DNA binding domains.  The binding of transcription factors to DNA typically requires 
recognition of specific DNA sequences (Jacob and Monod, 1961; Mitchell and Tjian, 1989; 
Ptashne and Gann, 1997).  These sequences usually consist of 4-8 nucleotides (Badis et al., 2009; 
Badis et al., 2008; Harbison et al., 2004; Newburger and Bulyk, 2009; Wei et al., 2010; Zhu et 
al., 2009), with some rare exceptions that can span over 10 base pairs for an individual 
transcription factor (Whittle et al., 2009).  The base-pair specific interactions between DNA 
sequences and the DNA binding domains provide the intrinsic basis for sequence-specific 
recognition, a fundamental aspect of gene-based transcriptional control.  
Inside cells, sequence variation in the DNA binding sequences affect transcription factor 
binding occupancy and gene expression (Kasowski et al., 2010; Schmidt et al., 2010; Zheng et 
al., 2010).  Kasowski and colleagues examined the binding profile of nuclear factor κB (NF-κB) 
among several human individuals and chimpanzees, where they observed that single nucleotide 
polymorphisms at the binding sequences of NF-κB were frequently associated with differences 
in NF-κB binding (Kasowski et al., 2010).  Similarly, single-nucleotide differences in the Ste12 
binding sites explained the majority of the differential Ste12 binding and regulation among 43 
segregants of a cross between two distally related yeast species (Zheng et al., 2010).  These 
studies highlighted the causal relationship between the binding sequences of a transcription 
factor and its binding and regulation in vivo.   
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However, the binding sequences of transcription factors may not be sufficient to direct binding 
in vivo.  In the same study conducted by Kasowski and colleagues, while the polymorphisms at 
NF-κB binding sites were associated with changes in NF-κB binding occupancy, this genetic 
difference only explained 35% of the total variance in transcription factor binding among human 
individuals (Kasowski et al., 2010).  In another study, the binding of CCAAT/enhancer-binding 
protein alpha (CEBPA) was examined in liver tissues of five vertebrates spanning from chicken 
to human (Schmidt et al., 2010).  The binding profile of CEBPA displayed a strong species-
specific pattern despite similarity in the consensus binding sequences of CEBPA (Schmidt et al., 
2010), suggesting that factors in addition to the DNA sequences significantly influence 
transcription factor binding.  In line with this idea, it is commonly observed that the high affinity 
binding sequences occur far more frequently than the number of binding events detected 
experimentally, even for transcription factors in organisms with a relatively small genome such 
as Saccharomyces cerevisiae (Harbison et al., 2004; MacIsaac et al., 2006).  Therefore, the 
intrinsic binding affinity of a transcription factor may only be the tip of iceberg of the 
mechanisms controlling gene-specific transcription.  Understanding how extrinsic factors 
contribute to the selection of genes bound and/or regulated by transcription factors is critical to 
revealing the molecular mechanisms of the specific transcriptional control.  
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3. The extrinsic factors:  
chromatin, competition, and more 
The binding sequences of transcription factors are embedded within the nuclear genome.  
Many components in the nucleus, such as chromatin and other DNA binding factors, may 
influence in vivo binding and regulation of transcription factors.   
In eukaryotic cells, linear genome is organized into the chromatin, a structure comprised of 
DNA and histones.  The basic packing unit of chromatin is the nucleosome, consisting of a 
segment of DNA wound around a core histone octamer.  A string of nucleosomes can be 
assembled into a helical nano-fiber with diameter of ~30 nm, and this nano-fiber can be further 
compacted into a higher order structure forming heterochromatin, where it becomes inaccessible 
to the basic transcription machinery.  Due to the condensed structure of heterochromatin and 
strong interaction between histones and DNA, chromatin has been suggested to limit the 
accessibility of binding sites to transcription factors (Khorasanizadeh, 2004; Kornberg and 
Lorch, 1999; Narlikar et al., 2002).  This restriction could happen at two levels - at the individual 
nucleosome level, the association of DNA with the core histone complex may prevent the 
binding of transcription factors to the sites within the wound DNA; at the chromatin level, the 
heterochromatin may limit the regional accessibility to most sequence-specific transcription 
factors.  These hypotheses are beginning to be examined with the advent of genomic tools such 
genome-tiling microarrays and high throughput sequencing that can map the positions of 
nucleosomes across the genome (Lee et al., 2007; Shivaswamy et al., 2008; Yuan et al., 2005).  
Studies have shown that the overall promoter nucleosome occupancy restricts the binding of 
transcription factor Leu3 (Liu et al., 2006; Wasson and Hartemink, 2009).  However, it is still 
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unclear how and to what degree the individual nucleosome occupancy influences the sequence-
specific binding of transcription factors.  Heterochromatin is limited in the model system of 
budding yeast, and the role that heterochromatin might play in this process remains mysterious.  
Other transcription factors, such as cooperating and competing factors, have also been 
shown to influence transcription factor binding (Pan et al., 2010; Pierce et al., 2003).  At the 
MYC promoter, the binding site of ETS1 overlaps with the binding site of E2F, and it was only 
after mutation of the E2F binding site that ETS1 bound to the MYC promoter in vivo (Albert et 
al., 2001), suggesting that the binding of E2F prevents the binding of ETS1.  Similarly, when 
budding yeast transits into meiosis, the transcriptional activator Ndt80 competes with a 
transcriptional repressor Sum1 to determine the expression of a set of sporulation genes, through 
competitive binding at their partially overlapped binding sequences (Pierce et al., 2003). These 
studies serve as examples where the competitive binding between transcription factors influences 
the transcriptional regulation of several loci.  On the other hand, Pan and colleagues proposed 
three types of co-regulation between multiple transcription factors in collaboratively recognizing 
regulatory elements, based on the order of transcription initiation events (Pan et al., 2010).  
Overall, these studies suggested that trans influences might play a critical role in determining the 
specific binding of transcription factors.  Nevertheless, there is still a lack of systematic analysis 
to address their influence on the specificity of transcriptional control, 
An additional layer of complexity exists in the discrepancy between transcription factor 
binding and its subsequent gene regulation.  Binding of a transcription factor per se is often not 
sufficient to activate or repress gene transcription (Birney et al., 2007; Farnham, 2009; Harbison 
et al., 2004; MacIsaac et al., 2006).  For instance, in Saccharomyces cerevisiae, the number of 
detected binding events of transcription factors is 10 to 20 times more than the number of genes 
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regulated by these factors (Harbison et al., 2004).  During early T-cell lineage commitment, 
several key transcriptional regulators are bound to over 30,000 binding sites but fewer than 4,000 
genes exhibit differential expression along the process of T-cell commitment (Chen et al., 2012).  
The connection between the identified binding events of transcription factors and their capability 
to activate or repress gene expression remains a challenging issue to understand eukaryotic 
transcriptional programs. 
In addition, recent studies showed the transcription of a gene can be influenced by several 
other mechanisms as well.  The interactions within and between chromosomes present a dynamic 
and complex picture of eukaryotic genome in three-dimensions and such chromosomal 
interactions may play an important role in regulating gene expression (Dekker, 2008).  Spatial 
localization of gene sequences and compartmentalization of molecular machinery within the 
nucleus may influence gene expression (Schneider and Grosschedl, 2007). Binding of 
transcription factor may release pulsed RNA polymerase at the promoter and may add another 
level of complexity immediately after transcriptional initiation (Rahl et al., 2010).  The extent to 
which these mechanisms affect the specificity of transcription factors awaits further 
investigation. 
In summary, it is still unclear what determines the genomic locations to which a 
transcription factor binds and whether this binding is able to influence the transcription of a gene 
(Farnham, 2009).  To further complicate matters, transcription factors of the same family contain 
structurally conserved DNA binding domains and usually recognize similar short DNA motifs 
(Badis et al., 2009; Berger et al., 2008; Wei et al., 2010).  However, these factors frequently 
regulate distinct biological responses (Robinson and Lopes, 2000; Sharrocks, 2001).  The 
conflict between similarity in binding and divergence in regulation raises two questions: How are 
 8 
distinct patterns of transcriptional regulation achieved? How is the regulation by a given 
transcription factor influenced by others that recognize very similar DNA motifs?  To answer 
these questions, it is necessary to systematically interrogate, on a genome-wide scale, the factors 
that may contribute to the specificity of transcription factor binding and regulation.   
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1. Introduction 
1.1. The PHO pathway in Saccharomyces cerevisiae 
Phosphorus is one the most abundant elements in living organisms. A chemical form of 
phosphorus, inorganic phosphate, is an essential building block for the synthesis of nucleic acids, 
phospholipids, and a variety of cellular metabolites.  The requirement for phosphorus in the 
budding yeast Saccharomyces cerevisiae is met by the uptake of inorganic phosphate from the 
environment.  Millimolar concentrations of inorganic phosphate are required for the synthesis of 
these molecules inside the cells (Auesukaree et al., 2004), whereas the concentrations of 
phosphate are considerably lower in the natural environments.  Therefore, yeast cells have 
developed active strategies to regulate their uptake and utilization of inorganic phosphate 
according to its availability, and to counteract the changes in the concentrations of environmental 
phosphate.  This process is controlled by the phosphate-responsive signaling (PHO) pathway in 
the budding yeast (Lenburg and O'Shea, 1996).  
When budding yeast grows under phosphate depleted conditions, the PHO pathway 
specifically induces the expression of a set of genes (PHO genes) that function in inorganic 
phosphate transport (phosphate transporters), phosphate storage (synthesis and degradation of 
polyphosphate) and phosphate regeneration (phosphatases).  When budding yeast is grown under 
phosphate replete conditions, the expression of these genes is strongly repressed (Oshima, 1997), 
suggesting a tight and specific control of PHO gene expression.  The transcription of these PHO 
genes is controlled by two DNA binding proteins – Pho2 and Pho4 (Vogel et al., 1989).  Pho2 is 
a pleiotropic transcription regulator; it also regulates genes in biosynthetic pathways of purine 
nucleotides and histidine (Arndt et al., 1987; Daignan-Fornier and Fink, 1992; Tice-Baldwin et 
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al., 1989), in addition to the PHO genes.  Pho4 is the specific activator of the phosphate 
starvation response.  The ability of Pho4 to activate gene transcription is regulated by its nuclear 
localization, which is controlled by the cyclin/cyclin-dependent kinase complex Pho85-Pho80 
(Kaffman et al., 1994; Komeili and O'Shea, 1999; O'Neill et al., 1996; Schneider et al., 1994).  
Several other components contribute to the regulation of Pho4 localization as well: Msn5, a 
member of the β–importin family of nuclear transport receptors, exports Pho4 from the nucleus 
to the cytoplasm (Kaffman et al., 1998a); Pse1, another member of the β–importin family, 
imports Pho4 from the cytoplasm into the nucleus (Kaffman et al., 1998b); Pho81, an inhibitor of 
cyclin-dependent kinase, regulates the activity of the Pho85-Pho80 complex (Schneider et al., 
1994).   
The cellular localization of Pho4 is regulated in response to phosphate starvation (Figure 1).  
In high phosphate conditions, unphosphorylated Pho4 in the cytoplasm is recognized by Pse1 
and is transported into the nucleus (Kaffman et al., 1998b).  The nuclear Pho85-Pho80 complex 
phosphorylates Pho4 at multiple serine residues (Kaffman et al., 1994). Two of these 
phosphorylated sites are recognized by Msn5, which exports the phosphorylated Pho4 back into 
the cytoplasm (Komeili and O'Shea, 1999).  Phosphorylated Pho4 remains in the cytoplasm until 
it is dephosphorylated, because the phosphorylation of Pho4 inhibits the interaction between 
Pho4 and its transporter Pse1 (Komeili and O'Shea, 1999).  Therefore, the phosphorylation of 
Pho4 depletes Pho4 from the nucleus and the expression of the PHO genes is turned off.  In low 
phosphate conditions, the decrease in phosphate concentration signals through a phosphate 
metabolite, inositol pyrophosphates (IP7), which mediates the Pho81-dependent inhibition of 
Pho85-Pho80 cyclin-cyclin-dependent kinase complex (Lee et al., 2007b).  The increase in IP7 
level in low phosphate conditions inhibits the kinase activity of Pho85-Pho80 complex and shuts 
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down the phosphorylation of Pho4 (Lee et al., 2007b).  Unphosphorylated Pho4 continues to be 
shuttled into the nucleus by Pse1 but is no longer transported back to the cytoplasm by Msn5, 
owing to the lack of recognition between Msn5 and the unphosphorylated Pho4.  As a result, 
Pho4 accumulates within the nucleus and is able to induce transcription of the PHO genes.   
 
  
 
 
Figure 1. Phosphate-responsive signaling pathway in high phosphate conditions (left) and 
low phosphate conditions (right) in S. cerevisiae.  
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1.2. Pho4 and bHLH transcription factors 
Sequence-specific transcription factors usually recognize DNA through base-pair specific 
interactions made by a DNA binding domain (Mitchell and Tjian, 1989; Ptashne and Gann, 
1997). DNA binding domains can be categorized into different families based on their 
similarities in protein structure.  Pho4, the key transcriptional regulator of the PHO pathway in S. 
cerevisiae, belongs to the basic helix-loop-helix (bHLH) family, which is the third largest 
transcription factor family in eukaryotic cells and regulates various cellular responses, ranging 
from cell proliferation, development, immune response, to basic cellular metabolism (Massari 
and Murre, 2000).   
The regulatory elements of bHLH transcription factors share a signature DNA sequence 
motif, a core hexanucleotide sequence ‘CANNTG’ named the E-box sequence (Ephrussi et al., 
1985).  The structure of the basic HLH domain in complex with DNA revealed a number of 
features of how the bHLH transcription factors specifically bound to its recognition sequences 
(Ellenberger et al., 1994; Ferre-D'Amare et al., 1994; Ferre-D'Amare et al., 1993; Ma et al., 
1994; Shimizu et al., 1997).  The basic region of the bHLH domain makes nucleotide-specific 
contacts in the major groove of DNA (Massari and Murre, 2000; Shimizu et al., 1997), 
contributing to the recognition of E-box sequence (Figure 2).  The second helix of the bHLH 
domain stabilizes the dimerization between two bHLH proteins through van der Waals 
interactions (Massari and Murre, 2000).  Pho4 binds to DNA as a homo-dimer and recognizes a 
palindromic sequence, where the basic region of each bHLH domain recognizes half of its E-box 
sequence (Figure 2) (Shimizu et al., 1997).   
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Figure 2. The structure of Pho4 bHLH DNA binding domain in complex with double 
strand DNA (PDB 1A0A) (Shimizu et al., 1997). 
The upper panel shows the crystal structure of the homo-dimmer of Pho4 bHLH domains in 
complex with DNA.  The two monomers of bHLH domain are colored in yellow and green 
respectively.  The basic region of the first helix extends into the major groove of double strand 
DNA. The second helix mediates the interaction between the two monomers. The lower panel 
presents the sequence specific interaction between the basic region of bHLH domain and the 
major groove of DNA. The residues making contacts with DNA are colored in pink and shown 
wit their side chains. 
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1.3 Specific transcriptional control in the PHO pathway 
The PHO pathway has proved to be a remarkable model system to study transcriptional 
activation in eukaryotic cells (Weake and Workman, 2010).  Numerous studies provided 
molecular details describing how Pho4 activates the transcription of PHO5, a gene encoding a 
secreted phosphatase in response to phosphate starvation.  Two upstream cis regulatory elements 
are critical in this process – ‘CACGTG’, one E-box sequence with high affinity for Pho4, and 
‘CACGTT’, a sequence with lower affinity (Lam et al., 2008).  It has been demonstrated that the 
arrangement of these Pho4 binding sites and nucleosome plays an important role in determining 
the dynamics and the level of transcriptional activation (Lam et al., 2008; Venter et al., 1994), 
suggesting that nucleosomes influence the binding and function of Pho4.  In addition, both Pho2 
and Pho4 are required for the activation of PHO5, and both factors bind cooperatively to the 
promoter of PHO5 through a direct interaction (Barbaric et al., 1996; Vogel et al., 1989).  After 
binding to DNA, these factors recruit chromatin remodelers and subunits of the transcription 
initiation complex to activate gene transcription (Svaren and Horz, 1997).    
Although much is known regarding how Pho4 activates the transcription of PHO5, little is 
understood about why Pho4 activates PHO5 and a few other PHO genes.  Answering this 
question requires systemic examination of all the Pho4-regulated genes and identification of their 
common regulatory elements.  Two previous studies characterized the number of genes being 
induced by Pho4 in response to phosphate starvation (Ogawa et al., 2000; Springer et al., 2003).  
19 and 20 genes were identified to be Pho4-dependent respectively, with 14 genes overlapping 
between the two studies.  All of these 14 genes carry at least one ‘CACGTG’ hexanucleotide 
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sequence in their promoters, suggesting that this sequence motif is indeed the primary cis-
regulatory element of Pho4.  In vitro studies also confirmed that the DNA binding domain of 
Pho4 specifically recognizes ‘CACGTG’ sequences with high affinity (Badis et al., 2008; Maerkl 
and Quake, 2007; Zhu et al., 2009a).  It is thus likely that this 6-mer sequence confers the 
specificity required for Pho4 to selectively regulate the PHO genes.  However, the information 
encoded within the hexanucleotide sequence tells otherwise.  Each position of the hexanucleotide 
sequence provides 4-bit information to specify the sequence from a pool of random DNA 
sequences.  The 6-mer DNA sequence encodes up to 46 bit information, which is sufficient to 
select one specific sequence out of 4000 bp DNA.  By this calculation, roughly 3000 ‘CACGTG’ 
sequences exist randomly in the 12 million base pair genome of S. cerevisiae, hundreds of times 
higher than the number of genes being regulated by Pho4.   
How does Pho4 selectively regulates only a handful of PHO genes out of ~6000 genes in the 
budding yeast genome, where many other genes could carry the same ‘CACGTG’ binding 
sequences at their promoters?  Here I intended to answer this question by combining several 
genomic approaches to systematically dissect how Pho4 specifically recognizes its binding sites 
and regulates gene transcription.  First, I examined the determinants of Pho4 binding at the 
whole genome scale.  Is the intrinsic binding affinity of Pho4 necessary and sufficient to 
determine Pho4 binding in vivo?  If not, what are the other factors that contribute to the specific 
binding pattern of Pho4?  Secondly, I investigated the connection between Pho4 binding and its 
ability to activate the transcription of a gene.  How many of the Pho4 binding events are 
functional?  If not all, what are the underlying mechanisms that goven the functionality of 
transcription factor binding?  Last, I constructed computational models to predict the binding and 
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regulation pattern of Pho4, in order to assess our understanding of the determinants for the 
specific control of PHO pathway. 
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2. Results 
2.1. in vitro binding of the transcription factor Pho4 
The in vitro binding specificity of Pho4 has been carefully examined by high throughput 
biophysical methods, such as protein-DNA binding microarrays (PBM) (Badis et al., 2008; Zhu 
et al., 2009a) and mechanically induced trapping of molecular interactions (MITOMI) (Maerkl 
and Quake, 2007).  A consensus hexanucleotide E-box sequence, ‘CACGTG’, was identified 
from these studies as being bound by Pho4 with high affinity, consistent with the atomic 
structure of Pho4 in complex with double stranded DNA (Shimizu et al., 1997).  This 
hexanucleotide sequence was also found in the promoters of most of Pho4-regulated genes, 
including PHO5, PHO84, SPL2, PHO8 etc (Ogawa et al., 2000), and was confirmed as the 
critical element of Pho4-dependent transcriptional activation (Oshima, 1997).  Therefore, it 
appeared that the in vitro binding preference of Pho4 represented, at least partially, the in vivo 
binding preference.   
The above affinity measurements provided a quantitative description of the intrinsic binding 
preference of Pho4 to different DNA sequences, which can be transformed into a Position 
Specific Scoring Matrix (PSSM) or Position Weighing Matrix (PWM) (Stormo and Zhao, 2010).  
The PSSM of Pho4 (Table 1) renders a non-biased way to identify the DNA sequences with 
highest affinity for Pho4 across the budding yeast genome.  To understand the extent to which 
specific DNA sequence recognition mediates in vivo binding of Pho4, and whether additional 
DNA sequence elements contribute to the binding site selection of Pho4, I first examined 
whether the in vitro identified high affinity binding site for Pho4 is an important determinant of 
Pho4 binding in vivo. 
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Table 1.  Position Specific Scoring Matrix of Pho4 binding in vitro.   
The PSSM is derived from the data kindly provided by Sebastian Maerkl from his work (Maerkl 
and Quake, 2007).  The PSSM is derived according to the method described in Lam et al (Lam 
et al., 2008).  The numbers in the matrix represent the frequency of observing the indicate 
nucleotide (raw) at the specified position (column) of 8-mer DNA sequences that are bound by 
Pho4.  The most favored nucleotide at each position is highlighted in bold. 
 
 
Position in the DNA sequence 
1 2 3 4 5 6 7 8 
A 0.244787 0.119955 0.772446 0.041627 0.054081 0.058688 0.055140 0.125808 
C 0.255008 0.759357 0.050908 0.844115 0.060178 0.117959 0.065548 0.374398 
G 0.374398 0.065548 0.117959 0.060178 0.844115 0.050908 0.759357 0.255008 
T 0.125808 0.055140 0.058688 0.054081 0.041627 0.772446 0.119955 0.244787 
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2.2. The intrinsic affinity of Pho4 is an important determinant of Pho4 binding in vivo 
Recently, the global binding pattern of Pho4 was determined with genome-wide Chromatin 
immunoprecipitation (ChIP) followed by microarray hybridization (ChIP-chip) and it revealed a 
broad range of in vivo binding events (Harbison et al., 2004; Nishizawa et al., 2008). Although 
the in vitro determined high affinity binding sequences of Pho4 are enriched in the set of 
sequences bound in vivo by Pho4,, many of the identified genomic regions did not contain a 
consensus Pho4 binding site (Harbison et al., 2004; Nishizawa et al., 2008), questioning the 
consistence between in vivo and in vitro binding of transcription factors.  However, these results 
were complicated by low signal-to-noise ratio and potential biases from the experimental 
procedures (Ho et al., 2011; Peng et al., 2007; Waldminghaus and Skarstad, 2010).  Moreover, 
the identified Pho4 binding events were rarely refined to a narrow genome region and it was 
therefore difficult to pinpoint the binding of Pho4 to a specific binding sequence.  It remains 
unclear if Pho4 in vitro binding specificity is an important determinant of Pho4 binding in vivo.    
To overcome these caveats of the traditional ChIP-chip approach, I applied biotin-tagging 
chromatin immunoprecipitation to capture Pho4-bound genomic DNA (Kolodziej et al., 2009; 
van Werven and Timmers, 2006) and combined it with Illumina sequencing technology (Bio-
ChIP-Seq) to determine the in vivo binding landscape of Pho4 at base pair resolution (Figure 3).  
This method harnesses the power of high throughput deep sequencing and exploits one of the 
strongest non-covalent interactions in nature – the interaction between biotin and straptavidin 
(4×10-14 M).  This method allows stringent wash conditions during the pull-down procedure to 
reduce the non-specific background binding and improve the signal-to-noise ratio (Kolodziej et 
al., 2009).   
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Figure 3. Schematic depicting the procedure of biotin tagging immunoprecipitation folloId 
by high throughput sequencing (Bio-ChIP-Seq). 
AVI-tagged Pho4 under the control of its endogenous promoter was integrated into a strain 
containing the E. coli birA gene integrated at the URA3 locus.  BirA is fused with a nuclear 
localization sequence at its N-terminus. BirA recognizes the AVI-tag sequence and biotinylates 
the lysine residue within it.  After chemical fixation with formaldehyde (1%), chromatin was 
sheared into small fragments and Pho4-bound DNA was selectively enriched through biotin-
streptavidin affinity isolation and subjected to Illumina sequencing. 
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I examined Pho4 binding in both phosphate-replete (10 mM Pi) and phosphate starvation 
conditions (0 mM Pi), with genomic DNA input and mock-IP as controls.  The genomic DNA 
input normalized non-uniform background due to DNA fragmentation for each ChIP experiment, 
and the mock-IP controlled for non-specific enrichment due to the experimental procedures.  The 
DNA fragments of size between 50 bp and 150 bp were selected for sequencing, which gave rise 
to an estimated width of 300 bp for an individual Pho4 binding event.  An example of Pho4 
binding in vivo is shown in Figure 4 as a global view of the Pho4 occupancy on S. cerevisiae 
chromosome IV.  Pho4 is specifically enriched at several genomic regions after phosphate 
starvation, visualized by the sharp peaks along the chromosome.   
To systematically identify regions enriched in Pho4 binding, I adapted the detection 
algorithm of Peakseq (Rozowsky et al., 2009), which was initially used in identifying 
transcription factor binding in C. elegans.  Briefly, I first identified putative binding regions with 
a false discovery rate of 0.05 estimated with a simulated random genome background.  For each 
of these regions, I then calculated the statistical significance (P-value and Q-value) of Pho4 
enrichment relative to its input and mock-IP after normalizing the depth of these sequencing 
data.  With a conventional statistical significance of p-value 0.05, Pho4 binds to 108 distinct 
regions in the genome in phosphate starvation conditions (Appendix 3).  These regions include 
the promoters of all the known PHO genes that are activated by Pho4 (Ogawa et al., 2000; 
Springer et al., 2003).   
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Figure 4. ChIP-seq analysis of Pho4 binding and mock IP on chromosome IV. 
Pho4 binding was examined in pho4::PHO4-AVI-TRP1 strain integrated with E.coli birA gene 
at URA3 locus. Mock IP was performed with wild-type strain integrated with birA. The traces 
include Pho4 binding and Mock IP in high and no inorganic phosphate conditions, and genomic 
input in no phosphate conditions.  All ChIP results were normalized to Pho4 ChIP at no Pi 
conditions. 
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I determined the high affinity Pho4 binding sequences using the PSSM derived from the in 
vitro binding affinity measurements of Pho4 (Lam et al., 2008; Maerkl and Quake, 2007).  I 
selected the most stringent threshold (0.0075) to recapitulate in vivo validated high affinity 
binding sites as the threshold for the high affinity binding sequences (Lam et al., 2008).  The 
resulting high affinity sequences contained ‘CACGTG’ as the core motif.  All ‘NCACGTGN’ 
sequences except ‘TCACGTGA’ in S. cerevisiae genome meet the threshold.  A second 
threshold of 0.0003 was chosen as the threshold of Pho4 low affinity binding sequences to 
represent the in vivo verified functional binding sites at the promoter of PHO genes (Barbaric et 
al., 1992; Munsterkotter et al., 2000; Ogawa et al., 1995; Venter et al., 1994).  To circumvent the 
threshold effect in the binding event identification, I analyzed the presence of either high or low 
affinity binding sequences in the identified Pho4 binding regions at different statistical thresholds 
(Table 2).  The in vitro DNA binding specificity of Pho4 explained at least 88% of the Pho4 
binding regions, in contrast to 6 out of 108 as expected by chance.  
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Table 2. The number of identified genomic regions containing the high affinity and low 
affinity Pho4 binding sequences in S. cerevisiae.   
The numbers in the parenthesis indicate the number of regions expected by chance. 
 
Total High affinity motifs  
Low affinity 
motifs  
Without 
motif  
Threshold for 
binding 
P-Value Q-Value 
108 66 (2) 29 (4) 13 (102) 0.05 - 
95 65 (2) 23 (4) 7 (89) 0.01 - 
64 55 (1) 9 (2) 0 (61) - 0.05 
55 48 (1) 7 (2) 0 (52) - 0.01 
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To further test the possibility that the in vitro binding sequence of Pho4 is a critical 
determinant of Pho4 binding in vivo, I examined the position of these binding sequences relative 
to the position of Pho4 ChIP peaks in the identified binding regions.  If Pho4 binding relies on its 
intrinsic affinity to DNA, the binding sequence should be beneath or close to the position of the 
ChIP binding peak.  This is indeed what I observed for all the Pho4 binding regions that contain 
the high affinity binding sequence (Figure 5) or the low affinity sequences (data not shown). 
Together, I concluded that the intrinsic DNA binding affinity of Pho4 is an important 
determinant of Pho4 binding in vivo.  In addition, this result also suggests that the interaction 
between Pho4 and other transcription factors (e.g. Pho2) does not significantly alter the DNA 
binding specificity of Pho4.      
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Figure 5. The peak-sequence distance for all the identified Pho4-bound regions. 
The histogram shows the distribution of the distance between the position of the Pho4 binding 
sequence and the position of the Pho4 binding peak, for all the Pho4-bound regions that contain 
at least one high affinity binding site.  The histogram remains the same for the regions that 
contain at least one low affinity binding site. 
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2.3. Binding sequences of Pho4 are not sufficient to determine Pho4 binding in vivo 
Next, I sought to understand the extent of which the high affinity Pho4 binding motifs are able 
to specify Pho4 binding in vivo.  Based on the PSSM score of 0.0075, there are 843 high affinity 
binding sites in S. cerevisiae genome.  However, only a small portion of them are found within 
the Pho4 enriched ChIP regions.  To exclude the possibility that the detection algorithm is not 
sensitive to Pho4 enriched locally at its binding sites, I developed a method to rigorously 
determine Pho4 binding at the level of its high affinity binding sites. In summary, I computed the 
local occupancy of Pho4 (20 bp window center at its binding sequence), genomic input and 
Mock-IP at every high affinity binding site and scored a signal as binding if it meets all of the 
following requirements: (1) significantly bound (ChIP occupancy, p≤0.05), (2) significantly 
enriched over input (meanChIP/meanInput, p≤0.05), (3) significantly enriched over mock IP 
(meanChIP/meanmock IP, p≤0.05). These statistical thresholds gave an overall p-value of 0.0066 
estimated by randomly sampling the genome background.   
Although there are 843 high affinity binding in the genome, I observed Pho4 binding to only 
115 (~14%) of these sites (FDR = 0.05) (Figure 6), implying that factors other than DNA binding 
specificity influence Pho4 binding in vivo. Overall, the data suggest that the high affinity binding 
motifs of Pho4 are necessary but not sufficient to specify the in vivo binding landscape of Pho4. 
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Figure 6. Pho4 binding at its high affinity binding sites.  
On the left panel, the pie chart shows the portion of Pho4-bound and -unbound high affinity 
binding sites.  On the right panel, examples of Pho4 occupancy at several loci are shown to 
illustrate the bound and unbound states of a high affinity binding site. 
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2.4. Chromatin negatively regulates Pho4 binding 
The eukaryotic genome is packed into units of the nucleosome, a segment of DNA wound 
around a histone octomer complex.  It has been suggested that nucleosomes might restrict the 
access of transcription factors to their potential binding sites (Khorasanizadeh, 2004; Kornberg 
and Lorch, 1999; Narlikar et al., 2002).  To determine whether local chromatin structure 
influences the binding of Pho4 and if this restriction explains Pho4 binding pattern at the high 
affinity binding sites, I mapped nucleosome occupancy by isolating mono-nucleosomal DNA 
after micrococcal nuclease (MNase) digestion and paired-end Illumina sequencing (Figure 7). 
 
 
 
Figure 7. Schematic depicting the procedure of mapping in vivo nucleosome occupancy.  
After chemical fixation with formaldehyde (1%), chromatin was isolated and subjected to 
Micrococcal nuclease digestion until most chromatin is digested to mono-nucleosome. The 
mono-nucleosomal NDA was visualized and purified from electrophoresis, and subjected to 
Illumina sequencing. 
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Paired-end DNA sequencing directly returns the precise location of the isolated mono-
nucleosomal DNA, bypassing the sophisticated fitting algorithms needed to infer nucleosome 
positions for data with single-end sequencing (Weiner et al., 2010).  Under the assumption that 
the center of each sequenced DNA fragment is the nucleosome dyad (Mavrich et al., 2008), I 
mapped the center of each sequenced nucleosomal DNA on the genome and extended 73 bp on 
each side to generate mono-nucleosome coverage (Figure 8).  This assumption was confirmed by 
two lines of evidences: first, the length distribution of the sequenced nucleosomal DNA showed 
a periodicity of roughly 20-bp (Figure 9), consistent with the symmetrical progression of the 
MNase digestion every 10 bp on both ends (Kornberg and Lorch, 1999); second, the di-
nucleotide frequency of the sequenced nucleosomal DNA showed a distinct feature of 10-bp 
periodicity after alignment at the fragment center (Figure 10), a hallmark of stable nucleosomes 
described in previous studies (Albert et al., 2007; Kaplan et al., 2009; Mavrich et al., 2008; Segal 
et al., 2006). Nucleosome occupancy maps are shown for the PHO84, SPL2 and GAL4 loci, 
under both phosphate-replete and phosphate starvation conditions (Figure 11).  
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Figure 8. Schematic depicting alignment of sequencing reads to the S. cerevisiae genome. 
The center of each paired-end sequenced nucleosomal DNA fragment with length between 100 
to 200 bp is aligned on S. cerevisiae genome. Aligned reads are extended 73 bp in both 
directions from the center (nucleosome dyad). 
 
 
 
  
 37 
 
 
 
 
 
 
 
 
Figure 9. Length distribution of paired end sequenced nucleosomal DNA. 
The major peak at ~150 bp reflects intact mono-nucleosomes (Albert et al., 2007; Mavrich et 
al., 2008).  The distance between the major and minor peaks is ~20 bp, suggesting MNase 
digestion of 10 bp from both sides of the nucleosomes (Albert et al., 2007; Kaplan et al., 2009; 
Mavrich et al., 2008; Segal et al., 2006). 
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Figure 10. Di-AT (AA/AT/TA/TT) nucleotide frequency of sequenced nucleosomal DNA, 
averaged from 50 trials.   
For each trial, the di-AT frequency is calculated from 50,000 randomly selected sequenced 
nucleosomal DNA fragments, assuming the center of each sequenced fragment is the 
nucleosome dyad (position 0).  As a control, the same analysis was done for randomly selected 
genome locations.  Black squares indicate the average and gray area denotes mean ± s.d.  The 
~10 bp periodic di-AT nucleotide frequency is similar to previously observed properties of 
nucleosomal DNA. 
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Figure 11.  Examples of nulceosome occupancy map at both phosphate-replete and 
phosphate starvation conditions.  
Nucleosome occupancy map for PHO84 and VTC3 (both de-repressed in no Pi conditions), 
GAL4 (not responsive to Pi concentration) are shown in high and no Pi conditions.  The 
nucleosome maps in both conditions Ire normalized to have the same number of total reads. 
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To examine the influence of nucleosome occupancy on the binding Pho4 in vivo, I 
calculated the average nucleosome occupancy of a 20-bp window centered on the high affinity 
binding sites and looked at the correlation between nucleosome occupancy and the occurrence of 
Pho4 binding.  Chromatin negatively regulates Pho4 binding as Pho4 enrichment is generally 
observed at binding sites that have relatively low nucleosome occupancy (Figure 12).  
 
 
 
 
Figure 12. Pho4 binding enrichment and nucleosome occupancy in no Pi conditions.   
All consensus sites were put into bin sizes of 50 and I ploted the average nucleosome occupancy 
against the average Pho4 binding enrichment for each bin. 
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To further quantify the restriction of nucleosome on Pho4 binding, I considered two possible 
states of a Pho4 high affinity binding site: an inaccessible state, occluded by nucleosomes; or an 
accessible state, exposed in a nucleosome-depleted region (nucleosome-free or nucleosome 
linker region).  ~80% of the S. cerevisiae genome is estimated to be covered with nucleosomes 
(Lee et al., 2007a); I thus say a transcription factor binding site is in the accessible state if the 
average nucleosome occupancy on the site is in the lower quartile of the genome nucleosome 
occupancy.  Symmetrically, I say the site is inaccessible if the average nucleosome occupancy is 
in the upper quartile of the genome nucleosome occupancy.  As expected, Pho4 is not bound to 
the binding sites that are inaccessible and most occluded by nucleosomes (209 of 216 sites, 97%; 
Figure 13).  However, using the same threshold, Pho4 is also not bound to two thirds of the most 
accessible sites (172 of 248 sites) (Figure 13).  These two thresholds compartmentalized the 
analysis to the most accessible and least accessible consensus sites.  To make sure the results 
above is not limited by the thresholds chosen for the accessible and inaccessible sites, I varied 
the percentile threshold over a wide range (15 % – 30%) and observed almost the same pattern of 
Pho4 binding at accessible and inaccessible sites (Figure 14).  Therefore, I concluded that 
chromatin structure inhibits transcription factor binding, but open chromatin structure is not 
sufficient for Pho4 binding at its high affinity binding sites. 
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Figure 13. Pho4 binding at accessible and inaccessible high affinity binding sites. 
Pie charts show Pho4 binding at inaccessible (the quartile most occluded by nucleosomes) and 
accessible (the quartile least occupied by nucleosomes) high affinity binding sites in no Pi 
conditions. 
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Figure 14. Pho4 binding at inaccessible and accessible high affinity binding sites in no Pi 
conditions.   
Pie charts show Pho4 binding at inaccessible binding sites that are most occluded by 
nucleosomes (left half) and at accessible binding sites that are least occupied by nucleosomes 
(right half).  I observe similar results, independent of the fraction of inaccessible or accessible 
sites selected for analysis. 
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2.5. Competition from Cbf1 determines Pho4 occupancy in vivo at nucleosome depleted 
sites 
The Pho4 high affinity binding sites share the same core motif ‘CACGTG’ and meet the 
minimum affinity threshold of which the site can be bound and regulated by Pho4 in response to 
phosphate starvation in vivo. Of the accessible sites that are not occluded by nucleosomes, why 
are some of these sites bound by Pho4 and the others are not?  It is possible that proteins with 
similar specificity compete with Pho4 for binding to these accessible sites.   
The DNA binding specificity of transcription factors is usually determined by the structure 
of their DNA binding domain; transcription factors with DNA binding domain belonging to the 
same structural family commonly recognize similar sequence motifs.  Pho4 belongs to the basic 
Helix-Loop-Lelix (bHLH) transcription factor family, where members of this family recognize 
the E-box binding motif ‘CANNTG’ (Massari and Murre, 2000; Robinson and Lopes, 2000).  I 
examined the DNA binding specificity of all known bHLH transcription factors in S. cerevisiae, 
and found out that three other factors also recognize ‘CACGTG’ sequences (Table 3).  The three 
factors are: Cbf1, centromere binding factor 1, a dual function transcription factor regulating the 
sulfur starvation pathway and chromosome segregation (Cai and Davis, 1990; Mellor et al., 
1991); Rtg3, ReTroGrade regulation 1, activating the retrograde and TOR pathways (Crespo et 
al., 2002; Jia et al., 1997; Rothermel et al., 1997); Tye7, transposable element Ty-mediated 
expression gene 7, activating the expression of glycolytic genes and Ty-mediated genes 
(Lohning and Ciriacy, 1994; Nishi et al., 1995; Sato et al., 1999).  
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Table 3. bHLH transcription factors that recognize ‘CACGTG’ motif in vitro 
Transcription 
factors DNA binding motif 
Copies / cell 
(Ghaemmagha
mi et al., 2003) 
Localization 
(Huh et al., 2003) 
Pho4  
(Zhu et al., 2009a) 
~1000* Cytoplasm Nucleus 
Cbf1  
(Zhu et al., 2009a) 
6890 Nucleus 
Rtg1 - 2190 Cytoplasm Nucleus 
Rtg3  
(Zhu et al., 2009a) 
1050 Cytoplasm Nucleus 
Ino2  
(MacIsaac et al., 2006) 
784  Nucleus 
Ino4  
(MacIsaac et al., 2006) 
521  Nucleus 
Hms1  
(Morozov and Siggia, 2007) 
- - 
Tye7  
(Zhu et al., 2009a) 
486 Cytoplasm Nucleus 
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Among these bHLH transcription factors, Cbf1, is present in the nucleus at high 
concentration (Ghaemmaghami et al., 2003), is not known to interact with Pho4 (Graumann et 
al., 2004), and binds with high affinity to the same consensus binding motif ‘CACGTG’ in vitro 
and in vivo as does Pho4 (Harbison et al., 2004; MacIsaac et al., 2006; Maerkl and Quake, 2007; 
Zhu et al., 2009a).  I therefore focused on examining the possibility that Cbf1 competes with 
Pho4 binding at some of these accessible ‘CACGTG’ sites. To test this hypothesis, I identified in 
vivo binding sites for Cbf1 in high and no Pi conditions.   
In no Pi conditions, 77% (132 of 172) of the accessible high affinity binding sites not bound 
by Pho4 are occupied by Cbf1 (Figure 15).  Intriguingly, most of the accessible sites bound by 
Pho4 (72 of 76, 95%) are also bound by Cbf1.  Thus, the accessible, high affinity ‘CACGTG’ 
sites mainly fall into two classes: those where Cbf1 competes with Pho4 most effectively, 
resulting in detectable binding of Cbf1 but not Pho4; and a second class where Cbf1 competes 
less effectively, resulting in significant occupancy of both Pho4 and Cbf1.  In high Pi conditions, 
Cbf1 is bound to both of these classes of sites (119 of 132 Cbf1-bound sites and 67 of 72 sites 
both occupied by Pho4 and Cbf1) (Figure 16). This is consistent with the fact that Cbf1’s nuclear 
localization is independent of phosphate starvation.  The observed patterns of Pho4 binding and 
Cbf1 binding at the accessible high affinity binding sites suggest that the binding of Cbf1 may 
prevent the binding of Pho4 and thus explains why Pho4 only occupies ~30% of its accessible 
sites.  
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Figure 15. Pho4 and Cbf1 binding at the accessible sites in no Pi conditions.  
On the left, pie chart shows Pho4 binding at the accessible high affinity binding sites in no Pi 
conditions.  On the right, the pie chart is overlaid with the binding of Cbf1 with shadings.  Cbf1 
is considered bound to a site if it meets all of the following three criteria: significantly occupied  
(p≤0.05); significantly enriched over input (p≤0.05); and significantly enriched over mock IP 
(p≤0.05). 
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Figure 16. Cbf1 binding at accessible sites in no and high Pi conditions.   
On the left, the pie chart shows Cbf1 and Pho4 binding in no Pi conditions.  On the right, the 
hatched area in the pie chart indicates the accessible sites that are bound by Cbf1 in high Pi 
conditions.  A transcription factor is considered bound to a site if it meets all of the following 
three criteria: significantly occupied  (p≤0.05); significantly enriched over input (p≤0.05); and 
significantly enriched over mock IP (p≤0.05). Cbf1 occupies similar sites in high Pi and no Pi 
conditions. 
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To explore the mechanisms by which Pho4 and Cbf1 distinguish these two classes of sites, I 
examined two possibilities: first, the intrinsic binding affinity to different ‘CACGTG’ sequences 
may dictate the differential binding between Pho4 and Cbf1; second, the presence of additional 
sequence elements may correlate with either class of the sites, which could be an indication for 
the involvement of other DNA binding proteins.   
Pho4 and Cbf1 have different preferences for bases flanking the ‘CACGTG’ binding site in 
vitro (Maerkl and Quake, 2007); these flanking sequence may explain the differences in Cbf1 
and Pho4 occupancy in vivo.  In accord with the observed in vitro sequence preferences, I find 
that the accessible sites with less Pho4 binding have a single 5’ ‘T’ base flanking the ‘CACGTG’ 
(Figure 17), suggesting that Cbf1 can compete most effectively at these sites.  The other flanking 
bases cannot successfully distinguish either the sites preferably bound by Pho4 or the sites 
favored by Cbf1 (Figure 18).  Moreover, the ability of this single 5’ ‘T’ base to differentiate 
Pho4 preferred binding sites extends beyond the accessible binding sites (Figure 19), suggesting 
that Cbf1 competes globally with Pho4 for binding.  To examine the second possibility, I used 
MEME to search for sequence motifs that were enriched in the set of sites bound only by Cbf1 or 
the sites bound by both factors.  None of the resulting motifs passed the statistical threshold of 
enrichment.  Thus, the binding pattern of Pho4 and Cbf1 is not likely explained by an interaction 
with another sequence-specific binding protein.  Therefore, the single ‘T’ flanking base at the 5’ 
end of the ‘CACGTG’ sequence motif explains the site selection between Pho4 and Cbf1, when 
Pho4 is nuclear localized due to phosphate starvation signaling. 
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Figure 17. Differential enrichment of Pho4 and Cbf1 binding at accessible high affinity sites 
with a ‘T’ flanking sequence.   
Scatter plot displays Pho4 and Cbf1 binding enrichment in no Pi conditions for accessible sites 
that are bound by at least one of the two transcription factors.  
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Figure 18. Enrichment of Pho4 and Cbf1 binding at accessible high affinity sites, sorted by 
flanking sequences.   
Scatter plot displays Pho4 and Cbf1 binding enrichment relative to corresponding inputs in no 
Pi conditions for all accessible high affinity sites. 
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Figure 19. Enrichment of Pho4 and Cbf1 binding at all high affinity sites, sorted by 
flanking sequences. 
Scatter plot displays Pho4 and Cbf1 binding enrichment relative to corresponding inputs in no 
Pi conditions for all high affinity binding sites.   
 
 
To demonstrate that Cbf1 competition indeed determines the binding of Pho4 at the 
accessible sites, I examined the Pho4 binding pattern in strains deleted of CBF1.  Since deletion 
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of Cbf1 causes a growth defect and impaired activation of the PHO pathway in no Pi conditions 
(Figure 20), I performed the experiments using a strain lacking the cyclin Pho80 grown in high 
Pi medium (O'Neill et al., 1996), in which the PHO pathway is constitutively activated.  The 
binding occupancy of Pho4 in no Pi conditions is almost the same as its binding in pho80Δ 
strains in high Pi conditions (Figure 21, comparing cyan and blue curve), suggesting that the 
strain with constitutive PHO activation is a good approximation for the wild type strains under 
phosphate starvation conditions.  As shown in Figure 21, comparing Pho4 binding in the pho80Δ 
strain and in the pho80Δcbf1Δ strain, the occupancy of pho4 increased dramatically at the sites 
that are only bound by Cbf1, demonstrating that Cbf1 indeed competes with Pho4 for its binding 
at these ‘CACGTG’ sites.   
To make sure the change in Pho4 occupancy in the pho80Δcbf1Δ strain results exclusively 
from the lack of Cbf1 competition, I compared Pho4 binding in the pho80Δ and pho80Δcbf1Δ 
strains, at the ‘TCACGTG’ sites.  The sites showing an increase in Pho4 binding in the 
pho80cbf1Δ strains are almost exclusively the sites bound by Cbf1 in wild type (compare the 
blue dots (Cbf1-unbound) against the red dots (Cbf1-bound), Figure 22).  The occupancy of 
Pho4 at the sites that are not bound by Cbf1 remains the same between the cbf1Δ and CBF1 
strains (Figure 23).  These results demonstrated a correlation between Cbf1 competition and the 
lack of Pho4 binding at these sites.   
It is worth noting that not all of the Cbf1-bound sites gained Pho4 binding in the 
pho80Δcbf1Δ strain - the increase in Pho4 occupancy was dependent on the accessibility of the 
Cbf1-bound sites.  For example, of the 118 Cbf1-bound ‘TCACGTG’ high affinity sites (Figure 
22) showing a 1.6-fold increase in Pho4 binding occupancy, 83 are accessible binding sites for 
Pho4.  Similarly, most of the accessible binding sites that are only occupied by Cbf1 (83 of 119) 
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showed increase an in Pho4 binding.  These data suggest that the influence of Cbf1 competition 
on the binding of Pho4 is dependent on the binding site accessibility.   
Overall, our results demonstrated that the competition from Cbf1 determines the binding 
occupancy of Pho4 at the nucleosome-free sites; this competition is mediated by their intrinsic 
preference for specific sequences flanking the core ‘CACGTG’ binding motif.   
 
 
 
 
Figure 20. Pho4-GFP localization in wild-type and cbf1Δ strains  in high Pi and no Pi 
conditions, respectively.   
No difference in Pho4 nuclear localization is observed between wild-type and cbf1Δ strains in 
high Pi conditions.  In no Pi conditions, Pho4 shows cell-to-cell variability in localization and 
incomplete nuclear accumulation in the cbf1Δ strain, perhaps as a result of a growth defect. 
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Figure 21. Competition from Cbf1 represses Pho4 binding at the Cbf1-preferred 
‘CACGTG’ sites. 
 The plots show the average of Pho4 binding occupancy at sites that are only bound by Cbf1 in 
the wild type.  The Pho4 binding occupancy in the pho80Δ strain mimics the binding occupancy 
in the wild type under phosphate starvation conditions.  The Pho4 binding occupancy in 
different strains is normalized by sequencing depth.  
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Figure 22. Competition from Cbf1 represses Pho4 binding at Cbf1-preferred ‘CACGTG’ 
sites.  
Scatter plots show Pho4 binding occupancy at all ‘TCACGTG’ sites, both accessible and those 
occluded by nucleosomes.  Labeled 8-mer sequences indicate DNA motifs with the same 
binding preference of Pho4.  
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Figure 23. Correlation plots of Pho4 binding occupancy at ‘TCACGTG’ sites in the pho80Δ 
and pho80Δ cbf1Δ strains.  
Red dots represent Cbf1-bound ‘TCACGTG’ sites and blue dots represent Cbf1-unbound 
‘TCACGTG’ sites.  The Pho4 binding occupancy in the pho80Δ and pho80Δ cbf1Δ strains were 
normalized by the total number of reads. 
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In summary, I proposed the model below to explain how Pho4 identifies its in vivo binding 
sites among all of its high affinity binding sites in the genome.  In high Pi conditions (Figure, 
left), Pho4 is imported into the nucleus, phosphorylated by cyclin and cyclin dependent kinase 
complex Pho80-Pho85, and then actively exported into the cytoplasm; thus, the Pho4 nuclear 
concentration is low (Komeili and O'Shea, 1999; O'Neill et al., 1996).  Most of the accessible 
high affinity binding sites are occupied by Cbf1, which resides in the nucleus constitutively (Huh 
et al., 2003).  In no Pi conditions (Figure, upper right), the kinase activity of Pho80-Pho85 
complex is inhibited and Pho4 is no longer exported from the nucleus. Consequently, the nuclear 
concentration of Pho4 increases, allowing Pho4 to compete effectively for binding at sites that 
are weakly bound by Cbf1 (Figure, lower right); Cbf1 is bound to the consensus sites with a 5’ 
flanking ‘T’ with high enough affinity to prevent Pho4 binding. 
 
 
Figure 24. Schematic depicting a model for Pho4 binding to its high affinity sites.  
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2.6. Competitive binding of Cbf1 influences the activation threshold and specificity of the 
PHO regulon 
What is the physiological role of the interplay between Pho4 and Cbf1 at consensus sites?  
One idea is that Cbf1 is required in high Pi conditions to keep nucleosomes properly positioned, 
and therefore keep consensus binding sites nucleosome free – I thus named it “Cbf1 priming 
model” (Figure 25).  This model predicts that the accessibility of the binding site is dependent on 
the presence of Cbf1, originated from the precedent evidence that Cbf1 positions nucleosomes in 
the promoters of some sulfur metabolism genes (Kent et al., 2004; Kent et al., 1994).  However, 
when I analyzed the nucleosome occupancy at Pho4 binding sites in the cbf1Δ strain in high Pi 
conditions, I observed no change in nucleosome occupancy at Pho4 binding sites, especially the 
ones at the promoter of Pho4-regulated genes (r = 0.943 between cbf1Δ strain and wild-type, r = 
0.953 between wild-type replicates; Figure 26). In contrast, in the cbf1Δ strain nucleosome 
occupancy increased and nucleosome position shifted at binding sites in the regulatory regions of 
sulfur metabolism genes (Lee et al., 2010) (Figure 27, Figure 28).  Thus, I concluded that Cbf1 
does not significantly contribute to the accessibility of the Pho4 binding sites at the promoters of 
PHO genes. 
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Figure 25. Schematic illustration of the “Cbf1 priming model” in high Pi conditions. 
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Figure 26. Scatter plots show nucleosome occupancy of wild-type and cbf1Δ strains in high 
Pi conditions at regulated Pho4 binding sites.   
Nucleosome occupancy is shown in normalized counts and each colored dot represents a 
binding site.  ‘R’ denotes the linear correlation coefficient of the dots in the same color.  Black 
dashed lines define the diagonal and gray dashed lines indicate the threshold for nucleosome 
occupancy of 150 reads from the diagonal. Nucleosome occupancy is unaffected by Cbf1 
deletion at regulated Pho4 binding sites.   
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Figure 27. Scatter plots show nucleosome occupancy of wild-type and cbf1Δ strains in high 
Pi conditions at MET genes (Lee et al., 2010).  
Nucleosome occupancy is shown in normalized counts and each colored dot represents a 
binding site.  ‘R’ denotes the linear correlation coefficient of the dots in the same color.  Black 
dashed lines define the diagonal and gray dashed lines indicate the threshold for nucleosome 
occupancy of 150 reads from the diagonal. Nucleosome occupancy at Cbf1 binding sites of 
MET genes (Lee et al., 2010) shows a significant increase in cbf1Δ strains in contrast to the 
nucleosome occupancy at Cbf1 binding sites at PHO genes. 
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Figure 28. Nucleosome occupancy maps showing changes of nucleosome positions at the 
promoters of MET genes in the cbf1Δ strain.  
Nucleosome occupancy maps in the wild type strain and the cbf1Δ strain were normalized to the 
same total number of reads. Red triangles indicate the position of a Cbf1 binding site and black 
boxes indicate the position of the labeled transcript. Shift of nucleosome position is observed at 
the promoters of MET14, MET17, MET22 and SER33 as the nucleosomes flanking the Cbf1 
binding sites move to partially cover the binding sites in the cbf1Δ strain. 
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An alternative model is that competition from Cbf1 raises the binding threshold for Pho4 
through sequestering the accessible binding sites. I therefore termed it “Cbf1 blocking model” 
(Figure 29).  This model predicts two possible roles of which Cbf1 competition regulates the 
transcriptional control by Pho4: in high phosphate conditions, it may prevent spurious activation 
of phosphate-responsive genes induced by residual nuclear Pho4, and during phosphate 
starvation conditions, it may prevent Pho4 activating other ‘CACGTG’ containing genes. 
To test these hypotheses, I first examined the role of Cbf1 competition in regulating 
expression of the PHO genes in high phosphate conditions. In the absence of Cbf1, most Pho4-
regulated genes (characterized in Chapter II, section 2.6) should significantly increased 
expression (20 of 28, p ≤ 0.05; Figure 30) – conditions where Pho4 is less active and localized 
primarily to the cytoplasm (Komeili and O'Shea, 1999). This aberrant expression is Pho4-
dependent (compare Figure 30, columns 2 and 3), as deletion of Pho4 abolished the aberrant 
expression of the PHO genes in cbf1Δ background.  In addition, this Pho4 dependent activation 
of PHO genes was not a result of defects in the upstream signaling of Pho4, because the nuclear 
localization of Pho4 in the cbf1Δ strain is the same as in the wild type strain (Figure 20).  
Deletion of Rtg3 and Tye7, two other members of the bHLH family that bind the ‘CACGTG’ 
consensus site (Zhu et al., 2009a) did not result in similar spurious activation ( Figure 30, column 
4), indicating that the competition from Cbf1 is the dominant influence among the basic Helix-
loop-Helix transcription factors.  Thus, the competition from Cbf1 prevents the spurious 
expression of the PHO genes by low level of nuclear Pho4 in high phosphate conditions, where 
the PHO pathway is supposed to be turned off.    
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Figure 29. Schematic illustration of the “Cbf1 blocking model” in both high and no Pi 
conditions. 
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Figure 30. Cbf1 prevents Pho4 spurious transcriptional activation in high Pi conditions. 
 Heat map showing the fold induction (log2 scale) of Pho4 regulated genes for wild-type in no Pi 
conditions (column 1), cbf1Δ, cbf1Δ pho4Δ, and rtg3Δ tye7Δ strains in high Pi conditions 
(column 2-4), as measured by microarray analysis. Sub-columns indicate biological replicates. 
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Next, I examined how Cbf1 competition influences Pho4’s regulation when PHO pathway is 
turned on.  Since deletion of Cbf1 causes a growth defect and impaired activation of the PHO 
pathway in no Pi conditions (Figure 20), I evaluated the consequences of Cbf1 competition when 
the PHO pathway is fully activated using a strain lacking the cyclin Pho80 grown in high Pi 
medium (O'Neill et al., 1996).  As mentioned earlier, in the cbf1Δ pho80Δ strain I observed Pho4 
binding to sites that are only bound by Cbf1 in the wild-type strain (Figure 21), particularly at the 
‘T-CACGTG’ motifs (Figure 22, Figure 23). This result led me to explore if the PHO pathway 
could turn on the expression of genes that are outside of the PHO regulon, especially those 
associated with Cbf1 binding.  I found a class of genes that became regulated by Pho4 in the 
absence of Cbf1 competition (28 genes, induced more than 2-fold by Pho4 in the cbf1Δ pho80Δ 
strain, and differentially induced more than 1.5-fold comparing to that in the pho80Δ strain 
(Figure 31, left)), 16 of which carry the ‘CACGTG’ binding sites in their promoters and are 
clearly bound by Cbf1.  The induction of these genes was mostly absent in either wild type under 
phosphate starvation or the cbf1Δ strain in high phosphate conditions (Figure 31, right), 
indicating that the activation of these genes is a result of lack of Cbf1 competition under the 
PHO induced conditions. Indeed, Pho4 is bound to and activates transcription of 13 genes that 
were bound by Cbf1 and not regulated by Pho4 in the wild-type strain (Figure 32).   
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Figure 31. Expression of genes that become Pho4-dependent only in the absence of Cbf1.  
On the left, scatter plots show the activation by Pho4 in both the cbf1Δ pho80Δ and the CBF1 
pho80Δ strains.  Each dot represents the Pho4-dependent activation of a single gene.  The 
activation is calculated as the logarithm of the expression ratio in the comparison of pho80Δ / 
pho80Δ pho4Δ, or pho80Δ cbf1Δ / pho80Δ cbf1Δ pho4Δ.  The genes with increased induction by 
Pho4 in the cbf1Δ background (28 genes, significantly up-regulated more than 1.5-fold, p≤0.05; 
16 of the 28 genes carry ‘CACGTG’ sites) are colored in red, and the genes with increased 
induction by pho4 in the CBF1 background (16 genes) are colored in green.  On the right, heat 
map of the expression difference for the 16 genes that carry the ‘CACGTG’ binding sites at 
their promoters. 
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Figure 32. Differential binding and activation by Pho4 in the presence and absence of Cbf1.   
Tracks show ChIP-seq results of Cbf1 binding in no Pi conditions (gray), Pho4 binding in a 
pho80Δ strain (constitutively nuclear Pho4, blue) and in a cbf1Δ pho80Δ (red) strain.  Gene 
activation by Pho4 in pho80Δ (blue) and cbf1Δ pho80Δ (red) strains is determined by comparing 
gene expression in pho80Δ and pho80Δ pho4Δ, cbf1Δ pho80Δ and cbf1Δ pho80Δ pho4Δ strains, 
respectively.  Red triangles mark the high affinity ‘CACGTG’ binding sites. 
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Our observations support two roles for Pho4-Cbf1 competition: in high Pi conditions Cbf1 
prevents spurious activation of the PHO genes induced by a low level of nuclear Pho4, ensuring 
that phosphate-responsive genes are turned off when Pi is available; in no Pi conditions, Cbf1 
prevents Pho4 from inappropriately activating genes containing a ‘CACGTG’ motif that are not 
part of the phosphate regulon, ensuring that only genes needed for the response to phosphate 
limitation are turned on.   
 
 71 
2.7. Dissecting the regulatory interactions in PHO pathway 
It is commonly observed that the number identified binding events of transcription factors is 
far more than the number of genes being regulated by these transcription factors.  However, it is 
yet unclear how transcription factors only select a fraction of their associated genes to regulate, 
and if/how other co-factors involve in the selection of functional binding events from a 
mechanistic perspective.  
As noted in the previous sections, Pho4 binds to 115 of the high affinity ‘CACGTG’ sites, 
scattered in the promoters of over 80 genes, but only ~10-20 genes are regulated by Pho4 in 
response to Pi starvation as examined by expression microarrays from two previous studies 
(Ogawa et al., 2000; Springer et al., 2003).  Moreover, these regulated genes have different 
dependence on Pho4 and on Pho2, a homeodomain factor that interacts with Pho4 and regulates 
the phosphate starvation response (Vogel et al., 1989).  For example, several PHO genes show 
Pho2-dependent activation, including PHO5, PHO89, SPL2, PHO84 and several other PHO 
genes (Springer et al., 2003); whereas the induction of PHO8 in response to Pi starvation does 
not require the presence of Pho2 (Munsterkotter et al., 2000).  Therefore, it is likely that Pho2 
plays a pivotal role in activating gene transcription among all of the genes associated with Pho4 
binding.  To test this hypothesis, I need to examine how Pho4 and Pho2 contribute to the 
transcriptional activation of the genes responsive to phosphate starvation, and connect their 
contribution with the binding of these factors.     
An epistasis expression analysis approach (mutant cycle analysis) was developed in the lab 
to analyze the regulatory interactions among multiple transcription factors involved in osmotic 
stress in yeast (Capaldi et al., 2008).  I adapted this approach to dissect and quantify the 
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contribution of the regulatory interactions between Pho2 and Pho4 to transcriptional activation in 
response to phosphate starvation (Figure 33).  These regulatory interactions can be described in 
terms of three “expression components”: the contribution of Pho2 acting alone (Pho2), the 
contribution of Pho4 acting alone (Pho4), as well as the contribution of Pho2 and Pho4 acting 
together (which I refer to as a “cooperative” component).  To determine the values of these 
expression components, I directly compared gene expression between all possible pairs of wild-
type, pho2Δ, pho4Δ and pho2Δ pho4Δ strains in no and high Pi conditions, where the measured 
gene expression difference between each pair of strains consists of a linear sum of the expression 
components relevant for that pairwise comparison (Figure 33).  In no Pi conditions, 60 minutes 
of Pi starvation was chosen because at this time point the PHO genes are sufficiently activated 
and secondary effects are not significantly observed (data not shown).  I calculated the 
expression components for each gene through regression methods with equations describing the 
expression components measured in each microarray and the details are elaborated below. 
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Figure 33. Design of epistasis expression analysis for phosphate starvation response. 
14 comparisons (a - n) between wild-type, pho2Δ, pho4Δ, and pho2Δ pho4Δ strains in both high 
and no Pi conditions comprise mutant cycle analysis. Arrowheads indicate the samples labeled 
with Cy5 dye and arrow tails indicate the samples labeled with Cy3 dye in each microarray 
hybridization.  Each arrow is labeled with a letter that can be decomposed into expression 
components that contribute to gene induction in each comparison. The components are listed 
below the mutant cycle diagram with the indicated letter.  K presents the induction in no Pi 
conditions that is independent of Pho2 and Pho4.  Pho2, Pho4 and Co present activation from 
Pho2 alone, Pho4 alone and activation dependent on both Pho2 and Pho4 in no Pi conditions.  
Pho2B, Pho4B and CoB present expression regulated by Pho2 alone, Pho4 alone and both Pho2 
and Pho4 in high Pi condition. 
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Each experimental expression measurement can be described as the sum of the following 
components: Pho2 (the influence of Pho2 alone in no Pi conditions), Pho4 (the influence of Pho4 
alone in no Pi conditions), Co (the effect of the interaction between Pho2 and Pho4 in no Pi 
conditions), Pho2B (the influence of Pho2 alone in high Pi conditions), Pho4B (the influence of 
Pho4 alone in high Pi conditions), CoB (the effect of the interaction between Pho2 and Pho4 in 
high Pi conditions), and k (the influence independent of either Pho2 or Pho4 in no Pi conditions).  
The measured gene expression difference between each pairwise comparison can be formulated 
as below: 
 Microarray comparison Expression components 
A wt no Pi  vs  pho2Δ no Pi Pho2 + Co + Pho2B + CoB 
B wt no Pi  vs  pho4Δ no Pi Pho4 + Co + Pho4B + CoB 
C pho2Δ no Pi  vs  pho2Δ pho4Δ no Pi Pho4 + Pho4B 
D pho4Δ no Pi  vs  pho2Δ pho4Δ no Pi Pho2 + Pho2B 
E wt no Pi  vs  pho2Δ pho4Δ no Pi Pho2 + Pho4 + Co + Pho2B + Pho4B + CoB 
F wt high Pi  vs  pho2Δ high Pi Pho2B + CoB 
G wt high Pi  vs  pho4Δ high Pi Pho4B + CoB 
H Pho2Δ high Pi  vs  pho2Δ pho4Δ high Pi Pho4B 
I Pho4Δ high Pi  vs  pho2Δ pho4Δ high Pi Pho2B 
J wt  vs  high Pi  vs  pho2Δ pho4Δ high Pi Pho2B + Pho4B + CoB 
K wt no Pi  vs  wt high Pi Pho2 + Pho4 + Co + k 
L pho4Δ no Pi  vs  pho4Δ high Pi Pho2 + k 
M pho2Δ no Pi  vs  pho2Δ high Pi Pho4 + k 
N pho2Δpho4Δ no Pi  vs  pho2Δpho4Δ high Pi k 
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The above formula can be then transformed into matrix multiplication in the form of Y = 
X*β + ε, as shown below: 
 
 
 
 
 
 
 
 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 
N 
1  0  1  1  0  1  0 
0  1  1  0  1  1  0 
0  1  0  0  1  0  0 
1  0  0  1  0  0  0 
1  1  1  1  1  1  0 
0  0  0  1  0  1  0 
0  0  0  0  1  1  0 
0  0  0  1  0  0  0 
0  0  0  0  1  0  0 
0  0  0  1  1  1  0 
1  1  1  0  0  0  1 
1  0  0  0  0  0  1 
0  1  0  0  0  0  1 
0  0  0  0  0  0  1 
 
 
 
Pho2 
Pho4 
Co 
Pho2B 
Pho4B 
CoB 
k 
εA 
εB 
εC 
εD 
εE 
εF 
εG 
εH 
εI 
εJ 
εK 
εL 
εM 
εN 
= × + 
 76 
For each gene, Y represents the expression change measured in all comparisons, X denotes 
the design matrix, β represents the contribution of seven components, and ε represents noise.  
Linear regression analysis can be performed (Capaldi et al., 2008) to infer the component value β 
from experimental measured Y, in the condition of minimizing the noise (error).  Three 
biological replicates (42 measurements) were analyzed together by replicating the design matrix 
and the statistical significance was calculated as described (Capaldi et al., 2008).  Examples of 
the expression measurement and the calculated expression components are shown in Figure 34. 
HIS4, a gene whose basal expression is known to be regulated by Pho2 and Bas1 (a transcription 
factor involved in regulating basal and induced expression of genes of the purine and histidine 
biosynthesis pathways (Daignan-Fornier and Fink, 1992; Tice-Baldwin et al., 1989)), has a 
significant basal Pho2 expression component (Pho2B) but was not regulated by either Pho2 or 
Pho4 in response to phosphate starvation.  A similar result was also observed for ADE17, another 
gene in the purine biosynthesis pathway.  Intriguingly, PHO84, a PHO gene rapidly induced in 
phosphate starvation conditions, is regulated by the interaction of Pho2 and Pho4 for basal 
expression as well as in response to Pi starvation.  This surprising result suggests that the low 
level of nuclear Pho4 in the high phosphate conditions is able to regulate the physiological 
transcription of genes with a low activation threshold (Lam et al., 2008), supporting the previous 
result that reducing the activation threshold by removing the competition from Cbf1 can induce 
PHO gene transcription even in phosphate replete conditions.  Overall, the epistasis expression 
analysis was able to dissection the gene regulatory interaction between Pho2 and Pho4 at specific 
conditions, providing us with unprecedented information about the transcriptional control of the 
PHO pathway. 
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Figure 34. Examples of the expression measurements and expression components inferred 
from the epistasis expression analysis.    
Left, gray bars indicate measured expression fold change for PHO84, VTC3, POL2, HIS4, 
ADE17 and TIS11 in 14 microarray comparisons listed in Figure 33. Error bard indicates the 
standard deviation from three independent measurements. Right, light blue bars show the 
expression components inferred from the measured expression fold change.  Stars on top of the 
bars indicate the significance of the inferred expression component against a null hypothesis 
that the expression component is less than 1.4-fold.  Single star p ≤0.05, double stars p≤0.01.  
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80 genes were selected as Pi starvation responsive genes by directly comparing the 
expression of wild-type in no and high Pi conditions (activated more than 1.8-fold and 
significantly induced with a null hypothesis of < 1.5 fold, p ≤ 0.01).  For each of these genes, the 
above linear regression was performed and genes with significant Pho2, Pho4, or Co components 
(significantly induced with a null hypothesis of < 1.4 fold, p ≤ 0.05, (Capaldi et al., 2008)) were 
shown in Figure 35.  Full mutant cycle analysis results are listed in Table 4.  None of the genes 
induced after Pi starvation contained a significant Pho2-only component, indicating that Pho4 is 
the primary activator and Pho2 only functions as an auxiliary factor.  This is in fact consistent 
with the notion that Pho2 is not regulated by environmental phosphate availability (Komeili and 
O'Shea, 1999; Springer et al., 2003).   
I observed only three regulatory interactions operating at phosphate-responsive genes: gene 
activation by Pho4 acting alone (Pho4 only), genes activated by the interaction between Pho2 
and Pho4 (Cooperative, Co), and mixed regulation (genes partially activated by Pho4 alone and 
partially dependent on the interaction between Pho2 and Pho4, Pho4 + Co) (Figure 35).  Notably, 
almost all Pho4 regulated genes contain a cooperative component except PHO8.  For the set of 
gene with mixed regulation between Pho2 and Pho4, the value of cooperative components is 
much higher than the value of the Pho4 only components.  Taken together, these results 
suggested that the interaction between Pho2 and Pho4 is necessary for the sufficient gene 
activation.  
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Figure 35. Epistasis expression analysis of phosphate starvation response. 
Heat map showing the best fit of expression components (left columns) and their statistical 
significance (right columns) for genes that regulated by Pho2 and Pho4.  Genes are clustered 
according to the statistical significance (p≤0.05) of the Pho2, Pho4 and cooperative component 
(Co). 
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Table 4. Mutant cycle results of genes induced by phosphate starvation. 
ORF NAME 
Expression Components 
Error k Pho2 Pho4 Co Pho2B Pho4B CoB 
YAL005C SSA1 0.2 0.7 0.2 0.0 0.4 -0.3 0.1 0.1 
YAR068W YAR068W -0.3 0.5 0.1 -0.2 0.6 0.0 0.3 -0.3 
YAR070C YAR070C 0.2 -0.1 0.1 0.0 1.4 0.0 0.1 0.0 
YAR071W PHO11 -0.3 -0.3 0.1 0.1 5.4 0.2 0.1 0.1 
YBR072W HSP26 0.0 2.1 0.6 0.1 -0.9 0.0 0.2 0.0 
YBR093C PHO5 -0.1 0.1 0.0 0.2 6.4 0.0 0.2 0.1 
YBR157C ICS2 -0.1 1.0 0.1 0.0 0.4 0.2 0.1 -0.1 
YBR169C SSE2 0.1 0.9 0.2 0.1 -0.4 -0.3 0.0 0.3 
YBR296C PHO89 -0.1 0.4 -0.1 0.1 5.1 0.1 0.2 0.0 
YCL040W GLK1 0.0 0.7 0.4 0.2 -0.3 -0.2 0.0 0.1 
YCR098C GIT1 -0.2 0.3 0.0 0.2 3.9 0.1 0.2 -0.1 
YDL204W YDL204W 0.1 1.6 0.2 -0.2 -0.5 0.0 0.4 -0.1 
YDR005C MAF1 -0.2 0.4 0.1 0.0 0.7 0.1 0.2 -0.1 
YDR019C GCV1 0.1 1.5 -0.1 -0.2 0.0 0.3 0.2 -0.1 
YDR039C ENA2 -0.1 0.2 -0.1 0.1 1.3 0.3 0.0 -0.2 
YDR040C ENA1 0.0 0.2 -0.2 0.1 1.1 0.4 0.1 -0.4 
YDR270W CCC2 0.0 1.1 -0.1 0.1 -0.2 0.0 -0.2 0.1 
YDR281C PHM6 -0.3 0.2 0.2 0.3 4.1 0.0 0.0 0.1 
YDR481C PHO8 0.1 0.2 0.1 1.0 0.4 0.1 0.0 0.1 
YDR516C EMI2 0.0 1.0 0.3 0.0 -0.4 -0.2 0.0 0.2 
YEL011W GLC3 0.0 1.0 0.4 0.0 -0.3 -0.2 0.2 0.0 
YEL065W SIT1 0.1 2.1 -0.3 0.1 -0.1 0.2 -0.2 -0.1 
YER037W PHM8 0.2 0.7 0.2 0.2 1.1 0.0 0.0 -0.1 
YER062C HOR2 0.1 0.3 0.1 0.1 0.7 -0.2 0.0 0.2 
YER072W VTC1 -0.2 0.2 0.0 0.5 2.8 0.0 0.0 0.1 
YFL004W VTC2 0.0 -0.1 0.1 0.3 1.3 0.0 -0.1 0.0 
YFR053C HXK1 0.0 0.9 0.4 0.0 -0.4 -0.5 0.2 0.3 
YGR233C PHO81 0.0 0.1 0.0 0.7 1.0 0.0 0.0 0.0 
YHL035C YHL035C 0.1 1.7 0.0 0.0 -0.3 0.1 -0.1 0.1 
YHL040C ARN1 0.0 2.4 0.0 0.0 -0.6 -0.1 0.0 0.1 
YHL047C ARN2 0.0 3.3 0.1 -0.1 -0.9 -0.1 0.1 0.0 
YHR136C SPL2 0.2 0.2 -0.2 1.0 4.2 0.3 0.2 -0.1 
YHR138C YHR138C 0.0 0.8 -0.1 -0.1 0.2 0.0 0.0 -0.1 
YHR214W-A YHR214W-A -0.3 0.5 0.2 -0.2 0.6 0.0 0.4 -0.3 
YHR215W PHO12 -0.2 -0.3 0.1 -0.1 4.4 0.3 0.2 0.0 
YIL074C SER33 0.1 0.4 0.1 0.0 0.5 0.1 0.0 0.0 
YIL169C YIL169C -0.2 0.3 0.2 -0.2 0.5 -0.1 0.3 -0.3 
YJL012C VTC4 0.1 0.0 0.0 0.5 2.6 0.0 0.1 0.1 
YJL012C-A YJL012C-A -0.1 0.0 0.1 0.6 2.5 0.1 0.0 0.1 
YJL117W PHO86 0.0 0.0 0.0 0.6 1.0 0.0 0.0 0.0 
YJL119C YJL119C 0.0 0.4 -0.1 0.4 0.8 0.2 0.2 -0.2 
YJR060W CBF1 0.0 0.1 0.0 0.1 1.0 0.1 0.1 -0.1 
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Table 4. Mutant cycle results of genes induced by phosphate starvation (Continued). 
ORF NAME 
Expression Components 
Error k Pho2 Pho4 Co Pho2B Pho4B CoB 
YKL001C MET14 -0.1 1.0 0.3 -0.1 -0.3 0.1 0.0 0.0 
YKR034W DAL80 0.0 1.2 0.1 0.0 -0.4 0.4 -0.1 0.3 
YKR080W MTD1 0.0 0.5 0.0 -0.1 0.4 0.2 0.0 0.0 
YLL026W HSP104 0.2 0.6 0.1 0.0 0.1 0.0 0.1 -0.1 
YLR109W AHP1 0.1 0.9 -0.3 -0.2 0.4 -0.2 -0.1 0.2 
YLR136C TIS11 -0.1 2.6 0.0 0.3 0.1 0.0 0.0 0.0 
YLR142W PUT1 0.1 1.2 0.3 0.1 -0.5 0.1 -0.1 0.2 
YLR214W FRE1 0.0 2.2 -0.3 0.0 -0.2 0.2 -0.1 -0.2 
YLR303W MET17 0.1 1.3 0.1 0.0 -0.4 -0.1 -0.1 0.1 
YLR327C YLR327C 0.1 2.5 0.0 -0.4 -0.8 -0.2 0.2 0.0 
YLR410W VIP1 0.1 -0.2 -0.1 0.2 1.0 0.0 0.0 0.0 
YLR438W CAR2 -0.1 0.9 0.2 0.1 -0.5 0.2 0.0 0.2 
YML123C PHO84 -0.6 0.7 0.0 0.6 4.9 0.2 0.0 1.2 
YML128C MSC1 0.1 1.4 0.1 -0.2 -0.2 0.0 0.3 0.0 
YMR011W HXT2 -0.1 1.0 0.0 0.2 0.0 0.4 0.0 -0.2 
YMR058W FET3 0.1 1.8 -0.1 0.2 -0.3 0.2 -0.1 -0.1 
YMR105C PGM2 0.0 0.8 0.4 0.0 -0.3 -0.3 0.0 0.3 
YMR173W DDR48 0.0 0.6 0.0 0.0 0.3 0.1 0.0 0.0 
YMR173W-A YMR173W-A 0.0 0.9 0.0 0.0 0.3 0.2 0.1 0.0 
YMR195W ICY1 0.0 0.6 0.1 0.1 0.3 0.2 0.0 0.1 
YMR251W YMR251W -0.1 1.4 0.2 0.1 -0.2 0.0 0.0 0.1 
YMR251W-A HOR7 -0.5 1.1 0.1 -0.2 0.6 0.1 0.6 -0.1 
YNL217W YNL217W 0.1 0.1 0.0 0.2 0.7 0.2 -0.1 -0.1 
YNR069C YNR069C 0.1 0.6 0.2 -0.2 0.4 -0.3 0.1 0.1 
YOL086C ADH1 -0.2 0.9 0.6 0.3 -0.7 -0.6 0.0 0.4 
YOL155C YOL155C -0.4 0.4 0.2 -0.1 0.5 0.0 0.2 -0.3 
YOL158C ENB1 0.0 2.9 0.2 0.1 -0.6 -0.1 -0.1 0.2 
YOR163W DDP1 0.1 0.1 -0.1 0.1 0.8 0.0 0.0 0.0 
YOR173W YOR173W 0.0 1.0 0.3 -0.1 -0.3 -0.2 0.2 0.1 
YOR344C TYE7 0.2 0.9 -0.1 0.0 0.4 -0.1 0.0 0.2 
YOR347C PYK2 -0.2 0.6 0.3 0.0 0.1 -0.1 0.1 0.2 
YOR382W FIT2 -0.1 3.9 0.2 -0.1 -0.8 0.1 0.1 -0.3 
YOR383C FIT3 -0.4 1.7 0.4 0.0 -1.0 0.0 0.1 -0.1 
YPL018W CTF19 -0.1 -0.1 0.2 0.2 2.0 0.0 0.0 0.0 
YPL019C VTC3 0.0 0.1 0.0 1.6 2.4 0.0 -0.1 0.2 
YPL054W LEE1 0.0 0.5 0.4 0.1 0.4 -0.2 0.0 0.3 
YPL110C YPL110C -0.1 0.2 0.0 0.1 1.1 0.0 0.0 0.0 
YPR167C MET16 0.0 0.6 0.2 0.0 -0.1 0.0 -0.1 0.1 
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2.8. Cooperative binding between Pho2 and Pho4 determines the functionality of Pho4 
binding events 
The epistasis expression analysis revealed that both Pho2 and Pho4 are required to 
sufficiently induce the transcription of PHO genes.  In addition, previous studies have shown that 
Pho2 and Pho4 interact and bind cooperatively to the PHO5 promoter (Barbaric et al., 1998; 
Barbaric et al., 1996; Vogel et al., 1989). I thus hypothesized that this cooperative binding might 
be correlated with the functionality of Pho4 binding events – the ability to trigger gene 
activation.  I observed a strong correlation between Pho2 and Pho4 binding occupancy in no Pi 
conditions (r = 0.926, p < 10-49; Figure 36), but there was not a clear distinction between the 
functional and non-functional binding sites.  After analyzing the change of the binding 
occupancy for these two factors, it appears that only some of these coincident binding events are 
instances of cooperative binding (Figure 37), where both Pho2 and Pho4 occupancy increases in 
response to phosphate starvation.  23 of 28 sites showing significant increase of both Pho2 and 
Pho4 are regulated by both factors (p = 8.1 × 10-16, Fisher’s exact test).  In contrast, when only 
one of the factors is significantly recruited in response to Pi limitation, the gene is not activated 
(‘non-regulated’ class in Figure 37, p = 0.003, Fisher’s exact test).  Thus it is these cooperative 
binding events that correlate with the gene activation by Pho4 (‘regulated’ class in Figure 37). 
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Figure 36. Correlation between Pho2 and Pho4 binding enrichment at Pho4 binding sites in 
no Pi conditions.   
Scatter plot shows the binding enrichment of Pho2 and Pho4 over corresponding inputs for 115 
Pho4-bound sites in no Pi conditions (blue dots).  The black dashed line indicates the linear fit 
of the data points and the gray dashed lines indicate two units of log2(ratio) from the best fit. 
Pho2 and Pho4 binding occupancy are highly correlated with each other. 
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Figure 37. Recruitment of Pho2 and Pho4 after phosphate starvation. 
Scatter plot shows the recruitment (enrichmenthigh / enrichmentno) of Pho2 and Pho4 after Pi 
starvation for all Pho4-bound consensus sites within 800 bp of the transcription start site (TSS).  
‘Regulated binding sites’ are sites associated with Pho4 regulated genes Figure 35. The increase 
in Pho2 and Pho4 binding after Pi starvation (recruitment) is calculated using the following 
equation: taking Pho4 as an example, EnrichmentNo/High = (Pho4ChIP No / Pho4Input No) / (Pho4ChIP 
High / Pho4Input High).  To estimate a threshold to define transcription factor recruitment, I 
calculated the mean and standard deviation of Pho2 and Pho4 recruitment at all consensus 
‘CACGTG’ sites, excluding the sites at regulatory regions of Pho4 regulated genes (functional 
binding sites).  I used mean + 2 standard deviations (s.d.) as the threshold to identify the sites 
showing the most significant recruitment and it is shown as the gray dashed lines. 
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Cooperative binding between two transcription factors often suggests that binding of one 
factor is dependent upon binding of the other factor.  In high Pi conditions, Pho2 is constitutively 
localized within the nucleus (Huh et al., 2003), but binding of Pho2 is not observed at these 
cooperative sites (data not shown).  The increase in Pho2 binding in no Pi conditions when Pho4 
is nuclear localized indicates that Pho2 binding at these cooperative sites is dependent on Pho4 
(Figure 37).  To demonstrate that the binding of Pho4 is dependent on Pho2, I examined Pho4 
binding occupancy in the pho2Δ strain in no Pi conditions.  Recruitment of Pho4 to cooperative, 
regulated sites is entirely dependent on Pho2, whereas Pho4 binding to the non-cooperative, non-
regulated sites is largely unaffected by the deletion of PHO2 (Figure 38).  Consistent with the 
change in recruitment, the occupancy of Pho4 (which is a more direct quantification of the 
amount of Pho4 molecules recruited at each binding site) at the non-cooperative sites was un-
affected in the pho2Δ strain (Figure 39), in contrast to Pho4 occupancy at the cooperative sites.  
Further, these two classes of sites cannot be distinguished by their absolute occupancy, ruling out 
the possibility that the observed occupancy change at the cooperative sites in the pho2Δ strain is 
amplified by strong binding of Pho4 at these sites.  Further, the reduction of Pho4 occupancy in 
the pho2Δ strains in no Pi conditions is correlated with the transcriptional activation contributed 
by the cooperative interaction between Pho2 and Pho4 (Co component) for Pho4-regulated genes 
(R = 0.63, p = 0.0016), consistent with a direct link between the cooperative binding of Pho2 and 
Pho4, and their cooperative component in gene regulation.   
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Figure 38. Change of Pho4 binding in pho2Δ strains at the Pho4-bound sites. 
Plots show fold decrease in Pho4 occupancy at Pho4 bound high affinity binding sites in pho2Δ 
strains.  Black lines indicate the median and P-values are calculated with two sample t-tests with 
unequal variance. 
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Figure 39. Correlation of pho4 binding occupancy between wild type and the pho2Δ strain 
in no Pi conditions 
Plots show all consensus binding sites with significant Pho4 recruitment in the wild-type strain 
in no Pi conditions (Figure 36, points to the right of the gray vertical dashed line).  ChIP-seq 
results Were normalized for the total number of alignable reads before comparison.  
Cooperative binding sites (light gray circles) and non-cooperative binding sites (dark gray 
circles) are defined as in Figure 36.  The black dashed line indicates the best linear fit of non-
cooperative binding sites with a k = 1.2.  Pho4 occupancy decreases at cooperative binding sites 
in comparison to non-cooperative binding sites in pho2Δ strains in no Pi conditions.  Binding 
sites of genes that can be activated by Pho4 alone do not show a decrease in Pho4 binding 
(PHO8), whereas binding sites of genes that are strictly dependent on both Pho2 and Pho4 show 
clear decreases in Pho4 binding (PHO5, PHO89, GIT1, PHO84, VTC4, CBF1 etc). 
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Cooperative binding between transcription factors could happen in two ways, directly and 
indirectly.  Two transcription factors could physically interact with each other when they bind to 
DNA; the DNA binding affinity of this protein complex as a whole is much larger than the 
affinity of either individual factor.  The increase in DNA binding affinity stabilizes the transient 
association between these proteins and DNA, resulting in direct cooperativity.  In another case, 
the binding sites of transcription factors may be restricted by nucleosomes and displacing the 
barrier nucleosome requires simultaneous binding of multiple transcription factors, presenting 
indirect cooperative binding (Adams and Workman, 1995; Miller and Widom, 2003; Vashee et 
al., 1998).  To distinguish the mode of the cooperative binding between Pho2 and Pho4, I 
examined the local binding profiles of Pho2 and Pho4 binding at the cooperative and non-
cooperative sites.  For direct cooperative binding, I expected the ChIP signals of Pho2 and Pho4 
to overlap at the binding sites; otherwise, the binding peaks should be mis-aligned at their 
respective binding locations.  For the cooperative Pho4 binding events, the Pho2 and Pho4 ChIP 
signals are overlapping (Figure 40), while for the non-cooperative binding events, there is no 
juxtaposition of Pho2 and Pho4 ChIP signals (Figure 40).  The close juxtaposition of Pho2 and 
Pho4 binding among the cooperative binding events suggests that this cooperativity is mediated 
through physical interaction between Pho2 and Pho4, as supported by biochemical evidence 
(Barbaric et al., 1996; Vogel et al., 1989).    
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Figure 40. Local profiles of Pho2 and Pho4 binding at the regulated and non-regulated 
binding sites. 
Heat map displaying normalized ChIP occupancy of Pho2 and Pho4 in no Pi conditions for all 
sites showing Pho4 recruitment (≥ mean + 2 s.d.). 
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Further, I analyzed the sequence motifs proximal to the cooperative and non-cooperative 
binding sites, as a means to identify the potential mechanisms that promotes this cooperative 
binding.  Pho2 binds to ‘AT’ rich regions in vivo (Magbanua et al., 1997a) and prefers sequence 
motifs with alternating ‘AA’ ‘TT’ dinucleotide in vitro (Zhu et al., 2009a).  I used the PSSM of 
Pho2 (Table 5) to search for potential Pho2 binding sites near the high affinity binding sites of 
Pho4.  The predicted Pho2 binding sites are enriched at a distance of 15 bp from the high affinity 
Pho4 binding sites for the cooperative and functional binding sites (Figure 41); on the other 
hand, the non-cooperative and non-functional binding sites showed depletion of Pho2 binding 
sequences at the same location (Figure 41), suggesting that the spatial organization of Pho2 and 
Pho4 binding motifs may promote cooperative binding of Pho2 and Pho4 and the ability to 
activate transcription.  
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Table 5.  Position Specific Scoring Matrix of Pho2 binding in vitro.   
The PSSM is determined in the study Zhu et al (Zhu et al., 2009b).  The numbers in the matrix 
represent the frequency of observing the indicate nucleotide (raw) at the specified position 
(column) in a pool of 8-mer DNA sequences that are bound by Pho4.  The most favored 
nucleotide at each position is highlighted in bold. 
 
 Position in the DNA sequence 
 1 2 3 4 5 6 7 8 
A 0.063551 0.198398 0.767316 0.810313 0.181954 0.198351 0.780944 0.583919 
C 0.222198 0.015372 0.021460 0.004949 0.002784 0.012874 0.005286 0.130333 
G 0.130333 0.005286 0.012874 0.002784 0.004949 0.021460 0.015372 0.222198 
T 0.583919 0.780944 0.198351 0.181954 0.810313 0.767316 0.198398 0.063551 
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Figure 41. Enrichment of Pho2 binding motifs proximal to the Pho4 binding sites 
Spatial organization of Pho2 binding motifs predicted based on in vitro binding specificity (Zhu 
et al., 2009a). 
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2.9. Prediction of Pho4 binding and function 
Prediction of transcription factor binding and functional targets has been a challenging task, 
particularly for eukaryotic genomes.  First, the binding specificity of only a small fraction of 
transcription factors is known (Bulyk, 2003). Second, most of the transcription factors recognize 
short sequence motifs (4-8 base pairs), which occur very frequently in large genome such as 
human and mouse where the regulatory elements could be located a few thousand base pairs 
away from the gene coding sequence.  Last but not least, the in vivo binding of a transcription 
factor is influenced by a variety of biological components including chromatin structure, 
competition and interaction with other factors that are important for its binding affinity (Stormo 
and Fields, 1998).   
To bypass some of these difficulties, computational methods have been developed to 
incorporate the information about evolutionary conservation in predicting the binding sites 
(Friberg, 2007; Zhao et al., 2012), under the assumption that the regulation of genes governing 
important biological processes should be conserved among closely related species and therefore 
the binding of transcription factors regulating the expression of these genes should also be 
conserved. However, these methods lack essential information regarding the mechanisms that 
determine where a transcription factor binds to in the genome and whether or not the binding 
event is functional. 
 Here I used experimental approaches to dissect the mechanisms that dictate the binding and 
regulation pattern of Pho4 at a whole genome scale, and aimed to test the idea of predicting 
transcription factor binding and regulation based an integrated mechanistic view.  To develop a 
computational model, I took into account of all the determinants I found to influence Pho4 
 94 
binding and regulation, and predicted all ‘CACGTG’ sites independent of evolutionary 
conservation, clustering of motifs, and relative positioning in the promoter.  
2.9.1. Prediction of Pho4 binding 
To predict Pho4 binding, I integrate information about Pho4 DNA binding preference, local 
nucleosome occupancy, and competition from Cbf1 into an equilibrium model (Granek and 
Clarke, 2005).  At the equilibrium state, the probability of Pho4 binding to an 8-mer sequence at 
position i can be expressed as: 
 
Where Kd, i is the equilibrium dissociation constant of the 8-mer sequence at position i, 
which can be derived from the position specific frequency matrix (PSSM) (Granek and Clarke, 
2005).  [Pho4] is the nuclear concentration of Pho4 and is set to have 0.5 binding probability at 
the optimal DNA binding sequence (Granek and Clarke, 2005; Maerkl and Quake, 2007).   
From the equation above, the probability of the 8-mer sequence not being bound by Pho4 is 
 
Where Ka, i is the equilibrium association constant at position i and is the inverse of Kd, i. 
Restriction from nucleosomes and competition from Cbf1 can be reflected as variables that 
effectively decrease Pho4 binding probability or increase the probability of Pho4 being unbound.  
Pbound,i = 
[Pho4] 
[Pho4] + Kd, i 
Punbound, i = 1 – Pbound, i =           = 
Kd, i 
[Pho4] + Kd, i 
 
1 
Ka, i × [Pho4] + 1 
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I thus add two weighting terms representing these effects into the equilibrium binding probability 
model: 
                  
WNuc, i is given by equilibrium binding between DNA and nucleosomes Iighted by a 
parameter kNuc:  
WNuc, i = kNuc × Ka,Nuc, i × [Nucleosome] 
Because  
 
WNuc, i can be expressed as a function of the probability of a DNA motif being bound by 
nucleosomes (PNuc, bound, i).  I assumed that this binding probability is proportional to the local 
nucleosome occupancy and it can be calculated as PNuc, Bound, i = OccNuc, i / NucRef, where NucRef is 
an arbitrary number set as the maximum nucleosome occupancy in the genome.  In the 
prediction, I use NucRef = 1200 since it gives a nucleosome binding probability close to 1 for the 
highest nucleosome occupied site in our dataset. 
Similarly, WCbf1, i is described as  
    Punbound, i =  
WNuc, i + WCbf1, i + 1 
WNuc, i + WCbf1, i + Ka, i, adj × [Pho4] + 1 
 
[DNA]Nuc, bound, i 
[DNA]Nuc, unbound, i  
Ka, Nuc, i × [Nucleosome] = 
 
= 
 
PNuc, bound, i 
1 - PNuc, bound, i 
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The binding probability of Cbf1 can be described as P = Occ Cbf1, i / (Occ Cbf1, i + Cbf1ref), 
where Cbf1ref describes the portion of free DNA not bound by Cbf1.  I set Cbf1ref = 2000 in this 
prediction; the model is largely insensitive to the Cbf1ref value (data not shown).   
Ka, i, adj is proportional to the equilibrium association constant and adjusted by a parameter 
kPho4 to Iight the contribution of DNA binding preference of Pho4.   
Ka, i, adj = kPho4 × Ka, i. 
The detected transcription factor binding occupancy at a given genome location is likely 
contributed by all binding sites that are in close proximity.  Thus, I include all potential Pho4 
binding sites 40 bp up- and down- stream of the site of interest.  The potential Pho4 binding sites 
are selected with the threshold that allows us to separate potential Pho4 regulatory elements from 
noise (Lam et al., 2008). If there are n potential Pho4 binding sites near position x on the 
genome, the binding probability at x is finally calculated as: 
Pbound, x = 1 – Π Punbound, i ( i = 1, 2, 3…n) 
I selected all ‘CACGTG’ sites on S. cerevsiae genome as the dataset to test the model 
prediction.  I used our measurements of Cbf1 binding occupancy and nucleosome occupancy in 
no Pi conditions as inputs, and optimized the three parameters kPho4, kCbf1 and kNuc to achieve the 
best prediction for Pho4 binding evaluated by area under the curve of a receiver operating 
characteristic (AUC-ROC).  At kPho4 = 10, kCbf1 = 2.5 and kNuc = 10, 43 of top 50 and 60 of top 
100 predicted binding sites are bound by Pho4, with AUC-ROC = 0.87. AUC-ROC changes less 
PCbf1 Bound, i  
1 – PCbf1, Bound, i 
 
W Cbf1, i = k cbf1 × 
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than 0.15 and 0.12 for kCbf1 and kNuc respectively, within two orders of magnitude of their optimal 
values. The model prediction is insensitive to kPho4. 
In this model, nucleosome occupancy represents the occlusion effect of chromatin; Cbf1 
occupancy represent the competitive binding influence of Cbf1 on Pho4; Pho4 DNA binding 
affinity takes into account Pho4 preference at flanking sequences of ’CACGTG’ motif, which 
encodes the intrinsic preference about Pho4-Cbf1 competition.  To explore how much each of 
these determining factors - nucleosome occlusion (Nuc), Pho4 preference at flanking sequences 
(Flank) and Cbf1 competition (Cbf1) - contribute to the prediction of Pho4 binding, I evaluated 
the predictive power of these factors separately as Ill as in combination (Figure 42 and Figure 
43).  For the model with each combination of determining factors, I first randomly sampled half 
of the dataset to fit the model for parameters that return the highest AUC-ROC value. Then I 
applied this best-fit parameter set to the model to predict Pho4 binding for all ‘CACGTG’ sites in 
the genome.  I evaluated the model prediction with two indicators: AUC-ROC describing the 
overall predictive power (Figure 42), and accuracy as the number of correct predictions within 
the top 50 or 100 predicted targets (Figure 43).  The variance and mean of the indicators can be 
estimated by repeating the prediction process multiple times. 
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Figure 42. The Predictive power of the equilibrium model to predict Pho4 binding at all 
‘CACGTG’ sites. 
The equilibrium model predicts Pho4 binding at all ‘CACGTG’ sites with different 
combinations of trans effects. The area under the curve of receiver operating characteristic 
(AUC-ROC) represents the overall predictive power of models with different combinations of 
trans factors.  AUC-ROC value is equal to 0.5 if a model does not predict Pho4 binding at all 
and is equal to 1 if a model has perfect prediction.   
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Figure 43. The accuracy of the equilibrium model to predict Pho4 binding at all 
‘CACGTG’ sites. 
Accuracy indicates the percentage of correct predictions within the top 50 or 100 predicted 
targets.  Each column presents the mean of 10 prediction trials and the error bars indicate the 
standard deviation of the mean.  The AUC-ROC value increases step-wise with addition of each 
of the three factors.    
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I observed that nucleosome occupancy and Pho4 preference at flanking sequences have 
similar overall predictive power for Pho4 binding (Figure 42), but they differ in the predictive 
accuracy of the top scored targets – prediction based on nucleosome occupancy alones has poor 
accuracy (Figure 43).  Although Cbf1 binding itself does not predict Pho4 binding, its 
combination with nucleosome occupancy strongly improves the prediction accuracy (~200%), 
which is consistent with the model that Cbf1 determines Pho4 binding at nucleosome-free sites.  
Further, combining all three determining factors provides the best predictive power as well as the 
best accuracy among our tested models, and the AUC-ROC value shows a step-wise increase by 
adding each of the three factors.  On the other hand, the accuracy of prediction is largely 
dependent on the preference of Pho4 at flanking sequence and the synergy between Cbf1 
competition and local nucleosome occupancy (Figure 43, comparing Cbf1+Nuc with Cbf1 or 
Nuc, or comparing Flank+Cbf1+Nuc with Flank+Cbf1 or Flank+Nuc).  Since both flanking 
sequence and Cbf1 binding contain information about Cbf1-Pho4 competition, this result 
suggests that Cbf1 competition has an important influence on Pho4 binding prediction.  
In summary, incorporating the influence of trans effects into an equilibrium binding model, 
43 of 50 (86%) (Figure 44) of the top predicted binding sites are indeed bound by Pho4 (AUC-
ROC = 0.87).  I find that all trans effects contribute significantly to the pattern of Pho4 binding 
in the genome.  Either nucleosome occupancy or flanking sequences predicts Pho4 binding to 
high affinity consensus sites.  However, if I consider only the group of top predicted targets, a 
prediction based on nucleosome occupancy or Cbf1 competition alone has poor accuracy, 
whereas the synergy between Cbf1 competition and nucleosome occlusion more accurately 
predicts binding to this group of target sites.  I thus argue the necessity for understanding trans 
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influences, not only the restriction from nucleosomes, but also competitive binding factors, in 
achieving accurate computational prediction of transcriptional regulatory networks. 
 
 
 
 
Figure 44. Prediction of pho4 binding and function 
Venn diagram shows prediction of Pho4 binding and function derived from a model that 
incorporates competition and cooperativity. 
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2.9.2. Prediction of the functional outcome of Pho4 binding events  
Of the 115 experimentally-determined Pho4 binding sites, fewer than 25% are able to 
promote activation of gene transcription in no Pi conditions. Another trans effect - the 
cooperative interaction with Pho2 – determines whether Pho4 binding is functional, leading to 
transcriptional activation.  To predict the functional binding events for Pho4, I take into account 
the cooperative recruitment of Pho2 and Pho4 by calculating the geometric mean (square root of 
the product) of Pho2 and Pho4 recruitment after Pi starvation. 23 of the top 28 ranked binding 
sites predicted to be functional are actually associated with transcriptional activation by Pho4 
(AUC-ROC = 0.992).  In detail, 20 of 23 promoter binding events are associated with genes 
regulated by Pho4 from mutant cycle analysis; 3 of 5 non-promoter binding events are linked to 
Pi dependent anti-sense transcripts (B. Zid et al., unpublished).  One of these anti-sense 
transcripts regulates the expression of Kcs1, a key enzyme in the phosphate starvation signaling 
pathway (Nishizawa et al., 2008).  The other two, at the location of the genes SFK1 and GTO1, 
have not been previously identified and are associated with Pho4 binding at the 3’ end of the 
gene coding sequence (Figure 45). SFK1 appears to be of particular interests – the anti-sense 
transcript is dramatically induced by phosphate starvation, the sense transcripts are inhibited by 
phosphate starvation by ~ 3 fold in a Pho4-dependent fashion (and likely due to the induction of 
the anti-sense transcript), and this anti-sense transcript overlaps partially with the 5’ UTR of 
SFK1 (Figure 45, upper panel), suggesting possible inhibition of the translation of Sfk1.  Sfk1 is 
a plasma membrane protein and influences the localization of Stt4p, a phosphatidylinositol-4-
knase that functions in the Pkc1 protein kinase pathway (Audhya and Emr, 2002; Audhya et al., 
2000; Yoshida et al., 1994).  The observed induction of anti-sense and down-regulation of SFK1 
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transcripts may indicate potential crosstalk between PHO pathway and PKC signaling pathway 
during phosphate starvation.   
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Figure 45. Two predicted functional binding sites associated with anti-sense transcripts. 
The plots show Pho4 binding occupancy in no Pi conditions (blue), Counts of RNA-seq reads on 
the forward (W, green) and reverse (C, red) strains in high Pi and no Pi conditions.  The coding 
regions of open reading frames are labeled with green and red arrows to represent the direction 
of the transcripts.  Anti-sense transcripts of YKL051W and YMR251W show significance increase 
in response to phosphate starvation (compare the transcripts on the Crick strands for both genes).  
RNA-seq data is kindly provided by Brian Zid.  
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 To explore the possibility of predicting transcriptional outcome from DNA sequence 
information, I examined how the spatial relation between Pho2 and Pho4 binding sites predicts 
the functional outcome of Pho4 binding events.  I calculated the Pho2 binding probability in 10 
bp windows, centered 5, 10, 15, 20, 25, 30, and 35 bp away from the Pho4 binding site (Figure 
46) and used an AUC-ROC value to evaluate the predictive power.  The prediction peaks at 15 
bp from the Pho4 binding site (AUC-ROC = 0.725) and then sharply drops to the level of non-
predictive when the distance between the Pho4 binding site and the center of the window 
deviates from 15 bp.  This result suggests that the presence of Pho2 binding sites 15 bp away 
from Pho4 binding site promotes transcriptional activation and is highly predictive of the 
functionality of the Pho4 binding events.  Together with our data showing the cooperative 
binding between Pho2 and Pho4 at functional binding sites, and examples of physical interaction 
between these two factors at PHO5 promoter (Vogel et al., 1989), I conclude that the spatial 
arrangement of Pho2 and Pho4 binding sites is critical and predictive for the functional outcome 
of Pho4 binding events.  
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Figure 46. Sequence-based prediction of the functional outcome of Pho4 binding events.   
The chart presents the AUC-ROC value of the model prediction based on the Pho2 binding 
probability calculated from a series of 10-bp window DNA sequences centered every 5 bp from 
the Pho4 binding sites.  The diagram below illustrates the sequence windows corresponding to 
each of the columns in the chart. 
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3. Discussion 
3.1. Specific transcriptional control of the PHO pathway in S. cerevisiae 
How does Pho4 specifically regulate only ~30 genes in the genome?  In high Pi conditions, 
Pho4 is phosphorylated and exported to the cytoplasm (O'Neill et al., 1996; Schneider et al., 
1994).  Competition from Cbf1 increases the threshold of transcriptional activation by Pho4, 
preventing spurious activation by low levels of nuclear Pho4.  In no Pi conditions, 
phosphorylation of Pho4 is inhibited (O'Neill et al., 1996; Schneider et al., 1994) and the 
increase in the concentration of unphosphorylated nuclear Pho4 enables it to compete effectively 
with Cbf1 at sites where Cbf1 is likely bound – those with certain flanking sequences found in 
genes within the phosphate regulon; inappropriate binding and activation of ‘CACGTG’ 
containing genes outside the phosphate regulon is prevented.  The dynamic range of binding and 
gene activation is increased as a result of the reduction in Pho4 binding due to Cbf1 competition 
in high Pi conditions and its condition-dependent cooperative interaction with Pho2 in no Pi 
conditions (Pho2 interacts only with unphosphorylated Pho4 during phosphate limitation 
(Komeili and O'Shea, 1999)).  
Stress and changes in nutrient availability trigger high levels of induction of specific genes 
that were tightly repressed in the absence of the perturbation.  Moreover, this induction is 
commonly carried out by transcription factors belonging to families in which the members have 
similar DNA binding specificity (Robinson and Lopes, 2000).  What mechanisms are used to 
ensure that only the correct genes are activated to high levels, and how is expression of these 
genes kept low in the absence of stress?  The phosphate regulon uses competition to prevent 
spurious activation by low levels of nuclear Pho4 when PHO pathway induction is not necessary; 
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and employ both competition and cooperativity to ensure that only phosphate-responsive genes 
are activated in response to phosphate limitation. The dynamic range of binding and gene 
activation is increased as a result of the reduction in Pho4 binding due to Cbf1 competition in 
high Pi conditions and its condition-dependent cooperative interaction with Pho2 in no Pi 
conditions (Pho2 interacts only with unphosphorylated Pho4 during phosphate limitation 
(Komeili and O'Shea, 1999)).  This activation is not “leaky” and is of high dynamic range.  
Competition comes from nucleosomes, which restrict access of Pho4 to many ‘CACGTG’ sites 
not associated with genes in the phosphate regulon.  Competition also comes from Cbf1, a 
transcription factor that has DNA binding specificity similar to that of Pho4. Other stress- and 
nutrient response transcriptional programs may employ similar strategies to trigger high levels of 
induction of specific genes that are tightly repressed in the absence of the perturbation. 
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3.2. Roadmap for understanding the specific transcriptional control in the eukaryotic 
genome 
The transcriptional control in other eukaryotic genomes tends to be more complicated.  The 
Saccharomyces cerevisiae genome contains ~6000 genes, of which 3% - 4% encode proteins 
functioning as DNA binding factors (Harbison et al., 2004).  In the human and mouse genomes, 
about 10% of the genes are expected to encode DNA binding proteins, many of which are 
predicted to be transcription factors (Lander et al., 2001; Venter et al., 2001).  The large number 
of transcription factors hints at multiple-layer and complex transcriptional regulatory networks.  
This complexity imposes more challenges for the specific regulation by transcription factors.  
For instance, the number of transcription factors increases more than 10 times from yeast to 
human, but the number of transcription factor structure families remains almost the same, 
suggesting that more transcription factors recognize the same DNA sequences in these large 
genomes.  In addition, regulatory elements in human genome can be located distally from the 
gene coding region, which decreases the specificity provided by a given binding motif.  It is not 
known how transcription factors in human or mouse specifically regulate the transcription of a 
defined set of genes.  The key to this problem may involve mechanisms ranging from chromatin 
accessibility, temporal and cell type specific expression of partner and competitive factors, to the 
molecular details of the binding preference and interactions of factors.    
The work presented here provides a general road map to dissect the components that 
determine specific transcriptional control in a regulatory system.  In the PHO pathway of S. 
cerevisiae, three layers of regulation are critical for the specific regulation of PHO genes in 
response to phosphate starvation: the first layer of regulation comes from the restriction of 
nucleosomes, where the nucleosome-occluded sites are not accessible for Pho4 binding; the 
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second layer of regulation comes from the competitive binding of Cbf1, which determines Pho4 
binding at the nucleosome-free sites; the third layer comes from cooperativity with Pho2, where 
the cooperative binding between these two factors specifically happens at the genes regulated by 
Pho4.   
These layers of regulation may emerge as important determinants for the regulation 
specificity of transcription factors in higher eukaryotes, in spite of increased complexity.  For 
example, the restriction of nucleosomes may not only originate from directly competition 
between nucleosomes and transcription factors, but also come from the barrier of the 
heterochromatin.  The influence of heterochromatin may be extensive in vertebrates, whereas it 
is limited to the telomeric regions and the mating locus in budding yeast (Miele et al., 2009).  In 
addition, the restriction of nucleosome may play different roles in transcription factor binding - 
rather than to block the binding site, it is possible that nucleosome imposes a higher activation 
threshold so that the binding of transcription factors requires a cluster of the binding sites.  
Understanding how the binding and regulation of transcription factors is influenced by 
heterochromatin structure as well as the direct competition from histones will shed light on the 
molecular mechanisms of specific transcriptional activation.  In the second layer, it is possible 
that the competition exists in mammalian systems due to the high similarity among the binding 
sequences of transcription factors (Badis et al., 2009; Berger et al., 2008; Wei et al., 2010).  The 
competition between multiple factors with similar binding specificity provides a plausible 
explanation for dosage responses that are commonly observed for transcriptional regulators, 
whose reduced expression causes defective induction in its cognate pathway and over-expression 
introduces crosstalk with other responses.  For example, during the early stages of T-cell 
commitment, a key regulatory GATA-3 is necessary to differentiate T-cell precursors from stem 
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cells (Hattori et al., 1996; Ho and Pai, 2007), but forced expression GATA-3 turns on the 
transcription programs of other cell types (Hosoya et al., 2009).  Examining the possible 
competition between transcription factors may shed light on the mechanisms underlying these 
observations and provide insights into the determinants of cell type specification in this and other 
similar systems.  In the third layer, the co-recruitment of multiple transcription factors may be 
essential for transcriptional regulation.  For instance, simultaneously recruitment of several key 
transcriptional regulators is essential for the regulation of genes critical for maintaining the 
pluripotency of stem cells (Goke et al., 2011; Young, 2011).  Dissecting the roles of each of 
these co-recruited factors and uncovering the underlying mechanisms will be critical to advance 
our knowledge and connect the physical binding behavior with its physiological regulation 
outcome.   
In mammalian cells, transcription factors within the same structural family commonly 
recognize similar DNA motifs but regulate diverse biological processes (Badis et al., 2009; 
Berger et al., 2008; Wei et al., 2010).  It is unclear how faithful and distinct regulation is 
achieved with transcription factors of overlapping specificity.  Our results suggest that chromatin 
structure influences the accessibility of potential binding sites and competition among 
transcription factors can facilitate discrimination of subtle differences in DNA binding 
specificity across the genome.  Cooperation with conditionally, spatially or temporally expressed 
co-activators (Sharrocks, 2001) may provide additional selection for binding events to elicit 
specific transcriptional outcomes.  Moreover, competition among transcription factors may have 
significant effects on transcriptional regulation, controlling the threshold for gene activation and 
limiting potential crosstalk between different signaling pathways.  Overall, our findings suggest 
that the specificity of transcriptional regulation is a composite of the DNA binding specificity, 
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nuclear abundance and functional interactions of each transcription factor in the context of 
eukaryotic genome architecture.  Understanding the grammar of specific regulation of individual 
transcription factors will provide insights into decoding the complex regulatory network of the 
eukaryotic genomes. 
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3.3. Pho4 binding at non-consensus (low affinity) binding sites 
Most of my study has focused on the binding sequences with highest affinities with Pho4. 
However, other 8-mer sequences have also been shown to regulate Pho4-dependent activation of 
the PHO genes, such as the low affinity binding sites at the promoters of PHO5 and PHO89 . To 
examine if the low affinity sequences also contribute significantly to Pho4 binding, I expanded 
my analysis to additional 1758 low affinity binding sites, whose Pho4 binding affinity pass 
0.0003 of the PSSM score, a threshold determined by the verified functional low affinity binding 
sites at the promoters of PHO5 and PHO89 (Barbaric et al., 1992; Munsterkotter et al., 2000; 
Ogawa et al., 1995; Venter et al., 1994).  Only 34 of them (2%) are bound by Pho4 using the 
same threshold I applied to high affinity binding sites.  9 of the top 11 binding events are likely 
due to Pho4 binding to an adjacent high affinity binding site (within 200 bp), including the low 
affinity binding sites at promoters of PHO5, PHO89, PHO84, GIT1, etc.  Excluding the sites 
where high affinity sites are positioned nearby, Pho4 binds to only ~1% (20 sites) of the low 
affinity sites, which is only slightly higher than the occurrence estimated by chance (0.6%).  7 
binding events at low affinity motifs are associated with Pho4 dependent transcriptional 
activation; 6 of them are near a consensus high affinity binding site.  These results together with 
studies on individual promoter (Kim and O'Shea, 2008; Lam et al., 2008) suggest that low 
affinity sites mainly function in conjunction with high affinity sites to regulate gene expression. 
Pho4 binding at low affinity sites is also highly dependent on nucleosome occupancy: none 
of the 521 nucleosome occluded low affinity sites are bound by Pho4 and 76% (26 of 34) of the 
Pho4 bound low affinity sites are accessible.  Competition between Pho4 and Cbf1 can be 
extended to low affinity sites as well, as none of the 102 ‘TCACGTGA’ motifs (the only low 
affinity sequence containing ‘CACGTG’ core motif) in the genome are bound by Pho4 while 91 
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are bound by Cbf1.  After CBF1 deletion, Pho4 binding at ‘TCACGTGA’ sites increases 
dramatically. 
Overall, only rare binding events (20 of 1758) are observed at sequences deviating from the 
consensus binding site ‘CACGTG’ by more than one nucleotide; these binding events have 
similar dependence on chromatin structure and Cbf1 competition. 
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3.4. Comparison of Pho4 and Cbf1 binding 
The competitive binding between a transcription factor and nucleosomes is combinatorially 
influenced by the concentration of transcription factor in the nucleus, the binding affinity of 
DNA sequences with transcription factor, and the stability of the nculeosomes covering the 
binding site.  
Cbf1 binding is highly enriched at accessible Pho4 binding sites (207 of 248 accessible sites 
are bound by Cbf1) and is less enriched at inaccessible Pho4 binding sites (83 of 216 
inaccessible sites are bound by Cbf1).  The instances of sites bound by both Cbf1 and 
nucleosomes can be interpreted as binding sites occupied by Cbf1 in a fraction of the population 
and occupied by nucleosomes in another fraction, as ChIP-seq and nucleosome mapping report 
on population-Iighted averages.   
Cbf1 and Pho4 apparently differ in their ability to bind nucleosome-occupied sites - Cbf1 
can bind to some of these sites, but Pho4 cannot.  In addition, of the nucleosome occupied sites 
that are also bound by Cbf1, I did not generally observe Pho4 binding to these sites even in the 
absence of Cbf1.  The binding affinity of Pho4 and Cbf1 to their most preferred sequence is 
similar, 11.1 nM and 16.6 nM respectively (Maerkl and Quake, 2007).  The difference in the 
ability of Cbf1 and Pho4 to bind nucleosome occluded sites may be explained by their difference 
in nuclear concentration:  Cbf1 is at much higher concentration (6890 copies/cell based on the 
quantification of western blot (Ghaemmaghami et al., 2003), or 5000 copies/cell assuming 5×107 
molecules total protein per cell, estimated from proteomic mass spectrum (de Godoy et al., 
2008)) inside the nucleus than is Pho4 (~100 copies/cell (de Godoy et al., 2008)). 
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3.5. Differential influence of Cbf1 competition based on promoter architecture   
Most of the PHO genes can be classified into two categories based on the relative position of 
Pho4 binding sites and promoter nucleosomes. In the first group, at least one high affinity Pho4 
binding site is located in an accessible region (nucleosome-free or the linker region between 
adjacent nucleosomes); PHO84, SPL2, PHO8, VTC1 and many PHO genes belong to this 
category. In the second group, the gene promoter contains a nucleosome-occluded high affinity 
binding site and an adjacent nucleosome-free low affinity binding site; only 5 PHO genes in 
budding yeast genome belong to this category, PHO5, PHO11, PHO12, PHO89 and PHM6.  
These different types of promoter architecture exert significant influence on the activation 
threshold of a gene and the dynamics of inducible transcription (Kim and O'Shea, 2008; Lam et 
al., 2008).   
Similarly, the competition between Pho4 and Cbf1 may regulate the activation of PHO 
genes differentially based on their respective promoter architecture – the competition from Cbf1 
would exert stronger influence at the accessible binding sites than at the inaccessible binding 
sites, as the influence of competition is likely to be reduced by the “protection” from 
nucleosomes. Intriguingly, the fold induction of PHO5 (4.2-fold) and PHO89 (4.8-fold) in the 
cbf1Δ strain in high Pi conditions is larger than that of PHO8 (1.4-fold) and VTC1 (3.1-fold) 
(Figure 30). However, if the induction in the cbf1Δ in high Pi conditions is viewed as a 
percentage of the induction in wild type in no Pi conditions, PHO8 and VTC1 are induced to a 
much higher level (45% and 35%, respectively) than are PHO5 and PHO89 (4.5% and 11%, 
respectively), indicating that the promoters with accessible Pho4 binding sites are more 
susceptible to the influence of transcription factor competition. 
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3.6. Specification of phosphate and methionine starvation responses 
Both Pho4 and Cbf1 bind to ‘CACGTG’ core sequences with substantial overlapping at the 
Pho4 binding sites.  Yet they respond to different environmental signals and activate distinct 
transcription programs – phosphate starvation response and the methionine starvation response.  
How would the transcriptional regulatory network of each pathway ensure the nutrient-specific 
response when the binding of their key transcription factors does not provide sufficient 
specification?     
In the PHO pathway, Pho4 directly activates the transcription of PHO genes in the presence 
of Pho2 during phosphate starvation; both Pho2 and Pho4 contain a DNA binding domain as 
well as an acidic activation domain that is responsible for recruiting chromatin remodelers and 
components of the transcription initiation complex (Magbanua et al., 1997b; McAndrew et al., 
1998; Svaren et al., 1994).  The pathway activity is mainly controlled by the localization of Pho4 
and its interaction with nuclear localized Pho2 (Komeili and O'Shea, 1999).  In the MET 
pathway, Cbf1 induces the expression of MET genes together with the MET transcription 
factors, Met4, Met28, Met31 and Met32; the DNA binding capability and activation function are 
decoupled among these factors (Blaiseau and Thomas, 1998; Kuras et al., 1996; Lee et al., 2010; 
Thomas et al., 1992).  Met4 is the sole activator of the sulfur metabolic pathway but requires 
interaction with the other MET transcription factors to associate with DNA.  The pathway 
activity is regulated by the protein stability of the activator, Met4 (Rouillon et al., 2000).  The 
difference in the structure of these two regulatory networks may contribute to their specific 
regulation of transcription programs.  First, lack of activation capability in Cbf1 allows its 
inhibitory influence on the PHO genes and avoids broad activation of the genes to which it binds.  
Second, the combinatorial regulation by Met28, Met31, Met32, and Cbf1 allows specific 
 118 
recruitment of Met4 at the promoters of MET genes, keeping PHO genes from being activated 
merely due to Cbf1 binding.  The combinatorial regulatory structure of MET pathway may 
provide the plasticity necessary to separately evolve the phosphate and sulfur specific metabolic 
responses.  Third, the strong competition from Cbf1 over the ‘T-CACGTG’ sites protects the 
MET genes from the activation by Pho4 under phosphate starvation conditions, preventing 
potential crosstalk between the two pathways.  The exceptional conservation of ‘T-CACGTG’ 
sequences at the promoters of MET genes across multiple fugal species argues strongly for this 
possibility and an evolutionary force to separate the phosphate and sulfur starvation responses.  
Last but not least, the cooperativity between Pho2 and Pho4 further refines the specific PHO 
regulon, where lack of this cooperativity causes much broader activation in the genome (data not 
shown).  Overall, the pathway specific regulation is likely to be collaborative efforts from 
specification at different levels of the regulatory networks, ranging from the complex 
interactions among multiple transcription factors, to the modular function of individual proteins, 
to the molecular details of biophysical properties.  Further studies to examine the specification 
and crosstalk between multiple pathways that share similar regulatory sequences will shed light 
on the mechanisms of specific transcription control in the context of all the regulators in 
eukaryotic genome.  Further, exploring the possible relationship between having specific 
transcriptional control and fitness advantage will provide us with exceptional opportunities to 
study the interaction between metabolic pathways in the course of evolution. 
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4. Experimental Procedures 
4.1. Strains 
All yeast strains used in this study except EY2628 Were constructed from EY57 (K699 
MATa ade2-1 trp1-1 can1-100 leu2-3,112 his3-11,15 ura3) (Table 6).  C-terminal Avi-tagged 
strains were constructed through PCR-based integration (Bahler et al., 1998).  DNA sequence 
encoding the C-Avitag (GLNDIFEAQKIEWHW) was inserted into the pFA6a-GFP-TRP1 
plasmid between the PacI and AscI restriction sites to replace the GFP coding sequence.  
Standard PCR primers (Bahler et al., 1998) were used to amplify the C-Avitag-TRP1 cassette and 
integrate it at the C-terminus of the targeted genes at their native loci.  N-terminal Avi-tagged 
strains Were constructed through the pop-in/pop-out gene replacement method (Guthrie and 
Fink, 1991).  Briefly, a CgURA3 cassette was first inserted between the native promoter and the 
second codon of the targeted genes (pop-in).  DNA sequence encoding the N-terminal Avitag 
(MSGLNDIFEAQKIEWHEGAPGSGS) was then integrated to replace the inserted CgURA3 
cassette by selecting for uracil auxotrophy (pop-out) (Ausubel, 1987).  To stably integrate E. coli 
biotin ligase into the S. cerevisiae genome, the fragment containing E. coli birA was digested 
from pRS313-BirA-NLS plasmid (Diagenode) (van Werven and Timmers, 2006) with NotI and 
SpeI, and then ligated into the pRS306 plasmid at the same restriction sites.  pRS306-BirA-NLS 
plasmid was linearized at the StuI restriction site and integrated at the native URA3 locus of all 
Avi-tagged strains.  Pho2 and Pho4 Avi-tagged proteins function properly in activating PHO 
gene transcription in response to Pi starvation (data not shown).  The Cbf1 Avi-tagged strains 
show normal growth rate and methionine prototrophy.  All gene deletion strains Were 
constructed with pFA6a or pUC based plasmids with various selection markers by standard PCR 
integration methods. 
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4.2. Media and growth conditions 
Phosphate-free synthetic complete medium was prepared from Difco phosphate-free Yeast 
Nitrogen Base and supplemented to final concentration of 2% glucose, 1.5 mg/ml potassium 
chloride, 0.1 mg/ml sodium chloride and amino acids, as described previously (Lam et al., 2008).  
Monobasic potassium phosphate was added to phosphate-free medium to make high phosphate 
(Pi) medium containing a final concentration of 10 mM inorganic phosphate.  All media Were 
adjusted to pH 4.0 with HCl (Thomas and O'Shea, 2005).  Yeast strains Were grown at 30 °C 
with shaking and cell samples Were collected at early/mid-logarithmic phase (OD600 0.3 ~ 0.4).   
To induce the Pi starvation response, yeast cells were first grown in 10 mM Pi medium to 
early/mid-logarithmic phase.  Cells Were then harvested by filtering and washed 2 – 3 times with 
no Pi medium pre-warmed to 30 °C.  Finally, cells were resuspended in pre-warmed no Pi 
medium and grown at 30 °C for 1 hour.  
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Table 6.  List of yeast strains used in this study. 
Strains Genotype 
EY 57 WT 
EY 134 Pho80::HIS3 
EY 219 Pho4::TRP1  pho80::HIS3 
EY 337 pho2::CgLEU2 
EY 338 pho2::CgLEU2  pho4::CgTRP1 
EY 692 pho4::PHO4-GFP  ADE2 
EY 1519 cbf1::CgLEU2 
EY 1710 pho4::CgURA3 
EY 1801 cbf1::CgLEU2  pho80::HIS3 
EY 2592 pho4::PHO4-C-Avitag-TRP1  ura3::pRS306-birA 
EY 2593 pho2::N-Avitag-PHO2  ura3::pRS306-birA 
EY 2596 ura3::pRS306-birA 
EY 2597 cbf1::CBF1-C-Avitag-TRP1  ura3::pRS306-birA 
EY 2599 pho4::PHO4-C-Avitag- TRP1  pho2:: HI3MX6  ura3::pRS306-birA 
EY 2628 pho4::PHO4-GFP  cbf1::HIS3MX6  ADE2 
EY 2630 pho4::CgURA3  cbf1::CgLEU2 
EY 2633 tye7::HIS3MX6  rtg3::TRP1 
EY 2680 Pho4::TRP1  pho80::HIS3  cbf1::CgLEU2 
EY 2681 pho4::PHO4-C-Avitag-TRP1  pho80::HIS3MX6  ura3::pRS306-birA 
EY 2682 pho4::PHO4-C-Avitag-TRP1  cbf1::HIS3MX6  pho80::CgLEU2  
ura3::pRS306-birA 
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4.3. Defining the consensus Pho4 binding motif 
High affinity Pho4 binding motifs were determined using the position specific scoring 
matrix (PSSM) described in (Lam et al., 2008), which was derived from in vitro measurement of 
Pho4 DNA binding affinities (Maerkl and Quake, 2007).  I selected the most stringent threshold 
(0.0075) to recapitulate in vivo validated high affinity binding sites as the threshold of Pho4 high 
affinity binding motifs (Lam et al., 2008).  Since all determined high affinity binding motifs at 
this threshold contain ‘CACGTG’ as core sequence, I define these motifs as the consensus 
‘CACGTG’ binding motif for Pho4.  All ‘NCACGTGN’ motifs except ‘TCACGTGA’ in S. 
cerevisiae genome meet the threshold. 
4.4 Biotin-tagging immuno-precipitation with high throughput sequencing (Bio-ChIP-Seq) 
Bio-ChIP-Seq was modified from techniques previously described (Kolodziej et al., 2009; 
Lam et al., 2008; van Werven and Timmers, 2006).  ~100 OD units of cells were collected for 
high Pi and no Pi conditions.  Cells Were crosslinked with 1% formaldehyde for 15 minutes and 
then quenched with 125 mM glycine for 5 minutes at room temperature.  Cells were collected by 
centrifugation, immediately washed with cold PBS buffer (137 mM NaCl, 2.7 mM KCl, 10 mM 
Sodium phosphate dibasic, 2 mM potassium phosphate monobasic, pH 7.4), and mechanically 
lysed with glass beads in lysis buffer (50 mM HEPES, pH 7.5, 140 mM NaCl, 1 mM EDTA, 1% 
Triton X-100, 0.1% Na-Deoxycholate).  Chromatin was fragmented by sonication of the lysate 
and the supernatant was pre-cleared with protein G dynabeads (Invitrogen) for 2 hours at 4 °C.  
M-280 dynabeads (Invitrogen) Were blocked with lysis buffer containing 1% cold fish skin 
gelatin (Sigma-Aldrich) at 4 °C for 2 hours and then incubated with pre-cleared cell lysate 
overnight at 4°C.  After incubation, the dynabeads Were washed with lysis buffer, high salt wash 
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buffer (50 mM HEPES, pH 7.5, 500 mM NaCl, 1 mM EDTA, 1% Triton X-100, 0.1% Na-
Deoxycholate), lithium wash buffer (10 mM Tris/HCl, pH 8.0, 500 mM LiCl, 1 mM EDTA, 1% 
NP-40, 0.1% Na-Deoxycholate), and SDS wash buffer (10 mM Tris/HCl, pH 8.0, 1 mM EDTA, 
3% SDS) for 2 × 2 minutes at room temperature, and 1× 2 minutes with TE buffer (10 mM 
Tris/HCl, pH 8.0, 1 mM EDTA).  Crosslinks Were reversed by incubation of samples at 65 °C 
for at least 6 hours in 10 mM Tris-HCl, pH 8.0, 1 mM EDTA, 0.8% SDS.  RNA and proteins in 
the samples Were digested with 20 ug/ml RNase at 37 °C for 2 hours and 0.2 mg/ml proteinase 
K for 2 hours at 55 °C.  DNA was then purified with phenol-chloroform extraction and 
precipitated with ethanol.  5% of the volume of cell lysate was removed after sonication and used 
to prepare the input DNA for each ChIP experiment.  ChIP DNA concentration was estimated 
with the Pico-green DNA detection kit (Invitrogen).  Sequencing libraries were prepared 
following the Illumina protocol and libraries with size between 200 to 300 bp were selected for 
PCR amplification and assayed with an Agilent bioanalyzer.  Libraries were sequenced with an 
Illumina Genome analyzer II, and 36 base sequence tags were aligned to the S. cerevisiae 
genome with ELAND.  On average, 2.9 and 12.5 million uniquely aligned DNA sequencing 
reads Were obtained for ChIP and input samples, respectively.  The uniquely aligned reads Were 
mapped on the genome and extended 80 bp from the read start position to cover the average 
length of inserted DNA between sequencing adaptors as determined by the Agilent bioanalyzer.  
In summary, I performed Bio-ChIP-seq experiments on Pho2, Pho4, Cbf1 and mock samples 
in both high and no Pi conditions (60 minutes after Pi starvation), and on Pho4 in a pho2Δ strain 
grown in no Pi conditions, and in pho80Δ and cbf1Δ pho80Δ strains grown in high Pi conditions.  
Sequencing libraries were prepared for both ChIP DNA and input DNA (from the supernatant of 
total cell lysate) following the Illumina protocol.  Libraries with size between 200 bp to 300 bp 
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were selected for PCR amplification and sequenced with an Illumina Genome analyzer II.  36 
base sequence tags were aligned to the S. cerevisiae genome with ELAND.  On average, 2.9 and 
12.5 million uniquely aligned reads were obtained for ChIP and input samples, respectively.   
4.5. Identification of ChIP binding regions 
I normalized the input sequencing data against the background of the corresponding ChIP 
sequencing data, excluding the binding regions that are over-represented in the ChIP data.  I first 
used ChIP sequencing data to identify putative binding regions with a false discovery rate of 0.05 
using a simulated randomly distributed genome background.  Second, I calculated a scaling 
factor for each chromosome by linear regression of the ChIP data against the corresponding input 
data in 1000 bp windows, excluding the identified putative binding regions.  The input results 
were then scaled by the scaling factors for each chromosome and compared with the ChIP data to 
quantify the enrichment of putative binding regions. For each putative region, I also calculated 
the statistical significance (P-value) of Pho4 enrichment relative to input based on binomial 
distribution and corrected for multiple hypothesis testing with Benjamini-Hochberg correction 
(Q-value).  
4.6. Determination of binding at consensus binding sites 
Briefly, I calculated a 20 bp window average centered on every CACGTG motif for ChIP 
results (meanChIP) and Mock IP results (meanmock), and a 150 bp window average for the 
normalized input results (meanInput) to minimize local background variations. I score a signal as 
binding at a given consensus CACGTG site if it meets all of the following requirements: (1) 
significantly bound (ChIP occupancy, p≤0.05), (2) significantly enriched over input 
(meanChIP/meanInput, p≤0.05), (3) significantly enriched over mock IP (meanChIP/meanmock IP, 
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p≤0.05).  To evaluate the statistical stringency of these standards, I randomly sampled 50,000 
genome locations and assigned the p-value as the average percentile of the bound sites in 50 
independent trials (p = 0.0066).   
4.7. In vivo nucleosome mapping 
~250 OD units of cells were collected for each sample.  Cells Were crosslinked with 1% 
formaldehyde for 15 minutes and quenched with 125 mM glycine for 5 minutes at room 
temperature.  Cells were collected by centrifugation, immediately washed with buffer containing 
10 mM Tris pH 7.5, 100 mM NaCl, and mechanically lysed with glass beads in lysis buffer (50 
mM HEPES, pH 7.5, 150 mM NaCl, 2 mM EDTA, 1% Triton X-100, 0.1% Na-Deoxycholate).  
The pellet chromatin fraction was washed twice with MNase reaction buffer (10 mM Tris pH 
7.5, 50 mM NaCl, 5 mM MgCl2, 1 mM CaCl2, 1 mM b-ME, 0.1% Igepal) and digested to 
primarily mono-nucleosomes with 0.5 – 2 U MNase at 37°C for 30 minutes.  Crosslinks Were 
reversed in the samples and proteins digested by incubation with proteinase K (0.2 mg/ml) at 65 
°C for at least 6 hours.  DNA was then precipitated with ethanol and digested with 20 ug/ml 
RNase to remove residual RNA.  Mono-nucleosomes were isolated from a 1.5% agarose gel and 
extracted with a Freeze ‘N Squeeze DNA gel extraction column (BioRad) folloId by ethanol 
precipitation.  Sequencing libraries were prepared following the Illumina paired-end protocol.  
Libraries were sequenced from both ends with an Illumina genome analyzer II and aligned 
to the S. cerevisiae genome with ELAND.  Sequence tags that mapped to more than one genome 
location and those tags with two ends mapping onto different chromosomes Were removed from 
this study. I assumed that the center of each sequenced DNA fragment is the nucleosome dyad 
(Mavrich et al., 2008), and thus aligned the center of each sequenced nucleosomal DNA 
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fragment on the genome and extended 73 bp on both sides to generate mono-nucleosome 
coverage.  The total nucleosome occupancy across the whole genome was normalized to the 
same number. 
I obtained nucleosome maps for the wild-type strain in high and no Pi conditions (40 
minutes after Pi starvation) and for a cbf1Δ strain in high Pi conditions.  For each sample, 8 – 10 
million uniquely aligned nucleosomal DNA sequencing reads were obtained.   
Our nucleosome occupancy map is highly correlated with (R = 0.737 at single base pair 
resolution) the existing genome-wide nucleosome occupancy maps (Kaplan et al., 2008).  
Considering the difference in yeast culturing conditions between these studies, our map is in 
consistent with previous published data sets. 
4.8. Microarray and data processing 
To capture transcription profiles at a particular time during the course of Pi starvation, yeast 
cells were collected with a cold methanol based quenching method (Pieterse et al., 2006).  Cell 
cultures were added directly into cold methanol (~ -50 °C) with a volume ratio of 2:3, and 
incubated in an ethanol-dry ice bath for at least 20 minutes.  Cells were collected by 
centrifugation and quickly washed with ice-cold water to remove alcohol, and resuspended in 
RNAlater solution (Ambion).  For each sample, 5×107 cells were used to isolate total RNA with 
the RNase Mini kit (Qiangen), and RNA integrity was analyzed on an agarose gel or with an 
Agilent bioanalyzer.  cDNA was synthesized from 10 µg total RNA with 1:1 ratio of random 10-
mers and oligo-dT primers (Operon) and a 2:3 ratio of amino allyl-UTP:dTTP (Sigma), using the 
Superscript III reverse transcription system (Invitrogen).  cDNA was purified with a PCR 
purification kit (Qiagen) after hydrolyzing RNA.  Purified cDNA samples were then labeled with 
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NHS-ester Cy3 or Cy5 (GE Biosciences).  300 ng Cy3-labeled and 300 ng Cy5-labeled cDNA 
was competitively hybridized to Agilent 8×15K S. cerevisiae two-color expression microarrays 
(G2509F) in Agilent hybridization buffer for 17 hours at 60 °C.  Microarrays Were washed and 
scanned immediately using an Axon 4000B scanner (Vijayan et al., 2009).  The average intensity 
of the Cy3 and Cy5 fluorescence at each spot was then extracted using GenePix 5.1 software.  
Lowess and quantile normalization were performed using the MATLAB bioinformatics toolbox 
before further analysis. 
Wild-type (WT) no Pi vs WT high Pi, cbf1Δ high Pi vs WT high Pi, cbf1Δ pho4Δ high Pi vs 
WT high Pi, and tye7Δ rtg3Δ high Pi vs WT high Pi microarrays Were performed with dye-
swaps to eliminate dye labeling bias and analyzed in four biological replicates (Churchill, 2002; 
Yang and Speed, 2002).  pho80Δ vs pho80Δ pho4Δ and pho80Δ cbf1Δ vs pho80Δ cbf1Δ pho4Δ 
Were performed in high Pi conditions and analyzed in two biological replicates.  Mutant cycle 
analysis was constructed with a cyclic comparison so that the expression components could be 
directly inferred and dye labeling bias would be cancelled in the analysis (Churchill, 2002; 
Quackenbush, 2002; Yang and Speed, 2002).  The mutant cycle was repeated with three 
biological replicates. 
4.9. Fluorescence microscopy 
Strains expressing Pho4-GFP were grown in high Pi medium until early/mid- logarithmic 
phase (OD600 0.3 ~ 0.4), or starved for Pi in Pi-free medium for approximately 1 hour.  1 ml 
cultures were collected by brief centrifugation and resuspended in ~ 50 ml residual medium.  1 
ml of the cell suspension was deposited onto a thin agar pad containing the same medium as the 
cell culture and fluorescence images were obtained with a Nikon inverted microscope fitted with 
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an oil-immersion Nikon 40X objective.  The exposure time was pre-set to 2.5 s for all images 
and 5 – 8 separated fields were taken for each sample.   
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1. Conclusions 
Sequence-specific transcriptional factors recognize short cis elements in promoter regions to 
regulate gene transcription (Farnham, 2009; Jacob and Monod, 1961).  However, these elements 
exist tens of times more frequently than the number of in vivo binding events.  How can 
transcription factors bind to and regulate a specific set of genes when many other genes carry the 
same binding sites?  Moreover, many recent studies examining the binding of transcription 
factors at the whole genome scale presented the surprising observation that only a fraction of the 
binding events are functional, questioning the connection between transcription factor binding 
and its subsequent influence on gene expression.  What are the underlying mechanisms to bridge 
these critical elements – from sequence motif to transcription factor binding and from binding to 
transcription function?  Beyond the regulation of a single transcription factor, transcription 
factors with DNA binding domain belonging to the same structural family commonly recognize 
highly similar DNA sequences, yet they regulate diverse biological processes from budding yeast 
to human (Badis et al., 2009; Berger et al., 2008; Robinson and Lopes, 2000; Wei et al., 2010).  
How do these sequence-specific transcription factors with overlapping binding specificity 
faithfully and distinctly regulate transcription responses to diverse signaling pathways?     
The phosphate-responsive signaling pathway in Saccharomyces cerevisiae provides us with 
a convenient system to address the above questions.  The signaling processes that directly 
regulate the transcriptional responses of PHO pathway have been extensively mapped (Huang 
and O'Shea, 2005); the transcriptional activation is primarily regulated by the transcription factor 
Pho4, whose DNA binding affinity has been carefully defined (Badis et al., 2008; Maerkl and 
Quake, 2007; Zhu et al., 2009); transcription factors that contain the similar DNA binding 
domain as Pho4 are known and they regulate phospholipid biosnythesis, sulfur metabolic 
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pathways, retrograde responses, expression of glycolytic genes and filamentous growth in the 
budding yeast (Robinson and Lopes, 2000).     
I used a genome-wide approach to systematically dissect the determinants of Pho4 binding 
and regulation, and investigated whether these determinants can explain transcriptional 
specificity.  I provide evidence that the intrinsic DNA binding affinity of Pho4 is necessary to 
dictate Pho4 binding in vivo.  Among all the sequences that have high affinity for Pho4, 
competition from chromatin and competition from another transcription factor, Cbf1, which 
recognizes Pho4 consensus binding motifs, determine the selective binding of Pho4 at only a 
small fraction of these sites.   
Not all the binding events are functional even if they are located close to the transcription start 
site of a gene.  A cooperative interaction between Pho2 and Pho4 determines the outcome of the 
Pho4 binding events – the ability to activate gene transcription.  This cooperative interaction is a 
result of cooperative binding between Pho2 and Pho4, and sequence motif analysis suggests that 
the spatial arrangement between the binding sequences of Pho2 and Pho4 promotes their 
cooperative binding at the functional binding sites.  This cooperative interaction provides an 
additional layer of selection for the specificity of PHO regulation.  
Pho4 regulates the phosphate starvation response and Cbf1 regulates the sulfur metabolic 
pathways (MET pathways).  Both the PHO genes and the MET genes contain the core 
‘CACGTG’ binding sequences at their promoters.  How does each of these factors define their 
specific regulon and how does the competition between them influence their pathway specific 
regulation? The competition between Pho4 and Cbf1 is specified by their differential preferences 
at a single base flanking the consensus binding sequence – the sites with a ‘T’ base at the 3’ of 
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the ‘CACGTG’ sites are most favored by Cbf1 so that binding of Cbf1 at these sites blocks Pho4.  
Coincidently, the MET genes carry the ‘TCACGTG’ sequences at their promoter and the PHO 
genes carry the alternatives.  I also discovered novel regulatory functions for Cbf1 competition: 
it raises the threshold for transcriptional activation by Pho4 to ensure the pathway is turned off in 
phosphate replete conditions, and it prevents Pho4 activation of genes outside the phosphate 
regulon during phosphate starvation.  Interestingly, Pho4 is able to induce the transcription of 
several MET genes when Cbf1 is removed from the nucleus, highlighting the important influence 
of transcription factor competition in defining the pathway specific regulation.  
Combining all this information, I was able to develop an equilibrium model to accurately 
predict the binding pattern of Pho4 at its consensus binding sites as well as the functionality of 
these binding events.  The affinity of the binding sequences, the accessibility to Pho4, the 
competition with Cbf1, all contribute to the accuracy and predictive power of the model, 
suggesting critical roles of both the intrinsic and extrinsic determinants of transcription factor 
binding.  
Overall, my work revealed the mechanisms for the specific transcriptional regulation of the 
phosphate-responsive signaling pathway in S. cerevisiae, and advanced our understanding in 
how the specific regulation by transcription factors is achieved in eukaryotic genome.  I also 
identified novel regulatory functions for the competition between two transcription factors with 
similar DNA binding specificity, providing a plausible explanation for how factors recognizing 
similar binding sequences could regulate diverse and distinct transcriptional responses.  The 
accurate prediction from the computational model strongly argued the importance of 
incorporating trans influences into the construction of a functional genomic regulatory network. 
Although the budding yeast is one of the simplest eukaryotic model organisms, the identified 
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determinants are generally applicable to other eukaryotic systems.  Finally, this work provides a 
road map for step-wise dissecting the determinants of transcriptional specificity in complex 
regulatory structures.    
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2. Future directions 
2.1. Modular regulation in transcription networks 
I showed in the previous chapter that transcriptional activation by Pho4 is highly dependent 
on the cooperativity between Pho4 and Pho2 in wild type.  I also showed that in the cbf1∆ strain, 
Pho4 is able to activate some of the genes that escaped Cbf1 competition in the wild type strain.  
These observations immediately raise two questions: is the activation of these newly Pho4-
regulated genes in the cbf1∆ strain also dependent on Pho2? Is the stringent requirement of Pho2 
cooperativity in Pho4-dependent gene activation influenced by Cbf1 competition?   
I performed mutant cycle experiments to quantify the regulatory interactions between Pho2 
and Pho4, in the conditions with and without the competition from Cbf1 (Figure 47).  These 
experiments were performed in the pho80∆ background since CBF1 deletion causes a delay in 
Pho4 nuclear translocation. Briefly, the genes activated by Pho4 in the absence of Cbf1 are still 
dependent on the cooperativity between Pho2 and Pho4 (Figure 48); also, Cbf1 competition does 
not seem to dramatically change the regulatory interactions between Pho2 and Pho4 in activating 
the PHO gene expression (Table 7).  These results demonstrate that the cooperativity between 
Pho2 and Pho4 is independent of the competition from Cbf1, suggesting that these two 
influences could act modularly in determining Pho4 binding and regulation.  It raises new 
questions about the transcriptional regulatory network: are the modular influences for 
transcription factor binding and regulation a general theme for eukaryotic transcriptional control?  
Competition and cooperativity exert opposite influence on transcriptional regulation.  What are 
the benefits of evolving a network such that the transcriptional control has to be specified by 
opposing modules and how do they evolve?  How would these modules affect the decoding of 
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promoter information at a single cell level as well as at a population level?  Answering these 
questions would help to examine the regulatory interactions among transcription factors and 
advance our knowledge in designing transcriptional regulatory network with programmed 
regulation.   
 
Table 7.  Summary of the epistasis expression analysis in both the pho80Δ and the 
pho80Δcbf1Δ strains. 
The number of genes with significant Pho2, Pho4 and Cooperative components is listed in the 
table below.   
Strain background 
Expression components 
Pho2 Pho4 Cooperative 
pho80Δ 6 3 70 
pho80Δcbf1Δ 0 7 78 
 
 
Figure 47.  Mutant cycle analyses with and without Cbf1 competition.  
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Figure 48. Epistasis expression analysis for the genes that show an increase in Pho4-
dependent activation in the cbf1Δ strain.  
Heat map showing the best fit of expression components (left columns) and their statistical 
significance (right columns) for genes that show an increase in Pho4-dependent activation 
comparing the pho80Δ and the pho80Δcbf1Δ strains.  
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2.2. Cooperative interactions and their role in the evolution of pathway specific responses 
Ascomycota fungi provide a unique species group to study the evolution of regulatory 
networks (Thompson and Regev, 2009; Wohlbach et al., 2009).  A pioneering study by Gasch et. 
al showed the conservation of transcription factors and their cis regulatory elements across 
ascomycete species (Gasch et al., 2004).  Since then, many studies have been focusing on co-
evolution of the transcription factors with the change of cis regulatory sequences (Gasch et al., 
2004), substitution of factors within the regulatory network, and gain and loss of gene regulation 
across multiple species (Li and Johnson, 2010).  However, not much attention is given to the 
conserved regulatory structure, such as the cooperative regulation between transcription factors. 
What are the functions of cooperativity in the course of evolution and why would the interaction 
between two or more transcription factors be conserved across species separated by millions of 
years?  A simple is answer is that the cooperativity is required for activating gene transcription. 
If this is the case, however, why not choose the alternative where binding of a single 
transcription factor is sufficient to induce gene transcription?    
The regulation of the PHO pathway may present a suitable platform to examine the roles of 
cooperativity in the evolution of phosphate starvation responses.  The cooperativity between 
Pho2 and Pho4 is necessary for the induction of the PHO genes in S. cerevisiae, whereas Pho2 is 
dispensable in the regulation of PHO genes in Candida glabrata (Kerwin and Wykoff, 2009) and 
Candida albicans (Noble et al., 2010), two pathogens that invade human with a compromised 
immune system (Fidel et al., 1999).  Comparing the regulatory interactions between the 
orthologs of Pho2 and Pho4 in different species might shed light on the reasons for having a 
conserved cooperativity.  Preliminary experiments indicate that Pho4 from C. glagrata can 
activate the PHO genes in the context of S. cerevisiae genome, suggesting that the cooperativity 
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with Pho2 is not a conserved requirement for transcriptional activation.  Many questions await 
answers.  How would the cooperativity between Pho2 and Pho4 evolve and how necessary is it a 
requirement for PHO gene activation across ascomycete species?  What are the advantages of 
gaining or losing the cooperativity in these species?  What are the molecular mechanisms of the 
change of this cooperativity? And can we provide evidence to connect the changes in 
cooperativity with evolutionary fitness? 
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2.3. Transcription factor binding, genome-wide chromatin remodeling, and gene regulation 
Genome-wide chromatin remodeling in response to environmental stimuli has been studied 
for conditions such as heat shock and alternative carbon resources, in which the majority of the 
yeast genome undergoes a significant expression change (Kaplan et al., 2009; Shivaswamy et al., 
2008; Zawadzki et al., 2009).  However, the relationships between nucleosome remodeling and 
gene regulation is still unclear (Zawadzki et al., 2009).  Specific binding of transcription factors, 
the subsequent recruitment of chromatin remodelers, secondary responses derived from the 
primary regulation and variations embedded in the genome-wide approaches may all contribute 
to this discrepancy.  Examining the relationships between transcriptional regulation and 
nucleosome remodeling in a specific signaling pathway, where the global expression programs 
and nucleosome profiles do not change significantly, would help to establish a clear picture for 
the connections between transcription factor, nucleosome remodeling, and gene expression.  
With the knowledge of Pho4 and its regulation, the genes responsive to phosphate starvation, and 
the components involved in the steps of chromatin remodeling (Barbaric et al., 2007; Gregory et 
al., 1999; Huang and O'Shea, 2005), the phosphate starvation response emerges as a great system 
to examine these questions and a platform to explore the mechanisms underlying these 
relationships.  Preliminary results indicate that the chromatin remodeling at the promoter and the 
coding region of genes show specific patterns for the genes activated and repressed by phosphate 
starvation (Figure 49).  
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Figure 49.  Differential pattern of nucleosome remodeling at promoter and coding regions. 
The nucleosome occupancy maps of 1000 bp up- and down- stream of transcription start site 
(TSS) for the most induced (top 100) and most repressed genes are aligned at their TSS and 
averaged respectively.  The average occupancies are further normalized to the genome average 
and the relative enrichment of nucleosome occupancy along the promoter and coding sequence 
is shown above.  Clear nucleosome-deplete is present at both the promoter and coding region of 
the induced genes; while only appearance of nucleosomes is observed in the coding region for 
the repressed genes.  
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Transcription factors usually recruit chromatin remodelers or components of the 
transcription initiation complex to initiate the transcriptional activation program (Hochheimer 
and Tjian, 2003; Ptashne and Gann, 1997).  In S. cerevisiae, transcription start sites of repressed 
genes are usually located within a well-positioned nucleosome when these genes are not induced 
(Lee et al., 2007; Yuan et al., 2005). It is thought that this nucleosome prevents the assembly of 
the transcription initiate complex and keeps these genes transcriptionally inactive; induction of 
those genes requires remodeling of the promoter nucleosome after transcription factor binding to 
expose their transcription start sites.  The initiation of this process has been well studied at a few 
gene promoters (Weake and Workman, 2010), but spatial range of chromatin remodeling and its 
implications in gene expression is not well explored.  Does chromatin remodeling happen 
digitally on the order of a single nucleosome, or locally at the scale of an individual gene, or over 
a continuous genome location? What are necessary landmarks to define the geographic range of 
these types of regulation?  After chromatin remodelers recruited by transcription factors, does 
chromatin remodeling only happen in the direction of assembling transcription initiation 
complex?  If yes, would additional epigenetic markers be needed to ensure the unidirectional 
remodeling of nucleosomes?  If no, since yeast genome is compact, how would neighboring 
genes be influenced by bi-directional chromatin remodeling?  Answering these questions would 
help us understanding the specificity of transcriptional regulation, not only at specific loci, but 
also in the context of its genomic environment.   
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Substantial progress has been made in our understanding of the mechanisms of transcription 
since the discovery of transcription factors over 30 years ago (Tjian et al., 1978).  The powerful 
genetic, biochemical and structural analyses have led to vivid pictures of how transcription 
factors activate the expression of a gene.  However, we still do not possess the courage to claim 
that we understand fully for some of the most basic questions.  For example, how would a 
transcription factor specifically select a fraction of the genes to regulate in the genome of mouse 
or human?  And to put this question into a biology context, why?  With the development of high 
throughput sequencing and other novel biochemical approaches, the field of eukaryotic 
transcription is entering into a new era with unprecedented information, and these questions that 
would have not been possible to answer before await for their challengers.       
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Appendix 1. Pho4-bound regions containing high affinity Pho4 binding sites. 
The plots show the Pho4 binding occupancy in no Pi conditions for the genomic region 
indicated above the plots.  Black horizontal lines denote the regions that are determined as 
enriched of Pho4 binding (p≤ 0.05 for enrichment over genomic input and mock IP, enrichment 
≥ 2-fold).  The black vertical lines below the plots indicate the positions of high affinity binding 
sites, and the gray vertical lines indicate the positions of low affinity binding sites.  The open 
reading frames on the forward (Watson) strand is colored in green and the ORFs on the reverse 
(Crick) strand is colored in red.  The plots show 66 regions in total.  
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Supplemental Figure 1.  Pho4-bound regions containing high affinity Pho4 binding sites  
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Supplemental Figure 1 (continued). 
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Supplemental Figure 1 (continued). 
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Supplemental Figure 1 (continued). 
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Supplemental Figure 1 (continued). 
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Supplemental Figure 1 (continued). 
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Supplemental Figure 1 (continued). 
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Supplemental Figure 1 (continued). 
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Supplemental Figure 1 (continued). 
 168 
 
Supplemental Figure 1 (continued). 
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Supplemental Figure 1 (continued). 
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Appendix 2. Pho4-bound regions containing low affinity Pho4 binding sites.  
The plots show the Pho4 binding occupancy in no Pi conditions for the genomic region indicated 
above the plots.  Black horizontal lines denote the regions that are determined as enriched of 
Pho4 binding (p≤ 0.05 for enrichment over genomic input and mock IP, enrichment ≥ 2-fold).  
The black vertical lines below the plots indicate the positions of high affinity binding sites, and 
the gray vertical lines indicate the positions of low affinity binding sites.  The open reading 
frames on the forward (Watson) strand is colored in green and the ORFs on the reverse (Crick) 
strand is colored in red.  The plots show 29 regions in total.  
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Supplementary Figure 2.  Pho4-bound regions containing low affinity Pho4 binding sites 
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Supplemental Figure 2 (continued). 
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Supplemental Figure 2 (continued). 
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Supplemental Figure 2 (continued). 
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Supplemental Figure 2 (continued). 
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Appendix 3. List of all regions identified with Pho4 binding in no Pi conditions. 
All the regions enriched with Pho4 binding are ranked based on the statistic significance (q-value 
and p-value) of their enrichment over mock-IP, and shaded with different colors based on 
thresholds of q-value ≤ 0.01, ≤ 0.05 and p–value ≤ 0.01, ≤ 0.05.     
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Chromosome Start End Peak width 
Peak 
height 
p-value 
mock-IP 
q-value 
mock-IP 
13 25891 26454 564 6017 0.00E+00 0.00E+00 
8 374925 375403 479 4253 0.00E+00 0.00E+00 
16 517113 517525 413 3381 0.00E+00 0.00E+00 
3 298939 299398 460 2609 0.00E+00 0.00E+00 
10 413050 413366 317 1386 4.34E-133 1.64E-129 
15 979011 979434 424 1177 1.75E-131 5.50E-128 
6 131356 131647 292 1335 3.52E-124 9.48E-121 
2 798651 799078 428 629 2.32E-122 5.48E-119 
3 197148 197440 293 767 2.16E-90 4.54E-87 
7 958428 958700 273 812 9.17E-80 1.73E-76 
4 1022410 1022764 355 934 2.53E-70 4.33E-67 
1 141735 141981 247 497 2.63E-54 4.14E-51 
2 430996 431389 394 418 1.27E-52 1.84E-49 
4 539138 539480 343 833 4.25E-52 5.73E-49 
16 502591 502870 280 592 5.26E-40 6.62E-37 
16 453527 453836 310 744 4.04E-39 4.76E-36 
4 1420614 1420911 298 731 7.92E-37 8.79E-34 
4 481731 482031 301 513 5.64E-33 5.92E-30 
5 265873 266129 257 512 9.11E-32 9.04E-29 
5 153028 153306 279 379 4.19E-26 3.95E-23 
15 911899 912189 291 487 5.08E-25 4.56E-22 
4 1345284 1345537 254 371 1.22E-24 1.04E-21 
10 703349 703657 309 482 1.04E-22 8.54E-20 
10 548158 548357 200 235 6.61E-21 5.19E-18 
13 773740 773999 260 430 1.70E-19 1.28E-16 
7 1000090 1000406 317 352 4.91E-19 3.57E-16 
1 71131 71394 264 319 1.69E-18 1.18E-15 
5 225499 225726 228 415 1.48E-17 9.99E-15 
10 191831 192133 303 362 1.27E-16 8.29E-14 
5 302549 302836 288 278 1.04E-15 6.56E-13 
16 641219 641515 297 620 9.28E-15 5.64E-12 
7 785643 786011 369 273 5.18E-14 3.06E-11 
13 777528 777893 366 171 7.73E-13 4.29E-10 
1 68974 69176 203 221 9.41E-13 5.07E-10 
15 642499 642700 202 246 6.91E-12 3.62E-09 
14 728237 728392 156 140 3.84E-10 1.90E-07 
3 163514 163849 336 352 3.80E-10 1.94E-07 
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4 273835 274066 232 233 8.47E-10 4.10E-07 
12 677610 677912 303 228 2.80E-09 1.29E-06 
11 70547 70745 199 155 4.18E-09 1.83E-06 
3 137104 137303 200 176 1.17E-08 5.02E-06 
12 416911 417161 251 194 4.41E-08 1.81E-05 
16 928347 928529 183 123 4.81E-08 1.93E-05 
4 562890 563082 193 195 6.30E-08 2.48E-05 
4 366704 366871 168 161 1.21E-07 4.65E-05 
11 341761 341960 200 209 8.50E-07 3.21E-04 
13 689199 689337 139 102 1.69E-06 6.27E-04 
16 345151 345290 140 97 2.65E-06 9.61E-04 
7 773044 773384 341 97 4.14E-06 1.45E-03 
4 56784 56889 106 88 6.46E-06 2.21E-03 
10 332806 332980 175 155 6.91E-06 2.29E-03 
15 304397 304645 249 201 1.15E-05 3.62E-03 
2 776295 776397 103 89 2.11E-05 6.23E-03 
5 250243 250393 151 91 2.85E-05 8.28E-03 
4 1084723 1084874 152 58 3.31E-05 9.32E-03 
13 209129 209263 135 87 4.92E-05 1.35E-02 
7 94668 94864 197 148 5.56E-05 1.48E-02 
13 593450 593682 233 68 5.68E-05 1.49E-02 
9 222702 222892 191 76 8.82E-05 2.19E-02 
14 506742 506917 176 112 1.04E-04 2.48E-02 
4 1454666 1454832 167 98 2.92E-04 4.92E-02 
15 69175 69401 227 183 2.49E-04 4.95E-02 
14 546066 546216 151 97 2.92E-04 4.97E-02 
7 433330 433503 174 143 2.62E-04 5.00E-02 
5 562718 562877 160 97 3.11E-04 5.09E-02 
16 98719 98847 129 60 3.40E-04 5.48E-02 
7 482999 483090 92 98 3.59E-04 5.73E-02 
5 258208 258344 137 119 5.45E-04 7.45E-02 
10 76680 76859 180 85 6.50E-04 8.45E-02 
15 391468 391692 225 93 6.47E-04 8.47E-02 
16 515982 516091 110 96 9.21E-04 1.08E-01 
16 187881 188040 160 75 1.04E-03 1.15E-01 
16 215390 215532 143 68 1.11E-03 1.16E-01 
14 357518 357751 234 71 1.22E-03 1.22E-01 
12 810496 810590 95 63 1.69E-03 1.44E-01 
8 401119 401334 216 89 2.14E-03 1.64E-01 
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7 423205 423342 138 93 3.11E-03 1.90E-01 
10 683144 683307 164 91 3.57E-03 1.97E-01 
9 309757 309926 170 91 3.57E-03 1.98E-01 
13 592920 593038 119 94 3.30E-03 1.98E-01 
12 507031 507143 113 79 3.97E-03 2.09E-01 
12 367572 367675 104 61 3.96E-03 2.10E-01 
9 339755 339874 120 71 4.78E-03 2.17E-01 
11 402625 402821 197 61 4.70E-03 2.18E-01 
14 586132 586331 200 87 4.77E-03 2.18E-01 
2 431585 431696 112 96 5.23E-03 2.37E-01 
2 585291 585458 168 62 5.68E-03 2.38E-01 
16 927387 927470 84 70 5.67E-03 2.38E-01 
2 92152 92287 136 101 5.96E-03 2.46E-01 
15 73880 74044 165 75 6.64E-03 2.60E-01 
2 443976 444129 154 72 7.67E-03 2.74E-01 
16 256334 256425 92 73 8.29E-03 2.81E-01 
4 154655 154820 166 64 8.05E-03 2.85E-01 
4 128779 128899 121 71 8.05E-03 2.85E-01 
13 427540 427685 146 71 9.31E-03 3.03E-01 
4 393447 393553 107 75 1.13E-02 3.31E-01 
15 700304 700404 101 65 1.19E-02 3.32E-01 
11 204007 204093 87 66 1.19E-02 3.35E-01 
13 334986 335100 115 78 1.47E-02 3.48E-01 
7 696727 696842 116 77 1.47E-02 3.49E-01 
14 172657 172770 114 62 1.38E-02 3.49E-01 
12 1030018 1030146 129 67 1.78E-02 3.70E-01 
2 247450 247529 80 61 1.68E-02 3.73E-01 
7 323463 323562 100 70 2.18E-02 3.88E-01 
13 879196 879329 134 69 2.22E-02 3.92E-01 
7 547119 547301 183 59 2.44E-02 4.21E-01 
2 20931 21011 81 64 3.30E-02 4.53E-01 
10 37304 37418 115 63 4.03E-02 4.81E-01 
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Appendix 4. Publication and art work 
Integrated Approaches Reveal Determinants of Genome-wide Binding and Function of the 
Transcription Factor Pho4 
Xu Zhou and Erin K. O’Shea 
Molecular Cell. 42. 826 – 836. June 24, 2011 
 
 
Supplementary Figure 3.  Cover image for Molecular Cell 42. 826 – 836. June 24, 2011. 
Designed by Xu Zhou and Erin O’Shea. 
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On the cover: Transcription factors recognize and bind to cognate binding sequences in the 
genome.  However, consensus binding sites for transcription factors occur far more frequently 
than instances of genes bound or regulated by these factors.  It is unclear what determines the 
sites to which a transcription factor binds and whether this binding is functional.  Zhou and 
O’Shea describe how trans effects, such as competition with chromatin and competition and 
cooperativity with other transcription factors, shape the landscape of transcription factor binding 
and function.  The cover shows an iPad search screen inside a eukaryotic nucleus (green) and 
surrounding endoplasmic reticulum (blue), on which consensus binding sequences for the 
transcription factor Pho4 (cis code, ‘CACGTG’) and trans effects are displayed embedded in 
genome sequence. cis and trans effects together determine whether consensus sites are bound 
(red font and stick-ball symbols) or not bound (blue font) by Pho4.  The circled ‘e’ and ‘i’ 
represent different trans effects that either enhance (e) or inhibit (i) Pho4 binding. 
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Supplementary Figure 4.  Print of publication. 
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Supplementary Figure 4 (continued). 
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Supplementary Figure 4 (continued). 
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Supplementary Figure 4 (continued). 
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Supplementary Figure 4 (continued). 
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Supplementary Figure 4 (continued). 
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Supplementary Figure 4 (continued). 
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Supplementary Figure 4 (continued). 
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Supplementary Figure 4 (continued). 
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Supplementary Figure 4 (continued). 
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Supplementary Figure 4 (continued). 
