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Abstract 
This paper presents a h y b r i d  controller for the 
practical stabilization of general n-dimensional non- 
linear systems in one-chained form. This controller 
consists of two parts: 1. A discrete-time pa.rt that 
practically stabilizes a subset of the system states, 
and 2. A piece-wise continuous-time part that steers 
the remaining state-components to a.n arbitrarily 
small neighborhood of zero. One attractive feature 
of the proposed control approach is that it straight- 
forwardly allows for generalizations in the sense that 
integrators can be put in cascade with the control in- 
puts without affecting the closed-loop sta.bility prop- 
erties. This yields smoother control inputs, which 
makes the hybrid controller particularly useful for 
some relevant applications like mobile robots. 
Keywords - Practical stabilization, chained sys- 
tems, hybrid control. 
I. Introduct ion 
In recent years there has been a lot of research 
interest in the stabilization of nonlinear systems in 
chained form. Such systems are generally obtained 
after a state transforma.tion of a. class of mechanical 
systems such as mobile robots [SI, [14]. The main 
difficulty of systems in chained form is that it is not 
possible to stabilize this class of driftless nonlinear 
systems by smooth static-sta.te feedback [2]. How- 
ever, it turns that via other type of control strategies 
the stabilization problem for such systems is strill solv- 
able. For instance, [lo] introduced a periodic time- 
varying controller to stabilize the kinematics of a two 
DOF mobile robot that, through a change of coor- 
dinates, can be transformed into a t.liree-dimensional 
one-chain system. Also constructive procedures to 
design periodic time-varying controllers applicable to 
larger-dimensional systems with one chain have been 
developed, see for instance the work of [O], [12] a.nd 
Another approach t,o the stabilization problem 
mentioned above was given by [3]. In particula.r, these 
a.uthors propose a piece-wise continuous exponew 
tially stabilizing controller for the t.hree-dimensional 
one-chain system. The non-trivial extension of this 
result to general n-dimensional systems with one 
chain was studied by [13] by combining ideas of 
piece-wise continuous and periodic time-va.rying con- 
trollers. 
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In this paper we present a so-called h y b r i d  con- 
troller for the practical stabilization of n-dimensional 
nonlinear systems in one-chain form. This controller 
consists of two parts: 1. A discrete-time and thus 
piece-wise constant part. t’hat practically stabilizes a 
subset, of the syst,eni st,a.t,e-coiiiponeiit,s, and 2. A 
piece-wise continuous-tirne part that stabilizes the re- 
maining state-components to a set arbitrarily close to 
zero. One advanta.ge of using such a hybrid approach 
is t.liat it easily allows for generalizations in the sense 
that integra.tors ca.n be put in cascade with the con- 
trol inputs without affecting the closed-loop stability 
properties. The introduction of such integral actions 
is motivated by the need for smooth control inputs 
for some relevant applications like steering of mobile 
robots. 
Our result relates to some extent to the multi-rate 
approach that was recently proposed by [7], but it 
has the following major differences: First, the con- 
trol law presented here is for stabilization and not 
for open-loop steering purposes. Second, we do not 
discretize the full nonlinear system, but only the lin- 
ear part of the dynamics, whereas the stabilization of 
the nonlinear part is solved with a piece-wise contin- 
uous control. Third, potential singularity problems 
as present in the control law of [7] are avoided. 
This paper is organized as follows. Section 2 con- 
siders the third-order system having one chain, fol- 
lowed in Section 3 by the extension to the general 
n-th-order case. Next, Section 4 discusses the results 
tha.t, are obtained when putting integrators in  cascade 
with the system inputs. Finally, Section 5 gives the 
conclusions. 
11. Three-dimensional systeni with one chain 
Consider the three-dimensional one-chain system 
with z(0) = [zl(O), z2(0), z3(0)lT := 10. Assume 
that u1 ( t )  is piece-wise constant during the tinie- 
intervals I k  = [kb, ( k  + l ) b ) ,  that is 
u l ( t )  = u l ( k 6 ) ,  for all 1 E I r  (2)  
where k = 0,1,2,...,6 > 0 arbitrary, and u l ( k 6 )  to 
be specified below. With abuse of notation, in the 
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sequel we write k for L6. Then the system ( I ) ,  ( 2 )  
can be rewritten as 
i l ( 1 )  = u1(k )  (3) 
for all t E Il;. As can be seen, the subsyst,em (4) de- 
scribes a controllable piece-wise linear time-invariant 
system as long as ul(li) is different from zero. This 
indicates that stabilization of the z(t)-coordinates, 
should be performed somehow faster than the sta- 
bilization of the 21 (t)-coordinate. Define the sign- 
function s( .) as 
4 Y )  = { 2, i f y > O  i l y  70 
increasing w.r.t. r ,  a(.) + 00 as r -+ 00. Then the 
following lemma can be proved. 
Lemma 11.1: Consider the controller 
ul(k)  = tl(ZI(t)) + S ( ~ l ( Z l ( ~ ) ) ) ~ ( l l Z ( ~ ~ I l )  (7) 
%(t)  = - I ul(k)  I [ k 2 2 2 ( 1 ) +  8 ( k l ( Z 1 ( k ) ) ) k P 3 ( r ) ]  ( 8 )  
wherek1(z1(h)),k = 0 , 1 , 2 ; . . ,  isany asymptotically 
stabilizing discrete-time feedback controller for the 
system 
i l ( t )  = ~ l ( Z I ( r . ) , ,  (9) 
and kz, k3 > 0 are constants, s(.) is the sign function 
as defined in (6) and a(.) is a class Ii', function. 
Then the solution of the closed-loop system (3)-(8) is 
globally uniformly ultimately bounded, i.e.: Vz(0) E 
m3,b > 0, 3~ E Z + W J ~ ~  > o sucl1 that  
where b is arbitrarily small. 
llz(t6)11 5 b V k  > N (10) 
0 
Proof Let 
S k  = S ( h ( Z l ( r - ) ) ) ,  (11) 
the closed-loop system (3)-(8) can be written as 
= tl(Zl(k)) + S k a ( l l z ( L ) I I )  (12) 
i ( t )  =I ul(k)  1 A k Z ( 1 )  113) 
for all t E I l ; ,  where 
114) 
The proof proceeds in two steps. First, the esis- 
tence for all t of a solutiou is proved, and t.lien tlie 
stability is analyzed. 
skip Equation (12) has as exact solut,ion 
skip 1.Existence of the so lu f ion  
Z l ( l )  = z i ( k ) +  (1 - 6 k ) ( k l ( Z , ( k ) ) +  3 k a ( l l z ( 6 b ) l l ) )  (15) 
for all t E Il ; .  In addition, ( 1 3 )  describes on each time- 
interval Ik a linear time-invariant system, which has 
a well-defined solution on I k .  By continuity, existence 
of the solution is guaranteed for all t E [O,oo). 
skip Consider the solution of equation (13), Vt E Ik 
skip 2.Stabi l i ty  analysis 
z ( t )  = e l Y L ( k ) I A k ( ' - 6 k ) z ( k )  (16) 
at  t = S ( k  + l ) ,  and simplifying the notation we have 
z ( h  + 1) = e 6 ' u l ( k l l A k z ( l ; )  (17) 
(18) 
where AI: = TF' AkTk and T k  is a similarly transfor- 
mation matrix and Ar, is tlie Jordan matrix of A t .  It 
is interesting to  note that  Al; is invariant with respect 
to  the index k, more precise it does not depends on 
the sign function s k  . The characteristic polynomial 
of the system matrix Al; is given by 
= T ~ -  1 e61 8 L ( k )lA L T~ (k) 
x2 + k2X + t 3 b :  = 0 (19) 
Taking into account that  s i  = 1, then 
A2 + k 2 X  + k 3  = 0 ( 2 0 )  
This implies that  Ak is Hurwitz since k2 > 0 and 
k3 > 0 and that its eigenvalues are independent of 
Sk. Therefore hk = A = diay{ X I ,  A,}, where # A 2  
are the real roots of (20). 
From (18) and (7) we have that  
11z(k+1)ll 5 cae-6*Ol'l(*)I~I*(l;)~~ 
= no e - 6 %  t I k 1  ( 'I(  kl) l+*( l l * (k) l l ) )  l l z (  k)ll 
5 ~o e - a l o e (  l l*t k'll'II*(t)ll (21) 
or equivalently, 
l l z ( k  + 1)11 - 11z(k)11 5 (ROe-6+(I'+)IJ) - 1) 11z(k)11 (22)  
where K O  = S U ~ , , { ~ ~ T ; , ' ~ ~ ~ ~ T ~ ~ ~ ~ }  and A0 = 
min{X1,X2}. From here we have that  11z(k)ll de- 
creases as long as the term within the parenthesis 
in (22) remains strictly negative ,i.e. 
Hence, outside of the ball B defined by 
B = { z  E RZ I Ilz(k)ll 5 a - l ( c ) }  (24) 
we have that 
IIL(k t 1111 - 11~1~111 < 0 ( 2 5 )  
but. this does not, suffice (due to the discrete-time na- 
ture of the system) to prove that B is an invariant set 
since due to the discrete-time nature of the system, 
jumps out of tlie ball B are still possible. Inside of B ,  
that is when 11:(k)11 5 the maximal possible 
"jump" of l l z (k  + 1)11 can be derived from (21) as: 
I l ; ( b  + lill 5 W l b ( k ) I I  5 K O a - ' ( E )  (26) 
which defines a new ball B,, 
E,, = { z  E Et2 I11-(k)11 5 K O ~ - ~ ( E ) }  (27) 
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which includes B since K O  2 1. Therefore all trajec- 
tories starting out of B,, converge in finite time to 
B,, and remain there, i.e. 3 N  E Z+,  such tliat 
V Z ( O )  E m2 3 Iiz(kj11 5 K o a - ' ( c j  vk 2 N (2s) 
System (12) can also be  written as a 1/0 discrete- 
time operator G(.) with "input", ska(llz(k)II) and 
"output" zl(k), i.e. 
+ l ( k )  = G ( 9 - ' ) s k 4 1 1 2 ( k ) l l )  129) 
where q-' is the delay operator. Let p be define the 
H ,  norm of the operator G, then it follows that  
I z l ( k )  I 5 IlG(4-')Ilm I sku(ll i(k)II) I 
5 P . l l l Z ( k J l l )  V k  E c+ (301 
Therefore in view of the ultimate bound (28), we have 
that 
I " ~ ( k )  1 5 W.(IIZ(I;JI~J (31 J 
5 p u ( r ; o a - ' ( t ) J c  Vk  2 N 
Finally we get V k  2 N ,  
lldkE)ll 5 IlzlckJll + 11z(~J11 (32)  
5 P l l ( f i g O - ' ( E ) ) + R O R - ' ( E ) 4  
since p < rxj and E can be make arbitrarily small with 
a suitable choice of gains, and because a( . )  is a class 
function (a-'(O) = O ) ,  then the ultimate bound 
b can also be rendered arbitrarily small. Uniformness 
with respect to the sequence k, follows from the fact 
that  the above bound is independent of the initial 
0 
Discussion 
skip 1. A stabilizing discrete-time controller for 
the dynamics associated with tl(.) is 
time. This completes the proof. 
1 
k i ( z i ( k ) J  = ;(o - l N l ( k J  (33) 
where 0 < a < 1. Then (7)  gives 
ti((k+ 1)nJ = o r i ( A 6 ) +  ~ ~ . + ~ ( 1 1 ~ ( k ) I l ~  ( 3 4 )  
so 
p = dsup 1: I< m (351 
e - ' w  - 0 
U 
skip 2.  T h e  representation (3 )  describes t w o  suh- 
systems, the first having a piece-wise constant input 
function u1(%), and the second having a piece-wise 
continuous input function u* ( t ) ,  see (7) .  This shows 
that the controller ( 7 )  can he understood as a hybr id  
d e s i g n .  
III. One-chain systems of n dimension 
It is straightforward to esteiid the procedure of 
Section 2 to the general n-dimensional one-chain sys- 
tem 
r I ( 2 )  = u l l f )  
r2 ( t )  = u 2 ( t )  
~ ( 1 )  = r 2 ( t ) u l l t J  
z 4 ( t )  = r j ( t ) u ~ ( t )  ( 3 6 )  
140) 
where 12, > 0, i = 2 , .  . . , n, such that all tlie roots of 
the characteristic polynomial 
A n - '  + k2A' * -2  + k z A " - ' +  + k n - l A  + I;,. = 0 ( 4 1 )  
have negative real part. Then the solution of the 
closed-loop system (3G), (37) ,  (38), (39) is uni- 
formly ultimate boundc:d, with the bound b = 
0 
Proof - The closed-loop systein (%), (37), (38), (39) 
can be written a.. 
p a ( ~ o u - ' ( c ) )  + KU*-'(E), as defined before. 
z i ( t J  = kl(rl(k)J + s ( k l ( r l ( k J ) J a ( l l z ( t J l l J  
z ( t )  =I u l ( k )  I A k Z ( f )  
(421 
(43) 
where 
It  can easily be verified that  the characteristic poly- 
nomial of Ak is given by 
x " - 1 + k 2 ( . ) A n - 2 + k 3 (  )8kAn-'+ +k,-,( ) s ; - ' A + k , [  = 0 
(45 )  
which by the choice (40) this polynomial can be 
rewritten as (41) .  This ensures that ,4k is IIurwitz 
and, as in the three-dimensional case, the eigenvalues 
of .4k are rendered invariant with respect to s ( k l  (.)). 
Then the proof can be completed along the lines of 
0 
IV. Extension to chained systems w i t h  cas- 
the proof of Lemma 11.1 
caded integrators 
In this section we consider a particular dynamic 
extension of the results in  Sections 2 aiid 3. This ex- 
tension consists of adding nonlinear integrators in cas- 
cade to the system inputs. The  motivation for doing 
so is twofold. First, cascading integrators to the sys- 
tem inputs is one way to sniooth the control signals. 
This is particularly suitable in a number of relevant 
applications where piece-wise continuous changes are 
too stringent. As a.n example, in control of mobile 
robots it is generally desirable to have smooth veloc- 
ity changes. Second, these dynamic estensions lead 
t o  systems wit.11 drift, which significantly complicates 
controller design. Therefore, chained systems with 
3477 
cascaded inte rators deserve more investigation (cf. 
[ll]). Also inql]  the sta.bilization of mechanical sys- 
tems with drift was analyzed. 
Consider the system (1) with the following dynam- 
ical change in the input variables: 
where vl(t),vz(t) are the new inputs to the system. 
It is clear that  if VI(.) and YZ(.) are piece-wise con- 
tinuous functions of time, then u1(.) and U?(.)  will 
be continuous with respect to time. It is also impor- 
tant to remark that  the change of inputs in (46) is 
not performed by straightforwardly adding integra- 
tors in cascade with the original inputs, but can be 
interpreted as a nonlinear dynamical ext>ension, see 
the di cuss'on the end of his section 
Deane the fa\owing coorcfinate transformation: 
[$] : :$:I 
~ 3 ( 1 )  = J, ~ ( 7 ~ 7  (48)  
:[:I : :$I
( l ( t )  = C z ( t )  
Hence, the dynamic equations (46), (47), (48) and (1) 
rewrite as 
{ A t )  = . l ( t )  
{ 3 ( t )  = v z ( t )  (49) 
Now, proceeding as in Sections 2 and 3, assume that 
y ( t )  is piece-wise constant on I k ,  that  is 
"1 ( t )  = "1 (k) (50) 
{ 
{ 4 ( 0  = CZ(t)C3(t) { <5(r) = h ( t ) f 4 ( t )  
where q ( k )  to  be specified below. Introduce 
C ( t )  = [ € l ( t ) . C 2 ( t ) l T  (51) 
2 ( 1 )  = [ h ( t ) v C 4 ( t ) 9 6 5 ( 1 ) 1 T  ( 5 2 )  
Then the system ( l ) ,  ( 2 )  can be rewritten as 
for all t E I k .  
Since VI(.) is constant on I k ,  we have that  
C Z ( ~ )  = C Z ( ~ ) +  I t  - 6 k l u l ( k )  
= c o ( k ) +  C l ( k ) t  (55)  
where c o ( k ) ,  q ( k )  are some constants. Therefore, 
( ~ ( t )  grows a t  most linearly with respect t.0 time. This 
implies that (54) describes a time-varying subsystem 
with a linear time-dependency. The following result 
can be proved. 
Leinnaa I V . 1 :  Consider the syst,eni (49) together 
with the controller 
[ 5 6 )  .l(k) = k l ( C ( k ) )  + h(€(k ) )4 l l z ( t ) l l )  
v Z ( t )  = - I c Z ( t )  I [k3E3(1) t s[c2(t))k4<4(t) (ST) 
= +k~F5(t)l 
where Ll(<(k)),k = 0,1,2, . . . ,  is any asymptotically 
stabilizing discrete-time feedback controller for the 
subsystem (531, i.e. 
c ( t )  = [ : ; ] C ( t )  + [ ; ] kl(C(k))?  ( 5 8 )  
h ( t ( k ) )  given by 
6 
h(C(k) )  = a ( E z ( k )  + h k l ( C ( k ) ) ) ,  (59) 
a(-) is chosen as in Lemma 11.1, and k3,k4,k5 > 0 
ar consta ts that  ensure that  all the roots of the 
pof y nomiaP 
(60) 
have negative real part. Then the solutions of the 
closed-loop system (53), (54), ( 5 6 ) ,  (57) are globally 
uniformly ultimately bounded, with the bound b = 
0 
Proof The proof essentially follows the lines of the 
proof of Lemma 11.1. The closed-loop dynamics (53), 
(54), (56), (57) can be written as 
C(k + 1) = A l C ( k )  + Bh(C(t)).(llz(k)Il) (61) 
A(*) =I h ( t )  I A z ( 3 ( C z ( t ) ) ) z ( t )  (62) 
for all t E I k ,  where, by definition of Ll(€(k)),Al is a 
stable matrix for the subsystem (61), and 
A3 + k 3 A 2  + klA + k5 = 0 
~ c Y ( K o Q - ' ( E ) )  + K ~ c Y - ~ ( E )  arbitrarily small. 
- k 3  - k 4 3 ( C Z ( g ) ) - k 5  [ 3 ( < 2 ( t ) )  0 1 (63) A z ( ~ ( C z ( t ) ) )  = 3 ( F z ( t ) )  0 
[:] 
The characteristic polynomial of Az(s(&( t ) ) )  is given 
by 
(64) 
which is equivalent to (60). This implies that  A 2 ( . )  
is Hurwitz by the choice of kg, kq, 65. 
Now, by virtue of (55), s ( t z ( t ) )  will a t  most switch 
once during the time-interval I k ,  say at t k  = k6(1 + 
A), with 0 5 A 5 1. Note that ((32) defines a linear 
time varying system within this time interval. Be- 
cause time variations are only due to  the scalar &(t ) ,  
the solution of the ~ ( t )  can be computed explicitly, 
as : 
A3 + kJAZ + k 4 3 (  )ZA + h5s(.)Z = 0 
A d  d b* ) )  J6: I(?l r ) ld  
i ( L k )  = e z ( 6 k )  
Since A z ( . )  is stable imtr ix ,  then there exist con- 
stants K O  > 1 and A0 > 0 such that  
Ilr(t*)ll 5 A o e  Ib(6k)II 
-AoJ6: I C d r ) l d r  
coiiibiiiing gives, 
where the last inequality follows from 
which implies 
6 6 { 2 2 
6 ( k + l )  
I lk < Z ( T ) d r  I = 6 I C 2 ( 6 k )  - k l ( a k )  I + - a ( a k ) }  
(71) 
the rest of the proof follows as before with now E 
defined as 
(72) 
h 2  5 
2 In( "0 ) 
E=- 
X O ~ ~  
This completes the proof. 0 
Discussioii As can be seen from (46), the new input 
variables VI(.) and v2(.) were introduced in a rather 
particular way. This was  done in order to  allow for a 
simple change of coordinates (48) that transforms the 
original system (1) into the chained form (49). It is 
important to note that the integrators could also have 
been introduced in the standard way, i.e. in cascade 
with the original inputs ul(.) and U?(.), but in  that  
case the coordinate transformation for obtaining the 
chained form would become much more involved (cf. 
PI and [71). 
V. Coiiclusioiis 
This paper presents a novel approach to the prac- 
tical stabilization of general n-dimensional noillinear 
systems in one-chain form. This approach in named 
hybrzd since one part of the controller is a discrete- 
time while the other is piece-wise continuous. The 
major feature of the proposed control approach is that 
it straightforwardly allows for generalizations i n  the 
sense that arbitrarily nuinl>er of integrators can bp 
put in cascade with the control inputss without affect- 
ing the closed-loop stability properties. This yields 
smooth control inputs, which makes the hybrid con- 
troller particularly useful for some relevant applica- 
tions like mobile robots. 
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