ABSTRACT. Given the algebra, Hilbert space H, grading and real structure of the finite spectral triple of the Standard Model, we classify all possible Dirac operators such that H is a self-Morita equivalence bimodule for the associated Clifford algebra.
INTRODUCTION
The noncommutative geometry approach to the Standard Model of elementary particles (reviewed for example in [4] or in [14] ) has several interesting features. It is purely geometric, and it widens the old idea of Kaluza-Klein theory by employing a discretized (actually finite) noncommutative internal space F. This explains the lack of direct observability of such internal space, without adducing the small compactification radius that leads to a tower of unobserved fields. By choosing the appropriate internal noncommutative space, one gets a version of the Standard Model with neutrino mixing, with the correct particle content and coupled with (classical) gravity. The dynamics is ruled by the spectral action principle and also the quantized model has been worked out, cf. [4] .
The mathematical framework is that of almost commutative spectral triples, that means products of the canonical spectral triple on a closed Riemannian spin manifold M and a finite-dimensional spectral triple. For the Standard Model, the latter is built on the real C * -algebra C ⊕ H ⊕ M 3 (C), represented on a 96-dimensional Hilbert space encoding the internal degrees of freedom of the multiplet of fermions. While the Dirac operator on M is canonical, the axioms of a real spectral triple leave a lot of freedom in the choice of Dirac operator for the non-commutative internal space, and not all such operators are physically admissible. For example, fluctuations of some of these Dirac operators may give rise to bosons carrying an interaction between leptons and quarks (the so-called leptoquarks), which are not observed experimentally and have some unpleasant features, for example they break the SU(3) symmetry of the Standard Model [13] (in earlier models this was avoided by imposing commutation of the Dirac operator with an auxiliary grading, called S 0 -real structure [5, Page 6206] ). In most recent models [4] , the leptoquark terms were removed simply by putting them to zero by hand. It would be clearly desirable to find some geometric condition that reduces the arbitrariness in the choice of Dirac operator (see [1, 2] for first steps in this direction and also [3, §2.6] for the "massless photon" condition).
On an oriented Riemannian manifold (M, g) there are (at least) two natural choices of Dirac-type operator. One is the Hodge-de Rham operator, acting on a space of differential forms. If M is spin, the other choice is the canonical Dirac operator of the spin structure, acting on the space of "Dirac spinors". Both these two choices can be characterized in terms of the algebra C (M, g) of sections of the Clifford bundle. If M is spin c , spinors form a Morita equivalence C(M)-C (M, g) bimodule; if in addition M is spin, then the immersion of C (M, g) into the commutant of C(M) is realized by conjugation by an antilinear isometry J, the "real structure".
Instead, in the example of Hodge-de Rham operator the commutant of C (M, g) contains not only C(M), but a copy of C (M, g) itself: in fact, the module of differential forms is a C (M, g) self-Morita equivalence bimodule.
The Clifford algebra C (M, g) has a natural generalization in the framework of spectral triples (recalled in §2): given a spectral triple (A, H, D), we denote by C D (A) the C * -subalgebra of B(H) generated by A and by 1-forms [D, a], a ∈ A. In [7] , inspired by the algebraic characterization of Dirac spinors, we investigated the constraints on the finite non-commutative space of the Standard Model coming from the request that H is a Morita equivalence A-C D (A) bimodule. This condition, however, is not satisfied by the Dirac operator proposed by Chamseddine and Connes [4] : one needs to modify the grading and allow extra terms in the Dirac operator, which produce additional bosonic fields (carrying an interaction between neutrinos and electrons and between neutrinos and quarks). Physical consequences of such a modification are under investigation [8] . For the finite non-commutative space of the Standard Model and the internal Dirac operator proposed by Chamseddine and Connes [4] the commutant of C D (A) contains not only A, but a copy of C D (A): there are two commuting representations of C D (A) on H, transformed one into the other by the charge conjugation operator J. This is the so-called 2nd order condition of [10] , where the Dirac operators satisfying it were divided into four classes.
However, it is interesting determine whether the commutant of C D (A) is a copy of C D (A) itself, like in the Hodge-de Rham case, or is bigger. In the former case we shall say that the Hodge property holds.
In this paper we investigate this question and shed further light on the underlying geometric and algebraic structure of the noncommutative geometry approach to the Standard Model of elementary particles. Therein the number of generations of particles, three as physically affirmed, is in principle arbitrary, and we focus on the simplest case of one generation.
We prove that, under some non-degeneracy conditions (that are generically satisfied by Dirac operators in the aforementioned four classes), H is indeed a self-Morita equivalence C D (A)-bimodule, exactly like in the case of Hodge-de Rham operator on a manifold. Thus the internal degrees of freedom of elementary fermions are in this sense described by differential forms on a finite noncommutative space. This provides also a geometrical meaning to the 2nd order condition as a pre-Hodge property.
The paper is organized as follows. In §2 we recall some preliminary notions about spectral triples, introduce notations and explain the property we are interested in, that we name Hodge property. In §3 we collect some general results that are valid for a finite-dimensional spectral triple. In §4 we introduce the finite noncommutative space of the Standard Model and, using some general lemmas of §3, reproduce a result of [10] on the 2nd order condition (cf. Prop. 15). In §5 we prove our main result, i.e. that in the Standard Model case almost all Dirac operators satisfy the Hodge property. Finally in §6 we comment on the case of more than one generation of particles.
We adopt the following notations: if a ∈ C, we denote by a the complex conjugated; if a ∈ M n (C) is a matrix, we denote by a * the Hermitian conjugated and by a = (a * ) t the entry-wise complex conjugated. 
PRELIMINARIES
for some ε, ε , ε = ±1, and ∀ a, b ∈ A :
[a,
The three signs in (1) define the KO-dimension of the spectral triple (see e.g. [4] ).
A typical example of a spectral triple arises from differential geometry. Let (M, g) be an oriented closed Riemannian manifold, E → M a Hermitian vector bundle equipped with a unitary Clifford action c :
on smooth sections and a connection ∇ E compatible with g. Then:
is a spectral triple. Two main examples belonging to this class are:
• the Hodge operator
The meaning of the first order condition is that D is a first order differential operator acting on smooth sections of a vector bundle.
Let C (M, g) be the algebra of (continuous) sections of the Clifford bundle of M: as a C(M)-module, this is isomorphic to the module of continuous sections of the bundle
• T * C M → M, but with product defined by the Clifford multiplication. In the above class of examples, H carries commuting representations of the algebras C(M) and C (M, g). In fact, in the spin manifold example, Γ (M, E) is a Morita equivalence C (M, g)-C(M) bimodule, and it is well known that a closed oriented Riemannian manifold M admits a spin c structure if and only if a Morita equivalence C (M, g)-C(M) bimodule exists (see e.g. §1 of [15] , or the original paper [11, §2] ). In the Hodge example, on the other hand,
In this paper we are interested in finite-dimensional spectral triples, that is: we assume that H is finite-dimensional. As a consequence, B(H) = End C (H), A ⊆ End C (H) is finite-dimensional as well, and the compact resolvent condition for D is automatically satisfied. Definition 2. Let (A, H, D, J) be a finite-dimensional real spectral triple. We set:
If B is a subset of End C (H), we call:
Finally, we define:
As usual, we refer to Ω 1 D (A) as the A-bimodule of differential 1-forms, and we call C D (A) the Clifford algebra of the spectral triple. Throughout this paper we assume that Ω 1 D (A) = {0}. Motivated by the above discussion, we are interested in the following two conditions: Definition 3. We say that a real spectral triple (A, H, D, J) satisfies the 2nd order condition if
We say that the Hodge property holds if
Obviously (ii) implies (i). Such a condition is the statement that elements of H are the analogue of differential forms (and C D (A) and C D (A) • act on H by "left" and "right" Clifford multiplication), in contrast with the Morita condition in [7] , which would say that the elements of H are the analogue of Dirac spinors.
Remark 4. Condition (i) for a real spectral triple is equivalent to
. But A and Ω 1 D (A) generate the Clifford algebra, and A • ⊆ C D (A) by the reality and 1st order condition. So, (2) implies (i) as well.
The terminology 2nd order condition was introduced in [10] and refers to the vanishing of (2) . Note however that the terminology is a bit misleading since, while the 1st order condition says that D is the analogue of a 1st order differential operator, the 2nd order condition doesn't refer, of course, to D being of 2nd order.
Remark 5.
In the case of an even spectral triple, an alternative definition of C D (A) could be as the algebra generated by A, Ω 1 D (A) and γ. Note however that, with such a definition, condition (i) becomes too strong and is satisfied only in trivial cases: namely, since γ = ±γ • , the grading would both commute (condition (i)) and anticommute (by definition of even spectral triple) with elements of
FINITE-DIMENSIONAL SPECTRAL TRIPLES
Let (A, H, D) be a finite-dimensional spectral triple, J an antilinear isometry satisfying (1) and the reality condition, and call A C the complex * -subalgebra of End C (H) generated by A (so A = A C if A is already complex).
From the structure theorem for finite-dimensional C * -algebras:
If P i is the unit of the summand M n i (C), then P 1 , . . . , P N are (represented by) orthogonal projections on H whose sum is 1. From the reality condition it follows that the operators Q i := JP i J −1 form a set of orthogonal projections as well, commuting with the projections P i 's, and whose sum is also 1.
we can decompose the Dirac operator into four pieces:
where
Note that (1) implies JD ij,kl J −1 = ε D ji,lk (for all i, j, k, l) and then
Note also that (D ij,kl ) * = D kl,ij , which means that all the summands in (3) are selfadjoint operators. Let us extend some of the results in [12] and add some considerations about the 2nd order condition and Hodge property.
Proof. An explicit computation gives
where we used the fact that Proof. For i = k and j = l, since P i P k = Q j Q l = 0, if D satisfies the 1st order condition, one has:
is zero since both D 1 and JaJ −1 commute with b (cf. reality condition). Hence
and D satisfies the 1st order condition if and only if D R does.
Note that:
1 For a general spectral triple, despite the notations, this is not the same decomposition that appears in [7, §4] , although in the Standard Model case the two decompositions coincide.
• A and A C have the same commutant in End C (H);
is a finite-dimensional real spectral triple, from Prop. 7 and Lemma 6 we deduce that 
Remark 10.
It is easy to produce examples in which D R does not satisfy the 1st order condition, or examples of spectral triples satisfying the 1st order condition and the 2nd order condition, but with D R / ∈ A (proving that such a condition is sufficient but not necessary). Take A = H = M n (C), with representation given by left multiplication, and J(a) = a * the Hermitian conjugation. Then:
and the 1st order condition is not satisfied unless d is central; We pass now to the Hodge property. Let us start with some considerations about the commutant of a finite-dimensional C * -algebra.
Let B be a unital complex * -subalgebra of End C (H). From the structure theorem for finite-dimensional C * -algebras we know that it is a finite direct sum of matrix algebras: B s i=1 M m i (C) for some positive integers s, m 1 , . . . , m s . Call P i the unit of the i-th summand M m i (C), then P 1 , . . . , P s are orthogonal projections and H decomposes as H s i=1 H i , with
where k i is the multiplicity of the (unique) irreducible representation Proof. Let f ∈ Hom B (H, H) be a B-linear map. Then P j f(v) = f( P j v) = 0 for all v ∈ H and all j so f( H j ) ⊆ H j and therefore
The rest of the proof is straightforward: the commutant of
To check the Hodge property in the Standard Model case we will use the following simple observation. Lemma 13. Let (A, H, D, J) be a finite-dimensional real spectral triple and B ⊆ End C (H) a unital complex * -algebra satisfying:
The following are equivalent:
(a) the Hodge property is satisfied;
Proof.
and, since the opposite inclusion holds by hypothesis,
The internal Dirac operators for the Standard Model satisfying the 2nd order condition can be divided in four (not disjoint) classes, cf. Prop. 15. The strategy to check the Hodge property in the Standard Model case, in each of the four aforementioned cases, will be the following:
(1) We define a suitable big algebra B containing the Clifford algebra C D (A), which is independent of D.
(2) We check that B and B • commute, and so B • ⊆ B .
(3) We prove that B • = B using the dimensional arguments: since, the algebras are finite-dimensional (as vector spaces) one has just to check that B • and B have the same dimension. Since dim(B • ) = dim(B), it suffices to check that dim(B) = dim(B ), using Lemma 12. 
THE STANDARD MODEL SPECTRAL TRIPLE
Let us recall the data (A, H, γ, J) describing the finite noncommutative space of the Standard Model of elementary particles. The Dirac operator D is arbitrary for the time being. To simplify the discussion, we will consider a model with only one generation of particles. In §6 we'll comment on what changes with three (or in general more than one) generations.
We adopt the notations of [7] . The Hilbert subspace representing particles is F = M 4 (C) with inner product a, b = Tr(a * b), where a * is the Hermitian conjugated of a. Let e ij ∈ M N (C) be the matrix with 1 in position (i, j) and zero everywhere else (we will omit the size of the matrix, which should be clear from the context). We arrange particles in a 4 × 4 matrix in the following way:
So, for example e 21 represents a right-handed electron, while
e 41 is a mix of a right-handed neutrino and a left-handed electron.
The Hilbert space of our spectral triple is H F ⊕ F * . We write its elements in the form:
The real structure is given by
The grading γ on F is the operator of left multiplication by the diagonal matrix diag(+1, +1, −1, −1)
(the "chirality" operator), and its action on F * is determined by the condition γJ + Jγ = 0 (the signs in (1) are those corresponding to KO-dimension 6). We identify End C (H) with the algebra M 4 (C) ⊗ M 2 (C) ⊗ M 4 (C), represented on H as follows:
This gives a unital * -representation. With this notations:
The representation symbol π from now on will be omitted.
with λ ∈ C, q ∈ H a quaternion and m ∈ M 3 (C).
The most general Dirac operator giving a real spectral triple of KO-dimension 6 can be found e.g. in [7, §5.1] . In the notations of (3) one has D 2 = 0,
for some Υ R ∈ C, D 1 = JD 0 J −1 and: where α ij , β ij , δ ij ∈ C and zeroes are omitted. Note that D R , as expected from Remark 11, D R is zero on all subspaces H ij where γ is proportional to the identity, that is all but one: the one spanned by ν R and J(ν R ).
Observe that D R ∈ A , so that the Clifford algebra is generated by A C and D 0 (Remark 8). For future reference, let us also define:
This is a permutation matrix: U = U * and U 2 = 1 (hence a unitary). It's action on the Hilbert space is to exchange the basis vectors ν R and J(ν R ).
Lemma 14. U commutes with A and J.
Proof. Explicit computation, in particular JUJ −1 = U is an immediate consequence of (7).
Let us now reproduce the result of [10] , that is Prop. 15 below. Let ∆ ij be the summand in ∆ that has e ij as second factor. Then ∆ = ∆ * iff ∆ 11 is selfadjoint (which implies that ∆ 22 = (∆ 11 ) • is also selfadjoint) and (∆ 12 ) * = ∆ 21 .
With a simple computation one finds:
that is selfadjoint iff it is zero, that is δ 21 = 0 or δ 1i = 0 ∀ i = 2, 3, 4. Moreover ∆ 21 = 0, while ∆ 12 is the sum of four linearly independent terms given by
and the image of these two operators through (7) . So ∆ 12 = (∆ 21 ) * = 0 if and only if the elements in (10) 
THE HODGE PROPERTY
In this section we characterize, among the Dirac operators satisfying the 2nd order condition, those satisfying the Hodge property as well. We will see that, in the vector space parametrizing Dirac operators satisfying the 2nd order condition, those not satisfying the Hodge property form a measure zero subset.
As explained in §3 (page 8), we start by defining some "big" algebra B satisfying the conditions in Lemma 13. In fact, we need two of them, to cover the four cases in Prop. 15.
Cases 1 and 2. Let
and π the representation on H given by:
for all λ ∈ C, m ∈ M 3 (C) and a, b ∈ M 4 (C). Let us identify B with its representation, and omit the representation symbol. Using (7) one easily checks B • ⊆ B .
In the notations of (5), the representation of B is equivalent to the one (by matrix multiplication on the first leg) on: (14) have no zero rows and (ii) there are no φ, ψ ∈ R such that
Proof. Let B be the algebra (12) (identified with its representation on H). Note that A ⊆ B and D 0 ∈ B, so that C D (A) ⊆ B and we can use Lemma 13(b). From (11) and (7) every ξ ∈ A can then be written as a sum:
with a i ∈ C, v i ∈ (C 3 ) * a row vector, w i ∈ C 3 a column vector, b i ∈ M 3 (C), x, y ∈ M 4 (C), and η ∈ B • . With a careful inspection of (13) 
α 1j e 11 x = 0 β 1j (1 − e 11 )x = 0 α 1j ye 11 = 0 β 1j y(1 − e 11 ) = 0 and
The first set of equations in a i , b i , x, y admits only the zero solution iff α and β have no zero rows, i.e. condition (i) is satisfied (for example, α 13 a 1 = α 14 a 1 = 0 admits only the solution a 1 = 0 iff α 13 and α 14 are not both zero). Now, under the assumption that (i) holds, we can prove that the second set of equations, in v i , w i , admits only the zero solution iff (ii) is satisfied. Denoting by v j i and w j i the j-th component of v i and w i , first we rewrite the above equations in matrix form as:
for all i = 1, 2, 3, plus similar equations for w 1 , w 2 , w 3 . Here α, β are the matrices in (14) , and matrix product and hermitian conjugate is understood. Assume that there exists φ, ψ such that (15) Combining the two, we see that c 1 c 1 = 1 = c 2 c 2 , so both c i must be unitary, thus proving that the identity (15) holds for some φ, ψ ∈ R.
Remark 17. The Dirac operator of Chamseddine-Connes (see e.g. [4] , or also [7, §5.3] ) belongs to the class described in Theorem 16 and is obtained by choosing the matrices (14) as follows:
Theorem 16 tells us that the Hodge property holds iff Υ x = 0 ∀ x ∈ {ν, e, u, d} and
Hence, the noncommutative description of the Standard Model leads to an explicit restriction of the mass parameters of leptons and quarks. Although this does not give any precise numerical predictions, its behavior with respect to the renormalization and possible physical consequences should be further analyzed. Proof. Using (9) we can transform the spectral triple in one that is unitary equivalent, but notationally simpler (clearly two unitary equivalent spectral triples both satisfy the Hodge property, or the both don't). Conjugation by U doesn't change the algebra nor J (Lemma 14), but transforms D 0 into: 
δ 21 e 11 x = 0 β 1j (1 − e 11 )x = 0 δ 21 ye 11 = 0 β 1j y(1 − e 11 ) = 0 and
for all j = 3, 4. The first set of equations has only the zero solution iff δ 21 = 0, (α 23 , α 24 ) = (0, 0) and the first row of β is not zero. In addition, the second set of equations admits only the zero solution iff the second row of β is also not zero.
Cases 3 and 4.
For λ ∈ C, m ∈ M 3 (C) and i = 1, 2 define
and let π 3 be the representation of M 7 (C) given by for all a = (a ij ) ∈ M 7 (C). The product of any two of these representations is zero, and their sum gives a faithful unital representation of the algebra
Using (7), one easily checks that π i commutes with π • j for all i, j. Therefore, after identifying B with its representation, we can conclude that B • ⊆ B .
In the notations of (5), the representation of B is equivalent to the one (by matrix multiplication on the first leg) on 
at least three are not zero.
Proof. The strategy of the proof is the same as for Theorems 16 and 18. Let B be the algebra (18) (identified with its representation on H). Note that A ⊆ B and D 0 ∈ B, so that C D (A) ⊆ B. From (11) and (7) every ξ ∈ A can then be written as a sum: Proof. Let B be the algebra (18). Using (9) we transform the spectral triple in one that is unitary equivalent. Conjugation by U doesn't change the algebra nor J (Lemma 14), but transforms D 0 into: Both A and UD 0 U are contained in the algebra B, and we can repeat once again the proof of previous three theorems. Remark 21. In each of the four cases in Prop. 15: Dirac operators satisfying the 2nd order condition are parametrized by a finite-dimensional complex vector space; Dirac operators not satisfying the Hodge property form a submanifold of codimension 1. In this sense, we can say that the "generic" Dirac operator satisfying the 2nd order condition satisfies the Hodge property as well (those not satisfying it being "exceptions").
ON GENERATIONS
Let us conclude with a few comments on what happens with more than one generation of particles. In Prop. 15 we reproduced the results on the 2nd order condition in the penultimate section of [10] , under the assumption of a single generation of fermions. Though in [10] it is remarked that the extension to the three generations is straightforward, this requires a further scrutiny.
In the case of n generations (e.g. n = 3), the Hilbert space in §4 is tensored by C n , J acts on this additional factor by component-wise complex conjugation, and the entries α ij , β ij , δ ij of D 0 become n × n complex matrices acting on C n . One can repeat the proof of Prop. 15 and find that the 2nd order condition is satisfied iff the matrices δ 21 α 1i , δ 21 δ 1j , δ ij β 13 ,
vanish for all i = 1, 2 and j = 2, 3, 4. The difference is that then (if n > 1) we cannot use the cancellation property to conclude that in the products (21) at least one of the two factors must be zero. Thus, we don't get the four cases in Prop. 15 anymore: those conditions become sufficient but no longer necessary. In the special case of Chamseddine-Connes Dirac operator, described in Remark 17 (with Υ x matrices acting on the additional C n factor), the 2nd order condition is however satisfied. Whether the Hodge property is satisfied (for almost all Υ x 's) is under investigation.
