In this paper, we propose DBSampler, a query execution mechanism to answer "partial selection" queries in peerto-peer 
Motivation and Problem Definition
In this paper, we discuss the problem of answering partial selection queries in peer-to-peer databases, where for an arbitrary selection query, given ∈ [0, 1] a fraction of the results is returned to satisfy the query. A regular selection query is a specific case of partial selection query with = 1.
Partial selection is a universal operation, applicable for database tuning, query optimization, and approximate and exploratory query processing in peer-to-peer databases. For example, in a hybrid (structured-unstructured) peer-to-peer database such as [9] , to optimize the query plan for a regular selection query, individual nodes can use partial selection as a probe query and estimate the size of the main query as n/ , where n is the size of the partial selection query. Accordingly, a node decides between using the index (i.e., DHT-based search in the structured component of the system) or initiating a sequential scan (i.e., floodingbased search in the unstructured component) to answer the query; the index is only used for queries with low selectivity. In [9] , nodes also use partial selection (there, it is called "sampling") to tune the database. Each node estimates the frequency distribution of its local stored objects using partial selection queries from the database, and only publishes the rare objects (which are most costly to find) into the database index. Most importantly, partial selection query is a useful and practical query model for direct utilization by the database users. Since peer-to-peer databases are intrinsically open and dynamic computing systems, exploratory/approximate querying is the most appropriate querying mode for these databases. Users often issue several back-to-back queries, each time revising and enhancing the query based on cursory and partial observation of the results of the previous query, just to explore the unknown content of the database and narrow down their search for available useful data. Even when users find their desired formulation of the query, an exact result is most often unnecessary and redundant. Partial selection enables approximate querying that eliminates the redundancy of the unnecessary exact queries to achieve efficiency.
Related Work
In this paper, we focus on the mechanisms for efficient execution of partial selection queries in unstructured peer-to-peer databases. Due to the considerable amount of churn and autonomy inherent in unstructured databases, constructing and maintaining distributed index structures (e.g., a DHT) for such databases is inefficient or even impossible. Therefore, with these databases, in analogy with sequential scan in regular databases, selection queries are inevitably executed by dissemination of the query throughout the network of the nodes and in situ evaluation of the query at each visited node to retrieve the relevant data. Consequently, efficient execution of the query is reduced to efficient dissemination of the query throughout the network, or so-called efficient search.
There are two main proposals for efficient search in unstructured networks: flooding [8] and random walk [1, 10] . With both of these search mechanisms, query is disseminated throughout the network by recursive forwarding from node to node. With flooding each node that receives the query forwards it to all of its neighbors, whereas with random walk query is forwarded to only one (uniformly or non-uniformly) selected random neighbor. None of these approaches can strike a balance between the two metrics of efficiency for search, i.e., the query cost (communication cost) and the query time (response time). Flooding is most efficient in query time but incurs too high of redundant communication to be practical, whereas a random walker is potentially more efficient in query cost but is intolerably slow in scanning the network. In [12] , a two-tier hierarchy is proposed where flooding is restricted to the supernodes at the top tier. This solution only alleviates the query cost of flooding and the problem resurfaces as the top tier scales. In [10] , using k random walkers in parallel is proposed as a way to balance the query cost and the query time. However, this proposal does not provide any theoretical basis for selecting the value of k for optimal performance.
Previous search mechanisms are not only inefficient, but also inappropriate for executing partial selection queries. As mentioned above, the main benefit of the partial selection query is that it allows trading off accuracy of the result for better efficiency by limiting the scan of the database to a just sufficiently large fraction of the database that satisfies the query. To enable such a trade-off, a search mechanism that executes partial selection queries should allow adjusting the coverage of the database (i.e., the fraction of the nodes, and hence data objects, visited during dissemination) according to the user specified parameter of each query. With both flooding and random walk, TTL (Time-To-Live) is the control parameter that can be used to limit the coverage of the network. However, it is not clear how one can adjust TTL according to for sufficient coverage of the network (where the size of the network is unknown). TTL is often set to a fixed value, a value that is selected in an ad hoc fashion based on the average performance of the typical search queries. In this case, TTL must be re-adjusted as the peer-to-peer database evolves. Alternatively, TTL is gradually increased to expand the coverage, each time repeating the query dissemination from the beginning, until sufficient fraction of the database is covered to answer the query. Although in this case we may be able to cover the proper fraction of the database to satisfy the query, due to the redundancy of repeating the query dissemination, query cost can even exceed that of the regular flooding. Finally, another problem specific to flooding is that the granularity of the coverage is too coarse (the number of covered nodes grow exponentially with TTL), rendering fine adjustment of the coverage impossible.
DBSampler
We propose using epidemic search mechanisms for efficient execution of partial selection queries in unstructured peer-to-peer databases 1 . With epidemic dissemination, query forwarding is probabilistic, i.e., a node forwards a query to each neighbor with forwarding probability p (where 0 ≤ p ≤ 1). Therefore, a node may forward the query to zero or more neighbors at each time. Such a query forwarding algorithm is obviously more flexible as compared to both flooding and random walk and subsumes these search mechanisms. The communication graph of the epidemic dissemination (i.e., the subgraph of the peer-to-peer network covered by the dissemination) is sparse with small values of p. The communication graph grows larger and denser with larger values of p such that with p = 1 the epidemic dissemination is equivalent to regular flooding which covers the entire network.
Our epidemic search mechanism is termed DBSampler. DBSampler implements the classic SIR (SusceptibleInfected-Removed) epidemic model [5] . Our main contribution with DBSampler is the derivation of a closed-form formula that given a partial selection query, maps the value of the user-controlled knob to an appropriate value for the forwarding probability p such that the network coverage is sufficient to satisfy the query (for details of this derivation, refer to our extended paper [2] ).
Leveraging on this derivation, DBSampler on-the-fly and per-query
2 tunes p based on such that the communication graph of the epidemic query dissemination grows just sufficiently large to cover a fraction of the database that satisfies the partial selection query.
Unlike previous search mechanisms, as required for answering partial selection queries DBSampler can cover a certain fixed fraction of the network nodes independent of the size of the network. In other words, with a particular value for p size of the communication graph is always proportional to the size of the entire network, such that its relative size (i.e., the covered fraction of the network) is fixed. Of course, as mentioned above DBSampler can control the size of the covered fraction by tuning p. Intuitively, this occurs because unlike flooding and random walk with which query never dies unless it is explicitly terminated (e.g., when TTL expires), with epidemic dissemination query forwarding is probabilistic and with some nonzero probability each replica of the query may naturally die at each step. In turn, the dissemination terminates naturally whenever all replicas of a query die. The larger the network, the more it takes for the dissemination to die and, therefore, the communication graph of the dissemination is proportionally larger.
DBSampler is not only appropriate for answering partial selection queries, it is also efficient in that it strikes a balance between the query cost and query time. Since epidemic dissemination is essentially a flooding-based technique, as our empirical analysis shows, its query time is comparable with that of the regular flooding. Nevertheless, due to the phase transition phenomenon associated with the SIR epidemic model, for the common case of the partial selection queries, the query cost of the DBSampler is up to two orders of magnitude less than that of the regular flooding and comparable with that of the random walk. Intuitively, with epidemic dissemination the dense communication graph of the regular flooding, which with numerous loops represents a large amount of redundant and duplicate query forwarding, is reduced to a sparse communication graph. With fewer loops, the sparse graph contains less redundant paths and therefore, causes less duplicate queries, while covering almost the same set of nodes. Hence, epidemic dissemination can be tuned such that the communication overhead of the flooding is effectively eliminated while its reachability and query time are preserved. Moreover, DBSampler is simple to implement, and since it is a randomized mechanism, it is inherently reliable to use with the dynamic peer-to-peer databases.
Analysis
We analyze DBSampler theoretically with rigorous results. The process of epidemic disease dissemination has been previously used as a model to design other information dissemination techniques. Particularly, in the networking community, epidemic dissemination is termed probabilistic flooding and is applied for search and routing in ad hoc networks and sensor networks [7] . We distinguish our analysis of the DBSampler from that of the previous work in two ways. First, although epidemic algorithms are simple to implement, due to their randomized and distributed nature they are difficult to analyze theoretically. For the same reason, most of the previous work restrict themselves to empirical analysis with results that are subject to inaccuracy and lack of generality. Instead, we employ the percolation theory to rigorously tune DBSampler to its best operating point [2] . Second, those of the few theoretical studies of epidemic algorithms adopt simplistic mathematical models [5] that assume a homogenous topology (a fully connected topology) for the underlying network to simplify the analysis. However, recently it is shown that considering the actual topology of the network in the analysis extensively affects the results of the analysis [4] . We perform our analysis of DBSampler assuming an arbitrary random graph as the underlying topology of the peer-to-peer network and specifically derive final results for a power-law random graph, which is the observed topology for some peer-to-peer networks [11] .
Experiments
We conducted a simulation study to compare the efficiency of DBSampler versus other search mechanisms. In our experiments, we compared DBSampler with the scopelimited flooding (i.e., flooding with limited TTL) and krandom-walkers (with various k). As discussed above, these search mechanisms are not originally appropriate for the execution of partial selection queries and we had to artificially inform them about the coverage required to satisfy each partial selection query. Our results show that even under such artificial conditions, DBSampler still outperforms scope-limited flooding in query cost while maintaining a reasonable query time. Also, to our surprise, DBSampler not only has a much better query time as compared to that of the random-walk but also outperforms a 32-random-walker (the optimal case as suggested in [10] ) even in query cost. See [2] for the detailed results.
