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Introduction
The two spaces that form the core of this thesis are Erdo˝s space, which
we denote by E, and complete Erdo˝s space, which we denote by Ec. Both
spaces were introduced by Erdo˝s [20] in 1940. Erdo˝s space is the space
of all sequences of rational numbers in `2, the Hilbert space of square
summable real sequences. Complete Erdo˝s space is the space of all
sequences in `2, every coordinate of which is a point in the convergent
sequence {0} ∪ {1/n : n ∈ N}. Erdo˝s [20] proved that both E and
Ec are one dimensional, yet totally disconnected spaces. Moreover, it
is easy to see that E and Ec are homeomorphic to their own squares,
that is, E is homeomorphic to E2 and Ec is homeomorphic to E
2
c. This
means that dim E = dim E2 = 1, which makes this space an important
example in dimension theory. Of course, we have a similar situation
for Ec. The spaces E, Ec, and also the countable infinite product of
Ec were topologically characterized by Dijkstra and van Mill [9, 11, 10]
and Dijkstra [8].
As will become clear when reading this thesis, E and Ec appear in
many different situations. For example, in Chapter 2 our main result
is Theorem 2.4.1, which states that certain homeomorphism groups of
n-dimensional Sierpin´ski carpets for n 6= 3 turn out to be homeomor-
phic to E. The proof of this result is based on Dijkstra and van Mill
[11, Theorem 10.4] where they establish a similar theorem for Menger
manifolds. The key step there is the use of one of their topological
characterizations of E, derived in the same article, which is a deep
result. Moreover, we heavily use Dijkstra [7, §5] where it is proved
that there are closed imbeddings of Ec in the homeomorphism group of
n-dimensional Sierpin´ski carpets if n 6= 3. This amount of heavy ma-
chinery needed to prove Theorem 2.4.1 makes it the main result of this
thesis. The reason for throwing the reader immediately into the deep
ix
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end of the pool like this is that the other chapters deal with various
generalizations of known constructions of E and Ec; in Chapter 4 we
even generalize the construction of Ec to a nonseparable setting. We
think it is more convenient to begin with a ‘pure’ construction of E,
rather than starting with generalized constructions. Chapter 2 is based
on Dijkstra and Visser [17].
In Chapter 3 we will proceed with the introduction of generalized
Erdo˝s type spaces. The main theorem here is Theorem 3.4.7. This
theorem generalizes a result of Dijkstra [5], stated in Theorem 1.2.5,
about Erdo˝s type subspaces of `p, and a result of Dijkstra and van Mill
[10], stated in Theorem 3.1.2, about Polishable ideals on the natural
numbers. Indeed, at first sight these two subjects are very dissimilar.
The space studied in Theorem 3.4.7 is our so-called generalized Erdo˝s
space: it generalizes the Erdo˝s type spaces in `p of Dijkstra and the
Polishable ideals on the natural numbers studied by Dijkstra and van
Mill. Using a topological characterization of Ec by Dijkstra and van
Mill [10] we use this theorem to derive some conditions under which this
generalized Erdo˝s space is actually homeomorphic to Ec in §3.5. In §3.6
we use a topological characterization of E by Dijkstra and van Mill [11]
to give conditions under which our generalized space is homeomorphic
to E. Finally, we prove a fixed point property in §3.7 that generalizes a
result of Abry, Dijkstra and van Mill [2] for the `p-case. This chapter
is based on Dijkstra and Visser [16].
In Chapter 4 we delve into the world of nonseparable spaces. This
is motivated by a result of Dijkstra, van Mill and Valkenburg [13].
Whereas in Chapter 3 we generalize Dijkstra’s theorem about Erdo˝s
type subspaces of `p by taking a more general function than the norm
function on a more general (separable metric) product space than
the countable infinite product of the real line, Dijkstra, van Mill and
Valkenburg generalize this result in another way. Extending the norm
function to an uncountable product of the real line, they were able to
derive a theorem similar to that of Dijkstra in this new setting. Using
this generalization and topological characterizations of Ec by Dijkstra
and van Mill [10] they were able to characterize when their resulting,
possibly nonseparable, Erdo˝s type spaces are homeomorphic to a so-
called nonseparable complete Erdo˝s space. Inspired by these results we
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extend the theorem of Dijkstra and van Mill about Polishable ideals on
the natural numbers, to submeasures on uncountable cardinal numbers.
This is the content of Theorem 4.1.2. We are particularly interested in
the question when the related ideals are homeomorphic to a nonsepa-
rable complete Erdo˝s space. In the last section of Chapter 4 we give
a partial answer to this question by showing that for a special class
of submeasures the related ideals are homeomorphic to a nonseparable
complete Erdo˝s space if and only if the small inductive dimension of
these ideals is greater than zero. This chapter is based on Dijkstra,
Valkenburg and Visser [15].
In Chapter 1 we discuss the basic theory that is needed for the other
chapters.

Chapter 1
Preliminaries
In this chapter we present the basic theory that plays a role in this
thesis. All undefined notions can be found in Engelking [18, 19].
Except for this chapter and Chapter 4 we will only consider separable
metrizable spaces.
1.1 Basic topology
Topology is the study of topological spaces. For convenience we will
mostly speak of ‘space’ instead of ‘topological space’. First we introduce
some notation for a few well known sets. By ω we denote the set of
natural numbers including zero, N is the set ω \ {0}, Z is the set of
integers, Q is the set of rational numbers, and R is the set of real
numbers. We can make these sets into topological spaces by equipping
them with the topology induced by the Euclidean metric on R. Unless
stated otherwise this will be the topology on these sets when viewed as
spaces.
Let A be a subset of a topological space X. We will write Int(A)
for the interior of A, the largest open set in X contained in A. We
write A for the closure of the set A, the smallest closed set in X that
contains A. Furthermore, we let ∂A be the boundary of A, that is the
set A \ Int(A).
A space X is called compact if every open cover of X has a finite
subcover. A weaker property is that of local compactness, which means
that every point of X has a neighbourhood U with compact closure U .
1
2 Chapter 1: Preliminaries
A space X is called separable if it has a countable dense subset. It is
metrizable if there is a metric on X that generates the topology of X.
Such a metric is called compatible or admissible. Note that all of the
spaces ω, N, Z, Q and R mentioned above are separable and metrizable.
Let d be an admissible metric for a space X. A sequence (xn) of
elements of X is a Cauchy sequence if for every ε > 0 there is an N ∈ N
such that d(xm, xn) ≤ ε for all n,m ≥ N . We call the metric space
(X, d) complete if every Cauchy sequence has a limit in X. In this
case we say that the space X is completely metrizable. A separable
completely metrizable space is called Polish.
Let d1 and d2 be two metrics on a set X. We say that d1 and d2 are
uniformly equivalent if for every ε > 0 there exist δ1 > 0 and δ2 > 0
such that for all x, x′ ∈ X we have d2(x, x′) < ε whenever d1(x, x′) < δ1
and d1(x, x
′) < ε whenever d2(x, x′) < δ2. For a metric space (X, d)
and A ⊂ X we define the diameter of A by diamA = sup{d(x, y) :
x, y ∈ A}.
1.1.1 Homeomorphism groups
In Chapter 2 we will study certain homeomorphism groups so let us
recall the relevant notions involving this subject.
A group (G, ·) which is also a topological space is a topological group
if the function G×G→ G defined by
(x, y) 7→ x · y−1
is continuous. Let X be a space. We let H(X) denote the autohomeo-
morphism group of X. The group operation here is of course the com-
position operation. If A,B ⊂ X then we define [A,B] = {h ∈ H(X) :
h(A) ⊂ B}. The collection of sets of the form [K,O] where K ⊂ X
is compact and O ⊂ X is open forms a subbasis for the compact-open
topology on H(X). We will only consider the space H(X) for locally
compact spaces X. If X is compact then the compact-open topology
coincides with the topology of uniform convergence with respect to any
compatible metric for X. Moreover, in this case the compact-open
topology makes H(X) into a topological group that is a Polish space.
If X is locally compact but not compact the situation is more com-
plex. In this case, the topology of uniform convergence depends on the
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metric that one chooses for X and it is usually much stronger than the
compact-open topology. Furthermore, the compact-open topology is
not necessarily compatible with the group structure of H(X) anymore,
see e.g. Dijkstra [6]. We write X ≈ Y to denote the fact that X is
homeomorphic to the space Y .
1.1.2 (Sub)measures and ideals
Let A be an arbitrary set and let P(A) be the powerset of A, that is, the
collection of all subsets of A. We state the definition of a submeasure
on A.
Definition 1.1.1. A submeasure ϕ on A is a function ϕ : P(A) →
[0,∞] such that
(a) ϕ(∅) = 0;
(b) 0 < ϕ({x}) <∞ for any point x ∈ A;
(c) (monotonicity) ϕ(X) ≤ ϕ(Y ) for all X ⊂ Y ⊂ A; and
(d) (subadditivity) ϕ(X ∪ Y ) ≤ ϕ(X) + ϕ(Y ) for all X, Y ⊂ A.
Example 1.1.2. The function ϕ : P(ω) → {0, 1} given by
ϕ(X) =
{
0, if X = ∅;
1, if X 6= ∅.
is an example of a submeasure on ω.
A special class of submeasures is formed by the so-called measures.
Definition 1.1.3. A measure ϕ on A is a function ϕ : P(A) → [0,∞]
such that
(a) ϕ(∅) = 0;
(b) 0 < ϕ({x}) <∞ for any point x ∈ A; and
(c) (additivity) ϕ(X∪Y ) = ϕ(X)+ϕ(Y ) for any two disjoint subsets
X, Y ⊂ A.
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Example 1.1.4. The function ϕ : P(ω) → [0,∞] given by
ϕ(X) =
∑
n∈X
1
n+ 1
is a measure on ω, where we use the convention that the empty sum is
equal to zero.
Associated with a submeasure ϕ on A we introduce the following
collections of subsets of A:
Exh(ϕ) = {X ⊂ A : for all ε > 0 there is a finite subset F of A
such that ϕ(X \ F ) < ε},
and
Fin(ϕ) = {X ⊂ A : ϕ(X) <∞}.
We have the following simple result.
Lemma 1.1.5. Let ϕ be a submeasure on a set A. Then Exh(ϕ) ⊂
Fin(ϕ).
Proof. Let X ∈ Exh(ϕ). By definition of Exh(ϕ) we can find a finite
set F in A such that ϕ(X \ F ) < 1. Note that X ⊂ (X \ F ) ∪ F , so
with the subadditivity of ϕ it follows that ϕ(X) ≤ ϕ(X \ F ) + ϕ(F ) <
1 + ϕ(F ). Again with the subadditivity of ϕ we see that ϕ(F ) ≤∑
x∈F ϕ({x}), which is finite by property (b) of Definition 1.1.1. We
conclude that ϕ(X) <∞.
We denote the cardinality of A by |A|. If |A| < ω it is easy to see
that Exh(ϕ) = Fin(ϕ) = P(A). In the next lemma we prove that in
general every element of Exh(ϕ) is at most countable. Another proof
of this fact can be found in Lemma 4.3.1.
Lemma 1.1.6. Let ϕ be a submeasure on a set A. Then every element
of Exh(ϕ) is at most countable.
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Proof. Take X ∈ Exh(ϕ) and let Xn = {x ∈ X : ϕ({x}) > 1/n}
for n ∈ N. Note that X = ⋃∞n=1Xn and that Xn ∈ Exh(ϕ) for all
n ∈ N. Take m ∈ N. We can find a finite subset F of Xm such that
ϕ(Xm \F ) < 1/m. This implies that ϕ({x}) < 1/m and ϕ({x}) > 1/m
for x ∈ Xm \ F , so Xm \ F = ∅. We conclude that Xm is a finite set
and hence X is at most countable.
Note that for A = ω the set Exh(ϕ) is equal to the set
{A ⊂ ω : limm→∞ ϕ(A \m) = 0}, (1.1)
where a number m ∈ ω in a set theoretic context stands for the empty
set if m = 0 and for the set {0, . . . ,m− 1} if m ∈ N. Furthermore, it is
easily verified that Exh(ϕ) and Fin(ϕ) are ideals on A. We recall the
definition of an ideal.
Definition 1.1.7. An ideal I on A is a subset of P(A) such that I
contains the finite sets, X ∈ I whenever X ⊂ Y ∈ I, and X ∪ Y ∈ I
whenever X,Y ∈ I.
The ideal Exh(ϕ) is called the exhaustive ideal of ϕ and Fin(ϕ)
is called the finite ideal of ϕ. For example, for the submeasure ϕ of
Example 1.1.2 we have Exh(ϕ) = {X ⊂ ω : X is finite} and for ϕ in
Example 1.1.4 we see that Exh(ϕ) = Fin(ϕ) = {X ⊂ ω : ∑n∈X 1/(n+
1) <∞}.
We can make the set P(A) into a topological space by equipping
it with the standard product topology that comes with identification
with 2A. If X ∈ P(A) then {Y ⊂ A : Y ∩ F = X ∩ F} for some finite
set F ⊂ A is a standard neighbourhood of X in P(A). Note that for
uncountable sets A the resulting space is not metrizable and if |A| > c,
where c denotes the cardinality of R, this space is also not separable. If
we take the symmetric difference ‘4’ as the group operation on P(A)
we have made P(A) into a topological group.
Now that we have a topology on P(A) we can speak of lower
semi-continuous submeasures. We state the definition of lower semi-
continuity for arbitrary functions. We write Rˆ for the compactification
[−∞,∞] of R.
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Definition 1.1.8. Let Z be a space. A function f : Z → Rˆ is called
lower semi-continuous (abbreviated LSC) if f−1
(
(t,∞]) is open in Z
for every t ∈ R.
It is easily checked that for a first countable space space Z the
function f : Z → Rˆ is LSC if and only if for every convergent sequence
(zn)n∈ω in Z we have f(limn→∞ zn) ≤ lim infn→∞ f(zn). When we speak
of an LSC submeasure ϕ on A we mean that ϕ as a function from P(A)
to [0,∞] is LSC with respect to the product topology on P(A). We
will also (more correctly) say that ϕ is LSC on P(A) in this case. We
introduce some notation. If f : W → Z is a function and V ⊂ W we
denote by fV the restriction of f to V . It is not difficult to show that
every submeasure ϕ is an LSC function on Exh(ϕ), by which we mean
that ϕExh(ϕ) : Exh(ϕ) → [0,∞) is an LSC function with respect to
the topology that Exh(ϕ) inherits from P(A). We shall simply refer to
this topology as the ‘product topology’.
Lemma 1.1.9. Let ϕ be a submeasure on a set A. Then ϕ is an LSC
function on Exh(ϕ).
Proof. Take t ∈ [0,∞). We have to show that U = {X ∈ Exh(ϕ) :
ϕ(X) > t} is open in Exh(ϕ) with the product topology. Let X ∈ U
and put δ = ϕ(X)− t, so δ > 0. By definition of Exh(ϕ) we can find a
finite subset F of X such that ϕ(X \ F ) < δ. With the subadditivity
of ϕ it follows that
ϕ(X ∩ F ) ≥ ϕ(X)− ϕ(X \ F )
> ϕ(X)− δ
= t.
Consider the neighbourhood V = {Y ∈ Exh(ϕ) : Y ∩F = X ∩F} of X
in Exh(ϕ). It follows from the monotonicity of ϕ that for all Y ∈ V we
have ϕ(Y ) ≥ ϕ(Y ∩ F ) = ϕ(X ∩ F ) > t. This means that X ∈ V ⊂ U
and we conclude that U is indeed open in Exh(ϕ).
If |A| > ω and (xα)α∈A is a sequence of nonnegative numbers we
define the sum of all the numbers xα, in analogy with the definition of
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countable infinite sums, as
∑
α∈A
xα = sup
{∑
α∈I
xα : I ⊂ A and |I| < ω
}
.
We make the following observation.
Lemma 1.1.10. Let ϕ be an LSC submeasure on a set A. Then we
have
sup
x∈X
ϕ({x}) ≤ ϕ(X) ≤
∑
x∈X
ϕ({x})
for all X ⊂ A.
Proof. Take X ⊂ A. It follows immediately from the monotonic-
ity of ϕ that supx∈X ϕ({x}) ≤ ϕ(X), so it is left to show that
ϕ(X) ≤∑x∈X ϕ({x}). If ∑x∈X ϕ({x}) = ∞ there is nothing to prove,
so suppose that
∑
x∈X ϕ({x}) < ∞. This means that |X| ≤ ω by
property (b) of Definition 1.1.1. If |X| < ω, then it follows easily
from the subadditivity of ϕ that ϕ(X) ≤ ∑x∈X ϕ({x}). If |X| = ω
we can find an enumeration X = {x1, x2, . . .}. Define for n ∈ N the
set Xn ⊂ X as Xn = {x1, . . . , xn}. Note that limn→∞Xn = X in
P(A). The lower semi-continuity and monotonicity of ϕ imply that
ϕ(X) = limn→∞ ϕ(Xn). The result now follows from the subadditivity
of ϕ.
For LSC measures we can derive a stronger result.
Lemma 1.1.11. Let ϕ be an LSC measure on a set A. Then we have
sup
x∈X
ϕ({x}) ≤ ϕ(X) =
∑
x∈X
ϕ({x})
for all X ⊂ A.
Proof. Suppose that
∑
x∈X ϕ({x}) = ∞. We show that in this case
ϕ(X) = ∞. The lemma then follows from the proof of Lemma 1.1.10,
with the difference that we can use the additivity of ϕ to get equalities
rather than inequalities. Take an n ∈ N. We can find a finite set F ⊂ X
such that ϕ(F ) =
∑
x∈F ϕ({x}) > n. Since ϕ is monotone we see that
ϕ(X) ≥ ϕ(F ) > n. We conclude that ϕ(X) = ∞.
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Together with Lemma 1.1.5 this lemma implies the following result.
Lemma 1.1.12. Let ϕ be an LSC measure on a set A. Then we have
Exh(ϕ) = Fin(ϕ).
1.1.3 Dimension theory
We briefly discuss some notions from dimension theory. The main rea-
son for this is that in Chapter 4 we study submeasures on uncountable
cardinals where we equip the corresponding exhaustive ideals with a
metric topology that is no longer separable. For nonseparable metric
spaces the three dimension functions dim, ind and Ind no longer coin-
cide as they do for separable metrizable spaces. Our main references for
dimension theory are Chapter 7 of Engelking [19] and Engelking
[18]. In particular the definitions of the covering dimension dim, the
small inductive dimension ind and the large inductive dimension Ind
can be found there. The notion of dimension that we will use for the
nonseparable metric ideals in Chapter 4 is the small inductive dimen-
sion ind. For completeness sake we state the definition of ind here.
Definition 1.1.13. Let X be a regular space and let n ∈ ω. We say
that
indX = −1 ⇔ X = ∅;
indX ≤ n ⇔ for every x ∈ X and every neighbourhood U
of x there is an open neighbourhood V of x
with V ⊂ U such that ind ∂V ≤ n− 1;
indX = n ⇔ indX ≤ n and indX 6≤ n− 1;
indX = ∞ ⇔ indX 6≤ n for any n.
The small inductive dimension ind is also called the Menger-
Urysohn dimension. The reason that we choose the dimension ind for
the nonseparable metric ideals in Chapter 4 is that we are interested in
the question whether these spaces have a basis consisting of clopen sets.
For a nonempty space X this question is easily seen to be equivalent
with asking whether indX = 0.
Definition 1.1.14. A regular space X is called zero-dimensional if
indX = 0.
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1.2 Erdo˝s spaces and almost zero-dimensionality
In this section we assume all spaces to be separable and metrizable.
Remember that Rˆ denotes the compactification [−∞,∞] of R. The two
most important spaces in this thesis are Erdo˝s space E and complete
Erdo˝s space Ec. We introduce these spaces in `
2 but we will consider
`p-spaces for an arbitrary real number p ≥ 1 as well. For such a number
p the Banach space `p consists of all sequences z = (z0, z1, . . .) ∈ Rω
such that
∑∞
n=0 |zn|p < ∞. The topology on `p is generated by the
p-norm ‖z‖p =
(∑∞
n=0 |zn|p
)1/p
.
We have the following important result about convergence in `p.
Proposition 1.2.1. Let p ≥ 1 and suppose that (x(n))
n
is a sequence
in `p and x ∈ `p. Then the following statements are equivalent:
(a) limn→∞ x(n) = x in `p;
(b) limn→∞ ‖x(n)‖p = ‖x‖p and for every i ∈ ω, limn→∞ x(n)i = xi.
Proof. First we show that (a) ⇒ (b). The triangle inequality for
‖ · ‖p directly implies that
∣∣‖x(n)‖p−‖x‖p∣∣ ≤ ‖x(n)− x‖p, from which
it follows that limn→∞ ‖x(n)‖p = ‖x‖p. That limn→∞ x(n)i = xi for
every i ∈ ω is a triviality.
Now we prove that (b) ⇒ (a). Let ε > 0. As x ∈ `p we can find an
m ∈ ω such that
∞∑
i=m+1
|xi|p < 1
8
(ε
2
)p
. (1.2)
Furthermore, we can choose an N ∈ ω such that for every n ≥ N
we have the following three inequalities:∣∣∣‖x(n)‖pp − ‖x‖pp∣∣∣ < 18 (ε2)p , (1.3)
m∑
i=0
|x(n)i − xi|p < ε
p
2
, and (1.4)
m∑
i=0
∣∣∣|x(n)i|p − |xi|p∣∣∣ < 1
8
(ε
2
)p
. (1.5)
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Since
∞∑
i=m+1
|x(n)i|p −
∞∑
i=m+1
|xi|p = ‖x(n)‖pp −
m∑
i=0
|x(n)i|p +
m∑
i=0
|xi|p − ‖x‖pp,
we find with the triangle inequality, (1.3), and (1.5) that for all n ≥ N
we have∣∣∣ ∞∑
i=m+1
|x(n)i|p −
∞∑
i=m+1
|xi|p
∣∣∣ < 1
8
(ε
2
)p
+
m∑
i=0
∣∣∣|x(n)i|p − |xi|p∣∣∣
<
1
4
(ε
2
)p
.
This implies with (1.2) that
∞∑
i=m+1
|x(n)i|p < 3
8
(ε
2
)p
for all n ≥ N .
Using this inequality together with (1.2) and (1.4) we find for every
n ≥ N that
‖x(n)− x‖pp =
m∑
i=0
|x(n)i − xi|p +
∞∑
i=m+1
|x(n)i − xi|p
≤
m∑
i=0
|x(n)i − xi|p +
∞∑
i=m+1
(
2 max{|x(n)i|, |xi|}
)p
≤
m∑
i=0
|x(n)i − xi|p + 2p
∞∑
i=m+1
|x(n)i|p + 2p
∞∑
i=m+1
|xi|p
<
εp
2
+
3 εp
8
+
εp
8
= εp
and hence ‖x(n)− x‖p < ε if n ≥ N .
This proposition shows that the norm topology on `p is the weakest
topology that contains the product topology inherited from Rω and
that makes the norm function continuous. Since the product topology
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is generated by the coordinate projections x 7→ xn, another way to say
this is that the norm topology on `p is the weakest topology that makes
all the coordinate projections on `p and the norm function continuous.
This means precisely that ‖ · ‖p is a Kadec norm for the coordinate
projections on `p: a norm | · | on `p is called a Kadec norm for the
coordinate projections on `p if it is topologically equivalent to ‖ · ‖p
and if it has the property that the norm topology on `p is the weakest
topology that makes all the coordinate projections and the function | · |
continuous, see Bessaga and Pe lczyn´ski [3, Chapter VI, §3]. We
extend the p-norm over Rˆω by putting ‖z‖p = ∞ for each z ∈ Rˆω \ `p.
Observe that the norm as a function from Rˆω to [0,∞] is not continuous
because the norm topology on `p is much stronger than the product
topology on `p. The norm function is however an LSC function on Rˆω.
Lemma 1.2.2. Let p ≥ 1. Every closed ball {x ∈ `p : ‖x‖p ≤ t} for
t > 0 is a closed subset of Rˆω.
Proof. Take p ≥ 1. Let t > 0 and suppose that x ∈ Rˆω is such
that ‖x‖p > t. Then we can find an m ∈ ω such that
∑m
i=0 |xi|p > tp.
Since this sum is a continuous function of the vector (x0, . . . , xm) we
can find a δ > 0 such that
∑m
i=0 |yi|p > tp whenever |xi − yi| < δ for
0 ≤ i ≤ m. Consider the basic open neighbourhood U of x with respect
to the product topology on Rˆω given by
U = {y ∈ Rˆω : |xi − yi| < δ for 0 ≤ i ≤ m}.
Clearly, ‖y‖p > t for all y ∈ U .
With Proposition 1.2.1 and Lemma 1.2.2 we see that we can also
describe the norm topology on `p as the topology that is generated by
the product topology together with the sets {z ∈ `p : ‖z‖p < t} for
t > 0. We note here that Bessaga and Pe lczyn´ski [3, p.176] showed
that the lower semi-continuity of ‖ · ‖p with respect to the product
topology on `p already follows from the fact that the p-norm is a Kadec
norm for the coordinate projections on `p.
We define Erdo˝s space
E = {x ∈ `2 : xn ∈ Q for all n ∈ ω},
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and complete Erdo˝s space
Ec = {x ∈ `2 : xn ∈ {0} ∪ {1/m : m ∈ N} for all n ∈ ω}.
Let T be the zero-dimensional topology that E inherits from Qω.
We noted that T is weaker than the norm topology so we have that the
clopen sets separate the points of E, that is, E is totally disconnected.
It follows from Proposition 1.2.1 that the graph of the norm function,
when seen as a function from
(
E,T
)
to R+, is homeomorphic to E.
This means that we can informally think of E as a ‘zero-dimensional
space with some LSC function declared continuous’. Of course, the
same holds true for Ec.
We point out the following connection between the two topologies
on E. It follows from Lemma 1.2.2 that every closed ε-ball in E is also
closed in the zero-dimensional spaceQω. This means that every point in
E has arbitrarily small neighbourhoods which are intersections of clopen
sets. Clearly, Lemma 1.2.2 also implies that every closed ε-ball in Ec is
also closed in the zero-dimensional space ({0} ∪ {1/m : m ∈ N})ω.
Definition 1.2.3. A subset A of a space X is called a C-set in X if
A can be written as an intersection of clopen subsets of X. A space is
called almost zero-dimensional if every point of the space has a neigh-
bourhood basis consisting of C-sets of the space. If Z is a set that
contains X then we say that a (separable metric) topology T on Z wit-
nesses the almost zero-dimensionality of X if dim (Z,T) ≤ 0, O ∩X is
open in X for each O ∈ T, and every point of X has a neighbourhood
basis in X consisting of sets that are closed in (Z,T). We will also say
that the space (Z,T) is a witness to the almost zero-dimensionality of
X.
Thus E and Ec are almost zero-dimensional spaces. The space Qω is
a witness to the almost zero-dimensionality of E and the space ({0} ∪
{1/m : m ∈ N})ω is a witness to the almost zero-dimensionality of Ec.
More generally, if ϕ : Z → R is an LSC function with a zero-dimensional
domain then it follows easily that Z is a witness to the almost zero-
dimensionality of the graph of ϕ. Clearly, a space X is almost zero-
dimensional if and only if there is a topology on X witnessing this fact,
see [11, Remark 2.4]. Oversteegen and Tymchatyn [26] proved
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that every almost zero-dimensional space is at most one-dimensional;
see also Levin and Pol [23] and Abry and Dijkstra [1].
In fact, Erdo˝s [20] proved that both E and Ec are one-dimensional.
This result together with the obvious fact that both spaces are home-
omorphic to their squares make these spaces important examples in
Dimension Theory. The spaces E, Ec, and also E
ω
c were characterized
by Dijkstra and van Mill [11, 9, 10] and Dijkstra [8].
The following definition is of importance for the topological char-
acterizations of E and Ec. We state it here in view of Theorem 1.2.5,
which plays a central role in Chapter 3.
Definition 1.2.4. Let X be a space and let A be a collection of subsets
of X. The space X is called A-cohesive if every point of the space has a
neighbourhood that does not contain nonempty clopen subsets of any
element of A. If a space X is {X}-cohesive then we simply call X
cohesive.
Take p ≥ 1. A subset A of `p is called bounded if it is bounded in
norm, that is, if there is an M ∈ N such that ‖a‖p ≤M for all a ∈ A. If
A is not bounded we call it an unbounded set. Note that A is bounded
if and only if diamA < ∞. As a generalization of the construction of
E and Ec, consider a fixed sequence E0, E1, E2, . . . of subsets of R and
let
E = {z ∈ `p : zn ∈ En for every n ∈ ω}.
In Chapter 3 we will generalize this construction even further and there
we will also give a generalization of the following result of Dijkstra
[5, Theorem 1].
Theorem 1.2.5. Assume that E is not empty and that every En is
zero-dimensional. For each ε > 0 we let η(ε) ∈ Rω be given by
η(ε)n = sup{|a| : a ∈ En ∩ [−ε, ε]},
where sup ∅ = 0. The following statements are equivalent:
(1) ‖η(ε)‖p = ∞ for each ε > 0;
(2) there exists an x ∈∏∞n=0En with ‖x‖p = ∞ and limn→∞ xn = 0;
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(3) every nonempty clopen subset of E is unbounded;
(4) E is cohesive ; and
(5) dim E > 0.
Note that under the conditions of this theorem the space E is almost
zero-dimensional: the product space
∏∞
n=0En is a witness to the almost
zero-dimensionality of E. Since Oversteegen and Tymchatyn proved
that every almost zero-dimensional space is at most one-dimensional,
we might as well write dim E = 1 in condition (5). This can also be
derived from Proposition 1.2.1, which states that the graph of the norm
function when seen as a function from `p with the product topology
inherited from Rω to R, is homeomorphic to the Banach space `p. We
see then that the norm topology on spheres Sε(a) = {x ∈ `p : ‖x−a‖ =
ε}, for ε > 0 and a ∈ `p, coincides with the product topology. This
implies that the spheres in E are zero-dimensional if the sets En are
zero-dimensional. It follows from Definition 1.1.13 and the fact that
ind E = dim E (see Engelking [18, Theorem 1.7.7]) that dim E ≤ 1 in
that case.
Recall that if A0, A1, . . . is a sequence of subsets of a space X then
lim supn→∞An =
⋂∞
n=0
⋃∞
k=nAk. A point x in a topological space X
is called a cluster point of a set A ⊂ X if x ∈ A \ {x}. The following
sufficient condition for dim E 6= 0 by Dijkstra [5, Corollary 2] is a
useful one because it is easily tested.
Corollary 1.2.6. If 0 is a cluster point of lim supn→∞En then every
nonempty clopen subset of E is unbounded (and hence dim E 6= 0).
For example, this corollary immediately implies that E and Ec are
cohesive spaces and hence dim E = dim Ec = 1 since we already know
that they are at most one-dimensional. The following theorem is a
result by Dijkstra [5, Theorem 3].
Theorem 1.2.7. If every set En is closed in R, then E is homeomorphic
to complete Erdo˝s space if and only if dim E > 0 and every En is zero-
dimensional.
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Consider for example the case that En = {0, 1/(n + 1)} for
n ∈ ω. It follows from Theorem 1.2.5 and the well-known fact that∑∞
n=0 1/(n+ 1) = ∞ that dimE > 0, so we can apply Theorem 1.2.7 to
see that E is homeomorphic to Ec. Dijkstra [5] refers to this minimal
representation of Ec as the harmonic Erdo˝s space. In Chapter 3 we give
a generalization of Theorem 1.2.7 in Theorem 3.5.3.
1.3 Topological characterizations of Erdo˝s space
Of great importance in this thesis are the aforementioned topological
characterizations of E that can be found in Dijkstra and van Mill
[9, 11]. As these characterizations are deep results we already state
them here, so that the reader can get acquainted with them in this
early stage. Before we can formulate these characterizations we need
to introduce some new notions. The following definitions are taken from
Dijkstra and van Mill [11]. In this section we assume all spaces to
be separable and metrizable.
Definition 1.3.1. If A is a nonempty set then A<ω denotes the set
of all finite strings of elements of A, including the null string λ. If
s ∈ A<ω then |s| denotes its length. In this context the set A is called
an alphabet. Let Aω denote the set of all infinite strings of elements of
A. If s ∈ A<ω and σ ∈ A<ω ∪ Aω then we put s ≺ σ if s is an initial
substring of σ, that is, there is a τ ∈ A<ω ∪ Aω with saτ = σ, where
a denotes concatenation of strings. If σ ∈ A<ω ∪ Aω and k ∈ ω then
σk ∈ A<ω is characterized by σk ≺ σ and |σk| = k.
Definition 1.3.2. A tree T on an alphabet A is a subset of A<ω that
is closed under initial segments, i.e. if s ∈ T and t ≺ s then t ∈ T . An
infinite branch of T is an element σ of Aω such that σk ∈ T for every
k ∈ ω. The body of T , written as [T ] is the set of all infinite branches of
T . If s, t ∈ T are such that s ≺ t and |t| = |s|+ 1 then we say that t is
an immediate successor of s and succ(s) denotes the set of immediate
successors of s in T .
If (Xn)n∈ω is a sequence of subsets of a space X and x ∈ X, we say
that the sequence (Xn)n converges to x if for every neighbourhood U
of x almost all sets Xn are contained in U , that is, there is an N ∈ ω
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such that Xn ⊂ U for all n ≥ N . We can now introduce the concept of
an anchor .
Definition 1.3.3. Let T be a tree and let (Xs)s∈T be a system of
subsets of a space X such that Xt ⊂ Xs whenever s ≺ t. A subset A
of X is called an anchor for (Xs)s∈T in X if for every σ ∈ [T ] we have
Xσk ∩ A = ∅ for some k ∈ ω or the sequence Xσ0, Xσ1, . . . converges
to a point in X.
Thus the anchor A has the property that for every sequence that
is generated by an element of [T ], if it is attached to A, then it must
converge to a point in the space.
Example 1.3.4. As noted in §1.2, the space Qω is a witness to the
almost zero-dimensionality of E. Let T be the topology that E inherits
from Qω. Put T = Q<ω and let for s = q0 . . . qk−1 ∈ T , with k ∈ ω, the
closed subset Qωs of Qω be given by
Qωs = {x ∈ Qω : xi = qi for 0 ≤ i < k}.
Put Es = Qωs ∩E for s ∈ T and let B be a bounded subset of E. We show
that B is an anchor for (Es)s∈T in (E,T). Let σ = (q0, q1, . . .) ∈ [T ] be
such that Eσk ∩ B 6= ∅ for all k ∈ ω. It is clear that Eσk converges
to the point σ ∈ Qω in the product topology of Qω, hence it suffices
to show that σ ∈ E. Since B is bounded there is an M ∈ N such that
B ⊂ {x ∈ Qω : ‖x‖ ≤ M} and because Eσk ∩ B 6= ∅ for all k ∈ ω this
means that ‖(q0, q1, . . . , qk−1, 0, 0, . . .)‖ ≤ M for all k ≥ 0. Since the
norm function is LSC on Qω we have
‖σ‖ = lim
k→∞
‖(q0, q1, . . . , qk−1, 0, 0, . . .)‖ ≤M,
so σ ∈ E.
Dijkstra and van Mill [11, Theorem 8.13] proved the following
characterization of E.
Theorem 1.3.5. A nonempty space E is homeomorphic to E if and
only if there exists a topology T on E that witnesses the almost zero-
dimensionality of E and there exist a nonempty tree T over a countable
set and subspaces Es of E that are closed with respect to T for each
s ∈ T such that:
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(1) Eλ = E and Es =
⋃{Et : t ∈ succ(s)} whenever s ∈ T ;
(2) each x ∈ E has a neighbourhood U that is an anchor for (Es)s∈T
in
(
E,T
)
;
(3) for each s ∈ T and t ∈ succ(s) the set Et is nowhere dense in Es;
and
(4) E is {Es : s ∈ T}-cohesive.
We show that E satisfies the conditions of Theorem 1.3.5. Let the
topology T on E, the tree T , and the subspaces Es ⊂ E for s ∈ T be
as in Example 1.3.4. It is clear that Es is closed in (E,T) for all s ∈ T
and conditions (1) and (3) are easily seen to be satisfied. Furthermore,
it follows from Example 1.3.4 that every bounded neighbourhood of
a point x ∈ E is an anchor for (Es)s∈T in (E,T), so condition (2)
is satisfied. Finally, as noted before, it follows from Corollary 1.2.6
that every nonempty clopen subset of Es is unbounded. This means
that a bounded neighbourhood of a point x ∈ E also does not contain
nonempty clopen subsets of any space Es, hence condition (4) is satisfied
as well.
A topology T on a space Z is called an Fσδ-topology on Z if (Z,T)
is an (absolute) Fσδ-space. In [11, Theorem 8.13] Dijkstra and van Mill
also give the following topological characterization of E.
Theorem 1.3.6. A nonempty space E is homeomorphic to E if and
only if there exists an Fσδ-topology T on E that witnesses the almost
zero-dimensionality of E and there exist a nonempty tree T over a
countable set and subspaces Es of E that are closed with respect to T
for each s ∈ T \ {λ} such that
(1′) Eλ is dense in E and Es =
⋃{Et : t ∈ succ(s)} whenever s ∈ T ;
(2′) each x ∈ E has a neighbourhood U that is an anchor for (Es)s∈T
in
(
E,T
)
;
(3′) for each s ∈ T \ λ and t ∈ succ(s) the set Et is nowhere dense in
Es;
(4′) E is {Es : s ∈ T}-cohesive; and
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(5′) E can be written as a countable union of nowhere dense subsets
that are closed with respect to T.
As an illustration we show that E satisfies the conditions of Theo-
rem 1.3.6. Again, let T be the product topology that E inherits from
Qω, put T = Q<ω and let Es for s ∈ T be as defined in Example 1.3.4.
We already showed after Theorem 1.3.5 that with these choices for the
topology T on E, the tree T and the subspaces Es ⊂ E, the conditions
of Theorem 1.3.5 are satisfied. This immediately implies that E sat-
isfies conditions (1′)–(5′) of Theorem 1.3.6. Furthermore, since Q is a
σ-compact space, it is easy to see that Qω is an absolute Fσδ-space.
Noting that E is an Fσ subset of Qω, we see that T is indeed an Fσδ-
topology on E. This shows that E satisfies Theorem 1.3.6.
At first glance there appears to be not much difference between
Theorem 1.3.5 and Theorem 1.3.6. However, this is an false impres-
sion. When we want to apply Theorem 1.3.5 to prove that a space E
is homeomorphic to E, condition (1) requires us to construct a strat-
ification of the entire space, whereas condition (1′) of Theorem 1.3.6
requires only a stratification of a dense subset of E. This can make life
considerably easier. Consider for example the case that the space E,
which is possibly homeomorphic to E, is a topological group. Then we
need only three things to satisfy Theorem 1.3.6: an Fσδ witness topol-
ogy T with the property that group translations are homeomorphisms
with respect to T, the first category property (5′), and a suitable closed
imbedding of E in E. For if we have a copy E of E in E of the right
type which means in particular that the imbedding is also closed rela-
tive to the respective witness topologies, then we can obtain the dense
stratified set Eλ by simply multiplying E with a countable dense subset
of the group E. This strategy is used by Dijkstra and van Mill [11,
Chapter 10] to classify homeomorphism groups and here we will use it
to prove Theorem 2.4.1. This theorem states that for n ∈ N\{3} certain
homeomorphism groups of Mn+1n , the n-dimensional Menger continuum
in Rn+1 (see Engelking [18, §1.11]), also known as the n-dimensional
Sierpin´ski carpet, are homeomorphic to E. The proof of this theorem is
based on the proof of [11, Theorem 10.4] where Dijkstra and van Mill
derive a similar result for the universal Menger continuum of dimen-
sion m ∈ N (see Engelking [18, §1.11]). The suitable imbeddings of
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Erdo˝s space in the homeomorphism groups mentioned in Theorem 2.4.1
come from the imbedding of a copy of Ec in the space H(M
n+1
n ), for
n ∈ N \ {3}, constructed by Dijkstra [7, Theorem 5]. In this ar-
ticle Dijkstra uses this imbedding to show that dim H(Mn+1n ) = 1 if
n ∈ N \ {3}.

Chapter 2
Homeomorphism groups of Sierpin´ski
carpets and Erdo˝s space
2.1 Introduction
In this chapter we will study certain homeomorphism groups of
Sierpin´ski carpets. Remember that for a locally compact space X we
equip the group of autohomeomorphisms H(X) of X with the compact-
open topology. For a subset A of X we letH(X,A) denote the subgroup
{h ∈ H(X) : h(A) = A} of H(X).
Let D be a countable dense subset of a locally compact space X.
Dijkstra and van Mill [11] showed that if X contains a nonempty
open subset homeomorphic to Rn for n ≥ 2, an open subset of the
Hilbert cube , or an open subset of some universal Menger continuum
µn for n ∈ N, then H(X,D) is homeomorphic to E. In line with these
results we consider the topological group H(Mn+1n , D) for n ∈ N. Here
Mn+1n is the n-dimensional Menger continuum in Rn+1, also known as
the n-dimensional Sierpin´ski carpet, and D is a countable dense subset
of Mn+1n . In our main result of this chapter, Theorem 2.4.1, we show
that under some appropriate conditions on D we have thatH(Mn+1n , D)
is homeomorphic to E for n ∈ N \ {3}. The proof of this result is based
on the proof of [11, Theorem 10.4] where Dijkstra and van Mill use
one of their their characterizations of E to deal with the µn case. We
also heavily rely on Dijkstra [7, §5] where it is shown that there are
closed imbeddings of Ec in the space H(M
n+1
n ), if n ∈ N \ {3}. The
main complication is that Mn+1n is, in contrast to the n-dimensional
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universal Menger continuum considered by Dijkstra and van Mill in
[11, Theorem 10.4], not homogeneous. Unless stated otherwise every
space is separable and metrizable in this chapter.
2.2 Preliminaries
Let R+ = [0,∞). We shall use a number of compactifications of Rm.
Let Sm denote the one-point compactification of Rm. Remember that
Rˆ denotes the compactification [−∞,∞] of R. We use the convention
that ±∞ + t = ±∞ when t ∈ R. This extends the addition operation
on Rm to a continuous function from Rˆm×Rm to Rˆm. Let pii : Rˆm → Rˆ
for i ∈ ω be the coordinate projection given by pii(x) = xi. An m-cell
is any space that is homeomorphic to Im, where I = [0, 1]. Finally, if
m ≥ 2, we let Qm stand for the quotient space obtained from Rˆm by
identifying the faces {x ∈ Rˆm : x2 = ∞} and {x ∈ Rˆm : x2 = −∞}
to the points α and β, respectively. Note that Qm is like Rm an m-cell
that compactifies Rm.
Recall that for a compact space X the compact-open topology on
H(X) coincides with the topology of uniform convergence. We write
eX for the identity element of H(X). If O is an open subset of X then
we say that h ∈ H(X) is supported on O if h is equal to the identity
on X \O, i.e. if h(X \O) = eX\O. We write HO(X) for the subgroup
of H(X) consisting of all homeomorphisms of X that are supported on
O, so HO(X) = {h ∈ H(X) : h(X \O) = eX\O}. Furthermore, we let
HO(X,A) denote the subgroup HO(X) ∩H(X,A) of H(X).
We will now recall the construction of the n-dimensional Menger
continuum Mmn in Rm for n,m ∈ N with n < m. Start with the cube
C0 = I
m and divide it into 3m congruent subcubes. The n-skeleton
of C0 is the union of all faces of C0 which have dimension at most n.
The space C1 is the subspace of C0 obtained by taking the union of all
the subcubes that meet the n-skeleton of C0. Repeat this process on
each of the cubes that make up C1 and so on. In this way we obtain a
sequence C0 ⊃ C1 ⊃ C2 . . . and we put Mmn =
⋂∞
i=0Ci. See Engelking
[18, §1.11] for details.
Let X be a compact metrizable space. A sequence (An)n∈ω of sub-
sets of X is called a null sequence if limn→∞ diamAn = 0. Note that
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this is a valid definition, that is, it does not depend on the chosen met-
ric for X, because of the well known result that any two compatible
metrics on a compact space are uniformly equivalent.
We give the definition of an n-dimensional Sierpin´ski carpet.
Definition 2.2.1. Let n ∈ N. A nowhere dense subset X of Sn+1 is
called an n-dimensional Sierpin´ski carpet if the collection of components
{Ui : i ∈ N} of Sn+1 \X forms a null sequence such that the closures
of the Ui’s are a pairwise disjoint collection and every S
n+1 \ Ui is an
(n+ 1)-cell.
The Menger continuum Mn+1n is a standard example of an n-
dimensional Sierpin´ski carpet. The following characterization theorem
is due to Whyburn [30] (for n = 1) and Cannon [4] (for n ≥ 2).
Theorem 2.2.2. Let X and Y be two n-dimensional Sierpin´ski carpets
for n ∈ N\{3} and let U and V be components of Sn+1\X and Sn+1\Y ,
respectively. If h is a homeomorphism from the boundary of U to the
boundary of V , then h can be extended to a homeomorphism from X to
Y .
Remark 2.2.3. In Theorem 2.2.2, let S and T be components of Sn+1\
X and Sn+1 \Y , respectively, such that S 6= U and T 6= V . The proofs
of Lemma 1 and Theorem 1 in Cannon [4] together with the Annulus
Theorem ([4]), which enables one to control where the boundary of a
component of Sn+1 \X is mapped to, yield that we can extend h to a
homeomorphism h : X → Y in such a way that h(∂S) = ∂ T .
Definition 2.2.4. A point x of an n-dimensional Sierpin´ski carpet X
is called a boundary point of X if it lies on a non-separating copy S of
Sn in X, that is, X \ S is connected. If x is not a boundary point we
call it an interior point of X.
Using the notation of Definition 2.2.1, it follows easily from the
generalized Jordan curve theorem, see Munkres [25, Theorem 36.3],
that x is a boundary point of X if and only if x ∈ ⋃∞i=1 ∂Ui. Note
that these definitions of boundary point and interior point of X do not
coincide with the usual meaning of these notions since Int(X) = ∅.
We have that boundary points and interior points are two topologically
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different types of points in X, both of which are represented in X.
This means that X is not homogeneous. It is well known that these
points are topologically the only two different types of points in X if
dimX 6= 3, cf. Theorem 2.2.2 and Lemma 2.2.6.
Lemma 2.2.5. Let n ∈ N \ {3} and suppose that x ∈ ∂U , where U is
a component of Sn+1 \Mn+1n . Then there is a local basis Bx at x such
that for every B ∈ Bx and every y ∈ B∩∂U there is a homeomorphism
h of Mn+1n with h(x) = y that is supported on B.
Proof. Take n ∈ N \ {3} and note that it follows from Theorem 2.2.2
and the homogeneity of Sn that all boundary points of Mn+1n are topo-
logically equivalent. Therefore, it is enough to consider the boundary
point x = (0, 0, . . . , 0) ∈ ∂(In+1), where ∂(In+1) is the boundary of the
unbounded component of Rn+1 \Mn+1n . For Bx we take the collection{
Bi : i ∈ ω
}
, where Bi = M
n+1
n ∩ [0, 3−i)n+1. Now take i ∈ ω and
a point y ∈ Bi ∩ ∂In+1. If y = x then the identity map on Mn+1n
is obviously a homeomorphism that satisfies the requirements of the
lemma, so we suppose that y 6= x. The closure of Bi in Mn+1n is the
space Ci = M
n+1
n ∩[0, 3−i]n+1, so Ci = 3−iMn+1n , which means that Ci is
again an n-dimensional Sierpin´ski carpet. Note that Di = ∂
(
[0, 3−i]n+1
)
is the boundary of the unbounded component of Rn+1\Ci. Since Bi∩Di
is open and connected in Di and Di is homeomorphic to S
n, the space
Bi∩Di is path connected and we can use the strong local homogeneity
of Sn to see that there is a homeomorphism gi : Di → Di with gi(x) = y
and that is supported on Bi ∩Di. By Theorem 2.2.2 we can extend gi
to a homeomorphism gi of Ci. If we now define hi : M
n+1
n →Mn+1n by
hi(x) =
{
gi(x), if x ∈ Ci;
x, if x /∈ Ci,
then hi is as required.
We want to derive a similar result for the interior points of Mn+1n
with n ∈ N\{3}. For this we use the following lemma. Remember that
∂(In+1) is the boundary of the unbounded component of Rn+1 \Mn+1n .
Lemma 2.2.6. Let n ∈ N \ {3} and let x and y be interior points
of Mn+1n . Then there is a homeomorphism h : M
n+1
n → Mn+1n with
h(x) = y and h∂(In+1) = e∂(In+1).
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Proof. If x = y we can take h = eMn+1n , so suppose that x 6= y.
Clearly, we can find quotient mappings qx, qy : Rn+1 → Rn+1 with
q−1x ({x}) = q−1y ({y}) = In+1 and such that qx : Rn+1\In+1 → Rn+1\{x}
and qy : Rn+1 \ In+1 → Rn+1 \ {y} are homeomorphisms. Then
q−1x (M
n+1
n ) \ Int In+1 and q−1y (Mn+1n ) \ Int In+1 are Sierpin´ski carpets
and we denote them by Sx and Sy, respectively.
Let Bx, respectively By, be the boundary of the unbounded com-
ponent of Rn+1 \ Sx, respectively Rn+1 \ Sy. So Bx = q−1x (∂In+1) and
By = q
−1
y (∂I
n+1). Note that g = (q−1y ◦ qx)Bx is a homeomorphism
from Bx to By such that qy ◦ g = qxBx. It follows from Remark
2.2.3 that we can extend g to a homeomorphism g : Sx → Sy such that
g(∂In+1) = ∂In+1.
Now define the function h : Mn+1n →Mn+1n by
h(z) =
{
y, if z = x;(
qy ◦ g ◦ q−1x
)
(z), if z 6= x.
It is easy to see that h is a bijection such that h◦qx = qy◦g. Since qx is a
quotient mapping and qy ◦ g is continuous the function h is continuous.
By compactness of Mn+1n we see that h is a homeomorphism.
Take z ∈ ∂(In+1). Then q−1x (z) ∈ Bx and since g is an extension of
g we see that
h(z) = (qy ◦ g)(q−1x (z)) = (qy ◦ g)(q−1x (z)) = qx(q−1x (z)) = z.
This shows that h∂(In+1) = e∂(In+1), so h is as required.
Lemma 2.2.7. Let n ∈ N \ {3} and suppose that x is an interior point
of Mn+1n . Then there is a local basis Bx at x such that for every B ∈ Bx
and every interior point y of Mn+1n in B there is a homeomorphism h
of Mn+1n with h(x) = y that is supported on B.
Proof. Let x be an interior point of Mn+1n . It follows from the con-
struction of Mn+1n that x has arbitrarily small open neighbourhoods B
in Mn+1n such that B, the closure of B in M
n+1
n (or in Rn+1), is homeo-
morphic to Mn+1n and the boundary ∂B of B in M
n+1
n is the boundary
of the unbounded component of Rn+1 \ B. Let Bx be the collection of
these neighbourhoods B of x. Clearly, Bx is a local basis at x. If y is an
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interior point of Mn+1n such that y is an element of a set B ∈ Bx, then
y is an interior point of B. It follows from Lemma 2.2.6 that we can
find a homeomorphism of B that maps x onto y and that is equal to
the identity on the boundary of B in Mn+1n . This homeomorphism can
be extended to Mn+1n by taking the identity on M
n+1
n \B. We showed
that the local basis Bx at x is as required.
Lemma 2.2.8. Let O be an open subset of Mn+1n for n ∈ N \ {3} and
let D1 and D2 be countable subsets of O. Suppose that for j ∈ {1, 2} the
interior points of Mn+1n contained in Dj are dense in O and Dj∩∂Ui is
dense in ∂Ui ∩O for all i. Then there is a homeomorphism h of Mn+1n
that is supported on O and that satisfies h(D1) = D2.
Proof. This proof is similar to the proof of van Mill [24, Theorem
1.6.9]. Write D1 = D
i
1 ∪ Db1 , where Di1 is the set of all points of D1
that are interior points of Mn+1n and D
b
1 is the set of all points of D1
that are boundary points of Mn+1n . Similarly, write D2 = D
i
2 ∪ Db2 .
Let {a1, a2, . . .} and {a˜1, a˜2, . . .} be enumerations of Di1 and Db1 , re-
spectively, and let {b1, b2, . . .} and {b˜1, b˜2, . . .} be enumerations of Di2
and Db2 , respectively. Using the Inductive Convergence Criterion (see
van Mill [24, 1.6.2]) we construct a sequence (hm)m∈N of homeomor-
phisms of Mn+1n such that h = limm→∞ hm ◦ · · · ◦ h1 exists and is a
homeomorphism and such that the following conditions are satisfied:
(1) hm is supported on O for all m ∈ N;
(2) hm◦· · ·◦h1(aj) = h4j−2◦· · ·◦h1(aj) ∈ Di2 for all j and m ≥ 4j−2;
(3) (hm ◦ · · · ◦ h1)−1(bj) = (h4j−1 ◦ · · · ◦ h1)−1(bj) ∈ Di1 for all j and
m ≥ 4j − 1;
(4) hm ◦ · · · ◦ h1(a˜j) = h4j ◦ · · · ◦ h1(a˜j) ∈ Db2 for all j and m ≥ 4j;
(5) (hm ◦ · · · ◦ h1)−1(b˜j) = (h4j+1 ◦ · · · ◦ h1)−1(b˜j) ∈ Db1 for all j and
m ≥ 4j + 1.
These conditions ensure that h ∈ HO(Mn+1n ) and that h(Di1) = Di2 and
h(Db1) = D
b
2 . Put h1 = eMn+1n and assume that h1, . . . , h4j−3 are defined
for certain j ∈ N.
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If h4j−3 ◦ · · · ◦ h1(aj) ∈ Di2, take h4j−2 = eMn+1n . Otherwise, we use
Lemma 2.2.7 to find a small neighbourhood V4j−2 ⊂ O of h4j−3 ◦ · · · ◦
h1(aj) which is disjoint from the finite set
{b1, . . . , bj−1, b˜1, . . . , b˜j−1} ∪ h4j−3 ◦ · · · ◦ h1({a1, . . . , aj−1, a˜1, . . . a˜j−1})
and moreover has the property that we can map h4j−3 ◦ · · · ◦ h1(aj) to
every other interior point of Mn+1n in V4j−2 with a homeomorphism that
is supported on V4j−2. Since Di2 is dense in O we have D
i
2 ∩ V4j−2 6= ∅.
This means that we can find a homeomorphism f4j−2 ofMn+1n supported
on V4j−2 such that
f4j−2 ◦ h4j−3 ◦ · · · ◦ h1(aj) ∈ Di2.
We put h4j−2 = f4j−2.
If (h4j−2 ◦ · · · ◦ h1)−1(bj) ∈ Di1, we take h4j−1 = eMn+1n . Otherwise,
we use Lemma 2.2.7 again to find a small neighbourhood V4j−1 ⊂ O of
bj that is disjoint from the finite set
{b1, . . . , bj−1, b˜1, . . . , b˜j−1} ∪ h4j−2 ◦ · · · ◦ h1({a1, . . . , aj, a˜1, . . . a˜j−1})
and has the property that we can map bj on every other interior point of
Mn+1n in V4j−1 with a homeomorphism that is supported on V4j−1. Since
h4j−2 ◦ · · · ◦ h1(Di1) is dense in O by property (1) we know that h4j−2 ◦
· · · ◦ h1(Di1) ∩ V4j−1 6= ∅. This means that there is a homeomorphism
f4j−1 of Mn+1n supported on V4j−1 such that
f−14j−1(bj) ∈ h4j−2 ◦ · · · ◦ h1(Di1).
We put h4j−1 = f4j−1.
Using the same argumentation as above, now using Lemma 2.2.5
instead of Lemma 2.2.7, we find appropriate neighbourhoods V4j ⊂ O
and V4j+1 ⊂ O of the points h4j−1 ◦ · · · ◦h1(a˜j) and b˜j, respectively, and
homeomorphisms h4j ∈ HV4j(Mn+1n ) and h4j+1 ∈ HV4j+1(Mn+1n ), such
that
h4j ◦ h4j−1 ◦ · · · ◦ h1(a˜j) ∈ Db2 ,
and
h−14j+1(b˜j) ∈ h4j ◦ · · · ◦ h1(Db1).
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If the neighbourhoods V4j−2, V4j−1, V4j, and V4j+1 are chosen small
enough, the conditions of the Inductive Convergence Criterion are sat-
isfied.
Remark 2.2.9. It follows immediately from this lemma that if D1∩∂Ui
and D2 ∩ ∂Ui are dense in ∂Ui ∩ O for every i and D1 and D2 do not
contain any interior points of Mn+1n , there is a homeomorphism h of
Mn+1n that is supported on O that maps D1 onto D2. Similarly, if
D1 and D2 both consist entirely of interior points of M
n+1
n there is a
homeomorphism that maps D1 onto D2 which is supported on O.
We repeat Theorem 1.3.6 taken from Dijkstra and van Mill [11].
Theorem 2.2.10. A nonempty space E is homeomorphic to E if and
only if there exists an Fσδ-topology T on E that witnesses the almost
zero-dimensionality of E and there exist a nonempty tree T over a
countable set and subspaces Es of E that are closed with respect to T
for each s ∈ T \ {λ} such that
(1′) Eλ is dense in E and Es =
⋃{Et : t ∈ succ(s)} whenever s ∈ T ;
(2′) each x ∈ E has a neighbourhood U that is an anchor for (Es)s∈T
in
(
E,T
)
;
(3′) for each s ∈ T \ λ and t ∈ succ(s) the set Et is nowhere dense in
Es;
(4′) E is {Es : s ∈ T}-cohesive; and
(5′) E can be written as a countable union of nowhere dense subsets
that are closed with respect to T.
In §1.3 we showed that E satisfies the conditions of Theorem 2.2.10.
2.3 Imbedding complete Erdo˝s space
This section is based on Dijkstra [7, §5]. There it is explained how
to construct an imbedding of a particular copy of Ec in H(M
n+1
n ) if
n ∈ N \ {3}. This shows that dim H(Mn+1n ) = 1 for n ∈ N \ {3}
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because Oversteegen and Tymchatyn [26] already proved that
dim H(Mn+1n ) ≤ 1 for all n ∈ N. The reason that the case n = 3
is left out is because Theorem 2.2.2 is used in the construction of the
imbedding. Our aim here is to show the construction of this imbedding
and to prove some properties of it that will be of importance for Theo-
rem 2.4.1, our main result. However, for details one should consult [7,
§5]. We write 0 for the zero vector in Rn+1 for n ∈ N and we use the
same notation for the zero vector in Rω.
Consider the space
E2 = {z ∈ `1 : 2izi ∈ ω for all i ∈ ω}. (2.1)
It follows from Corollary 1.2.6 and Theorem 1.2.7 that E2 is homeo-
morphic to Ec. Remember that Q
m for m ≥ 2 is the quotient space
obtained from Rˆm by identifying the faces {x ∈ Rˆm : x2 = ∞} and
{x ∈ Rˆm : x2 = −∞} to the points α and β, respectively. Take
n ∈ N \ {3} and let u = (1, 0, . . .) and v = (0, 1, . . .) be unit vectors
in Rn+1. We will construct a topological copy B of Mn+1n in Qn+1 that
contains the set {0} ∪ {2−i+1u : i ∈ ω}. Then we will construct an
imbedding H : E2 → H(B) such that for each z ∈ E2 we have:
Hz(0) = ‖z‖1v and Hz(2−i+1u) = 2−i+1u+
i−1∑
i=0
zkv
for every i ∈ ω. So on the points of the set {0} ∪ {2−i+1u : i ∈ ω} the
map H is a vertical shift. We will now concentrate on constructing a
‘shear transformation’ σ that we will use to connect these vertical shifts
with each other.
Let C = [1, 2] × In be a unit cube in Rn+1. We split C into two
triangular cells:
T1 = {x ∈ C : x1 + x2 ≤ 2} and T2 = {x ∈ C : x1 + x2 ≥ 2}.
Note that D = T2∪T1 +v is also an (n+ 1)-cell and ϕ : C → D defined
by
ϕ(x) = x+ (2− x1)v
is a homeomorphism. Let S1 and S2 be n-dimensional Sierpin´ski carpets
that are obtained by deleting a suitable null sequence of open sets Ui
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from the interiors of T1 and T2, respectively. Note that K = S1 ∪ S2
and L = S2 ∪ (S1 + v) are also n-dimensional Sierpin´ski carpets such
that ∂C and ∂D are the boundaries of the unbounded components of
Rn+1 \K and Rn+1 \L, respectively. According to Theorem 2.2.2 there
is a homeomorphism σ : K → L that extends ϕ∂C. We define closed
subsets N and F of Rn+1 as follows:
N = C + {kv : k ∈ Z} = D + {kv : k ∈ Z} = [1, 2]× R× In+1
and
F = K + {kv : k ∈ Z} = L+ {kv : k ∈ Z} ⊂ N.
We can extend σ to an autohomeomorphism of F by the rule
σ(x+ kv) = σ(x) + kv
for x ∈ K and k ∈ Z. Note that if x1 = 2, then σ(x) = x and if x1 = 1,
then σ(x) = x + v. Thus the map σ is a shear transformation that
connects the identity on the ‘right face’ of F with a vertical shift by 1
unit on the ‘left’ face of F . In particular σ(2u) = 2u and σ(u) = u+ v.
Let i ∈ ω. We introduce reduced copies of N and F :
Ni = 2
−iN and Fi = 2−iF . (2.2)
We also define σi : Fi → Fi by
σi(2
−ix) = 2−iσ(x) for x ∈ F .
Note that pi1(Ni) = pi1(Fi) = [2
−i, 2−i+1]. For elements of the ‘left
and right faces’ of Fi we have: σi(x) = x whenever x1 = 2
−i+1, and
σi(x) = x+ 2
−iv whenever x1 = 2−i. Furthermore, it is easily seen that
Fi + 2
−ikv = Fi for every k ∈ Z.
For i ∈ ω and z ∈ E2 we define the following autohomeomorphism
H iz of Fi: if x ∈ Fi, then
H iz(x) = (σi)
j(x) +
i−1∑
k=0
zkv, (2.3)
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where j = 2izi. We note here that j ∈ ω and
∑i−1
k=0 zk ∈ 2−iZ by
definition of E2, which ensures that H
i
z(x) ∈ Fi. Observe that
H iz(2
−i+1u) = 2−i+1u+
i−1∑
k=0
zkv (2.4)
and
H iz(2
−iu) = 2−iu+
i∑
k=0
zkv. (2.5)
The shear transformation σi is used to connect these two translations
on opposite faces of Fi.
We now take the following unions:
A =
∞⋃
i=0
Ni and B =
∞⋃
i=0
Fi.
Let V stand for the line Rv = {0} × R × {0} × · · · × {0} in Rn+1.
We let A and B be the closures of A and B, respectively, in Qn+1.
Note that A = A ∪ V ∪ {α, β} and B = B ∪ V ∪ {α, β}. Clearly,
A0 = {x ∈ A : x2 = 0} is an n-cell and A is obtained from A0 by
identifying the faces A0×{−∞} and A0×{∞} in A0× Rˆ to the points
α and β, respectively, in Qn+1, which means that A is an (n + 1)-cell.
We can now apply Theorem 2.2.2 to see that B is homeomorphic to
Mn+1n .
For every z ∈ E2 we define the autohomeomorphism Hz of B by
Hz =
∞⋃
i=0
H iz.
We extend Hz to an autohomeomorphism Hz of B by defining
Hz(x) =

Hz(x), if x ∈ B;
x+ ‖z‖1v, if x ∈ V ;
α, if x = α;
β, if x = β.
(2.6)
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In [7, Theorem 5] Dijkstra shows that H : E2 → H(B) is indeed an
imbedding. Observe that since H iz(x) depends only on the coordinates
z0, . . . , zi of z for fixed x the image Hz(x) depends on only finitely many
coordinates of z ∈ E2. Let p : Qn+1 → Rˆ be the continuous function
that is defined by
p(x) =

x2, if x ∈ Rˆ× R× Rˆn−1;
∞, if x = α;
−∞, if x = β.
(2.7)
We write Z2 for the space consisting of the set E2 equipped with the
zero-dimensional topology that this set inherits from the product space
Rω, that is, the topology generated by the coordinate projections. We
define the map ψ : H(B) → B C by the rule ψ(h) = hC, where C =
{2−i+1u : i ∈ ω} ∪ {α} ⊂ B. The following lemma is Remark 3 from
[7].
Lemma 2.3.1. The map ψ ◦H : Z2 → ψ(H(B)) is a closed imbedding.
Proof. It easily follows from the fact that Hz(α) = α and
Hz(2
−i+1u) = 2−i+1u +
∑i−1
k=0 zkv for z ∈ Z2 and i ∈ ω that the map
ψ ◦ H : Z2 → ψ(H(B)) is an imbedding. Let h ∈ H(B) be such that
there is a sequence z1, z2, . . . ∈ Z2 such that limj→∞HzjC = hC in
B
C
. Since 2u and α are elements of C this immediately implies that
h(2u) = 2u and h(α) = α. Combining the fact that h(α) = α with
(2.4) and (2.5) we see that for every i ∈ ω,
zi = p(h(2
−iu))− p(h(2−i+1u))
= lim
j→∞
(p(Hzj(2
−iu))− p(Hzj(2−i+1u)))
= lim
j→∞
zji
is a well defined real number. Since zji ∈ 2−iω and this set is closed in R,
we have zi ∈ 2−iω for every i ∈ ω. Note that h(0) = limi→∞ h(2−iu) ∈
[0,∞)v because h(0) 6= h(α). By definition of the zk’s we have
p(h(2−i+1u)) =
∑i−1
k=0 zk which means that
‖z‖1 = lim
i→∞
p(h(2−i+1u)) = p(h( lim
i→∞
2−i+1u)) = p(h(0)) <∞. (2.8)
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Thus z = (z0, z1, . . .) ∈ Z2 and limj→∞ zj = z in Z2. This implies that
ψ(Hz) = lim
j→∞
ψ(Hzj) = ψ(h)
and the lemma is proved.
With this result we can easily prove the following lemma.
Lemma 2.3.2. The map H : E2 → H(B) is a closed imbedding.
Proof. We already know that H : E2 → H(B) is an imbedding, see
[7, Theorem 5] for details. We now verify that it is also a closed map.
Let h ∈ H(B) be such that there is a sequence z1, z2, . . . in E2 with
limj→∞Hzj = h. This immediately implies that limj→∞HzjC = hC.
With the proof of the previous lemma it follows that there is a z ∈ E2
that is the limit of the sequence (zj)j in Z2 and with the property that
‖z‖1 = p(h(0)) = lim
j→∞
p(Hzj(0)) = lim
j→∞
‖zj‖1,
see (2.8). Applying Proposition 1.2.1 we see that limj→∞ zj = z in E2.
Thus h = limj→∞Hzj = Hz.
With [7, Remark 4] it follows that we have the following slight gen-
eralization of this lemma, which will be useful in the proof of Proposi-
tion 2.4.6.
Lemma 2.3.3. Let n ∈ N \ {3} and let O be a nonempty open subset
of Mn+1n . Then there is a closed imbedding of E2 in HO(M
n+1
n ).
2.4 Homeomorphism groups of a Sierpin´ski carpet
We prove the following theorem for n-dimensional Sierpin´ski carpets as
an extension of the results in Dijkstra and van Mill [11, Chapter
10].
Theorem 2.4.1. Let n ∈ N \ {3}, let {Ui : i ∈ N} be the collection
of components of Sn+1 \Mn+1n , and let D be a countable dense subset
of Mn+1n . If O is a nonempty open subset of M
n+1
n such that either
D ∩ ∂Ui = ∅ for every i with ∂Ui ⊂ O or D ∩ ∂Ui is dense in ∂Ui for
every i with ∂Ui ⊂ O, then HU(Mn+1n , D) is homeomorphic to Erdo˝s
space for every open set U that contains O.
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As noted before, Mn+1n is not homogeneous, which is why we need
the conditions on D here. If we choose for instance a set D ⊂ Mn+1n
such that |D ∩ ∂Ui| = i for every i then H(Mn+1n , D) contains only the
identity map.
Note that if D∩∂Ui = ∅ for all ∂Ui ⊂ O, there can still be a number
j ∈ N with D ∩ ∂Uj ∩ O 6= ∅. Similarly, if D ∩ ∂Ui is dense in ∂Ui for
all ∂Ui ⊂ O, there can still be a number j ∈ N such that D ∩ ∂Uj ∩ O
is not dense in ∂Uj ∩ O. The following claim shows that for the proof
of Theorem 2.4.1 we can avoid these situations. Furthermore, it shows
that if D ∩ ∂Ui is dense in ∂Ui for all ∂Ui ⊂ O, we may assume that
the set of interior points of Mn+1n contained in D ∩ O is either empty
or dense in O. This observation will also be useful in the proof of
Theorem 2.4.1.
Claim 2.4.2. It suffices to prove Theorem 2.4.1 for the following three
cases:
(i) D ∩O consists entirely of interior points of Mn+1n ;
(ii) D ∩ ∂Ui ∩O is dense in ∂Ui ∩O for every i ∈ N and the interior
points of Mn+1n contained in D ∩O are dense in O; and
(iii) D ∩ ∂Ui ∩ O is dense in ∂Ui ∩ O for every i ∈ N and D ∩ O
contains no interior points of Mn+1n .
Proof. Suppose that we are in the situation of Theorem 2.4.1. Let
Di be the set of all points of D that are interior points of M
n+1
n . We
define O′ ⊂ O by
O′ =
{
O \Di, if O \Di 6= ∅;
O, if O \Di = ∅.
Clearly, O′ is a nonempty open subset of Mn+1n such that either Di ∩
O′ = ∅ or Di ∩O′ is dense in O′. Next we define O′′ ⊂ O′ by
O′′ = O′ \
⋃
{∂Ui : ∂Ui \O′ 6= ∅}.
Since the interior points of Mn+1n are dense in M
n+1
n and the collection
{Ui : i ∈ N} forms a null sequence, O′′ is a nonempty open subset of
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Mn+1n . Furthermore, if ∂Ui ∩ O′′ 6= ∅ then ∂Ui ⊂ O′′ ⊂ O. It is clear
that O′′ satisfies one of the conditions (i), (ii) or (iii) and if we prove
the theorem for O′′ then we have also proved it for O. ♦
Now we focus our attention on Proposition 2.4.6, which is crucial
in the proof of Theorem 2.4.1. In this proposition we work with the
space E4 rather than the space E2 as defined in (2.1), where we define
E4 ⊂ `1 by
E4 = {z ∈ `1 : 4izi ∈ ω for all i ∈ ω}. (2.9)
In the same way as for E2 it follows from Corollary 1.2.6 and Theo-
rem 1.2.7 that E4 is homeomorphic to Ec. Just like the definition of Z2
given after equation (2.7), we write Z4 for the set E4 equipped with the
zero-dimensional topology it inherits from Rω. In the proof of Propo-
sition 2.4.6 we use the imbeddings of E2 in H(M
n+1
n ) for n ∈ N \ {3}
that we discussed in the previous section. We first show that it easily
follows from Lemma 2.3.2 that there is a closed imbedding of E4 into
H(B).
Imbed E4 in E2 by the map g : E4 → E2 given by
g((z0, z1, . . .)) = (z0, 0, z1, 0, z2, 0, . . .). (2.10)
Note that g is even an isometry such that g(E4) is closed in Z2 and
therefore also closed in E2. Now define the map G : E4 → H(B) by
G = H ◦ g. (2.11)
Since g is a closed imbedding and H is a closed imbedding by
Lemma 2.3.2, we see that G is a closed imbedding. We state this
observation in the next lemma.
Lemma 2.4.3. The map G : E4 → H(B) is a closed imbedding.
Furthermore, it follows immediately from the fact that g is a closed
imbedding that we can replace E2 by E4 in Lemma 2.3.3. We formulate
this statement in the next lemma.
Lemma 2.4.4. Let n ∈ N \ {3} and let O be a nonempty open subset
of Mn+1n . Then there is a closed imbedding of E4 in HO(M
n+1
n ).
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In Lemma 2.3.1 we showed that ψ ◦H : Z2 → ψ(H(B)) is a closed
imbedding. Recall that the function ψ : H(B) → B C is given by the
rule ψ(h) = hC, where C = {2−i+1u : i ∈ ω}∪{α} ⊂ B. Note that for
n = 1 the points α and 2u are boundary points of B, whereas the points
2−i+1u for i ≥ 1 are all interior points of B. For n ≥ 2 however, C lies
in the boundary of the unbounded component of B when viewing B as
a subset of Rn+1. This is an easier situation than for n = 1. To prove
Proposition 2.4.6 we need to show that for n = 1 there is a countable
set D of boundary points of B such that the points of D converge to
0, the point α is contained in D, and such that the map
ψD ◦G : Z4 → ψD(H(B)),
with ψD(h) = hD, is a closed imbedding. Analyzing the proof of
Lemma 2.3.1 one sees that it is based on the fact that Hz(α) = α for
all z ∈ Z2 and the fact that Hz for z ∈ Z2 reduces to a vertical shift
on the points 2−i+1u for i ∈ ω, see equation (2.4). We will use this
observation to prove the next lemma.
Lemma 2.4.5. Let n = 1. Then there is a sequence of boundary points
(pi)i∈N in B with limi→∞ pi = 0, such that the map ψD ◦ G : Z4 →
ψD(H(B)) is a closed imbedding, where D = {α} ∪ {pi : i ∈ N}.
Proof. Remember the definitions of the subsets F and Fi of B for
i ∈ ω in §2.3. Take z ∈ E4. By definition of g and G, see (2.10) and
(2.11), we have for x ∈ B that
Gz(x) = H(z0,0,z1,0,z2,0,...)(x).
We see that it follows from (2.3) and the definition of H, see (2.6), that
Gz reduces to a vertical shift on Fi if i is odd:
Gz(x) = x+
(i−2)/2∑
k=0
zkv, (2.12)
for x ∈ Fi and i an odd number.
Now take any boundary point p ∈ F1 and put p1 = 2u and pi =
4−i+2p for i ≥ 2. Note that pi ∈ F2i−3 for every i ≥ 2. We let D be the
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set {α} ∪ {pi : i ∈ N}. Since Gz(α) = α and
Gz(pi) = pi +
i−2∑
k=0
zkv, (2.13)
for z ∈ Z4 and i ∈ N by (2.4) and (2.12), it is easily seen that the
function ψD ◦G : Z4 → ψD(H(B)) is an imbedding.
Now we show that ψD ◦ G(Z4) is a closed subset of ψD(H(B)).
Let h ∈ H(B) be such that there is a sequence z1, z2, . . . ∈ Z4 with
limj→∞GzjD = hD in B
D
. Since 2u and α are elements of D this
immediately implies that h(2u) = 2u and h(α) = α. Combining the
fact that h(α) = α with (2.13) we see that for every i ∈ ω,
zi = p(h(pi+2))− p(h(pi+1))− (p(pi+2)− p(pi+1))
= lim
j→∞
(
p(Gzj(pi+2))− p(Gzj(pi+1))
)− p(pi+2) + p(pi+1)
= lim
j→∞
zji
is a well defined real number. Since zji ∈ 4−iω and this set is closed in
R we have zi ∈ 4−iω for every i ∈ ω. Note that h(0) = limi→∞ h(pi) ∈
[0,∞)v because h(0) 6= h(α). By definition of the zk’s we have∑i−1
k=0 zk = p(h(pi+1))− p(pi+1) which means that
‖z‖1 = lim
i→∞
(
p(h(pi+1))− p(pi+1)
)
= p(h(0))− p(0) = p(h(0)) <∞.
Thus z ∈ E4 and limj→∞ zj = z in Z4. This implies that
ψD(Gz) = lim
j→∞
ψD(Gzj) = ψD(h)
and the proof is finished.
For i ∈ ω we let ξi : E4 → E4 denote the projection that is given by
ξi(z) = (z0, z1, . . . , zi, 0, 0, . . .).
Proposition 2.4.6. Let n ∈ N \ {3} and let O ⊂ Mn+1n be open and
not empty. Then there exists a closed imbedding G : E4 3 z → Gz ∈
HO(M
n+1
n ), a copy Rˆc of Rˆ in O and a sequence p1, p2, . . . ∈ O \ Rˆc
such that
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(a) limi→∞ pi = 0c ∈ Rc, where Rc = Rˆc \ {±∞c};
(b) for each r ∈ Rˆc and z ∈ E4 we have Gz(r) = r + ‖z‖1 ∈ Rˆc;
(c) for each x ∈ Mn+1n \ Rc there is an i ∈ ω such that Gz(x) =
Gξi(z)(x) for every z ∈ E4; and
(d) β ◦ G : Z4 → β(H(Mn+1n )) is a closed imbedding, where A =
{∞c, p1, p2, . . .} and β : H(Mn+1n ) → (Mn+1n )A is given by β(h) =
hA.
The sets Rc and A can be chosen such that either both consist of interior
points of Mn+1n or both consist of boundary points of M
n+1
n . Moreover,
for n = 1 the sets Rc and A can be chosen such that Rc consists of
interior points of M21 and A consists of boundary points of M
2
1 .
Proof. Take n ∈ N \ {3}. First we show that there is a copy Rˆc of
Rˆ in B and a sequence p1, p2, . . . of elements of B such that conditions
(a)–(d) with Mn+1n replaced by B are satisfied by the closed imbedding
G : E4 → H(B) of Lemma 2.4.3. Remember from the construction of
B in §2.3 that V = {0} × R × {0} × · · · × {0} in Rn+1. Let Rˆc =
V ∪ {α, β} ⊂ B, where α = ∞c and β = −∞c, and let pi = 2−i+2u for
i ∈ N. It is clear that property (a) is satisfied. For property (b), note
that it follows from the definition of G, see (2.11), and the fact that
the function g from (2.10) is an isometry that
Gz(r) = Hg(z)(r) = r + ‖g(z)‖1 = r + ‖z‖1,
for z ∈ E4 and r ∈ Rˆc. Property (c) follows immediately from the
defintition of G and the construction of H. See also the remark after
equation (2.6). For property (d), note that A = {∞c, p1, p2, . . .} equals
the set C in the definition of the function ψ in Lemma 2.3.1. We see
that property (d) follows from the fact that g : Z4 → Z2 is a closed
imbedding and Lemma 2.3.1. We prove the proposition for n = 1 and
n ≥ 2 separately.
Case I : n ∈ N\{1, 3}. This is the easy case because, as mentioned
before, the set C in the definition of the function ψ in Lemma 2.3.1 is
contained in the boundary of the unbounded component of Rn+1\B. It
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follows immediately from Lemma 2.4.4 that there is a closed imbedding
G : E4 → HO(Mn+1n ). The proof of this lemma, [7, Remark 4], gives
us an imbedding of B in Mn+1n and we take the images of Rˆc and
the sequence p1, p2, . . . in B under this imbedding as the set Rˆc and
the sequence p1, p2, . . . in M
n+1
n . Then we easily see that G satisfies
properties (a)–(c) and we have that Rc and A both consist of boundary
points of Mn+1n . Furthermore, using the same arguments as in the proof
of Lemma 2.3.1 we see that G also satisfies property (d).
To show that there is also a suitable imbedding G such that both Rc
and A consist of interior points of Mn+1n we consider two disjoint copies
B1, B2 of B in S
n+1. Let U1 and U2 be the components of S
n+1\B1 and
Sn+1 \B2, respectively, such that ∂U1 contains the set Rˆc ∪{p1, p2, . . .}
in B1 and ∂U2 contains the set Rˆc ∪ {p1, p2, . . .} in B2. Then, using
Theorem 2.2.2, we make a new Sierpin´ski carpet B from B1 and B2
by identifying the points of ∂U1 with the corresponding points on ∂U2.
This means that the set Rˆc∪{p1, p2, . . .} ⊂ B1 now only contains interior
points of B. The imbeddings of E4 in H(B1) and H(B2) by Dijkstra
naturally give rise to a closed imbedding G of E4 in H(B) that satisfies
properties (a)–(d) with Mn+1n replaced by B and is such that Rc and A
both consist of interior points of B. Again, it follows from [7, Remark
4] and the proof of Lemma 2.3.1 that there is an imbedding G as in the
proposition with the property that Rc and A both consist of interior
points of Mn+1n .
Case II : n = 1. We note that in this case the boundary points of
Rˆc ∪ {p1, p2, . . .} in B, which are all the points of Rˆc and p1, lie in the
boundary of the unbounded component of R2 \B. This means that we
can use the same argument as in the case n ∈ N \ {1, 3} to show that
we can find an imbedding G as required and such that Rc and A both
consist of interior points of M21 .
Now choose the points pi in B as in the set D in Lemma 2.4.5, so
all these points are boundary points of B. With [7, Remark 4] and the
proof of Lemma 2.4.5 we see that there is an imbedding G that is as
desired and with the property that Rc and A both consist of boundary
points of M21 .
Consider now two disjoint copies B1 and B2 of B in S
2. We choose
the points pi in B1 for i ∈ N again as in the set D in Lemma 2.4.5.
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Let U1 and U2 be the components of S
2 \B1 and S2 \B2, respectively,
such that ∂U1 contains the set Rˆc in B1 and ∂U2 contains the set Rˆc
in B2. Observe that Rˆc in B1 is an arc in the simple closed curve ∂U1
and similarly, the set Rˆc in B2 is an arc in ∂U2. This means that,
using Theorem 2.2.2, we can form a new Sierpin´ski carpet B from B1
and B2 by simply identifying the points of the set Rˆc in B1 with the
corresponding points of the set Rˆc in B2. Then we have that Rc ⊂ B
now consists of interior points of B and the points ±∞c are boundary
points of B. The imbeddings of E4 in H(B1) and H(B2) by Dijkstra
naturally extend to an imbedding G of E4 in H(B) that satisfies the
properties (a)–(d) with Mn+1n replaced by B and is such that Rc consists
of interior points of B and A consists of boundary points of B. Using
[7, Remark 4] and the proof of Lemma 2.4.5 we see that there exists an
imbedding G as in the proposition with the property that Rc consists
of interior points of M21 and A consists of boundary points of M
2
1 .
Together with the following lemma by Dijkstra and van Mill
[11, Lemma 10.3] we can prove Theorem 2.4.1.
Lemma 2.4.7. Let f : X → Y and g : Y → Z be continuous. If g ◦ f
is a closed imbedding then so is f .
Proof of Theorem 2.4.1. Take an open subset U of Mn+1n that
contains O. Let ρ be a metric on Mn+1n and let ρˆ be the induced metric
on H(Mn+1n ): ρˆ(f, g) = maxx∈Mn+1n ρ(f(x), g(x)) for f, g ∈ H(Mn+1n ).
Note that ρˆ is right-invariant: ρˆ(f ◦ h, g ◦ h) = ρˆ(f, g) for any
h ∈ H(Mn+1n ). We prove the theorem by showing that HU(Mn+1n , D)
satisfies the conditions of Theorem 2.2.10. Without loss of generality
we may assume that D ∩ (Mn+1n \ U) is dense in Mn+1n \ U . Let T
be the topology that HU(M
n+1
n , D) inherits from the zero-dimensional
product space DD via the injection h 7→ hD. It follows from Dijk-
stra and van Mill [11, Theorem 10.1] that T is an Fσδ-topology that
witnesses the almost zero-dimensionality of HU(M
n+1
n , D).
We select a null sequence of sets V0, V1, . . . such that their closures
are disjoint subsets of O. Put V =
⋃∞
k=0 Vk. Remember the definitions
of the spaces E4 and Z4, see (2.9) and the text thereafter, and the
definition of the projection ξi for i ∈ ω, see page 37. We let P be the
countable dense subset
⋃∞
i=0 ξi(E4) of E4.
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Consider the Cantor set
C ′ = {z ∈ E4 : zi ∈ {0, 4−i} for i ∈ ω},
and note that since
∑∞
i=0 4
−i <∞ the norm topology and the product
topology coincide on C ′. Let δ : C ′ → R+ be the imbedding that is
given by δ(z) = ‖z‖1. We define C = δ(C ′), γ = δ−1C, and Q =
δ(C ′ ∩ P ). Thus C is a Cantor set with Q as a countable dense subset
and ‖γ(r)‖1 = r for each r ∈ C. We define subspaces Ec and E of `1 as
follows
Ec = {z ∈ `1 : zi ∈ C for i ∈ ω}
and
E = {z ∈ `1 : zi ∈ Q for i ∈ ω}.
The subscript c refers to the fact that Ec is a complete space. In fact, it
follows from Corollary 1.2.6 and Theorem 1.2.7 that Ec is homeomor-
phic to Ec. We let Zc and Z stand for Ec and E, respectively, with the
witness topologies that these spaces inherit from Rω. Let ν : ω×ω → ω
be a bijection such that ν(i, j) ≥ j for all i, j ∈ ω. We define an imbed-
ding ζ : Ec → E4 by (ζ(z))ν(i,j) = (γ(zi))j for z ∈ Ec and i, j ∈ ω. It
is clear from the definition and the fact that the norm and product
topology coincide on the compactum C ′ that ζ : Zc → Z4 is a closed
imbedding. Note that ‖ζ(z)‖1 = ‖z‖1 for each z ∈ Ec, which implies
that ζ is also a closed imbedding with respect to the norm topologies
(recall that the norm topology is generated by the product topology
together with the norm function, see Proposition 1.2.1).
Using Proposition 2.4.6 we can find for every k ∈ ω a closed
imbedding Gk : E4 → HVk(Mn+1n ), a copy Rˆk of Rˆ in Vk and a se-
quence pk1, p
k
2, . . . in Vk \ Rˆk such that the conditions (a)–(d) of Propo-
sition 2.4.6, with Rˆc replaced by Rˆk and pi replaced by pki , are satisfied
for Gk. If x ∈ Rˆ we write xk for the representation of x in Rˆk. Let
Ak = {∞k, pk1, pk2, . . .} and let βk : H(Mn+1n ) → (Mn+1n )Ak be given by
βk(h) = hAk. Then condition (d) of Proposition 2.4.6 is satisfied for
Gk with the set Ak and the map βk.
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We now define H : Ec → HV (Mn+1n ) by
Hz(x) =

G0ζ(z)(x), if x ∈ V0;
Gkγ(zk−1)(x), if x ∈ Vk for some k ∈ N;
x, if x ∈Mn+1n \ V ,
(2.14)
for z ∈ Ec. Since the Vk’s form a null sequence it is clear that every
Hz is a homeomorphism of M
n+1
n and that Hz depends continuously
on z ∈ Ec. Let Π: HV (Mn+1n ) → HV0(Mn+1n ) be the continuous map
that is defined by Π(h) = (hV0)∪ eMn+1n \V0 . Since ζ and G0 are closed
imbeddings and Π◦H = G0 ◦ ζ we have by Lemma 2.4.7 that H : Ec →
HU(M
n+1
n ) is also a closed imbedding. Now we consider the three cases
of Claim 2.4.2 separately.
Case (i). In this case D ∩ O consists entirely of interior points
of Mn+1n . Choose a number k ∈ ω. With Proposition 2.4.6 we can
choose the imbedding Gk in (2.14) such that Ak and Rk consist of
interior points of Mn+1n . Note that Rk is a nowhere dense subset of
Vk. This means that we can find a countable dense subset Dk of Vk,
consisting of interior points of Mn+1n , with Dk ∩ Rk = ∅ and Ak ⊂ Dk.
Since P is countable and Gkz(Rk) = Rk for all z ∈ E4, see property
(b) of Proposition 2.4.6, we may assume that Gkz(Dk) = Dk for each
z ∈ P . Let Q4 be the additive group {i4j : i, j ∈ Z} and note that
C ∩Q4 = Q. Let Qk4 be the copy of Q4 that lies in Rk, so Qk4 consists
entirely of interior points of Mn+1n . As observed in Remark 2.2.9 we
may assume that the set D has the properties
D ∩ V0 = D0,
D ∩ Vk = Dk ∪Qk4 for k ∈ N.
(2.15)
We verify that
E = {z ∈ Ec : Hz(D) = D}
and hence that HE is a closed imbedding of E into HU(Mn+1n , D) for
n ∈ N. If Hz ∈ HU(Mn+1n , D) and k ∈ N then by property (b) of
Proposition 2.4.6 we have Hz(0k) = ‖γ(zk−1)‖1 = zk−1 ∈ Q4. Since z ∈
Ec we also have zk−1 ∈ C and hence zk−1 ∈ Q. Thus z ∈ E. Consider
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now a point z ∈ E. If x ∈ Vk \ Rk for some k ∈ ω then by property (c)
of Proposition 2.4.6 there is a z′ ∈ P such that Hz(x) = Gkz′(x). Since
Gkz′(Dk) = Dk we have x ∈ Dk = D∩Vk \Rk if and only if Hz(x) ∈ Dk.
Note that Hz(R0) = R0 and that this set is disjoint from D. Consider
finally the case that x ∈ Rk for k ∈ N. Then zk−1 ∈ Q ⊂ Q4 and
Hz(x) = G
k
γ(zk−1)(x) = x+ ‖γ(zk−1)‖1 = x+ zk−1 which is in Q4 if and
only if x ∈ Q4.
Remember that T is the topology on HU(M
n+1
n , D) that it inherits
from DD. Let T′ be the topology that H(Mn+1n ) inherits from the prod-
uct space (Mn+1n )
D and note that T′ restricts to T on HU(Mn+1n , D).
We first verify that H : Zc → (H(Mn+1n ),T′) is continuous. Let x ∈ D.
If x /∈ V or if x ∈ Vk for some k ∈ N, then Hz(x) depends on at
most a single coordinate of z, so continuity with respect to the product
topology is obvious. Let x ∈ V0 and thus x ∈ D0 ⊂ V0 \ R0. Then
by property (c) of Proposition 2.4.6, G0z′(x) depends on only finitely
many coordinates of z′ ∈ E4 and hence Hz(x) = G0ζ(z)(x) depends
also on only finitely many coordinates of z ∈ Zc. This shows that
H is continuous with respect to the product topologies. Using prop-
erty (d) of Proposition 2.4.6 we see that β0 ◦ H = β0 ◦ G0 ◦ ζ is a
closed imbedding of Zc into β0(H(M
n+1
n )). Since A0 ⊂ D we have
that β0 : (H(M
n+1
n ),T
′) → (Mn+1n )A0 is continuous. Thus with Lemma
2.4.7 we may conclude that H : Zc → (H(Mn+1n ),T′) is a closed imbed-
ding. Since Z = H−1(HU(Mn+1n , D)) we also see that HZ is a closed
imbedding of Z in (HU(M
n+1
n , D),T).
Consider the point 01 ∈ Q14 ⊂ R1. For every a ∈ D we define the
set Γa = {h ∈ HU(Mn+1n , D) : h(01) = a}. Note that every Γa is closed
with respect to T and that
⋃
a∈D Γa = HU(M
n+1
n , D). Fix a point
a ∈ D and let h ∈ Γa. Let zi = (4−i, 0, 0, . . .) ∈ E for i ∈ N. Since
limi→∞ zi = 0, we have limi→∞ h ◦ H−10 ◦ Hzi = h in HU(Mn+1n , D).
However, h ◦ H−10 ◦ Hzi /∈ Γa. To see this, note that it follows from
Proposition 2.4.6, property (b), that H0Rˆ1 = eRˆ1 and Hzi(01) = (4
−i)1.
This implies that h(H−10 (Hzi(01))) = h((4
−i)1) 6= h(01) = a. Thus Γa
is nowhere dense in HU(M
n+1
n , D) and condition (5
′) of Theorem 2.2.10
is satisfied.
We now make an observation which will be the key to satisfying
conditions (2′) and (4′) of Theorem 2.2.10.
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Claim 2.4.8. If A is an unbounded subset of E then
diamρˆ{Hz : z ∈ A} ≥ ρ(−∞0,∞0).
Proof. Let z ∈ A and let n ∈ N arbitrary. Select a point zn ∈ A
such that ‖zn‖1 > ‖z‖1 + 2n. It follows from (2.14), condition (b) of
Proposition 2.4.6 and the fact that ‖ζ(z)‖1 = ‖z‖1 for all z ∈ Ec that
Hz
(
(−‖z‖1 − n)0
)
= G0ζ(z)
(
(−‖z‖1 − n)0
)
= −n0.
Similarly, we see that
Hzn
(
(−‖z‖1 − n)0
)
= (‖zn‖1 − ‖z‖1 − n)0.
We conclude that
diamρˆ{Hz : z ∈ A} ≥ lim sup
n→∞
ρˆ
(
Hz, Hzn
)
≥ lim
n→∞
ρ
(−n0, (‖zn‖1 − ‖z‖1 − n)0)
= ρ(−∞0,∞0),
hence (2.4.8) is true. ♦
Let T = Q<ω and define for s = q1 . . . qk ∈ T with k ∈ ω the
subspace Es of E by
Es = {z ∈ E : zi−1 = qi for 1 ≤ i ≤ k}.
With the same arguments as given after Theorem 1.3.5 for E we see
that with these choices for T and Es the conditions of Theorem 1.3.5
are satisfied. Furthermore, these arguments show that every bounded
subset of E is an anchor for (Es)s∈T in Z and every nonempty clopen
subset of any space Es is unbounded. Let J = {fq : q ∈ Q} be a count-
able dense subset of HU(M
n+1
n , D). Since H : Z → (HU(Mn+1n , D),T)
is a closed map we have that Xs = {Hz : z ∈ Es} is closed with respect
to T for each s ∈ T . We define (Es)s∈T as follows:
Eλ = Xλ ◦ J,
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so Eλ = {Hz ◦ fq : z ∈ Eλ and q ∈ Q}, and if s = q0 . . . qk ∈ T \ {λ}
then
Es = Xq1...qk ◦ fq0 .
Note that if f ∈ HU(Mn+1n , D) then the map h 7→ h◦f is a homeomor-
phism of (HU(M
n+1
n , D),T) as well as of HU(M
n+1
n , D). So every Es is
closed with respect to T provided s 6= λ.
It remains to show that (Es)s∈T satisfies conditions (1′)–(4′) of The-
orem 2.2.10. Since Xλ 6= ∅ we have that Eλ is, just as J , dense in
HU(M
n+1
n , D). The other part of condition (1
′) follows with the same
ease. Since H : E → HU(Mn+1n , D) is an imbedding condition (3′) is
satisfied. Now let W be any set in HU(M
n+1
n , D) with diam(W ) <
ρ(−∞0,∞0). We show that W works for condition (2′) as well as (4′).
Let σ = q0q1 . . . ∈ [T ] be such that Eσk ∩ W 6= ∅ for each k ∈ ω.
Putting τ = q1q2 . . . ∈ [T ] we have Xτk∩ (W ◦f−1q0 ) 6= ∅ for each k ∈ ω.
Since ρˆ is right invariant it follows that diamρˆ(W ◦f−1q0 ) < ρ(−∞0,∞0)
and hence P = {z ∈ E : Hz ∈ W ◦ f−1q0 } is bounded by Claim 2.4.8.
Thus P is an anchor for (Es)s∈T in Z and obviously Eτk ∩ P 6= ∅ for
each k ∈ ω. This means that Eτ0,Eτ1, . . . converges to an element z in
Z. Then Xτ0, Xτ1, . . . converges to Hz and Eσ0, Eσ1, . . . converges to
Hz ◦ fq0 , both with respect to T. We see that condition (2′) is satisfied.
Now let C be a nonempty clopen subset of some Es such that C ⊂ W .
We may assume that |s| ≥ 1 and we put q = s1 and we let the string
t be given by the equation qat = s. So diamρˆ(C ◦ f−1q ) < ρ(−∞0,∞0)
and C ◦ f−1q is a nonempty clopen subset of Xt. This means that
{z ∈ E : Hz ∈ C ◦ f−1q } is a nonempty, clopen, bounded subset of Et.
This is in contradiction with our earlier observation that nonempty
clopen subsets of any space Et are unbounded, so condition (4
′) is
satisfied. We conclude that HU(M
n+1
n , D) satisfies the conditions of
Theorem 2.2.10 and hence this space is homeomorphic to E.
Case (ii). In this case D ∩ ∂Ui ∩ O is dense in ∂Ui ∩ O for every
i and the interior points of Mn+1n contained in D ∩ O are dense in
O. We use the same method as in case (i). Take k ∈ ω. By means of
Proposition 2.4.6 we choose the imbedding Gk in (2.14) again such that
the sets Ak and Rk both consist of interior points of Mn+1n . Noting that
Rk is a nowhere dense subset of Mn+1n we can find a countable dense
subset Dk of Vk such that Ak ⊂ Dk, Dk ∩ Rk = ∅, Dk ∩ ∂Ui is dense
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in ∂Ui ∩ Vk for every i with ∂Ui ∩ Vk 6= ∅, and the interior points of
Mn+1n in Dk are also dense in Vk. Furthermore, we may assume that
Gkz(Dk) = Dk for each z ∈ P , since P is countable and Gkz(Rk) = Rk
for all z ∈ E4. It follows from Lemma 2.2.8 that we may assume that
D has the properties mentioned in (2.15). We continue in precisely
the same way as in case (i) to conclude that HU(M
n+1
n , D) satisfies the
conditions of Theorem 2.2.10 which means that it is homeomorphic to
E.
Case (iii). In this case D ∩ ∂Ui ∩ O is dense in ∂Ui ∩ O for every
i and D ∩ O contains no interior points of Mn+1n . Again, we want D
to have the properties as mentioned in (2.15) for appropriate sets Dk
so that in the same way as in case (i) (and (ii)) we can conclude that
HU(M
n+1
n , D) is homeomorphic to E. We have to treat the cases n = 1
and n > 1 separately.
First we consider the case n = 1. We want that D ∩ V0 = D0, with
D0 a countable dense subset of V0 with A0 ⊂ D0 and D0 ∩ R0 = ∅.
Since D only contains boundary points of M21 we want that D0 consists
of boundary points of M21 . Furthermore, since we are aiming towards
Remark 2.2.9 again, we also want that D0 is dense in ∂Ui∩V0 for every
i with ∂Ui ∩ V0 6= ∅. This means that R0 cannot be contained in the
boundary of some component Ui of the complement of M
2
1 . Therefore,
we choose G0 in (2.14) such that A0 consists of boundary points of M
2
1
and R0 consists of interior points of M21 . This is possible according to
Proposition 2.4.6. It is clear then that we can find a set D0 as required
and with Remark 2.2.9 we may indeed conclude that D ∩ V0 = D0.
Now take k ∈ N. Just as in (2.15) we want that D ∩ Vk = Qk4 ∪Dk,
where Dk is a countable dense subset of Vk with Dk ∩ Rk = ∅ and
Ak ⊂ Dk. Since D consists entirely of boundary points of M21 we choose
Gk in (2.14) such that both Ak and Rk contain only boundary points
of M21 . This can be done according to Proposition 2.4.6. Suppose that
Rk ⊂ ∂Uik for some component Uik of the complement of M21 . Noting
that Rk is a nowhere dense subset of M21 we can choose the set Dk such
that it is made up of boundary points of M21 , it is dense in ∂Ui ∩Vk for
every i ∈ ω\{ik} with ∂Ui∩Vk 6= ∅ and it is dense in (∂Uik\Rk)∩Vk. We
see that Dk ∪Qk4 is a countable dense subset of Vk, consisting entirely
of boundary points of M21 , that is dense in ∂Ui ∩ Vk for every i with
2.4 Homeomorphism groups of a Sierpin´ski carpet 47
∂Ui ∩ Vk 6= ∅. It then follows from Remark 2.2.9 that we may assume
that indeed D ∩ Vk = Qk4 ∪ Dk. We conclude that without loss of
generality the set D satisfies the conditions given in (2.15). As before,
we may work under the assumption that Gkz(Dk) = Dk for all k ∈ ω
and each z ∈ P , so we can continue in the same way as in case (i) to
conclude that HU(M
n+1
n , D) is homeomorphic to E.
Now consider the case that n ∈ N \ {1, 3}. This is easier than the
one-dimensional case. Take k ∈ ω. Using Proposition 2.4.6 we choose
the imbedding Gk in (2.14) such that both the sets Ak and Rk consist
of boundary points of Mn+1n . Note that if Rk ⊂ ∂Uik then Rk is, in
contrast to the case n = 1, nowhere dense in ∂Uik . This means that
we can find a countable dense subset Dk of Vk, consisting of boundary
points of Mn+1n , such that Ak ⊂ Dk, Dk∩Rk = ∅ and Dk∩∂Ui is dense
in ∂Ui ∩ Vk for all i. With Remark 2.2.9 it follows that we may assume
that D ∩ V0 = D0 if k = 0 and D ∩ Vk = Qk4 ∪ Dk if k ∈ N, so we
may work under the condions given in (2.15). Again, without loss of
generality we have Gkz(Dk) = Dk for all k ∈ ω and each z ∈ P , so the
same reasoning as in case (i) shows thatHU(M
n+1
n , D) is homeomorphic
to E.
In analogy to Dijkstra and van Mill [11, Theorem 10.4] and
Dijkstra and van Mill [11, Remark 10.7] we can adapt the proof of
Theorem 2.4.1 to produce the following slight generalization.
Theorem 2.4.9. Let X be a locally compact space and let D′ be a
countable dense subset of X. Suppose that X contains an open subset
O′ that is homeomorphic to an open set O ⊂ Mn+1n for some n ∈
N \ {3}, such that D′ ∩ O′ corresponds to a countable dense subset D
of O that satisfies the conditions of Theorem 2.4.1. Then HU(X,D
′) is
homeomorphic to E for every open set U that contains O′.

Chapter 3
Generalized Erdo˝s spaces
3.1 Introduction
In this chapter we will generalize the construction of E and Ec. Before
Theorem 1.2.5 we already considered a first generalization by Dijkstra
[5] as follows. Take p ≥ 1 and consider the Banach space `p. If En ⊂ R
for n ∈ ω then we let E = {x ∈ `p : xn ∈ En for every n ∈ ω} be
equipped with the topology that is generated by the p-norm ‖ · ‖p on
`p. We already stated the next theorem of Dijkstra [5, Theorem 1]
in Theorem 1.2.5.
Theorem 3.1.1. Assume that E is not empty and that every En is
zero-dimensional. For each ε > 0 we let η(ε) ∈ Rω be given by
η(ε)n = sup{|a| : a ∈ En ∩ [−ε, ε]},
where sup ∅ = 0. The following statements are equivalent:
(1) ‖η(ε)‖p = ∞ for each ε > 0;
(2) there exists an x ∈∏∞n=0En with ‖x‖p = ∞ and limn→∞ xn = 0;
(3) every nonempty clopen subset of E is unbounded;
(4) E is cohesive; and
(5) dim E > 0.
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Furthermore, Dijkstra and van Mill [10, Theorem 37] proved
the following theorem about Polishable Fσ-ideals on ω (definitions can
be found in §3.2).
Theorem 3.1.2. Suppose that I is a Polishable Fσ-ideal on ω and let
ϕ be an LSC submeasure on ω with I = Exh(ϕ) = Fin(ϕ). Let τd be the
Polish topology on I that is generated by the metric d(X, Y ) = ϕ(X4Y )
for X, Y ∈ I. Then the following statements are equivalent:
(1) for every ε > 0 we have {n ∈ ω : ϕ({n}) ≤ ε} /∈ I;
(2) there is a B ∈ P(ω) \ I with limn→∞ ϕ({n} ∩B) = 0;
(3) dim (I, τd) > 0; and
(4) (I, τd) is homeomorphic to Ec.
In fact, [10, Theorem 37] contains more equivalent statements. How-
ever, these are not relevant for the discussion in this chapter. A more
complete version of [10, Theorem 37] can be found in Theorem 4.1.1.
Here we note the result of Solecki [28] that an ideal I on ω is Pol-
ishable and Fσ if and only if I = Exh(ϕ) = Fin(ϕ) for some LSC
submeasure ϕ on ω, see Theorem 3.2.4.
Observe that the two mentioned theorems have an analogous struc-
ture but that the spaces that are the subject of the theorems seem very
different. Our goal in this chapter is to explain the connection between
these theorems by introducing a general setting in which we shall derive
Theorem 3.4.7, our main result, which contains Theorem 3.1.1 as well
as the equivalence of statements (1) to (3) of Theorem 3.1.2 as spe-
cial cases. Theorem 3.4.7 also shows that we may add the statement
that every nonempty clopen subset of I is ϕ-unbounded, and hence
also the statement that I is cohesive, to the statements mentioned in
Theorem 3.1.2. A subset A of ω is called ϕ-bounded if there is an
M ∈ N such that ϕ(a) ≤ M for all a ∈ A, and ϕ-unbounded other-
wise. Adding these statements to Theorem 3.1.2 makes the analogy
with Theorem 3.1.1 even more clear.
In our general setting we study a space E, see (3.5), that is a general-
ization of both the E-space mentioned in Theorem 3.1.1 and the space I
in Theorem 3.1.2: it is the generalized Erdo˝s space to which we refer in
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the title of this chapter. Motivated by statement (4) of Theorem 3.1.2
and by Dijkstra and van Mill [10, Theorem 23] we present in §3.5
sufficient conditions under which the space E is homeomorphic to Ec.
As a result we derive a full generalization of Theorem 3.1.2. In §3.6
we give sufficient conditions under which the space E is homeomorphic
to E, generalizing Dijkstra and van Mill [11, Proposition 8.26]. In
§3.7 we introduce the concept of a fixed point and show that under cer-
tain conditions we have a natural one-point connectification of E such
that the added point must be a fixed point. This generalizes Abry,
Dijkstra and van Mill [2, Theorem 16]. Unless stated otherwise in
this chapter every space is separable and metrizable.
3.2 Preliminaries
Remember that R+ = [0,∞) and let R˜ = (−∞,∞]. We consider the
topological group P(ω), see §1.1.2. Let τw be the product topology on
2ω. The reason for the subscript ‘w’, which denotes the fact that we
view the product topology as a weak topology on 2ω, is explained in
§3.3. We shall simply denote the topology that a subset of 2ω inherits
from (2ω, τw) by τw as well. Remember that an ideal I on ω is a subset
of P(ω) such that I contains the finite sets, B ∈ I whenever B ⊂ A ∈ I,
and A ∪ B ∈ I whenever A,B ∈ I. An ideal is clearly a subgroup of
2ω. Of particular interest are the Polishable ideals on ω.
Definition 3.2.1. An ideal I is Polishable if there exists a Polish group
topology τ on I such that the family of Borel sets with respect to τ is
equal to the family of Borel sets of I with respect to τw.
It has been shown that if such a Polish topology exists, then it is
unique, see Kechris [22, Theorem 9.10]. We make the following useful
observation.
Proposition 3.2.2. An ideal I is Polishable if and only if there exists
a Polish group topology on I that is stronger than the product topology
τw. In this case this Polish group topology is the unique topology as
mentioned after Definition 3.2.1.
Proof. ‘⇒’. Suppose that I is Polishable. This means that there is
a Polish group topology τ on I generating the same Borel sets as τw.
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We show that τ is necessarily stronger than τw. Consider the identity
function eI : (I, τ) → (I, τw). Note that (I, τ) and (I, τw) are both
topological groups and eI is a homomorphism. Furthermore, (I, τ) is a
Polish space and hence a Baire space and since τ and τw generate the
same σ-algebra we have that eI is Borel and therefore Baire measurable.
We see that we can apply Kechris [22, Theorem 9.10] to conclude that
eI is continuous, which means that τ ⊃ τw.
‘⇐’. Suppose there is a Polish group topology τ on I that is stronger
than τw. We want to show that the Borel σ-algebra B(τ) on I generated
by τ is the same as the Borel σ-algebra B(τw) on I generated by τw.
Since τw ⊂ τ we immediately see that B(τw) ⊂ B(τ), so it is left to show
that B(τ) ⊂ B(τw). Consider the identity map eI : (I, τ) → (I, τw),
where I denotes the closure of I in 2ω. Since τ ⊃ τw we know that eI is
continuous. It follows from Kechris [22, Theorem 15.1] that any set
A ∈ B(τ) is a Borel set in I with the product topology which implies
that A ∈ B(τw). This shows that B(τ) ⊂ B(τw).
The following two theorems are taken from Solecki [28, 29].
Theorem 3.2.3. If ϕ is an LSC submeasure on ω then
d(A,B) = ϕ(AMB) for A,B ⊂ ω
restricts to an invariant, complete, separable metric on Exh(ϕ).
Observe that the group topology τd on I = Exh(ϕ) generated by d is
stronger than τw. Using Proposition 3.2.2 we see that I is a Polishable
ideal and τd is the unique Polish group topology on I that satisfies the
condition of Definition 3.2.1. Note that in general the d-topology on
Fin(ϕ) may be nonseparable. The following theorem contains another
characterization of Polishable ideals.
Theorem 3.2.4. Let I be an ideal on ω. Then the following statements
hold (where ϕ stands for an LSC submeasure on ω):
(1) I is Polishable ⇔ I = Exh(ϕ) for some finite ϕ;
(2) I is Fσ in 2
ω ⇔ I = Fin(ϕ) for some ϕ; and
(3) I is Polishable and Fσ ⇔ I = Exh(ϕ) = Fin(ϕ) for some ϕ.
3.3 Generalized Erdo˝s type spaces 53
3.3 Generalized Erdo˝s type spaces
In this section we introduce the setting for Theorem 3.4.7 which gener-
alizes Theorem 3.1.1 and the equivalence of the statements (1)–(3) of
Theorem 3.1.2.
An obvious resemblance between Theorem 3.1.1 and Theorem 3.1.2
is that both theorems deal with an LSC function on a product space:
in Theorem 3.1.1 we have the p-norm on R˜ω and in Theorem 3.1.2
we have an LSC submeasure ϕ on 2ω. Our first step is to generalize
the underlying product space to a product of arbitrary spaces with
a reflexive relation. So suppose that (X,R) is a pair consisting of a
topological space X and a relation R in X such that for all x ∈ X we
have:
xRx,
that is, R is reflexive. Note that at this point we do not assume any
connection between the topology on X and the relation R in X.
Definition 3.3.1. Let A ⊂ X.
(i) A point a ∈ A is a least element of A in (X,R) if aRx for every
x ∈ A.
(ii) A point a ∈ A is a greatest element of A in (X,R) if xRa for
every x ∈ A.
Note that it is possible that A has more than one least element and
more than one greatest element.
Definition 3.3.2. Let A ⊂ X.
(i) A point x ∈ X is an upper bound of A in (X,R) if aRx for all
a ∈ A.
(ii) A point x ∈ X is called a supremum of A in (X,R) if it is a least
element of the set of all upper bounds of A in (X,R).
Note that the difference between a greatest element of A and an
upper bound of A is that the latter is not required to be an element of
A. Again, a set can have many upper bounds and suprema. We use
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the notation SupA or SupRA to denote the set of suprema of A with
respect to the relation R in X. If R is an ordering of X then a set
has at most one least (and greatest) element, and hence at most one
supremum. In this case we use the notation supA or supRA for the
supremum of A, if it exists, and we have
x ∈ SupA⇐⇒ x = supA,
for every subset A of X with a supremum. Let for n ∈ ω the pair
(Xn, Rn) consist of a topological space Xn and a reflexive relation Rn
in Xn, where, again, at this point we do not assume any connection
between the topology on Xn and the relation Rn in Xn.
We assume throughout that SupRnA 6= ∅ for every subset A of Xn.
In particular we have for every n ∈ ω that SupRn∅ 6= ∅ and SupRnXn 6=
∅, which means that every space Xn has a least element and a greatest
element. For n ∈ ω put
Ln = SupRn∅ = {x ∈ Xn : x is a least element of Xn}.
For the sake of convenience we choose for every n ∈ ω an ln ∈ Ln
and simply denote it by 0. So we get the vector 0 = (0, 0, . . .) ∈ L =∏∞
n=0 Ln.
For example, in the case of Theorem 3.1.1 we take for every n ∈ ω
the pair
(
Xn, Rn
)
=
(
R˜, R˜
)
, where R˜ is the relation in R˜ given by
xR˜y ⇐⇒ |x| ≤ |y|. (3.1)
Clearly, R˜ is reflexive and 0 is the unique least element of R˜ in (R˜, R˜),
so Ln = {0} for all n ∈ ω. Take a subset A of R˜ and define s = sup{|a| :
a ∈ A}, with sup ∅ = 0, where the supremum is taken with respect to
the natural ordering of R˜. It is not difficult to show that
SupR˜A =
{
{−s, s}, if s 6= ∞;
{s}, if s = ∞, (3.2)
which means that SupR˜A 6= ∅. In Theorem 3.1.2 we are dealing with
an LSC submeasure on 2ω = {0, 1}ω. We take Xn = {0, 1} and we let
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Rn be the natural ordering ‘≤’ for all n ∈ ω. Obviously, Sup≤A =
{sup≤A} 6= ∅ for every A ⊂ {0, 1} (note that sup ∅ = 0) and Ln = {0}
for every n ∈ ω.
Returning to the general case, let τw denote the product topology
on X =
∏∞
n=0Xn and define a relation R in X by
xRy ⇐⇒ ∀n ∈ ω : xnRnyn. (3.3)
Note that R is reflexive and that L = SupR ∅. Furthermore, let for
n ∈ ω the function ξn : X → X be the projection
ξn(z) =
{
(z0, . . . , zn−1, 0, 0, . . . ), if n ≥ 1;
0 , if n = 0,
and let ζn : X → X be given by
ζn(z) =
{
(0, . . . , 0, zn, zn+1, . . .), if n ≥ 1;
z, if n = 0.
Now that we have generalized the underlying product space of Theo-
rem 3.1.1 and Theorem 3.1.2 to the space X, we introduce an LSC func-
tion on X that generalizes the p-norm in Theorem 3.1.1 and the sub-
measure in Theorem 3.1.2. Consider an LSC function χ : X → [0,∞]
such that:
(a) χ(x) = 0 for all x ∈ L;
(b) (Monotonicity) if xRy then χ(x) ≤ χ(y) for all x, y ∈ X;
(c) (Subadditivity) for all x ∈ X and all n ∈ ω we have
χ(x) ≤ χ(ξn(x))+ χ(ζn(x)), and
(d) if ∅ 6= An ⊂ Xn for all n ∈ ω and as ∈
∏∞
n=0 SupRnAn, then
χ(as) ≤ sup
{
χ(a) : a ∈
∞∏
n=0
An
}
.
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Of course, the last supremum is the ordinary supremum in [0,∞] with
respect to the natural order. Note that in condition (d) we actually
have
χ(as) = sup
{
χ(a) : a ∈
∞∏
n=0
An
}
(3.4)
because of condition (b). If we compare property (d) with the character-
ization of lower semi-continuity given after Definition 1.1.8 in Chapter
1 we can, loosely speaking, interpret it as a kind of LSC property of χ
with respect to the relation R in X.
The following lemma shows that the choice of 0 ∈ Ln in the defini-
tion of the functions ξi and ζi is irrelevant for property (c) of χ.
Lemma 3.3.3. Let x, y ∈ X be such that xn = yn or xn, yn ∈ Ln for
all n ∈ ω. Then χ(x) = χ(y).
Proof. It follows easily that xnRnyn and ynRnxn for all n. This means
that xRy and yRx, so using the monotonicity of χ we conclude that
χ(x) = χ(y).
For example, it follows that all points in L = SupR ∅ have the same
χ-value, which means that property (a) of χ is equivalent to saying that
χ(0) = 0.
We now show that the p-norm on R˜ω for p ≥ 1 and an LSC sub-
measure ϕ on 2ω are special cases of such a χ. Let p ≥ 1 and consider
the p-norm on X = R˜ω. We already noted that the p-norm is an LSC
function on R˜ω (with the product topology). Using (3.1), the relation
R in R˜ω defined in (3.3), now becomes
xRy ⇐⇒ ∀n ∈ ω, |xn| ≤ |yn|.
Claim 3.3.4. The p-norm ‖ · ‖p satisfies properties (a) through (d).
Proof. We already noted that L = {(0, 0, . . .)} from which it is clear
that property (a) is satisfied. If x, y ∈ R˜ω are such that xRy then
we have |xn| ≤ |yn| for all n ∈ ω. This implies that ‖x‖p ≤ ‖y‖p, so
property (b) is satisfied. For property (c) note that for all x ∈ R˜ω and
all k ∈ ω we have x = ξk(x)+ζk(x) and that the norm function satisfies
the triangle inequality on R˜ω. We see that ‖x‖p ≤ ‖ξk(x)‖p + ‖ζk(x)‖p
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and property (c) is satisfied. For property (d) we take for every n ∈ ω a
nonempty subset An of R˜ and a point as ∈
∏∞
n=0 SupR˜An. From (3.2)
we know that |asn| = sup{|a| : a ∈ An} for all n. This means that for
all n ∈ ω we can find a sequence (amn )m∈ω of elements in An such that
limm→∞ |amn | = |asn|. Define for m ∈ ω the point am = (am0 , am1 , . . .) ∈∏∞
n=0An. We see that limm→∞ |am| = |as| in R˜, where |am|n = |amn |
and |as|n = |asn| for all n ∈ ω. With the lower semi-continuity of ‖ · ‖p
we find
‖as‖p ≤ lim inf
m→∞
‖am‖p ≤ sup
{
‖a‖p : a ∈
∞∏
n=0
An
}
.
We conclude that property (d) is satisfied. ♦
Now consider an LSC submeasure ϕ on X = {0, 1}ω. Since we
chose the natural ordering Rn on Xn = {0, 1}, we see that the resulting
relation R on X = 2ω corresponds to the inclusion relation on P(ω).
Claim 3.3.5. Let ϕ be an LSC submeasure on ω. Then ϕ satisfies the
properties (a) through (d).
Proof. We already noted that in this case we have Ln = {0} for all n ∈
ω, so property (a) just says that ϕ(∅) = 0, which is true. For property
(b) and (c), let x correspond to the subset A of ω and y to the subset B
of ω. Then property (b) says that if A ⊂ B then ϕ(A) ≤ ϕ(B), which
is also true. Note that ξk(x) denotes the set A ∩ k and ζk(x) denotes
the set A \ k, so property (c) says that ϕ(A) ≤ ϕ(A ∩ k) + ϕ(A \ k),
which follows from the subadditivity of ϕ. For property (d), just note
that as ∈∏∞n=0An. ♦
Now that we have generalized the setting of Theorem 3.1.1 and
Theorem 3.1.2 to an LSC function χ on X, satisfying properties (a)
to (d), we want to generalize the construction of the spaces studied in
these theorems. Theorem 3.1.2 deals with the space I = Exh(ϕ) =
Fin(ϕ). First we generalize the definitions of Exh(ϕ) and Fin(ϕ) for a
submeasure ϕ on ω as given in Chapter 1 to the function χ:
Exh(χ) = {x ∈ X : lim
m→∞
χ
(
ζm(x)
)
= 0 in R},
Fin(χ) = {x ∈ X : χ(x) <∞}.
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Remark 3.3.6. The addition ‘in R’ means that the entire sequence lies
in R, that is, χ(ζm(x)) <∞ for every m ∈ ω. This guarantees that as
with submeasures we always have Exh(χ) ⊂ Fin(χ) (see Lemma 1.1.5).
Note that it follows from Lemma 3.3.3 that Exh(χ) is independent
of the choice of 0 ∈ L.
For the remainder of this chapter let (En)n∈ω be a fixed sequence of
sets such that En ⊂ Xn for all n. We define
E = Fin(χ) ∩
∞∏
n=0
En. (3.5)
If we take χ equal to the p-norm ‖ · ‖p on R˜ω for some p ≥ 1 then
we have Fin(χ) = `p = Exh(χ). We see that E defined by formula (3.5)
corresponds to the E-space in Theorem 3.1.1.
It is easily seen that the definitions of Exh(χ) and Fin(χ) reduce
to those given in §1.1.2 if we take En = Xn = {0, 1} and if χ is an
LSC submeasure on ω, see also (1.1) on page 5. In Theorem 3.1.2 the
assumption is Fin(χ) = Exh(χ) and the theorem is known to be false
without this assumption; see Dijkstra and van Mill [10, Example
42]. Therefore it is not unexpected that for the general theorems we
will also need the assumption
Fin(χ) = Exh(χ).
It will be useful to consider the injections αn : Xn → X defined by(
αn(x)
)
j
=
{
x, if j = n;
0, if j 6= n,
for n ∈ ω and x ∈ Xn. For n ∈ ω we define the function χn : X → [0,∞]
by
χn(x) = χ(αn(xn)).
Lemma 3.3.3 tells us that the value of χn is independent of the choice
of 0 ∈ Lj in the definition of αn.
Remark 3.3.7. Note that if χ is the p-norm and x ∈ `p, then χn(x) =
|xn|; and that if χ is a submeasure ϕ on ω and A ⊂ ω, then χn(A) =
ϕ({n} ∩ A).
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For the following lemma, which is a generalization of Lemma 1.1.10,
we note that the lower semi-continuity and monotonicity of χ easily
imply that
∀x ∈ X, lim
n→∞
χ
(
ξn(x)
)
= χ(x). (3.6)
Lemma 3.3.8. Let x ∈ X. Then we have the following inequalities:
sup
n∈ω
χn(x) ≤ χ(x) ≤
∞∑
n=0
χn(x).
Proof. The left-hand inequality follows from monotonicity. For the
other inequality we first show that for x ∈ X and m ∈ ω we have
χ(ξm(x)) ≤
m−1∑
n=0
χn(x). (3.7)
We prove this by induction on m. If m = 0 then ξm(x) = 0 and hence
χ(ξm(x)) = 0 by property (a) of χ. On the right hand side we have an
empty sum which is zero by definition.
For the induction step suppose that (3.7) is true for some m ∈ ω.
By the subadditivity (property (c)) of χ we have
χ(ξm+1(x)) ≤ χ(ξm(x)) + χ(αm(xm)) ≤
m∑
n=0
χn(x).
This completes the induction. Now take an arbitrary x ∈ X. By (3.6)
and (3.7) it follows that
χ(x) = lim
m→∞
χ
(
ξm(x)
) ≤ lim
m→∞
m−1∑
n=0
χn(x) =
∞∑
n=0
χn(x). (3.8)
This proves the lemma.
Lemma 3.3.9. Let x ∈ Fin(χ) and let y ∈ X be such that there is a
finite set A ⊂ ω with xi = yi for each i ∈ ω \A. If χi(y) <∞ for each
i ∈ A, then y ∈ Fin(χ).
60 Chapter 3: Generalized Erdo˝s spaces
Proof. Let k ∈ ω be such that A ⊂ k. Note that by Lemma 3.3.8,
monotonicity, and subadditivity we have
χ(y) ≤
k−1∑
i=0
χi(y) + χ(ζk(x)) ≤
∑
i∈A
χi(y) + (k + 1)χ(x) <∞.
Thus y ∈ Fin(χ).
Now we address the question which topology to take on E. Since we
are trying to generalize Theorem 3.1.1 and Theorem 3.1.2, we want a
topology on E that reduces to the norm topology if we take χ to be the
p-norm on R˜ω, and that reduces to the τd topology if we take χ to be the
LSC submeasure ϕ on ω as mentioned in Theorem 3.1.2. Remember
that τd is the topology on Exh(ϕ) that is generated by the metric d
mentioned in Theorem 3.2.3. It is clear that we cannot generalize the
construction of the τd topology on I in Theorem 3.1.2 to our space E.
However, as mentioned in §1.2, the norm topology on `p is the weakest
topology that contains the product topology inherited from R˜ω and that
makes the norm continuous (the Kadec property). This construction
of the norm topology can easily be generalized to our general setting.
Remember that we have the product topology τw on X.
Definition 3.3.10. Let τχ be the weakest topology on X that contains
τw and that makes χ continuous.
Since τχ is a stronger topology than τw, we will also refer to τw as
the weak topology, which explains the subscript ‘w’. Note that B given
by
B = {O ∩ χ−1([0, t)) : O ∈ τw and t ∈ (0,∞)} ∪ {V : V ∈ τw}
forms a basis for τχ. Since χ is LSC it is easily seen that τχ is a regular
topology. Consequently, τχ is separable and metrizable by the Urysohn
Metrization Theorem. We endow E with the subspace topology τχ it
inherits from
(
X, τχ
)
. Since E ⊂ Fin(χ) we see that C given by
C = {O ∩ χ−1([0, t)) : O ∈ τw on E and t ∈ (0,∞)} (3.9)
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forms a basis for τχ on E. From now on we shall simply denote the
topology that a subset of X inherits from
(
X, τw
)
by τw and the topol-
ogy it inherits from
(
X, τχ
)
by τχ.
The previous observations imply that our general space E can in-
deed be reduced to the space E of Theorem 3.1.1. To get the ideal
I of Theorem 3.1.2 we take
(
Xn, Rn
)
=
({0, 1},≤), χ = ϕ, the LSC
submeasure of the theorem and En = {0, 1} for all n ∈ ω. However, it
follows from Dijkstra and van Mill [10, Remark 41] that the topol-
ogy τϕ = τχ on I need not be equal to τd, the Polish topology on I
in Theorem 3.1.2. The following lemma gives the relation between the
topologies τw, τϕ and τd on Exh(ϕ) and again justifies our terminology
of ‘the weak topology’ for the product topology τw.
Lemma 3.3.11. Let ϕ be an LSC submeasure on ω. Then we have
the following relation between the topologies τw, τϕ and τd on Exh(ϕ):
τw ⊂ τϕ ⊂ τd.
Proof. The inclusion τw ⊂ τϕ follows immediately from the definition
of τϕ. Because ϕ({n}) > 0 for all n ∈ ω it follows that τd ⊃ τw (see
also the observation following Theorem 3.2.3). Furthermore, using the
monotonicity and subadditivity of ϕ it is not difficult to show that
|ϕ(A)− ϕ(B)| ≤ d(A,B)
for all A,B ∈ Exh(ϕ), which means that ϕ is continuous with respect
to τd. Since τϕ is the weakest topology that makes ϕ continuous and
that contains τw, we have τϕ ⊂ τd.
So we are interested in LSC submeasures ϕ on ω with τϕ = τd on
Exh(ϕ). In analogy to the definition of Kadec norms on `p given in §1.2
we call these submeasures Kadec submeasures.
Definition 3.3.12. An LSC submeasure ϕ on ω is called a Kadec
submeasure if τϕ equals the Polish group topology τd on Exh(ϕ).
In Definition 4.3.7 we define a Kadec submeasure on an arbitrary
cardinal number in the same way. We have the following result.
Proposition 3.3.13. An LSC measure ϕ on ω is a Kadec submeasure.
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Proof. We know from Lemma 3.3.11 that τϕ ⊂ τd on Exh(ϕ) so it
suffices to show that τd ⊂ τϕ. Take X ∈ Exh(ϕ) and let ε > 0.
We show that Bd(X, ε), the ε-ball with respect to the metric d as in
Theorem 3.2.3 with center X, is a neighbourhood of X in τϕ. Since X ∈
Exh(ϕ) there is a finite subset F of X such that ϕ(F ) > ϕ(X) − ε/3.
Now define O ∈ τϕ as
O = {Y ∈ Exh(ϕ) : ϕ(Y ) < ϕ(X) + ε/3 and Y ⊃ F}.
It is clear that X ∈ O. Since ϕ is a measure we have for every Y ∈
Exh(ϕ) that
d(X, Y ) = ϕ(X4Y ) = ϕ(X) + ϕ(Y )− 2ϕ(X ∩ Y ).
Take Y in O. Then ϕ(X ∩ Y ) ≥ ϕ(F ) > ϕ(X) − ε/3 and with the
above equality we find that
d(X, Y ) < ϕ(X) + ϕ(X) + ε/3− 2ϕ(X) + 2ε/3 = ε.
This means that X ∈ O ⊂ Bd(X, ε).
Let for A ⊂ ω the function ζA : 2ω → 2ω be given by ζA(X) = X \A.
In line with the remark after equation (1.1) we write ζk for ζ{0,...,k−1}
(where {0, . . . , k−1} equals the empty set if k = 0), which is consistent
with the definition of ζk on page 55. We can now state the following
characterization for Kadec submeasures. For a more general version see
Proposition 4.3.9.
Proposition 3.3.14. Let ϕ be an LSC submeasure on ω. The following
statements are equivalent:
(1) ϕ is a Kadec submeasure;
(2) ϕ ◦ ζ{α} : (Exh(ϕ), τϕ) → R is continuous for every α ∈ ω; and
(3) ζ{α} : (Exh(ϕ), τϕ) → (Exh(ϕ), τϕ) is continuous for each α ∈ ω.
Proof. First we show that statements (2) and (3) are equivalent, then
we show that statements (1) and (3) are equivalent.
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(2) ⇔ (3). Suppose that statement (2) is true. Take α ∈ ω.
Clearly, ζ{α} is continuous with respect to τw, so it suffices to show
that ζ−1{α}(ϕ
−1([0, t))∩Exh(ϕ)) ∈ τϕ on Exh(ϕ) for t ∈ (0,∞). This fol-
lows from the fact that this set equals the set (ϕ◦ζ{α})−1([0, t))∩Exh(ϕ)
which is open with respect to τϕ on Exh(ϕ) according to the assump-
tion. The implication (3) ⇒ (2) is trivial.
(1) ⇒ (3). Suppose that ϕ is a Kadec submeasure and take
α ∈ ω. Note that for all X, Y ∈ Exh(ϕ) we have d(ζ{α}(X), ζ{α}(Y )) ≤
d(X, Y ). This means that ζ{α} : (Exh(ϕ), τd) → (Exh(ϕ), τd) is contin-
uous. Since τd = τϕ we have shown that statement (3) holds.
(3) ⇒ (1). Suppose that ζ{α} : (Exh(ϕ), τϕ) → (Exh(ϕ), τϕ) is con-
tinuous for every α ∈ ω. By composing these functions, one can see
that ζF : (Exh(ϕ), τϕ) → (Exh(ϕ), τϕ) is continuous for every finite sub-
set F ⊂ ω. In view of Lemma 3.3.11 it suffices to show that τd ⊂ τϕ. So
take a set X ∈ Exh(ϕ) and an ε > 0 and consider Bd(X, ε), the ε-ball
around X with respect to the metric d as in Theorem 3.2.3. We show
that there is an open set O in τϕ such that X ∈ O ⊂ Bd(X, ε), which
suffices to prove that τd ⊂ τϕ.
As X ∈ Exh(ϕ) there is a finite set F ⊂ X such that ϕ(X\F ) < ε/2.
Now define
O = {Y ∈ Exh(ϕ) : Y ⊃ F and ϕ(Y \ F ) < ε/2}.
Clearly, X ∈ O and
{Y ∈ Exh(ϕ) : ϕ(Y \ F ) < ε/2} = ζ−1F
(
ϕ−1
(
[0, ε/2)
) ∩ Exh(ϕ)),
so this set is open in τϕ on Exh(ϕ) since ζF : (Exh(ϕ), τϕ) →
(Exh(ϕ), τϕ) is continuous. We see that O is open in τϕ on Exh(ϕ).
Now take Y ∈ O. We have
d(X, Y ) ≤ ϕ((X4Y ) ∩ F)+ ϕ((X4Y ) \ F)
≤ ϕ((X ∩ F )4(Y ∩ F ))+ ϕ(X \ F ) + ϕ(Y \ F )
< ε/2 + ε/2 = ε.
This means that O ⊂ Bd(X, ε).
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The following theorem shows that we can assume without loss of
generality that the submeasure ϕ of Theorem 3.1.2 is a Kadec submea-
sure and thus our general space E (with the topology τχ) can be reduced
to the space
(
I, τd
)
of Theorem 3.1.2.
Theorem 3.3.15. Let ϕ be an LSC submeasure on ω. Then there
exists a Kadec submeasure ψ on ω such that ϕ ≤ ψ ≤ 2ϕ.
Proof. Let {P0, P1, P2, . . .} be an enumeration of the finite subsets of
ω such that P0 = ∅. Now we define ψ : P(ω) → [0,∞] as follows:
ψ(A) =
∞∑
n=0
2−n ϕ(A \ Pn).
Note that since all the terms in the sum are nonnegative ψ is well
defined. It follows easily that ψ is a submeasure because we know that
ϕ is one. Furthermore, for all A ⊂ ω we have ψ(A) ≥ ϕ(A\P0) = ϕ(A)
and ψ(A) ≤∑∞n=0 2−n ϕ(A) = 2ϕ(A). We find that
ϕ ≤ ψ ≤ 2ϕ. (3.10)
To see that ψ is LSC note that every term in the sum is a nonnegative
LSC function on P(ω) and that every countable sum of nonnegative
LSC functions is again an LSC function.
Let dψ(A,B) = ψ(AMB) for A,B ∈ Exh(ψ). It remains to be
shown that τdψ ⊂ τψ on Exh(ψ). Take X ∈ Exh(ψ) and let ε > 0. We
will show that we can find a set C ∈ τψ such that X ∈ C ⊂ Bdψ(X, ε),
where Bdψ(X, ε) is the ε-ball with center X and radius ε with respect
to the metric dψ.
Since X ∈ Exh(ψ) we can find a number k ∈ ω such that ψ(X \k) <
ε/4. Let N ∈ ω be such that PN = X ∩ k. Then we have PN ⊂ X and
dψ(X,PN) = ψ(X MPN) = ψ(X \ PN) = ψ(X \ k) < ε/4. (3.11)
Define f : 2ω → [0,∞) by
f(A) = ψ(A)−2−Nϕ(A\PN) =
N−1∑
n=0
2−nϕ(A\Pn)+
∞∑
n=N+1
2−nϕ(A\Pn).
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Note that f is LSC with respect to τw. Next we define W ∈ τw as
W = {A ⊂ ω : A ∩ k = PN}
and we put δ = 2−N−4ε. We write
C = {Y ∈ W : ψ(Y ) < ψ(X) + δ and f(Y ) > f(X)− δ}.
It is clear that X ∈ C and that C ∈ τψ because f is LSC with respect
to τw and ψ is continuous with respect to τψ. Let Y ∈ C, then ψ(Y ) <
ψ(X) + δ and f(Y ) > f(X)− δ. From the inequality
f(Y ) + 2−Nϕ(Y \ PN) < f(X) + 2−Nϕ(X \ PN) + δ
we derive that
ϕ(Y \ PN) < ϕ(X \ PN) + 2N(f(X)− f(Y )) + 2Nδ
< ψ(X \ PN) + 2Nδ + 2Nδ
< 3 ε/8.
Since Y ∈ W we have Y \ PN = Y MPN and we see that
dψ(Y,X) ≤ dψ(Y, PN) + dψ(PN , X) ≤ 2ϕ(Y \ PN) + ψ(PN MX)
<
3
4
ε+
1
4
ε = ε.
We have shown that X ∈ C ⊂ Bdψ(X, ε) which proves the theorem.
Remark 3.3.16. Note that the property ϕ ≤ ψ ≤ 2ϕ immediately
implies that Exh(ψ) = Exh(ϕ) and Fin(ψ) = Fin(ϕ) and that the met-
rics dϕ and dψ as described in Theorem 3.2.3 on Exh(ϕ) are uniformly
equivalent.
3.4 The generalizing theorem
In this section we will continue in the framework of an LSC function
χ : X → [0,∞] as introduced in Section 3.3. In particular, χ satis-
fies properties (a)–(d) from Section 3.3. We will work towards Theo-
rem 3.4.7, which is a generalization of Theorem 3.1.1 and of the equiva-
lence of statements (1)–(3) of Theorem 3.1.2. Remember that (En)n∈ω
is a fixed sequence of sets such that En ⊂ Xn.
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Our first result generalizes the equivalence (1) ⇔ (2) of Theo-
rem 3.1.1 and Theorem 3.1.2. For n ∈ ω and ε > 0 define the subset
An(ε) of Xn by
An(ε) = SupRn
(
En ∩ (χ ◦ αn)−1([0, ε])
)
.
By assumption the set An(ε) is not empty (see Section 3.3). Note
that all points in
∏∞
n=0An(ε) have the same χ-value. Define the set
Bn(ε) =
(
En ∩ (χ ◦ αn)−1([0, ε])
) ∪ {0} for all n ∈ ω and observe
that
∏∞
n=0An(ε) =
∏∞
n=0 SupRnBn(ε). It follows from (3.4) that for all
a ∈∏∞n=0An(ε) we have
χ(a) = sup{χ(x) : x ∈
∞∏
n=0
Bn(ε)}. (3.12)
For each ε > 0 we pick a point η(ε) ∈∏∞n=0An(ε).
Remember that E = Fin(χ) ∩∏∞n=0En, so E ⊂ Fin(χ). To prove
Theorem 3.4.7 we need to assume that Exh(χ) = Fin(χ), however,
for the next proposition and Theorem 3.4.2 it suffices to assume that
E ⊂ Exh(χ). This is equivalent to saying that Exh(χ) is equal to Fin(χ)
on
∏∞
n=0En, i.e.
Fin(χ) ∩
∞∏
n=0
En = Exh(χ) ∩
∞∏
n=0
En.
Proposition 3.4.1. Assume that E is not empty and that E ⊂ Exh(χ).
Then χ
(
η(ε)
)
= ∞ for all ε > 0 if and only if there exists an x ∈∏∞
n=0En with χ(x) = ∞ and limn→∞ χn(x) = 0 in R.
Remember that the addition ‘in R’ means that χn(x) < ∞ for all
n ∈ ω.
Proof. For the ‘if part’ assume that there is an x ∈ ∏∞n=0En with
χ(x) = ∞ and limn→∞ χn(x) = 0 with χn(x) < ∞ for every n ∈ ω.
Take an ε > 0. We can find anN ∈ ω such that χn(x) ≤ ε for all n ≥ N .
Since every χn(x) is finite we have χ
(
ζN(x)
)
= ∞ by Lemma 3.3.9. Note
that ζN(x) ∈
∏∞
n=0Bn(ε), which implies that ζN(x)Rη(ε). Using the
monotonicity of χ we conclude that χ
(
η(ε)
)
= ∞.
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Assume now that χ
(
η(ε)
)
= ∞ for all ε > 0. First, we shall recur-
sively construct sequences n0 < n1 < · · · in ω and y0, y1, . . . such that
for all k ∈ N,
(i) ym ∈ Bm(1/k) for nk−1 ≤ m < nk and
(ii) χ(y0, y1, . . . , ynk−1, 0, 0, . . . ) > k.
Put n0 = 0 and assume that n0, . . . , nk−1 and y0, . . . , ynk−1−1 have been
found. We have χ
(
η(1/k)
)
= ∞ and χn(η(1/k)) ≤ 1/k for n ∈ ω, thus
χ(ζnk−1(η(1/k))) = ∞ by Lemma 3.3.9. Using property (d) of χ we
can find b ∈ ∏∞n=0Bn(1/k) such that χ(b) > k and ζnk−1(b) = b. Using
(3.6) we can select an nk > nk−1 with the property that χ(ξnk(b)) > k.
If we define yi = bi for nk−1 ≤ i < nk then the desired properties are
clearly satisfied.
Putting y = (y0, y1, . . . ) we see that χ(y) = ∞ by hypothesis (ii)
and limn→∞ χn(y) = 0 in R by hypothesis (i). Since E 6= ∅ we can select
a point z ∈ E. We define x ∈∏∞n=0En by
xn =
{
yn, if yn 6= 0;
zn, if yn = 0.
It is clear that yRx so χ(y) ≤ χ(x) and hence χ(x) = ∞. Further-
more, we have z ∈ Exh(χ), which easily implies that limn→∞ χn(z) = 0
in R. We already know that limn→∞ χn(y) = 0 in R, so we have
limn→∞ χn(x) = 0 in R as well. We see that x is as required.
Next we prove a generalization of the implication (2) ⇒ (3) of
Theorem 3.1.1 and Theorem 3.1.2. Just as for submeasures on ω, a
subset A of X is called χ-bounded if it is bounded with respect to χ,
that is, if there is an M ∈ N such that χ(a) ≤M for all a ∈ A; see also
§3.1. The set A is called χ-unbounded if it is not χ-bounded.
Theorem 3.4.2. Assume that E ⊂ Exh(χ) and suppose that there
exists a point x ∈∏∞n=0En such that χ(x) = ∞ and limn→∞ χn(x) = 0
in R. Then every nonempty clopen subset of E is χ-unbounded (and
hence dim E 6= 0).
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Proof. We will show that every nonempty χ-bounded subset A of E
has a boundary point. So suppose A ⊂ E is not empty and χ-bounded
and let M ∈ N be such that χ(a) ≤ M for all a ∈ A. We recursively
construct sequences n0 < n1 < · · · in ω, a0, a1, . . . in A, and b1, b2, . . .
in E \ A such that for i ∈ N,
(i) ξni−1(a
i) = ξni−1(b
i) = ξni−1(a
i−1);
(ii) |χ(ai)− χ(ξni(ai))| < 2−i; and
(iii) |χ(bi)− χ(ξni(ai))| < 2−i+1.
Since A is not empty we can find an a0 ∈ A and we put n0 = 0.
Assume now that ai−1 and ni−1 have been found for some i ∈ N.
Since ai−1 ∈ A ⊂ Exh(χ) and limn→∞ χn(x) = 0 we can find a number
k > ni−1 such that χ(ζk(ai−1)) < 2−i and χn(x) < 2−i for each n ≥ k.
For j ∈ ω we define yj ∈∏∞i=0Ei by
yjm =
{
xm, if k ≤ m < k + j;
ai−1m , if m < k or m ≥ k + j.
Note that yj differs from ai−1 in only finitely many coordinates and
that χn(x) ∈ R for all n ∈ ω, so that yj ∈ E by Lemma 3.3.9.
Put y = (ai−10 , . . . , a
i−1
k−1, xk, xk+1, . . . ) and observe that χ(y) = ∞ by
Lemma 3.3.9 again. Note that limj→∞ yj = y with respect to τw, thus
limj→∞ χ(yj) = ∞ by the LSC property of χ. Since y0 = ai−1 ∈ A,
and A is χ-bounded we can find an m ∈ ω such that ai = ym ∈ A and
bi = ym+1 ∈ E \A. Note that hypothesis (i) is clearly satisfied and put
ni = k +m. By subadditivity and monotonicity we have
χ(ξni(a
i)) ≤ χ(ai) ≤ χ(ξni(ai)) + χ(ζni(ai))
= χ(ξni(a
i)) + χ(ζni(a
i−1))
≤ χ(ξni(ai)) + χ(ζk(ai−1))
< χ(ξni(a
i)) + 2−i.
Similarly, we have
χ(ξni(a
i)) ≤ χ(bi) ≤ χ(ξni(ai)) + χni(x) + χ(ζni+1(ai−1))
< χ(ξni(a
i)) + 2−i + 2−i.
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Thus hypotheses (ii) and (iii) are satisfied.
The induction being complete we can use hypothesis (i) to define
c ∈∏∞i=0Ei by ξni(c) = ξni(ai) for every i ∈ ω. We have
lim
i→∞
ai = lim
i→∞
ξni(a
i) = lim
i→∞
bi = c in (X, τw). (3.13)
Formula (3.6) tells us that limi→∞ χ(ξni(a
i)) = χ(c). Since χ(ξni(a
i)) ≤
χ(ai) ≤ M for all i ∈ ω we see that χ(c) ≤ M and hence c ∈ E.
Note that properties (ii) and (iii) also yield that limi→∞ χ(ai) =
limi→∞ χ(bi) = χ(c). Together with (3.13) we obtain
lim
i→∞
ai = lim
i→∞
bi = c in (E, τχ).
We conclude that c is a boundary point of A in E.
This theorem shows that it follows from statement (2) of Theo-
rem 3.1.2 that every nonempty clopen subset of (I, τd) is ϕ-unbounded.
Clearly, this implies that (I, τd) is a cohesive space, which in turn implies
that dim (I, τd) > 0. We see that we can add the following statements
to Theorem 3.1.2:
(i) every nonempty clopen subset of (I, τd) is ϕ-unbounded, and
(ii) (I, τd) is cohesive.
Now we prove a result that is a generalization of (3) ⇒ (1) of The-
orem 3.1.2 and a partial generalization of (5) ⇒ (1) of Theorem 3.1.1.
As usual, if p is a point in a space Y then indpY denotes the dimension
of Y at p, see van Mill [24, p. 227]. For instance, indp Y = 0 means
that p has a clopen neighbourhood basis in Y .
Theorem 3.4.3. Suppose that Fin(χ) = Exh(χ) and that every set En
is zero-dimensional. Let y ∈ E be such that χ(y) = 0 and suppose that
for every n ∈ ω the function χ ◦ αnEn is continuous at the point yn.
Then indy E > 0 implies χ
(
η(ε)
)
= ∞ for all ε > 0.
Proof. We prove this theorem by contraposition. Suppose that there
exists an ε0 > 0 such that χ
(
η(ε0)
)
< ∞. Take ε ∈ (0, ε0]. Since
C given by formula (3.9) is a basis for the topology on E and τw is a
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zero-dimensional topology on
∏∞
i=0Ei, it suffices to find a clopen set U
in E such that y ∈ U ⊂ χ−1([0, ε)). Note that η(ε0) ∈ Fin(χ) = Exh(χ)
and hence we can find a number k ∈ N such that
χ
(
ζk(η(ε0))
)
< ε/2. (3.14)
Observe that χn(y) = χ(αn(yn)) = 0 for each n. By the continuity of
χ ◦ αnEn at yn we can find a clopen neighbourhood C of y in
∏∞
i=0Ei
such that for x ∈ C and n < k we have
χn(x) < ε/(2k). (3.15)
Next define the set U as
U = {x ∈ C : χ(x) ≤ ε}.
Note that y ∈ U and it follows from the lower semi-continuity of χ that
U is closed in τw (and hence in τχ). Take an x ∈ U . We have
χ(x) ≤ χ(ξk(x))+ χ(ζk(x)), (3.16)
and using Lemma 3.3.8 and (3.15) we see that
χ
(
ξk(x)
) ≤ k−1∑
n=0
χn(x) <
ε
2k
k = ε/2. (3.17)
If n ≥ k then χn(x) ≤ χ(x) ≤ ε ≤ ε0 and hence ζk(x)Rζk
(
η(ε0)
)
by
the definition of η(ε0). Using the monotonicity of χ and (3.14) we get
χ(ζk(x)) ≤ χ(ζk(η(ε0))) < ε/2. (3.18)
Combining (3.16), (3.17), and (3.18) it follows that χ(x) < ε. This
means that we can also write U = C ∩ χ−1([0, ε)), which is an open
neighbourhood of y in E. We have shown that U is a clopen neighbour-
hood of y such that χ(x) < ε for all x ∈ U .
Remark 3.4.4. Note that it follows from the lower semi-continuity of
χ that
(∏∞
n=0En, τw
)
is a witness to the almost zero-dimensionality of
E if every set En is zero-dimensional.
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Combining Proposition 3.4.1 and Theorems 3.4.2 and 3.4.3 we get
the following result.
Theorem 3.4.5. Suppose that Fin(χ) = Exh(χ) and that every set
En is zero-dimensional. Furthermore, suppose there is an y ∈ E with
χ(y) = 0 and such that for every n ∈ ω the function χ ◦ αnEn is
continuous at yn. Then the following statements are equivalent:
(1) χ
(
η(ε)
)
= ∞ for each ε > 0;
(2) there exists an x ∈∏∞n=0En with χ(x) = ∞ and limn→∞ χn(x) =
0 in R;
(3) every nonempty clopen subset of E is χ-unbounded;
(4) E is cohesive;
(5) indz E > 0 for all z ∈ E; and
(6) indy E > 0.
Motivated by Theorem 3.1.1, we aim at conditions under which
statements (1), (2), and (3) of Theorem 3.4.5 are equivalent to the
statement that dim E > 0.
Theorem 3.4.6. Suppose that Fin(χ) = Exh(χ) and that every set
En is zero-dimensional. Furthermore, suppose that for infinitely many
m, k ∈ N the functions χ ◦ ξm(E, τw) and χ ◦ ζk(E, τχ) are continuous.
If dim E > 0 then χ
(
η(ε)
)
= ∞ for all ε > 0.
Proof. As expected this proof is similar to the proof of Theorem 3.4.3.
Suppose that there exists an ε0 > 0 such that χ(η(ε0)) < ∞. Take a
point z ∈ E and let ε ∈ (0, ε0]. It suffices to show that there is a clopen
neighbourhood U of z in E with U ⊂ χ−1([0, χ(z) + ε)).
Since both z and η(ε0) are elements of Exh(χ) we can find m, k ∈ N
such that m ≥ k and
(i) χ(ζk(η(ε0))) < ε/2;
(ii) χ(ζk(z)) ≤ ε0;
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(iii) χ ◦ ξm(E, τw) is continuous; and
(iv) χ ◦ ζk(E, τχ) is continuous.
Note that (E, τw) is a subspace of
∏∞
i=0Ei and therefore zero-
dimensional. By (iii) there is a clopen neighbourhood C of z in (E, τw)
such that
χ(ξm(x)) < χ(ξm(z)) + ε/2, (3.19)
for all x ∈ C. Next define
U = {x ∈ C : χ(ζk(x)) ≤ ε0}
and note that z ∈ U because of (ii). By the lower semi-continuity of χ
it follows that U is a closed set in (E, τw) and hence in (E, τχ).
Take an x ∈ U . Since χn(x) ≤ χ(ζk(x)) ≤ ε0 for all n ≥ k we have
ζk(x)Rζk(η(ε0)). With (i) we see that
χ(ζk(x)) ≤ χ(ζk(η(ε0))) < ε/2 < ε0.
This means that we can also write U = {x ∈ C : χ(ζk(x)) < ε0}, which
is an open set in E with respect to τχ because of condition (iv). By the
subadditivity of χ and formula (3.19) we have
χ(x) ≤ χ(ξk(x))+ χ(ζk(x)) < χ(ξm(x))+ ε/2
< χ(ξm(z)) + ε/2 + ε/2
≤ χ(z) + ε.
We conclude that U is a clopen neighbourhood of z in E that is con-
tained in the set χ−1([0, χ(z) + ε)).
This result is a generalization of the implication (5) ⇒ (1) of The-
orem 3.1.1: take χ equal to the p-norm on R˜ω and let En be a zero-
dimensional subset of R for every n ∈ ω. It is clear that for all k ∈ N
the function χ(ξk(x)) =
(∑
i<k |xi|p
)1/p
is continuous with respect to
the product topology on `p and that ‖ζk(x)‖p is continuous with respect
to the norm topology.
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If we assume that χ is a Kadec submeasure on ω, then it follows
from Proposition 3.3.14 that χ ◦ ζk(E, τχ) is continuous for all k ∈ N.
Furthermore, χ ◦ ξk(E, τw) is continuous for all k ∈ ω because ξk(E) is
finite and hence discrete. Thus Theorem 3.4.6 contains the implication
(3) ⇒ (1) of Theorem 3.1.2 when we also use Theorem 3.3.15 to replace
ϕ with a Kadec submeasure ψ if necessary.
Combining Proposition 3.4.1 and Theorems 3.4.2 and 3.4.6 we get
our main result, which is, according to the above observations, a gen-
eralization of Theorem 3.1.1 and of the equivalence of the statements
(1), (2), and (3) in Theorem 3.1.2.
Theorem 3.4.7. Suppose that E is not empty and that Fin(χ) =
Exh(χ). Furthermore, assume that every set En is zero-dimensional
and that for infinitely many m, k ∈ N the functions χ ◦ ξm(E, τw) and
χ ◦ ζk(E, τχ) are continuous. Then the following statements are equiv-
alent:
(1) χ
(
η(ε)
)
= ∞ for all ε > 0;
(2) there exists an x ∈∏∞n=0En with χ(x) = ∞ and limn→∞ χn(x) =
0 in R;
(3) every nonempty clopen subset of E is χ-unbounded;
(4) E is cohesive; and
(5) dim E > 0.
3.5 The space E as representation of Ec
The last statement in Theorem 3.1.2 is that
(
I, τd
)
is homeomorphic to
complete Erdo˝s space. In this section we give conditions under which
our general space E is homeomorphic to Ec. As a result we get a full
generalization of Theorem 3.1.2.
If X is a nonempty space then Y is called an X-factor if there is a
space Z such that Y ×Z is homeomorphic to X. We need the following
results of Dijkstra and van Mill [10, Theorem 12 and 15].
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Theorem 3.5.1. A nonempty space E is an Ec-factor if and only if
E is almost zero-dimensional as witnessed by a topology W such that
every point of E has a neighbourhood that is complete in
(
E,W
)
.
Theorem 3.5.2. A nonempty space is homeomorphic to Ec if and only
if it is a cohesive Ec-factor.
The following result generalizes Theorem 1.2.7, Dijkstra [5, Corol-
lary 4] and Dijkstra and van Mill [10, Theorem 23].
Theorem 3.5.3. Assume that E is not empty and that the sets En are
zero-dimensional and topologically complete. Then E is an Ec-factor.
If, in addition, E ⊂ Exh(χ) and there is an x ∈ ∏∞n=0En such that
χ(x) = ∞ and limn→∞ χn(x) = 0 in R, then E is homeomorphic to Ec.
Proof. We observed in Remark 3.4.4 that E is almost zero-
dimensional as is witnessed by the topology τw it inherits from the
zero-dimensional and complete space
∏∞
n=0En. Let x ∈ E and consider
U = χ−1([0, χ(x) + 1]) ∩∏∞n=0En. Note that U ⊂ Fin(χ) so U is a
neighbourhood of x in E. Since χ is LSC on X we have that U is a
closed subspace of the complete space
∏∞
n=0En and hence U is topo-
logically complete in the topology τw. With Theorem 3.5.1 we see that
E is an Ec-factor. The second part follows immediately from Theorems
3.4.2 and 3.5.2.
Corollary 3.5.4. For every LSC submeasure ϕ on ω the space
(Fin(ϕ), τϕ) is an Ec-factor.
Corollary 3.5.5. Suppose that E is a nonempty subset of Exh(χ) and
that there is an x ∈∏∞n=0En such that χ(x) = ∞ and limn→∞ χn(x) =
0 in R. Then E contains a closed copy of Ec.
Proof. Let y ∈ E and define E ′n = {xn, yn} for n ∈ ω. Let the space
E′ be given by E′ = Fin(χ) ∩∏∞i=0E ′i with the topology τχ. It is clear
that E′ is a closed subspace of E and that Theorem 3.5.3 shows that E′
is homeomorphic to Ec.
Remark 3.5.6. It was observed by Dijkstra and van Mill [10, The-
orem 23] that if E is a nonempty subspace of `p as in Theorem 3.1.1
3.5 The space E as representation of Ec 75
then E is an Ec-factor if and only if every En is topologically complete
and zero-dimensional. The converse of Theorem 3.5.3 is no longer valid
in the general setting as the following examples show. For both exam-
ples we start with a space E that is homeomorphic to Ec and we add
an extra factor X−1 to the product space X of §3.3.
Let E−1 = X−1 = Ec and put X ′ = X−1 × X. We define
χ′ : X ′ → [0,∞] by χ′(x−1, x0, . . . ) = χ(x0, x1, . . . ) and we let R−1
be the full relation X−1 ×X−1. Then, clearly, the corresponding space
E′ equals Ec×E so it is homeomorphic to Ec. In this case one of the En’s
is one-dimensional. Note that we cannot weaken the premise of Theo-
rem 3.5.3 to the requirement that the En’s are almost zero-dimensional
because we can also choose E−1 = Eωc . In that case the resulting E
′ is
homeomorphic to Eωc , which is not an Ec-factor according to Dijkstra,
van Mill and Stepra¯ns [12].
Now let E−1 = Q and X−1 = Q∪{∞} ⊂ R˜. Let q0, q1, . . . be a one-
to-one enumeration of Q and put q∞ = ∞. Define the LSC function
ψ : X−1 → [0,∞] by ψ(qn) = n for n ∈ ω ∪ {∞} and the order R−1 on
X−1 by pR−1q if ψ(p) ≤ ψ(q). Now let χ′(x) = ψ(x−1) + χ(x0, x1, . . . )
be defined on X ′ = X−1×X and consider the resulting space E′. Note
that ψ generates the discrete topology on E−1 and hence E′ is the
product of a countable discrete space with a complete Erdo˝s space so
E′ ≈ Ec. Note that E−1 is not topologically complete.
The following result, when combined with Theorem 3.4.7, fully gen-
eralizes Theorem 3.1.2.
Theorem 3.5.7. Suppose that Fin(χ) = Exh(χ) and that every En
is a zero-dimensional and topologically complete space. Furthermore,
assume that for infinitely many m, k ∈ N the functions χ ◦ ξm(E, τw)
and χ◦ζk(E, τχ) are continuous. Then E is homeomorphic to Ec if and
only if dim E > 0.
Proof. Clearly, if E is homeomorphic to Ec, then dim E > 0. Now
suppose that dim E > 0, so in particular E 6= ∅. It follows from
Theorem 3.4.7 that there is an x ∈ ∏∞n=0En such that χ(x) = ∞
and limn→∞ χn(x) = 0 in R. With Theorem 3.5.3 we conclude that
E ≈ Ec.
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3.6 The space E as representation of E
In this section we give a generalization of the following result of Dijk-
stra and van Mill [11, Proposition 8.26].
Proposition 3.6.1. Let χ be the p-norm on R˜ω for some p ≥ 1 and
let En ⊂ R be a zero-dimensional Fσδ-space for all n ∈ ω such that
dim E > 0. If infinitely many of the En’s are of the first category in
themselves, then E is homeomorphic to E.
Remember the definitions of a tree and an anchor, see Defini-
tion 1.3.2 and Definition 1.3.3. To formulate the next theorem we
introduce the concept of a Sierpin´ski stratification.
Definition 3.6.2. Let X be a space. We call a system (Xs)s∈T a
Sierpin´ski stratification of X if T is a nonempty tree over a countable
alphabet and Xs is a closed subset of X for each s ∈ T such that
(i) Xλ = X and Xs =
⋃{Xt : t ∈ succ(s)} for all s ∈ T and
(ii) if σ ∈ [T ] then the sequence Xσ0, Xσ1, . . . converges to a point
xσ ∈ X.
Sierpin´ski [27] proved the following theorem.
Theorem 3.6.3. A space X is an (absolute) Fσδ-space if and only if it
admits a Sierpin´ski stratification.
Note that if (Xs)s∈T is a Sierpin´ski stratification of X, then the
whole space X is an anchor, see Definition 1.3.3.
Remark 3.6.4. Let Y be an Fσδ-space that is a witness to the almost
zero-dimensionality of a space X. Thus X is a subset of Y and we
let Z be the set X with the topology that is inherited from Y . Let
(Ys)s∈T be a Sierpin´ski stratification of Y and put Zs = Ys ∩ Z for
s ∈ T . Let x ∈ X and choose a neighbourhood B of x in X such that
B is closed in Y . If σ ∈ [T ] is such that Yσk ∩ B 6= ∅ for each k ∈ ω
then Yσ0, Yσ1, . . . converges in Y to a point that must lie in B. Hence
Zσ0, Zσ1, . . . converges in Z and B is an anchor for (Zs)s∈T in Z.
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For convenience we state Theorem 1.3.5 again from Dijkstra and
van Mill [11].
Theorem 3.6.5. A nonemtpy space E is homeomorphic to E if and
only if there exists a topology T on E that witnesses the almost zero-
dimensionality of E and there exist a nonempty tree T over a countable
set and subspaces Es of E that are closed with respect to T for each
s ∈ T such that:
(1) Eλ = E and Es =
⋃{Et : t ∈ succ(s)} whenever s ∈ T ;
(2) each x ∈ E has a neighbourhood U that is an anchor for (Es)s∈T
in
(
E,T
)
;
(3) for each s ∈ T and t ∈ succ(s) the set Et is nowhere dense in Es;
and
(4) E is {Es : s ∈ T}-cohesive.
In §1.3 we showed that E indeed satisfies the conditions of Theo-
rem 3.6.5. We can now prove the following generalization of Proposition
3.6.1.
Theorem 3.6.6. Suppose that E is a nonempty subset of Exh(χ)
such that the function χ ◦ ξk(E, τw) is continuous for infinitely many
k ∈ N and suppose that every En is a zero-dimensional Fσδ-space.
Assume that there is an x ∈ ∏∞n=0En such that χ(x) = ∞ and
limn→∞ χn(x) = 0 in R. If infinitely many of the En’s are of the first
category in themselves then E is homeomorphic to E.
Proof. Let ν : ω → ω be a bijection such that Eν(2n) is of the first
category in itself for each n ∈ ω. We use Theorem 3.6.5 to show that E
is homeomorphic to E. Let W be the zero-dimensional product space∏∞
n=0En ⊂
∏∞
n=0Xn. Since χ is an LSC function on W we see that
W witnesses the almost zero-dimensionality of E. Let T be the witness
topology on E that is inherited from W . Because En is an Fσδ-space
we may choose a Sierpin´ski stratification (Zns )s∈Tn for En such that Z
n
s
is not empty for every s ∈ Tn. Since Eν(2n) is of the first category in
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itself we may assume that Z
ν(2n)
t is nowhere dense in Z
ν(2n)
λ = Eν(2n)
for every t ∈ Tν(2n) with |t| = 1. We now construct a tree T as follows:
T = {(s0, . . . , sk, s′0, . . . , s′k) : si ∈ Tν(2i), s′i ∈ Tν(2i+1),
and |si| = |s′i| = k − i for 0 ≤ i ≤ k where k ∈ ω}.
If s = (s0, . . . , sk, s
′
0, . . . , s
′
k) ∈ T and t = (t0, . . . , tl, t′0, . . . , t′l) ∈ T then
s ≺ t means that k ≤ l, si ≺ ti and s′i ≺ t′i for every i ≤ k. Now
T does not formally satisfy the definition of a tree, but it is obviously
isomorphic to a countable tree. Note that in this interpretation we
have |(s0, . . . , sk, s′0, . . . , s′k)| = k. Let s = (s0, . . . , sk, s′0, . . . , s′k) ∈ T
and define the following closed subset of W :
Ws = {w ∈ W : wν(2i) ∈ Zν(2i)si and wν(2i+1) ∈ Zν(2i+1)s′i for i ≤ k}.
Let Es ⊂ E stand for Fin(χ) ∩Ws with the topology τχ. We prove the
following claim.
Claim 3.6.7. Let Eˆn be a subset of Xn for every n ∈ ω and put Eˆ =
Fin(χ) ∩∏∞n=0 Eˆn. If Eˆn = En for all but finitely many n, then every
nonempty clopen subset of Eˆ is χ-unbounded.
Proof. If Eˆ is empty then the claim is trivially true. So let y ∈ Eˆ.
Define z ∈∏∞n=0 Eˆn as
zn =
{
yn, if Eˆn 6= En;
xn, if Eˆn = En.
Then χ(z) = ∞ by Lemma 3.3.9 and also limn→∞ χn(z) = 0 in R. Now
apply Theorem 3.4.2 to Eˆ. ♦
With this claim we see that every nonempty clopen subset of Es is
χ-unbounded. This means that E is {Es : s ∈ T}-cohesive: just choose
χ-bounded neighbourhoods for the points of E. We see that condition
(4) of Theorem 3.6.5 is satisfied.
It is easily verified that
(
Ws)s∈T is a Sierpin´ski stratification of W
because it is a product of Sierpin´ski stratifications. This also means
that
(
Es
)
s∈T satisfies condition (1) of Theorem 3.6.5. Moreover, since
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W is a witness, condition (2) is easily seen to be satisfied as well, see
Remark 3.6.4. We now verify condition (3) of Theorem 3.6.5. Let
s = (s0, . . . , sk, s
′
0, . . . , s
′
k) ∈ T and let t = (t0, . . . , tk+1, t′0, . . . , t′k+1) ∈
succ(s). Take y ∈ Et and let O ∩ χ−1([0, χ(y) + ε)) be a basic neigh-
bourhood of y in E, where O is an element of τw and ε > 0. Select an
m > ν(2k) such that {y0} × · · · × {ym−1} × Xm × Xm+1 × · · · ⊂ O ,
χ(ζm(y)) < ε/2 and χ ◦ ξm(E, τw) is continuous. Then we can find an
open set U ⊂ Eν(2k) with yν(2k) ∈ U such that
{y0}×· · ·×{yν(2k)−1}×U×{yν(2k)+1}×· · ·×{ym−1}×{0}×{0}×· · ·
⊂ O ∩ χ−1([0, χ(y) + ε/2)). (3.20)
Because y ∈ Et, we have yν(2k) ∈ Zν(2k)tk with |tk| = (k + 1)− k = 1, so
Z
ν(2k)
tk
is nowhere dense in Eν(2k). This means that we can pick a point
q ∈ U \ Zν(2k)tk . We define z ∈ E \ Et by
zi =
{
q, if i = ν(2k);
yi, if i 6= ν(2k).
Since yν(2i) ∈ Zν(2i)ti ⊂ Zν(2i)si for i < k, q ∈ Eν(2k) = Zν(2k)λ = Zν(2k)sk , and
yν(2i+1) ∈ Zν(2i+1)t′i ⊂ Z
ν(2i+1)
s′i
for i ≤ k we have z ∈ Es. Furthermore,
with (3.20) we see that
χ(z) ≤ χ(ξm(z)) + χ(ζm(y)) < χ(y) + ε/2 + ε/2
thus z ∈ O∩χ−1([0, χ(y) + ε)). This shows that Et is nowhere dense in
Es, which means that all premises of Theorem 3.6.5 have been verified.
3.7 A fixed point property
Let Ω be a point not in X, and define the set E+ as E+ = E∪{Ω}. We
suppose that we have a (separable, metric) topology τE+ on E
+ such
that E is a subspace of E+ and such that E \ U is χ-bounded for every
neighbourhood U of Ω. The following definition is taken from Abry,
Dijkstra and van Mill [2].
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Definition 3.7.1. Let X be a space and p ∈ X. We say that p is a fixed
point of X if for every nonconstant continuous function f : X → X we
have f(p) = p.
It is clear that if a space contains a fixed point then it has the
fixed point property. The converse is not true: every non-degenerate
compact AR is an example of a space with the fixed point property but
without a fixed point.
We want to show that under certain conditions the point Ω is a
fixed point of E+. As a result we get a generalization of the following
theorem, proved by Abry, Dijkstra and van Mill [2, Theorem 16].
Theorem 3.7.2. Take p ≥ 1 and let χ be the p-norm on R˜ω. Let En
be a zero-dimensional subset of R for every n ∈ ω. Then the following
statements about E+ are equivalent:
(1) Ω is a fixed point of E+;
(2) E+ has the fixed point property;
(3) E+ is connected; and
(4) dim E 6= 0.
Definition 3.7.3. A space X is called hereditarily disconnected if each
component of X consists of a single element.
For clarity: a space X is called totally disconnected if for every two
distinct points x, y ∈ X we can find a clopen subset C of X such
that x ∈ C and y /∈ C. Clearly, every totally disconnected space
is hereditarily disconnected. However, the converse is not true, see
Engelking [19, Problem 6.3.23].
To prove the next theorem we need the following lemma, which can
be found in Abry, Dijkstra and van Mill [2, Lemma 14].
Lemma 3.7.4. Let p be a point in a space X such that X \ {p} is
hereditarily disconnected. If for every open neighbourhood U of p with
U 6= X the component of p in U is not closed in X, then p is a fixed
point of X.
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Theorem 3.7.5. Assume that E ⊂ Exh(χ) and that there exists an
x ∈ ∏∞n=0En such that χ(x) = ∞ and limn→∞ χn(x) = 0 in R. Fur-
thermore, suppose that E is hereditarily disconnected. Then Ω is a fixed
point of E+.
Proof. In view of Lemma Lemma 3.7.4, let U be an open neighbour-
hood of Ω in E+ such that A = E \ U 6= ∅. Let C be the component
of Ω in U . Since U is a neighbourhood of Ω we know that A is χ-
bounded. Let N ∈ N be such that A ⊂ χ−1([0, N ]). If y ∈ E and k ∈ N
we define Yk(y) = {z ∈ E : ξk(z) = ξk(y)}. Changing finitely many
coordinates xn of x into yn does not affect the properties χ(x) = ∞
(see Lemma 3.3.9) and limn→∞ χn(x) = 0. With Theorem 3.4.2 we get
that every nonempty clopen subset of each Yk(y) is χ-unbounded.
Now we recursively construct a sequence a0, a1, . . . of points in A
and numbers n0 < n1 < · · · in N such that for all i ∈ N
(i) ai ∈ Yni−1(ai−1) and
(ii) χ
(
ξni(a
i)
)
> si − 2−i,
where si = sup
{
χ(x) : x ∈ A ∩ Yni−1(ai−1)
}
.
We start with choosing a point a0 ∈ A and we take n0 = 1. Observe
that properties (i) and (ii) do not apply to this case. Now assume that
ai and ni have been found for some i ∈ ω. Since si+1 ≤ N we can
choose ai+1 ∈ A ∩ Yni(ai) such that
χ(ai+1) > sup
{
χ(x) : x ∈ A ∩ Yni(ai)
}− 2−i−1 = si+1 − 2−i−1.
With formula (3.6) it follows that we can find ni+1 > ni such that
χ
(
ξni+1(a
i+1)
)
> si+1 − 2−i−1. Properties (i) and (ii) are satisfied.
By property (i) we can define c ∈∏∞n=0En such that
ξni(c) = ξni(a
i),
for all i ∈ ω. Clearly, the sequence (ai)i∈ω converges to c in
∏∞
n=0En.
Furthermore, with (3.6) and the monotonicity of χ we get
χ(c) = lim
i→∞
χ
(
ξni(c)
)
= lim
i→∞
χ
(
ξni(a
i)
) ≤ sup
i∈ω
χ(ai) ≤ N, (3.21)
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so c ∈ E. Note that by properties (i) and (ii) and the monotonicity
of χ we have χ(ai) ≥ χ(ξni(ai)) > si − 2−i ≥ χ(ai) − 2−i for all
i ∈ N. From (3.21) we know that limi→∞ χ
(
ξni(a
i)
)
= χ(c), so we get
limi→∞ χ(ai) = χ(c). We now have that c = limi→∞ ai in E and since
A is closed we see that c ∈ A.
For each i ∈ N we choose bi ∈ Yni−1(ai−1) such that χ(bi) = χ(ai) +
2−i. This is possible because if such a point bi does not exist, then
{x ∈ Yni−1(ai−1) : χ(x) < χ(ai) + 2−i} is a χ-bounded clopen subset of
Yni−1(a
i−1) that contains ai. Clearly, the sequence (bi)i converges to c
in τw and limi→∞ χ(bi) = χ(c), so limi→∞ bi = c in E. With property
(ii) we see that χ(bi) ≥ χ(ξni(ai)) + 2−i > si, hence there is a number
k > ni−1 such that χ(ξk(bi)) > si. Note that Yk(bi) ⊂ Yni−1(ai−1) \A ⊂
U . If K is a clopen subset of B = Yk(bi) ∪ {Ω} that does not contain
Ω then K is a χ-bounded and clopen subset of Yk(b
i) and hence empty.
Thus B is a connected subset of U and hence bi ∈ C for each i. This
means that c is a point in the closure of C that is not in U . We conclude
that C is not closed in E and we can apply Lemma 3.7.4 to obtain that
Ω is a fixed point of E+.
Combining Theorem 3.4.7 and Theorem 3.7.5 we get the following
corollary which is a generalization of Theorem 3.7.2.
Corollary 3.7.6. Suppose that Fin(χ) = Exh(χ) and that every set
En is zero-dimensional. Furthermore, assume that for infinitely many
m, k ∈ N the functions χ ◦ ξm(E, τw) and χ ◦ ζk(E, τχ) are continuous.
Then the following statements are equivalent:
(1) Ω is a fixed point of E+;
(2) E+ has the fixed point property;
(3) E+ is connected; and
(4) dim E 6= 0.
Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) are obvious and
(3) ⇒ (4) follows from Engelking [18, Corollary 1.5.6]. The implica-
tion (4) ⇒ (1) follows from Theorem 3.4.7 and 3.7.5, where we note that
E is totally disconnected because the sets En are zero-dimensional.
Chapter 4
Nonseparable complete Erdo˝s spaces and
submeasures on uncountable cardinals
4.1 Introduction
In the previous chapter we generalized Theorem 3.1.1, dealing with the
Erdo˝s type subspaces E of `p, by replacing the norm function ‖ · ‖p on
Rω by a more general LSC function on a more general product space.
Dijkstra and van Mill [10] used Theorem 3.1.1 together with topo-
logical characterizations of Ec from [10], to determine exactly when
these Erdo˝s type subspaces of `p are homeomorphic to Ec. Dijkstra,
van Mill and Valkenburg [13, Theorem 1] generalize Theorem 3.1.1
in another way, namely by extending the norm function to an uncount-
able product Rκ of R with corresponding Erdo˝s type spaces Eκ. In
analogy to the separable metric case, they used this generalization and
the topological characterizations of Ec in [10], to characterize when
the spaces Eκ are homeomorphic to a so called nonseparable complete
Erdo˝s space, see Definition 4.2.6 and the remarks thereafter. Inspired
by these results we now want to extend Theorem 3.1.2 of Chapter 3 to
the case of submeasures on uncountable cardinal numbers. In view of
property (4) of this theorem and the mentioned results we are partic-
ularly interested in the question when the related exhaustive ideal is
homeomorphic to a nonseparable complete Erdo˝s space.
Dijkstra and van Mill use their characterization of complete Erdo˝s
space, [10, Theorem 1], to prove Theorem 3.1.2. In fact, this theorem
is a simplified version of [10, Theorem 37]. The next result quotes
83
84 Chapter 4: Nonseparable complete Erdo˝s spaces
this theorem with item (6) as an additional equivalent statement which
follows from Theorem 3.4.7. In correspondence with Chapter 3 we use
the following terminology. Let f : Z → [0,∞] be an arbitrary function.
A subset C of Z is called f -bounded if there is an M ∈ N such that
f(z) ≤ M for all z ∈ C and f -unbounded otherwise. In the previous
chapters we also used the convention that if f is a norm | · | on a
Banach space Z, then we simply call a subset C of Z bounded if it is
| · |-bounded, and unbounded if it is | · |-unbounded.
Theorem 4.1.1. Let ϕ be an LSC submeasure on ω with Exh(ϕ) =
Fin(ϕ). Let τd be the topology on Exh(ϕ) that is generated by the metric
d(X, Y ) = ϕ(X4Y ) for X, Y ∈ Exh(ϕ) and write Iω = (Exh(ϕ), τd).
Then the following statements are equivalent:
(1) Iω is not homeomorphic to Z, 2ω, or Z× 2ω;
(2) there is no B ⊂ ω with Exh(ϕ) = {X ⊂ ω : X ∩B is finite};
(3) for every ε > 0 we have ϕ({n ∈ ω : ϕ({n}) ≤ ε}) = ∞;
(4) there is a B ⊂ ω with ϕ(B) = ∞ and limn→∞ ϕ({n} ∩B) = 0;
(5) Iω is homeomorphic to Ec;
(6) every nonempty clopen subset of Iω is ϕ-unbounded;
(7) ind Iω > 0; and
(8) Iω is not locally compact.
We write Iω instead of I as in Theorem 3.1.2 because we want to
study submeasures on arbitrary cardinals and to avoid confusion we add
the corresponding cardinal as a subscript of I. The following theorem
is an extension of the previous one to LSC submeasures on arbitrary
infinite cardinal numbers. We write limα∈µ xα = 0 for a set µ with
|µ| ≥ ω and real numbers xα for every α ∈ µ, if for each ε > 0 the set
{xα : |xα| ≥ ε} is finite. If κ is a cardinal number we denote by κD the
cardinal κ equipped with the discrete topology.
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Theorem 4.1.2. Let ϕ be an LSC submeasure on some cardinal num-
ber κ > ω with Exh(ϕ) = Fin(ϕ). Let τd be the topology on Exh(ϕ)
generated by the metric d(X, Y ) = ϕ(X4Y ) for X, Y ∈ Exh(ϕ) and
write Iκ = (Exh(ϕ), τd). Then the following statements are equivalent:
(1) Iκ is not homeomorphic to κD or κD × 2ω;
(2) there is no B ⊂ κ with Exh(ϕ) = {X ⊂ κ : X ∩B is finite};
(3) for every ε > 0 we have ϕ({α ∈ κ : ϕ({α}) ≤ ε}) = ∞;
(4) there is a B ⊂ κ with ϕ(B) = ∞ and limα∈B ϕ({α}) = 0;
(5) Iκ × Ec is homeomorphic to Iκ;
(6) every nonempty clopen subset of Iκ is ϕ-unbounded;
(7) ind Iκ > 0; and
(8) Iκ is not locally compact.
We prove this theorem in §4.4. Note that statement (5) above is
weaker than its counterpart in Theorem 4.1.1. This is due to the non-
separability of the considered spaces Iκ, whilst Ec is separable. How-
ever, in §4.5 we show that for a special class of submeasures we have
a stronger analogy with Theorem 4.1.1. There we prove that for these
special submeasures we can replace statement (5) of Theorem 4.1.2 by
the statement that Iκ is homeomorphic to Ec × (λD)ω × κD where λ is
a certain cardinal invariant of Iκ. For this purpose we need to develop
some theory on (Kadec) submeasures in §3.
4.2 Preliminaries
Let ϕ be a submeasure on a set A. For I ⊂ A we let ϕI denote
the restriction of ϕ to P(I). Without loss of generality we may always
assume thatA is a cardinal number. Unless stated otherwise κ, λ, and µ
denote cardinal numbers. Remember that a regular space Z (or a
topology) is called zero-dimensional if there is a basis consisting of
clopen sets, see Definition 1.1.14.
86 Chapter 4: Nonseparable complete Erdo˝s spaces
Definition 4.2.1. Given ψ : Z → [0,∞], define the following subspaces
of Z × [0,∞]:
G∞ψ = {(z, ψ (z)) : z ∈ Z, ψ (z) <∞} ,
L∞ψ = {(z, t) : z ∈ Z, ψ (z) ≤ t ≤ ∞} .
If Z is not empty, zero-dimensional, separable, and metrizable, then
an LSC function ψ is said to be an L-Lelek function if G∞ψ is dense in
L∞ψ .
We have the following result, see Dijkstra, van Mill and
Valkenburg [13, Lemma 22].
Lemma 4.2.2. Let ε > 0 be given. If ϕ : C → [0,∞] and ψ : D →
[0,∞] are L-Lelek functions with compact domain and if ϕ−1(0) and
ψ−1(0) are singletons, then there are a homeomorphism h : C → D and
a continuous f : C → (0,∞) such that ψ◦h = f ·ϕ and sup{| log f(x)| :
x ∈ C} < ε.
Definition 4.2.3. The weight of a space Z is given by
w (Z) = min {|B| : B is a basis for the topology of Z}+ ω
and the local weight is given by
lw (Z) = min {w (U) : U is an open nonempty subset of Z} .
Definition 4.2.4. Let κ be an arbitrary infinite cardinal number, and
let p ≥ 1. We define the (possibly nonseparable) Banach space `pκ, given
by
`pκ =
{
x = (xα)α∈κ ∈ Rκ :
∑
α∈κ
|xα|p <∞
}
,
equipped with the topology generated by the norm ‖x‖p =
(
∑
α∈κ |xα|p)1/p.
Remark 4.2.5. Recall that the norm on `p = `pω is a Kadec norm, that
is, the norm topology is the weakest topology that makes all coordinate
projections and the norm function continuous, see Proposition 1.2.1.
The same holds for the norm on `pκ. Thus, the graph of the norm
function when seen as a function from `pκ with the product topology
(or any other topology that lies between the product topology and the
norm topology) to R is homeomorphic to `pκ by the obvious map.
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Definition 4.2.6. For ω ≤ λ ≤ κ, let
Fα =
{ {0} ∪ {1/n : n ∈ N}, if α ∈ λ;
{0, 1}, if α ∈ κ \ λ.
We define E1c(λ, κ) = {x ∈ `1κ : xα ∈ Fα, α ∈ κ}.
By Dijkstra, van Mill and Valkenburg [13, Proposition 13] we
have lw(E1c(λ, κ)) = λ and w(E
1
c(λ, κ)) = κ. It is clear that E
1
c(λ, κ) is
complete as a closed subset of `1κ. For λ = κ = ω, this space represents
Ec. Therefore, we will also refer to E
1
c(λ, κ) as a nonseparable complete
Erdo˝s space if κ > ω. Remember that Erdo˝s proved that both E and
Ec are one-dimensional spaces, yet they are totally disconnected and
homeomorphic to their own squares. Nonseparable complete Erdo˝s
spaces have analogous properties, as shown by Dijkstra, van Mill
and Valkenburg [13]. That paper also concerns more general spaces
defined by
Eµ = {x ∈ `pµ : xα ∈ Eα, α ∈ µ},
where µ is another arbitrary infinite cardinal number and the sets Eα
are arbitrary subsets of R. The values of the cardinal invariants weight
and local weight can easily be determined for the space Eµ whenever the
sets Eα are given as is shown by Dijkstra, van Mill and Valken-
burg [13, Proposition 13]. The following theorem is the main result in
[13].
Theorem 4.2.7. The space Eµ is homeomorphic to
Ec × (λD)ω × κD,
with λ = lw(Eµ) and κ = w(Eµ) if and only if indEµ > 0 and every Eα
is a zero-dimensional Gδ-subset of R.
An easy consequence of this is [13, Theorem 41]:
Theorem 4.2.8. Let ω ≤ λ ≤ κ. Then E1c(λ, κ) is homeomorphic to
Ec × (λD)ω × κD.
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4.3 Basic properties and Kadec submeasures
We start with a couple of useful relations between the theory of sub-
measures on ω, as given in Chapter 3, and submeasures on an arbitrary
cardinal κ. Subsequently we introduce the notion of a Kadec submea-
sure on an arbitrary cardinal κ and we discuss some applications. The
following lemma gives another proof of the fact that elements of the ex-
haustive ideal of a submeasure are at most countable, see Lemma 1.1.6.
Lemma 4.3.1. Let ϕ be a submeasure on κ > ω. Then
Exh(ϕ) = {X ⊂ κ : X ∩ I ∈ Exh(ϕI) for all I ⊂ κ with |I| = ω}
=
⋃
I⊂κ, |I|=ω
Exh(ϕI)
and hence every element of Exh(ϕ) is at most countable.
Proof. Let A denote the family of all subsets X of κ with the property
that X ∩ I ∈ Exh(ϕI) for all I ⊂ κ with |I| = ω. Let X ∈ Exh(ϕ) and
let ε > 0. We can find a finite subset F of κ such that ϕ(X \ F ) < ε.
Now take I ⊂ κ such that |I| = ω. Then I ∩ F is a finite subset of I
and ϕ((X ∩ I)\ (F ∩ I)) = ϕ((X \F )∩ I) ≤ ϕ(X \F ) < ε. This means
that X ∩ I ∈ Exh(ϕI), so Exh(ϕ) ⊂ A.
The remaining inclusions become trivial once we show that every
X ∈ A is at most countable. Take X ∈ A and let n ∈ N. Suppose
that Xn = {α ∈ X : ϕ({α}) > 1/n} is an infinite set. Then, by
definition of A, we can find a countable infinite set I ⊂ Xn such that
I ∈ Exh(ϕI). This is a contradiction since, by the monotonicity of ϕ,
we have ϕ(I \ F ) > 1/n for every finite subset F of I. Hence |Xn| < ω
and we conclude that X =
⋃∞
m=1Xm is indeed at most countable.
The following theorem generalizes Theorem 3.2.3 and again follows
easily from Solecki [29].
Theorem 4.3.2. Suppose that ϕ is an LSC submeasure on κ, then
dϕ(X, Y ) = ϕ(X4Y )
defines an invariant, complete metric on Exh(ϕ) and an invariant met-
ric on Fin(ϕ).
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Proof. We will verify that dϕ is complete on Exh(ϕ). Consider a
Cauchy sequence (Xn)n∈ω in Exh(ϕ) and let I =
⋃
n∈ωXn. Then ac-
cording to Solecki [29, Theorem 3.1] dϕI is a complete metric on
Exh(ϕI), hence there exists an X ∈ Exh(ϕI) with dϕI (Xn, X) → 0 as
n → ∞. Now observe that dϕI (Xn, X) = dϕ(Xn, X), which implies
that dϕ(Xn, X) → 0 as n → ∞. Since X ∈ Exh(ϕ) by Lemma 4.3.1,
the proof is complete.
We will write d instead of dϕ whenever there is no danger of confu-
sion. Observe that the topology τd generated by the metric d on Exh(ϕ)
and Fin(ϕ) is stronger than the product topology τw that these spaces
inherit from 2κ. Also note that (Exh(ϕ), τd) and (Fin(ϕ), τd) are topo-
logical groups with the symmetric difference ‘4’ as group operation.
Notation 4.3.3. As in Theorem 4.1.1 and Theorem 4.1.2 we write
IA = (Exh(ϕ), τd) for an LSC submeasure ϕ on a set A, where τd is the
topology generated by the metric d of Theorem 4.3.2. For B ⊂ A we
write IB for (Exh(ϕB), τdϕB ).
Apart from the topology τd on Exh(ϕ) for a submeasure ϕ, one can
also consider another natural topology.
Definition 4.3.4. Let (Z, τ) and (W, τ ′) be topological spaces and
f : Z → W a map. Then τf is the weakest topology on Z that contains
τ and that makes f continuous.
We shall simply denote the topology that a subset of Z inherits from(
Z, τf
)
by τf and the topology it inherits from
(
Z, τ) by τ . If S is a
basis for the topology τ ′ on W that is closed under finite intersections,
then the collection B given by
B = {O ∩ f−1(S) : O ∈ τ and S ∈ S}
forms a basis for τf . If W = [0,∞] and f is LSC and we restrict
ourselves to the set f−1([0,∞)), then the collection C given by
C = {O ∩ f−1([0, t)) : O ∈ τ and t ∈ (0,∞)}
forms a basis for τf on f
−1([0,∞)).
Recall that the graph of f : Z → W is the set of pairs {(z, f(z)) :
z ∈ Z} in the product space Z ×W .
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Remark 4.3.5. Just as for the norm on `pκ (see Remark 4.2.5), the
graph of f when seen as a function from (Z, τ) (or Z with any other
topology that lies between τ and τf ) to W is homeomorphic to (Z, τf )
by the obvious map.
Note that if we take f to be an LSC submeasure on κ, then Z = 2κ
with the product topology τw and W = [0,∞]. The following lemma is
a generalization of Lemma 3.3.11.
Lemma 4.3.6. Let ϕ be an LSC submeasure on κ. Then we have the
following relation between the topologies τw, τϕ and τd on Exh(ϕ) : τw ⊂
τϕ ⊂ τd.
Proof. Exactly the same as the proof of Lemma 3.3.11, just replace
ω by κ.
It is a natural question to ask when τϕ = τd on Exh(ϕ). The fol-
lowing definition extends Definition 3.3.12.
Definition 4.3.7. An LSC submeasure ϕ on κ is called a Kadec sub-
measure if τϕ equals the group topology τd on Exh(ϕ).
We have the following result, which generalizes Proposition 3.3.13.
Proposition 4.3.8. An LSC measure ϕ on κ is a Kadec submeasure.
Proof. Exactly the same as the proof of Proposition 3.3.13, just re-
place ω by κ and replace references to Lemma 3.3.11 by Lemma 4.3.6
and Theorem 3.2.3 by Theorem 4.3.2.
Let for A ⊂ κ the function ζA : 2κ → 2κ be given by ζA(X) = X \A.
The following result generalizes Proposition 3.3.14.
Proposition 4.3.9. Let ϕ be an LSC submeasure on κ. The following
statements are equivalent:
(1) ϕ is a Kadec submeasure;
(2) ϕ ◦ ζ{α} : (Exh(ϕ), τϕ) → R is continuous for every α ∈ κ; and
(3) ζ{α} : (Exh(ϕ), τϕ) → (Exh(ϕ), τϕ) is continuous for each α ∈ κ.
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Proof. The proof is the same as the proof of Proposition 3.3.14, just
replace ω by κ and replace references to Lemma 3.3.11 by Lemma 4.3.6
and Theorem 3.2.3 by Theorem 4.3.2.
The following general result will be useful in different places in the
remainder of this chapter.
Lemma 4.3.10. Let (Z, τ) be a topological space and let ϕi : Z →
[0,∞] be LSC functions for i ∈ I, where I is an arbitrary nonempty
set. Define ϕ : Z → [0,∞] by ϕ(z) = ∑i∈I ϕi(z). Then ϕ is an LSC
function and on ϕ−1
(
[0,∞)) the topology τϕi is weaker than τϕ for every
i ∈ I.
Proof. It is easily verified that ϕ is LSC, using the fact that every ϕi
is nonnegative. Now we show that τϕi ⊂ τϕ on ϕ−1
(
[0,∞)) for every
i ∈ I. Pick i0 ∈ I. As observed before, the family
Bϕ = {O ∩ ϕ−1
(
[0, t)
)
: O ∈ τ and t ∈ (0,∞)}
is a basis for τϕ on ϕ
−1([0,∞)). Similarly, since ϕ−1([0,∞)) ⊂
ϕ−1i0
(
[0,∞)), the family
Bϕi0 = {O ∩ ϕ−1i0
(
[0, t)
)
: O ∈ τ on ϕ−1([0,∞)) and t ∈ (0,∞)}
is a basis for τϕi0 on ϕ
−1([0,∞)). Hence it is sufficient to show that
ϕ−1i0
(
[0, t)
) ∩ ϕ−1([0,∞)) ∈ τϕ
for every t ∈ (0,∞).
Pick t ∈ (0,∞). If ϕ−1i0
(
[0, t)
) ∩ ϕ−1([0,∞)) = ∅, there is nothing
to prove, so suppose z ∈ Z is such that ϕi0(z) < t and ϕ(z) <∞. Note
that
ϕ = ϕi0 + ψ,
with ψ =
∑
i∈I\{i0} ϕi. Observe that ψ is also an LSC function on Z
and we have ψ(z) ≤ ϕ(z) < ∞. Put δ = t − ϕi0(z) > 0 and consider
the set V ⊂ Z given by
V = ψ−1
(
(ψ(z)− δ/2,∞]) ∩ ϕ−1([0, ϕ(z) + δ/2)).
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Clearly, z ∈ V ∈ Bϕ. Take y ∈ V , then ϕi0(y) +ψ(y) < ϕi0(z) +ψ(z) +
δ/2 and ψ(y) > ψ(z)− δ/2. It follows that
ϕi0(y) < ϕi0(z) + ψ(z)− ψ(y) + δ/2 < ϕi0(z) + δ = t.
This means that z ∈ V ⊂ ϕ−1i0
(
[0, t)
) ∩ ϕ−1([0,∞)) which finishes the
proof.
Corollary 4.3.11. Let {Ai : i ∈ I} be a nonempty collection of pair-
wise disjoint sets and write A =
⋃
i∈I Ai. Suppose that ϕi : 2
Ai → [0,∞]
is a Kadec submeasure for each i ∈ I. Then the function ϕ : 2A →
[0,∞] defined by
ϕ(X) =
∑
i∈I
ϕi(X ∩ Ai)
is a Kadec submeasure on A.
Proof. If |I| = 1 there is nothing to prove, so suppose that |I| > 1.
We will use Lemma 4.3.10 and Proposition 4.3.9 to show that ϕ is a
Kadec submeasure.
We extend ϕi to an LSC function ϕ˜i on 2
A in the obvious way: we
define ϕ˜i : 2
A → [0,∞] by
ϕ˜i(X) = ϕi(X ∩ Ai).
Since ϕ =
∑
i∈I ϕ˜i it follows from Lemma 4.3.10 that ϕ is an LSC
function on 2A. Furthermore, since every ϕi is a submeasure on Ai, it
is easily seen that ϕ is a submeasure on A.
Take α ∈ A, say α ∈ Aj for some j ∈ I. We show that ϕ ◦
ζ{α} : (Exh(ϕ), τϕ) → R is continuous, which means that ϕ is Kadec by
statement (2) of Proposition 4.3.9. Define ψ : 2A → [0,∞] by
ψ(X) =
∑
i∈I\{j}
ϕ˜i(X).
By Lemma 4.3.10 we know that ψ is an LSC function and we have
ϕ = ϕ˜j + ψ and ϕ ◦ ζ{α} = ϕ˜j ◦ ζ{α} + ψ. Furthermore, Lemma 4.3.10
tells us that τϕ˜j ⊂ τϕ and τψ ⊂ τϕ on Fin(ϕ) ⊃ Exh(ϕ). Since ψ is
clearly continuous on (Exh(ϕ), τψ) this implies that ψ is continuous on
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(Exh(ϕ), τϕ). We are done once we show that ϕ˜j◦ζ{α} : (Exh(ϕ), τϕ˜j) →
R is continuous. This follows from the continuity of the projection X 7→
X ∩Aj as a function from (Exh(ϕ), τϕ˜j) to (Exh(ϕ), τϕj) together with
the continuity of ϕj ◦ ζ{α} on (Exh(ϕj), τϕj), see Proposition 4.3.9.
As mentioned before Lemma 3.3.11 there are LSC submeasures
that are not Kadec submeasures. However, for LSC submeasures on
κ ≤ ω we have the following theorem, which is a combination of The-
orem 3.3.15 and the fact that submeasures on finite sets are automati-
cally Kadec submeasures.
Theorem 4.3.12. Let ϕ be an LSC submeasure on κ ≤ ω. Then there
exists a Kadec submeasure ψ such that ϕ ≤ ψ ≤ 2ϕ.
As we noted in Remark 3.3.16 we clearly have Exh(ψ) = Exh(ϕ)
and Fin(ψ) = Fin(ϕ) and it is also clear that the metrics dϕ and dψ
as in Theorem 4.3.2 are uniformly equivalent. This means for example
that we may assume without loss of generality that the submeasure ϕ
in Theorem 4.1.1 is a Kadec submeasure, an observation that we used
extensively in Chapter 3. Unfortunately, the proof of Theorem 3.3.15
does not generalize to LSC submeasures on an uncountable cardinal
number, so we can ask the following question.
Question 4.3.13. Let ϕ be an LSC submeasure on κ > ω. Is there
a Kadec submeasure ψ on κ with Exh(ψ) = Exh(ϕ) and such that
τdϕ = τψ on Exh(ϕ)?
4.4 The small inductive dimension of Iκ
We now return to the setting of general LSC submeasures. In this
section we will prove Theorem 4.1.2, the extension of Theorem 4.1.1 to
uncountable cardinals, and consider some consequences. Among them
are the relation between the minimal weight of nonempty open subsets
of Iκ and the small inductive dimension, and a statement concerning a
one-point connectification of Iκ.
We start by proving Theorem 4.1.2.
Proof of Theorem 4.1.2. (1) ⇒ (2). We prove this implication
by contraposition. Suppose there exists a subset B of κ > ω with
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Exh(ϕ) = {X ⊂ κ : X ∩ B is finite}. Since κ \ B is in the collection,
we either have |κ \ B| < ω or |κ \ B| = ω. If |κ \ B| < ω, then
Exh(ϕ) consists of all finite subsets of κ, thus |Exh(ϕ)| = κ. Note that
infα∈κ ϕ({α}) 6= 0, for otherwise there exists a sequence {αi}i∈ω with
limi∈ω ϕ({αi}) = 0. Then we can find a subsequence {αik}k∈ω for which
ϕ({αik}) ≤ 2−k and hence ϕ({αi1 , αi2 , . . .}) ≤ 2 by Lemma 1.1.10. This
means that there would be an infinite set in Exh(ϕ), which leads to a
contradiction. Since for all finite sets F 6= F ′ we have d(F, F ′) ≥
infα∈κ ϕ({α}), every finite set is isolated in Iκ. We see that the space
Iκ is homeomorphic to κD. If |κ \B| = ω, we will show that
Iκ ≈
⊕
F⊂B, F finite
({F ∪X : X ⊂ κ \B}, τd) ≈ κD × 2ω.
Let F and F ′ be finite subsets of B and let X,X ′ ⊂ κ \ B. Then
d(F ∪ X,F ′ ∪ X ′) = ϕ((F4F ′) ∪ (X4X ′)) ≥ ϕ(F4F ′). As above,
it follows for F 6= F ′ that d(F, F ′) ≥ infα∈B ϕ({α}) > 0. Thus all
collections {F∪X : X ⊂ κ\B} are clopen in Iκ. Clearly, ({F∪X : X ⊂
κ\B}, τd) ≈ (P(κ\B), τd), where κ\B is countably infinite. Note that
Exh(ϕκ\B) = Fin(ϕκ\B) = P(κ \ B), so it follows from Theorem 3.2.3
that τd is a Polish group topology on P(κ \ B) that is stronger than
τw. Since τw is obviously a Polish group topology on P(κ \ B) that
witnesses the fact that P(κ \ B) is a Polishable ideal, we can apply
Proposition 3.2.2 to obtain that τd = τw on P(κ \ B). We see that
(P(κ \B), τd) ≈ 2ω and we conclude that Iκ ≈ κD × 2ω.
(2) ⇒ (3). We prove this implication by contraposition again. Sup-
pose there exists an ε > 0 for which {α ∈ κ : ϕ({α}) ≤ ε} ∈ Exh(ϕ).
Then for B = {α ∈ κ : ϕ({α}) > ε} we have Exh(ϕ) = {X ⊂ κ :
X ∩ B is finite}. Indeed, if X ∩ B is finite, then it is contained in
Exh(ϕ), as is κ \B. Since X ⊂ (X ∩B)∪ (κ \B) we have X ∈ Exh(ϕ)
as well. If X ∈ Exh(ϕ), then there is a finite set F with ϕ(X \F ) ≤ ε.
This gives X \ F ⊂ κ \ B and therefore X ∩ B = X \ (κ \ B) ⊂ F is
finite.
(3) ⇒ (4). Assume (3). Take m ∈ N and let Xm = {α ∈ κ :
ϕ({α}) ≤ 1/m}. Then we know that Xm /∈ Fin(ϕ), so since ϕ is LSC it
follows that there is a countable subset I(m) ofXm such that ϕ(I(m)) =
∞. Take I = ⋃∞m=1 I(m). Then |I| = ω and for every m ∈ N we see
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that ϕ({α ∈ I : ϕ({α}) ≤ 1/m}) ≥ ϕ(I(m)) = ∞. Now look at ϕI
and note that Exh(ϕI) = Fin(ϕI). Applying Theorem 4.1.1 we see that
there exists a set B ⊂ I such that ϕI(B) = ∞ and limα∈B ϕI({α}) = 0.
We conclude that B satisfies condition (4).
(4) ⇒ (5). Suppose that B satisfies (4) and consider ϕB. Note that
|B| = ω. Since Exh(ϕB) = Fin(ϕB) we can use Theorem 4.1.1 to find
that IB ≈ Ec. Furthermore, since
dϕ(X, Y ) = ϕ(X4Y ) ≤ ϕB((X4Y ) ∩B) + ϕκ\B((X4Y ) \B)
= dϕB(X ∩B, Y ∩B) + dϕκ\B(X \B, Y \B) ≤ 2dϕ(X,Y ),
we find (with the corresponding metric topologies) that
Iκ × Ec ≈ Iκ\B × IB × Ec ≈ Iκ\B × E2c ≈ Iκ\B × Ec ≈ Iκ\B × IB ≈ Iκ.
(4) ⇒ (6). Suppose that B ⊂ κ satisfies condition (4) and hence
|B| = ω. Take a nonempty clopen subset C of Iκ and let the set X be
an element of C. Put Y = B∪X and note that |Y | = ω and Exh(ϕY ) =
Fin(ϕY ). Then X ∈ C ∩ IY , so we have that C ∩ IY is a nonempty
clopen subset of IY . Since B ⊂ Y it follows from Theorem 4.1.1 that
C ∩ IY is ϕY -unbounded and hence C is ϕ-unbounded.
The implications (5) ⇒ (7) and (6) ⇒ (7) are trivial. For (7) ⇒ (8)
note that Iκ is totally disconnected and that a totally disconnected
locally compact space is zero-dimensional. The implication (8) ⇒ (1)
is trivial.
Remark 4.4.1. Note that in proving (4) ⇒ (5) we first showed that
it follows from (4) that
(9) there is a B ⊂ κ with |B| = ω and IB is homeomorphic to Ec.
Then we showed that this implies statement (5). So we can add state-
ment (9) to the list of equivalences in Theorem 4.1.2.
Remember that if Z is a nonempty space then W is called a Z-factor
if there is a space T such that W × T is homeomorphic to Z, see also
the remark before Theorem 3.5.1. So statement (5) implies that Ec is
an Iκ-factor. It is an easy exercise, using the equivalence of (5) and
(7) in Theorem 4.1.2, to show that we have the following additional
equivalences in that theorem:
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(10) Ec is an Iκ-factor;
(11) Ec is homeomorphic to a retract of Iκ;
(12) there exists a closed embedding of Ec in Iκ; and
(13) there exists an embedding of Ec in Iκ.
Remark 4.4.2. For a Kadec submeasure ϕ on κ > ω with Exh(ϕ) =
Fin(ϕ) one can view the space Iκ as the graph of ϕ when seen as a
function from (Exh(ϕ), τw) to [0,∞). Since ind((Exh(ϕ), τw)×[0,∞)) =
1 we can replace statement (7) in Theorem 4.1.2 in this case by the
statement that indIκ = 1. In particular, if the answer to Question 4.3.13
is in the affirmative, we can reformulate statement (7) in Theorem 4.1.2
in general.
Remark 4.4.3. The condition ‘Exh(ϕ) = Fin(ϕ)’ is really needed in
Theorem 4.1.2 as the following examples show. In [10, Example 42]
Dijkstra and van Mill consider an LSC submeasure ϕ1 on ω × ω with
Exh(ϕ1) 6= Fin(ϕ1) such that Iω×ω is homeomorphic to R \ Q. Take a
cardinal number κ > ω and define the LSC submeasure ψ on (ω×ω)∪κ
by
ψ(X ∪ Y ) = ϕ1(X) +
∑
α∈Y
1,
where X ⊂ ω × ω and Y ⊂ κ. Since I = I(ω×ω)∪κ is homeomorphic to
Iω×ω × Iκ we see that I is homeomorphic to R \ Q × κD. This means
that I is zero-dimensional and not homeomorphic to κD or κD×2ω. We
see that statement (1) of Theorem 4.1.2 does not imply statement (7)
in this case.
In the same example Dijkstra and van Mill introduce an LSC sub-
measure ϕ3 on ω×ω with Exh(ϕ3) 6= Fin(ϕ3) such that Iω×ω is homeo-
morphic to Eωc and ϕ3 ≤ 2. For a cardinal number κ > ω we now define
the LSC submeasure ψ on (ω × ω) ∪ κ by
ψ(X ∪ Y ) = ϕ3(X) +
∑
α∈Y
1,
where X ⊂ ω × ω and Y ⊂ κ. In the same way as in the previous
case we see that I = I(ω×ω)∪κ is homeomorphic to Eωc × κD and hence
4.4 The small inductive dimension of Iκ 97
ind I > 0. However, since ϕ3 ≤ 2 we cannot find a B ⊂ (ω × ω) ∪ κ
such that ψ(B) = ∞ and limα∈B ϕ({α}) = 0. We see that statement
(7) of Theorem 4.1.2 does not imply statement (4) in this case.
Proposition 4.4.4. Let ϕ be an LSC submeasure on κ ≥ ω. Then
w
(
Iκ
)
= κ and lw
(
Iκ
)
= minn∈N |{α ∈ κ : ϕ({α}) < 1/n}|+ ω.
Proof. The collection of all finite subsets of κ is dense in Iκ, by defi-
nition of Exh(ϕ). Therefore w
(
Iκ
) ≤ κ. The collection of all singletons
forms a discrete subset of Iκ of cardinality κ: for arbitrary α ∈ κ and
β 6= α we have d({α}, {β}) = ϕ({α, β}) ≥ ϕ({α}) > 0 and hence
w
(
Iκ
) ≥ κ.
Since we have a topological group structure, it suffices to show
for all n ∈ N that w(ϕ−1 ([0, 1/n)) ∩ Iκ) = |L| + ω, where L =
{α ∈ κ : ϕ({α}) < 1/n}. The same reasoning as above yields that
w
(
ϕ−1 ([0, 1/n)) ∩ Iκ
) ≥ |L| + ω, so it is left to prove that we can
reverse the inequality. We know that the collection F of finite sets in
ϕ−1 ([0, 1/n))∩Iκ forms a dense set in ϕ−1 ([0, 1/n))∩Iκ. Let FL denote
the collection of finite subsets of L. We have F ⊂ FL, which means that
w
(
ϕ−1 ([0, 1/n)) ∩ Iκ
) ≤ |F|+ ω ≤ |FL|+ ω = |L|+ ω.
Example 4.4.5. Define the following LSC measure on ω× κ for some
infinite cardinal number κ and another infinite cardinal number λ ≤ κ:
η(X) =
∑
(n,α)∈X:α∈λ
2−n +
∑
(n,α)∈X:α/∈λ
1.
Since η is an LSC measure, we have Exh(η) = Fin(η). Note that all
statements in Theorem 4.1.2 hold. Furthermore, by Proposition 4.4.4
we find that w(Iω×κ) = |ω × κ| = κ and lw(Iω×κ) = |ω × λ| = λ, hence
the weight and local weight do not necessarily coincide. We can consider
the following embedding of Iω×κ in the Banach space `1ω×κ ≈ `1κ:
(
h(X)
)
(n,α)
=

2−n, if (n, α) ∈ X and α ∈ λ;
1, if (n, α) ∈ X and α ∈ κ \ λ;
0, if (n, α) /∈ X,
for X ∈ Iω×κ. Then η(X4Y ) = ‖h(X)−h(Y )‖1. Using Theorem 4.2.7
it can be shown that h(Iω×κ) ≈ Ec × (λD)ω × κD.
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Proposition 4.4.6. Suppose that ϕ is an LSC submeasure on κ > ω
with Exh(ϕ) = Fin(ϕ). If lw(Iκ) > ω then ind Iκ > 0.
Proof. Proposition 4.4.4 yields that minn∈N |{α ∈ κ : ϕ({α}) <
1/n}| > ω. Now the set {α ∈ κ : ϕ({α}) ≤ ε} is uncountable for every
ε > 0 and hence it cannot be a member of Exh(ϕ). By Theorem 4.1.2
we find ind Iκ > 0.
Corollary 4.4.7. Let ϕ be an LSC submeasure on κ > ω such that
Exh(ϕ) = Fin(ϕ) and ind Iκ > 0. If lw(Iκ) = ω then Iκ is homeomor-
phic to Ec × κD.
Proof. Since ind Iκ > 0 it follows from statement (9) in Remark 4.4.1
that there is a B ⊂ κ with |B| = ω and IB ≈ Ec. Using Proposition
4.4.4 we take n ∈ N such that |{α ∈ κ : ϕ({α}) < 1/n}|+ ω = ω. Now
we define the set I ⊂ κ as I = B ∪ {α ∈ κ : ϕ({α}) < 1/n}. Note that
|I| = ω and II ⊃ IB so ind II > 0. It follows from Theorem 4.1.1 that
II ≈ Ec. Clearly, Iκ ≈ II × Iκ\I , so we have Iκ ≈ Ec× Iκ\I . If α ∈ κ \ I
then ϕ({α}) ≥ 1/n and this means that Iκ\I is the collection of all finite
subsets of κ \ I with the discrete topology. Since |Iκ\I | = κ, the space
Iκ\I is homeomorphic to κD. We conclude that Iκ ≈ Ec × κD.
Remember the definition of a fixed point, see Definition 3.7.1. Let
I+κ = Iκ ∪ {Ω} be a Hausdorff-extension of Iκ such that for every
neighbourhood U of Ω in I+κ the complement Iκ \ U is ϕ-bounded.
Theorem 4.4.8. Suppose that ϕ is an LSC submeasure on κ ≥ ω such
that Exh(ϕ) = Fin(ϕ). Then the following statements are equivalent:
(1) Ω is a fixed point of I+κ ;
(2) I+κ has the fixed point property;
(3) I+κ is connected; and
(4) ind Iκ > 0.
Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) are trivial.
(3) ⇒ (4). Assume that ind Iκ = 0 and select a set X ∈ Iκ. Let U
and V be disjoint and open in I+κ such that X ∈ U and Ω ∈ V . Choose
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a clopen neighbourhood C of X in Iκ such that C ⊂ U and note that
C is also clopen in I+κ . Hence I
+
κ is disconnected.
(4) ⇒ (1). Assume that ind Iκ > 0. Since τw is coarser than τd
and zero-dimensional, the space Iκ is totally disconnected. Let U be
an open neighbourhood of Ω in I+κ such that V = Iκ \U 6= ∅. Let C be
the component of Ω in U . Since Lemma 3.7.4 is true for T1-spaces it
suffices to show that C is not closed in the space I+κ . By Theorem 4.1.1,
if κ = ω, and Theorem 4.1.2, if κ > ω, there is a B ⊂ κ with ϕ(B) = ∞
and limα∈B ϕ({α}) = 0. Pick a set X ∈ V and let E = B ∪X. Then
E is a countably infinite set with ϕ(E) = ∞ and lime∈E ϕ({e}) = 0
since X ∈ Exh(ϕ). Put U ′ = {Y ∈ U : Y ⊂ E} ∪ {Ω}, V ′ = V ∩ IE =
IE \ U ′, and let C ′ be the component of Ω in U ′. Now U ′ is an open
neighbourhood of Ω in IE ∪ {Ω} such that X ∈ IE \ U ′. According
to Theorem 3.3.15 and the proof of Theorem 3.7.5 the closure of C ′
intersects V ′. Since C ′ is a subset of C we see that C is not closed in
I+κ and the proof is complete.
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4.5 Submeasures and nonseparable complete Erdo˝s spaces
The purpose of this section, is to establish a link between nonseparable
complete Erdo˝s spaces and certain submeasures on κ. This is inspired
by the following fact for LSC measures.
Proposition 4.5.1. If the space Iκ is generated by an LSC measure ϕ
on κ ≥ ω and ind Iκ > 0, then Iκ is homeomorphic to Ec× (λD)ω ×κD,
with λ = lw(Iκ).
Proof. As in Example 4.4.5, the ideal Iκ (with Exh(ϕ) = Fin(ϕ)) can
be embedded in the Banach space `1κ. Indeed, consider the function
h : Iκ → `1κ given by
(
h(X)
)
α
=
{
ϕ({α}), if α ∈ X;
0, if α /∈ X.
Just as in Example 4.4.5 it follows that ϕ(X4Y ) = ‖h(X)−h(Y )‖1, so
h is clearly an embedding. Furthermore, we have h(Iκ) =
(∏
α∈κEα
)∩
`1κ, with Eα = {0, ϕ({α})} for every α ∈ κ. Applying Theorem 4.2.7,
we find Iκ ≈ Ec × (λD)ω × κD with λ = lw(Iκ) and κ = w(Iκ) by
Proposition 4.4.4.
In the proof of Lemma 4.5.3 we use the following general result.
Lemma 4.5.2. Let (Z, τ) be a topological space and let I be a nonempty
set. Suppose that ϕi : Z → [0,∞] is an LSC function for every i ∈ I.
Fix M > 1 and let fi : Z → (1/M,M) be a continuous function for
each i ∈ I. Define for i ∈ I the function ψi : Z → [0,∞] by ψi = fi ·ϕi.
Consider the functions ϕ, ψ : Z → [0,∞] given by ϕ = ∑i∈I ϕi and
ψ =
∑
i∈I ψi. Then ψ
−1([0,∞)) = ϕ−1([0,∞)) and τϕ = τψ.
Proof. Clearly, ϕ/M ≤ ψ ≤ Mϕ, from which it follows immediately
that ψ−1
(
[0,∞)) = ϕ−1([0,∞)).
We show that τϕ = τψ. We will use Lemma 4.3.10 to do this. It is
not difficult to see that ψi is an LSC function for every i ∈ I. By a
symmetry argument it is then enough to show that τϕ ⊂ τψ, that is, we
have to prove that ϕ is continuous with respect to τψ. We know from
Lemma 4.3.10 that ϕ is an LSC function with respect to τ , so certainly
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ϕ is an LSC function with respect to τψ. It is therefore left to show
that for all t ∈ (0,∞) the set ϕ−1([0, t)) is open in τψ.
Take t ∈ (0,∞). Since ψ−1([0,∞)) = ϕ−1([0,∞)) we know
that ϕ−1
(
[0, t)
) ⊂ ψ−1([0,∞)). Clearly, ϕi is continuous with re-
spect to τψi for every i ∈ I. With Lemma 4.3.10 we know that
τψi ⊂ τψ on ψ−1
(
[0,∞)), so every ϕi is continuous with respect to
τψ on ψ
−1([0,∞)). Take z ∈ ϕ−1([0, t)) and put ε = t − ϕ(z). We
know that ψ(z) < ∞ so we can find a finite set F ⊂ I such that∑
i∈I\F ψi(z) < ε/(2M). Using that
∑
i∈F ϕi is continuous with re-
spect to τψ on ψ
−1([0,∞)) and that ψ−1([0,∞)) ∈ τψ, we find an open
set U ⊂ ψ−1([0,∞)) in τψ such that z ∈ U and for all z′ ∈ U we have∑
i∈F
ϕi(z
′) < ϕ(z) + ε/2.
Let ψ˜ =
∑
i∈I\F ψi, then we can write
ψ =
∑
i∈F
ψi + ψ˜.
Lemma 4.3.10 tells us that
∑
i∈F ψi and ψ˜ are LSC functions and that
τψ˜ ⊂ τψ on ψ−1
(
[0,∞)). Define the set V ⊂ ψ−1([0,∞)) by
V = U ∩ ψ˜−1
([
0,
ε
2M
))
.
It is clear that z ∈ V ∈ τψ. Moreover, for every z′ ∈ V we have
ϕ(z′) =
∑
i∈F
ϕi(z
′) +
∑
i∈I\F
ϕi(z
′)
≤
∑
i∈F
ϕi(z
′) +M ψ˜(z′)
< ϕ(z) +
ε
2
+M
ε
2M
= t.
We showed that z ∈ V ⊂ ϕ−1([0, t)) with V ∈ τψ, which means that
ϕ−1
(
[0, t)
)
is open in τψ.
In the next lemma we look at submeasures that behave a bit like
measures.
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Lemma 4.5.3. Let ϕ be a Kadec submeasure on κ > ω such that
Exh(ϕ) = Fin(ϕ). Suppose that there exists a partition {Aβ : β ∈ κ} of
κ with |Aβ| ≤ ω for every β ∈ κ, |{β ∈ κ : ind IAβ > 0}| = κ and with
the property that there exist an M ∈ N such that for every X ∈ Exh(ϕ)
we have
(∗)
∑
β∈κ
ϕ(X ∩ Aβ) ≤Mϕ(X).
Then Iκ is homeomorphic to Ec × (κD)ω.
Proof. Note that (∗) is trivially true for X /∈ Exh(ϕ) = Fin(ϕ). By
taking appropriate unions of different sets Aβ if necessary, and using
the subadditivity of ϕ, one sees that we may, and we will from now on,
assume that {Aβ : β ∈ κ} is a partition of κ such that ind IAβ > 0 and
|Aβ| = ω for all β ∈ κ.
Claim 4.5.4. For all β ∈ κ the function ϕAβ is an L-Lelek function
with compact domain for which ϕ−1Aβ(0) = {∅}.
Proof. Pick a β ∈ κ. We only have to prove that ϕAβ is an L-Lelek
function on 2Aβ , that is, that G∞ϕAβ is dense in L
∞
ϕAβ
(see Definition
4.2.1). Let X ⊂ Aβ be arbitrary and consider a standard neighbour-
hood U of X in 2Aβ . So we have U = {Y ⊂ Aβ : Y ∩ F = X ∩ F} for
some finite set F ⊂ Aβ. Note that IAβ ∩ U is a clopen subspace of IAβ
that contains X ∩ F . Let t be such that ϕAβ(X ∩ F ) < t <∞. It now
suffices to show the existence of some Y ∈ IAβ ∩ U with ϕAβ(Y ) = t.
We know that ϕAβ is a continuous function on IAβ . If there were
no Y ∈ IAβ ∩ U with ϕAβ(Y ) = t then the nonempty clopen subset
{Y ∈ IAβ ∩ U : ϕAβ(Y ) < t} ⊂ IAβ would be ϕ-bounded. This violates
Theorem 4.1.1 and thereby the claim is proved. ♦
Put T = {0} ∪ {1/n : n ∈ N} and define the function ψAβ : TAβ →
[0,∞] by ψAβ(x) =
∑
α∈Aβ xα. Note that ψAβ coincides with the `
1
Aβ
-
norm when both are restricted to the set {x ∈ TAβ : ∑α∈Aβ xα <∞}.
We can now apply Lemma 4.2.2 to ϕAβ : 2
Aβ → [0,∞] and ψAβ for every
β ∈ κ, to find a homeomorphism hβ : 2Aβ → TAβ and a continuous
function fβ : 2
Aβ → (1/2, 2) such that ψAβ(hβ(X)) = fβ(X)ϕAβ(X) for
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every X ∈ 2Aβ . Define ψ : 2κ → [0,∞] by
ψ(X) =
∑
β∈κ
ψAβ(hβ(X ∩ Aβ)),
so that
ψ(X) =
∑
β∈κ
fβ(X ∩ Aβ)ϕAβ(X ∩ Aβ) =
∑
β∈κ
f˜β(X)ϕβ(X),
where f˜β : 2
κ → (1/2, 2) is given by f˜β(X) = fβ(X ∩ Aβ) and ϕβ :
2κ → [0,∞] is given by ϕβ(X) = ϕAβ(X ∩ Aβ). Since the function
X 7→ X∩Aβ from 2κ to 2Aβ is continuous it follows that f˜β is continuous
for all β ∈ κ and ϕβ is an LSC function for all β ∈ κ. Observe that ψ
is not in general a submeasure on κ.
Now consider the function ϕ˜ : 2κ → [0,∞] given by ϕ˜ = ∑β∈κ ϕβ.
Since ϕ is a Kadec submeasure it is clear that every ϕAβ is a Kadec
submeasure and we can apply Corollary 4.3.11 to see that ϕ˜ is a Kadec
submeasure as well. Using that ϕ is an LSC submeasure it is not
difficult to show that ϕ ≤ ϕ˜. By assumption we have ϕ˜ ≤ Mϕ and
these inequalities, together with the equality Exh(ϕ) = Fin(ϕ), imply
that Exh(ϕ˜) = Fin(ϕ˜) with Exh(ϕ˜) = Exh(ϕ). We also see that the
metrics dϕ and dϕ˜ on Exh(ϕ) as defined in Theorem 4.3.2 are uniformly
equivalent. We can now write
Iκ = (Exh(ϕ), τdϕ) = (Exh(ϕ˜), τdϕ˜) = (Exh(ϕ˜), τϕ˜).
Since ψ =
∑
β∈κ f˜β · ϕβ it follows from Lemma 4.5.2 that Fin(ϕ˜) =
ψ−1
(
[0,∞)) and τϕ˜ = τψ. Using that Exh(ϕ˜) = Fin(ϕ˜) we get with the
previous equalities that
Iκ = (ψ
−1([0,∞)), τψ).
Next, define H : 2κ → T κ coordinatewise by H(X)α = hβ(X∩Aβ)α,
whenever α ∈ Aβ. This is obviously a homeomorphism with respect to
the underlying product topologies. We now find
ψ(X) =
∑
α∈κ
H(X)α,
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hence X 7→ ∑α∈κH(X)α is continuous on Iκ. Note that whenever
ψ(X) < ∞, this value equals the `1κ-norm of H(X). Using Remark
4.2.5 we find that the map H : Iκ → T κ∩`1κ is continuous. A symmetric
argument yields continuity of its inverse and combining this with the
equality T κ ∩ `1κ = E1c(κ, κ) and Theorem 4.2.8 we conclude that Iκ ≈
Ec × (κD)ω.
Theorem 4.5.5. Let ϕ be an LSC submeasure on κ > ω such that
Exh(ϕ) = Fin(ϕ) and lw(Iκ) = λ > ω. Suppose that there exists a
partition {Aβ : β ∈ κ} of κ with |Aβ| ≤ ω for every β ∈ κ and with the
property that there exists an M ∈ N such that for every X ∈ Exh(ϕ)
we have ∑
β∈κ
ϕ(X ∩ Aβ) ≤Mϕ(X).
Then Iκ is homeomorphic to Ec × (λD)ω × κD.
Proof. We start with the observation that we may assume without
loss of generality that ϕ is a Kadec submeasure on κ. We can see this
as follows. Apply Theorem 4.3.12 to find a Kadec submeasure ψβ on
Aβ such that ϕAβ ≤ ψβ ≤ 2ϕAβ . Define ψ : 2κ → [0,∞] by
ψ(X) =
∑
β∈κ
ψβ(X ∩ Aβ).
By Corollary 4.3.11 ψ is a Kadec submeasure on κ. Using that ϕ is
an LSC submeasure and ϕAβ ≤ ψβ for all β ∈ κ it follows easily that
ϕ ≤ ψ. Furthermore, since ψβ ≤ 2ϕAβ for all β ∈ κ we also have that
ψ ≤ 2Mϕ by assumption. Together with the fact that Exh(ϕ) = Fin(ϕ)
this implies that Exh(ψ) = Fin(ψ), with Exh(ψ) = Exh(ϕ), and also
that the metrics dϕ and dψ on Exh(ϕ) as defined in Theorem 4.3.2
are uniformly equivalent. So ψ produces the same space Iκ as ϕ. In
addition, it is clear that
∑
β∈κ ψ(X ∩ Aβ) = ψ(X) for all X ⊂ κ so
ψ satisfies the conditions of this theorem. We see that we can replace
ϕ by ψ and therefore we will continue the proof assuming that ϕ is a
Kadec submeasure on κ.
Using Proposition 4.4.4 we take an n0 ∈ N such that the cardinality
of the set C = {α ∈ κ : ϕ({α}) < 1/n0} is equal to λ. Using transfinite
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recursion we construct a collection {A′β : β ∈ λ} of pairwise disjoint
countable subsets of κ where each set A′β is a union of sets Aγ with
γ ∈ κ, such that ind IA′β > 0 for all β ∈ λ. Assume that α ∈ λ is
such that A′β has been found for β < α. Put B =
⋃
β<αA
′
β and note
that |B| < λ. It follows from Proposition 4.4.4 that lw(IC\B) = λ and
since clearly Exh(ϕC\B) = Fin(ϕC\B) we get from Proposition 4.4.6
and Remark 4.4.1 that there is a countable set Cα ⊂ C \ B such that
ind ICα > 0. Put A
′
α =
⋃{Aβ : Aβ ∩ Cα 6= ∅} and note that it is
countable and disjoint from A′β for β < α. In this way we get the
desired sets A′β for every β ∈ λ.
If λ = κ, then put A′ =
⋃
β∈λA
′
β and define the collection A of
subsets of κ as
A = {A′β : β ∈ λ} ∪ {Aβ : Aβ ∩ A′ = ∅}.
With the subadditivity of ϕ and the fact that every A′β is a union of sets
Aγ with γ ∈ κ, it follows easily that A is a partition of κ that satisfies
the conditions of Lemma 4.5.3, which means that Iκ ≈ Ec × (κD)ω.
Now suppose that λ < κ. Again, put A′ =
⋃
β∈λA
′
β and now define
the collection A of subsets of κ as
A = {A′β : β ∈ λ} ∪ {Aβ : Aβ ∩ (C \ A′) 6= ∅}.
We have |A| = λ, so we can write A = {Bβ : β ∈ λ}. We define
A =
⋃
A, so A is a partition of A. Since every element of A is at most
countable we have |A| = λ. We know that ind A′β > 0 for all β ∈ λ,
which means that |{β ∈ λ : ind IBβ > 0}| = λ. Furthermore, since ϕ is
subadditive and every Bβ is a union of sets Aγ with γ ∈ κ, we have for
every X ⊂ A that∑
β∈λ
ϕA(X ∩Bβ) ≤
∑
β∈κ
ϕ(X ∩ Aβ) ≤Mϕ(X) = MϕA(X).
Note that Exh(ϕA) = Fin(ϕA) and since it is clear that ϕA is a Kadec
submeasure on A we may apply Lemma 4.5.3, which says that IA is
homeomorphic to Ec × (λD)ω.
Note that A ⊃ C, so if α ∈ κ \ A then ϕ({α}) ≥ 1/n0 and this
means that Iκ\A is the collection of all finite subsets of κ \ A with the
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discrete topology. Since |Iκ\A| = κ, we see that Iκ\A is homeomorphic
to κD. Clearly, Iκ is homeomorphic to IA×Iκ\A, which gives the desired
result.
Remark 4.5.6. Let ϕ be an LSC submeasure on κ > ω such that
Exh(ϕ) = Fin(ϕ) and suppose that there exists a partition {Aβ : β ∈ κ}
of κ with |Aβ| ≤ ω for every β ∈ κ and with the property that there is
an M ∈ N such that for every X ∈ Exh(ϕ) we have∑
β∈κ
ϕ(X ∩ Aβ) ≤Mϕ(X).
Let λ be the local weight of Iκ. Then it follows easily from Proposition
4.4.7, together with [10, Remark 13], and Theorem 4.5.5 that
ind Iκ > 0 ⇐⇒ Iκ ≈ Ec × (λD)ω × κD.
This means that for this kind of submeasures we can add the statement
that Iκ is homeomorphic to Ec × (λD)ω × κD to the list of equivalent
statements of Theorem 4.1.2.
Example 4.5.7. Until Lemma 4.5.3, we were only able to classify (up
to homeomorphism) the zero-dimensional ideals of Theorem 4.1.2, the
ideals mentioned in Corollary 4.4.7, and the ideals generated by LSC
measures mentioned in Proposition 4.5.1. Let us now consider the
submeasure ϕ on N× κ for some κ > ω given by
ϕ(X) =
∑
α∈κ
(
|piα(X) ∩ I0|+
∞∑
k=1
min(k, |piα(X) ∩ Ik|)
k2
)
,
where piα(X) = {n : (n, α) ∈ X} and Ik = [2k, 2k+1) ∩ N, for k ∈ ω.
This submeasure restricted to N × {α0} for any α0 ∈ κ is in essence
the submeasure studied in [21, Example 1.11.1]. In this example, Farah
proves that there does not exist a measure on N generating the same
ideal as this submeasure. Note that Theorem 4.5.5 applies to ϕ and if
Iκ were generated by a measure on N × κ, this would imply that the
ideal in Farah’s example is generated by a measure as well. Hence, we
really need Theorem 4.5.5 to conclude that Iκ ≈ Ec × (κD)ω.
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We finish with some questions, of which the first is related to Re-
mark 4.4.2.
Question 4.5.8. Is it true that ind Iκ ≤ 1 for any space Iκ that is
generated by an LSC submeasure ϕ on κ > ω with Exh(ϕ) = Fin(ϕ)?
Question 4.5.9. Let ϕ be an LSC submeasure on κ > ω such that
Exh(ϕ) = Fin(ϕ). Can we always find a partition {Aβ : β ∈ κ} of κ as
mentioned in Theorem 4.5.5?
With the first part of the proof of Theorem 4.5.5 we see that a
positive answer to this question would solve Question 4.3.13 in the
affirmative for this special class of submeasures ϕ. With Remark 4.4.2
we could then also answer Question 4.5.8. Furthermore, with Remark
4.5.6 we would have a negative answer to our following main question
in this case.
Question 4.5.10. Does there exist an LSC submeasure ϕ on some
cardinal number κ > ω such that Exh(ϕ) = Fin(ϕ) and ind Iκ > 0,
where Iκ is not homeomorphic to a space of the form Ec× (λD)ω × κD?
We note that if we drop the assumption that Exh(ϕ) = Fin(ϕ)
we can answer this question in the affirmative. Consider for exam-
ple the LSC submeasure ψ in Remark 4.4.3 with the property that
(Exh(ψ), τd) is homeomorphic to E
ω
c ×κD. According to Dijkstra and
Valkenburg [14, Theorem 14] this space is nonhomeomorphic to any
nonseparable complete Erdo˝s space.
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Notation
ω, 1 The set of natural numbers, including zero
N, 1 The set of natural numbers starting from 1
Z, 1 The set of integers
Q, 1 The set of rational numbers
R, 1 The set of real numbers
Int(A), 1 The interior of the set A
A, 1 The closure of the set A
∂A, 1 The boundary of the set A
diamA, 2 The diameter of the set A
H(X), 2 The autohomeomorphism group of X
[A,B], 2 The set of all homeomorphisms that map A into B
X ≈ Y , 3 The space X is homeomorphic to the space Y
P(A), 3 The powerset of A
∅, 3 The empty set
Exh(ϕ), 4 The exhaustive ideal of a submeasure ϕ
Fin(ϕ), 4 The finite ideal of a submeasure ϕ
|A|, 4 The cardinality of the set A
c, 5 The cardinality of R
A4B, 5 The symmetric difference of the sets A and B
Rˆ, 5 The compactification [−∞,∞] of R
LSC, 6 Lower semi-continuous
fV , 6 The restriction of the function f to V
dim, 8 The covering dimension
ind, 8 The small inductive dimension
Ind, 8 The large inductive dimension
E, 9 Erdo˝s space
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114 Notation
Ec, 9 Complete Erdo˝s space
`p, 9 The Banach space of all sequences in Rω with finite p-norm
‖ · ‖p, 9 The p-norm on `p
A<ω, 15 The set of all finite strings of elements of A
|s|, 15 The length of the finite string s
s ≺ σ, 15 The finite string s is an initial substring of σ
saτ , 15 The concatenation of the strings s and τ
σk, 15 The initial substring of σ of length k
[T ], 15 The body of the tree T
succ(s), 15 The set of immediate successors of the string s in a tree
H(X,A), 21 The subgroup {h ∈ H(X) : h(A) = A} of H(X)
µn, 21 The n-dimensional universal Menger continuum
R+, 22 The set of nonnegative real numbers
Sm, 22 The one-point compactification of Rm
eX , 22 The identity map on X
HO(X), 22 The subgroup {h ∈ H(X) : h(X \O) = eX\O} of H(X)
HO(X,A), 22 The subgroup HO(X) ∩H(X,A) of H(X)
Mmn , 22 The n-dimensional Menger continuum in Rm
τd, 50 The topology generated by the metric d(X, Y ) = ϕ(X4Y )
for some LSC submeasure ϕ
R˜, 51 The set R ∪ {∞}
τw, 51 The topology generated by the coordinate projections
SupA, 54 The set of suprema of A with respect to some reflexive
relation
SupRA, 54 The set of suprema of A with respect to the reflexive rela-
tion R
supA, 54 The supremum of A with respect to some ordering
supRA, 54 The supremum of A with respect to the ordering R
indp Y , 69 The dimension of the space Y at the point p
κD, 84 The cardinal number κ equipped with the discrete topology
ϕI , 85 The restriction of a submeasure ϕ to P(I)
G∞ψ , 86 All points on the graph of ψ with finite ψ-value
L∞ψ , 86 All points on or above the graph of ψ
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w (Z), 86 The weight of a space Z
lw(Z), 86 The local weight of a space Z
`pκ, 86 A generalization of `
p, constructed in Rκ
E1c(λ, κ), 87 A generalization of Ec, constructed in Rκ
IA, 89 The metric space (Exh(ϕ), τd) for some LSC submeasure ϕ
on a set A
τf , 89 The weakest topology on the domain of a map f that makes
f continuous and that contains a given topology on the
domain of f
X
⊕
Y , 94 The topological sum of the spaces X and Y
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Samenvatting
Representaties van Erdo˝sruimten door middel van
homeomorfismegroepen en halfcontinue functies op
productruimten
De twee ruimten die de kern van dit proefschrift vormen zijn de
Erdo˝sruimte, die we weergeven met E, en de volledige Erdo˝sruimte, die
we weergeven met Ec. Beide ruimten zijn in 1940 door Paul Erdo˝s
ge¨ıntroduceerd. Hij bewees dat E en Ec totaal onsamenhangende,
eendimensionale ruimten zijn. Het is bovendien niet moeilijk om in
te zien dat E en Ec homeomorf zijn met hun kwadraat. Dit betekent
dat dimE = dimE2 = 1, een eigenschap die deze ruimte tot een belang-
rijk voorbeeld in de dimensietheorie maakt. Hetzelfde geldt natuurlijk
voor Ec. Bij het lezen van dit proefschrift zal het duidelijk worden
dat deze ruimten geen curiositeiten zijn, maar in verschillende situ-
aties opduiken. In Hoofdstuk 2 bijvoorbeeld zegt onze hoofdstelling
dat zekere homeomorfismegroepen van n-dimensionale Sierpin´ski ta-
pijten voor n 6= 3, homeomorf zijn met E. Al met al hebben we flink
wat krachtige wiskundige resultaten nodig om deze stelling te bewijzen.
Dit resultaat kan dan ook als de hoofdstelling van het proefschrift gezien
worden.
In Hoofdstuk 3 introduceren we gegeneraliseerde Erdo˝sruimten. De
hoofdstelling in dit hoofdstuk generaliseert een resultaat van Dijkstra,
over Erdo˝sachtige deelruimten van de Banachruimte `p, en een resultaat
van Dijkstra en Van Mill over verpoolsbare idealen op de natuurlijke
getallen. De ruimte die we in deze stelling bestuderen is een gegenera-
liseerde Erdo˝sruimte: het is een generalisatie van de constructie van de
Erdo˝sachtige deelruimten van `p en de verpoolsbare idealen bestudeert
door Dijkstra en Van Mill.
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In Hoofdstuk 4 houden we ons bezig met niet-separabele ruimten.
De motivatie hiervoor is een resultaat van Dijkstra, Van Mill en
Valkenburg. Zij hebben een generalisatie van Dijkstra’s stelling
over Erdo˝sachtige deelruimten van `p gevonden door het domein
van de normfunctie uit te breiden tot een overaftelbaar product
van de ree¨le rechte. Met behulp van deze generalisatie en topolo-
gische karakterisaties van Ec door Dijkstra en Van Mill, hebben zij
gekarakteriseerd wanneer de resulterende, mogelijk niet-separabele,
Erdo˝sachtige ruimten homeomorf zijn met een zogenoemde niet-
separabele volledige Erdo˝sruimte. Ge¨ınspireerd door deze resultaten
bewijzen we een uitbreiding van de stelling van Dijkstra en Van Mill
over verpoolsbare idealen voor submaten op overaftelbare kardinaalge-
tallen. We zijn nu in het bijzonder ge¨ınteresseerd in de vraag wanneer
de door deze submaten gegenereerde idealen homeomorf zijn met een
niet-separabele volledige Erdo˝sruimte. In de laatste sectie van Hoofd-
stuk 4 presenteren we een gedeeltelijk antwoord op deze vraag door te
laten zien dat voor een speciale klasse van submaten de desbetreffende
idealen homeomorf zijn met een niet-separabele volledige Erdo˝sruimte
dan en slechts dan als de kleine inductieve dimensie van deze idealen
groter dan nul is.
In Hoofdstuk 1 behandelen we de basistheorie die nodig is voor de
latere hoofdstukken.
