For a general class of closed feedforward fork and join queueing networks, we derive the tail asymptotics of transient cycle times and waiting times under the assumption that the service time distribution of at least one station is subexponential. We also argue that under certain conditions the asymptotic tail distributions remain the same for stationary cycle times and waiting times.
Introduction
Recent research has shown that in many queueing networks service times have subexponential distributions. For example in telecommunications setting, Fowler [16] argue that FTP (File Transfer Protocol) transfers have session sizes and session durations with subexponential distributions.
Similar observations are made for the TELNET sessions in Paxson and Floyd [22] even though TELNET is an application qualitatively quite different from FTP. Feldmann, Gilbert, Willinger and Kurtz [15] argue that these observations remain valid for today's World Wide Web (WWW) applications. Similarly, Arlitt and Williamson [1] , Crovella and Bestavros [12] and Crovella and Lipsky [13] have shown evidence that the file sizes in Web have subexponential distributions.
In this paper, we focus on a closed fork and join queueing network with subexponential service time distributions. Fork and join queues arise in many telecommunication and manufacturing applications (see Ko and Serfozo [19] for an excellent review of the literature on these networks).
We consider a closed feedforward fork and join queueing network with deterministic routing and M ≥ 1 stations such that in the actual system all customers depart the network from the same 1 Research was supported by the National Science Foundation under Grant (root) station labelled M and as soon as a customer departs the network, new customers are accepted to the system through the entrance stations. An example with M = 7 stations is shown in Figure 1 . Let p(i) be the set of immediate predecessors of station i. Similarly, p(K) denotes the set of immediate predecessors of K ⊆ {1, . . . , M }. Since the network is feedforward, we label the remaining M − 1 stations such that if station j ∈ p(i) then j < i unless p(i) = {M } (in which case M > i). Furthermore, we assume that if M ∈ p(i) for some i ∈ {1, . . . , M − 1}, then p(i) = {M }. Therefore, the entrance nodes have no other predecessors other than station M . We use I to denote the set of entrance stations. Thus,
The following notion of a path will be used in our developments.
, and if i ∈ I, none of i 1 , i 2 , . . . , i k−1 can belong to I and if i / ∈ I, at most one of i 1 , i 2 , . . . , i k−1 can belong to I. Moreover, for i / ∈ I, if j ∈ p k (i) and j ∈ p l (i)
for some k, l ≥ 1 and if there exist
, with none of i 1 , . . . , i k−1 belonging to I and
, with one of i 1 , . . . , i l−1 belonging to Thus, a path is traversed in the opposite direction of customer flow. Note that there could be more than one path from station i to station j and G(i, j) denotes the set of paths from i to j (i.e., α ij ∈ G(i, j)). For convenience, let S α ij denote the set of stations visited along the path α ij . Hence, in
We use N i,j to denote the initial number of customers in front of station i coming from station j ∈ p(i) and assume that for all i ∈ I
Note that the customers are assumed to be distinguishable. That is if j ∈ p(i) and |p(i)| > 1 (where |A| denotes the cardinality of set A), then N i,j is known for all j ∈ p(i). We assume that the network is deadlock-free which implies that the system will not evolve into the situation that where one or a set of the stations can never start processing customers (see for example pages 60-61 of Baccelli, Cohen, Olsder and Quadrat [7] for a formal definition of deadlock-free). Service times at station i ∈ {1, . . . , M } are independent and identically distributed random variables {B i n } with distribution function B i (·). The sequence of service times at each station is independent of the service times at the other stations. Moreover, we assume that there exists a subexponential distribution F (·) (F ∈ S, see Sigman [24] for the definition of class S) and there exist constants
where [9, 10] and Lelarge and Dieker [20] focus on the tail asymptotics of stationary characteristics in open networks with subexponential service time distributions. To the best of our knowledge, the only paper that studies closed networks with subexponential processing times is the one by Ayhan, Palmowski and Schlegel [5] . In [5] , the authors analyze the tail distribution of transient and stationary cycle times and waiting times in closed tandem queues with subexponential service times. Our objective is to generalize the results of Ayhan, Palmowski and Schlegel [5] to the general class of fork and join networks described above.
Rest of the paper is organized as follows. In Section 2, we provide some preliminary results.
Section 3 focuses on the tail asymptotics of transient and stationary cycle times and waiting times.
Preliminaries
One can immediately see that (1) implies that for all j ∈ {1, . .
This follows from the observation that each α jj ∈ G(j, j) contains the same links as some α ii ∈ G(i, i) for i ∈ I. The next result says that total number of initial customers along any path from station i to station j, i, j ∈ {1, . . . , M } is the same.
is equal to the same value.
Proof We assume that i = j since the case i = j is given in (2) . First suppose that i / ∈ I and
Then it follows from our definition of a path that all α ij ∈ G(i, j) should have the same structure. That is, if α ij is composed of links
. . , (j m , i)} to α ij and α ij so that one obtains the paths α ii and α ii . Note that this is possible since from any station j we have a path to one of the stations that belong to I. Then
where the second equality follows from (2). Next assume that i / ∈ I and α ij ∈ G(i, j) consists
some r ≥ 1, are sets of links forming paths from station M to itself and the second equality holds j 1 ) , . . . , (j n , i)}, for some n ≥ 1, are sets of links forming paths from station i to itself and the second equality holds since
Note that the proof of the case i ∈ I is the same as showing (u,v) 
when we set i l = i.
We next provide upper and lower bounds on the departure times. Let X i n denote the departure time of the n th customer from station i ∈ {1, . . . , M }. We have
where X i n = 0 and B i n = 0 for all n ≤ 0 and i ∈ {1, . . . , M }. The following proposition provides an upper bound on X i n .
Proposition 2.1 For all i ∈ {1, . . . , M } and n ≥ 1,
with the convention that the summation over an empty set is zero.
Proof Note that the n th customer served at station i is the (n − (u,v)∈α ij N u,v ) th customer served at station j = i and if these customers were served sequentially at the stations, one would obtain the above upper bound.
One can also obtain the following lower bound on X i n from the observation that the n th customer served at station i is the (n − (u,v)∈α ij N u,v ) th customer served at station j = i.
Proposition 2.2
For all i ∈ {1, . . . , M } and n ≥ 1,
with the convention that the summation over an empty set is equal to zero and the maximization over an empty set is equal to −∞.
Cycle Times and Waiting Times
In this section, we first provide the tail asymptotics of transient cycle times and waiting times and then argue that the asymptotic tail distribution remains the same for stationary cycle times and waiting times under certain assumptions.
Transient Characteristics
Let C i n denote the n th cycle time at station i ∈ {1, . . . , M }. By a cycle time, we mean the time between the successive departures of the same customer from a given station. Then it follows from (2) that
The next proposition provides the tail asymptotics for C i n for i ∈ {1, . . . , M }.
where the convergence is uniform in n.
Proof is similar to the proof of Proposition 3.1 of Ayhan, Palmowski and Schlegel [5] with set J replaced by set
and hence, it is omitted.
Remark 3.1 As in Ayhan, Palmowski, and Schlegel [5] , the tail asymptotics of cycle times at station i for all i ∈ {1, . . . , M } is proportional to the product of the number of customers in the network and the sum of the constants c j , j = 1, . . . , M . Thus, the asymptotic tail behaviour of the cycle times has the same structure for cyclic tandem queues and fork and join queues.
In the next proposition, we provide the tail asymptotics of transient waiting times. Let W i n be the waiting time of the n th customer until the start of his service at station i with |p(i)| = 1.
Similarly, let W i,l n be the waiting time of the n th arriving customer from station l ∈ p(i) at station i with |p(i)| > 1. Then, if |p(i)| = 1, for n ≥ 1,
and if |p(i)| > 1, for l ∈ p(i) and n ≥ 1,
For a station i ∈ {1, . . . , M }, define I i ⊆ I such that if j ∈ I i , then M / ∈ S α ij for all α ij ∈ G(i, j) 
Proof For the case with |p(i)| = 1, the proof is the same as the proof of Proposition 4.1 of Ayhan, Palmowski and Schlegel [5] and is omitted. We provide the proof for the tail asymptotics of W i,l n when |p(i)| > 1 and l ∈ p(i). Let
(otherwise W i,l n = 0), then at least one of the service times in W i,l n must be in progress in the time interval
Moreover, there is no other service time (other than those in W i,l n ) that could take place in this time interval and have an effect on W i,l n . Thus,
and from Corollary A.1 of Ayhan, Palmowski and Schlegel [5] , for all n ≥ max 
Stationary Characteristics
Since the general fork and join network that we study is a (max,+) linear system (see Baccelli,
Cohen, Olsder and Quadrat [7] for details of (max,+) linear systems), using the analysis in Section 7.5 of Baccelli, Cohen, Olsder and Quadrat [7] , one can derive conditions under which the stationary characteristics exist. In particular, one can conclude from Theorem 7.94 of Baccelli, Cohen, Olsder and Quadrat [7] that if there exists an i ∈ {1, . . . , M } such that N i,l > 0 for all l ∈ p(i) and B i (·) has infinite support (i.e., there exists a station which is ready to process at time 0 and has a service time distribution with infinite support), then the sequence of vectors {(X i n − X j n−1 ) : i, j ∈ {1, . . . , M }} n≥1 admits a unique stationary regime which is integrable, directly reachable, independent of the initial condition and {(X i n − X j n−1 ) : i, j ∈ {1, . . . , M }} couples with it in finite time. Thus, there exists a finite random variable T such that X i n − X i n−1 = Z n for all n ≥ T (see the definition of coupling on page 87 of Baccelli and Brémaud [6] ). Then for all x ≥ 0,
Since T is a finite random variable, it follows from (5) that
where C i denotes the stationary cycle time at station i ∈ {1, . . . , M }. Since the convergence in Proposition 3.1 is uniform, combining (6) with Proposition 3.1, we have the following result. The following result can be obtained using a similar coupling argument since {(X i n − X j n−1 ) : i, j ∈ {1, . . . , M }} couples with a unique stationary regime in finite time under the assumption that there exists an i ∈ {1, . . . , M } such that N i,l > 0 for all l ∈ p(i) and B i (·) has infinite support. Note that if the service times at all stations have infinite support (which is clearly satisfied if the service time distributions are subexponential), the above condition is satisfied and a stationary regime exists.
