Abstract-We propose a new framework for the (length and reliability) bicriteria static multiprocessor scheduling problem. Our first criterion remains the schedule's length, which is crucial to assess the system's real-time property. For our second criterion, we consider the global system failure rate, seen as if the whole system were a single task scheduled onto a single processor, instead of the usual reliability, because it does not depend on the schedule length like the reliability does (due to its computation in the classical exponential distribution model). Therefore, we control better the replication factor of each individual task of the dependency task graph given as a specification, with respect to the desired failure rate. To solve this bicriteria optimization problem, we take the failure rate as a constraint, and we minimize the schedule length. We are thus able to produce, for a given dependency task graph and multiprocessor architecture, a Pareto curve of nondominated solutions, among which the user can choose the compromise that fits his or her requirements best. Compared to the other bicriteria (length and reliability) scheduling algorithms found in the literature, the algorithm we present here is the first able to improve significantly the reliability, by several orders of magnitude, making it suitable to safety-critical systems.
adding more replicas increases not only the reliability but also, in general, the schedule length: in this sense, we say that the two criteria are antagonistic.
But things are not so easy. We show that using together the reliability criterion and the schedule length criterion raises technical difficulties, because the reliability depends intrinsically on the duration of the operations and communications. For instance, choosing a processor such that the duration d of a given operation is smaller (which is good for the length criterion) induces a higher reliability (which is also good for the reliability criterion); this is because the d 7 ! e Àd function is decreasing. It follows that it is difficult to design a satisfactory bicriteria scheduling heuristic (BSH). In particular, this has three drawbacks: first, the length criterion overpowers the reliability criterion; second, it is very tricky to control precisely the replication factor of the operations onto the processors, from the beginning to the end of the schedule (in particular, it can cause a "funnel" effect); and third, the reliability is not a monotonous function of the schedule. 1 Yet, this is the approach that has been followed so far in the literature.
For this reason, we propose a new criterion in place of the schedule reliability, which we call the global system failure rate (GSFR). The GSFR is the failure rate per time unit of the obtained multiprocessor schedule, seen as if it were a single operation scheduled onto a single processor. Since the failure rate is "per time unit," it is intrinsically independent of the duration of the operations. As we will show, our new theoretical framework is consistent with the intuition that replication is good for reliability but bad for length. This is our first contribution: Section 4 motivates the GSFR and explains how to compute it. 1 . If S 0 is a prefix schedule of S, then the reliability of S is not necessarily greater than the reliability of S 0 .
Using the GSFR is also very satisfactory in the area of periodically executed schedules. This is the case in most real-time embedded systems, which are periodically sampled systems. In such cases, applying brutally the exponential reliability model yields very low reliabilities due to very long execution times (the same remark applies also to very long schedules). Hence, one has to compute beforehand the desired reliability of a single iteration from the global reliability of the system during its full mission; but this computation depends on the total duration of the mission (which is known) and on the duration of one single iteration (which may not be known because it depends on the length of the schedule under construction). In contrast, the GSFR remains constant during the whole system's mission: the GSFR during a single iteration is by construction identical to the GSFR during the whole mission. Now, let us address the issues raised by bicriteria optimization. In Fig. 1 , each point from x 1 to x 7 represents a solution of a bicriteria minimization problem: the points x 1 , x 2 , x 3 , x 4 , and x 5 are Pareto optima [27] ; the points x 1 and x 5 are weak optima, while the points x 2 , x 3 , and x 4 are strong optima. The set of all Pareto optima is called the Pareto curve. Then, several approaches exist to tackle bicriteria optimization problems (these methods extend naturally to multicriteria) [27] :
1. aggregation of the two criteria into a single one, so as to transform the problem into a classical singlecriterion optimization one, 2. transformation of one criterion into a constraint, which allows the solving of the problem by optimizing the other criterion under the constraint of the first one, 3. hierarchization of the criteria, which allows the total ordering of the criteria and then the solving of the problem by optimizing one criterion at a time, and 4. interaction with the user, in order to guide the search for a Pareto optimum. Our second contribution belongs to the second case: we propose a new static scheduling algorithm that takes as a constraint a given GSFR and that attempts to minimize the schedule length on a distributed heterogeneous architecture, by using a greedy list scheduling with a smart cost function. By executing several times, this algorithm on a given instance of the problem (that is, a given algorithm and a given architecture), each time with a different GSFR, we obtain a set of points (length and GSFR). From this set of points, we can extract the subset of nondominated points. By definition, this subset is the approximated Pareto curve of the given instance of the problem. We present in detail this new algorithm (Section 5) and show extensive simulation results (Section 6).
RELATED WORK
Numerous works have dealt specifically with the bicriteria (length and reliability) static scheduling problem for distributed-memory heterogeneous architectures. The "Reliable Dynamic Level Scheduling" (RDLS) algorithm [7] is an extension of the Dynamic Level Scheduling (DLS) algorithm [24] . The latter is a list scheduling heuristic that takes as input a DAG of operations Alg and a heterogeneous set of processors Arc. At each step, the heuristic evaluates all the pairs ho; pi and chooses to place the operation o on processor p such that the cost function DLðo; pÞ is maximal. An additional term is added to the DL cost function so as to take into account the reliability of the schedule (under the classical reliability model of Shatz and Wang). Hence, the length and reliability criteria are combined into a single criterion. The simulation results show that RDLS is always better than DLS with respect to the reliability criterion but always worse with respect to the length criterion. Note that operations or data dependencies are never replicated.
Dogan and Ö zgü ner [8] propose a bicriteria extension of the DLS algorithm by building, at each scheduling step, two lists containing all the pairs hv i ; m j i of tasks v i ready to be scheduled and of machines m j : the first list is ordered by decreasing order of the DL function to take into account the increase in the length of the schedule resulting from the decision to place v i on m j ; the second list is ordered by increasing order of the ÁCOST function to take into account the decrease in reliability resulting from this same decision. Therefore, each pair hv i ; m j i has a rank in each of those lists, respectively, noted Rank 1 i;j and Rank 2 i;j . These two ranks are then combined as Rank i;j ¼ 1 Rank
i;j , where the two numbers 1 and 2 are chosen empirically so as to balance the two criteria. Finally, the pair hv i ; m j i having the smallest Rank i;j is selected, and v i is placed on m j . Here again, they do not replicate operations or data dependencies.
Hakem and Butelle [13] propose a Biobjective Scheduling Algorithm (BSA) similar to RDLS: the two criteria are aggregated into a single biobjective cost function, the reliability model is the one of Shatz and Wang, and the tasks are not replicated to increase the reliability. fðt; pÞ and ðt; pÞ denote respectively, the finish time and the reliability of the task t when it is scheduled on the processor p. The normalization with the max prevents one criterion from dominating the other one, like in [1] . Compared to RDLS, the reliability is better, but the schedule length is worse.
The "Efficient Fault-Tolerant Reliability Cost-Driven" (eFCRD) Algorithm proposed in [22] produces static faulttolerant schedules by replicating each operation twice (one primary replica and one secondary replica that sometimes overlaps with other operations); hence, no more than one processor failure can be tolerated. Concerning the reliability (Shatz and Wang model), eFCRD tries to schedule each primary replica on a processor such that the increase of the reliability cost is minimal and that the deadline of the task is met. However, the reliability of the communication links is not taken into account.
Reference [21] addresses the tricriteria optimization problem (length, reliability, and energy) on an heterogeneous architecture with a reliable bus. Both the length and the reliability are taken as a constraint. The energy consumption is minimized thanks to dynamic voltage scaling, but since this increases the execution time, it also has an impact on the reliability due to the e Àd reliability formula. As a result, the criteria are intrinsically dependent, and the problems mentioned in the introduction arise. Also, it is assumed that the user will specify the number of processor failures to be tolerated (with reexecution or passive replication) in order to satisfy the desired reliability constraint.
Reference [9] tackles the problem of maximizing the reliability and minimizing the makespan on related machines where processors are subject to crash fault. The tasks are not replicated; hence, the increase in reliability is very limited. For independent tasks with unitary execution time, the authors propose an optimal scheduling algorithm and compute the approximate Pareto, which they further generalize for nonunitary independent tasks. Finally, for the general case, they propose the RHEFT algorithm, which improves over the well-known Heterogeneous Earliest Finish Time (HEFT) scheduling algorithm.
In a previous paper [1] , we have proposed a BSH, where each candidate operation o is tested onto all possible subsets of processors P. For each choice ho; Pi, we compute the induced variation in length Á' and reliability Ár, both normalized with respect to the length upper bound and the reliability lower bound constraints (both provided by the user). In the bicriteria plane in Fig. 1 , we project each point hÁ'; Ári onto the diagonal line of angle and choose the point whose projection is closest to h0; 0i (this amounts to aggregating the two criteria). By varying , we can give more weight to the length or the reliability criterion. Note that when the subset P is a singleton, the operation o is not replicated, while when it is a set fp 1 ; . . . ; p k g, the operation o is actively replicated onto the processors p 1 to p k .
Among the works presented so far, only [1] , [21] , and [22] replicate the tasks to increase the reliability. In contrast, [7] , [8] , [9] , and [13] cannot increase the reliability of the obtained system above the reliability level of the hardware platform the system is executed on, because the operations are not replicated. In contrast, we use the active replication of tasks and data dependencies to achieve any reliability level required by the user, at the price of some schedule length overhead of course.
Also, all the works presented so far suffer from the three drawbacks mentioned in the introduction: first, the length criterion overpowers the reliability criterion; second, it is very tricky to control precisely the replication factor of the operations onto the processors, from the beginning to the end of the schedule; and third, the reliability is not a monotonous function of the schedule. Our new framework solves these problems thanks to the replacement of the reliability criterion by a new criterion that does not depend on the execution times of the operations and data dependencies.
Finally, numerous works have restricted themselves to acyclic networks [15] , [16] , [18] , [23] , because the time necessary to compute the probability that a path is operational becomes linear in the length of the path (this is known as the terminal pair problem [4] , which is NP-hard in the case of a general network). Moreover, all these works explore the state space entirely in order to find the optimal allocation of the modules onto the processors, for the reliability criterion. Even with space reduction techniques [18] , this exhaustive exploration remains very costly; hence, they are only capable of treating very small-size problems (less than eight modules).
PRELIMINARIES

Application Algorithm Graph
An application algorithm graph Alg is an acyclic oriented graph ðX ; DÞ (Fig. 2a) . Its nodes (the set X ) are software blocks called operations. They do not have any side effect, except for input/output operations: an input operation is a call to a sensor driver, while an output operation is a call to an actuator driver. Each arc of Alg (the set D) is a data dependency between two operations. If X . Y is a data dependency, then X is a predecessor operation of operation Y, while Y is a successor operation of operation X. Operation X is also called the source of the data dependency X . Y, and Y is its destination. The set of all predecessors of X is noted predðXÞ. The set of all successors of X is noted succðXÞ.
The Alg graph is acyclic, but it is infinitely repeated in order to take into account the reactivity of the modeled system, that is, its reaction to external stimuli produced by its environment. Each execution of Alg is called an iteration. The operations with no predecessor are called input operations: they are sensor driver invocations to read data from the environment. The operations with no successor are called output operations: they are actuator driver invocations to emit data toward the environment.
Architecture Graph
The architecture graph Arc is a nonoriented bipartite graph ðP; L; AÞ, whose set of nodes is P [ L and whose set of edges is A (Fig. 2b) . P is the set of processors, and L is the set of communication links. A processor is composed of a computing unit, to execute operations, and one or more communication units, to send or receive data to/ from communication links. A point-to-point communication link is composed of a sequential memory that allows it to transmit data from one processor to another. Each edge of Arc always connects one processor and one communication link.
We say that the graph Arc is connected if there exists a path between any two processors and complete if there exists a communication link between any two processors. The architecture is completely connected if its graph Arc is complete. The bipartite graph representation is essential to model in a uniform way point-to-point communication links and multipoint communication media and buses. In our work, the only assumption, we make on the network topology is that it must be connected. 
Execution Characteristics
Along with the algorithm graph Alg and the architecture graph Arc, we are also given a table Exe of the worst case execution times (WCETs) of all the operations of Alg onto all the processors of Arc and the worst case communication times (WCCTs) of all the data dependencies of Alg onto all the communication links of Arc. An intraprocessor communication takes no time to execute. Knowing the execution characteristics is not a critical assumption since WCET analysis has been applied with success to real-life processors actually used in embedded systems, with branch prediction [5] or with caches and pipelines [26] . In particular, it has been applied to the most critical embedded system, namely, the AIRBUS A380 avionics software running on the MOTOROLA MPC755 processor [10] , [25] .
Finally, the architecture is homogeneous if all its processors and all its communication links have the same characteristics (speed, memory, reliability, bandwidth, . . . ). Otherwise, it is heterogeneous. Our proposed method and bicriteria scheduling algorithm BSH works with heterogeneous architectures.
Static Schedules
The graphs Alg and Arc are the specification of the system. Its implementation involves finding a multiprocessor schedule of Alg onto Arc. It consists of two functions: the spatial allocation function gives, for each operation of Alg (respectively, for each data dependency), the subset of processors of Arc (respectively, the subset of communication links) that will execute it; and the temporal allocation function Â gives the starting date of each operation (respectively, each data dependency) on its processor (respectively, its communication link). In this work, we only deal with static schedules, for which the function Â is static, and our schedules are computed offline.
A static schedule is without replication if for each operation X (and for each data dependency), jðXÞj ¼ 1. In contrast, a schedule is with (active) replication if for some operation X (or some data dependency), jðXÞj ! 2. The number jðXÞj is called the replication factor of X.
In a schedule with replication, a given operation can either start its execution as soon as it has received all its input data from at least one replica of each of its predecessors or wait until it has received all its input data from all the replicas of each of its predecessors. The first case is the best choice when one wants to minimize the schedule length; this choice has even been used by several task replication algorithms to further minimize the schedule length by adding additional replicas for the sole purpose of avoiding costly interprocessor communications (e.g., [6] ). However, the second case is the best choice when one wants to maximize the reliability, since the exact reliability of the schedule can be computed in polynomial time, instead of in exponential time in the first case (this has to do with the form of the reliability block diagrams (RBDs); see Section 3.6 below).
A schedule is partial if not all the operations of Alg have been scheduled, but all the operations that are scheduled are such that all their predecessors are also scheduled.
Finally, the length or makespan of a schedule is the max of the termination times of the last operation scheduled on each of the processors of Arc. We note it C max .
Failure Hypothesis
Both processors and communication links can fail, and they are fail-silent. Classically, we adopt the failure model of Shatz and Wang [23] : failures are transient, and the maximal duration of a failure is such that it affects only the current operation executing onto the faulty processor and not the subsequent operations (same for the communication links); this is the "hot" failure model. Besides, the occurrence of failures on a processor (same for a communication link) follows a Poisson law with a constant parameter , called its failure rate per time unit. Modern fail-silent processors can have a failure rate around 10 À6 =hr. Moreover, failure occurrences are statistically independent events. Note that transient failures are the most common failures in modern embedded systems, all the more when processor voltage is lowered to reduce the energy consumption, because even very low energy particles are likely to create a critical charge leading to a transient failure [28] .
The reliability of a system measures its continuity of service. It is defined as the probability that it functions correctly during a given time interval [2] . According to our model, the reliability of the processor P (respectively, the communication link L) during the duration d is R ¼ e Àd . Conversely, the probability of failure of the processor P (respectively, the communication link L) during the dura-
Àd . Hence, the reliability of the operation or data dependency X placed onto the hardware component C (be it a processor or a communication link) is RðX; CÞ ¼ e ÀC ExeðX;CÞ : ð1Þ
In the sequel, the function R will either be used with two variables as in (1) or with only one variable to denote the reliability of a schedule (or a part of a schedule).
Computing the Reliability of a Schedule
Definitions. RBDs have been introduced to compute the reliability of a system [3] , [20] . Formally, an RBD is an acyclic oriented graph ðN; EÞ, for which each node of N is a block representing an element of the system and each arc of E is a causality link between two blocks. Two particular connection points are its source S and its destination D. An RBD is operational iff there exists at least one operational path from S to D. A path is operational iff all the blocks in this path are operational. The probability that a block is operational is its reliability. By construction, the probability that an RBD is operational is therefore equal to the reliability of the system it represents.
In our case, the system is the multiprocessor static schedule, possibly partial, of Alg onto Arc. Each block represents an operation X placed onto a processor P or a data dependency X . Y placed onto a communication link L. The reliability of a block is therefore computed according to (1) .
Computing the reliability in this way assumes that the occurrences of the failures are statistically independent events. Without this hypothesis, the fact that some blocks belong to several paths from S to D makes the computation of the reliability very complex. Concerning hardware faults, this hypothesis is reasonable, but this would not be the case for software faults [19] .
The main drawback of this approach is that the computation of the reliability is, in general, exponential in the size of the RBD. When the schedule is without replication, the RBD is serial (i.e., there is a single path from S to D) so the computation of the reliability is linear in the size of the RBD. But when the schedule is with replications, the RBD has no particular form, so the computation of the reliability is exponential in the size of the RBD.
An RBD is parallel if all its blocks are in parallel and is serial-parallel if it consists of a sequence of parallel portions. In both cases, the computation of the reliability is also linear in the size of the RBD.
As an example, consider the simple Alg graph in Fig. 3 . A possible schedule with replication of this Alg graph is show in Fig. 5a , where operation X is replicated twice (with its replicas being noted X 1 and X 2 ), and operation Y is also replicated twice (with its replicas being noted Y 1 and Y 2 ). The RBD corresponding to this schedule is shown in Fig. 4 . It has no particular form.
Minimal cut set method. One solution to compute efficiently the reliability of a system from its RBD involves computing all its minimal cut sets [17] . A cut set in an RBD is a set of blocks C such that there exist no path from S to D if we remove all the blocks of C from the RBD. A cut C is minimal if whatever the block that is removed from it, the resulting set is not a cut anymore. The reliability of the static multiprocessor schedule S is approximated by the reliability of the RBD composed of all the minimal cuts put in sequence. The reliability of a minimal cut set C i is the reliability of all its blocks put in parallel: RðC i Þ ¼ 1 À Q ðo;cÞ2Ci ð1 À Rðo; cÞÞ. Hence, in order to approximate the reliability RðSÞ of an RBD, it suffices to compute all its minimal cut sets C i , numbered from 1 to n, and then to compute the reliability R À ðSÞ of the serial-parallel RBD composed of all these cuts. This computation is linear in the number of minimal cut sets:
This approximation is a lower bound, so if a schedule S is such that R À ðSÞ > R obj , where R obj is the reliability objective that the target schedule must meet, then it proves that RðSÞ is greater than R obj , which is perfectly fine. The main problem of this method is that depending on the structure of the RBD, the total number of minimal cuts is between n À 1 and 2 nÀ2 , where n is the number of nodes of the RBD. For instance, the RBD in Fig. 4 1 ; v 3 ; v 6 g, and fv 1 ; v 2 ; v 7 g. Hence, the approximate computation of the reliability with the minimal cut set method is also exponential in the size of S. This is a drawback of the bicriteria scheduling algorithm in [1] .
BDD-based methods. To make this computation faster, several tools use BDDs (e.g., SHARPE [14] or ALTARICA [11] ). For instance, the BDD coding the RBD in Fig. 4 , as produced by SHARPE, is shown in Fig. 7 . It has 17 leaves, which means that the exact reliability formula is a sum of 17 terms (much less than the theoretical maximum number of 256 leaves/ terms corresponding to its eight variables, v 0 to v 7 ).
Serial-parallel schedule method. Our scheduling algorithm BSH (see Section 5) must compute the reliability of partial schedules a great number of times at each iteration; hence, this reliability computation must be extremely fast. For this reason, we propose to produce schedules in such a way that the corresponding RBD will be, by construction, serial-parallel and, furthermore, with a number of blocks exactly equal to the number of nodes in the schedule. This allows us to compute its reliability in a linear time with respect to the size of S. For instance, the serial-parallel RBD of the same example as the BDD in Fig. 7 has only nine nodes, so computing the reliability is even faster than with the BDD-based method. The drawback is that the schedules we produce have a greater C max , that is, a higher length overhead. Indeed, unlike what we have said in Section 3.4 regarding the schedules with replication, our proposal forces each operation to wait for the reception of all its input data sent by all the replicas of its predecessors before starting its execution (otherwise, the obtained RBD would not be serial-parallel). However, we will see in Section 6.7 that the additional overhead incurred by this design choice is reasonable.
Concerning the scheduling algorithm, this method involves, for any data dependency X . Y, inserting an additional routing operation, whose WCET is equal to 0 time unit, between the data dependencies coming out of the source operation X and the data dependencies going toward the destination operation Y. Fig. 6a shows the graph transformation that occurs from the Alg graph in Fig. 3 when X is replicated twice (X 1 and X 2 ) and Y is replicated twice (Y 1 and Y 2 ): a routing operation R is inserted between the two replicas of X and the two replicas of Y. This guarantees that each replica of Y will receive its Fig. 5a . Fig. 5. (a) A simple schedule without routing of the Alg graph in Fig. 3. (b) A simple schedule without replication of the Alg graph in Fig. 3 .
input data from both replicas of X before starting its execution. The graph in Fig. 6a has four communications. In comparison, when no routing operation is inserted, Fig. 6b shows the transformed Alg graph: it also has four communications, but they are concurrent, while in Fig. 6a , the routing operation limits the concurrency: indeed, the two communications received by R must be scheduled before the two communications sent by R. This difference in concurrency explains the additional length overhead incurred by the routing operations. Figs. 6c and 6d show a similar situation where X is replicated twice and Y is replicated thrice. In this case, the Alg graph with the routing operation has five communications, while the Alg graph without routing operation has six communications. Again, there is less concurrency between the communications in Figs. 6c than 6d, but in this case, there are also fewer communications. This explains why the additional length overhead is limited (see Section 6.7).
4 COMPUTING THE GLOBAL SYSTEM FAILURE RATE PER TIME UNIT (GSFR)
Definition of the GSFR
Using the reliability as a scheduling criterion raises technical difficulties because the reliability depends intrinsically on the duration of the operations and communications (1).
More precisely, the function d7 !e Àd being decreasing, a bicriteria (length and reliability) cost function will tend to give greater importance to the length criterion than to the reliability criterion. It follows that it is difficult to design a satisfactory BSH. In particular, it is very tricky to control precisely the replication factor of the operations from the beginning to the end of the schedule and to avoid funnel effects.
For this reason, we propose a new criterion in place of the schedule reliability, namely, the failure rate per time unit of the global system, defined as follows: Definition 4.1 (GSFR). Let Alg be an algorithm graph, Arc be an architecture graph, and S be a static multiprocessor schedule of Alg onto Arc. The GSFR of S, noted ÃðSÞ, is the failure rate of S seen as if it were a single operation scheduled onto a single processor. Let U be the total utilization of the hardware resources by S and R be its reliability; then
ÃðSÞ
Since the failure rate is "per time unit," it is intrinsically independent of the duration of the operations. As a consequence, our new theoretical framework is consistent with the intuition that replication is good for the reliability but bad for the length. Also, the definition of UðSÞ is consistent with the "hot" failure model. Finally, it is very easy to translate a reliability objective R obj into a GSFR objective Ã obj : one just needs to apply the formula Ã obj ¼ À log R obj =D, where D is the mission duration. This shows that the GSFR criterion is usable in practice.
A Schedule without Replication
Consider again the very simple Alg graph in Fig. 3 , scheduled onto an Arc graph composed of two processors P1 and P2, connected by a point-to-point communication link L12. By applying (3), the GSFR of this system S is ÃðSÞ ¼ À log RðSÞ UðSÞ
In the particular case where the architecture is homogeneous with respect to the reliability, that is, if 1 ¼ 2 ¼ 12 , then ÃðSÞ ¼ 1 . This result is perfectly consistent with our definition of the GSFR.
A Schedule with Replication
We now consider a schedule with replication of the same Alg graph in Fig. 3 , scheduled onto an Arc graph composed of five processors P1 to P5, completely connected by point-topoint communication links. Fig. 9 shows one possible schedule with replication of Alg onto Arc, where two active replicas of both X and Y, respectively, noted X 1 , X 2 , Y 1 , and Y 2 are scheduled (as in Fig. 6a ). Note that the execution time of the routing operation R is zero, so it is represented by a box whose height is zero. In this schedule, all the operations are placed onto distinct processors, but of course, this is not necessarily the case. Actually, BSH makes its best to group some operations on the same processor so as to avoid interprocessor communications. The RBD of this schedule is shown in Fig. 10 .
First, we consider the partial schedule S 0 composed only of the first two operations X 1 and X 2 in the schedule in Fig. 9 . Its RBD is also shown in Fig. 10 but with destination D 0 . Since those two blocks are in parallel, the reliability of S 0 is (we adopt the same compact notations as in Section 4.2, e.g., t 2 X ¼ ExeðX; P2Þ)
For the sake of the example, we take the following numbers:
We thus obtain To compute the GSFR ÃðS 0 Þ, we apply (3):
In our case, UðS 0 Þ ¼ 10 time units (5þ5). Hence
We can notice that when x ' 0, e x ' 1 þ x, or equivalently, 1 À e Àx ' x; hence, (5) becomes
By a similar reasoning, when x ' 0, logð1 À xÞ ' Àx; hence,
becomes
This approximation can be easily verified in the above computation. Equation (8) can be generalized to n active replicas of X scheduled in parallel onto n processors P1; . . . ; Pn, with failure rates 1 ; . . . ; n , and such that ExeðX i ; PiÞ ¼ t i X . This yields
The crucial point is that the order of magnitude of the GSFR is the product of the failure rates of the n processors, divided by the sum of the execution times. Hence, adding active replicas to a schedule greatly increases its GSFR, which is consistent with the intuition. We now consider the full schedule S. The RBD is a sequence of three blocks B 1 , B 2 , and B 3 :
RðB 2 Þ ¼ 1 because the WCET of R is always 0; The schedule's reliability is RðSÞ ¼ RðB 1 Þ Á RðB 2 Þ Á RðB 3 Þ. For the sake of the example, we take the following numbers: According to the WCET of the individual operations and data dependencies, the utilization of the schedule S is equal to 32 time units, which yields ÃðSÞ ¼ À log RðSÞ UðSÞ ¼ 7:500 10 À9 :
As expected from the graph transformation (illustrated in Fig. 6 ), the active replication of X and Y decreases the GSFR, but the addition of the routing operation increases C max (it Fig. 8 . The RBD of the schedule in Fig. 5b . Fig. 9 . A simple schedule with replication of the Alg graph in Fig. 3 . would have been 13 time units instead of 16). Of course, when computing the multiprocessor schedule, BSH tries to group some operations on the same processor so as to avoid interprocessor communications (by putting Y 1 onto P1, for instance).
Mixed Serial-Parallel Schedules
First, let us recall the two important formulas obtained in Sections 4.2 and 4.3. Both formulas concern an RBD composed of two macroblocks B 1 and B 2 , with respective GSFR Ã 1 and Ã 2 and respective utilization T 1 and T 2 :
parallel schedule : ÃðB 1 kB 2 Þ '
Like in the previous sections, we consider a schedule of the same Alg graph in Fig. 3 , where X is replicated twice, and Y is not replicated. This schedule is actually a subset of the one shown in Fig. 9 , where processor P5 and link L35 are removed, and the replica Y 1 is replaced by the nonreplicated operation Y. The RBD starts with two blocks in parallel (block B 1 1 for X 1 =P1 and B 1 2 for X 2 =P2, and we note that B 1 ¼ B 1 1 kB 1 2 ) followed by a sequence of three blocks (blocks B 2 1 ¼ R, B 2 2 ¼ X . Y=L34, and B 2 3 ¼ Y=P4). Hence, by applying equations (10) and (11), we obtain
For the sake of the example, let us take the following numbers: À5 . This is expected since Ã 1 is the GSFR of two blocks in parallel, while Ã 2 is the GSFR of two blocks in sequence (we do not count R whose GSFR is equal to one). The order of magnitude of their sum is 10 À5 , which means that Ã 2 "wins" over Ã 1 , but the 1 3 multiplicative factor allows us to "regain" partially an order of magnitude.
It is interesting to generalize this RBD to n macroblocks in sequence, where the first macroblock corresponds to a single nonreplicated operation, while the remaining n À 1 macroblocks are each composed of two blocks in parallel (the corresponding operation being replicated twice). Assuming, for the sake of simplicity, that the execution times of all the blocks are all equal to five, the
Let us also assume that the failure rates of all the processors are all equal to 10 À4 ; we then have Ã 1 ¼ 10 À4 (no replication in the first macroblock), and 82 i n, Ã i ¼ 2: 5 10 À8 (one replication in the n À 1 other macroblocks). Depending on n, we thus have the GSFR shown in Fig. 11 .
It follows that in our example, if one operation is not replicated, then six other operations must be replicated twice if we want to "regain" one order of magnitude.
BICRITERIA SCHEDULING ALGORITHM
Principle
Our bicriteria scheduling algorithm is a greedy list scheduling heuristic called BSH. It takes as input an algorithm graph Alg, a heterogeneous architecture graph Arc, the table Exe of all operations' WCET and communications' WCCT, and a constraint Ã obj . It produces as output a static multiprocessor schedule S of Alg onto Arc such that the GSFR of S is smaller than Ã obj and such that its C max is as small as possible. BSH uses the active replication of operations to meet the Ã obj constraint, and the dependable schedule pressure as a cost function to minimize the C max . Besides, it inserts routing operations to make sure that the RBD of any partial schedule is serial-parallel. According to these principles, BSH is based on the following proposition: Proposition 5.1. In a serial-parallel RBD, if each macroblock in the sequence is such that its GSFR is less than Ã obj , then the GSFR of the whole RBD is also less than Ã obj .
Proof. Let ðB i Þ 1 i n be the n parallel macroblocks that are in sequence in the RBD. By hypothesis, we have
Since the macroblocks B i are in sequence, we compute the GSFR for the whole RBD thanks to (10):
Hence, (12) The dependable schedule pressure is a variant of the schedule pressure cost function proposed in [12] , which tries to minimize the length of the critical path of the algorithm graph by exploiting the scheduling margin of each operation. The schedule pressure is computed for each operation o i and each processor p j as follows:
where CP L ðnÀ1Þ is the critical path length of the partial schedule composed of the already scheduled operations, ET S ðnÞ ðo i ; p j Þ is the earliest time at which the operation o i can start its execution on the processor p j , and LT E ðnÞ ðo i Þ is the latest start time from the end of o i , defined to be the length of the longest path from o i to Alg's output operations. When computing the length of this path, since the operations are not scheduled yet, we do not know their actual WCET, so we compute the average WCET of each operation on all processors.
First, we generalize the schedule pressure to a set of processors:
where ET S ðnÞ ðo i ; P k Þ ¼ max p j 2P k ET S ðnÞ ðo i ; p j Þ. Then, we consider the makespan as a criterion to be minimized and the GSFR as a constraint to be met: for each candidate operation o i 2 L ðnÞ cand , we compute the best subset of processors to execute o i with the dependable schedule pressure of (15):
where Ã ðnÞ ðo i ; P k Þ is the GSFR of the partial schedule after replicating and scheduling o i on all the processors of P k , and 2 P is the set of all subsets of P. To guarantee the constraint Ã ðnÞ ðo i ; P k Þ Ã obj , the subset P k is selected such that the GSFR of the parallel block that contains the replicas of o i on the processors of P k is less than Ã obj (see Fig. 10 
Computing the GSFR of the partial schedule has been explained in Section 4. However, when doing so, we must take into account the future communications for the data dependencies sent by the last scheduled operation Y. Indeed, according to Fig. 6 , these communications will be replicated into the same number of replicas as Y, but the links where they will be placed will only be known at the next iteration of BSH. As a consequence, for an Alg graph of the form X ! Y ! Z, we build the RBD in Fig. 12 , where the future communications are in red/dotted.
Furthermore, when selecting the links to compute the reliability of the blocks corresponding to these future communications (L 0 and L 00 in Fig. 12) , we choose the links that have worse failure rates, in order to guarantee that whatever the scheduling choice made during the next iteration n þ 1 of BSH, Ã ðnþ1Þ will be less than Ã obj .
Bicriteria Scheduling Heuristic (BSH)
The BSH is shown in Fig. 13 . Initially, L
sched is empty, and L ð0Þ cand is the list of operations without any predecessors. At the nth iteration, these lists are updated according to the data dependencies of Alg.
GIRAULT AND KALLA: A NOVEL BICRITERIA SCHEDULING HEURISTICS PROVIDING A GUARANTEED GLOBAL SYSTEM FAILURE RATE 249 At each iteration n, one operation o i of the list L ðnÞ cand is selected to be scheduled. For this, we select at microsteps 1 and 2 , for each candidate operation o i , the best subset of processors P ðnÞ best ðo i Þ to replicate and schedule o i such that the GSFR of the resulting partial schedule is less than Ã obj . Then, among those best pairs ho i ; P ðnÞ best ðo i Þi, we select at microstep 3 the one having the biggest dependable schedule pressure value, i.e., the most urgent pair ho urg ; P ðnÞ best ðo urg Þi. The selected operation o urg is replicated and scheduled at microstep 4 on each processor of P best ðo urg Þ computed at microstep 2 , and the communications implied by these assignments are also replicated and scheduled according to the graph transformations in Figs. 6a and 6c .
We check at microstep 5 if the failure rate objective is satisfied or not. If it is not, the user can lower the failure rate objective Ã obj or increase the maximal degree of processor combinations k and reexecute BSH.
Finally, we update the lists of candidate and scheduled operations at microstep 6 .
Let n be the number of operations in the graph Alg and p be the number of processors in the graph Arc. Since BSH is a greedy list scheduling algorithm, the number of steps necessary to complete is exactly equal to n. The only computation step that is not in Oð1Þ is step 1 , which takes Oð2 p Þ. As a result, the overall time complexity of BSH is
However, by limiting the degree of processor combinations to k, step 1 becomes Oð P k i¼1 C i p Þ (where C i p is the binomial coefficient), so the overall time complexity of BSH becomes
To obtain an approximate Pareto curve, one just needs to run BSH several times. With the computing power available in modern computers, the computation time is reasonable (but not for simulations made on large numbers of graphs).
SIMULATION RESULTS
Target Architecture
We have conducted extensive simulations of our BSH algorithm. The following figures have been obtained by generating randomly 50 Alg graphs of 50 operations each, with a Communication-to-Computation Ratio set to one. 2 Each of these Alg graphs were then given to BSH with two heterogeneous and completely connected Arc graphs, having four and six processors (respectively, named P1 to P4 and P1 to P6). Table 1 gives the individual failure rates per time unit of all the processors and communication links in the two Arc graphs. Figs. 15 and 16 show the average replication factor produced by BSH with respect to the objective Ã obj , averaged over the 50 Alg graphs. Each point is the average replication factor obtained for one Alg graph, and the curve passes through the average value of all the points obtained with a given Ã obj . When Ã obj is within ½10 À3 ; 10 À2 , the replication factor is almost equal to one, which is consistent with the remark made above concerning the GSFR (the replication factor can never be below one since at least one replica of each operation must be scheduled). As we can see, the replication factor grows almost linearly when Ã obj decreases from 10 À3 to 10 À7 . Also, we can see that the two curves are not very different: the average replication factor is not influenced by the size of the target architecture but only by the objective Ã obj and the individual failure rates per time unit of the architecture's hardware components.
Variation of the GSFR with
Finally, theoretically, the upper bound k has an impact on the schedules produced by BSH, because the replication factor of all tasks will be less than or equal to k. But according to Figs. 15 and 16 , even when the desired GSFR is as strict as 10 À7 , the replication factor remains smaller than four. In conclusion, limiting k has an impact on the complexity of BSH but not on the quality of the produced schedules, unless one limits k to a value incompatible with the desired GSFR. Our simulations tell what value of k is needed with respect to the desired GSFR.
Variation of the Exact Replication Factor with
Respect to Ã obj For Figs. 17 and 18, we have chosen one particular Alg graph of 50 operations. Each operation is numbered from 1 to 50. We have run BSH on this graph with Ã obj ¼ 10 À5 and drawn the exact replication factor of each operation. Both figures correspond to a fully connected architecture, respectively, with four and six processors (whose individual failure rates per time units are respectively, given in Table 1 . In the four-processor case, the average replication factor is equal to 2.18, while in the six-processor case, it is equal to 2.22.
The important thing to note in Figs. 17 and 18 is that the exact replication factors are evenly distributed over the average. Indeed, the standard deviation is only 0.384 in Fig. 17 (respectively, 0.414 in Fig. 18 ). Furthermore, there is no bad funnel effect.
Finally, the fact that the average replication factor (2.18 in Fig. 17 and 2 .22 in Fig. 18 ) does not depend on the size of the target architecture is consistent with the observation made in Section 6.3.
Variation of the Average Replication Factor with
Respect to the Processors' Failure Rate
We are also interested in the average replication factor of the operations scheduled on each processor of the architecture (noted AORP ). Recall that for an operation X, ðXÞ is the set of processors that execute X, and conversely, À1 ðPÞ is the set of operations placed onto P. Hence, we have
The AORP is very important to assess the quality of a (length and reliability) bicriteria scheduling algorithm, because it shows how it is related to the failure rate per time unit of each processor. We intuitively expect that if P < P 0 , then AORP ðPÞ < AORP ðP 0 Þ, that is, operations scheduled on more reliable processors should be replicated less. This is consistent because an operation scheduled onto a very reliable processor (i.e., whose failure rate is smaller than Ã obj ) does not need to be replicated, while an operation scheduled onto an unreliable processor (i.e., whose failure rate is greater than Ã obj ) must be replicated several times to satisfy the Ã obj constraint.
However, when computing the AORP , we have to be careful of the values of the failure rate of the communication links. Indeed, these values have a direct influence on the replication factor of each operation (see Section 5.1 and, in particular, Fig. 12 ). For this reason, the simulation below (Fig. 19) is run with three values of the failure rate of the communication media m , different from those given in Table 1 : these new values of m are chosen such that the replicas of the data dependencies on the communication media have a reduced influence on the replication factor of the operations. Fig. 19 shows the AORP of each processor from P1 to P6 in the architecture with six processors, for a value of Ã obj equal to 10 À5 and for three distinct values of m , namely, 10 À4 , 5:10 À5 , and 10 À5 . It shows very clearly that AORP ðPÞ is directly related to the failure rate per time unit of P, which demonstrates that BSH works remarkably well; in the three cases, the more reliable the processor is, the less its average replication factor becomes: AORP ðP5; 6Þ < AORP ðP3; 4Þ < AORP ðP1; 2Þ. This order relationship is clearer in the m ¼ 10 À5 case because in that case, the communication media are more reliable than the processors (actually, they are as reliable as the most reliable processors P5 and P6); hence, they have no influence at all on the replication factors of the operations. 
where "C max (BSH without repl.)" denotes the average C max obtained by a modified BSH that does not replicate the tasks. This figure shows the compromise in terms of C max that the user has to pay in order to gain one or several orders of magnitude of the failure rate. We vary two parameters: the number of processors in the architecture jPj and the failure rate per time unit of the communication links m . Three curves are drawn, respectively, for P ¼ 4 and m ¼ 10 À3 , for P ¼ 6 and m ¼ 10 À3 , and for P ¼ 4 and m ¼ 10 À4 . The C max overhead grows when Ã obj decreases, because the replication factor increases and so does the number of replicas. Another reason for the overhead is that the insertion of routing operations (necessary to yield a serialparallel RBD) increases C max . Also, the overhead is less when the architecture has more processors, because in that case, the parallelism available in the architecture is greater; hence, each processor must execute a smaller number of replicas (even though the average replication factor is roughly the same). Finally, when the communication links become more reliable (i.e., m decreases), the overhead decreases: this is because the operations need to be less replicated to achieve the desired Ã obj .
Average C max Overhead Due to the Routing
Operations with Respect to Ã m Table 2 shows that the overhead due to the routing operations is very reasonable: it varies between À4.12 percent (an actual gain) and þ9.96 percent.
We can see that it decreases when the communication links become less reliable: this is because the average replication factor of the operations increases (see Table 3 ); hence, there is more locality in the computations; hence, there are more routing operations scheduled on the same processor of either the source or the destination operation of the data dependency, resulting in fewer interprocessor communications and less C max overhead. Also, we can see that the overhead is greater for the architecture with six processors than for the one with four processors: this is because there is more concurrency available to schedule the communications in parallel in a fully connected Fig. 6 ). Finally, the average overhead is only þ3.88 percent, which is very reasonable. Fig. 21 is an example of a Pareto curve generated by running BSH with 45 different values of Ã obj (from 10 À7 to 9:10 À3 ) on a given instance of the problem, i.e., a given Alg of 100 tasks and a given Arc graph of 10 processors, with the maximal degree of processor combinations set to seven. Among the 10 processors of Arc, five had a failure rate per time unit equal to 10 À4 , and the five others had 10 À5 ; the failure rate per time unit of all the links was equal to 5:10 À4 . The red solid line connects only the nondominated points. From this Pareto curve, the user can then chose the solution that best suits her/his requirements in terms of reliability and C max . Finally, the time necessary for BSH to produce these 45 points was 18,528 seconds ($ 5 hours and 8 minutes) on an Intel Pentium M 740 1.73-GHz processor with 1 Gbyte of memory. If we set the maximal degree of processor combinations to four instead of seven, we obtain almost exactly the same Pareto curve: the absolute C max difference between the two sets of data, averaged over the 45 points, is only 12 time units; since C max varies from 1,220 to 2,692 time units, this difference is negligible. This shows that limiting the maximal degree of processor combinations does not penalize the quality of the schedules produced by BSH. In contrast, the time necessary for BSH to produce these 45 points was only 5,146 seconds ($ 1 hour and 26 minutes), a gain of a factor 3.6. Yet, those figures indicate that BSH is not suited to architectures with hundreds of processors.
Example of a (Length and GSFR) Pareto Curve
CONCLUSION
We have proposed a new framework for the (length and reliability) bicriteria static multiprocessor scheduling problem. Our first criterion remains the static schedule's length (crucial to assess the system's real-time property). For our second criterion, we consider the GSFR of the system instead of the usual reliability. The GSFR is the failure rate of the multiprocessor schedule seen as if it were a single operation scheduled onto a single processor; the GSFR is computed from the reliability of the schedule and the total utilization of its hardware components. The reason for this choice is that the GSFR does not depend on the schedule length like the reliability does, due to its computation in the classical reliability model of Shatz and Wang. Thanks to this key independence property, we avoid three problems: first, the impossibility to control the replication factor of each individual task of the dependency task graph given as a specification, with respect to the desired reliability; second, the fact that the length criterion overpowers the reliability criterion; and third, the nonmonotonousness of the reliability in function of the schedule. Furthermore, we claim that any bicriteria optimization problem in which the two criteria are not independent of each other will always suffer from those three problems. Finally, it is very easy to translate a reliability objective R obj into a GSFR objective Ã obj : one just needs to apply the formula Ã obj ¼ À log R obj =D, where D is the mission duration. This shows that the GSFR criterion is usable in practice.
We have proposed a new bicriteria scheduling algorithm, called BSH. It is a greedy list scheduling heuristic that takes as input a task DAG ðAlgÞ, a heterogeneous distributed-memory architecture ðArcÞ, the worst case execution and communication times of the operations and data dependencies onto the processors and communication links ðExeÞ, and an upper bound constraint on the GSFR ðÃ obj Þ. BSH returns a static multiprocessor schedule of Alg onto Arc such that its GSFR is less than Ã obj . The GSFR is improved thanks to the active replication of the operations. At each iteration of BSH, we have to compute the reliability of several partial schedules, one for each replication and assignment choice of the candidate operation onto the processors of Arc; to compute efficiently the reliability of these partial schedules, we have chosen to insert routing operations scheduled between the replicas of any operation that must send some data and the replicas of any operation that must receive this same data: thanks to this choice, the RBD corresponding to the schedule is guaranteed to be serial-parallel, meaning that the reliability can always be computed in linear time.
By invoking iteratively BSH with different values of Ã obj , we are able to produce the Pareto curve for a given instance (i.e., a given Alg, Arc, and Exe), therefore providing the user with the choice among several trade-offs between the execution time and the reliability. Our simulation results indicate what execution time overhead can be expected depending on the failure rate level imposed on a system. More important, our simulation results show that BSH works remarkably well, producing static schedules where the replication factor of the operations decreases when they are scheduled onto more reliable processors. Finally, the overhead incurred by the routing operations is reasonable (only þ3.88 percent on the average).
Future work will include the application of our new reliability framework to other task and failure models: for instance, a task with redundant inputs executed on a nonfail-silent processor may still execute if one of its predecessor tasks is faulty. Our routing operations could then be used to vote among the available inputs. This will result in other forms of RBDs, with "N-out-of-M" nodes. 
