In this paper, we study the existence and non-existence of maximizers for the MoserTrudinger type inequalities in R N of the form and ωN−1 denotes the surface area of the unit ball in R N . We show the existence of the threshold α * = α * (a, b, N ) ∈ [0, αN ] such that DN,α(a, b) is not attained if α ∈ (0, α * ) and is attained if α ∈ (α * , αN ). We also provide the conditions on (a, b) in order that the inequality α * < αN holds.
(Ω) ֒→ L ψN,α (Ω) for any bounded domain Ω ⊂ R N with some small α > 0 independently proved in [29, 33, 35] . Here N ≥ 2 and L ψN,α (Ω) denotes the Orlicz space associated with the Young function ψ N,α (t) := exp(α|t| On the other hand, when volume of Ω is infinite, there are several extensions of the Moser-Trudinger inequality (1.1). Firstly, we mention a scaling invariant version established in [1, 25] as follows:
C N,α := sup
where Φ N (t) := e t − N −2 j=0 t j j! = ∞ j=N −1 t j j! for t ≥ 0. We also refer to [9] concerning the related work to (1.2). Here we stress that C N,αN = +∞, which is different from the bounded domain case. Moreover, the following estimates of C N,α as α ր α N were derived in [7, 19] : for γ ∈ (0, 1), 3) where c N andc N are positive constants depending only on N . We also refer to [16, 24, 26, 27, 28] for other extensions of the Moser-Trudinger type inequalities in various directions. Next, we state another extension of (1.1) established in [19, 20, 30] . For a, b > 0, we define the quantity D N,α (a, b) by
The works [20, 30] established the finiteness of D N,αN (a, b) for the case N = a = b. In [19] , the authors generalized this result by proving It is worth noticing that when α = α N , the finiteness of D N,α (a, b) varies depending on the size of b. See also [5, 7, 18] for other extensions similar to D N,α (a, b).
Next we turn to the existence and non-existence of a maximizer of B N,α (Ω), C N,α and D N,α (a, b). In [6] , it was shown that B N,αN (Ω) is attained when Ω is a ball. After that, in [11, 22] , the existence of a maximizer of B N,αN (Ω) was proved for any bounded domains. In order to show the existence of a maximizer of B N,αN (Ω), we need to avoid a lack of compactness caused by the concentration of maximizing sequences. For a related work, we also refer to [32] .
For proving the existence of a maximizer of C N,α or D N,α (a, b) with α < α N , we need to avoid the lack of the compactness. In this case, concentration phenomena do not occur (see [10, Lemma 4.2] ) and vanishing phenomena are issues due to the unboundedness of the domain. Concerning the maximizing problem D N,αN (a, b) with b ≤ N , we may also suffer from the lack of the compactness caused by the concentration. In [13] , the authors showed that C N,α is attained for all α ∈ (0, α N ). On the other hand, the situation becomes more complicated for the maximizing problem associated with D N,α (a, b). The case a = b = N was discussed in [12, 20, 30] . More precisely, the case α = α N and N ≥ 2 was treated in [20, 30] . In [12] , the existence of a maximizer was established in the cases N ≥ 3, α ∈ (0, α N ) and N = 2, α ∈ (α * , α 2 ] with some 0 < α * < α 2 . Moreover, the author in [12] also proved the non-existence of a maximizer when N = 2 and 0 < α ≪ 1. For general a and b, the authors in [10] showed that D N,α (a, b) is attained when N ≥ 2, α = α N , a > N ′ and 0 < b < N .
Finally, we mention the works [17, 21] in which the authors considered the existence of a maximizer of the singular Moser-Trudinger inequality, namely, the inequality obtained by replacing dx and 0 < α ≤ α N by dx |x| β and 0 < α ≤ α N,β := (1 − β N )α N in (1.4) where 0 < β < N . In [17] the existence of a maximizer was proved for the case α < α N,β or the case α = α N,β with b < N . On the other hand, in [21] , the case α = α N,β with b = N is dealt. Here we remark that the singular weight |x| −β compensates the lack of the compactness due to the vanishing phenomenon. This point is different from the non-singular case β = 0.
Motivated by the above works, in this paper, we extend the result in [10] and treat the case α < α N or the case a ≤ N ′ . As mentioned above, we need to consider the effect of vanishing phenomenon and prove the existence of a threshold α * ∈ [0, α N ] such that there is no maximizer of D N,α (a, b) if 0 < α < α * , while there is a maximizer of D N,α (a, b) if α * < α < α N . In addition, we also provide some qualitative estimates for α * , and in particular we give a condition on a and b which yields α * < α N .
In order to state our first result, for each (a, b) ∈ (0, ∞) 2 , we define the value
is not attained for any α ∈ (0, α N ]. Our first result now reads as follows.
(ii) Let a, b > 0 and suppose α * < α N . The function defined by
and in particular
Next, we give qualitative estimates on α * . To this end, we introduce B GN as the best constant of the following Gagliardo-Nirenberg inequality:
Then we have the following result. (ii) For any a ≤ N ′ and b > 0, there holds α * > 0. 
Finally, we give some comments on our arguments to prove Theorems 1.1 and 1.2. We take an approach which is similar to those in [10, 12, 14] . As mentioned above, there might be a lack of compactness for maximizing sequences (u n )
In our case, we can rule out the concentration as in [10, Lemma 4.2] with the aid of the inequality (1.3). To avoid the vanishing, we shall show that the strict inequality
is sufficient. Then we reveal some properties of D N,α (a, b) and prove the existence (or nonexistence) of a maximizer depending on the size of parameters (α, a, b). Finally, we also provide the proof of the strict inequality 
Proof of Theorem 1.1
This section is devoted to proving Theorem 1.1. The following proposition becomes a key for the proof of Theorem 1.1.
In order to prove Proposition 2.1, we prepare several lemmas. Take a maximizing se-
We may assume that the functions {u n } n∈N are non-negative, radially symmetric and non-increasing in the radial direction by virtue of the radially symmetric rearrangement. We start with the following fact and a similar statement is proved in [10, Lemma 5.1].
Proof. This follows from Strauss' lemma (see [3, 31] ). In fact, when the assumption (i) holds, put
where α < β < α N . We first notice that
Second, we shall claim
Indeed, when N = 2, this is proved in [4, Lemma 1] and we follow the argument there for N ≥ 2. Since (2.1) clearly holds for u ≡ 0, we assume u ≡ 0. From [1, 20, 30] , we notice that
Thus by (2.2), we obtain (2.1). Now from (2.1) and ∇u n N ≤ 1, it is obvious to see
Furthermore, since u n is radial, we see that |u n (x)| ≤ C|x|
holds for every n ≥ 1 and |x| ≥ 1, where C is independent of n. Therefore, applying Strauss' lemma, we get
On the other hand, when the assumption (ii) holds, put
where ε 0 > 0 is chosen so that (1 + 2ε 0 ) ∇u n N ≤ 1. Since
The rest of the proof is same to the case (i), hence Lemma 2.2 holds.
Lemma 2.3. Assume the same conditions to Lemma 2.2. In addition, suppose u 0 ≡ 0.
A similar assertion is also proved in [10, Theorem 1.1 and Lemma 2.2]
. We first show τ 0 = 1. For this purpose, we set v 0 (x) := u 0 (τ
we see
If τ 0 > 1, then by u 0 = 0 and Lemma 2.2, one has
which is a contradiction. Thus, τ 0 = 1 and u n N → u 0 N . Next, if ∇u 0 N < lim inf n→∞ ∇u n N ≤ 1, then from τ n → 1 and (2.3), we may find a t 0 > 1 so that
which is a contradiction again. Therefore, ∇u n N → ∇u 0 N .
Since 
is a radial maximizing sequence for D N,αN (a, b) with lim sup n→∞ ∇u n N < 1 and u n ⇀ 0 weakly in
Proof. We prove (i) and (ii) at the same time. By Lemma 2.2, the assumption u n ⇀ 0 weakly in
Letting n → ∞ in the above, we obtain
(N −1)! . Hence, we obtain the desired conclusion.
Remark 2.5. From the above argument, it is easily seen that
Now we are in the position to prove Proposition 2.1.
Proof of Proposition 2.1. (N −1)! , which is a contradiction to the assumption.
(ii) In this case, we need to show lim sup n→∞ ∇u n N < 1. If ∇u n N → 1, then by [10, Lemma 4.2], we see
which is a contradiction and lim sup n→∞ ∇u n N < 1 holds. From this fact, we can use a similar argument to case (i) and Proposition 2.1 holds.
For the proof of Theorem 1.1, we need the following lemma.
(i) The function
and D N,β2 (a, b) is also attained.
Proof. (i) Since
it is immediate to see that
Therefore, (i) holds.
(ii) Since D N,β1 (a, b) is attained by the assumption, there exists
Then it follows from (2.4) and (2.5) that
Hence, there holds
(N −1)! and Proposition 2.1 asserts that D N,β2 (a, b) is attained.
We are now ready to prove Theorem 1.1. 
if α ∈ (0, α * ) is sufficiently close to α * , then we obtain 
Thus, we find a unique β * (t) > 0 such that w t := β * (t)v t satisfies
By the definition of D N,α (a, b), we have
On the other hand, recalling (3.1) one sees that
Therefore, in order to prove the strict inequality
and then a direct computation shows f ′ (t) = t −1+1/(N −1) g(t). Thus, f ′ (t) > 0 is equivalent to showing g(t) > 0.
From (3.2) and a > N ′ , it is easy to see that
Hence, by (3.3), we see that g(t) is continuous and g(0) > 0. Thus, one has f ′ (t) > 0 for sufficiently small t > 0 and Proposition 3.1 holds.
Next, we consider the case a ≤ N ′ . First we show α * > 0 as follows. N ) . We proceed as in the proof of Proposition 3.1, and we find a unique β * (t) > 0 such that w t := β * (t)v t satisfies (3.1), where v t (x) = t 1/N v(t 1/N x). Note that w 1 = v since v 1 = v and β * (1) = 1. Recalling (3.2), we obtain
where we used β * (1) = 1. Next, we set
Since α < α N and ∇w t N ≤ 1, for ε 0 > 0 with (1 + ε 0 )α < α N , it follows that
Noting that β * (t) ∈ C((0, ∞), R) and
we have
(3.5) Now recall that v is a maximizer for D N,α (a, b) and w 1 = v, which implies g(1) ≥ g(t) and g ′ (1) = 0. Therefore, from (3.5) and the facts β * (1) = 1 and β ′ * (1) < 0 by (3.4), it follows that
Furthermore, applying the Gagliardo-Nirenberg inequality (see [15, 28] )
where C depends only on N , we observe that
where we used
for any α < min{ 1 2eC , α N } since the radius of the convergence of this power series is 1 e . Hence, combining (3.6), (3.7) and (3.8) together with (3.4), we see for any α < min{
and thus a contradiction occurs provided that
.
Here, we observe Next, we give conditions in order for α * < α N to happen when a ≤ N ′ .
Proof. The argument is similar to that of [10 To this end, we set
It is easy to see that
Therefore, it suffices to show that
To prove (3.9), we use a similar argument to the proof of Proposition 3. 
Hence,
Remark that g α,a,b (1) = 1 and g α,a,b (t) is increasing in α, a and b due to t ∈ [0, 1]. We first show g
and then we have g
can find an a 0 > 0, depending only onα,b, N , such that
Recalling that g α,a,b (t) is increasing in α and b, we observe that
Therefore, when (α, a, b) ∈ A 1 ∪ A 2 , we obtain
Noting that Proposition 2.1 is applicable for each (α, a, b) ∈ A 1 ∪ A 2 , we see that that D N,α (a, b) is attained and α * ≤α < α N .
We are now in a position to prove Theorem 1.2. 
The purpose of this appendix is to prove
for all N ≥ 2. Notice that when N = 2, (A.1) is equivalent to 2/B GN < α 2 = 4π and this is already known (see [2, 12, 34] ). However, we also provide a simple proof of this fact below. We first rewrite (A.1). Using the Schwarz rearrangement, it follows that
which implies
, we see that (A.1) is equivalent to
Therefore, instead of (A.1), we shall prove (A.2) for every N ≥ 2.
When N = 2, we can check (A.2) by setting u(r) := max{0, (1 − r) 3 }. In fact, since Hence, Claim 3 is proved.
From (A.2), (A.3) and Claim 3, we get the desired inequality N 2 /(α N B GN ) < N .
