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SUMMARY 
The thesis discusses negative cycles and their appli­
cations to network flow problems. Four algorithms are 
identif ied to locate negative cycles in a graph. An experi­
mental design is employed to evaluate the ef fects of 
algorithm, nodes, density, and arc distr ibution in detecting 
negative cycles on random networks. Extensive analysis is 
performed on (1) the computational time to detect a negative 
cycle , (2) the quality of the negative cycle , (3) the sum of 
the arc costs around the cyc le , and (4) the number of nodes 
in the cycle . 
The results exhibit the Yen algorithm to be the most 
re l iab le in terms of locating negative cycles of high quality 
in low computational time. Both theoret ical and empirical 
evidence indicate that the direct search method of Florian 
and Robert, while generally requiring the least computational 
time, may be l imited in application due to i t s immense 
computational upper bound. 
CHAPTER I 
INTRODUCTION 
The Negative Cycle Approach to Network Flow Problems 
Network analysis is the branch of Operations Research 
which deals with problems concerning the movement, whether 
actual or conceptual, of people and/or commodities. Network 
analysis has long played an important role in e l ec t r i ca l 
engineering. Recently, there has been a growing awareness 
that certain concepts and tools of network theory are also 
very useful in many other contexts, such as transportation 
systems and production scheduling. 
According to the theory of graphs (networks), a 
"network" consists of a set of junction points cal led "nodes" 
with certain pairs of the nodes being joined by l ines cal led 
"arcs." A flow of some type is considered to circulate 
among the nodes via the arcs. As an example of a "physical" 
network consider the highway system where intersections can 
be considered as nodes, roads can be considered as arcs and 
the flow is comprised of vehic les . 
Minimal Cost Flows 
A fundamental problem in network theory concerns 
sending flow between specif ied nodes such that the cost of 
sending the flow is a minimum and the flow is within the 
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lower and upper bounds of each arc in the network. 
The mathematical formulation of this problem, where 
the flow is to be sent from node 1 (source) to node N ( s ink) , 
is as follows: 
The minimal cpst flow problem is to find a flow X of 
value v which minimizes the quantity 
N N 
Q(X) = z l c - . x . . 
i = l j = l 1 3 1 3 
and sa t i s f i e s 
1 . 0 < x±. < u ± . i = 1 , 2 , . . . , N j = 1 , 2 , . . . , N 
2 . • ^ i x i r x n ) - v 
3. 
N 
E ^ i i ' ^ i i ^ = °> 1 = 2 > - - > N - 1 
j = l J J 
N 
4 . ^ ( x N j - x j N ) - -v 
where u^^ is the capacity along arc ( i , j ) and c ^ is the 
cost associated with sending a unit of flow along arc ( i , j ) 
Constraints ( 2 ) - ( 4 ) are conservation of flow equations and 
state that the flow may be neither created nor destroyed in 
the network. Constraint (2 ) indicates that the net flow 
leaving the source node must equal v units while constraint 
C4) indicates that the net flow entering the sink node must 
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equal v uni ts . For the remaining nodes, the sum of the flows 
entering the node must equal the sum of the flows leaving 
the node. 
In some problems, c— may be regarded as the distance 
between nodes i and j . These distances need not be symmetric, 
i . e . the distance from i to j need not equal the distance 
from j to i . In such problems, we wish to send v units of 
flow from the source to the sink, such that the distance 
traveled is a minimum. We shal l use both cost and distance 
interchangeably throughout this thes i s . 
Many pract ical problems such as transportation, 
transhipment, and assignment can be formulated as special 
cases of the minimal cost flow problems. 
Numerous algorithms have been proposed to solve these 
problems. These algorithms may be c la s s i f i ed as (1) primal 
algorithms and (2) dual algorithms. 
Dual methods attempt to add one unit of flow to a 
network by solving a shortest path problem on a marginal 
cost network. The primal methods start with a feas ible 
flow of v units and attempt to minimize the cost of sending 
v units from the source to the sink by reassigning portions 
of this flow around negative cyc les . This contrasts the 
dual methods in which feas ible flows are not available unt i l 
the computations terminate. 
Negative Cycles in Network Flows 
Busacker and Saaty [6] Have proven a powerful theorem 
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concerning negative cycles on which primal algorithms for 
network flow problems are based. 
Theorem I . X is a minimal cost flow of value v, 
i f and only i f , there are no directed cycles of negative 
length in the marginal cost network. 
A negative cycle is a sequence of d i s t inct directed 
arcs of the form [ ( i Q , i 1 ) , ( i 1 , i 2 ) , ( i , i Q ) ] 
involving d is t inct nodes such that the sum of the costs 
associated with the arcs is negative. In this thesis we 
shall be primarily concerned with locating negative cycles 
in a network. 
A "physical" example of a negative cycle can be found 
in the exchange of foreign currencies. Due to differences 
in the buying and se l l ing rates i t is possible to s tart with 
X dollars in American currency, exchange this for a foreign 
currency, and follow a pattern of exchanging the present 
currency for a d is t inct foreign currency f ina l ly se l l ing a 
foreign currency for Y dollars in American currency where 
Y < X. Fig. 1-1 is a graphical representation of this 
example. 
The marginal cost network G(X) is defined with respect 
to an integer primal feas ible set of flows in the original 
network. The marginal cost network contains a l l of the nodes 
from the original network and arcs as follows: 
( i , i ) , i f x . . < u . . and x. • = 0 
J 1 
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START x \ f 0 r $.35 
Exchange $1 
for 18 l i r a 
Exchange 0 . 5 pounds^ 
POUND 
Exchange 18 l i r a 




Figure 1-1 . Example of a Negative Cycle in the 
Exchange of Foreign Currency 
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(j , i ) , i f x< . > 0 
with revised capacit ies: 
u i j - x i j - i £ x i j < uij a n d x j i • 
u. - == x. . , i f x. . > 0 
J i i j i.J 




Uti l i z ing the above theorem, an algorithm for the 
minimal cost flow problem becomes obvious. 
A Minimal Cost Flow Algorithm 
1. Find a feas ible flow from node 1 to node N of 
value v u t i l i z i n g the Ford and Fulkerson maximum flow routine 
[ 1 6 ] . 
2. Construct the marginal cost network G(X) as 
described in the previous section and search G(X) for the 
existence of a negative cycle . A negative cycle indicates 
a change in the flows around the cycle , which wi l l result 
in a reduction in the tota l cost . I f there does not exis t 
any negative cycles in the marginal cost network, the 
! 
c . . , i f x . . < u . . and x . . = 0 
c . . - - c . . , i f x . . > 0 
J i i j * i j 
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present flow being tested is optimal. 
3. If a negative cycle is found an improved flow (one 
with lower to ta l cost) can be obtained by sending a pos i t ive 
unit flow around the cycle . Sending a unit of flow from 
node j to node i along arc ( i , j ) corresponds to decreasing 
the flow by one unit in arc ( i , j ) . The value of the flow v 
wi l l remain unchanged. 
4. After changing the flows around the cycle , return 
to step 2 and construct the new marginal cost network. 
Continue unt i l there are no longer any negative cycles in 
the marginal cost network. 
As an example of the way in which a marginal cost 
network is created, consider the network in Fig. l - 2 ( a ) . 
The ordered t r ip l e ( x . . , c . - , u . . ) represents the flow on 
arc Ci>j)> the cost of sending a unit of flow along arc ( i , j ) 
and the capacity of arc ( i , j ) , respect ive ly . Suppose 3 
units of flow were sent from the source to the sink via the 
path ( 1 , 2 ) , ( 2 , 3 ) , ( 3 , 4 ) , ( 4 , 5 ) . The cost of sending this 
flow is 39. The associated marginal cost network is shown 
in Fig. 1-2 (b ) . Note that the "forward" arc (2 ,3 ) is missing 
from the marginal cost network since the arc is saturated, 
i . e . x 2 3 = u 2 3 * T ^ e M r e v e r s e M (dashed) arcs correspond to 
arcs having pos i t ive flow, which could be cancelled--by 
using the arc in the reverse direction--without destroying 
f e a s i b i l i t y . 
The marginal cost network contains a negative cycle 
passing through nodes 1 , 3 , 2 , and 1 in sequence. Actual ly , 
8 
(b) Marginal Cost Network 
(c) Updated Flow Network 
Figure 1 - 2 . Example of a Marginal Cost Network 
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the network contains three negative cycles but the algorithm 
requires only one. 
We can improve the object ive function while main­
taining a feas ible solution by sending flow around this cycle . 
The value of the cycle or the sum of the costs around the 
arcs in the cycle i s -3 and indicates the potential reduction 
in the object ive function by sending a unit of flow around 
the cycle . The minimum capacity of any arc in the cycle is 
3 corresponding to the "reverse" arcs (3 ,2 ) and ( 2 , 1 ) . 
Therefore, the largest amount of flow which can be sent 
around the cycle is 3 uni ts . The updated network is shown 
in Fig. 1 . 2 ( c ) . The cost of sending this improved flow is 30. 
Applying the Negative Cycle Approach 
to the Assignment Problem 
The assignment problem is to f i l l N jobs by as many 
men at least tota l cost . Let c^j represent the cost of 
using man i in job j , then a mathematical statement of the 
problem is to find a permutation matrix X = (x^j) of order N, 
which minimizes the tota l cost Q(X) = E x . . c . . . where 
x^j- = 1 implies that man i ( i - 1, 2 , . . . , N) is assigned to 
job j (j = N+l, N+2, . . . , 2N). 
The equivalent minimum cost flow problem is i l lus tra ted 
for the case N=3 in Fig. 1-3 . 
An Algorithm for the Assignment Problem 
1. The algorithm can be started with any feas ib le 
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solution. This corresponds to finding a flow of value v=N. 
Let X be a t r i a l solution and l e t C 1 (X) be the (2N)x(2N) 
matrix with rows and columns each corresponding to both the 
men and jobs of the problem and with elements 
c! j = co, i , j = 1, . . . , N or i , j = N+l, ... . , 2N 
= c±y i = 1 , N; j = N+l , 2N 
= ~ c j i ' X j i 0 i = N+l , . . . , 2N; j = 1 , . . . , N 
= oo, X j i = 0 i = N+l, . . . , 2N; j = 1 , N 
2. Test for the existence of a negative cycle in the 
matrix C 1 . An improved solution wi l l result by sending a 
unit of flow around the negative cycle . The nodes in the 
negative cycle w i l l alternate between men and machines 
( j o b s ) , thus each arc w i l l correspond to the assignment 
(removal) of a man to (from) a j o b . 
As an example consider the s i tuation with four men 
i = 1, 2 , 3 , 4 to be assigned to four jobs j = 5, 6, 7, 8. 
Suppose the t r i a l solution was X ^ = X^j = X^g = X^ 5 = 1. 
Further, suppose the following negative cycle was located in 
the C 1 matrix ( 7 , 2 ) , C2 ,5 ) , ( 5 , 4 ) , ( 4 , 7 ) . Then an improved 
solution to the assignment problem w i l l result with X-^ = 
X ? t . = X - R = X A 7 = 1. Recreate the marginal cost matrix 
12 
using the updated t r i a l solution and tes t for negative cycles . 
When there are no negative cycles in the C f (marginal cost) 
matrix the optima}, solution is at hand. 
Applying the Negative Cycle Approach 
to the Transportation Problem 
The algorithm presented for solving the transportation 
problem ut i l i z ing negative cycles is similar to the one 
presented for the assignment problem since each of these 
problems is a special case of the other. 
The transportation problem for the single commodity 
case can be defined as fol lows: 
We wish to ship a single commodity from n plants 
^ 1 ' ^2 ' * * *' ^n' w ^ t ^ - capacities a^, a.^ > • • • » a n to m 
warehouses W ^, • • • » ^ n + m with requirements b 
b n + m . If c^j represents the cost of shipping a unit from 
P^ to Wj , and x ^ the quantity shipped from P̂  to Wj, the 
problem is to minimize the to ta l cost 
Q(X) = 
n+m n 





i = l 
= b.. 
J 
, j = n+1, n+2, • • • y n+m 
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n+m 
Z x. - = a. , i = 1, 2 n 
j=n+l 1 3 1 
» 0, 1, . . . 
where we assume that: the a^'s and the b j ' s are pos i t ive 
integers and Ea^ = Ib^. 
As previously mentioned, the assignment problem and 
the transportation problem have a similar structure. The 
essential difference is that in the assignmnet problem 
both the right-hand-side vector of the constraint matrix 
and the capacities on each arc are res tr ic ted to equal one. 
These restr ic t ions are l i f t e d in the transportation problem. 
Therefore, when a negative cycle is located in the marginal 
cost network, i t may be possible to send more than a single 
unit of flow around the cycle to obtain an improved solution. 
Convex-Cost Networks 
The foregoing applications involved l inear cost 
functions. The negative cycle approach can be extended to 
convex-cost networks by using marginal costs to compute 
If we represent each arc cost function by Pjj> the 
minimal cost flow problem is to find the minimum of 
Q(X) = I I p . , ( x . . ) 
i j J 
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subject to 
1 X i i = a i 1 = 1 » * *•> N 
j - J 
I x . , = b. j = 1, N 
i '•' J 
where â  is the supply at node i and bj is the demand at 
node j . 
Then the marginal costs c . j are given by 
c. . = [ p . . ( x . . + l ) - p - . { x . . j ] i f -X. . < u. - and x . . = 0 
i 
c. . = [ p . - ( x . - - 1 ) - p . . ( x . . ) ] i f x . . > 0 
where u^j is the capacity of arc ( i , j ) . 
Statement of the Problem 
Clearly, the eff ic iency of the negative cycle approach 
in solving network problems is strongly dependent on the 
eff ic iency in detecting and tracing negative cycles in a 
graph. Due to the number of marginal cost networks which 
must be created and examined for negative cycles , i f an 
e f f i c i en t scheme cannot be found i t would seem that the 
algorithm would become impracticable and the dual methods 
our only recourse. I t is the intent of this thesis to prove 
the superiority of the negative cycle approach to solving 
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network problems. To accomplish this we must show that the 
location and subsequent tracing of negative cycles can be 
handled in an e f f ic ient manner. 
Outline of the Thesis 
In this chapter we have attempted to develop the 
motivation for identifying e f f i c i ent techniques to locate 
negative cycles . The remaining chapters of this thesis 
outline several approaches for detecting negative cycles 
in a graph, and present both theoretical and experimental 
analysis of the eff ic iency of each of these algorithms. 
Chapter II describes several important algorithms 
existing in the l i terature for locating negative cyc les . 
Chapter I I I presents a theoretical analysis of the eff ic iency 
of the algorithms. The approach is conservative in that i t 
describes the eff ic iency on a "worse case" problem. 
Chapter IV outlines a design to tes t experimentally the 
eff ic iency of the algorithms presented in Chapter I I . 
Chapters V and VI discuss experimental results carried out 
under the auspices of the design. An application of the 
negative cycle approach to a particular flow problem is 
presented in Chapter V I I , while Chapter VIII summarizes the 




The algorithms for locating and tracing negative 
cycles in a graph can be c la s s i f i ed as: 
1. Shortest Path Algorithms 
2. Direct Search Methods 
The shortest path algorithms attempt to find the 
shortest routes in a graph. If the graph does not contain 
negative cycles these algorithms produce a "legitimate" set 
of shortest routes. Otherwise, the occurrence of a "shortest 
path" containing more than N-l arcs (N.= the number of nodes) 
or a negative length route from a node in the graph to 
i t s e l f , indicates the existence of a negative cycle . The 
shortest path is traced and serves to locate the nodes in 
the cycle . 
The direct search method ident i f ies a unique property 
possessed of negative cycles and exploits this property in 
locating and tracing the cycles . 
Literature Search 
Many of the important algorithms for detecting negative 
cycles in a graph concern locating shortest paths. Given a 
graph containing N nodes, a path between any pair of nodes 
may contain at most N-l arcs. If a shortest path can be 
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found which contains more than N-l arcs, then an arc must be 
repeated and a negative cycle formed. To understand the 
negative cycle algorithms we therefore need to understand 
the shortest path problem. 
The shortest path problem is defined on a set of 
N nodes, numbered arbi trar i ly from 1 to N, and the N x N 
matrix C, not necessarily symmetric, whose element c j j 
represents the length of the directed arc connecting node 1 
i to node j . The problem is to find the path of shortest 
length connecting a specif ied node to a l l remaining nodes. 
One of the f i r s t computationally e f f i c i ent schemes 
for solving this problem was presented by Bellman [ 3 ] . 
Bellman reports that up unt i l that time (1958) , the shortest 
path procedures were primarily enumeration of a l l possible 
paths. Since the number of paths is f i n i t e , the problem 
reduces to choosing the smallest from a f in i te set of numbers. 
A network containing N nodes contains ( N - l ) ! sets of shortest 
paths from the origin to every remaining node. Therefore, 
complete enumeration becomes infeas ible for networks 
consisting of more than a few nodes. 
Bellman proposed a dynamic programming algorithm 
for the problem when the associated arc distances are 
nonnegative. 
By the principle of optimality, tt^ Cthe optimal 
distance from node 1 to node j ) must sa t i s fy the nonlinear 
system of equations 
18 
TT. = Min [c±. + 7T ± ] j = 2 , 3 , . . . , N 
i^i J 
= 0 
Bellman suggested the following i terat ive algorithm 
T T J o ) =- e j = 1 , 2,. . . . . . . N 
J K + 1 ) = Min (c..• + T T . 0 0 ) j = 2 , 3 , 
3 i^j 1 3 
N 
T T O D _ N 
l u 
k ~ 0 , 1 , 2, . . . 
TT j ' represents the minimum distance for a path passing 
through at most k intermediate nodes. Termination with 
the optimal solution occurs when irj- • ~ irj" , j = 1, 2 , 
N. Convergence is guaranteed in no more than N-2, i . e . 
k = N-2, i terations since no path contains more than N-l 
arcs. 
Ford and Fulkerson [16] presented a similar algorithm 
which extended to the more general problem where some c^j are 
negative. When the procedure is applied to a problem with 
some negative distances c^j , either convergence w i l l occur 
on or before the (N- l ) s t i t erat ion , indicating no negative 
19 
cycles exist and the solution is optimal; or a change in 
some TTJ w i l l occur on the Nth i terat ion , indicating the 
existence of a negative cycle . 
The most e f f i c i ent algorithm for the shortest path 
problem when the arc distances are res tr ic ted to be nonnegative 
is the Dijkstra algorithm [ 8 ] . The Dijkstra algorithm, also 
a dynamic programming algorithm, permanently labels at least 
one node during each i terat ion . Consequently, i t requires at 
most N-l i terat ions to determine the shortest path from the 
origin to a l l remaining nodes. The computational require­
ments are N(N- l ) /2 additions and N(N-l) comparisons to solve 
the problem compared to the Ford-Fulkerson and Bellman 
algorithms, which could require as many as N additions and 
comparisons. 
Bazaraa and Langley 12] proposed an algorithm to 
convert a distance matrix with negative elements into a 
nonnegative distance matrix. The Dijkstra algorithm can 
then be applied to the resultant matrix to determine the 
shortest paths. I f the distance matrix cannot be transformed 
into a nonnegative matrix, a negative cycle exists in the 
corresponding network,. The computational upper bound 
(although rarely achieved) on this approach is 3N . 
By processing the nodes al ternately forward and 
backwards, and minimizing only over nodes previously treated, 
Yen [ 2 9 ] , 1 3 0 ] , [32] has produced a dynamic programming 
algorithm which reduces the amount of computational e f fort to 
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N 12. This number is half that required by the original 
dynamic programming algorithms of Ford-Fulkerson and Bellman. 
This algorithm also indicates a negative cycle when a node 
label (functional equation) changes value on the las t 
i terat ion . 
Dantzig proposed the f i r s t simplex algorithm for the 
shortest path problem [ 7 ] . Bennington [4] refined this 
algorithm to show that the set of basic feas ible solutions 
could be restr ic ted to the set of arborescences centered at 
the or ig in . An arborescence centered at the origin consists 
of N-l arcs which form a unique path from the origin to a l l 
remaining nodes without forming any cyc les . Bennington also 
introduced a test for negative cycles into the simplex 
algorithm. 
Klein [ 2 5 ] , in his paper on the negative cycle approach 
to the minimal cost flow problem introduced a matrix approach 
to locate negative cycles . This algorithm, credited to Hu 
[ 2 2 ] , finds the shortest distance between every pair of nodes. 
A negative cycle is indicated when a shortest path from a 
node to i t s e l f is found which is negative. The algorithm 
produces more information than is required to find the 
negative cycle and i t s computational upper bound is of the 
3 
order N . 
The only direct search method to locate negative 
cycles is due to Florian and Robert [ 1 3 ] . The algorithm 
is based on a property of negative part ia l sums of f in i t e 
21 
sequences. The only disadvantage of this algorithm can be 
shown to be i t s excessive computational upper bound. 
We res tr ic ted our evaluation to the algorithms of 
Yen, Bennington, Florian, and Ford-Fulkerson; The f i r s t 
three are considered the most e f f i c i ent algorithms from the 
f ie lds of dynamic programming, l inear programming, and direct 
search methods, respect ively . The Ford-Fulkerson, also a 
dynamic programming based algorithm, has proven i t s r e l i a b i l i t y 
over time and would act as a "control algorithm" with which 
to compare the performance of the remaining three algorithms. 
The following section describes the algorithms in detai l 
including a flowchart depicting the sequence of operations 
for each algorithm. 
Shortest Path Algorithms 
As reported e a r l i e r , there are several shortest path 
algorithms available to the pract i t ioner . We have limited 
this thesis to examining those which are considered to be 
most e f f i c i e n t . 
The Method of Ford and Fulkerson 
The Ford-Fulkerson algorithm is a dynamic programming 
based algorithm for finding a l l shortest paths from a fixed 
node. During the algorithm, a l l nodes x w i l l receive a label 
of the form [ Z , IT ] . The f i r s t element of this ordered pair 
corresponds to the preceding node in a path from the origin 
to node x. Node x is considered labeled from node z. The 
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second element of the pair is the distance along this path 
from the origin to node x. 
I n i t i a l l y , the source node is given a label [ - ,0 ] 
while a l l other nodes are labeled [ - , 0 0 ] . The node labels 
are updated by searching for an arc (x ,y) such that 
IT + c < TT . I f such an arc is found the new label on x xy y 
node y becomes [x , TT. + C ] . I f no such arc is found, the 
algorithm is terminated and the ify's are the lengths of the 
shortest paths from the source node to node y. 
The paths can be recovered by tracing back the labels 
from node y to the source. The algorithm proceeds systemati­
c a l l y , where in i terat ion k, an attempt is made to improve 
(lower) the node label on node j , j = 1 , 2, . . . , N, by using 
the label on node i , i = 1, 2 , N, i f j and the arc 
( i , j ) . The existence of negative cycles in the network is 
detected when the TT^'S at the end of i terat ion N-l are not 
identical to the TT^'S at the end of i terat ion N. A flow 
chart of the algorithm is presented in Fig. 2 - 1 . An example 
of this procedure can be found in the appendix. 
A proof of the convergence of the Ford-Fulkerson 
algorithm for the case where the network does not contain 
any negative cycles is readily available in any "networks" 1 
textbook. I t would be benefic ial at this point to establ ish 
the accuracy of the algorithm in the s i tuation where negative 
cycles ex i s t . 
Theorem I I . I f there exis ts a TT at the end of 
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Figure 2 - 1 . Flowchart of the Ford-Fulkerson Algorithm 
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i = i + l 




STOP: The network contains a negative] 
cyc le . To locate the cycle , retrace 
the labels from j u n t i l a label i s 
rftpgflteri. 
- • ^ END ^ 
Figure 2-1 (continued) 
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Figure 2-1 (concluded) 
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i terat ion N which is not identical to IT at i terat ion N - l , 
then the network contains a negative cyc le . 
The proof w i l l be divided into two parts . First we 
shal l prove that a cycle exists and then proceed to show 
that the value of the cycle is negative. 
Part I--There Exists a Cycle 
Part I w i l l be proven by contridict ion. In part icular , 
we shall show that i f no negative cycles e x i s t , the algorithm 
must terminate after at most N-l i t era t ions . Recall that 
the algorithm as presented examines the nodes i in sequence 
i - 1, 2 , N and attempts to use the label on node i 
and the arc ( i , j ) to improve the label on node j , where 
j = 1, 2, N; i ^ j . I n i t i a l l y , the origin node x is 
permanently labeled [ - , 0 ] . A l l remaining nodes are temporarily 
labeled [ - , » ] . At the end of the f i r s t i t erat ion , a l l nodes 
y, whose shortest path from the origin consists of one arc, 
i . e . ( x , y ) , wi l l be permanently labeled. The permanent 
labeling wi l l occur when we examine the or ig in , node x, and 
the arc, ( x , y ) . I f IT + c < TT , then node y w i l l receive 
x xy y 
the label [x, c ] . If this is in fact the shortest path xy 
then this label wi l l never change during any of the remaining 
i t erat ions . Next, a l l nodes z , whose shortest path from the 
origin consists of two arcs, w i l l become permanently labeled 
during the second i terat ion . These nodes z w i l l be labeled 
from some node y which was permanently labeled during the 
f i r s t i t erat ion , i . e . a node whose shortest path from the 
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origin consists of thesingle arc ( x , y ) . The nodes z w i l l 
become permanently labeled during the second i terat ion while 
examining the node y and the arc (y>z)- The permanent label 
on node z would be [y, TT + c 1 . Therefore, since the 
u • * y y z 
shortest paths can contain at most N-l arcs , a l l nodes must 
be permanently labeled in at most N-l i t erat ions . The 
exact number of i terat ions required is dependent on the 
sequence in which the nodes are examined. I f a node label 
changes between the N-lst and the Nth i t erat ion , a shortest 
path must contain more than N-l arcs. Therefore, some node 
must be v i s i t ed twice constituting a cyc le . These results 
are summarized in Fig. 2-2(a) which is the optimal shortest 
path tree . Fig. 2-2Cb) is a "line graph" and is an example 
of a problem which wi l l require N-l i terat ions to solve 
assuming that the nodes are examined in the sequence 1, 2 , 
N. 
Part II--The Value of the Cycle i s Negative 
The cycle must have or ig inal ly been formed during the 
kth i terat ion where 1 < k < N. The conditions which existed 
at the beginning of the kth i terat ion are depicted in Fig. 
2 -3 . At the beginning of i terat ion k, node i^ is labeled 
from node i . The cycle w i l l be formed during this i terat ion 
when the label on node i^ is changed to [ i m , -rr̂  + 1 q ] • 
m m 
Now at the beginning of i terat ion k, TT- - T T - + C . • . 
1 1 10 1 0 1 1 
Equality w i l l ex i s t , i . e . TT - - TT • + c. . i f the label on 
*1 1 0 10 1 
node i n has not changed since i t was used to label i-. during 
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the previous i terat ion . I f the label on node 1Q has 
changed, then i t must have decreased and TT. > TT. + c. . 
^ l 1 0 ^ 1 
In either case, TT. > TT. + c. . and s imilarly 
x l 1 0 1 0 1 1 
TT. > TT. + C • • 
i 2 i x 
TT.. > TT. + C-
Lm 1 m-l 1 m-l 1 m 
TT. > TT. + C . . 
U m m u 
The las t inequality holds as a s t r i c t inequality since in 
order to change the label on node i n from i to i , ° 0 x m' 
71". > IT. + C . • 
x 0 x m V - O f 
Bringing the IT 'S to the l e f t side and summing 
TT. - TT. > C . 
TT. - TT • - C . . 
x 2 H 1 1 1 2 
TT. -• TT. > C . 
TT . " TT. > C . . 
x 0 1 m 1 0 







at most 2 
i terat ions 
Permanently 
labeled in at 
most N-l 
i terat ions 
(a) A Shortest Path Tree 
Q _ _ — — *Q—*Q 
(b) A Line Graph 
Figure 2 -2 . Summary of Ford-Fulkerson Convergence Proof 
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Figure 2 - 3 . Node Labels in the Ford-Fulkerson Algorithm 
at the Beginning of Iteration k 
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That i s , the sum of the arc costs around the cycle is 
negative. Q.E.D. 
The Algorithm of Yen 
This algorithm as or ig ina l ly proposed, determines the 
shortest routes from the origin to a l l nodes in N-node 
general networks. The algorithm is a dynamic programming 
fk") 
approach in that a set of functional equations j are 
fkl 
computed during each i terat ion where TT^ is the length of 
the tentative shortest path from node 1 to node N on the kth 
i terat ion. 
The functional equations are computed using the 
following i terat ive procedure: 
7 r ( 0 ) - c i = 1 2 
(2k- l ) . r (2k- l ) , (2k-2) -, 9 - X T 
TT> 3 = mm [TT| c i i ' ^i ]> 1 = 2 , 3 , N 
l < j < i J J 
(2k- l ) _ (2k-2) 
1 " *1 
7 r . ( 2 k ) = min [ i r ? 2 1 ^ + c. . , -n[2k~lj], i = N - l , N-2, 1 
1 N>j>i 3 3 1 
(2k) = _ ( 2 k - l ) 
^N ^N 
for k = 1 , 2 , . . . . 
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Note that the minimization operator is performed only over 
those nodes previously processed during the i terat ion . 
The i terat ive procedure of the algorithm is to be 
terminated when 
(2k) . (2k- l ) 0 T ^ k + l ) = „ ( 2 k ) ; i = l , 2, . . . , N. 
Then T r ? 2 k ) or T r p k + 1 ) , i = 1, 2, . . . , N are the lengths of 
shortest paths from (1) to i ; i a 1, 2, N. If the 
algorithm does not converge in N i terat ions ( i . e . T T ^ f 
TT , i - 1, 2, . . . , N) i t is because there exists at least 
a shortest path from (1) to some ( i ) that has more than N-l 
arcs, i . e . a negative cycle . 
The proof of the algorithm is based on the idea of 
breaking a shortest path into homogeneous blocks of nodes 
in which the numbers naming the nodes in each block form 
either a s t r i c t l y increasing or decreasing sequence. 
The s i tuation can be depicted as follows for the shortest 
path from (1) to some ( i ) . 
(1) < (N x ) < (N 2 ) < . . . < (N ) 
1st homogeneous block 
. . . > (N ) 
r 2 
< . . . 
> ( N v l ) > ( N T i + 2 ) > . . 
2nd homogeneous block 
(N + 1 ) . . . ( i ) 
Mth homogeneous block 
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where 1 < M < N-l 
For example, the path 
CD " (4) - (5) - (2) - (11) - (9) - (8) - (12) - (13) 
consists of 5 homogeneous blocks 
< (4) < ( 5 ) | > ( 2 ) | < ( 1 1 ) | > (9) > (8) | < (12) < (13) | 
In the f i r s t homogeneous block, since (1) < (N^) < (N 2 ) < . . 
< (N r ) , the optimal lengths from (1) to (N^), ( N 2 ) , 
(N ) are determined in i terat ion 1, i . e . TT- . The optimal 
r l 1 
lengths from (1) to nodes in the second block are obtained 
in the second i terat ion . Continuing, the optimal lengths to 
nodes in the Mth block are obtained in the Mth i terat ion . 
The number M of homogeneous blocks is bounded above by N-l 
since in the worst case (with N even) the shortest path 
from node (1) to node (N) could be as fol lows: 
(1) + (N-l) + (2) - (N-2) + . ( 3 ) + (N-3) . . . + (k) + (N) 
where k = N-k 
which contains N-l homogeneous blocks of node numbers forming 
either a s t r i c t l y increasing or decreasing sequence. There­
fore , i f there are no negative cycles in the network the 
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successive approximation of the shortest lengths from (1) 
to ( i ) , i = 1, 2, . . . , N terminates in no more than N-l 
i terat ions . A flowchart of the algorithm is presented in 
Fig. 2 -4 . 
A Modification to Yen's Algorithm 
Yen's algorithm can be modified to reduce the amount 
of computational e f fort required to solve the shortest path 
problems. The computational savings are real ized by res tr ic t ing 
the minimization operation to a smaller subset of the functional 
equations than was required in the original algorithm. Recall 
that the recursive equations can be separated into even and 
odd i terat ions . The minimization during an odd (even) 
i terat ion is now performed only over those nodes which both 
have been previously processed and whose functional equation 
value has improved since the las t odd (even) i terat ion . 
This res tr ic t ion is poss ible since each homogeneous 
block must contain at least one node and therefore at least 
one additional TT^ becomes the correct minimum distance at 
each i terat ion and consequently no longer affects the 
calculat ions . 
Two additional terminating cr i ter ion are introduced. 
Since the algorithm attempts to find the shortest paths 
from a source node to a l l nodes, should the functional 
equation corresponding to the source node become negative, 
this would indicate a path of negative length from the source 
node to i t s e l f or a negative cycle . This does not imply that 
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Figure 2 -4 . Flowchart of the Yen Algorithm 
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Q END ^ 
STOP: The network 
contains a negative 
cyc le . To locate cycle 
retrace the labels 
END 
Figure 2-4 (concluded) 
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the source node is contained in a simple negative cycle as 
the cycle may occur elsewhere in the network as shown in 
Fig. 2 - 5 . Also , i f at the end of the kth i terat ion , which 
is an odd (even) i t erat ion , the number of functional equations 
which have remained equal to their values in the las t odd 
(even) i terat ion is less than k-2 , then the network contains 
a negative cycle . This implies that starting with the M = 
3rd i terat ion and continuing successively, one less functional 
equation is allowed to change i t s value over i t s value 2 
i terat ions ago, than could have at the M-lst i t erat ion . That 
i s , during i terat ion 3, at most N-l functional equations may 
change their value over their value in i terat ion 1. In 
i terat ion 4 , at most N-2 functional equations may change 
their value over their value in i terat ion 2, etc . 
The reasoning behind this terminating cr i ter ion is 
similar to that offered ear l ier for res tr ic t ing the minimi­
zation operator to a subset of the previously processed 
nodes. That i s , each homogeneous block must contain at 
least one node and therefore, at least one additional TT^ 
becomes the correct minimum distance at each i terat ion and 
consequently no longer affects the calculat ions . 
The third terminating cr i ter ion is s imilar to that 
proposed in the original algorithm. When 7 r ^ 2 k ^ = 7 r £ 2 k ^ or 
^ (2k- l ) = ^(210^ j = ; 1 > 2 , N, the algorithm can be 
terminated. That i s , when there is no change in the values 




Figure 2 -5 . Source Node in a Non-Simple Negative Cycle 
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( j ) and then 7 T p + " ^ , i = 1, 2, N are the lengths 
of the shortest distances from node (1) to node ( i ) . The 
new algorithm is expected to reduce the computational e f fort 
of the original algorithm by as much as 50%. An example of 
this procedure is presented in the appendix. 
The Simplex Algorithm of Bennington 
The l inear programming formulation of the shortest 
path problem can be written as: 
N N 
minimize z = I £ c -x--
i = l j = l 1 J 1 J 
subject to: 
N 
E (x.. . - x . 0 = 
1 i = 1 
0 i = 1,N 
-1 i = N 
As noted ear l i e r , Dantzig offered the f i r s t l inear 
programming based algorithm to solve the shortest path 
problem. Bennington refined this work with his simplex 
algorithm to determine the shortest paths from an origin to 
a l l remaining nodes. Bennington proved that the simplex 
algorithm could be restr ic ted to a subset of the basic 
feas ible solutions corresponding to arborescences. An 
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arborescence centered at node s consists of a set of arcs 
with the following properties: 
1. O^. contains N-l arcs 
2. CJL contains no cycles 
3 . d contains a unique path from node s to node j 
for a l l j f s. 
4 . CL contains no arcs ( i , s ) into node s and exactly 
one arc ( i , j ) into each node j f s . 
Although there are basic feas ib le solutions that are 
not arborescences, given any basic feas ib le solution there 
is an equivalent arborescence, i . e . an arborescence which 
yields the same values for a l l of the primal var iables , x ^ j . 
Choosing the origin s as node 1, the algorithm 
se lects an arbitrary arborescence^ centered at node 1. 
This arborescence corresponds to a t r i a l (basic feas ible) 
solution to the shortest path problem. The algorithm then 
computes the simplex mult ipl iers by sett ing ir-̂  = 0 and using 
the recursive equation TT^ + c ^ = for ( i , j ) e d. These 
simplex mult ipl iers are equivalent to the negative of the 
dual variables in the dual l inear programming problem. Next, 
the algorithm attempts to improve on the t r i a l solution by 
pivoting into the basis an arc (p,q) such that IT + c < TT„. 
° p pq q 
If no such arc e x i s t s , i . e . TT^ + c^. -• TTJ for a l l ( i , j ) , 
then CX. corresponds to the optimal solution and TT̂  are the 
lengths of the shortest paths from node 1 to node j for 
j = 1, 2 , . . . , N. 
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If an arc (p,q) sat isfying TT + c < TT i s found and 4 1 y ° p pq q 
i f the path in Q from node 1 to node p includes node q then 
the arc (p,q) along with the path from node q to node p 
in wi l l form a negative cycle . The proof is as follows: 
Let the present feas ible solution be as in Fig. 2 -6 . 
Since nodes p, q and s are in the arborescence, 
\ = w s + c s P a n d w s = \ + c q s - I £ *p + c pq < V W S m a y 
bring the arc (p,q) into the bas i s . Upon substituting for 
TT we have 
P 
s sp pq q 
Substituting for TT, 
(ir + C ) + C + C < t t 
^ q qs-' sp pq "q 
Subtracting TT^ from both sides 
c + c + c < 0 qs sp pq 
If the test for negative cycles f a i l s , a new improved 
basis CC c a n be formed by deleting the arc ( i , q ) e CL and 
adding the arc ( p , q ) . The simplex mult ipl iers are recomputed 
and the algorithm continues unt i l the shortest paths are 
found or a negative cycle is detected. 
A flowchart of the algorithm is presented in Fig. 2 -7 . 
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0- * Q — * 0 — + 0 
Figure 2 -6 . A Basic Feasible Solution in the Bennington 
Algorithm 
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f START ) 
INITIALIZATIONS Select an 
Arbitrary Arborescence 
Centered at the Origin 
COMPUTE THE SIMPLEX 
MULTIPLIERS: 
Tf .=TT'. + C • 
J 1 l t j 
Tfj=0 
i , j Arbor. 
UNSUCCESSFUL SUCCESSFUL 
STOP: TT. are the lengths of 
the shortest paths from the 
orig in to node j for j = l , 2 , . . , N 
END 
Figure 2 -7 . Flowchart of the Bennington Algorithm 
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PIVOTt Form the 
new arborescence 
by deleting arc 
(i,q) and adding 
arc (p,q) to the 
arborescence 
NEGATIVE CYCLE s 
Arc (p,q) along 
with the path 
from node q to 
node p in the 
arborescence will 
form a negative 
cycle 
END 1 
Figure 2-7 (concluded) 
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An example of the procedure is presented in the appendix. 
The algorithm is part icular ly suited to the minimal 
cost flow problem since information used in detecting the 
kth negative cycle can be used in in i t ia t ing the search for 
the k + 1st negative cycle . This distinguishes the simplex 
algorithm from the remaining algorithms which retain no 
information from previous i t erat ions . 
After locating a negative cycle and making the 
corresponding flow change around the cyc le , we wish to 
construct the new marginal cost network and check i t for 
negative cycles . Since the only arcs in the marginal cost 
network that are affected by the flow change are those 
contained in the negative cycle , an arborescence for the new 
marginal cost network can be eas i ly obtained from the 
current solut ion. Modify the arborescence from the previous 
i terat ion by deleting the arcs in the path from node q to 
node p. Add a l l of the reverse arcs from the negative cycle 
except the reverse arc directed into node q. This forms an 
arborescence in the new marginal cost network. In summary 
then, Bennington's algorithm applied to the minimal cost 
flow problem proceeds as follows: 
1. Construct the i n i t i a l arborescence (centered at 
node N) in the marginal cost network. The reason for 
choosing node N wi l l be explained subsequently. 
2. Search the marginal cost network for a negative 
cycle by pivoting into the bas i s , appropriate non-basic 
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arcs (p,q) and tracing the path from node 1 to node p. 
3 . If a negative cycle is found, change the flows 
around the cycle , 
4. Modify the arborescence as previously described. 
5. Use the modified arborescence as an i n i t i a l basic 
solution to search for negative cycles in the new marginal 
cost network. 
Continue in this manner unt i l a marginal cost network 
is created which is absent of negative cyc les . 
Therefore, although considerable time may be required 
to create the i n i t i a l arborescence and locate the f i r s t 
negative cyc le , over the course of solving a minimal cost 
flow problem which may require hundreds of i t era t ions , the 
eff ic iency of Bennington's algorithm in u t i l i z ing information 
from previous i terations may enable i t to outperform the 
others. 
A d i f f i c u l t y which arises when Bennington's algorithm 
is applied to the minimal cost flow problem occurs when the 
source node is used to center the arborescence and the value 
of the flow is a maximum. In this case the Bennington 
algorithm may not be able to find every negative cyc le . The 
reasoning is as fol lows: Let X and X be the sets of labeled 
and unlabeled nodes from the maximum flow algorithm. A l l 
of the arcs between X and X wi l l be directed from X to X in 
the marginal cost network. Thus, there wi l l be no directed 
paths in the marginal cost network from nodes in X to nodes 
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in X and a negative cycle in X cannot be detected. This 
d i f f i cu l ty can be overcome by centering the arborescence 
around the sink node and attempting to find the shortest 
path from the sink to a l l remaining nodes. 
Direct Search Methods 
There is only one available algorithm which is 
primarily concerned with locating negative cycles in a 
graph. The algorithm does not search for paths between 
pairs of nodes and therefore cannot determine the shortest 
paths in the s i tuation where negative cycles do not ex i s t . 
The Method of Florian and Robert 
Florian and Robert's Direct Search Method is based on 
a property of negative part ia l sums of f in i t e sequences 
according to the following theorem: 
Theorem I I I . A negative cycle exists in a network 
i f , and only i f , there exists a sequence of d i s t inct nodes 
i^, i r _^ with costs c ^ associated with the arcs 
( i , j ) such that a l l part ia l sums of the sequence c • , 
1 1 1 2 
c c. - are negative. An example of the direct 
1 2 1 3 ^-r - l 1 ! 
search method of characterizing a negative cycle is shown 
in Fig. 2-8 . 
The negative cycle passing through nodes 1, 2 , and 3 
can be written as: 
(a) 1 + 2 + 3 + 1 
Cb) 2 + 3 + 1 + 2 
(c) 3 + 1 + 2 + 3 
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Figure 2 - 8 . A Negative Cycle 
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Only representations "b" and "c" would sa t i s fy Florian and 
Robert's property for identifying negative cycles since the 
part ia l sum of the sequence (1 ,2 ) in "a" is not negative. 
Note that this property does not uniquely c las s i fy a negative 
cycle as there may be more than one sequence which s a t i s f i e s 
Theorem I I I , e .g. "b" and "c". 
The result of this theorem suggests an algorithm for 
locating negative cycles in a graph. If a graph contains a 
negative cycle then there exists a node in the cycle such 
that the part ia l sums of arc lengths along the arc progression 
that s tarts and terminates at th is node are a l l negative. 
The task of locating a negative cycle reduces to that of 
finding a node that has this property. 
The algorithm starts at a home base node (node 1) 
and searches for a sequence of negative part ia l sums 
eminating from this node. If the negative sum of arc 
lengths cannot be preserved, this node is abandoned and 
another node i s considered in the same way. The procedure 
continues unt i l either a negative cycle is found or unt i l 
a l l of the nodes have been examined for the negative part ia l 
sum property and discarded. A flowchart of the algorithm is 
presented in Fig. 2 -9 . An example of the procedure is 
presented in the appendix. 
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f START J 
I N I T I A L I Z E 
ITERATION 
COUNTER i = l 
I 
I N I T I A L I Z E VECTORS: O P E N ( j ) = l 
C Y C L E ( j ) = = V A L U E ( j ) = 0 , j = l , 2 , . . . , N 
I 
I N I T I A L I Z E FOR ITERATION i 
O P E N ( i ) = V A L U E ( l ) = 0 
C Y C L E ( l ) = i 
L = s = l u = i 
5 
Figure 2 - 9 . Flowchart of the Florian and Robert Algorithm 
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cycle has been 
completed. The 
vert ices of the 
cycle are 
CYCLE(.i)..i = l . . L 
Figure 2-9 (continued) 
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Figure 2-9 (concluded) 
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CHAPTER III 
THEORETICAL UPPER BOUNDS 
There are two commonly used methods of comparing the 
eff ic iency of algorithms. The f i r s t is an empirical measure­
ment based on observing the performance of the algorithms 
over a range of problems. For network problems this range 
may be quite large as previous researchers have reported a 
number of independent factors which affect how quickly an 
algorithm converges. Among these are the number of nodes, 
the density of the network, along with the mean, variance, 
and shape of the distr ibution of arc distances. I t may be 
impracticable to t e s t the algorithms on every combination of 
the above factors . Therefore, a measure of eff ic iency 
based on empirical results can be misleading. For one type 
of problem an algorithm can be very e f f i c i ent while for 
another type of problem i t can be very ine f f i c i en t . 
A more conservative measurement of the eff ic iency of 
an algorithm is the Upper bound on the number of computations 
required to reach an optimal solut ion. The computational 
upper bound specif ies the maximum price users have to pay in 
the worst case; hence, the lower the computational upper 
bound, the "better" the algorithm in the worst case. 
Therefore, as an i n i t i a l crit ique we computed the 
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computational upper bound for each algorithm. These upper 
bounds can be considered as the maximum number of computa­
tions required to locate a s ingle negative cycle assuming 
(1) a completely dense network and (2) no prior information 
on the network structure. 
Ford-Fulkerson Algorithm 
An i terat ion of the Ford-Fulkerson algorithm consists 
of using the label on nodes i , i = 1, 2, . . . , N in sequence 
along with the cost associated with arc ( i , j ) to improve the 
label on node j , j = 1, 2, N; i f j . This involves 
an addition, e.g. TT^ + > a n d comparison, e .g. TT^ + 
c i j < """j "^ o r e a c n i>J« Therefore, an i terat ion requires 
2 2 approximately N additions and N comparisons. Totaled 
3 
over N i terat ions the algorithm requires approximately N 
additions and N comparisons to find the lengths of a l l 
shortest paths from a fixed node. 
Yen Algorithm 
In the Yen algorithm, i terat ions are c las s i f i ed as 
even or odd. As or ig inal ly presented, nodes are processed 
in the decreasing sequence, N, N - l , 1 during even 
i terat ions and in the increasing sequence 1, 2, N 
during odd i t erat ions . Minimizing over only those nodes 
previously processed necessitates half as many additions 
and comparisons per i terat ion than does the Ford-Fulkerson 
algorithm. The number of comparisons required per i terat ion 
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as a function of the processed node is presented in Table 3-1 
An identical number of additions is required. 
Table 3 - 1 . Number of Comparisons Required 
Processed Node 
in Yen' s Algorithm 
Iteration 1 2 3 N-2 N-l N 
Even N-l N-2 N-3 2 1 0 
Odd 0 1 2 N-3 N-2 N-l 
The sum o f e i t h e r s e q u e n c e w h e t h e r e v e n o r odd i s N ( N - l ) / 2 . 
Summed over N i terat ions , the algorithm requires at most 
2 
N ( N - l ) / 2 additions and comparisons. 
Florian and Robert's Algorithm 
In theory, Florian and Robert's direct search method 
achieves i t s computational upper bound on problems of the 
following structure: ( i ) c^-j's (the arc distances from node 
i to node j ) are negative for a l l i = 1, 2 , N and 
j = 2 , 3 , N, j f i ; ( i i ) c ^ j ' s a r e pos i t ive for 
i = 2, 3 , N and j = 1; and ( i i i ) the network has only 
one N-arc negative cycle which passes through nodes, 1, 
N, N - l , 3 , 2 , and 1 in sequence. 
To determine the existence of the negative cycles by 
taking node 1 as the home node, Florian and Robert's direct 
search method has to compute the lengths of a l l poss ible 
cycles around node 1 that contain 2 arcs , 3 arcs , . . . , N 
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arcs before i t can locate the N-arc negative cyc le . There 
are 
/ N-l \ / N - l \ /N -1 \ 
( 2 - 1 ) ! , ( 3 - 1 ) ! , (N - l ) ! 
v-y v~y v*-.y 
ways of forming cycles with 2 arcs , 3 arcs , N arcs, 
respect ively. Therefore, the upper bound on the number of 
cycles which the direct search method must compute the length 
of, to solve the problem is 
N - l / N - A 
Computing the length of a cycle using the direct search 
method requires at least an addition and (the same number of) 
comparisons. Therefore, on problems of the above structure, 
the direct search method requires at least 
N - l /N-A 
additions and comparisons to detect the negative cyc le . 
As an i l l u s t r a t i o n , consider a network with the 
following distance matrix: 
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1 2 3 4 
0 -1 -2 -3 
25 0 -2 -4 
30 -1 0 -2 
30 -2 -22 0 
To determine the existence of the negative cycles by 
taking node 1 as the home node, the direct search method 
has to compute the lengths of a l l cycles around node 1 that 
contain 2 arcs, i . e . [ 1 - 2 - 1 , 1 - 3 - 1 , 1 - 4 - 1 ] , 3 arcs, i . e . 
[ 1 - 2 - 3 - 1 , 1 - 2 - 4 - 1 , 1 - 3 - 2 - 1 , 1 - 3 - 4 - 1 , 1 - 4 - 2 - 1 , 1 - 4 - 3 - 1 ] , 
4 arcs , i . e . [ 1 - 2 - 3 - 4 - 1 , 1 - 2 - 4 - 3 - 1 , 1 - 3 - 2 - 4 - 1 , 1 - 3 - 4 - 2 - 1 , 
1 -4 -2 -3 -1 ] before i t can determine the existence of our 
particular 4-arc negative cycle 1 - 4 - 3 - 2 - 1 . 
The direct search method has to compute the lengths 
of 
different cycles to solve the problem. 
It is unlikely that many "rea l - l i f e" problems wi l l 
possess the above structure. What is possible though, are 
problems in which a long sequence of negative part ia l sums 
is created with no possible path returning to the home base 
node. The above bound has shown that i t may be re la t ive ly 
dangerous to apply the direct search method to networks 





The Bennington algorithm is the most d i f f i c u l t for 
which to calculate an upper bound. Computing the bound 
becomes complicated since i t is dependent on the manner in 
which the arborescence is created and stored. A summary of 
the steps in the algorithm and a reasonable bound on each 
step is as follows: 
1. Create the i n i t i a l arborescence--From the origin 
node scan the remaining (N-l) nodes to determine which 
nodes can be connected to the or ig in . I f no arcs are avai l ­
able, connect a s ingle node to the origin via an a r t i f i c i a l 
arc. From the second node in the arborescence scan the 
remaining nodes (at most N-2) to determine which can be 
connected to this node. Continue in this manner unt i l the 
arborescence is completed. Therefore, at most N-l + N-2 
+ . . . 1 = N(N- l ) /2 comparisons are required to construct the 
arborescence. 
2. Compute the simplex mult ipl iers --As a node i is 
placed in the arborescence, i t s corresponding simplex 
mult ipl ier TT^ is computed. A single addition is required 
to compute each mult ip l ier . Therefore, over the entire 
network, N-l additions are required, i . e . TT^ is i n i t i a l l y 
set to zero. 
3 . Select an arc to enter the bas i s - -Se lec t an arc 
(p,q) such that TT + c ^ < TT^. There are N*(N-1) arcs in 
the network and only N-l arcs are in the present bas is . 
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Consequently, there are N*(N-1) - {N- l ) nonbasic arcs to 
scan. Checking each arc requires an addition and comparison, 
hence, at most N*(N-1) - (N-l) additions and comparisons 
are required. Since there are N*{N-1) arcs in the network 
and checking each arc requires an addition and comparison, 
at most N*(N-1) additions and comparisons are required. 
4. Check for a negative cycle--This involves tracing 
the path from node 1 to node p to determine i f i t includes 
node q. Assuming no negative cyc les , that i s , the path 
wi l l not include node q, the path could therefore contain 
N-2 arcs. Each encountered node along this path must be 
compared to nodes 1 and q. Therefore, at most 2*(N-2) 
comparisons are required. 
5. Pivot and recompute the simplex mult ipl iers - -
Assuming the arcs in the arborescence are stored in a l i s t , 
to recompute the mult ipl iers requires N-l addit ions. 
Note that Step 2 is identical to Step 5. Step 2 is 
performed during the i n i t i a l i terat ion and Step 5 is performed 
during a l l remaining i t era t ions . I f we substitute Step 5 
for Step 2, the f inal three steps (Steps 3 , 4 , 5) are 
repeated at most ( N - l ) ! times corresponding to the ( N - l ) ! 
possible arborescences. Therefore, the to ta l number of 
operations required is less than 
+ ( N - l ) ! *[2*((N*(N-1)) - (N- l ) ) + 2*(N-2) + N- l ] 
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It should be noted that this upper bound is rarely attained. 
Summary 
The present chapter can be summarized by stating the 
general bound on each algorithm and an estimate of how 
frequently the bound wi l l be attained. 
Ford-Fulkerson 
The theoret ical upper bound on the Ford-Fulkerson 
3 
algorithm is of the order N_. When using the algorithm 
to detect negative cycles , this bound is a good indication 
of the number of additions and comparisons required. The 
exception is when the source node is contained in a negative 
cycle (not necessari ly a simple cyc le , see Fig. 2 - 5 ) . In 
this case, the algorithm w i l l terminate in k, 2^k<N iterat ions 
2 
and wi l l require kN additions and comparisons. 
Yen 
The theoretical upper bound on the Yen algorithm is 
3 
of the order N / 2 . The algorithm is s imilar to the Ford-
Fulkerson algorithm and i t s upper bound wi l l be real ized to 
a similar extent. 
Florian and Robert 
The upper bound on the algorithm proposed by Florian 
and Robert is of exponential order. The bound wi l l be 
attained on problems of the structure described ear l i e r . 
The bound w i l l be achieved to a lesser degree on problems 




The theoretical upper bound on the Bennington algorithm 
is also of an exponential order but is seldom attained. 
Experience with the simplex algorithm in general has shown 




An experiment was designed to study the ef fect of 
several factors on the detection of negative cycles in a 
graph. The l i terature was searched to determine those 
factors which previous researchers had reported most 
affected the computational eff ic iency of algorithms for 
network problems. 
Golden [19] states that the performance of shortest-
path algorithms is dependent upon the following three 
factors: (1) the sparseness of the network, (2) l i s t 
processing and network representation in the computer code, 
and (3) distance measures on the arcs. Yen [31] reports 
that the mean, the variance and the shape of the distr ibut ion 
of arc distances have a very strong ef fect on how quickly an 
algorithm converges. 
After analyzing the negative cycle problem we decided 
on four independent variables for the experiment. The 
factors consisted of (1) the speci f ic algorithm used to 
locate the cycle , (2) the number of nodes in the network, 
(3) the density of the network, and (4) the distr ibution of 
arc costs . 
The algorithm effect is obvious and is the primary 
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concern of this thes i s . 
The time required to complete a single i terat ion in 
each algorithm is a function of the number of nodes in the 
network, i . e . the greater the number of nodes which must be 
examined, the greater the number of additions and comparisons 
involved. 
The density of the network is defined as the rat io of 
the number of arcs in the network to the number of possible 
arcs i f a l l pairs of nodes were connected, i . e . (#arcs /N(N-l ) ) 
Sparse networks w i l l contain fewer arcs and hence should 
require less computational e f fort than more dense problems. 
A dense network though, may contain a number of negative 
cycles . These cycles correspond to alternate optimal 
solutions and therefore a dense network may converge quickly. 
When the arc costs are generated from a uniform 
distr ibution centered at zero (u= 0 ) , the distr ibution can 
be uniquely characterized by a s ingle parameter, the variance. 
In tu i t ive ly , i t would seem that the variance would influence 
the value of the negative cycle , i . e . the sum of the costs 
associated with the arcs around the cycle . When the uniform 
distr ibut ion is centered at zero, a large variance wi l l 
result in several arcs having a "large negative" cost . The 
shortest path algorithms essent ia l ly search for the "least 
cost" arc at each node and therefore should locate cycles 
with re la t ive ly large negative values. 
The arc distr ibution factor may influence the 
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computational time of the Florian and Robert algorithm. A 
negative cycle consisting of k arcs, in a network whose arcs 
are distributed with a large variance, may contain one 
"large negative" arc and k-1 pos i t ive arcs. Therefore, i f 
an arc out of the home base node has an associated "large 
negative" cost , i t may be possible to construct a negative 
cycle around the home base u t i l i z ing this s ingle negative 
arc. 
A l i s t processing approach was employed so the ef fect 
of network representation would be common to a l l four 
algorithms. Under l i s t processing, only those arcs which 
exist in the network are stored in computer memory. Since 
the networks are sparce, this approach wi l l tend to accelerate 
the algorithms. Three l i s t s are used to store the o r i g i ­
nating nodes i , the terminating nodes j , and the cost associ­
ated with arc ( i , j ) respect ively . Two additional l i s t s 
serve as pointers to indicate arcs entering or leaving a 
desired node. 
A c lass i ca l factor ia l design consisting of four factors , 
algorithm, nodes, density, and arc distr ibution was selected 
with each factor evaluated at ( 4 , 4 , 4 , 3 ) l e v e l s , respect ively . 
Networks were generated and searched for negative cycles 
using a l l possible combinations of the following factors: 
A. Type of algorithm--the algorithm used to detect 
and trace negative cycles (Yen, Bennington, 
Florian-Robert, Ford-Fulkerson). 
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B. Nodes--the number of nodes in the network 
( 2 5 , 5 0 , 7 5 , 1 0 0 ) . 
C. Density--the rat io of the number of arcs in the 
network to the number of poss ible arcs i f a l l 
pairs of nodes were connected ( . 0 5 , . 1 0 , . 1 5 , . 2 0 ) . 
D. Distribution of arc costs - - the costs associated 
with the arcs were generated from a uniform 
distr ibution with mean = 0, over three ranges 
corresponding to a required variance. The 
intervals chosen were ( - 2 5 , 2 5 ) , ( - 1 2 5 , 1 2 5 ) , and 
(-250,250) corresponding to a variance of 208, 
5208, and 20833, respect ively . 
The problem size was res tr ic ted to 100 nodes due to 
l imitations in computer storage. The levels of density and 
arc distr ibution were selected to re f l ec t previous work in 
the f i e l d . The speci f ic levels of the three quantitative 
factors were chosen at the extremes and at intermediate 
levels so as to cover the entire range of in teres t . By 
choosing more than two levels for each factor , we can detect 
both cubic and quadratic e f fects on the dependent or 
response variables . 
After some thought on expected var iab i l i ty under the 
same set of conditions, i t was decided to take three 
observations under each of the 192 conditions, making a 
tota l of 576 runs. 
A mathematical model for this experimental design 
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would be: 
Y. . , = u + A. + B. + C, + J)m + AB. . + AD. ljkmn 1 j k m i j im 
+ B C , + BD. + CD, + e ^, jk jm km n (1 jkm) ' 
where Y ^ ^ m n represents the measured variable , u a common 
effect in a l l observations (the true mean of the population 
from which the data came), A^ the algorithm effect where 
i = 1 , 2 , 3 , 4 , Bj the node ef fect where j = 1 , 2 , 3 , 4 , C k the 
density ef fect where k = 1 , 2 , 3 , 4 and-D the distribution of 
arc costs where m = 1 , 2 , 3 . £ n(ijkm) r e P r e s e n ' t s t n e random 
error in the experiment where n = 1 , 2 , 3 . The other terms 
stand for interactions between the main factors A,B,C,D. 
The higher order (three way and above) interactions were 
pooled with the error term, since they would be d i f f i c u l t to 
explain i f found s igni f icant . 
Model Selection 
After careful ly weighing the ramifications, a fixed 
ef fects model was chosen for the experiment. The decision 
was d i f f i c u l t since the random effects model possesses some 
advantages over a fixed effects model. Spec i f i ca l ly , the 
random effects model enables the experimentor to generalize 
s t a t i s t i c a l l y beyond the M levels actually observed. This 
contrasts the fixed effects model in which the results are 
val id only for those levels examined. 
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The choice of model would not affect the analysis 
of algorithms since our interest in this factor i s confined 
to the four algorithms. Further, the primary concern of the 
thesis is in comparing algorithms. Therefore, since the 
algorithm effect is a fixed e f f ec t , our choice of model wi l l 
not influence the decision on the performance of any algorithm 
The advantages of the random (mixed) ef fects model 
would be real ized when analyzing the remaining factors 
(nodes, density, and arc distr ibution) for which we have 
no interest in any one particular l e v e l . For example, i t 
would be benefic ial to extend any inferences drawn on the 
sample of nodes in the experiment to the population of a l l 
nodes. Unfortunately, there is a high price associated with 
the random effects model. This model assumes that the levels 
to be tested have been chosen randomly from a very large 
population of potential groups. A random choice of nodes 
though, might not cover the range of interest . A compro­
mising s ituation ar i ses . The information gained by being 
able to extend the results to a l l levels might be l o s t through 
a poor sample of leve ls in the experiment. 
An additional d i f f i cu l ty which arises when choosing 
the type of model to employ in a design, concerns repl icat ing 
the experiment. Replication w i l l enable the experimenter 
to gain a more precise estimate of the error variance. To 
repl icate a f ixed-ef fects experiment, we would obtain more 
observations from the M levels used in the original experiment 
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To repl icate a random-effects experiment we would have to 
pick a new sample of M levels from which to take observations 
Our concern over the sample of levels covering the range of 
interest is intensi f ied when repl icat ions are desired. That 
i s , i f the probabil i ty of a sample covering the range of 
interest is p, then the probabil i ty of three successive 
3 
samples covering the range of interest is p < p. Thus, 
again a fixed ef fects model is preferred over a random 
effects model when repl icat ions are appropriate in a quanti­
tat ive factor such as nodes. 
In our experiment, repl icat ions and the range consider 
ations were considered to be more important than the 
inferences to be drawn, so the random effects model was 
rejected in favor of the fixed effects model. For a more 
detailed explanation of the two models, the reader is 
referred to [11] . 
Selection of Response Variables 
The i n i t i a l response variable considered was the 
computational time required to locate and trace a negative 
cycle in a graph. Since each algorithm could not be expected 
to locate the identical negative cyc le , an additional 
response variable of a quality index was also recorded. The 
quality index was defined as the rat io of the absolute value 
of the sum of the arc costs around the cycle to the time 
required to locate and trace the cycle . For example, i f the 
negative cycle in Fig. 4-1 required 2 sec to locate and trace 
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Figure 4- A Negative Cycle 
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i t would have an associated quality index of 
l 3 - ] - 7 ! = . 6 
The higher the quality index, the better the performance of 
the algorithm based on the supposition that cycles of large 
negative value wi l l enable Klein's algorithm for the minimum 
cost flow problem to converge in few i terat ions . 
Additional response variables of interest include 
the value of the cycle (the sum of arc costs around the cycle) 
and the number of nodes in the negative cyc le . 
Generating Random Networks 
The generation of networks possessing various combina­
tions of the foregoing factors was an integral element of the 
experimental design. In order to obtain a val id comparison 
of the four algorithms, i t was essent ial to tes t them under 
identical conditions. That i s , a network would be generated 
with a specif ied number of nodes, density, and distribution 
of arc costs and each, algorithm would receive this network 
as input and proceed to search for negative cyc les . 
To guarantee a connected graph, i . e . every pair of 
nodes are joined by at least one chain, the f i r s t N-l arcs 
were generated to form an arborescence in the network. 
Recall that an arborescence centered at node s, is a directed 
path containing no cycles , from node s to a l l remaining nodes. 
7 3 
Upon completion of the arborescence, additional arcs were 
generated to complete the required density. 
The following procedure was employed to create the 
random networks: 
Generating Random Networks Containing an Arborescence 
Let X be the set of nodes in the arborescence. 
Original ly X = { 0 } . Choose a node s at random to center the 
arborescence. Let X be the set of nodes not yet in the 
arborescence. Originally X - { 1 , 2, N} . 
NOTE: X A * == { 0 } 
X \ J X - ( 1 , 2 , N} 
STEP 1 Remove node s from X and place i t in X 
STEP 2 Randomly se lect a node j in X. Place node j in X 
and arc ( s , j ) in the network. Remove node j from 
STEP 3 Randomly se lect a node i in X. Randomly se lect a 
remaining node j in X. Remove j from X and place 
i t in X. Place arc ( i , j ) in the network. 
STEP 4 I f X = { 0 } , the arborescence centered at node s is 
now complete. Otherwise, go to STEP 3. 
Let NREQ be the number of arcs required for a 
specif ied density d. 
NREQ = d*N*(N-l) 
Since an arborescence contains N-l arcs we must add NREQ -
(N-l) additional arcs to the network to obtain the required 
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density. The procedure used to generate these additional 
arcs is l i s t ed in the appendix. 
Generating an I n i t i a l Feasible Solution for the Simplex 
Algorithm 
The previous discussion of the Bennington algorithm 
in Chapter II assumed that an i n i t i a l basic feas ible solution 
was at hand. This i n i t i a l solution corresponds to an 
arborescence centered at the origin (node 1 in our experiment) 
Our i n i t i a l arborescence used to obtain a connected graph is 
centered around a randomly chosen node. Therefore, we 
cannot guarantee the existence of an arborescence centered 
at node 1. 
We can resolve this problem by creating an a r t i f i c i a l 
arborescence around node 1. This procedure would be similar 
to the Big-M method in l inear programming. 
Creating an A r t i f i c i a l Arborescence 
A l l nodes are i n i t i a l l y unlabeled and unscanned. The 
origin (node 1) is labeled [ - , 0 ] . These labels are similar 
to those used in the Ford-Fulkerson shortest path algorithm 
(Chapter I I ) . The f i r s t element of the ordered pair corre­
sponds to the preceding node in a path from the origin to the 
labeled node. The second element is the distance along 
this path or the sum of the arc costs on the path. 
We begin by labeling a l l nodes j which can be reached 
from the origin using one arc ( l , j ) . These nodes receive 
the label [ 1 , u ( j ) = c C l , j ) ] and are considered as labeled 
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and unscanned while the origin is now labeled and scanned. 
If there are no arcs leaving the or ig in , an a r t i f i c i a l arc 
is used to connect the origin to node 2. Node 2 would be 
considered labeled [ 1 , u(2) • «>] a n d unscanned while the 
origin is labeled and scanned. Next a labeled but unscanned 
node j is chosen. Using this node j , attempt to label any 
unlabeled nodes k which can be reached from node j in one 
arc Cj >k). These nodes k would be considered as labeled 
[j , u(k) = u ( j ) + c ( j , k ) ] and unscanned while node j i s now 
labeled and scanned. Continue in this manner using labeled 
and unscanned nodes to label unlabeled nodes. When a l l nodes 
have been scanned, a r t i f i c i a l arcs are used to connect any 
unlabeled nodes m to the origin. These nodes are labeled 
with [ 1 , u(m) = «>] . 
We now have an arborescence (possibly a r t i f i c i a l ) 
centered at node 1 to i n i t i a t e the simplex method. These 
a r t i f i c i a l arcs w i l l have an associated cost of 0 0 , but 
cannot be pivoted out of the basis since they were added 
only as a las t resort when no legit imate arc existed. 
Therefore, should this i n i t i a l arborescence contain any 
a r t i f i c i a l arcs, and should the algorithm converge and 
find the set of shortest paths from the origin (thereby 
implying the absence of negative cycles) this set of 




The experiment was performed by generating 144 ( 
networks (corresponding to three repl icat ions of the 
factor ia l design) and applying each of the four algorithms 
to locate a negative cycle . 
I n i t i a l l y , a number s was randomly generated on the 
interval (1,N) where N is the number of required nodes. The 
number s corresponded to the node which would center the 
i n i t i a l arborescence. After the N-l arcs were generated to 
construct the arborescence, [(d*N*N-l) - (N- l ) ] additional 
arcs were generated to complete the required density (where 
d=density). 
The following response variables were recorded 
throughout the experiment: (1) computational time to detect 
and trace the negative cycle , (2) value of the cycle , (3) 
quality of the negative cycle , i . e . | ( 2 ) | / ( 1 ) , (4) the number 
of nodes in the cycle , and (5) the d is t inct nodes of the 1 
cycle . A summary of the quality indices and solution times 
is presented in Tables 5-1 and 5-2 . 
An analysis of variance (Table 5-3) performed on the 
quality index data revealed a s ignif icant ef fect (at the 0.05 
leve l ) due to algorithm, arc d is tr ibut ion, and the algorithm-
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arc distr ibution interaction. A similar analysis of 
variance executed on computational time (Table 5-4) disclosed 
an algorithm-node interaction as the single s ignif icant 
e f f e c t . This algorithm-node interaction reveals that as the 
number of nodes in the network is increased, i t s e f fect on 
computational time di f fers among the algorithms chosen to 
locate the cycle . The sum of squares due to a l l nonsignif i ­
cant effects were pooled together with the sum of squares 
due to error and the analysis was reperformed. The results 
of the ANOVA conformed with the original analysis . 
We can u t i l i z e the mean response data in explaining 
these e f f ec t s . Table 5-1 shows that on the average, negative 
cycles obtained with the algorithm of Florian and Robert have 
an associated quality almost s ix times larger than any other 
algorithm. There is no discernible difference in quality 
over the levels of nodes or density. The mean response over 
arc distr ibution shows a perceptible increase in quality 
over successive levels of this variable . 
The results in Table 5-2 question the superiority 
of the Florian and Robert algorithm. The mean computational 
time for this algorithm is exceeded only by the Ford-
Fulkerson algorithm. Since quality index is inversely 
proportional to computational time, these figures challenge 
the va l id i ty of the experiment. 
In addition to the contrasting results over quality 
and computational time with the Florian and Robert algorithm, 
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the lack of any s ignif icant ef fect due to nodes is also 
reason for concern. Since an i terat ion in each algorithm is 
a function of the number of nodes, we had or ig inal ly expected 
an increase in the computational time (and therefore a 
decrease in quality index) with an increase in the number of 
nodes. 
Examination of Table 5-5 which contains the mean 
responses over a l l combinations of algorithms and nodes 
offers some insight into the problem. The dependency on 
nodes is ver i f ied by the responses from three of the four 
algorithms. The algorithm of Florian and Robert is unaffected 
by the number of nodes in the network with the exception of 
the mean computational time for 50 node networks which is 
exceptionally high. This term is responsible for the 
s ignif icant algorithm-node interaction uncovered by the ANOVA 
in Table 5 -4 . 
Inspection of the results over the individual networks 
provides the rationale for the bizarre re su l t s . In our 
experiment the direct search method located a cycle on each 
of the 144 networks in 12 5.69 sec; 142 of the networks were 
solved with an average computational time of 0.0045 sec, 
compared to the overall average time of 0 .873-sec . The 
remaining two networks required 11.59 sec and 113.45 sec, 
respect ively , for solut ion. Both problems occurred on low 
( .05) density 50 node networks. This l a t t er term accounts 
for the high algorithm-node term for computational time in 
83 


























































Table 5 -5 . Recall from Chapter I I I the theoretical upper 
bound on the number of required computations for Flor ian f s 
direct search method. On these 50 node problems, the direct 
search method could perform as many as 
• 2 . 0 0 " ' 
additions and comparisons before locating a negative cycle . 
When computing the theoretical upper bound for this algorithm 
there was no evidence to suggest a dependency on density or 
level of nodes. The occurrence of the upper bound on low 
density 50 node problems would seem to transpire s t r i c t l y by 
chance. 
Estimating the Effects in the Mathematical Model 
Recall from Chapter IV that the mathematical model i s : 
Y. . , = u + A. + B. + C, +1) + AB. . + AC •, . + AD. ijkmn i j k m l j ik im 
+ BO-, + BD. + CD, + e r . .-, ^ jk jm km n(ijkm) 
In the analysis of variance we are interested in testing 
hypotheses of the form: 
Hq : oij := 0, i = 1, 2, . . . , a 
H-, : ~ 0, at l east one i 
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or: 
H 0 : ( a ^ i j = 0 , 1 = 1 , 2 , . . . , a j = 1 , 2 , . . . , b 
: Cct3)^j = 0, at least one i and j 
The f i r s t null hypothesis states that the treatments denoted 
by A have no ef fect on the response, while the second null 
hypothesis states that there is no interaction between A and 
B that influences the response. For those calculated values 
of the F - s t a t i s t i c from Tables 5-3 and 5-4 which exceed a 
predetermined ( c r i t i c a l ) value of the F - s t a t i s t i c we can 
reject the associated null hypothesis and accept the 
alternative hypothesis that the ef fect in question does 
indeed influence the response. For these ef fects we may 
obtain an estimate of their magnitude in our mathematical 
model by the method of least squares [21] . In addition we 
may compute confidence intervals for the true value of the 
parameters [ 1 0 ] . These confidence intervals w i l l enable us 
to compare the estimates and determine which levels of the 
s ignif icant factors are s t a t i s t i c a l l y d i f ferent . Estimates 
of the effects and 95% confidence intervals for the estimates 
are presented in Table 5-6 through Table 5-7 . 
We decided to accept only a 5% chance of reject ing 
a null hypothesis when i t is true. Therefore, we conclude 
that the Florian and Robert algorithm is the only algorithm 

























































Algorithm 25 50 
11 
100 
Yen o .637 -0 .365 0 .206 -0 .476 
Bennington -o .094 -0 .854 0 .202 0 .742 
Florian-Robert -0 .207 2 .229 -0 .654 -1 .365 
Ford-Fulkerson -0 .335 -1 .002 0 .246 1 .092 
Confidence Interval ±5 .680 ±5 .680 ±5 .680 ±5 .680 
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whose affect on the quality of negative cycles is s i g n i f i ­
cantly different from zero. The effects of the remaining 
algorithms a l l l i e within a 95% confidence interval centered 
at zero, and hence, we cannot dist inguish between them. 
The pos i t ive estimate for the Florian and Robert algorithm 
indicates that this algorithm is superior in locating negative 
cycles of high qual i ty . 
The estimates of the ef fect due to arc distr ibution 
are s igni f icant ly different only between the low and high 
l eve l s . Examining the estimates for the algorithm-arc 
distribution interaction ef fect and their associated 
confidence intervals indicates that the Florian and Robert 
algorithm has a s ignif icant ef fect at both the low and high 
level of arc d is tr ibut ion. The algorithm performs poorly 
on networks with small var iab i l i ty in the arc costs but is 
the superior of the four algorithms on networks whose arcs 
are distributed with a large variance. The negative estimate 
for the Florian-Robert algorithm under networks whose arcs 
are distributed with a small variance is a result of the two 
network problems which approached the upper bound. The 
estimates of the algorithm-node interaction ef fect on 
computational time a l l l i e within a 95% confidence interval . 
The estimate for the e f fect of Florian and Robert's algorithm 
on 50 node networks is considerably higher than the remaining 
algorithms but does not f a l l outside the confidence interval . 
We cannot have a large degree of confidence in the 
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foregoing results since we do not have a homogeneous system. 
The results on the two network problems which approached the 
upper bound in the algorithm of Florian and Robert should be 
considered as "missing values" since they do not provide a 
rational measure of performance for this algorithm. The 
occurrence of networks containing the characterist ics 
described in Chapter I I I is a random phenomenon and cannot 
be associated with any particular level of the factors . 
Therefore, the outcomes from these two networks have distorted 
the analysis . Repeating the experiment might also give r i se 
to networks which approach the theoret ical upper bound. 
Consequently, a more appropriate analysis would be conducted 
over the three remaining algorithms. 
Analysis--Excluding Florian and Robert's Direct Search Method 
The algorithm of Florian and Robert was removed and an 
analysis of variance performed on the remaining data. The 
mean response data is presented in Tables 5-8 and 5-9 while 
the analyses are shown in Tables 5-10 and 5-11 . 
The analysis on quality produced a s ignif icant ef fect 
due to a l l main factors: algorithm, nodes, density, and arc 
dis tr ibut ion. In addition, a l l interactions involving 
algorithms were found to be s ign i f i cant . The main ef fects 
can be ver i f ied by examining the mean responses in Table 5-8 . 
The Yen algorithm produces negative cycles with the highest 
mean qual i ty . The difference in mean quality between the Yen 
and Ford-Fulkerson algorithms seems large enough to create an 
90 
Table 5-8 . Mean Response--Quality-Excluding 
Florian and Robert's Algorithm 
Algorithm Nodes 
Yen 7189.8 25 3877.4 
Bennington 1517.5 50 3573.6 
Ford-Fulkerson 880.0 75 2829.1 
100 2503.1 






( -25 ,25) 668.7 
( -125 ,125) 3570.8 
( -250,250) 5347.9 
91 
Table 5-9. Mean.Response--Computational Time-Excluding 




















( -25 ,25) 0.728 
( -125 ,125) 0.750 
( -250,250) 0.694 
nr 
Table 5-10. Analysis of Variance--Quality-Excluding Florian 
and Robert's Algorithm 
Source 
Main Effects 
Degrees of Sum of Mean P . . 
Freedom Squares (1) Square (1) *-rat io 
Algorithm 2 34.70 17.30 113.80* 
Nodes 3 1.32 0.44 2.89* 
Density 3 2.20 0.73 4.82" 
Arc Distribution 2 16.00 8.00 52.60* 
Interactions 
Algorithm-Nodes 6 4.97 0.83 5.44* 
Algorithm-Density 6 5.40 0.90 5.92 
Algorithm-Arc Distribution 4 11.40 2.85 18.70 
Nodes-Density 9 1.92 0.21 1.40 
Nodes-Arc Distribution 6 0.68 0.11 0.74 
Density-Arc Distribution 6 0.85 0.14 0.92 
Error 384 58.49 0.15 
Significant at a = 0.05 level 








Analysis of Variance--Computational Time-Excluding 






















Algorithm-Arc Distribution 4 
Nodes-Density 9 
Nodes-Arc Distribution 6 



















3 .30 1 
1.94 
0.63 
Significant at a = 0.05 level 
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e f fect due to algorithm. This data shows an increasing 
complexity of network problems with an increase in nodes. 
Increasing density supplies the networks with additional 
arcs and leads to negative cycles of high qual i ty . The data 
also indicates that distributing the arc costs over wide 
intervals centered at 0 w i l l result in negative cycles with 
high qual i ty . 
The analysis on computational time produced a s i g n i f i ­
cant ef fect due to algorithms and nodes. The algorithm-
nodes, algorithm-density and nodes-density interactions were 
also considered to be s igni f icant . Table 5-9 substantiates 
the ef fects due to algorithm and nodes. Surprisingly, there 
was no e f fect on computational time due to density. Networks 
with high densit ies contain a re la t ive ly large number of arcs 
and would seem to be more complex than low density networks. 
Obviously, the analysis has demonstrated otherwise. The lack 
of an arc distr ibution ef fect is understandable since the 
variance of arc costs would not seem to be a computational 
factor . 
Before estimating the s ignif icant e f fects the sum of 
squares due to a l l nonsignificant ef fects were pooled 
together with the sum of squares due to error and the analysis 
was reperformed. The results of the ANOVA conformed with the 
original analysis . 
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Estimating the Effects in the Mathematical Model 
To determine those levels of ef fects which were 
s t a t i s t i c a l l y d i ss imi lar , estimates were computed for the 
magnitude of each s ignif icant e f fect using the method of 
least squares. A 95% confidence interval was calculated for 
the true value of each e f f ec t . The results are shown in 
Tables 5-12 through 5-15 . 
The estimates of algorithm effect on quality are a l l 
s igni f icant ly different from zero. These estimates show the 
Yen algorithm to be superior to either the Bennington or 
Ford-Fulkerson algorithms. The performance of the l a t t er 
two algorithms does not deviate enough to distinguish between 
them. In the previous analysis the ef fects of these three 
algorithms were obscured due to the bizarre performance of 
the Florian and Robert algorithm. 
The estimates for the node factor i l l u s t r a t e a decreasing 
quality with increasing nodes. These estimates though, 
are s t a t i s t i c a l l y s ignif icant only between 25 node and 75 or 
100 node networks and between 50 node and 100 node networks. 
The s igni f icant ef fect due to density is a result of 
low density ( .05) networks. The quality of negative cycles 
located on these networks is much lower than the quality 
associated with any higher level of density tested. Within 
the remaining three levels of density there is no s ignif icant 
difference in quality,. 
The signif icance of the arc distr ibution results from 
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Table 5-12. Estimate of Effects--Excluding Florian 
and Robert 
Quality 





































Table 5-13. Estimate of Effects--Excluding Florian 
and Robert 
Arc Distribution 





















11 H 11 
-2448.00 1060.00 851.00 
1954.00 -621.00 -741.00 
493.00 -439.00 -112.00 























Table 5-14. Estimate of Effects--Excluding 










Confidence Interval ±10 50.95 































Algorithm 25_ 50 75_ 100 
Yen P .568 0 .376 -0 .012 0 .930 
Bennington -0 .163 -0 .113 -0 .018 0 .294 
Ford-Fulkerson -0 .405 -o .262 0 .030 0 .637 
Confidence Interval ±0 .405 ±0 .405 ±0 .405 ±0 .405 
Density 
Algorithm 0 .05 0 .10 0 .15 0 .20 
Yen . 0 .188 -0 .109 0 .032 -0 .111 
Bennington -0 .023 0 .372 -0 .152 -0 .199 
Ford-Fulkerson -0 .174 -0 .263 0 .115 0 .305 
Confidence Interval ±0 .405 ±0 .405 ±0 .405 ±0 .405 
Density 
Nodes 0 .05 0 .10 0 .15 0 .20 
25 0 .186 -o .020 -0 . 009 -0 .155 
50 0 .339 -0 .155 .. -0 .071 -0 .113 
75 -0 .104 -0 .077 0 .102 0 .079 
100 -0 .425 0 .246 -0 .026 0 .184 
Confidence Interval ±0 .497 ±0 .497 ±0 .497 ±0 .497 





the low and high levels of this factor since these estimates 
are not contained in a 95% confidence interval centered at 
zero. These estimates display an increasing quality with 
increasing variance in the arc costs . 
Examination of the estimates for algorithm-node 
interaction indicates that the Bennington algorithm is superior 
to the Ford-Fulkerson algorithm on 25 node networks which, in 
turn, is superior to the Yen algorithm on the identical 
networks. The estimates for the Bennington and Ford-Fulkerson 
algorithms are contained in the same confidence interval over 
the remaining three levels of nodes. The Yen algorithm is 
superior over the three remaining levels of nodes. At the 
high level (100 nodes) this superiority is not s t a t i s t i c a l l y 
s ign i f i cant . 
The estimates for algorithm-density interaction 
indicate the Yen algorithm to be superior over a l l levels of 
density with the exception of 5% and 10% dense networks. On 
5% dense networks, the Yen algorithm is inferior to either the 
Bennington or Ford-Fulkerson algorithms. At 10%, there is 
no s t a t i s t i c a l l y s igni f icant difference among the three 
algorithms. There is no detectable difference between the 
performance of the Bennington or Ford-Fulkerson algorithms 
over levels of density. The s ignif icant interaction is due 
to an increase in quality with increase in density for the 
Yen algorithm while the remaining two algorithms show a 
decrease in quality over the same range of dens i t ies . 
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The Yen algorithm is inferior to the Bennington or 
Ford-Fulkerson algorithms at the low level of arc distr ibut ion 
( - 2 5 , 2 5 ) . The opposite is true at the high level ( - 2 5 0 , 2 5 0 ) . 
At the intermediate l e v e l , the performance of the Yen algorithm 
is superior only to the Ford-Fulkerson algorithm. There is 
no detectable difference between the Bennington or Ford-
Fulkerson algorithms over any level of arc d is tr ibut ion . The 
increasing eff ic iency of the Yen algorithm over increasing 
levels of arc distr ibution along with a decreasing eff ic iency 
by the Bennington and Ford-Fulkerson algorithms led to the 
s ignif icant interact ion. 
Examining the estimates for computational time shows 
a considerable difference among a l l three algorithms. The 
Yen algorithm is faster than the Bennington algorithm, which 
in turn, is faster than the Ford-Fulkerson. However, only 
the Yen and Ford-Fulkerson algorithms have estimates which 
are s igni f icant ly different from zero. 
There is a discernible difference in computational 
time over each level of nodes with the exception of progressing 
from 25.nodes'-to 50 nodes. 50 node problems require a larger 
computational time than 25 node problems but both estimates 
f a l l within the same confidence interval . Only the estimate 
for 75 node problems does not s ign i f i cant ly affect computational 
time. 
The estimates for algorithm-node interaction indicate 
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the Yen algorithm to be infer ior on 25 and 50 node networks. 
This algorithm is superior on 100 node networks. At 75 
nodes, the performance of the three algorithms is essent ia l ly 
the same. There is no s igni f icant difference in computational 
time between the Bennington and Ford-Fulkerson algorithms 
over the range of node l e v e l s . The s ignif icant interaction 
is a result of the increasing eff ic iency of the Yen algorithm 
with increasing nodes. The remaining two; algorithms become 
less e f fect ive as the number of nodes in a network is 
increased. 
Examining the algorithm-density interaction ef fect on 
computational time shows a s igni f icant difference between 
the Yen and Bennington algorithms and between the Ford-
Fulkerson and Bennington algorithms on 10% dense networks. 
The Yen and Ford-Fulkerson algorithms are superior to the 
Bennington algorithm at this l eve l . There is also a consider­
able difference between the Yen and Ford-Fulkerson algorithms 
and between the Bennington and Ford-Fulkerson algorithms on 
20% dense networks. The Yen and Bennington algorithms are 
superior to the Ford-Fulkerson algorithm at this l eve l . 
The estimates of a l l remaining algorithm-density e f fects 
f a l l within the same confidence interval . 
The node-density interaction was the least s i g n i f i ­
cant ef fect on computational time. The estimates of node-
density e f fects confirm t h i s , as discernible differences are 
evident only between the levels of nodes on 5% dense networks. 
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At this low level of density, 100 node problems decrease 
the computational e f fort required, whereas 2 5 and 50 node 
problems increase the e f f o r t . 
Selecting the Most Effect ive Algorithm 
I t seems reasonable to conclude that on networks for 
which the theoretical upper bound is not attained, the 
Florian and Robert algorithm w i l l produce the superior 
response in terms of both quality and computational time. 
Networks of the structure required to reach the upper bound 
occur at random and may not represent a real world problem. 
For the user who does not wish to gamble on the performance 
of this algorithm, we have constructed a chart based on 
estimates of the e f f ec t s , displaying the most e f fect ive of 
the remaining three algorithms for a given set of network 
conditions. The algorithm which should produce negative 
cycles with the highest quality is given in Table 5-16. 
The algorithm which should locate a negative cycle in the 
shortest amount of time is given in Table 5-17. Note that 
the tables include only those factors which s ign i f i cant ly 
affect the response. 
For the user who desires a negative cycle with high 
qual i ty , the Yen algorithm is favored under most conditions. 
The two exceptions are on 25 node networks at the low level 
of arc distr ibution ( -25 ,25) and on networks both at the low 
level of arc distr ibution and low level of density ( . 0 5 ) . 
On these networks the Bennington algorithm is recommended. 
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Density/Arc Distribution 2 5 50 75 100 
.05 C -25 ,25) 2 2 2 2 
.05 ( -125,125) 2 1 1 1 
.05 ( -250,250) 1 1 1 1 
.10 ( -25 ,25) 2 1 i 1 
.10 ( -125,125) 1 1 I 1 
.10 (250,250) 1 1 l 1 
.15 ( -25 ,25) 2 1 l 1 
.15 ( -125 ,125) 1 1 l 1 
.15 ( -250,250) 1 1 I 1 
.20 ( -25 ,25) 2 1 I 1 
.20 ( -125,125) 1 1 l 1 












Density/Arc Distribution 25 50 75 100 
.05 a l l 2 1 1 1 
.10 a l l 1 1 1 1 
.15 a l l 2 1 1 1 
.20 a l l 2 1 1 1 
1 = Yen 
2 = Bennington 
3 = Ford-Fulkerson 
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For the user who desires the fas tes t computational time, the 
Yen algorithm is suggested on a l l networks with the exception 
of 25 node networks where the Bennington algorithm is 
preferred. 
Analysis on the Value of the Cycle 
The third response recorded on each network was the 
value of the negative cycle . Recall that the value of the 
negative cycle is defined as the sum of the costs associated 
with the arcs around the cycle . The data partit ioned by 
algorithm, nodes, density, and arc distr ibut ion is shown in 
Table 5-18. Notice that the largest , in terms of "most 
negative," cycles correspond to the shortest path algorithms 
of Ford-Fulkerson and Yen. , The direct search method does 
not concern i t s e l f with the value of the negative cycle and 
this is one of the disadvantages of the algorithm. As noted 
by Florian, [ 1 3 ] , "The direct search method could be 
considerably improved, i f a modification could be devised 
to insure that cycles of ' large' negative value are located 
in the f i r s t few i terat ions ." Surprisingly, the Bennington 
algorithm, which is also a shortest-path algorithm, produced 
on the average, the smallest ( l east negative) cycle . A 
possible explanation l i e s in the se lect ion of the non-basic 
arc to enter the bas i s . The simplex algorithm pseudo-
arb i trar i ly se lects an arc (p,q) ( i . e . p is i n i t i a l l y node 
1 and proceeds toward node N following the sequence 1, 2 , 
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Florian-Robert -200 .3 
Ford-Fulkerson -447 .6 
Nodes 
25 Nodes -179 .3 
50 Nodes -247.3 
75 Nodes -325 .6 
100 Nodes -386 .3 
Density Arc Distribution 
05 -230 .7 ( -25 ,25) -53 .9 
10 -263 .7 ( -125,125) -278 .7 
15 -309 .0 ( -250,250) -521 .3 
20 -335 .0 
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N) such that TT + c < TT^. I f instead, when choosing 
a non-basic arc to enter the bas i s , we chose the most negative 
TTp + c ^ - we could expect the simplex algorithm to produce 
a "more negative" cycle . Since this would involve sorting 
arcs with an associated increase in computational time, the 
approach was dismissed as in feas ib le . 
From Table 5-18, note the surprising increase (more 
negative) in the value of the negative cycle with an 
increase in the number of nodes in the network, an increase 
in the density, and an increase in the variance of the arc 
dis tr ibut ion. The associated analysis of variance in Table 
5-19 confirms these claims. The s ignif icant ef fect due to 
algorithm was expected and is a result of the shortest path 
algorithms since shortest path algorithms, by searching for 
the "least cost" path, are in essence searching for the 
"most negative" cycle . The ef fect due to density can be 
explained since by providing a shortest path algorithm with 
a more dense network, you are offering i t additional arcs 
with which to find "shorter" paths. The arc distr ibution 
ef fect as explained in Chapter IV is a result of providing 
those networks with a large variance, arcs with large 
negative costs . The shortest path algorithms wi l l u t i l i z e 
these arcs to form cycles with laTge negative values. The 
ef fect due to nodes is s imilar to that of density in that i t 
is the result of additional arcs in the network. A 25 node 
network with a density of .05 contains 30 arcs while a 50 
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Significant at a = 0.05 level (1) Entries are in 10 M O 
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node network with the same density contains 122 arcs. 
Analysis on the Number of Nodes in the Cycle 
The mean number of nodes in a negative cycle partit ioned 
by algorithm and number of nodes in the network is recorded 
in Table 5-20. These results show that , on the average, the 
direct search method contains the largest number of nodes in 
a negative cycle . 
This outcome is surprising since the direct search 
method attempts to complete a cycle , by returning to the home 
base node (or ig inal ly node 1) after each arc i s added to the 
progression. Hence, we had expected negative cycles located 
by this algorithm to contain re la t ive ly few nodes. A possible 
explanation l i e s in the network generator. The direct search 
method wi l l continue to add arcs to the progression as long 
as the sequence of part ia l sums remains negative. With the 
high percentage of negative arcs (50%) and the guaranteed 
path to node 1 (due to the arborescence), Florian's algorithm 
wi l l continue to add arcs to the progression unt i l this path 
or some other path to the home base is found. 
The analysis of variance in Table 5-21 ver i f i e s that 
algorithm and nodes are the only main ef fects which s i g n i f i ­
cantly af fect the number of nodes in the cycle . From the 
results of the previous two sections we conclude that an 
increase in the number of nodes in the network leads to an 
increase in the number of nodes in the negative cycle which 
leads to an increase in the number of arcs in the negative 







25 4 . 27 
50 7. 10 
75 7. 50 
100 8.78 
Table 5-21 . Analysis of Variance 
Source Degrees of 









Algorithm-Arc Distribution 6 
Nodes-Density 9 
Nodes-Arc Distribution 6 
Density-Arc Distribution 6 
Error 519 
* 
-Number of Nodes in the Cycle 
Sum of Mean 
Squares Square F-ratio 
1718.1 572.7 32.50* 
1564.6 521.5 29.60* 
32.8 10 .9 0.62 
32.4 16 .2 0.92 
351.3 39.0 2 .21* 
1334.5 148.2 8.42* 
95.6 15 .9 0.90 
267.4 29.7 1.68 
265.8 44 .3 2 .51* 
105.1 17 .5 0.99 
9143.2 17.6 
Significant at a = 0.05 level 
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cycle and an associated increase in the value of the negative 
cycle (more negat ive) . The foregoing statement implies that 
i t is advantageous to have more arcs in the cycle which 
disagrees with intuit ion and the only explanation would be 
an excessive number of negative arcs in the network. An 
improved experimental design would include an additional 
parameter corresponding to the percentage of negative arcs 
in the network. 
Reduction in the Percentage of Negative Arcs 
Recall that the analysis from Table 5-4 found no 
s igni f icant ef fect on computational time due to the variance 
of the arc dis tr ibut ion. This variable could be dropped 
from the analysis and replaced with a variable D^, which 
represents an upper bound on the percentage of negative arcs 
in the network. 
An additional repl icat ion of the experiment was 
performed with the new independent variable in the mathemati­
cal model. , i = 1 , 2 , 3 , 4 , 5 was analyzed at f ive fixed 
levels corresponding to 5 0 , 4 0 , 3 0 , 2 0 and 10% negative arcs , 
respect ively . The associated analysis of variance with 
computational time as the response variable is presented in 
Table 5-22. The analysis did indeed conclude that the 
percentage of negative arcs in the network s ign i f i cant ly 
affects the time required to locate a negative cycle . As the 
percentage of negative arcs is decreased, i t becomes more 
Source 
Main Effects 
Table 5-22. Analysis of Variance--Computational Time 


























Algorithm-Arc Distribution 12 
Nodes-Density 9 
Nodes-Arc Distribution 12 






















Significant at a = 0.05 level 
Table 5-23. Analysis of Variance--Computational Time-Includes % of Negative Arcs-
Excluding Florian and Robert's Algorithm 


























Algorithm-Arc Distribution 8 
Nodes-Density 9 
Nodes-Arc Distribution 12 






















* Significant at a = 0.05 level 
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d i f f i c u l t to locate a negative cycle . 
The present analysis with the percentage of negative 
arcs included as an independent variable was rerun over 
three algorithms, excluding Florian and Robert's direct 
search method. The result ing ANOVA in Table 5-23 is almost 
identical with that in Table 5 -22 , where a l l four algorithms 
were analyzed. 
A possible explanation for the s ignif icant algorithm 
effect is that the percentage of negative arcs affects some 
algorithms more dras t i ca l ly than others. An example is the 
Bennington algorithm where the number of pivots required to 
reach an optimal solution increases, possibly exponentially, 
as the percentage of negative arcs in the network decreases. 
Also , Florian and Robert's direct search method did not 
approach i t s theoretical upper bound on the number of 
required computations for any of the 80 networks examined. 
This contrasts the previous experiment in which two random 
networks caused considerable problems for the direct search 
method. 
Regression Analysis 
An attempt was made to f i t a polynomial relationship 
to the data on computational time for each of the four 
algorithms. The model would be used for predict ive purposes 
and to provide greater insight into the process of locating 
negative cycles . A 3rd degree polynomial of the form 
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+ 3 g V + 3 9 V 2 + 3 1 QNV +•' B 1 1DV + 31 2NDV 
was chosen, where 
N # of nodes 
D density of the network 
V variance of the distr ibution from which the 
associated arc costs are generated. 
The least squares estimates along with the associated square 
of the multiple correlation coef f ic ient are presented in 
Table 5-24. 
R is defined as the proportion of the variation about 
2 
the mean, explained by the model. An R near 1 implies that 
almost a l l of the variation about the mean is accounted for 
by the model. Examination of the results in Table 5-24 shows 
a re la t ive ly poor f i t for a l l algorithms with the exception 
of the Ford-Fulkerson algorithm which has an associated 
R 2 = 0 . 8 1 . 
An explanation is that the Ford-Fulkerson is a rather 
t r i v i a l algorithm consisting of three nested loops. An 
i terat ion of the Ford-Fulkerson algorithm consists in taking 
one node at a time and using i t s label in an attempt to 
improve the label on one of the remaining N-l nodes. N 
i terat ions are usually required to determine the existence 
of a negative cycle . Therefore, the number of computations 
Table 5-24. Least-Squares Estimators --Computational Time 
Independent Variable N D 2 ! 
Algorithm s 2 ( i ) 3 3 ( 2 ) ! i 
Yen 0.36 95.00 - 1 . 50 0.84 -10 .42 70.27 -153.96 
Bennington -5 .38 571.00 -7 .70 6.20 127.17 -1046.74 2665.96 
Florian -12.81 13400.00 -220.00 110.00 -273.63 2082.49 -4627.52 
Ford-Fulkerson 1.81 24.00 -6 .80 6.20 -24 .10 63.77 =102.03 
Independent Variable DN V y ! NV DV NDV 
Algorithm e 7 (' i) 3 g ( 2 ) 3 g ( 3 ) B 1 0 ( 2 ) 3 n ( 2 ) 3 1 2 ( 2 ) R
2 
Yen 2.90 510.00 -0 .99 -0 .10 -9 .70 0.52 0.17 
Bennington -970.00 54.00 2.60 -1 .10 -290.00 6.00 0.42 
Florian -510.00 690.00 96.00 -7 .30 -5400.00 43.00 0.09 
Ford-Fulkerson 2800.00 6.80 -13.00 0.24 100.00 -1 .10 0.81 
(1) Entries are in 10" 4 N = # of nodes 
(2) Entries are in 10" 6 D = density of the network 
(3) Entries are in 10" V = variance of the distribution from which the 
associated arc costs are generated 
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3 and comparisons required is roughly proportional to N and 
can be f i t rather well to a 3rd degree polynomial. 
The performance of the remaining three algorithms is 
not as easy to explain. As stated ear l i e r , the performance 
of Florian and Robert's algorithm is a function of the number 
of negative part ia l sums which can be formed around the home 
base node, while Yen's algorithm is based on the number of 
homogenous blocks in the shortest paths. Both of these terms, 
number of negative part ia l sums and the number of homogenous 
blocks are random variables . The time required for the 
Bennington algorithm to locate a negative cycle is a function 
of the i n i t i a l arborescence and the manner in which arcs are 
chosen to enter the bas i s . Empirical evidence suggests that 
the number of pivots required to reach an optimal solution 
is also a random variable . 
Further Research 
To complete the research on randomly generated net­
works, we attempted to gain a measure of the re lat ive d i f f i ­
culty involved in locating negative cycles compared to locating 
shortest paths. Since three of the four algorithms used to 
detect negative cycles are modifications of shortest path 
algorithms, the question arose as to which was the most 
d i f f i c u l t problem. 
To obtain a sample of networks which did not contain 
any negative cycles , the upper bound on the percentage of 
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negative arcs was decreased to 5%. The solution times to 
determine the shortest paths on these networks were compared 
to the times required to detect a negative cycle on the 
identical networks when the percentage of negative arcs was 
increased to 50%. 
The results show that locating negative cycles requires 
less computational e f fort than does locating shortest paths. 
The answer l i e s in the terminating cr i ter ion of the two 
problems. 
Recall that during the kth i t erat ion , the Ford-
Fulkerson algorithm determines the optimal path from the 
source node to a l l nodes whose shortest path consists of no 
more than k arcs . During the same i terat ion , the Yen 
algorithm determines the shortest path from the origin to 
a l l nodes in the kth block of increasing and decreasing 
sequences. At least one node must become permanently labeled 
during each i terat ion in either algorithm. The reasoning 
behind this statement when applied to the Ford-Fulkerson 
algorithm is as follows: In order for a shortest path from 
the origin to some node y to contain k+1 arcs, there must 
exis t a node x whose shortest path contains k arcs. The arc 
(x,y) wi l l complete the shortest path to node y. An identical 
proof can be given for the Yen a lgor i th , i . e . every block must 
contain at least one node. Therefore, both algorithms 
terminate with the optimal shortest paths whenever the node 
labels from the successive i terat ions are identical for a l l 
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nodes. Convergence is guaranteed in no more than N-l 
i terat ions since no shortest path may contain more than N-l 
arcs or blocks. 
Termination with a negative cycle may occur as early 
as the 2nd i terat ion . A negative cycle is detected whenever 
the label on the source node becomes negative or a shortest 
path is found which contains more than N-l arcs. The la t t er 
cannot be detected unt i l the Nth i terat ion . Also , at the end 
of each i terat ion , we can inspect the node labels to assure 
that an additional node has become permanently labeled. If 
a l l node labels have been altered between the kth and k+ls t 
i terat ions then no optimal path contains k+1 arcs nor k+1 
blocks. Therefore, a negative cycle exists in the network. 
Termination of the simplex algorithm with the shortest 
paths or a negative cycle is a function of the i n i t i a l basic 
feas ible solution and the manner in which nonbasic arcs are 
chosen to enter the bas i s . There is no evidence to indicate 
that this algorithm detects negative cycles "faster" than 
i t locates shortest paths. The empirical results had already 
shown the Bennington algorithm to be the most severely affected 
algorithm in terms of computational time in locating negative 
cycles as the percentage of negative arcs in the network 
decreased. The average solution time over the five levels of 
density is presented in Table 5 -25 . 
The reader must remember that our empirical results 
are based on networks containing at l east some negative arc 
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Table 5-25 . Average Computational Time--Bennington 1s 
Algorithm 








distances. The superiority of these shortest path algorithms 
does not extend to the problem where arc distances are 
restr icted to be nonnegative. 
To substantiate this claim an additional set of t es t 
problems was solved for the shortest paths on non-negative 
cost networks using Yen's and Bennington's algorithms. The 
average computational times were 1.10 and 25.25 sec respec­
t i ve ly . These outcomes suggest that the Bennington algorithm 
may not be an e f f i c i ent shortest path algorithm. 
Presently, the most e f f i c i en t algorithm for the shortest 
path between a specif ied pair of nodes when the arc distances 
are res tr ic ted to be non-negative is the Dijkstra algorithm. 
If the shortest paths from the origin to a l l other nodes are 
desired, the algorithm requires N(N- l ) / 2 additions and N(N-l) 
comparisons to solve the problem. While empirical results on 
the Dijkstra algorithm were not avai lable , i t s theoret ical 
computational upper bound is less than that of our three 
shortest path algorithms. Consequently, i t appears that the 
domain of eff ic iency for these algorithms is res tr ic ted to 
networks possessing at least some negative arcs. 
Application to the Minimal Cost Flow Problem 
The present chapter has reported computational 
experience in locating negative cycles on randomly generated 
networks. Once a negative cycle was found, the network was 
discarded and a new network created with dif ferent 
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character is t ics . This evaluation may not be a true indication 
of how well an algorithm wi l l perform when applied to locate 
negative cycles in a pract ical problem. Therefore, as a 
f inal evaluation, the four algorithms were employed to locate 
negative cycles in Klein's algorithm for minimal cost flow 
problems. 
Over the set of problems solved, Bennington's algorithm 
produced the fas tes t average solution time. This can be 
attributed to the "restart" procedure which distinguishes 
the Bennington algorithm from the remaining algorithms which 
store no information from the previous cycles and must be 
"restarted" from scratch. By u t i l i z i n g the "restart" 
technique, the i n i t i a l arborescence in the Bennington 
algorithm need be created only once. After a negative cycle 
is located, an arborescence for the new marginal cost network 
is obtained from a modified version of the previous arborescence 
along with the reverse arcs from the negative cycle . 
The computational experience showed that both the Yen . 
and Ford-Fulkerson algorithms were required, on the average, 
to locate fewer negative cycles in a minimal cost flow problem 
than were the Bennington or Florian-Robert algorithms. An 
analysis also showed that the negative cycles detected by the 
Yen and Ford-Fulkerson algorithms were, on the average, "more 
negative" than the cycles located by the other two algorithms. 
Thus we have additional support for the hypothesis that an 
algorithm which concerns i t s e l f with locating cycles of large 
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negative value wi l l require the tracing of fewer negative 
cycles in an i terat ion of Klein's algorithm than wi l l an 
algorithm which does not concern i t s e l f with the value of 
a negative cycle . Although this is not a s t a t i s t i c a l tes t 
of hypotheses, the result is encouraging and warrants further 
research. 
The computational experience with the Florian and 
Robert algorithm was disappointing. A number of networks 
arose which approached the theoret ical upper bound of this 
algorithm. 
Any d i f f i c u l t i e s encountered with this algorithm on 
random networks are accentuated in the minimal cost flow 
problem since the entire problem consists of examining similar 
networks. That i s , i f while solving a minimal cost flow 
problem using Klein's algorithm a network arises which causes 
Florian and Robert's algorithm to approach i t s computational 
upper bound, then the following network is also l ike ly to 
present problems for the algorithm. The rationale is that 
once a negative cycle is ident i f ied on a marginal cost 
network, flow is sent around the cycle and the new marginal 
cost network is formed. The new marginal cost network wi l l 
d i f fer from the previous one in at most k (2<k<N) arcs, 
i . e . those arcs corresponding to the negative cyc le . There­
fore , Klein's algorithm wi l l retain a so cal led "bad" 
network unt i l the minimal cost flow is obtained. This con­
trasts our experimental "runs" in which a network was discarded 




The primary purpose of this thesis was to identify 
an e f f i c i ent algorithm for locating negative cycles . We 
have accumulated both theoretical and empirical evidence 
which indicate that four va l id algorithms are avai lable . 
The algorithm which one chooses to implement wi l l be a function 
of his particular problem as well as his programming a b i l i t y . 
The empirical results show the Florian and Robert 
direct search method to be superior to the remaining algorithms 
in locating negative cycles on random networks. We agree that 
an enormous computational upper bound does ex is t on this 
algorithm. This theoretical upper bound l imits the applica­
tion of the algorithm, especial ly in Klein's minimal cost 
flow algorithm, which retains the "basic" network throughout 
the entire problem. That i s , when a marginal cost network 
presents a d i f f i c u l t y to the direct search method, the following 
marginal cost network (differing from the previous network 
in k arcs corresponding to the negative cycle) w i l l also cause 
d i f f i c u l t i e s to Florian and Robert's algorithm. 
Contrasting Florian and Robert's algorithm was the 
Bennington algorithm. The true capabil i ty of the la t t er was 
not real ized unt i l the algorithm was applied to the minimal 
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cost flow problem. The Bennington algorithm performed well 
in the experiment but was s t i l l rated third behind the 
Florian-Robert and Yen algorithms in terms of computational 
time and the quality of negative cycles located. This 
assumes that we disregard the two problems that caused 
excessive d i f f i cu l ty for the direct search method. 
The Bennington algorithm is the only algorithm which 
retains information from previous cyc les . This information 
was of no value to us in the experiment in which the network 
was discarded once a negative cycle was located. An algorithm 
l ike the Bennington algorithm, which possesses a "restart" 
procedure, is in tu i t ive ly appealing and i t s re la t ive worth 
was presented in the minimal cost flow problem in which i t 
produced the lowest average time per problem solved. 
The Yen algorithm was probably the overal l most 
e f f i c i ent of the four algorithms tested. I t returned a 
negative cycle of reasonably high quality in a f a i r l y low 
average computational time over the entire experiment. The 
algorithm was not severely affected by any part icular combi­
nation of the independent factors comprising a network. The 
algorithm performed favorably in the minimal cost flow 
problem as well as in locating the shortest paths when 
negative costs were allowed. Yen's algorithm has the lowest 
theoretical upper bound on the number of required computations 
and this fact coupled with the empirical evidence recommends 
the algorithm as the most dependent. The only drawback would 
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appear to be in programming the algorithm for e f f i c i ent use 
on the computer. 
The Ford-Fulkerson algorithm was used primarily as a 
"control" algorithm against which to compare the remaining 
algorithms. The Ford-Fulkerson algorithm has withstood the 
tes t of time and produced respectable results in both the 
experiment and the minimal cost flow problem. The algorithm, 
while not providing the fas tes t computational time, did 
produce, on the average, the "most negative" cycle . Unlike 
the Yen algorithm, i t s strongest attribute is that the Ford-
Fulkerson algorithm is eas i ly programmed for implementation 
on the computer. 
Our research has shown that the theoretical upper 
bound may not be a true indication of an algorithm's 
performance when tes t problems are generated at random. The 
theoretical upper bound of the Yen algorithm is half that of 
the Ford-Fulkerson algorithm, yet the empirical results 
showed the Yen algorithm to be 15 times faster than the Ford-
Fulkerson. The Florian and Robert algorithm possessed the 
largest theoretical upper bound but this bound was real ized 
on less than 3% of the test problems. Over the remaining 
random networks this algorithm performed consistently faster 
than any other algorithm. The immense theoret ical upper 
bound on the Bennington algorithm was never attained. As 
noted in Chapter I and ver i f ied throughout the thes i s , the 
theoret ical upper bound is a conservative evaluation and 
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should not be the primary instrument by which to compare 
algorithms. 
Extensions 
Further work is suggested in the area, especial ly in 
the range of -value of the negative cycle . While i t is 
possible to find the "shortest" path, finding the "most 
negative" cycle seems extremely d i f f i c u l t . Part of the problem 
is that when negative cycles exist in the graph, the shortest 
paths are undefined. We are able to hypothesize that algo­
rithms which produce cycles of large negative value are able 
to clear a marginal cost network of a l l cycles faster than 
algorithms which do not concern themselves with the value of 
the cycles . A formal proof of this proposition is desired 
and then an algorithm to locate the "most negative" cycle . 
Preliminary work in this area focusing primarily on the most 
negative node label and most negative marginal node label 
was unsuccessful. Research is also suggested on the re lat ive 
merit of locating the negative cycle containing the largest 
number of arcs versus the cycle with the most negative value, 
with application of course, to the minimal cost flow problem. 
The only obstacle preventing the Florian and Robert 
direct search method from surfacing as the most e f f i c i ent 
algorithm to locate negative cycles is i t s computational upper 
bound. Therefore, a combination of this algorithm, together 
with a technique to part i t ion the feas ible solution space into 
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several subsets, might be prosperous. A branch-and-bound 





GENERATING M DISTINCT RANDOM ARCS 
Recall that the procedure presented in Chapter IV to 
create an arborescence, generates only N-l arcs. To obtain 
a network with a specif ied density d, (d*N*(N-l)) - (N-l) 
additional arcs must be created. These arcs must be created 
so that no two arcs connect the same pair of nodes. 
I n i t i a l l y , a l l possible arc combinations ( i , j ) were 
created and stored in an array WORD(10000) u t i l i z i n g the 
following FORTRAN procedure. 
ALGORITHM: 
k=l 
DO 100 1=1,N 
DO 100 J=1,N 
WORD(k)=1000 * I + J 
k=k+l 
100 CONTINUE 
The nodes can later be retrieved by the following procedure: 
I(k) = WORD(k)/1000 
J(k) = WORD (k) -(1000 * I (k) ) 
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When the f i r s t arc (i^jj^-) was chosen for the network, 
( i 1 , j 1 ) = WORD(k) for some k, 
ca l l i t k 
then WORD(k ) is interchanged with W0RD(1). 
In general then, when the Lth arc is chosen for the network, 
( i L , J L ) == WORD(k) for some k, 
ca l l i t k 
then WORD[k ) is interchanged with WORD(L). 
Therefore, at the end of i terat ion M, M arcs have been 
created and the pair of nodes ( i > j ) which are connected by 
each arc are stored iii the f i r s t M posit ions of array WORD. 
At the end of Step 4 , the number of arcs which have 
been generated equals k = N - l . A random number is generated 
between k and N**2. This number acts as a pointer , and serves 
to specify and next arc to be added to the network. The 
generated number accomplishes this by pointing to an element 
in array WORD which contains two nodes not already joined 
by an arc. I f arc k (k>N-l) is being generated, this element 
i s interchanged with WORD(k), k is incremented by 1 and a new 
random number is generated between k and N**2 and serves to 
point to the next pair of nodes to be connected by an arc. 
At the end of i terat ion NREQ, the f i r s t NREQ places of array 
WORD contain the NREQ required arcs. 
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APPENDIX B 
EXAMPLE PROBLEMS 
Suppose the network and associated cost matrix are as 
in Fig. B- l . We wi l l outline the steps involved in locating 
a negative cycle for each of the algorithms described in 
Chapter I I . 
Ford-Fulkerson's Algorithm 
The labels on node j ; j = 1 , 2 , . . . , 5 , as they would be 
updated while examining node i ; i = 1 , 2 , . . . , 5 , are as fol lows: 
TT(0) 
1 = [ - , o ] , 
( 0 ) - W C 0 ) = 
^ 3 
J 0 ) = J 0 ) = ^ 5 [-,«>] 
Iteration 1 
Node j 
Node i 1 1 3 4 5_ 
1 [ - , 0 ] [-, «>] [ 1 , 3 ] [ 1 , - 3 ] [ 1 , - 2 ] 
2 [ - , 0 ] [-, ~] [ 1 , 3 ] [ 1 , - 3 ] [ 1 , - 2 ] 
3 t - , 0 ] [ 3 , 6 ] [ 1 , 3 ] [ 1 , - 3 ] [ 1 , - 2 ] 
4 [ - , 0 ] [ 4 , - 1 ] 1 4 , - 2 ] [ 1 , - 3 ] [ 1 , - 2 ] 
5 [ - , 0 ] [ 4 , - 1 ] 1 4 , - 2 ] [ 1 , - 3 ] [ 1 , - 2 ] 
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(b) Associated Cost Matrix 




Node i 1 2 3 4 _5 
1 [ - , 0 ] [ 4 , - 1 ] [ 4 , - 2 ] [ 1 , - 3 ] [ 1 , - 2 ] 
2 [-, 0] [ 4 , - 1 ] [ 4 , - 2 ] [ 1 , - 3 ] [ 1 , - 2 ] 
3 [ 3 , - 1 ] [ 4 , - 1 ] [ 4 , - 2 ] [ 1 , - 3 ] [ 1 , - 2 ] 
4 [ 3 , - 1 ] [ 4 , - 1 ] [ 4 , - 2 ] [ 1 , - 3 ] [ 1 , - 2 ] 
5 [ 3 , - 1 ] [ 4 , - 1 ] [ 4 , - 2 ] [ 1 , - 3 ] [ 1 , - 2 ] 
Since the label on node 1 is negative, a negative cycle exists 
in the network. To obtain the nodes in the cycle , retrace 
the node labe l s . 
Label ( l ) = 3 
Label(3) = 4 
Label (4) == 1 
Label (1) == 3 
Therefore the negative cycle is 3 - 1 - 4 - 3 . 
Yen's Modified Algorithm 
The solution is obtained by applying the algorithm 
as follows: 
Iteration 0--0btain ir!-^, i = 1, 2 , 5 as follows: 
= c n = °> LABEL (1) = 1 
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TT(°J = c 1 2 = » , LABEL (2) «' 1 
TT^0J = c 1 3 = 3 , LABEL (3) = 1 
7 r 4°' ) = C 14 = "3,LABEL (4) = 1 
TT^0J = c 1 5 = -2,LABEL (5) = 1 
Iteration 1--Starting from i = l toward i=5 compute T T ? ^ . , 
i = 1, 2 , S as fol lows: 
(1) (0) n 
^l 1 
LABEL(1) = 1 
T T ^ 1 ) = minf-ir-p) + c 1 2 , T T ^ 0 ) ] = CO 
LABEL(2) = 1 
w < « = - I N L , { « • C 1 3 . . [ " . C ^ F L - S 
LABEL(3) = 1 
4 X ) " " i n l i r j 1 ' + c 1 4 > u 2 C 1 ) + c 2 4 > I R ' l 1 3 + c 3 4 , 77 
( 0 ) n 7 ^4 1 = " 3 
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LABEL ( 4 ) = 1 
^ .= m i n i * } " + , v ™ + , , ^ + 15' 'r2 ' c 2 5 ' + c 3 5 
45' ^5 ^4 CA<;> ] = "2 
LABEL ( 5 ) = 1 
Iteration 2--Startim? from i=5 toward i = l compute t ^ 2 ) , 
i = 5, 4 , 1 , as follows: 
7T5 TT5 -<J 
L A B E L ( 5 ) = 1 
tt< 2 ) = m i n r 7 T 5 C 2 ) + c 5 4 , t t ^ 2 ) ] = -3 
LABEL ( 4 ) = 1 
tt< 2 ) = min[TT 5 ( 2 ) + c 5 3 , i r p 5 + c 4 3 , t t ^ ] = -2 
LABEL ( 3 ) = 4 
t t C 2 ) = m i n T ^ 2 3 + c t t C 2 ) + c *W + r ^Cl ) , _ ! 7r 2 nun [tt j- 52' 4 42 ' 3 32 ' 2 J ~l 
LABEL ( 2 ) = 4 
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* 1 2 ) " m i n [ ^ 2 ) + c 5 1 , I R J 2 ) . c 4 1 , * c 3 1 , * C D + C . 2 "21 
- -1 
LABEL(1) = 3 
(2) 
Since TT£ j = -1 < 0, the search is terminated with a negative 
cyc le . To obtain the nodes in the cycle , retrace the labe l s . 
LABEL (1) == 3 
LABEL (3) ==4 
LABEL(4) = 1 
LABEL(1) = 3 
Therefore the negative cycle is 3 - 1 - 4 - 3 . 
Bennington's Simplex Algorithm 
Iterat ion 1 
Suppose the i n i t i a l arborescence is as in Fig. B-2 (a ) . 
The corresponding simplex mult ipl iers are shown alongside 
each node. Since Tr̂  + c ^ < ^ 2 ' a r c (4 ,2 ) w i l l enter the 
bas i s . The non-basic arc entering the basis is shown as a 
dashed l ine in Fig. B - 2 ( a ) . Since the path from node 1 to 
node 4 does not include node 2 , we have not found a negative 
cycle . Arc (4 ,2 ) enters the basis and arc (3 ,2 ) leaves the 
bas i s . 
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(a) Iteration 1 
(b) Iteration 2 
Figure B-2. Basic Feasible Solutions 
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Iteration 2 
The current solution along with the simplex mult ipl iers 
are shown in Fig. B-2(b) . Since -n̂  + < , the non-basic 
(dashed) arc (2 ,3 ) is chosen to enter the bas i s . The path 
from node 1 to node 2 does not contain node 3. Therefore, 
we have not found a negative cyc le . Arc (2 ,3 ) enters the 
basis and arc (1 ,3 ) leaves the bas i s . 
Iteration 3 
The current solution along with simplex mult ipl iers 
is shown in Fig. B - 3 ( a ) . Since TT4 + c 4 3 < 7T3, arc (4 ,3 ) is 
selected to enter the bas is . The path from node 1 to node 4 
does not include node 3. Therefore, we have not found a 
negative cycle . Arc (4 ,3 ) enters the basis and arc (1 ,3 ) 
leaves the bas i s . 
I teration 4 
Since TT^ + £ 3 ^ K ^i* A R C ( 3 , 1 ) w i l l enter the bas i s . 
This arc is shown as the dashed arc in Fig. B -3 (b ) , which is 
the current solut ion. The path from node 1 to node 3 
includes node 3 . Therefore, the arc (3 ,1 ) along with the 
path from node 1 to node 3 , i . e . 1 - 4 - 3 , w i l l form a negative 
cycle . The negative cycle is 1 - 4 - 3 - 1 . 
Florian and Robert Direct Search Method 
0. Search for a sequence of negative part ia l sums starting 
from node 1. 
1. Search along row 1 from column 1 to column 5 to locate 
the f i r s t negative element. 
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(a) Iteration 3 
(b) Iteration 4 
Figure B-3. Basic Feasible Solutions 
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2. Search is successful . Node 4 is added to the sequence. 
The sequence thus far is 1-4. The value of this sequence 
is c 1 4 = - 3 . 
3. Test whether the cycle can be completed. Since -3 + 
c 4 1 ^' t ^ i e CYC^E cannot be completed. 
4 . Search along row 4 from column 1 to column 5 to locate 
an element v not already in the sequence, such that 
-3 + c. < 0. 4v 
5. Search is successful . Node 2 is added to the sequence. 
The sequence thus far i s 1 - 4 - 2 . The value of this 
sequence is + c ^ = - 1 . 
6. Test whether the cycle can be completed. Since -1 + 
c 2 1 ® ^ E °YC^E cannot be completed. 
7. Search along row 2 from column 1 to column 5 to locate 
an element v not already in the sequence such that 
-1 • c 2 y < 0. 
8. Search is unsuccessful. Therefore we must backtrack. 
Backtrack to node 4 and the sequence is 1-4. The value 
of the sequence is c ^ = - 3 . 
9. Search along row 4 from column 3 to column 5 to locate 
an element v not already in the sequence such that 
- 3 • c 4 y < 0. 
10. Search is successful . Node 3 is added to the sequence. 
The sequence thus far is 1 -4 -3 . The value of the 
sequence is c ^ + c ^ = - 2 . 
11. Test whether the cycle can be completed. Since -2 + c ^ = 
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-1 < 0, the cycle has been completed. The negative 




A source program l i s t i n g is contained in the appendix. 
1. The Yen Algorithm 
2. The Florian and Robert Algorithm 
3. The Bennington Algorithm 
4. The Ford-Fulkerson Algorithm 
Program Notation 
N = Number of nodes 
L = I n i t i a l node in the negative cycle 
IFEAS = 0, the network contains a negative cycle 
= 1, the network does not contain a negative cycle 
JSUM = The sum of arc costs around the cycle 
The j th arc is directed from AYE(J) to JAY(J). 
The cost associated with the j th arc is ARC(J). 
The arcs are sorted with a major sort on the beginning 
node i and a minor sort , within each i , on the terminating 
node j . In this sorted l i s t , the arcs leaving node i are 
G(i) through G( i+1) -1 in AYE. 
JPRIME contains the l i s t of arcs sorted with a major 
sort on the terminating node j and a minor sor t , within 
each j , on the beginning node i . The arcs entering node j 
are H(j) through H ( j + I ) - 1 in JPRIME. 
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In the Bennington algorithm, NREQ is the number of 
arcs in the network. 
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S U B R O U T I N E S P A T r t I F E A S , JSUH) 
DIMENSION IFUNC(10 0,3) .ITLMP(lOO) ,IPOS( 10 0,3) 
DIMENSION J P Q S ( I G G ) ,JF(1Cj),ISAVE (luU) 
DIMENSION T C Y C ( I O G ) »ISTORE (10Q) 
INTEGER A Y E , G , H , C Y C L E , T C Y C 
REAL JF, IFUNC,ITEHP.. ISAV£,JSUM 
C O M M O N / B L O C K ! / A YE ( 20 50 ) , JA Y (2 0 50 ) , JPRI ME (20 50 ) 
C O M M O N / 6 L G C K 2 / WORD (ICGCC) 
C 0 M M 0 N / 6 c C C K 3 / G(i01) ,H(1Q1) ,CYCLE(1GG) , ARC(2050) 
C * » * * * * Y E N - S MODIFIED ALGORITHM 
HRITE(6,i*) 
<• FORMAT (lX,*Y£N f f lS MODIFIED ALGORITHM* ) 
C * » * * * * C R E A T E J F ( I ) = D ( 1 , 1 ) 
J F ( 1 ) = 0 . 
00 1 1=2,N 
1 J F ( I ) = 9 9 9 9 . 
N L = G ( 2 ) - 1 
I F ( N L . L T . l ) G O TO I 
00 2 1=1,NL 
2 J F ( J A Y ( I ) ) = A R C ( I ) 
C * * * * * P £ R F 0 R M INITIAL I T E R A T I O N S 
3 NUM=N-1 
C * * * * * I T E R A T I O N #1 
I F U N C ( 1 , 1 ) = J F ( 1 ) 
IPOS (1,1)=1 
DO if (J 1 = 2 , N 
JJ=Q 
1 F (H (1) • E Q • 0 • L R • H (I+1 ) -1 • LT • H ( I ) ) GO . TO Si 
C * * * + * A R C S INTO I ARE n(I) THROUGH H ( I + 1 ) - 1 IN JPRIME 
NK=H(I> 
NL = H(I+1)-1 
DO 30 J = NK,NL 
C**»**ONLY LOCK AT THOSE 0(J,I) WITH J .LT, I 
I F ( A Y E ( J P R I M E ( J ) ) . G E . I ) G O TO 31 
JJ=JJ+i 
I T E M P ( J J ) = I F U N C ( A Y E ( J P R I M E (J)*,1)+ ARC(J P R I M E ( J ) ) 
30 J P O S ( J J ) = AYE(JPRI( VE (J) ) 
CALL MIN( I T E M P , J P C S , 1 , J J , N ) 
IFUNC (1,1) =IXU'\P (1) 
IPOS (I,1)= J P O S ( 1 ) 
I F C I F U N C U t i ) .LT-JF (I) ) GO TO KQ 
31 I F U N C ( I , i ) = J F ( I ) 
I P O S ( i , l ) = i 
T*Q C O N T I N U E 
C WRIT-E(6-tl5) (IFUNC (K,l) ,K=i,N) 
15 FORMAT(lX/»iX»5FlO« 2) 
C W R I T E < 6 , 1 6 > ( I P O S ( K , i ) , K = i , N ) 
16 FORMAT (IX,51J) 
C * » * * * I T E R A T I O N # 2 
I F U N C ( N , 2 ) = I F U N C U » 1 ) 
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I P O S ( N . 2 ) = I F 0 S ( N » I ) 
• 0 <*GG 1 = 1 * SMUM 
M = N - I 
J J = 0 
I F ( H ( M ) . E Q . 3 . O R . H ( t t + 1 ) - 1 . L T . H ( M ) ) G O TO 3FL2 
N K = H ( M ) 
N L = H ( M + L ) - 1 
N L = N L + 1 
DO 3 0 B L = 1 » 2 I J 0 0 
J = N L - L 
I F ( J . C T . N K . O R . A Y E ( J P R I M E < J ) ) . L E . M ) G O TO 3 0 1 
J J = J J + I 
I T £ M P ( J J ) = I F U N C { A Y E ( J P R I M E ( J ) ) , 2 ) * A R C ( J P R I M E ( J ) ) 
3 0 0 J P O S ( J J ) = A Y T ( J P R I M C . ( J ) ) 
3 0 1 C A L L M I N C I T E M P T J P C I I T L T J J T N ) 
I F U N C ( M , 2 ) = I T E M P ( I > 
I P O S ( t t , 2 ) = J P G S ( I ) 
I F ( I F U N C ( M , 2 ) . . L T . I F U N C C M » L ) ) G O TO *+uG 
3 C 2 I F U N C ( M , 2 ) = I F U N C ( M « 1 ) 
I P O S < M , 2 ) = I P O S ( H , L > 
'•OG C O N T I N U E 
KKK = 2 
C * * » * * C H E C K CONVERGENCE 
C W R I T E < 6 * 1 5 ) ( I F U N C ( K F 2 ) , K = 1 , N ) 
C W R I T E C 6 . 1 6 ) ( I P O S - ( K , 2 ) . K = 1 , N > 
K = 2 
I F { I F U N C ( 1 » 2 ) . L T . 0 . ) G C . TC 7 6 0 
C * * * * * P E R F O R M ' 3 R 0 I T E R A T I O N 
K = 3 
L = 0 
I F U N C ( L . O ) = I F U N C ( 1 . 2 ) 
I P O S D T 3 ) = I P O S ( L , 2 ) 
I F ( I F U N C ( I » 3 ) • £ Q « I F U N C { 1 » 1 ) ) G O TO 7 I 
L = i 
I S T O R E ( L ) = I 
7 1 DO M O 1 = 2 , N 
I F ( L . L Q . C ) G Q TO 3 1 0 
7 ^ JJ=a 
DO 3 3 1 J = L , L 
I F ( G ( I S T O R E ( J ) ) • E G « C . O R , G ( I S T O R E < J ) + 
6 . L T » G ( I S T 0 R £ ( J ) ) ) G O TO 3 O I 
NK = G ( I S T O R E ( J ) ' 1> 
N L = G ( I S T O R E ( J ) + 1 ) - I 
OO 3 3 2 JK = NK * M L 
I F ( J A Y ( J K ) • E Q • I ) G O TO 7 6 
3 3 2 I F ( J A Y ( J K ) . G T , I ) G O TC 3 3 L 
GO TO 3 3 1 
7 8 J J = J J + 1 
I T E M P ( J J ) = I F U N C ( I S T O R E { J < . 3 ) * A R C ( J K ) 
J P O S ( J J ) = 1 S T O R E ( J ) 
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3 3 1 C O N T I N U E 
C A L L M I N ( I T E M P , J P C S , l , J J t N ) 
I F U N C ( I , 3 ) = I T L M P ( 1 ) 
I P O S ( I » 3 ) = J P O S ( 1 ) 
I F d F U N C ( 1 , 3 ) . L T . I F U N C ( 1 , 2 ) ) G O T O 3 0 9 
3 1 0 I P 0 S d , 3 ) = I P O S ( I » 2 ) 
I F U N C C I » 3 ) = I F U N C ( 1 , 2 ) 
3 0 9 I F ( I F U N C ( I , 3 ) . E Q . I F U N C ( I , l ) ) G O T O i f i d 
L=L«-1 
I S T O R E ( L ) = 1 
4 1 0 C O N T I N U E 
K K K = 3 
C W R I T E ( 6 . I 5 ) ( I F U N C ( J , 3 ) , J = 1 , N ) 
C W R I T E ( 6 , i 6 ) ( I P O S ( J , 3 ) , J = 1 , N ) 
G O T O 6 Q 0 
C * * * * * P E R F O R M R E M A I N I N G I T E R A T I O N S 
C » * * * * L = # O F U P D A T E D V A R I A B L E S 
4 0 5 L = 0 
D O 5 0 2 I = i , N 
I F U N C C I f D = i F U N C ( 1 , 2 ) 
I P O S ( I , 1 ) = I P G S ( 1 , 2 ) 
I F U N C ( I , 2 ) = I F U N C ( 1 , 3 ) 
5 0 2 I P O S ( 1 , 2 ) = 1 P 0 3 ( I , 3 ) 
I F ( ( K / 2 ) * 2 . E Q . K ) G O T O 1 0 0 
C*+*++QDO I T E R A T I O N 
I F ( I F U N C ( i , 3 . ) . E G U I F U N C ( l , i ) . ) G O T O 7 0 
L - i 
I S T O R E ( L ) = l 
7 0 O O 4 0 u G 1 = 2 , N 
I F ( L . £ Q . U ) G O T O 3 0 ' -»<3 
7 5 J J - 0 
D O 3 4 1 J = 1 , L 
I F ( G ( I S T O R E ( J ) ) . E G . G » O R . G ( I S T O R E ( J ) + D - 1 
6 . L T . G ( I S T O R E ( J l ) ) G ) T O 3 L i 
N K = G ( I S T O R E ( J ) ) 
N L = G ( I S T u * E ( J ) + i ) - 1 
D O 3 3 3 2 J K = N K , H L 
I F ( J A Y ( J K ) . E Q . D G G T O 7 6 C 
3 3 3 2 I F C J A Y ( J K ) . G T . D G C T C 3 4 1 
G O T O 3 4 1 
7 8 0 J J = J J + i 
I T E M P ( J J ) = I F U N C ( I S T O R E ( J ) , 3 ) + A R C ( J K ) 
J P 0 S ( J J ) = 1 S T 0 R E ( J ) 
3 4 1 C O N T I N U E 
C A L L M I N ( I T E M P , J P C S , 1 , J J - N ) 
I F U N C ( I , 3 ) = I T E M P < 1 > 
I P O S ( 1 , 3 ) = J P O S ( l ) 
I F ( I F U N C ( 1 , 3 ) « L T « I F U N C ( 1 * 2 ) ) G O T O 3 0 9 0 
I P O S d , 3 ) = I P O S ( I N 2) 
I F U N C ( I , 3 ) = I F U N C ( 1 , 2 ) 
3 0 9 0 I F ( I F U N C ( I , 3 ) . E G . I F U N C ( 1 , 1 ) ) G O TO * » G 0 0 
L = L + 1 
I S T O R E ( L ) = 1 
<*0QG C O N T I N U E 
C W R I T E ( 6 , I 5 ) ( I F U N C U , 3 ) , J = 1 , N ) 
C W R I T E ( 6 , 1 6 ) ( I P O S < J , 3 > , J = 1 , N ) 
G O T O 6 0 0 
C * * * * * E V £ N I T E R A T I O N 
1 0 0 I F ( I F U N C ( N , 3 K E Q . I F U N C ( N , 1 ) ) G O T O 7 6 0 0 
L = L 
I S T O R E ( L ) = N 
7 8 0 0 DO 3 0 0 I = I , N U M -
M = N - I 
J J = 0 
I F ( L . C Q . O ) G O T O U 9 5 
• O 3 0 ^ 1 J = 1 , L 
I F ( G ( I S T O R E ( J ) ) • E G . C • OR • G ( I S T O R E ( J ) • ! ) -
6 . L T . G ( I S T O R E ( J ) ) ) GO TO 3 G < F I 
N K = G ( I S T O R £ ( J ) ) 
N L = G ( I S T O R E ( J ) + I ) 
OO 3 3 2 2 J K = I , 2 0 U G 
J L = N L - J K 
I F ( J L . L T . N K . O R . J A Y ( J L ) . L T . M ) G O T O 3 0 ^ 1 
3 3 2 2 I F ( J A Y ( J * _ ) . E Q . ' M ) G C T O 7 6 5 
G O T O 3 0 < * 1 
7 8 5 J J = J J + 1 
I T E M P ( J J ) = I F U N C ( I S T O R E ( J ) , 3 ) + A R C C J L ) 
J P O S ( J J ) = X S T O R E ( J ) 
3 0 ^ 1 C O N T I N U E 
C A L I - M I N ( I T E M P , J P C S , 1 , J J , N ) 
I F U N C ( M , 3 ) = I T E M P ( I ) 
I P O S ( M , 3 ) = J P 0 3 ( 1 ) 
I F ( I F U N C ( M , 3 ) , L T . 1 F U N C ( M , 2 ) ) G O T O < F G 9 5 
<F09G I F U N C ( M , 3 ) = I F U N C (I* , 2 ) 
I P O S ( M , 3 ) = I P O S ( M , 2 ) 
* * Q 9 5 I F ( 1 F U N C ( M , 3 ) . E G • I F U N C ( M , 1 ) ) G O TO 8FLU 
L = L + 1 
I S T O R E ( L ) = M 
8 0 0 C O N T I N U E 
C W R I T E ( 6 , 1 5 ) ( I F U N C ( J , I ) , J = 1 , N ) 
C W R I T E ( 6 , 1 6 ) ( I P O ; I ( J , 3 ) , J = 1 , N ) 
C * * * * * C H E C K I F WE HA V : * C O N V E R G E D 
C * * * * * F I R S T T E R M I N A T I K G C R I T E R I O N 
6 0 0 I F ( I F U N C ( 1 , 3 ) . L 7 . C ) G C T O 7 6 C 
C * * * * * 2 N D T E R M I N A T I N G C R I T E R I O N 
C * * * * * N - L = # O F I F U N C ( I , K ) J I F U N C ( I , K ) = 1 F U N C ( I , K 
N U = N - L 
K K = K - 2 
I F ( N U . L T . K K ) G U V O 7 6 U 
. . . C . » * * + * 3 R O T E R M I N A T I N G C R I T E R I O N 
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• 0 65U K 0 U N T = 1 , N 
6 5 0 I F ( I F U N C ( K 0 U N T F 3 ) , N£ . I F U N C ( KO.UN7 , 1 ) ) Go TO 50 0 
C » * * * * C C N V E R G £ D - N O N E G A T I V E CYCLES 
I F E A S = 1 
RETURN 
5 0 0 K = K + I 
GO TO 4 0 5 
C * * * * * A N E G A T I V E CYCLE' E X I S T S 
7 6 0 KOUNT=N 
I K = N 
7 6 1 T C Y C ( N ) = I P O S ( K O U M . KKK) 
I F ( T C Y C ( N ) . E Q . 1 . A N L U I F G S < 1 , K K K ) . E G . I ) G O TO 7 0 0 
N N = N - 1 
• O 2 0 1 1 = 1 , N N 
M = N - I 
KOUNT = I P O S ( T C Y C ( M I L ) -, KKK) 
I F ( K O U N T . E Q . T C Y C ( N ) ) G C TC 2 0 1 
T C Y C C M ) = K O U N T 
I F ( T'C'Y C ( M ) • E Q • 1 • A N IL • I P 0 S ( 1 , K K K). • E 0 • 1 ) GO TO 7 0 0 
2 0 0 C O N T I N U E 
J S U M = U . 
C Y C L E ( 1 ) = T C Y C I 1 ) 
L = L 
OO 3 1 7 J = 2 , N 
I F ( T C Y C ( J ) . £ Q . , C Y C L E ( 1 ) )GO TO 316 
L = L + 1 
C Y C L E ( J ) = T C Y C ( J ) 
3 1 7 C O N T I N U E 
3 1 8 C O N T I N U E 
GO TO 3 1 9 
2 0 1 J S U M = G . 
L = I 
M = M + 1 
C Y C L E ( 1 ) = T C Y C C M ) 
M = M + 1 
DO 2 1 0 J = M , N 
L - L + L 
C Y C L E ( L ) = T C Y C ( J ) 
C JSUM = JSUM + C O S T ( C Y C L E ( C - 1 ) , C Y C L E ( L ) ) 
2 1 0 C O N T I N U E 
C J S U M = J S U M - # - C Q S T ( C Y C L £ ( _ ) , CYCLE ( 1 ) ) 
3 1 9 C O N T I N U E 
5 1 1 F O R M A T ( 2 X , * J S U M = * , F L 3 « 2 > 
W R I T £ ( 6 , * ) (CYCLE ( J ) , J = 1 , L ) 
W R I T E ( 6 , 5 1 3 ) K 
5 1 3 F O R M A T ( I X , * N U M B E R OF I T E R A T I O N S = * , I 3 ) 
I F I N = C Y C L E ( 1 ) 
I F E A S = 0 
RETURN 




I K = I K - 1 
K O U N T = I K 
GO TO 7 6 1 
7 5 1 I F E A S = i 
RETURN 
END 
S U B R O U T I N E M 1 N ( I T E M P , J F O S • J , K , M Z M ) 
D I M E N S I O N I T E M P C I O O ) T J P C S ( L O O ) 
REAL I T E M P 
C O M M O N / B L O C K1/ AY£(20 50 ) , J A Y ( 2 0 5 C ) * J P R I M E (20 50 ) 
COMMON/8L CCK2/ WCRO(LOOOG) 
COMMON/BLOCK^/ G ( I O D » H ( I C D » CYCLE ( I O O ) »ARC(205G ) 
I F ( K . E Q . 0 ) G O TO 3 
I F ( K . E Q . L ) R E T U R N 
I ' = J + 1 
DO 2 M = I , K 
I F ( I TEMP ( P.) . G E . I T IMP ( J ) ) GO TO 2 
I T E M P ( J ) = I T £ M P ( R > 
J P O S ( J ) = J P O S ( M ) 
2 C O N T I N U E 
R E T U R N 




S U 8 R G U T I N E F L C R I A M N , L , I F E A S , J S U M ) 
D I M E N S I O N V A L U E ( 1 0 G ) , O P E N ( 1 0 C ) 
I N T E G E R C Y C L E , G , O P E N , L , S , U , W 
R E A L JSUM 
C O M M O N / 3 L C C K . 1 / AYE ( 2 0 5 0 ) , JAY ( 2 0 5 0 ) , J P R I M E ( 2 0 5 0 ) 
C 0 M M 0 N / B L C C K 2 / W O R O ( I U Q C O ) 
C O M M O N / d L C C K 3 / G ( I J 1 ) , H ( 1 C 1 ) , C Y C L E ( 1 0 0 ) , A R C ( 2 0 50 ) 
C * * * * * F L O R I A N AND R O B E R T ' S A L G O R I T H M 
W R I T E ( 6 , < * ) 
k F O R M A T ( I X , * F L O R I A N AND R O B E R T ' S A L G O R I T H M * ) 
1 = 1 
1 0 DO 2 0 J = 1 , N 
C Y C L E ( J ) = l 
V A L U E ( J ) = L • 
2 0 O P £ N ( J ) = l 
O F E N ( I ) = 0 
V A L U E ( 1 ) = 0 . 
C Y C L E ( 1 ) = I 
L = l 
U = I 
I F ( G ( U ) . E Q . O . O R . G ( J + l ) - 1 . L T . G ( U ) ) G O TO 7 0 
S = G ( U ) 
N N = G ( U + 1 ) - 1 
2 9 GO 3 0 J = S , N N 
V A L = ( O P E N ( J A Y ( J ) ) * ( V A L U E < L ) + A R C ( J ) > > 
I F ' ( V A L . L T . 0 . ) G O TC 5G 
3 0 C O N T I N U E 
GO TO 7 0 
5 0 OPEN ( J A Y ( J ) ) =(; 
L = L + 1 
C Y C L E ( L ) = J A Y ( J ) 
6 0 1 FORMAT ( 1 X » * C Y C L E ( * , I 2 * * ) = * , I 3 ) 
V A L U E(L> = V A L 
U = J A Y ( J ) 
H = C Y C L E ( 1 ) 
C * * * * * L O O K AT ALL A R C S C J T OF U 
C * * * * * T O SEE I F THERE I S AN ARC ( U , W ) 
C 
C * * * * * I F NO ARC L E A V I N G U GO TO 7 0 
I F ( G ( U ) . E Q , 0 . O R . G ( J + l > - l . L T . G ( U ) ) G O TO 7 0 
S = G ( U ) 
N N = G ( U + 1 ) - 1 
DO 6 d K = S , N N 
I F ( J A Y ( K ) . E Q . W ) G O TO 6 9 
6 8 I F ( J A Y ( K ) • G T . W ) G O TO 2 9 
GO TO 2 9 
6 9 I F ( ( V A L U E ( L ) + A R C ( K ) ) . L T . C . ) G O TO 1 0 0 
GO TO 2 9 
7 0 I F ( L . E Q . l ) G O TO 60 
S = C Y C L £ ( u ) 
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C 
V A L U E ( L ) = L . 
0 F E N ( 3 ) = i 
I F C S . E Q . J A Y ( G ( C Y C L E C L - 1 ) + 1 ) - 1 > ) G 0 T O 7 5 
NK = G ( C Y C L E ( L - i > ) 
N L = G ( C Y C L E ( L - L ) + 1 ) - 1 
0 0 7 1 J J = N K » N L 
7 1 I F ( S . E Q . J A Y ( J J ) ) G C TO 7 2 
S T O P 
7 2 S = J J + 1 
NN = NL 
L = L - 1 
U = C Y C L E ( L ) 
G O T O 2 9 
7 5 L = L - 1 
G O T O 7 0 
8 0 I F ( I . L Q . N ) G 0 T O 1 2 C 
1 = 1 + 1 
G O T O 1 Q 
1 0 0 I F I N = U Y C L E ( L > 
I F E A S = Q 
W R I T E ( 6 t * ) ( C Y C L E ( J ) T.J- = L T L ) 
R E T U R N 
1 2 0 I F E A S = 1 
R E T U R N 
E N D 
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S U B R O U T I N E 8 E N N ( N , L , I F E A S , J S U M , N R E Q ) 
O I M E N S I G N N O D E ( l O ' O ) » I L A B L ( 1 G O ) , L A E E L ( 1 0 0 ) 
D I M E N S I O N U ( 1 G J ) , L N O Q E ( 1 0 C ) , T C Y ' C L E ( 1 0 0 ) 
I N T E G E R T C Y C L L , C Y C L E , G , H , A Y E 
R E A L J S U M 
C O H M O N / B L O C K I / A Y E ( 2 G 5 G ) , J A Y ( 2 Q 5 0 ) , J P R I M E ( 2 0 5 0 ) 
C 0 M M 0 N / 8 L 0 C K 2 / k p R C ( l O U O O ) 
C C M M 0 N / 8 L C C K 3 / G ( 1 G 1 ) , H ( 1 0 1 ) , C Y C L E ( 1 0 0 ) , A R C ( 2 0 5 0 ) 
C * * * * * 8 E N N I N G T 0 N ' S ; A L G O R I T H M 
W R I T E ( 6 , 4 ) 
4 F O R M A T ( I X , * B E N i \ | I N G T O N ' S A L G O R I T H M * ) 
N P I V = U 
C * * * * * O E T E R M I N £ A R B O R E S C E N C E C E N T E R E D A T N O O E l 
C * * * * * U S 1 N G A R T I F I C I A L A R C S I F N E C E S S A R Y 
U ( 1 ) = G . 
0 0 5 1 = 1 , N 
5 I L A E L ( I ) = U 
D O 6 I = 1 , N 
I F ( G ( I ) . G T . 0 ) . G O T O 7 
L A B E L < I * 1 ) = I 
I U ( I + 1 ) = U ( I ) + 9 9 9 9 . 
I 6 I L A E L ( I ) = 1 
C « * * * * O E F I N E I L A 8 L ( I ) 
C * * * * * I L A B L ( I ) = 0 M E A N S N O D E I U N L A B E L E D 
C * * * * * I L A E L ( I ) = - 1 M E A N S N O D E I L A E E L E C B U T U N S C A N N E D 
C * * » * * I L A 8 L ( I ) = 1 M E A N S N O D E I L A B E L E D A N D S C A N N E D 
7 N K = G ( 1 ) 
N L = G ( 1 + 1 ) - 1 
D O 3 L = N K , N L 
I F ( I L A B L ( J A Y ( i . ' ) ) • N E • 0 ) G O T O 8 
I L A B L ( J A Y ( L ) ) = - i 
L A B E L ( J A Y ( L ) ) = 1 
U ( J A Y ( L ) ) = U ( I ) + A R C C L ) 
8 C O N T I N U E 
I L A B L ( I ) = 1 
C * * » * * F I N 0 A L A B E L E D U N ' i C A N N E U N O D E 
1 2 0 0 9 1 = 1 , N 
9 I F ( I L A B L ( I ) « £ Q • - 1 ) G O T O 1 1 
C * * * * * A L L N O D E S H A V E B E N N S C A N N E D 
D O 1 0 1 = 1 , N 
I F ( I L A 3 L < I > . N E . G ) G O T C 1 0 
L A B E L ( I ) = 1 
U ( I ) = 9 9 9 9 . 
1 0 C O N T I N U E 
G O T O 5 9 
1 1 I L A 6 L ( D = 1 
I F < G ( I > . E Q . O . O R . G ( I * l ) ~ i . i T , G ( I ) ) G O T O 1 2 
N K = G ( i ) 
N L = G ( 1 + 1 ) - 1 
D O 1 3 L = N K , N L 
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I F ( I l ' A 3 l ( J A Y ( L ) ) . N E . U ) G C T O 1 3 
I l A B L ( J A Y ( l ) J = - 1 
L A B E L ( J A Y ( L > ) = 1 
J ( J A Y ( L ) ) = U ( I ) + A R C ( w ) 
1 3 C O N T I N U E 
G O T O 1 2 
C * * * * . * C O M P U T £ S I M P L E X M U L T I P L I E R S 
3 0 00 3 1 K = i , N 
3 1 N O O E ( K ) = U 
U ( l ) =.u . 
I N D E X = 0 
< = i 
L N 0 0 E ( K ) = 1 
4 2 I N O E X = I N C E X + i 
I = L N O Q E ( I N D E X ) 
D O 4 0 J = 2 , r t 
I F ( L A 3 E L ( J ) • N £ • I ) G O T O 4 G 
C * * * * * N O O E J W A S l A B E c L C R R C f c N C J E I 
C * * * * * F I N O A R C ( I f J ) 
C**** + HQTE* T H E R E M I G H T N O T B E A N A R C S I N C E 
C * * * * * ( I , J ) C O U L D B E I N A R T I F I C I A L A R B O R E S C E N C E 
I F ( G ( I ) . E Q . O . O R . G < I > 1 ) - 1 . L T . G ( I ) ) G O T O 4 5 
N K = G ( I ) 
N L = G ( I + l ) - i 
D O 4 3 L - N K » N u 
I F ( J A Y ( L > O G T • J ) G O T O 4 5 
4 3 I F ( J A Y ( L ) . E Q . J ) G C T o 4 4 
G O T O 4 5 
4 4 U ( J ) = U ( I ) + A R C ( L > 
G O T O 4 6 
4 5 U ( J ) = U ( I ) + 9 9 9 9 . 
4 6 N G D E ( J ) = J 
6 0 2 F O R M A T < i X , * U ( * , I 2 , * » = * , F 1 0 . 2 ) ' 
K = K + 1 
L N O J E ( K ) = J 
4 0 C O N T I N U E 
C * » * » * C H E C K I F A L L M U L T I P L I E R S H A V E B E E N C O M P U T E D 
D O 4 1 J = 2 . N 
4 1 I F ( N O D E ( J ) . E Q . C D G C T O 4 2 
C * * * * * S E L £ C T A N A R C T O E N T E R B A S I S 
5 9 0 0 6 0 I = 1 • N R E Q 
I F ( U ( A Y E ( I ) ) + A R C ( I > . G E . U U A Y ( 1 ) ) ) G O T O 6 0 
C * * * * * A R C ( I ) W I l L E N T E R B A S I S 
N P I V = N P I V + 1 
C W R I T E ( 6 , 6 0 0 ) A Y E < I ) , J A Y ( I ) 
6 0 0 F C R M A T ( 1 X , * A R C ( * » I 2 , * , * . I 2 , + ) W I L L E N T E R * ) 
G O T O 7 0 
6 0 C O N T I N U E 
C * * * * * W E A R E O P T I M A l ( N O N E G A T I V E C Y C L E S ) 
I F E A S = i 
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R E T U R N 
70 N E X T = A Y E ( I ) 
I F ( N E X T . E Q , 1 ) G O T C 9 0 
T C Y C L E ( N ) = A Y E ( I > 
K = 0 
80 N E X T = L A 8 E L ( N E X T ) 
K = K + 1 
T C Y C L E ( N - K ) - = N E X T 
I F ( N E X T . E Q . J A Y ( I ) ) G O TC 1 C D 
I F ( N E X T . E Q . l ) G O T C 9 0 
G O TO 8 0 
90 L A B £ L ( J A Y ( I ) ) = A Y £ ( I ) 
C W R I T E ( 6 , 6 0 1 ) J A Y ( I ) , L A B E L ( J A Y ( I ) ) 
6 0 1 F O R M A T ( I X , * L A B E L ( * , 1 2 , * ) = * , I 2 ) 
GO T O 3G 
100 C Y C L E ( . 1 ) = T C Y C c E ( N - K ) 
L = l 
IFEAS=0 
00 l i t I = 2 , N 
C Y C L E ( I ) = T C Y C L E ( N - K + I - 1 ) 
L = L + 1 
1 F ( N - K + I - 1 . £ Q . N > G O TO 12 0 
110 C O N T I N U E 
120 W R I T E ( 6 . * ) ( C Y C L E ( I ) , 1 = 1 , L ) 
W R I T E ( 6 , 6 0 4 ) H P I V 
60 4 F O R M A T ( I X , * N O . ^ l V O T S - * , I 6 ) 
R E T U R N 
E N D 
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S U 8 R 0 U T I N L F O R D ( N , L , I F f e A S • J S U M ) 
D I M E N S I O N T C Y C L E ( I O C ) T S T O K E ( 1 - 0 . 0 ) 
D I M E N S I O N P I ( I O C » Z ) , L A S E L ( 1 0 0 ) 
I N T E G E R T C Y C L E , C Y C L £ . , G . H , A Y E 
R E A W J S U M 
C O M M O N / B L O C K 1 / A Y £ ( 2 G 5 0 ) . J A Y ( 2 C 5 G ) , J P R I M E ( 2 0 5 0 ) 
C 0 M M 0 N / B L C C K 2 / W G R O D G O G O ) 
C O M K O N / B W C C K V S / G ( L 0 1 ) , H ( L L L ) . C Y C L C ( L C G ) , A R C ( 2 G 5 G ) 
C * * * * * F C R D - F U L K E R O O N 8 S A L G O R I T H M 
C * * * * * A S S 1 G N I N I T I A L L A B E L S 
W R I T E ( 6 , 4 ) 
4 F O R M A T ( I A , + F J R O - F L L . K E F C S O N ' S A L G O R I T H M * ) 
P I ( 1 , 1 ) = F I ( 1 , 2 ) = 0 . 
DO 1 1 = 2 , N 
1 P I ( I » I ) = P I ( I , 2 ) = 9 ^ 3 9 . 
C * * * * * P £ R F O R M I T E R A T I O N # 1 
DC 6 1 = 1 » N 
C * * * * * C H E C K F O R A R C 5 O U T O F I 
I F ( G ( I ) . E Q . Y . O R . G ( I + 1 ) - 1 . L T . G ( I ) ) G O T O B 
QO 5 J = L » H 
C * * * * * C H E C K F O R A R C ( I , J ) 
NK = G ( 1 ) 
N L = G ( L + I ) - I 
DO 7 K = NK • N L 
I F ( J A Y ( K ) . G T • J ) G O T O 5 
7 I F ( J A Y ( K ) . E Q . J ) G O T O 6 
G O T O 5 
8 I F ( P I ( I , 2 ) + A R C ( K ) , 6 L . P I ( J - 2 ) ) G O T C 5 
P I ( J , 2 ) = F K I , 2 ) * A K C ( K ) 
L A B E L ( J ) = I 
5 C O N T I N U E 
6 C O N T I N U E 
C * * * * * P E R F O R M R E M A I N I N G N - L I T E R A T I O N S 
I T £ S T = N - 1 
DO 2 0 0 I T E R = 2 * N 
DO 5 1 1 = 1 , N 
C * * * * * T R Y T O ! M » R O \ / T . L A E E W CN N O D E 1 
DO 5 0 J = 1 , N 
C * * * * * C H E C K F O R A R C S O U T O F HODI J 
I F ( G ( J ) . E Q . G . G R . G ( J + L ) - I . L T . G ( J ) ) G O TO 5 0 
C * * » * * C H E C K F O R A R C ( J F L ) 
N K = G ( J ) 
N L = G ( J + L ) - 1 
DO 7 0 K = NK , II*. 
I F ( J A Y ( K ) . G T . I ) G O T J 5 0 
7 0 I F ( J A Y ( K ) . E Q • I ) G O TO 6 L 
G O T O 5 0 
8 0 I F ( P I ( J , 2 ) + A R C ( K ) . G ^ . F . ( 1 . 2 ) ) G O T O 5 0 
A N I , I ) = Q : U , 2 ) 




L A B E u < I ) = J 
50 C O N T I N U E 
51 C O N T I N U E 
1 = 1 
I F ( P K 1 , Z > . l T . 0 . ) G O T O 3 0 L. 
I F ( I T E R . N t . l T E S T ) G O T O 2 0 0 
O C 6 3 1 = 1 , M 
6 0 S T O R E ( I > = P I ( I , 2 > 
2 0 0 C O N T I N U E 
C * * * » * T E S T F O R E X I S T E N C E OF N E G A T I V E C Y C L E 
0 0 2 5 1 1 = 1 f N 
2 5 0 I F ( P I ( I , 2 ) . N E . S T O R E ( I ) ) G O TO 3 0 0 
C * * * » * N O N E G A T I V E C Y C i . E S 
I F E A S = 1 
R E T U R N 
30u N E X T = I 
T C Y C l E ( 1 ) = I 
C W R I T E ( 6 , 6 i U ) T C Y C l E ( I ) 
. 610 F O R M A T ( 1 X , I 4 ) 
I L = l 
| I F E A S = 0 
| 325 N E X T = l A 3 C L ( N E X T ) 
! GO 3 3 u 1 = 1 , w 
| 330 I F C N l X T . l Q . T C Y C L E ( I ) ) G O TC 3 5 u 
i L = L + i 
T C Y C L E ( L ) = N E X T 
C W R 1 T E ( 6 , 6 1 0 ) T C Y C L E ( L ) 
GO TO 
3 50 C Y C L E ( 1 ) = N E X T 
K = l 
GO 3 6 u J = l , I 
I F ( ( L - J 4 1 ) . E Q . l ) G O T O 3 7 9 
C Y C L E ( J + i ) = r C Y C L E ( L - J + i ) 
K = K + 1 
360 C O N T I N U E 
379 «_ = « 
W R I T E ( 6 , * ) (CYCLE. ( I ) , I = i , L ) 
R E T U R N 
E N D 
160 
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