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1. Introduction
In a path-breaking paper, F. Clarke [2] gave a characterization, by means of a Hamiltonian equation involving proximal
normals, of the graph of the reachable mapping of the following initial value problem for a differential inclusion:
x˙(t) ∈ F (x(t)) for a.e. t ∈ [0,∞), x(0) ∈ A. (1)
In Clarke’s work [2], as well as throughout the present paper, it is assumed that the set-valued mapping F : Rn ⇒ Rn has
nonempty, convex and compact values and the set of initial values A ⊂ Rn is compact. In addition, Clarke [2] imposes the
condition that F is Lipschitz continuous in the usual sense of Hausdorff distance between sets. In this work, we show that
Clarke’s characterization is valid for a much larger class of differential inclusions, namely, inclusions of the form (1) where
the mapping F is continuous and locally one-side Kamke continuous (the respective deﬁnitions are given below). Here
“much larger” has a speciﬁc mathematical meaning. Namely, in the set of all continuous set-valued mappings equipped
with certain metric, the set of Kamke continuous mappings is larger than a set whose complement is of the ﬁrst Baire
category, while the set of Lipschitz continuous set-valued mappings is of the ﬁrst Baire category in the same set. Our proof
is different from that of Clarke in [2] and is based on a proximal characterization of the invariance properties of appropriate
sub-inclusions. In a further extension we consider the case when the mapping F in (1) is upper semi-continuous only, and
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system of inequalities for the associated Hamiltonian.
We introduce next some of the notation used throughout the paper. We denote by Rn the n dimensional Euclidean space
and by B the closed unit ball. Recall that the distance from a point a to a set B and the excess from a set C to a set B are
deﬁned, respectively, as
dist(a; B) = inf
b∈B
|a− b| and ex(C, B) = sup
a∈A
dist(a, B),
while the Hausdorff distance between B and C is
dH (B,C) =max
{
ex(C, B),ex(B,C)
}
.
The graph of a set-valued mapping F : Rn⇒Rm is deﬁned to be the set
gph F = {(x, y) ∈ Rn × Rm ∣∣ y ∈ F (x)}.
We adopt the following two deﬁnitions of continuity. A mapping F : Rn ⇒ Rm is said to be upper semi-continuous (USC)
at x when for any ε > 0 there exists δ > 0 such that ex(F (x), F (y)) < ε whenever |x − y| < δ. F is said to be lower
semi-continuous (LSC) at x when to every open set V with V ∩ F (x) = ∅ there exists δ > 0 such that V ∩ F (y) = ∅ when
|x− y| < δ. When a mapping F is USC (resp. LSC) at every point in its domain, we say that F is USC (resp. LSC). A mapping
is said to be continuous when it is both USC and LSC. Throughout the paper we denote for short I = [0,∞). Finally, to a
set-valued mapping F : Rn⇒Rn we associate the following functions:
upper Hamiltonian: HF (x, p) =max
{〈p, v〉: v ∈ F (x)},
lower Hamiltonian: hF (x, p) =min
{〈p, v〉: v ∈ F (x)}= −HF (x,−p).
Next comes our main deﬁnition:
Deﬁnition 1. The mapping F : Rn⇒Rm is said to be locally Kamke continuous if for every compact set K ⊂ Rn there exists
a continuous function wK : [0,∞) → [0,∞) with the properties that{
w is continuous, wK (0) = 0,
and the unique solution of r˙ = wK (r), r(0) = 0 is r(t) ≡ 0, (2)
so that F satisﬁes
dH
(
F (x), F (y)
)
 wK
(|x− y|) for every x, y ∈ K .
A mapping F : Rn⇒Rm is said to be locally one-side Kamke continuous (OSK) if for every compact set K ⊂ Rn there exists
a Kamke function wK : I → I such that
HF (x, x− y) − HF (y, x− y) wK
(|x− y|)|x− y| for every x, y ∈ K . (3)
The respective global versions of these properties require that these inequalities hold for all x, y ∈ Rn with just one func-
tion w .
If we choose wK in the above deﬁnition to be a linear function (with a constant depending on K ), then we obtain the
usual deﬁnition of locally Lipschitz continuous mappings (one-side Lipschitz continuous mappings, respectively). But this
does not have to be the case; as an example of a nonlinear function w satisfying (2), consider
w(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0, x 0,
−x ln(x), 0< x e−1,
x, e−1 < x e,
x ln(x), x> e.
For a closed set Q ⊂ Rn a proximal normal to Q at a point x ∈ Q is a vector ξ ∈ Rn such that there exists α > 0 with
〈ξ, x′ − x〉 α|x′ − x|2 for all x′ ∈ Q . The set of all such vectors is a cone denoted by NPQ (x) and is called the proximal normal
cone to Q at x. When x is on the boundary of Q it is possible to have NPQ (x) = {0}.
Recall that the inclusion
x˙(t) ∈ F (x(t)) for a.e. t ∈ I, (4)
is said to be weakly invariant relative to a set D ⊂ I ×Rn when for every (t0, x0) ∈D there exists α > 0 and a solution x of (4)
on [t0, t0 + α] with x(t0) = x0 such that x(t) ∈ Dt for t ∈ [t0, t0 + α]. Here we denote by Dt the projection of D on Rn:
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(4) is said to be weakly backward invariant relative to D when for every (t0, x0) ∈D there exists a solution x of (4) on (0, t0]
with x(t0) = x0 such that x(t) ∈ Dt for every t ∈ (0, t0]. By default, any inclusion is weakly backward invariant at t0 = 0.
Finally, (4) is said to be invariant relative to D when for every (t0, x0) ∈D every solution x of (4) with x(t0) = x0 satisﬁes
x(t) ∈Dt for any t  t0. The reachable mapping associated with the initial value problem (1) is deﬁned as
t → S(t) = {x(t) ∣∣ x is a solution of (1) on [0, t]} for t  0.
Observe that if a mapping F is USC with nonempty convex and compact values then it maps bounded sets into bounded
sets. Thus, in that case every solution of (4) with such an F is extendable on [0, T ) with limt↑T |x(t)| = ∞, when T < ∞. In
the paper, we also use the property that for every (t0, x0) ∈ gph S there exist δ > 0 and C > 0, and a solution x of (4) on
[t0, t0 + δ] with x(t0) = x0 such that |F (x(t) + B)| C for every t ∈ [t0, t0 + δ].
Our ﬁrst main result, a generalization of Clarke’s characterization for continuous and OSK differential inclusions, is given
in Theorem 2 stated and proved in Section 2. We also utilize some results from [5] to show that our result in Theorem 2
is considerably stronger than that of Clarke [2]. The main tool used in the proof of Theorem 2 is the equivalence of the
invariance of (1) with the weak invariance of all differential inclusions the right sides of which are USC sub-mappings of
the mapping F ; this is established in Theorem 6. In Section 3 we give our second main result: a new characterization of
the reachable mapping for the case when the continuity requirement of Theorem 2 is relaxed to upper-semicontinuity.
In the related literature, the reachable set of (1) is sometimes characterized as the unique solution of the so-called
“funnel equation,” see [10] in the Lipschitz case and [11] in the Kamke case. That characterization, however, is no longer
valid if F is not continuous. The reachable set of (1) has been also characterized as a semigroup, see [12] for the Lipschitz
case and [6] for the one-side Lipschitz (OSL) and USC case. Recently, a characterization of the reachable set as the unique
solution of the so-called mutational equation (the terminology is from [1]) is given in [9], again for OSL and USC mappings.
2. Proximal characterization for OSK mappings
The following theorem is the ﬁrst main result in this paper:
Theorem 2. If the mapping F is continuous and locally OSK, then the graph of the reachable mapping S of (1) is the unique closed set
S ⊂ I × Rn satisfying
(a) limt↓0 St = A;
(b) p + HF (x,q) = 0 for all (p,q) ∈ NPS (t, x) and all (t, x) ∈ S with t > 0.
Clarke’s characterization in [2] has the same statement except that instead having F continuous and locally OSK the
stronger assumption is made that F is Lipschitz continuous.
Before proving this theorem, we utilize some results from [5] to illustrate the strength of our result compared to that of
Clarke [2]. Given a compact set D ⊂ Rn and continuous set-valued mappings F and G acting from Rn to itself, consider the
distance
CD(F ,G) :=max
x∈D dH
(
F (x),G(x)
)
and deﬁne the following metric in the set, denoted CC(Rn,Rn), of all continuous set-valued mappings form Rn to itself with
convex and compact values:
ρH (F ,G) :=
∞∑
n=1
CnB(F ,G)
2n(1+ CnB(F ,G)) .
When endowed with this metric, CC(Rn,Rn) becomes a complete metric space. The following theorem is proved in [5]:
Theorem 3. The set of all locally Kamke set-valued mappings is residual in CC(Rn,Rn); that is, its complement is of the ﬁrst Baire
category.
Thus, Theorem 2 holds for almost all continuous set-valued mappings with convex compact values. In contrast, as shown
in [5], the set of all locally Lipschitz continuous set-valued mappings used in Clarke’s characterization in [2] is of ﬁrst Baire
category in CC(Rn,Rn).
In the proof of Theorem 2 we use an observation which is of independent interest, regarding the scalar function wK
with the property (2) which enters the deﬁnition of Kamke continuous mappings. Such functions will be called for short
Kamke functions and the subscript K will be dropped.
Lemma 4. If w is a Kamke function, then the function ω(s) = 2w(√s )√s is also a Kamke function.
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r˙(t) = ω(r(t)), r(0) = 0, (5)
has only the trivial solution r(t) ≡ 0.
Let s be a nonzero solution of (5). Note that if s(t) = k2(t), then for every point t with t = 0 one has k˙(t)  w(k(t)).
Indeed, s is continuously differentiable and also t → √s(t) is also continuously differentiable on every point t with s(t) = 0.
The set A := {t | s(t) > 0} is open and therefore it is the union of countable pairwise disjoint open intervals. Let s(t) > 0
on (α,β). Given ε > 0, let α1 > α be such that s(t) < ε2 on (α,α1). Since w is nonnegative, one has that on the interval
(α1, β) the unique solution of r˙(t) = w(t), r(α1) = 0 is r(t) ≡ 0. Now we have that s(t) = k2(t), where k(t) is not greater
than the maximal solution rε of r˙(t) = w(t), r(α) = ε. Since w is nonnegative, r is not decreasing. However, limε→0 rε(t) = 0
uniformly on (α,β). Since ε > 0 is arbitrary, one has that k(t) ≡ 0 on (α,β), a contradiction. 
Lemma 4 allows us to replace (3) by
HF (x, x− y) − HF (y, x− y) 1
2
ω
(|x− y|2), (6)
where ω(s) = 2w(√s )√s. This transformation turns out to be quite helpful when dealing with Kamke functions.
In further line we identify the OSK condition with the inequality (6).
Clarke proved in [2] his main result using the following fact which is an easy consequence of the deﬁnitions of invariance.
Proposition 5. For the initial value problem (1) with a reachable mapping S and a set G ⊂ I × Rn one has G = gph S if and only if he
following two conditions hold:
(i) G0 = A;
(ii) the problem (1) is both weakly backward invariant and invariant relative to G .
In our proof of Theorem 2 we also use Proposition 5 but, in contrast with Clarke’s proof in [2], we utilize the following
result which is an extension of Theorem 2.1 in [7]. It establishes that the invariance of (1) is equivalent to the weak
invariance of all differential inclusions the right sides of which are USC sub-mappings of the mapping F .
Theorem 6. Consider the problem (1) with a mapping F : Rn⇒ Rn which is assumed to be both USC and locally OSK and let G be a
closed set in I × Rn. Then the following three conditions are equivalent:
(1) The problem (1) is invariant relative to G .
(2) For every USC mapping R : I ×Rn⇒Rn such that R(t, x) ⊂ F (x) for all t and x one has that the inclusion x˙(t) ∈ R(t, x) is weakly
invariant relative to G .
(3) For every USC mapping R : I × Rn⇒Rn such that R(t, x) ⊂ F (x) for all t and x one has that for any z = (t, x) ∈ G
q + hR(t, x, ζ ) 0 for all (q, ζ ) ∈ NPG(z).
Proof. The implication (2) ⇔ (3) follows directly from [3, Theorem 2.10, p. 193]. That (1) ⇒ (2) is clear. Indeed, the differen-
tial inclusion x˙(t) ∈ R(t, x), x(0) ∈ G0 has a (local) solution, hence it is weakly invariant. It remains to prove that (2) ⇒ (1).
Let x be a solution of (1), let F be OSK with Kamke function w; then, according to Lemma 4, ω(s) = 2w(√s )√s is also
a Kamke function for F . We consider the multifunction R : I × Rn⇒Rn deﬁned by
R(t, y) :=
{
v ∈ F (y)
∣∣∣ 〈x˙(t) − v, x(t) − y〉 1
2
ω
(∣∣x(t) − y∣∣2)}. (7)
Observe that R is deﬁned for almost all t ∈ I; for the rest of t in I we set R(t, x) ≡ F (x). It is straightforward to show that
R is almost USC, i.e. for every ε > 0 there exists a compact Iε ⊂ I such that meas(I \ Iε) < ε and R is USC on Iε × Rn
(cf. [4]). Indeed, let x˙ be continuous at every ti and t such that ti → t . Let vi → v and let f i ∈ R(ti, vi) be such that f i → f .
Since 〈x˙(ti) − f i, x(ti) − vi〉 12ω(|x(ti) − vi |2), one has that 〈x˙(t) − f , x(t) − v〉 12ω(|x(t) − v|2), i.e. R has almost closed
graph and since R(t, x) ⊂ F (x), one has that it is almost USC. Also, R is nonempty valued due to the OSK condition and also
convex valued because 〈·, x〉 is a linear function for every x. Further, redeﬁning R(·, x) on the null set where R(t, x) = F (x)
one can assume without loss of generality that R(t, ·) is USC for every t ∈ I .
Since the mapping F is bounded on bounded sets, for a given initial point (t0, x0) ∈ G one has that for small enough
T there exists a constant C such that |F (x(t))|  C for every t ∈ [t0, t0 + T ] and every solution x of the problem x˙(0) ∈
F (x(t) + B), x(0) ∈ A. For such δ and C deﬁne
Rh(t, x) := 12h
∫
R(s, x)ds, (8)I2h
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dH
(
2hRh(t, x),2hR(s, x)
)
 4C min
{
h, |t − s|} 4C |t − s|,
hence,
dH
(
Rh(t, x), Rh(s, x)
)
 4C
2h
|t − s|,
that is, Rh(·, x) is Lipschitz continuous with a Lipschitz constant L = 2C/h. Furthermore Rh(t, x) ⊂ F (x), because
R(t, x) ⊂ F (x). Fix (t, x). Let (ti, xi) → (t, x) and let Rh(ti, xi)  f i → f . Let gi ∈ Rh(t, xi) be such that |gi − f i |  L|t − ti |;
then gi → f . Since R(t, ·) is USC one has that f ∈ Rh(t, x). Hence Rh(·,·) is USC at (t, x). Since (t, x) is arbitrary, one has
that Rh is USC on [0, T ] × Rn .
Since the inclusion x˙(t) ∈ Rh(t, x) is weakly invariant relative to G, for any T ∈ (0, δ/C) there exists a trajectory yh
deﬁned on [t0, t0 + T ] such that (t, yh(t)) ∈ G for all t ∈ [t0, t0 + T ]. The net {yh}h>0 is pre-compact relative to the space
of continuous functions, hence when h → 0 there exists a limit y, and clearly this limit also satisﬁes (t, y(t)) ∈ G for
t ∈ [t0, t0 + T ]. From Lemma 3.1 of [8] we know that⋂
α>0
limsup
h→0
1
2h
∫
I2h(t)
R(s, x+ αB) ⊂ R(t, x) for every (t, x),
where R is USC. Thus y is a solution of the inclusion y˙(t) ∈ R(t, y(t)).
From the deﬁnition of R we have〈
x˙(t) − y˙(t), x(t) − y(t)〉 1
2
ω
(∣∣x(t) − y(t)2∣∣) for a.e. t ∈ [0, T ],
which implies
d
dt
∣∣x(t) − y(t)∣∣2 ω(∣∣x(t) − y(t)∣∣2) for a.e. t ∈ [0, T ].
Since v is a Kamke function, we obtain that x(t) = y(t) for all t ∈ [t0, t0 + T ] which completes the proof of (1). 
Proof of Theorem 2. The set gph S is with nonempty compact values and S0 = A by deﬁnition. Furthermore, the mapping
t → S(t) is absolutely continuous from the right and hence (a) holds.
From Proposition 5 it follows that (1) is invariant relative to gph S . Suppose that there exist (t, x) ∈ gph S , (p,q) ∈
NPgph D(t, x) and y ∈ F (x) such that p+〈q, y〉 > 0. Michael’s selection theorem yields that there exists a continuous selection
f (·, t) of F , that is, f (t, x) ∈ F (x), such that f (t, x) = y. The system x˙(s) = f (s, x), x(t) = y is invariant and hence weakly
invariant. By Theorem 6 we have p + 〈q, y〉 0, a contradiction. Furthermore, (1) is weakly backward invariant relative to
gph S , i.e. for every t > 0 the system x˙(s) ∈ −F (x(s)) is weakly invariant on [−t,0] and hence −p − hF (x,−q) 0 which is
equivalent to p + HF (x,q) 0. Therefore gph S satisﬁes (a) and (b).
Let S satisfy (a) and (b). From [3, Theorem 2.10, p. 193] it follows that for every t > 0 the inclusion (1) is weakly back-
ward invariant. Also, from Theorem 6 it is invariant, since (b) in Theorem 2 implies p+hR(t, x, p) 0 for every R(t, x) ⊂ F (x)
what is needed in (3) in Theorem 6. Given ε > 0 one can ﬁnd δ such that dH (St , St) < ε for any t ∈ [0, δ], thanks to (a).
This implies that for every t ∈ [0, δ] one has dH (St , St)2  rε(t), where rε is the maximal solution of r˙(t) = ω(r), r(0) = ε.
Since limε→0 rε(t) = 0 uniformly on [0, δ], we conclude that S = gph S . Now one can continue on (δ, δ + δ1] etc., to see that
this is true on the maximal interval of the existence of the solution x or on [0,∞). 
3. Extension for upper semi-continuous mappings
In this section we show that when the requirement for continuity of the mapping F in Theorem 2 is replaced by the
weaker condition of upper semi-continuity, we can still characterize the reachable mapping of (1), but in terms of a system
of inequalities this time, for the upper Hamiltonian. For a given nonzero vector q ∈ Rn , denote by y →q x the limit of y
approaching x along the vector q; that is, y →q x if and only if y → x and (y − x)/‖y − x‖ → q/‖q‖. The following theorem
is the second main result of this paper; it characterizes the reachable mapping of (1) under conditions weaker than those
in Theorem 2.
Theorem 7. If F is USC and locally OSK, then the graph gph S of the reachable mapping of (1) is the unique closed set S ⊂ I ×Rn with
the property that S0 = A and for all (p,q) ∈ NPS (t, x) and all (t, x) ∈ S ,
p + HF (x,q) 0 for t > 0, and p + limsup
y→qx
H F (y,q) 0.
In the proof of this result we use an argument which we state separately as the following theorem.
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−q + lim inf
y→qx
hF (y,−q) 0 for all (t, x) ∈ G and all (q,q) ∈ NPG(t, x). (9)
Proof. Let F be OSK with Kamke function u; then, according to Lemma 4, ω(s) = 2u(√s )√s is also a Kamke function
for F . We employ Theorem 6 to show the invariance of (1) relative to G . Let R : I × Rn⇒ Rn satisfy R(t, x) ⊂ F (x) for all
(t, x) ∈ I ×Rn . Fix (t, x) ∈ G and q ∈ NPG(t, x). By taking the lim inf all over the sequences (τ , y) → (t, x) in I ×Rn , the lower
semi-continuity of hR(·,·,q) yields
−hR(t, x,q)− lim inf
y→x, τ→t hR(τ , y,q). (10)
One has also that
− lim inf
y→x, τ→t hR(τ , y,q) = limsupz→y, τ→t −hR(τ , y,q),
and since −hR(·,·,q) hR(·,·,−q) hF (·,−q), we then obtain
limsup
y→x, τ→t
−hG(τ , y,q) limsup
y→x, τ→t
hF (y,−q) = limsup
y→x
hF (y,−q). (11)
Clearly, for all special sequences y →q x, we have
limsup
y→x
hF (y,−q) lim inf
y→qx
hF (y,−q). (12)
The inequalities (10)–(12) and the condition (9) imply −q − hR(t, x,q)  0, and therefore the condition (3) of Theorem 6
holds in I . Thus, the suﬃciency of (9) for invariance follows from Theorem 6.
Conversely, let us assume that (1) is invariant relative to G . Let (t, x) ∈ G , q ∈ NPG(t, x) and consider a sequence yi →q x.
For each i, let vi ∈ F (yi) be such that hF (yi,−q) = 〈vi,−q〉. Now deﬁne Ri : Rn⇒Rn by
Ri(y) :=
{
w ∈ F (y): 〈vi − w, yi − y〉ω
(|yi − y|2)}.
For all y ∈ Rn , each Ri(y) is nonempty by the OSK assumption. According to Theorem 6, we must then have
q + hRi (x,q) 0. (13)
Now choose wi ∈ Ri(x) such that 〈wi,q〉 = hRi (x,q). Due to the compactness of F (x), the sequences vi and wi are bounded
(since yi → x and F is upper semi-continuous at x). Rearranging terms from the deﬁnition of Ri(x) yields
〈
vi,− yi − x|yi − x|
〉
−u(|yi − x|)+
〈
wi,− yi − x|yi − x|
〉
. (14)
Since yi →q x, by (13), (14) and by the properties of vi and wi , we obtain
−q − lim inf
i→∞ hF (yi,−q) = −q − lim infi→∞ 〈vi,−q〉 = −q + lim infi→∞ ‖q‖
〈
vi,− yi − x‖yi − x‖
〉
−q + lim inf
i→∞
‖q‖
〈
wi,− yi − x‖yi − x‖
〉
= −q + lim inf
i→∞
〈wi,−q〉
= −q − lim inf
i→∞
hRi (x,q) 0.
Hence condition (9) is satisﬁed with the liminf taken all over the sequences yi →q x, and so (9) holds as stated. 
Proof of Theorem 7. Theorem 7 follows from the combination of Theorem 8 and Proposition 5 and the observations that
−hF (y,−q) = HF (y,q) and − lim inf
y→qx
hF (y,−q) = limsup
y→qx
(−hF (y,−q)). 
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