The perturbative analysis of a one-dimensional harmonic oscillator subject to a small nonlinear perturbation is developed within the framework of two popular methods: normal forms and multiple time scales. The systems analyzed are the Duffing oscillator, an energy conserving oscillatory system, the cubically damped oscillator, a system that exhibits damped oscillations, and the Van der Pol oscillator, which represents limit-cycle systems. Special emphasis is given to the exploitation of the freedom inherent in the calculation of the higher-order terms in the expansion and to the comparison of the application of the two methods to the three systems.
I. INTRODUCTION
An approximate linear model successfully describes many physical systems. However, nonlinear phenomena are encountered in all areas of the sciences. Almost always, nonlinear systems have fundamental aspects that cannot be faithfully treated by a linear approximation. Perhaps most important is the loss of the principle of superposition which plays a critical role in linear systems.
The behavior of nonlinear systems is much richer than that of linear systems. Unlike linear differential equations, the singularity structure of the solution of a nonlinear differential equation is affected by the initial conditions. As a result, a systematic classification of the solutions based on the structure of the differential equations is not generally possible.
In many cases, a simple closed form expression for the solution cannot be found, as is the case for chaotic systems, especially if their long-time behavior is sought. Even the analysis of nonchaotic systems does not lead to simple closed-form expressions for the solutions in most cases. Dynamical systems that can be solved by relatively simple means and to which a small perturbation has been added are the most manageable. In such situations, a perturbation expansion based on the solution of the unperturbed problem is used to obtain an approximate solution to the full problem. Historically, the first perturbed systems that were analyzed were those for which the dynamical variables are functions of time only. Moreover, these are systems for which the unperturbed equations are linear in the dynamical variables. Simple examples are harmonic oscillators and systems that decay exponentially.
1- 17 The methods developed for the analysis of these systems were later applied to more complex dynamical systems of interest in fluid dynamics, plasma physics, reaction-diffusion systems, and population ecology. 18 -26 In many of these latter systems, the dynamical variables depend both on time and position, so that they are governed by partial differential equations, making the analysis much more complicated. Because the purpose of this paper is to serve as an introductory tutorial for perturbation methods, we will focus on simpler systems that are described by a single dynamical variable, which is assumed to depend only on time ͑so that its governing equation is an ordinary differential equation͒ and for which the unperturbed equation is linear.
Numerous perturbation schemes have been developed for the analysis of systems that are affected by a small nonlinear perturbation. Each method is tailored to address the questions asked and the desired form of the answers. In this article, we follow two fundamentally different approaches. The first is the method of normal forms, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 17 which has a firm mathematical foundation. Here one introduces a near identity transformation from the original set of variables to a new set whose equations are more suitable for analysis. The second method is an ad hoc perturbation scheme known as the method of multiple time scales. [11] [12] [13] [14] [15] [16] It has a tenuous mathematical foundation, but has been applied with much more success to many types of equations, including perturbed oscillations, boundary-layer problems, and many partial differential equations. [23] [24] [25] [26] The idea is to introduce independent time scales that characterize different aspects of the solution. We will show how the freedom in the perturbation expansion allows us to address the imposition of consistency conditions that arise in the expansion. In many cases, the methods of normal forms and multiple time scales are equivalent, and the method of choice depends on the application and on one's inclination. However, open problems exist in both methods, some of which will be discussed.
The O symbol is used frequently in the context of perturbation expansions. A quantity, g, that depends on a parameter, , is said to be O() if some positive constant, C, exists such that ͉g()͉рC͉͉.
We analyze three systems. Despite their simplicity, the analysis reveals much of what may be encountered in the application of the two methods to more complex systems. Some of the richness as well as the obstacles that perturbation theory generates are not evident to first order. Therefore, the analysis is carried at least through second order.
͑1͒ The Duffing oscillator is defined by
where x(0)ϭA and dx/dt(0)ϭ0. Equation ͑1͒ provides an approximate model for anharmonic effects in crystal vibrations. For ⑀Ͻ0, it can be viewed as a truncated version of the time dependence of the angular displacement, , of the pendulum:
where L is the length of the pendulum and g is the acceleration due to gravity. For small oscillation amplitudes, Eq. ͑2͒ has the same form as Eq. ͑1͒ if only the first two terms of the Taylor series expansion of sin are kept. Although Eq. ͑2͒ is solved by elliptic integrals, we exploit its truncated version to show how approximate solutions are generated in an expansion scheme.
For an understanding of perturbative expansion methods, there is no gain in including higher-order terms in the Taylor series in Eq. ͑1͒. 11, 17 Because Eq. ͑1͒ describes a conservative system, the trajectory in the phase space formed by x and dx/dt is a closed curve. Note that ⑀A 2 , which is a measure of the perturbation to the energy of the system, is the true small parameter, not ⑀.
͑2͒ A linear oscillator with a small cubic damping perturbation:
where 0Ͻ⑀Ӷ1. We discuss cubic damping for two reasons. First, linear damping does not generate the richness of phenomena generated by nonlinear perturbations. Second, the interesting effects of quadratic damping appear only in O(⑀ 2 ), whereas they emerge in the first-order analysis of the cubic damping case. 11, 17 Hence, the latter is a good example for illustrating features of perturbation theory.
͑3͒ The Van der Pol oscillator:
where 0Ͻ⑀Ӷ1. Equation ͑4͒ was introduced to model an electric circuit that contains a nonlinear component called a triode, and is equivalent to that developed by Lord Rayleigh to model self-sustained sound vibrations. 28 The solution of Eq. ͑4͒ evolves into a limit cycle, an aspect of nonlinear oscillations that has no parallel in linear oscillatory system, and occurs in many dissipative nonlinear systems, such as the onset of convective rolls in a fluid. 23 A limit cycle is a closed orbit in phase space that is approached asymptotically from nearby orbits. For small amplitude, x, the right-hand side of Eq. ͑4͒ has the same sign as the velocity, and represents a force that pumps energy into the system, causing the amplitude to increase. As the displacement exceeds unity, the dissipative term changes sign, leading to deceleration, and, eventually, a halt to amplitude growth. The amplitude then decreases and falls below unity, where, once again, the dissipative term feeds energy into the system, leading to a repeat of the behavior. For t→ϱ, the solution tends to the limit cycle. The zero-order approximation to the solution is called the limit circle. The limit cycle is the limit circle modified by higher-order corrections.
II. INTRODUCING THE STANDARD FORM
We first convert our second-order differential equations into two-dimensional vector equations:
where yϭdx/dt and
͑6͒
It is not essential, but it is traditional to diagonalize the matrix associated with the linear problem. The diagonalization is accomplished by introducing zϭxϩiy and its complex conjugate, z*ϭxϪiy. Equation ͑5͒ becomes dz dt ϭϪizϩi⑀F͑z,z*͒. ͑7͒
III. THE METHOD OF NORMAL FORMS
We first introduce the near-identity transformation and write the complex variable z in terms of the zero-order approximation, z 0 :
n z n *͑z 0 ,z 0 *͒.
͑8͒
We need only solve the z equation as the equation for z* is its complex conjugate. The dynamical equation obeyed by z 0 , the normal form, is assumed to have the form
where U 0 ϭϪiz 0 . The following points provide some perspective and motivation for the development of the method.
͑1͒ The zero-order approximation, z 0 , need not be restricted to obey the unperturbed equation. Rather, it is assumed to be affected by the perturbation parameter, ⑀.
͑2͒ The quantity U 0 is the unperturbed operator; the higher-order terms in the normal form, U n , update the time dependence of z 0 due to the presence of the perturbation.
͑3͒ The higher-order terms in the expansion of the solution, z n , depend on z 0 and z 0 * .
͑4͒
The key role of the near-identity transformation is to exploit z n so that as many nonlinear terms are included as possible, yet ensuring that the normal form is solvable and incorporates the major effect of the perturbation already in z 0 .
͑5͒ An obvious choice for the structure of z n is to mimic the form of the perturbation, leading to a set of linear equations for the desired coefficients. With the normal form solved for z 0 , the z n are then found and an approximate solution is obtained to the desired order of the expansion.
͑6͒ Central to our approach is the exploitation of the freedom in the structure of the z n ͑see Refs. 29-38͒ to modify aspects of the expansion or to satisfy desired constraints.
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͑7͒
The method of normal forms provides an approximation to the exact ͑but unknown͒ solution, z(t). The error, which is the deviation between the exact and approximate solutions, remains bounded for a limited time span. If we truncate the near-identity transformation at a finite order, thus generating an approximation z a (t),
and, concurrently, the normal form, Eq. ͑9͒ is calculated through order Nϩ1 ͑that is, one order beyond that included in the near-identity transformation͒, then it can be proven that the error incurred is
for a time span that is at most of order ͑1/⑀͒ ͓the common notation is tϭO(1/⑀)].
Rather then going through the detailed proof ͑see, for example, Ref. 17͒, we provide an intuitive explanation. The approximation, z a (t), is computed through O(⑀ N ). Thus, seemingly, the error ought to be O(⑀ Nϩ1 ). However, the approximate time dependence, even of the zero-order term, is an independent source of error. To be specific, suppose that z 0 (t) is proportional to cos t. If the correct value of is replaced by an approximate value, a , then
͑12͒
If the normal form has been computed through O(⑀ Nϩ1 ), the method yields (Ϫ a )ϭO(⑀ Nϩ2 ). If t is not too large, the second sine function in Eq. ͑12͒ can be approximated by its argument, which is O(⑀ Nϩ2 t), and, hence, the error is O(⑀ Nϩ1 ) only for tϭO(1/⑀).
IV. APPLICATIONS OF THE METHOD OF NORMAL FORMS
A. The Duffing oscillator
In terms of the complex variables z and z*, we can write Eq. ͑1͒ as
We begin by demonstrating why the method of normal forms is necessary. Suppose that we ignore the normal form, Eq. ͑9͒, and substitute the near-identity transformation, Eq. ͑8͒, in Eq. ͑13͒. This procedure is called the naive expansion. Because a problem already will arise in first-order, we write the result only through O(⑀):
We compare terms order by order. 
͑17͒
The last term in the solution in Eq. ͑17͒ is the general solution of the homogeneous part of Eq. ͑16͒; its coefficient is undetermined. The second term on the right-hand side of Eq. ͑16͒ resonates with the differential operator, (ż 1 ϩiz 1 ), and hence is called a resonant term. It generates a contribution to z 1 that is linear in t Eq. ͑17͒. This contribution, called a secular term, limits the validity of the expansion to short times of O(1). The reason is that the contribution of the first-order correction to the solution, ⑀z 1 , contains a term that is proportional to ⑀t. Hence, for ⑀z 1 to be of magnitude ⑀ relative to the zero-order approximation, z 0 , t must be O(1). As t grows to O(1/⑀), this term spoils the validity of the perturbative expansion. Secular terms also appear in the higher orders.
Terms that are linear in t also violate a requirement that is based on physical intuition. The original system is conservative. Hence, its solution must be a periodic function of time. This behavior does not mean that the perturbative approximation must be periodic in time as well, but such behavior is preferable. The avoidance of secular terms and the construction of the approximate solution from only periodic functions work hand in hand and guarantee that the expansion remains valid for longer times, of O(1/⑀). As indicated by the discussion involving Eqs. ͑10͒-͑12͒, the error incurred by approximating the full solution by a first-order approximation is
for tϭO(1/⑀). If we substitute Eqs. ͑8͒ and ͑9͒ in the lefthand side of Eq. ͑13͒ and expand the result through O(⑀ 2 ), we obtain:
͑19͒
Next we substitute the expansion for z given by Eq. ͑8͒ into the right-hand side of Eq. ͑13͒:
Ϫi⑀ 2 3͑z 0 ϩz 0 *͒ 2 8 ͑ z 1 ϩz 1 *͒.
͑20͒
We equate Eqs. ͑19͒ and ͑20͒, collect the ⑀ 0 terms, and find
which is the eigenvalue equation for the unperturbed problem. We then solve for each order in the small parameter ⑀, a series of equations for the U i . To O(⑀), we have:
The structure of the term in curly braces in Eq. ͑22͒ is independent of the interaction. It is known as the Lie bracket for this problem and in every order has the form:
͑23͒
Because the perturbation is a polynomial in z 0 and z 0 * , we expect z n to have a form that mimics this polynomial. The calculation leads to the result that the nth-order term, z n , is a polynomial of degree (2nϩ1) in z 0 and z 0 * . Thus, to first order we write
Again, all the resonant terms, which have the capacity to generate secular behavior, have been assigned to U 2 , the second-order term in the normal form; the remaining terms have been used to construct z 2 . The same pattern recurs in higher orders. In nth order, the formalism generates polynomials of degree 2nϩ1 in z 0 and z 0 * . The resonant term, z 0 nϩ1 z 0 * n , which would generate a secular term in z n in the naive expansion, is assigned to U n , the nth-order term in the normal form. Thus, in the normal form expansion, the nonresonant and the resonant terms that are generated by the perturbation play different roles. We construct z n , the nthorder correction in the near identity transformation, Eq. ͑8͒, so that it accounts for all the nonresonant terms. The normal form, Eq. ͑9͒, is constructed from all the resonant terms and determines the time dependence of z 0 , the zero-order approximation.
We note that the numerical coefficients in U n are pure imaginary for all n, leading to real coefficients for all the z n . ͓We have shown this explicitly through O(⑀ 2 ), but one can prove it for all orders by induction.͔ Therefore, the normal form has the following simple structure:
where g is a real function. If we write,
it is easy to show that the amplitude, , is constant:
Hence, the U n affect only the frequency, , which is changed in each order of the expansion. We use the expressions for U n , nϭ1,2, to obtain
͑ ␣ϩ␣*͒ ͮ
. ͑34͒
As a result, the zero-order approximation, z 0 , is given by Choice of free terms. The free terms that emerge in the analysis are an inherent feature of any perturbation theory. The freedom in their choice is a reflection of the fact that one does not aim at the exact solution, or at a precisely specified approximation. Rather, one searches for an approximation that is required to be close to the correct solution within a certain error range. Technically, this results in the fact that, in a given order, n, of the expansion, it is impossible to distinguish between the effect of the perturbation on the time dependence of the zero-order term and on the correction term of order n. The numerical quality of the approximation is not affected by different choices of the free terms. ͓For example, they cannot improve the error estimate from, say, O(⑀) to O(⑀ 2 ) or vice versa.͔ We may choose the free terms in the expansion ͓proportional to ␣ and ␤ in Eqs. ͑34͒-͑37͔͒ to satisfy a convenient requirement. Figure 1 provides a numerical example of the phase-plane plot of the full solution for the Duffing equation, together with a plot of the zeroorder approximation, obtained through a first-order analysis with ␣ϭ0. A relatively large value of ⑀ ͑⑀ϭ0.3͒ was chosen to emphasize the effect of the perturbation on distorting the zero-order circle.
One place where the choice of the free functions can be useful is in the calculation of the period of the oscillations, which is given by an integral over one cycle in phase space:
Here E is the total energy and V(x) is the potential. If we substitute the potential and the total energy for the case of the Duffing oscillator,
where A is the amplitude at the turning point, the integral becomes
This integral can be expressed in terms of a complete elliptic integral of the first kind. If we evaluate the integral through O(⑀ 4 ), we find an expression for the frequency ϭ(2/T) in terms of the A: In Eq. ͑36͒, is expressed in terms of , the amplitude of the zero-order approximation. To properly compare Eqs. ͑36͒ and ͑41͒, we need to find the relation between and A. We obtain this relation by imposing the initial conditions, x(0) and dx/dt(0). The choice of the free functions affects this relation as well as the manner in which the phase is changed. Problem 1. Explain why the period can be calculated as four times the integral over a quarter of the cycle and derive Eq. ͑40͒.
The choice of the free functions ͑the constants ␣ and ␤ in the present problem͒ affects the structure of the higher-order correction terms in the near-identity transformation. As the preceding analysis shows, this choice modifies the structure of the zero-order approximation. Thus, different choices of the free functions correspond to different ways of arranging the perturbation series and shifting higher-order terms between the near-identity transformation, Eq. ͑8͒, and the normal form, Eq. ͑9͒. Clearly, the physics of the solution cannot change, and, indeed, a detailed check 17 shows that, through a given order in ⑀, the error incurred by using the approximate solution rather than the exact one is of the same quality for different choices of the free functions. For instance, if the near-identity transformation is carried through O(⑀) and the normal form through O(⑀ 2 ), then, as Eq. ͑11͒ indicates, the error incurred is O(⑀), namely, the error is bounded by C⑀, through times of O(1/⑀) for some CϾ0. Although this statement does not depend on the choice of the free terms, the constant, C, may depend on the choice.
Of special interest is the minimal normal form choice. 17,34 -38 If we choose ␣ϭ17/64, then Eqs. ͑30͒ and ͑36͒ yield U 2 ϭ 2 ϭ0. One can show by induction that U n can be made to vanish for all nу2. For instance, ␤ϭ131/ 8192 makes U 3 and 3 vanish. The numerical approximations generated by the minimal normal form choice are better than all other choices. This fact is demonstrated in Fig. 2 , where the error ͓the difference between the full numerical solution of Eq. ͑1͒ and the first-order approximation͔ is shown for the choice ␣ϭ0 and the minimal normal form choice of ␣ϭ17/64.
The formal truncation of the normal form is an example of the concept of renormalization. The origin of the ability to formally truncate the normal form at a finite order is the same as for the multipole expansion of electromagnetic potentials. The functional form of the first nonzero multipole is physically significant, whereas the functional form of all the higher multipoles depends on the choice of the origin of the axes in the frame of reference in which the expansion is performed. Similarly here, the first nontrivial correction to the frequency ͑a first-order one in the case of the Duffing oscillator͒ is physically significant, whereas all the higherorder corrections depend on the choice of the zero-order ap- proximation ͑the analog of the choice of the origin in the multipole expansion͒. The latter is intimately related to the choice of the free terms in each order for the following reason. A resonant term is proportional to z 0 nϩ1 z 0 * n ϭ(z 0 z 0 *) n z 0 . Because for a conservative system the amplitude, , is constant ͓see, Eq. ͑33͔͒, the free resonant terms that are included in the higher-correction terms z n are proportional to the zero-order term, z 0 . Thus, inclusion of free resonant terms in z n amounts to shifting parts of the contribution of the zero-order term to higher orders.
B. The oscillator with cubic damping
The main features of the solution for the Duffing oscillator are typical of conservative systems with one degree of freedom: the amplitude, , of the zero-order term, z 0 , is constant, and the frequency is changed by constant terms, so that the phase is just t, with a constant that differs from the unperturbed frequency. The structure of the solutions in dissipative systems is different. Both the amplitude and the phase are complicated functions of time. For the oscillator with cubic damping, the solution is attracted to the origin due to damped oscillations. The calculations parallel those of the Duffing oscillator. If we use Eqs. ͑3͒, ͑6͒, and ͑7͒, we can write
An example of the solution for x(t), which is the real part of z(t), is given in Fig. 3 . We substitute the near-identity transformation, Eq. ͑8͒, and the normal form, Eq. ͑9͒, in Eq. ͑42͒ and obtain:
͑43͒
We collect terms as before and obtain:
If we use the expression in Eq. ͑24͒ for z 1 , the O(⑀) part of the solution is 
͑47͒
The last term in z 1 is the free resonant term. Observe that z 1 has imaginary coefficients and that U 1 is real, indicating damped motion. In a similar manner, the O(⑀ 2 ) terms are found to be U 2 ϭϪ 
͑49͒
where
and a free resonant term has been included in z 2 . To O(⑀ 3 ) we find If we use Eq. ͑32͒ for z 0 , we find that Eq. ͑52͒ leads to the conclusion that is typical of dissipative systems equations, namely, that both the frequency, , and the amplitude, , vary with time in a nontrivial manner:
In higher orders, the amplitude and phase equations quickly become unwieldy. However, in the present problem, the free functions can be chosen to eliminate U n for all nу2. For instance, requiring that U 2 vanish can be achieved for a variety of choices for f 1 , the simplest one being
͑55͒
In a similar manner, the simplest choice for f 2 that eliminates
͑56͒
One can show by induction that higher-order resonant contributions to the normal form may be eliminated order-byorder to yield the following expression, correct to all orders, for the minimal normal form:
The solution of Eq. ͑58͒ is
Thus, the minimal normal form captures the behavior of the zero-order approximation in a very simple manner. Both the fundamental frequency of oscillation and the amplitude are determined at this order and are not changed by higher-order corrections. Higher-order effects show up only in z n in the near-identity transformation. Problem 2. Solve Eqs. ͑53͒ and ͑54͒ numerically for the initial conditions ͑0͒ϭ1 and ͑0͒ϭ0. What do you learn about the phase from the solution? In what way does it differ from the phase for the Duffing oscillator?
Problem 3. Show that the choice, Eq. ͑55͒, makes U 2 vanish.
We note the following points. ͑1͒ The z n have the same structure as those obtained for the Duffing oscillator. ͑2͒ The minimal normal form choice, so simple in this case, may not be a viable option in most dissipative systems. ͑The Van der Pol oscillator is an example.͒ ͑3͒ We note that, in first order, the coefficient of U 1 is real ͓see Eq. ͑46͔͒, so that only , the
affects only the phase and not the amplitude of z 0 . This pattern persists in all higher orders. The amplitude equation is changed only in odd orders in ⑀, and the phase equation only in even orders. ͑4͒ For conservative systems, the normal form expansion yields a phase that is linear in t because the frequency is changed by successive constant additive corrections. In dissipative systems, the correction terms are not constant, and the phase becomes a complicated function of t. This point will be reexamined in our discussion of the method of multiple time scales.
C. The Van der Pol oscillator
The next level of intricacy is attraction to or repulsion from a closed periodic orbit, a limit cycle. When the trajectory is attracted to an asymptotic closed periodic orbit, the latter is called a stable limit cycle. The Van der Pol oscillator is the usual system used to illustrate this type of behavior. If we use the complex variables, zϭxϩiy and z*ϭxϪiy, Eq. ͑4͒ becomes ż ϭϪizϩ 
͑64͒
The minimal normal form option that U 2 vanishes identically requires that f 1 have a pole at z 0 z 0 *ϭ4, and therefore is not a good choice. Worse than that, a nonzero Re f 1 in Eq. ͑64͒ introduces a spurious time dependence in the amplitude. The best choice for the free term in z 1 is f 1 ϭ0, which leads to 
͑66͒
We first examine the simple choice of f 2 ϭ0. In polar coordinates, Eq. ͑32͒, the radial equation is
Starting at small amplitudes, the system executes a spiral leading asymptotically to a stable limit cycle. In an O(⑀) calculation, the right-hand side of Eq. ͑67͒ vanishes at 2 ϭ4, defining the radius of the limit circle. However, in higher orders, the zero of the right-hand side of Eq. ͑67͒ is shifted to 2 ϭ4Ϫ
Thus, the radius of the limit circle is affected by the perturbation. The equation for the ͑time-dependent͒ frequency is
To obtain the asymptotic value of the frequency as t→ϱ, we must substitute in Eq. ͑69͒ the asymptotic value of , which is given by an infinite series in ⑀. This complication can be avoided by a radius renormalization choice for f 2 . We look for an f 2 that will make the asymptotic value of 2 remain at 4 when the third-order contribution is included in the amplitude equation. To this end, we need to make U 3 proportional to U 1 . With U 3 given by Eq. ͑66͒, this behavior is achieved by Re f 2 ϭϪ 
͑71͒
The radial equation is modified and Eq. ͑67͒ is replaced by
Thus, the value of the limit-circle radius is unaffected by higher-order corrections and remains fixed at ϭ2. As a result, the series for the asymptotic expression for the frequency is readily obtained:
A detailed examination 17 shows that, as expected, shifting terms in the expansion procedure from the near-identity transformation to the normal form does not alter the physics. The free functions enable us to simplify parts of the calculation. However, all choices yield the same numerical accuracy through a given order.
In Fig. 4 a phase-plane plot of two solutions of Eq. ͑4͒ is shown: one spiraling toward the limit cycle from the outside, and one spiraling from the inside. To see the effect of the higher-order terms on the solution, a limit circle of ϭ2 also is plotted.
Problem 4. Solve Eq. ͑4͒ for the same initial conditions as in Fig. 4 , but with ⑀ϭϪ0.3. What is the behavior of the solution?
V. THE METHOD OF MULTIPLE TIME SCALES
To motivate the introduction of the method of multiple time scales, we observe that in stable oscillatory systems, the time dependence of the solution is given through a phase, , which has the form
͑74͒
See, for example, Eq. ͑35͒ for the Duffing oscillator, and Eq. ͑73͒ for the t→ϱ behavior of the van der Pol limit cycle. For ͉⑀͉Ӷ1 and short times ͓tϭO(1)͔, only the nϭ0 term is important, because the terms ⑀ n t(nу1) in Eq. ͑76͒ are negligibly small and hardly affect the time dependence. As t →O(1/⑀), the first two terms (nϭ0,1) become significant; when it becomes O(1/⑀ 2 ) the terms with (nϭ0,1,2) are significant, and so on. Thus, as time increases as measured in powers of 1/⑀, a progressively larger number of terms in the time dependence become significant. The nth time scale is defined by T n ϭ⑀ n t. ͑75͒
When Eq. ͑74͒ applies, the phase factor, exp(Ϫi), can be written in a factorized form:
For a given duration, hardly anything happens on sufficiently long time scales ͑for example, as the second hand of a clock moves a few seconds, the minute and hour hands hardly move͒. We are, therefore, tempted to treat the various time scales, T n , as independent variables. This assumption is the starting point of the method of multiple time scales: The solution is assumed to depend on all time scales, z ϭz(T 0 ,T 1 ,T 2 ,...). Hence, in addition to expanding the solution in powers of ⑀ ͓the near-identity transformation, Eq. ͑8͔͒, the time derivative is replaced by:
The introduction of independent time scales and the elimination of secular terms lead to conditions on the dependence of the solution on the various time scales ͑solvability conditions͒. For most dynamical systems, these conditions constitute nontrivial consistency constraints on the structure of the approximate solutions. In general, the freedom, enjoyed in the method of normal forms, to choose the free resonant terms that appear in every order in the near-identity transformation, Eq. ͑8͒, does not exist in the multiple time scales method. The consistency problems encountered in the method are an issue of much concern. [39] [40] [41] [42] [43] [44] [45] [46] For conciseness, it is customary to use the notation
If we substitute Eqs. ͑8͒ and ͑77͒ in Eq. ͑7͒, and expand through O(⑀ 2 ), we obtain
We collect terms order by order and obtain
is readily solved by
The amplitude, A, depends on all higher time scales. However, because we will limit our analysis to second order, only T 1 and T 2 have been written out explicitly. Although the analysis of Eq. ͑81͒ depends on the detailed structure of the perturbation, F(z 0 ,z 0 *), the following can already be said at this point. First, the homogeneous part of the equation,
introduces a contribution z 1 which we write in the form
The amplitude B may depend on all higher time scales. However, in a second-order analysis, only its T 1 dependence counts. Second, any term on the right-hand side of Eq. ͑81͒ whose T 0 dependence is of the form exp(ϪiT 0 ) resonates with the left-hand side of the equation, and hence will generate in z 1 a term that is linear in T 0 ͑a secular term͒. Such terms must be eliminated to yield an approximation that is valid for times of O(1/⑀) and not just of O(1). There is an explicit term of this kind, namely, ϪD 1 z 0 . In addition, any monomial of the form z 0 nϩ1 z 0 * n in F(z 0 ,z 0 *) will have this T 0 dependence. We denote the resonant part of F(z 0 ,z 0 *) by F(z 0 ,z 0 *) R . To eliminate all the terms that generate secular behavior, we impose the requirement
͑86͒
This first-order solvability condition determines the T 1 dependence of the amplitude A of Eq. ͑83͒. Once the resonant term in Eq. ͑81͒ has been removed, we can find the full solution for z 1 , including the solution of the homogeneous equation:
where z 1 is the particular solution that accounts for the nonresonant contribution of F(z 0 ,z 0 *) in Eq. ͑81͒.
With z 1 known, Eq. ͑82͒ is analyzed in a similar manner, and z 2 also will include a solution of the homogeneous part of Eq. ͑82͒. To avoid secular terms, the contribution of all the resonant terms on the right-hand side of Eq. ͑82͒ has to vanish, leading to the second-order solvability condition:
͑88͒
Equation ͑88͒ determines the T 1 dependence of the amplitude B. Consistency between Eqs. ͑86͒ and ͑88͒ will turn out to be a major limitation on the application of the method of multiple time scales. As in the method of normal forms ͓see Eqs. ͑11͒ and ͑12͔͒, a comment is in order regarding error estimates. An error of the magnitude defined by Eq. ͑11͒ is obtained if the nearidentity transformation contains higher-order corrections through O(⑀ N ), as in Eq. ͑10͒. Concurrently, for each term, z k , kрN, in the approximate solution, we find the dependence of z k on T 0 , T 1 ,...,T Nϩ1Ϫk . Thus, we have to find the dependence of z 0 on T 0 , T 1 ,...,T Nϩ1 , of z 1 on T 0 , T 1 ,...,T N , of z 2 on T 0 , T 1 ,...,T NϪ1 , etc. A major point that we will discuss in the following is that often the method of multiple time scales does not yield the dependence on the higher time scales, and we must augment the method with additional information to find that dependence.
VI. APPLICATIONS OF THE METHOD OF MULTIPLE TIME SCALES
A. The Duffing oscillator
For F(z 0 ,z 0 *) of the Duffing oscillator ͓see Eq. ͑6͔͒, and ͑83͒ for z 0 , Eq. ͑81͒ becomes
The first and third terms on the right-hand side of Eq. ͑89͒ are the resonant terms. Their elimination yields the firstorder solvability condition,
If we write A in the form,
we readily find
Thus, the magnitude of the amplitude A is independent of T 1 , and hence its phase is linear in T 1 . Now that we have eliminated the resonant terms in Eq. ͑89͒, the solution for z 1 is readily found to be We 
͑94͒
To avoid secular terms in z 2 , all the terms that are proportional to exp(ϪiT 0 ) must be eliminated from Eq. ͑94͒. This condition yields the second-order solvability condition:
and its complex conjugate may be regarded as linear, first-order differential equations for the T 1 dependence of B and B*. However, because it contains the derivative of the amplitude A with respect to T 2 , it also can be viewed as a constraint on A. Thus, we must check if the two solvability constraints, Eqs. ͑90͒ and ͑95͒, are mutually consistent. This check can be done by either solving Eqs. ͑90͒ and ͑95͒ directly or by requiring that derivatives of A with respect to T 2 and T 1 commute,
when the derivative D 2 is applied to Eq. ͑90͒ and D 1 is applied to Eq. ͑95͒. For the Duffing oscillator, both ways are simple and easy to implement, while in more complicated systems, one way may be more advantageous than the other. We now perform the analysis in these two ways. Problem 5. Derive Eq. ͑95͒. Direct solution of solvability conditions. If we multiply Eq. ͑97͒ by A* and its complex conjugate by A and use Eq. ͑90͒, we obtain
Because ͉A͉ is independent of T 1 ͓see Eq. ͑92͔͒, the term D 2 (AA*) in Eq. ͑97͒ also is independent of T 1 . Hence, the solution for A*BϩAB* is
Consequently, Eq. ͑98͒ generates in (A*BϪAB*) terms that are linear and quadratic in T 1 : 
͑100͒
Equations ͑99͒ and ͑100͒ yield the general solution of B with H and J real-valued functions.
Over the time span tϭO(1/⑀) for which the approximation is valid, powers of T 1 in B need not be eliminated: They do not spoil the ordering of the expansion in terms of progressively smaller terms, because ⑀B contains contributions proportional to
Problem 6. What happens to the magnitude of (A*B ϩAB*) of Eq. ͑99͒ for tϭO(1/⑀ 2 )? The T 2 dependence of A is undetermined by Eqs. ͑90͒ and ͑95͒. To specify it, we must either provide additional input, extraneous to the method, for example, initial data for T 1 ϭ0. A common way to fix the T 2 dependence of A is to require that the solution be constructed solely out of periodic functions. To avoid aperiodic terms, Eq. ͑97͒ must be broken into
which implies that
Hence, ͉A͉ is independent also of T 2 . If we use the same reasoning in Eq. ͑98͒, we must require
and
which implies ͑ A*BϪAB*͒ϭiJ͑T 2 ,T 3 ,...͒. ͑106͒
Consequently, we find that, through O(⑀ 2 ), the dependence of A on T 1 and T 2 factors into a product of phase terms, each depending on one time scale only ͓although the T 2 dependence of (A*BϩAB*) is still unknown͔:
This pattern recurs in higher orders if we require that the solvability conditions be satisfied solely by periodic functions. If this requirement is not imposed, then the dependence of the amplitudes on higher time scales, T n , nу2, depends on our choice of the initial data at, say, T 1 ϭ0.
With the choice that the solution does not contain powers of T 1 , Eqs. ͑103͒, ͑106͒, and ͑90͒ lead to
Note that the T 2 dependence of A still cannot be determined unless additional input is provided. Part of the dependence has been found due to the requirement that, through O(⑀ 2 ), the solution does not contain powers of T 1 . This requirement led to the result that ͉A͉ does not depend on T 2 . However, it is not obvious that the choices made up to this point are consistent with the solvability conditions in higher orders. Because we have limited our analysis to second order, we only state the answer: For the case of the Duffing oscillator ͑and all single-oscillator systems with energy conserving perturbations͒, the choices are consistent. Finally, we still do not know the dependence of A , the phase of A, on T 2 . Help comes from observing that, in this order, the solvability conditions leave ͉B͉ free, allowing, in particular, ͉B͉ϭ0. This choice completes the T 2 dependence of A and yields a simple expression for A :
Note that the T 1 dependence of B , the phase of B, is the same as that of A , leading to another choice for B that has aesthetic appeal ͑and also is consistent with the higher-order solvability conditions͒:
With this choice. A , and, hence, A, become independent of T 2 , and Eq. ͑104͒ becomes
In the analysis in higher orders, the requirement that the dependence of the amplitudes be expressed in terms of only periodic functions ͑that is, exponential phase factors͒, implies that A, B, and the free amplitudes that appear in higher orders will all have the same time dependent phases. Consistency of solvability conditions. The constraint for consistency between the two solvability conditions is obtained by applying D 2 to Eq. ͑90͒, D 1 to Eq. ͑95͒, and requiring that Eq. ͑96͒ be obeyed ͓using Eq. ͑95͒ repeatedly͔. The result yields the T 1 dependence of B:
Because Eq. ͑112͒ is homogeneous, Bϭ0 is an allowed choice. Similarly, the use of Eq. ͑90͒ shows that the choice of Eq. ͑110͒ also is an allowed solution of Eq. ͑112͒. We end our analysis of the Duffing oscillator by noting that the multiple time scales results are completely parallel to those of the method of normal forms. For instance, in the latter method, the free term in z 1 is a resonant term, that is, proportional to z 0 ͓see Eq. ͑26͔͒. The equivalent statement in the multiple time scales method, if the time dependence of the solution is constructed only from periodic functions ͑that is, there are no powers of T 1 in the solution͒, is that B has the same phase as A. Also, the choice Bϭ0 is the equivalent to the choice ␣ϭ0 in Eq. ͑26͒, and the choice of Eq. ͑110͒ is the equivalent of the minimal normal form choice of ␣ϭ17/64, mentioned toward the end of Sec. IV A.
B. The oscillator with cubic damping
The Duffing oscillator is representative of dynamical systems to which an energy conserving perturbation is added. The methods of normal forms and multiple time scales are completely equivalent, and there is a one-to-one correspondence of the results. In particular, any choice of the free terms in the normal form analysis has a corresponding choice in the multiple time scales analysis and both methods yield the same functional form for the approximate solution. The two examples of dissipative systems to be discussed in the following represent obstacles encountered in the method of multiple time scales, which are not encountered in the normal form analysis. These difficulties occur in the multiple time scales analysis of most linear dynamical systems that are subject to a nonlinear perturbation, be they systems of one degree of freedom with a nonconservative perturbation, or Hamiltonian systems with more than one degree of freedom.
Because the analysis has been presented in detail for the Duffing oscillator, we skip some of the steps in the analysis of the cubically damped oscillator, and only discuss the results and the important points. The zero-order solution, z 0 , is given by Eq. ͑83͒. The first-order correction is found to be 
A and (AA*) 0 do not depend on T 1 , but may be functions of T 2 , T 3 ,... .
We multiply Eq. ͑129͒ by A* and employ Eqs. ͑127͒, ͑129͒, ͑132͒, and ͑133͒, and obtain for the real and imaginary parts:
where G is a free real-valued function. Although all the terms in Eq. ͑136͒ fall off exponentially, their ordering in the perturbation series is destroyed if the T 1 linear term is not eliminated in Eq. ͑136͒. To eliminate this term, we impose
We note that the left-hand side of Eq. ͑135͒ is independent of T 1 ͓see Eq. ͑132͔͒. The integration of Eq. ͑135͒ over T 1 , therefore, yields ͑with H a real valued function͒: The characteristics of the solution are obviously the same as in the method of normal forms. Namely, through second order, the zero-order term asymptotes to a limit circle of radius 2. Had we continued the analysis to third order, we would have found an ⑀ 2 correction to the radius of the limit circle. However, here comes the difference. In the method of normal forms, we saw that it is possible to choose the free term in first order to vanish ͓ f 1 of Eq. ͑61͔͒. The equivalent requirement here is
Bϵ0. ͑143͒
However, unlike the energy conserving Duffing oscillator, the solvability conditions impose restrictions on this choice. From Eq. ͑142͒ we find that due to the T 1 dependence of A, Eq. ͑143͒ is satisfied only if the solution vanishes identically or is already on the limit cycle:
Aϭ0, ͑144͒
AA*ϵ4. ͑145͒
The choice of Eq. ͑145͒ makes AA* independent of all higher time scales. That is, the zero-order term must be chosen as the asymptotic circle with radius 2:
VII. CONCLUDING COMMENTS
Our goal has been to give a tutorial on the application of two commonly used perturbation methods, normal forms and multiple time scales. To simplify the discussion, the analysis has been confined to single oscillator systems that are subject to nonlinear perturbations. We have shown the effects of typical nonlinear perturbations: modification of the period for energy conserving perturbations and damping-or limitcycle phenomena for dissipative perturbations. Both perturbation methods focus on the manner in which the perturbation modifies the zero-order approximation in comparison with the naive expansion. In both methods, the effect of the perturbation on the solution for the zero-order approximation is identified as the resonant terms that are generated by the perturbation in every order. If, as is done in the naive expansion, they are not accounted for by their effect on the zeroorder term, they lead to the emergence of secular terms. The goal is to generate a zero-order approximation that contains the major physical effects of the perturbation, but is still a small modification of the solution of the unperturbed equation.
Our analysis has stressed the role played by the freedom inherent in perturbation theory. There is a one-to-one correspondence between the exploitation of this freedom in the application of the two methods to a harmonic oscillator that is modified by an energy conserving perturbation. This correspondence is lost when the methods are applied to dissipative systems for which only a subset of the choices available in the method of normal forms is allowed in the method of multiple time scales.
Because both methods have been applied to a much wider class of systems, we know that the loss of freedom in the multiple time scales method extends beyond the systems with a single degree of freedom and applies to most dynamical systems of physical interest. We provide here an intuitive argument. Consider a system of two harmonic oscillators that have equal unperturbed frequencies and are coupled by an energy conserving interaction. The combined system is energy conserving. However, because of the equality of the unperturbed frequencies, energy flows efficiently back and forth between the two oscillators due to the coupling between them. ''Efficiently'' means that, although the coupling is weak, characterized by a small parameter, ⑀, the energy flow between the two oscillators, while slow ͓becoming significant only for tϭO(1/⑀)], is not small. Thus, each subsystem looks like a dissipative one. The multiple time scales analysis of this system reveals that the freedom of choice of the free amplitudes is limited by the requirement that the solvability conditions for different orders be mutually consistent. 46 The same applies to the application of the multiple time scales method to systems described by PDEs, because they are systems with an infinite number of degrees of freedom. ͑For example, expanding the solution in a Fourier series in the spatial coordinate, leads to an infinite set of ODEs for the time dependence of the Fourier coefficients.͒ The lesson from the examples discussed here is that in every application of the method that goes beyond a first-order analysis, the choices made for the perturbative solution must ensure that the solvability conditions for different orders be obeyed in a mutually consistent manner.
The application of the normal forms method to systems of physical interest of spatial extent encounters other unexpected difficulties. For example, if a small nonlinear perturbation is added to the Burgers equation ͑which describes the propagation of shock waves in a fluid or traffic flow on a highway͒ or the Korteweg-de Vries equation ͑which describes the propagation of shallow water waves͒, then new consistency problems called ''obstacles to integrability'' are encountered. 18 -22 The unperturbed equations have interesting nonlinear wave solutions ͑for example, solitons͒. Often, the perturbative expansion generates terms that spoil the simple structure of the unperturbed solution, and the zero-order approximation ͑which is determined by the normal form͒ may not have the same wave structure. 
