Abstract. Three stochastic search techniques have been used to find the optimal sequence of operations required to restore supply in an electrical distribution system on the occurrence of a fault. The three techniques are the genetic algorithm, simulated annealing and the tabu search. The performance of these techniques has been compared. A large distribution system of over 29 substations, 2500 nodes and 120 feeders has been used.
Introduction
Whenever there is a fault in an electrical distribution system, in order to ensure minimal reduction in system reliability, the areas without supply should be supplied with power as soon as possible. Even though repairing the fault may take a while, it is often possible to quickly restore power to areas isolated by the fault if they can be temporarily connected to some neighbouring feeders which can take the extra load. For this purpose, normally open links between neighbouring parts of the network are generally provided in large distribution systems. Restoration of supply through alternate routes thus basically entails finding a sequence of connections and disconnections of line sections so that all areas of the network are fed. While doing this, care is taken to see that there is no overloading of system components such as transformers, buses, switchgears and line sections. There may be many feasible alternative solutions and it is desirable to find the optimal one. This normally involves finding the route where minimum use of switchgear has to be made.
Different techniques have been suggested in the literature to determine the optimal sequence of operations required for system restoration. Curcic et al (1996) present a review of some of the papers. The use of classical integer programming techniques has been reported by Aoki et al (1987 Aoki et al ( , 1989 . Aoki et al (1987) maximise the sections fed, while taking into account the constraints of line capacity and feeder capacity; in the later paper (Aoki et al 1989) , the voltage drop is also added to the constraints. A knowledge-based approach is investigated by Sakaguchi & Matsumoto (1983) , Lee et al (1988) and Liu et al (1988) . An expert system has been developed in PROLOG (Lee et al 1988; Liu et al 1988) and the rules are coded using LISP (Sakaguchi & Matsumoto 1983) . Search techniques have also been presented (Morelata & Monticelli 1989; Susheela Devi et al 1990 , 1991 , 1995 . A binary search tree is used (Morelata & Monticelli 1989) where every switch is set to 0 or 1. Susheela Devi et al (1990, 1991, 1995) use a search technique where the search is guided by appropriate heuristics. Time-of-day loading is also considered here, where the load considered is the maximum load for a few hours after the fault occurs, by which time it is likely to be repaired. Curcic et al (1997) classify the loads according to their importance into four levels, which play a role if load shedding is required. Hsu & Kuo (1994) use a fuzzy objective function, where the section loading and the number of switchgear operations are represented by membership functions.
All the above techniques are deterministic in nature. The use of stochastic techniques for this problem does not seem to have been adequately investigated. The reasons for this may be the following.
(1) The standard formulation of stochastic techniques such as the genetic algorithm, simulated annealing technique and tabu search use fixed length strings. Encoding this type of network problem by fixed length strings would lead to extremely long strings which are unwieldly to handle. (2) It is the general impression that the time taken by these techniques to produce solutions is too long for practical use. (3) Since analysis of these techniques is difficult, the confidence in the solutions generated may not be high enough to justify their use in critical sectors such as the electric power sector.
In order to address these concerns we have experimented with representations for a large distribution system pertaining to a metropolitan city in India. It is to be noted that the time for obtaining a solution for this problem is not so critical and even taking 10±20 minutes for solving it is permissible. In this paper, we report the use of flexible length strings that are compact and easy to handle. The average time taken for any fault is well within limits and the solutions obtained are identical to those obtained by Susheela Devi et al (1995) .
The three techniques studied have some similar features. All of them have a current candidate solution(s). These solution(s) have to be evaluated and given a figure of merit which is called the fitness function. Some method has to be used to generate the next candidate solution(s) from the present candidate solution. In the genetic algorithm we have operators like selection, crossover, mutation etc. applied on the candidate solutions to yield the next generation of candidate solutions. In the simulated annealing and the tabu search, we talk of generating a neighbour to the present candidate solution.
Candidate solutions
All the three stochastic search techniques work with a set of one or more candidate solutions. We first describe briefly the form used to represent candidate solutions (x 2.1), generated during the search process. The simulated annealing and the tabu search techniques need neighbouring trial solutions to move from one trial solution to another. Section 2.2 gives details of how the neighbouring trial solutions were generated. During the search process, each candidate solution needs to be evaluated for its quality in solving the problem. Section 2.3 gives the objective function used for evaluating the solutions generated. This objective function is called the fitness function. The representation of the candidate solution and the fitness function were kept the same for all the three stochastic techniques.
2X1 Representation
In the large distribution system considered by us, each node in the network is labelled with a 4-digit or 5-digit number. These numbers are not used in any computation but only serve to uniquely identify each node and the line sections between the nodes. As mentioned earlier, the solution for system restoration is a sequence of operations that specify which line sections need to be open circuited and which are to be energized. Such a sequence is represented in the form of a string where each element of the string is the label of a node. The first two elements of the string are interpreted as the line section that needs to be added to the network, the next two elements are then taken as representing the line section to be removed from the network and so on. Since the number of such operations for a solution cannot be fixed a priori, the length of the string is left unspecified.
As an illustration of this representation scheme, consider the network shown in figure 1. If there is a fault in section 6±9 and a candidate solution is Connect 10±18, then the string representing this solution is
18X
If a candidate solution were to be Connect 10±18, Disconnect 17±19 and Connect 19±26, then the string representation would be 10 18 17 19 19 26X
2X2 Finding a neighbouring string
In the simulated annealing and the tabu search technique, at every iteration there is a current trial solution for which a set of one or more neighbouring trial solutions need to be generated. The set of neighbouring trial solutions is generated using the following rules.
Replacing the first connect section with another available tie section. Appending one or more disconnect±connect pairs to the current trial solution. Removing one or more disconnect±connect pairs from the current trial solution. Replacing one or more disconnect±connect pairs by other disconnect±connect pairs.
The sections connected or disconnected in the formation of any trial solution are always selected at random from a list of line sections that were physically present and available in the actual distribution network. The neighbouring trial solutions formed may not always be feasible i.e. these operations may produce network configurations with isolated parts or with meshes. For example, in figure 1 where there is a fault in section 6±9 the following trial solution, 10 18 23 25 24 35Y produces a network configuration where sections beyond 23±25 are isolated. It also produces a mesh connection where the feeders numbered 20 and 28 feed the same set of nodes.
2X3 Fitness function
The following factors were considered in designing a fitness function suitable for the restoration problem.
The distribution system must be a radial network. All isolated areas must eventually be fed. System components must not be overloaded. The number of switchgear operations to be made during the restoration process should be minimum.
The first two criteria address the admissibility of a candidate solution and the last two provide a measure of its quality or fitness. Only those networks corresponding to admissible candidates need to be evaluated for the presence of overloaded components and the number of switchgear operations. Hence the fitness function is designed to eliminate the need for load flow computations on networks produced by inadmissible candidate solutions. Keeping in view the requirement that all admissible candidate solutions must have higher fitness values than any inadmissible solution, the fitness function is formulated as given below.
If IS 0 and MESH 0 then The fitness values computed by the above function lie between 0 and 2. All infeasible solutions have values between 0 and 1, whereas feasible solutions have values between 1 and 2. The higher the fitness value, the better the solution.
Techniques used
In this section, we describe the three stochastic techniques, namely the genetic algorithm, simulated annealing and the tabu search technique as implemented by us.
3X1 Genetic algorithms
The basic operating principles of genetic algorithms (Goldberg 1989 ) are based on the principles of natural evolution. There are many variations of the genetic algorithm but the basic form is the simple genetic algorithm. This algorithm works with a set (or population) of candidate solutions (individuals comprising the population) represented as strings. The initial population consists of N randomly generated individuals where N is the size of the population. At every iteration of the algorithm, the fitness of each individual in the current population is computed. The population is then transformed in stages to yield a new current population for the next iteration. The transformation is usually done in three stages by sequentially applying the following genetic operators: (1) Selection, (2) crossover, and (3) mutation. In the first stage, the selection operator is applied as many times as there are individuals in the population. In this stage every individual is replicated with a probability proportional to its relative fitness in the population. The population of N replicated individuals replaces the original population. In the next stage, the crossover operator is applied with a probability P c , independent of the individuals to which it is applied. Two individuals (parents) are chosen and combined to produce two new individuals (offspring). The combination is done by choosing at random a cutting point at which each of the parents is divided into two parts; these are exchanged to form the two offspring which replace their parents in the population. In the final stage, the mutation operator changes the values in a randomly chosen location on an individual with a probability P m . The algorithm terminates after a fixed number of iterations and the best individual generated during the run is taken as the solution.
The genetic algorithm used by us is a variation of the simple genetic algorithm in which two additional stages are incorporated in the transformation process to facilitate the solution of the restoration problem. The two new operators corresponding to these stages are (a) merging, and (b) extension. The application of the merging operator is similar to that of the crossover operator except for the creation of offspring from their parents. Only a single offspring is created by removing the first two elements (corresponding to a connect section) of one parent and appending the resulting substring to the other parent. This offspring replaces one of the parents in the population. The extension operator is used in the same way as the mutation operator except that this operator merely appends a new disconnect±connect pair to the individual. The appended pair is randomly selected from the list of available line sections physically present in the network.
The implementation of the genetic algorithm with the two additional problem specific operators is as follows.
(1) Set the population size N, the probability of crossover P c , the probability of mutation P m , probability of merging P merge , probability of extension P e , and the maximum number of iterations MAXIT.
(2) Form the initial current population P of trial solutions and evaluate the fitness value of each individual. Set K 0. (3) Set K K 1X (4) Generate P1 from P by applying the selection operator. (5) Transform P1 to P2 using the crossover operator. (6) Transform P2 to P3 with the merging operator. The representation of trial solutions and the fitness function used in the algorithm above are as described in xx 2.1 and 2.3 respectively. Two-point crossover is used where the crossover points are not permitted to fall in the middle of a disconnect±connect pair. Mutation is by replacing the disconnect section of a disconnect±connect pair by another disconnect section.
3X2 Simulated annealing
The simulated annealing approach (Kirkpatrick et al 1983) is based on the idea of a process in metallurgy called annealing. The algorithm is started with a random trial solution S 0 to the problem. Each trial solution S 0 has an associated fitness value E 0 , which is computed by the problem-specific objective function. A neighbouring trial solution S 1 is generated from S and E 1 is evaluated. If E 1 b E 0 then S 1 is accepted as the current solution, otherwise it is accepted with a probability expÀE 1 À E 0 aT where T, the temperature, is the control parameter. The process is started with an initial value of T which is slowly reduced. At first, with large values of T, the probability of accepting an inferior solution is high but as T is reduced the probability decreases. The process is run till a prespecified final temperature is reached.
The simulated annealing algorithm is implemented as follows.
(1) Set the initial temperature T 0 , the final temperature T f , the cooling rate G and the number of inner loop iterations MAXIT. (2) Generate a random initial trial solution S 0 and evaluate its fitness E 0 . Set K 0. (3) Set K K 1. (4) Generate a neighbouring trial solution S 1 and evaluate its fitness E 1 . (5) If E 0 b E 1 then calculate the probability
The simulated annealing procedure is started with a randomly generated current candidate solution represented as detailed in x 2.1. The fitness values of the candidate solutions generated are calculated with the fitness function given in x 2.3. The method used for determining the neighbouring configuration is described in x 2.2.
3X3 Tabu search
In the tabu search technique (Glover 1990; Al-Sultau 1995) , a current solution and a set of its neighbours are maintained. The objective function values of the solutions in this set are computed. The best neighbour is then taken as the next current solution if it is permitted. Once a neighbour is taken as a current solution, it is put into a tabu list. The tabu list is a list of all trial solutions that have been chosen as current solutions in the recent past. At any point, it is not permissible to consider trial solutions existing on the tabu list for selection as the next current solution. Instead, the best neighbouring solution not on the tabu list is chosen as the current solution. A new set of neighbours for the new current solution is generated. This process is repeated for a fixed number of iterations. The best solution generated so far is taken as the final solution.
The tabu search as implemented by us can be described as follows.
(1) Set the maximum number of iterations (ITMAX), the number of neighbours (NTS) and the tabu list size (MTLS). The tabu search is begun with a randomly generated trial solution represented as in x 2.1. The method used for generating the neighbouring trial solutions is as detailed in x 2.2. The fitness value of the trial solutions is calculated with the objective function described in x 2.3.
Results
The distribution network used in our experiment comprises over 29 substations, 2500 nodes and 120 feeders with 175 normally open tie sections available. Figure 2 shows a small part of this network. Each of the three stochastic search techniques implemented as described in x 3 is applied for faults at random locations in the network. A typical set of values for the parameters used in the experiment is tabulated below.
Fitness function

W1
: 0.8 W2 : 0.5 LIM : 2 * (normal feeder peak load)
Genetic algorithm
Population size N : 50 Probability of crossover P c : 0.6
Probability of mutation P m : 0.01 Probability of merging P merge : 0. As mentioned in x 3, the best solution generated during any run is chosen as the optimal solution. The time taken for the generation of the optimal solution for a given fault for ten runs of each technique is recorded. Table 1 presents the average time taken by the three stochastic search techniques for a few fault locations.
From table 1 it is clear that tabu search is faster than the other two stochastic search techniques. Hence additional experiments are made with this technique for more complex faults (that is, requiring more switching operations for restoration). The average time taken to generate the optimal solution is determined as before and tabulated in table 2.
Discussion
The representation described in x 2.1 to encode trial solutions is fairly compact and easy to work with even though the algorithm may require a large population or a large number of neighbours. This method of representation is quite general and may be used for other network problems of this nature. Regarding the memory requirement, tabu search, which is the fastest of the three techniques, requires the storage of all the neighbours generated. Genetic algorithm also requires a lot of storage since a population of potential solutions has to be maintained at every generation. The simulated annealing technique requires only a single trial solution to be used at every stage and the memory requirement is very little.
An observation made while running any of the stochastic search techniques was the number of infeasible solutions that were generated along the way. These were not suppressed since it was felt that the search process could benefit by using them as stepping stones in the search for better solutions. In any case, the presence of infeasible solutions was not a problem during the search process as the objective or fitness function guiding the search was designed to severely penalise such solutions automatically.
It is very difficult to provide a rigorous mathematical analysis of the pragmatic behaviour of the stochastic techniques described in this paper. These techniques require to be tuned, that is, the values for the parameters need to be set by trial and error. However, they are known to determine, with a high degree of probability, the global optimum in many problem domains. It is interesting to note that all these techniques produce the same solution for any given fault.
Among the three, tabu search obtains the solution faster on an average. However these techniques are amenable to implementation on parallel processors (Moser 1999). While we have not tried it out, we expect this could significantly reduce execution time making it comparable with any deterministic search technique. 
