Abstract. The present paper focuses on a new methodology to quantitatively evaluate finite element calculations on incremental sheet forming (ISF). ISF is a new manufacturing process for prototypes and small lot sizes. In ISF, a part is manufactured by the CNC-driven movement of a simple tool, giving rise to very challenging problems concerning the efficient modeling of the alternating contact conditions and the material's response to the cyclic deformation. The quantitative validation of the finite element analysis is achieved by an optical deformation measurement system which has been enhanced by a new calibration procedure, yielding a precisely defined local coordinate system for deformation measurements during forming. In combination with mapping algorithms for large point sets, this allows for a quantitative validation of process simulations and material input data.
Introduction
The Incremental CNC Sheet Forming (ISF) process is a relatively new manufacturing process for small series production and prototyping of sheet metal parts [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . In ISF, complex shapes can be realized by the CNC movements of a simple tool in combination with drastically simplified dies, sometimes even without dedicated tooling.
The typical variants of the incremental CNC sheet forming process involve several concepts for supporting dies. Most commonly, a distinction can be made between single point incremental forming (SPIF) and two-point incremental forming (TPIF) as shown in Fig. 1 . The generic features of all process variants of ISF are that a sheet metal blank is clamped into a blank holder and incrementally shaped by a simple tool that moves along a CNC tool path which has been calculated from the CAD-model of the desired part. In the standard ISF strategies, the tool path consists of a sequence of 2D contour lines at a constant vertical position with a small vertical pitch in-between. Since the present paper focuses on optical deformation measurement online during forming, only the SPIF process variant will be considered, since it does not require dedicated tooling, and allows for an observation of the sheet's underside during forming.
In SPIF, the part is shaped by the movement of the tool with the blank holder fixed at constant vertical position. In order to obtain a clearly defined part contour at z = 0, the bending edge is usually supported by means of a backing plate. This variant of ISF has been put forward by Matsubara [2] and was further investigated by Jeswiet [3] and Bramley [4] . In [5] , Jeswiet describes the use of SPIF to manufacture a car headlight. Filice and Micari [6] have investigated the influence of the process parameters on the outcome of SPIF, with special emphasis being placed on the forming limits of different materials when subjected to an incremental forming operation.
When standard tool path strategies are used (i.e. tool paths adapted form z-level machining), ISF shows two predominant process limits, namely excessive sheet thinning on steep part areas and in many cases an insufficient geometrical accuracy. As a consequence, customer specifications on thinning and dimensional tolerances can only be met by a rigorous optimization of the tool path. A study based on market segmentation techniques conducted by Allwood and Duflou [12] revealed that many potential process applications of ISF are currently not tractable with ISF because of the limited geometrical accuracy.
Lately, several approaches for an experimental trial-and-error tool path optimization have been put forward (see, e.g. [13] ). Although successful benchmark applications have proven the feasibility of the new strategies, the experimental effort inherent in optimization based on experiments is often intolerable. This can be attributed to the fact that there is at present no general solution to the problem of tool path optimization. Rather, every part to be made by ISF seems to be an individual case requiring a dedicated and adapted strategy.
Consequently, process models based on finite element analysis (FEA) are currently under development in order to gain more insight into the process mechanics of ISF and to help reduce the experimental effort inherent in tool path optimization.
Finite Element Analysis of ISF
Several approaches are feasible to perform a finite element analysis of ISF. Depending on the goal of the investigation, the user can choose between different solution methods, e.g. an implicit or explicit FEA, between several element formulations, constitutive equations, contact algorithms and so on. Modern FE codes offer a huge variety of elements and constitutive equations to allow for a wide range of applications. It is well known that depending on the element integration and loading conditions, several numerical effects may occur, e.g. shear "locking" behaviour with fully integrated first-order brick elements in bending. While elements with reduced integration do not show locking, they are prone to hourglassing. Thus, the user will have to choose the right type of hourglass controls along with suitable parameters for a specific application. When explicit time incrementation schemes are chosen, the user has to carefully apply either mass scaling or to scale the process duration in order to decrease the computational effort.
All of the above mentioned choices and parameters, either related to numerical aspects or the constitutive behaviour, will affect the outcome of the FEA. Consequently, with growing complexity of the models, the user has to spend a considerable amount of time validating the FEA by experimental results.
In this context, the present paper shows a way to quantitatively compare FEA results to experimental results recorded online during the process. The method is based on optical deformation measurements using standard equipment enhanced by a new method of obtaining an exactly defined coordinate system in the experiments.
Optical deformation measurement
The optical deformation measurement system ARAMIS has been used to record displacement and strain fields online during forming. As mentioned before, single point forming will be considered, as it allows to access the underside of the sheet during forming. The ARAMIS system consists of two high resolution CCD cameras in combination with photogrammetric software. The cameras are
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placed under the blank holder, facing a circular hole in the backing plate as the area of interest (see Fig. 2 ). A statistical black and white pattern has been applied to the sheet, allowing for the detection of facets by their characteristic grayscale distribution. The calibration procedure has been performed in-situ after the camera system has been mounted on the x-y-table, keeping the risk of decalibration to a minimum. Fig. 2 gives the major strain on the considered part as an example output obtained using ARAMIS. 
Benchmark example
A simple example has been chosen in order to validate the FEA: the forming of an axisymmetric cup made of 1.5 mm DC04. The tool path for this experiment is depicted in Fig. 3 . It describes a cone opening up from 0 mm diameter at z = 0 mm to 115 mm at z = -25 mm. During forming, the sheet will be clamped on a 6 mm thick steel backing plate with a circular hole of 120 mm diameter (see Fig. 2 ). The tool path consists of five circles with a vertical pitch of 5 mm in-between. 
Synchronization of FEA and experiment
In order to quantitatively compare FEA results with experimental results, the following prerequisites have to be met:
Synchronized frame of reference:
The results have to be provided in the same coordinate system in both FEA and experiment.
Spatial synchronization:
The tool paths in simulation and experiment have to be synchronized.
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Temporal synchronization:
The results in the experiment have to be recorded at clearly defined stages of the process. For the same points in time, output has to be provided by the corresponding finite element analysis.
When these conditions are met, a mapping can be performed in order to quantitatively compare the results. Definition of a coordinate system for ARAMIS. Since the tool movement in the experiment is performed within the coordinate system of the CNC machine, the coordinate system for the measurement system can be calibrated by means of the forming tool. Therefore, a random black and white pattern is applied to the tool, and the tool is placed consecutively on three positions that are precisely defined by the CNC servo control. On these three positions, the tool is recorded by the CCD camera system. After evaluating the pattern on the tool, 3D surface points are available for each of the three tool positions. Now the surface points belonging to the tool tip are chosen and a sphere is fitted to each data set obtained at the different positions. Fig. 4 a) shows the tool with the spray pattern as seen by the ARAMIS system. Among the highlighted facets which have been identified by ARAMIS, a selection of 3D points belonging to the half-spherical part of the tool has been made in order to fit a sphere to the actual tool tip. The fitting results are given in Fig. 4 b) . It is worth mentioning that all of the steps described above can be done using the ARAMIS software package. Thus the tool positions can be used directly to perform a coordinate transformation on the results obtained later during forming, since a coordinate system can be uniquely defined by three non-collinear points. In the example given here, the three points The tool positions were found to be defined with an accuracy of approximately 0.05 mm which is in the same order of magnitude as the accuracy of the CNC control system. Spatial synchronization. The tool path in Fig. 3 has been generated using an "ISF workbench" for tool path generation and manipulation developed at the institute of materials technology and precision forming. Besides the possibility to generate tool paths for simple parts with a number of freely adjustable process parameters, this package allows for an output to the servo controller of the ISF machine as well as for the translation of the CNC code (G-code) into the input file format as Temporal synchronization. For temporal synchronization, the "ISF workbench" allows to add socalled "breakpoints" to the tool path. These "breakpoints" represent points in time where a comparison between FEA and deformation measurement shall be performed. Setting a breakpoint will result in a CNC-code that halts the machine at a predetermined position, allowing to record the deformation at a clearly defined stage of the process. For the same tool positions, output will be automatically generated from the ABAQUS finite element analysis. This is achieved by a feature of the "ISF workbench" that outputs the complete step definition for the ABAQUS job which can be written into an existing ABAQUS input file template.
Quantitative comparison of FEA and experiments
The experiment has been conducted using the set-up as described above. Five breakpoints have been used for image acquisition during the process (Fig. 3) , i.e. the deformation is recorded while the tool is being halted at the breakpoint positions. After image acquisition, the tool movement is resumed. The corresponding FEA is performed using ABAQUS/Standard. The sheet is meshed with 2304 shell elements with nine through-the-thickness integration points. The DC04 sheet is modeled as an elasto-plastic material with isotropic hardening. The friction is assumed to be 0.05 between tool and sheet, and 0.15 between sheet and backing plate. The FEA took 7.32 hours of CPU time on a 2.6 GHz Pentium IV computer. With a mean increment size of 0.004 s, 1341 increments were needed to complete the calculation. An average value of two so-called "severe discontinuity iterations" per increment were necessary to achieve a consistent contact state between two adjacent iterations. With about 4.5 iterations per increment, the "severe discontinuity iterations" amount to about 44% of the total number of iterations. This indicates that implicit modeling of ISF is hugely aggravated by the continuously alternating contact conditions.
For the whole process, a fictitious time of 5.31 s is used. This corresponds to the duration of the process in reality at full tool speed, i.e. if acceleration and deceleration are neglected.
For shell elements, the user can choose from two different integration methods to calculate the cross-sectional behaviour of a shell: Simpson's rule and Gauss quadrature. Although Gauss quadrature provides greater accuracy than Simpson's rule when the same number of integration points are used, none of the Gauss points will be situated on the underside of the blank. Since the results are given exclusively on the underside of the blank in the deformation measurement, Simpson's rule has been used for the section integration of the shells.
In ISF, the deformation contains transverse shear strains, which result in different values for the major and minor strain depending on the locus of evaluation. This is illustrated on the left-hand side of Fig. 5 by means of a plot of the principal strains as obtained by the FEA for the top and bottom layer of integration points.
Since the deformation measurement can only access the strains on the underside of the sheet, it is impossible to reconstruct precise sheet thickness values upon this information when transverse shear strains are present. This is shown on the right-hand side of Fig. 5 by a comparison of the sheet thickness as calculated from the section behaviour of the shells and the sheet thickness as obtained from the major and minor principal strains on the bottom surface assuming volume constancy. Consequently, a quantitative evaluation of the FEA will be given for
• the geometry in simulation and experiment Evaluation method. Due to the shape of the part and due to the limited space under the x-y-table, the deformation measurement will not deliver information for the complete part but only for a certain area. The typical range where measurements can be performed during the experiments can be seen on the right-hand side of Fig. 2 . Typically, the forming process will result in protruding features of the part which will cast shade on other part areas or completely hide them from the view of the CCD cameras. Further to that, irregularities in the statistical pattern applied to the sheet may lead to the loss of information on some of the facets. Nevertheless, in most cases, about one quarter of the part will be accessible to optical deformation measurement. In contrast, the FEA provides full-field information on the whole domain of the blank. Therefore, one quarter of the finite element mesh has been chosen as a reference for the illustration of the comparison between FEA and the experiment. Evaluation of geometry. The deformation measurement provides its output on a set of 3D points describing the surface of the part:
. Typically, n will be in the range of approximately 5,000-10,000. A quantitative comparison of the measured points to the results obtained by FEA involves the calculation of distances between two surfaces. This is accomplished in the following way: First, surface normals are calculated for every point from S. The surface
are based on a bicubic fit of the point set which allows for a quick and robust calculation. The set of surface points in combination with the corresponding set of unit normal vectors are then used to construct a set of straight lines emerging from the surface S. Finally, in order to compute the distance to the FE mesh, we compute the intersection points of these straight lines with the FE mesh. Therefore, we assume that an explicit functional representation of the FE mesh is given: z = F(x, y). This is in the present case ensured by a Delaunay triangulation of the mesh nodes allowing to quickly interpolate the z value of the FE mesh for a given point (x, y) in the plane. Then, the following condition must hold for the intersection points:
This nonlinear scalar equation is solved by a Newton-Iteration for every straight line. Since unit normal vectors are used, λ i represents the desired distance measure. Fig. 6 shows a 3D plot of the deviations between FEA and measured surface points after forming, obtained using the described method. (Comparisons for other stages of the process are not given here because of the limited space). The deviations are in the range from -0.9 to +1.7 mm which can be considered a good result Fig. 7 shows the evaluation of the major and minor strain values obtained by FEA against experimental data after forming. With a maximum deviation of 14% for the major strain and about 8% for the minor strain, the FEA appears to be in good conformance with the related experimental data. 
Summary
In the present paper, a new method for a quantitative evaluation of finite element calculations against experimental data obtained by optical deformation measurement is presented. The method is based on the spatial and temporal synchronization of the tool path for FEA and experiment, and on a new way to provide a precisely defined coordinate system in the experiment which is accomplished by recording the forming tool on three exactly defined positions. With these prerequisites, data sets obtained from measurements can be mapped onto the FE mesh in order to perform a quantitative comparison. Future work will focus on further application of the new validation method, e.g. the Advanced Materials Research Vols. 6-8validation of constitutive laws, elements and numerical settings used in the FEA. Also, the method can be used for reverse engineering applications, e.g. for optimizing material and friction input data.
