Nowadays, document classification has become an interesting research field. Partly, this is due to the increasing availability of biomedical information in digital form which is necessary to catalogue and organize. In this context, machine learning techniques are usually applied to text classification by using a general inductive process that automatically builds a text classifier from a set of pre-classified documents. Related with this domain, imbalanced data is a well-known problem in many practical applications of knowledge discovery and its effects on the performance of standard classifiers are remarkable. In this paper, we investigate the application of a Bayesian Network (BN) model for the triage of documents, which are represented by the association of different MeSH terms. Our results show that BNs are adequate for describing conditional independencies between MeSH terms and that MeSH ontology is a valuable resource for representing Medline documents at different abstraction levels. Moreover, we perform an extensive experimental evaluation to investigate if the classification of Medline documents using a BN classifier poses additional challenges when dealing with class-imbalanced prediction. The evaluation involves two methods, under-sampling and cost-sensitive learning. We conclude that BN classifier is sensitive to both balancing strategies and existing techniques can improve its overall performance.
Introduction
The automated classification of texts into predefined categories has experimented an increasing interest given the fact that the number of on-line biomedical documents is constantly growing and it is necessary to organize them. With more than one thousand specialized biological databases in use today, the task of automatically identifying novel relevant data from such databases is increasingly important [1] . As a well-known example, the National Library of Medicine (NLM) uses Medical Subject Headings 1 (MeSH ontology) [2] to index articles from its Medline database [3] .
MESH represents a taxonomic hierarchy of medical and biological terms suggested by the U.S. NLM since 1960. A new version is released every year, supplying a controlled vocabulary that represents biomedical concepts to be used for indexing publications included in the Medline database. All terms in MeSH are hierarchically organized with most general terms higher in the taxonomy than most specific ones.
In this context, one of the current challenges motivated by the explosive growth of biomedical literature is to help biologists in identifying relevant information from the huge amount of existing Medline documents. For this task, the dominant approach is based on the application of machine learning techniques, where a general inductive process automatically builds a classifier by learning the characteristics of the underlying predictive class. Related with this challenge, the Text Retrieval Conference (TREC) includes a Genomics track since 2003 [4] . One of the target tasks of the 2004 and 2005 Genomics track editions was a biomedical document triage task, which aimed to identify relevant articles from different areas of interest in an automated way [5] .
Class-imbalanced data are usual in the field of text categorization, mainly characterized by a lot of irrelevant documents but very few articles belonging to the interesting category. In this context, BN models are commonly applied as standard classifiers given their accurate results and their ability for representing relationships among variables, but frequently ignoring the underlying class-imbalanced problem [6, 7] . With the goal of improving the accuracy of standard classification methods working in a class-imbalanced scenario, several strategies have been previously developed. These techniques mainly include: sampling algorithms, cost-sensitive methods, recognition-based strategies and active learning approaches.
Sampling strategies have been used to overcome the class imbalance problem by either eliminating some data from the majority class (under-sampling) or adding some artificially generated or duplicated data to the minority class (over-sampling) [8, 9, 10, 11, 12] . Cost sensitive learning uses a cost-matrix for different types of errors or instances in order to facilitate learning from imbalanced data sets (i.e., it uses different cost-matrices describing the penalty for misclassifying any particular data sample). This approximation has a similar effect to oversampling the minority class and may end up with over specific rules or rules overfitting training [13, 14, 15, 16] . Recognition-based learning approaches learn rules from the minority class with or without using the examples of the majority class, guaranteeing that some rules are learned for the minority class [17, 18, 19] . Active learning techniques are conventionally used to solve problems related to unlabeled training data. Instead of searching the entire training data space, these methods can effectively select informative instances from a random set of training populations, therefore significantly reducing the computational cost when dealing with large imbalanced data sets [20, 21] .
Based on our previous work dealing with text classification of biomedical literature [22] , the aim of the current study is to investigate how class imbalance affects the accurate triage of Medline manuscripts represented by different combinations of MeSH terms that are classified using a BN. We devoted special attention to the representational capabilities of MeSH vocabulary and to the effectiveness of some strategies that were previously proposed to deal with class imbalance. To our knowledge, the joint effect of both aspects influencing BN classifier has not been thoroughly investigated. Specifically, in this paper we deal with the application of random under-sampling with different spreads between the minority and the majority class up to 1:1, where a full balance is reached. Additionally, and motivated by the different importance that classification errors have for the end-user (i.e. false negative errors may lead to ignore interesting papers while false positive errors only results in unnecessary reading) we used a cost-sensitive BN classifier.
The rest of the paper is structured as follows: in Section 2 we explain how we construct the proposed BN model taking into consideration the different levels existing in the MeSH ontology. Section 3 introduces the corpus used for the experimentation and presents the results obtained by the proposed BN model. Section 4 comments and discuss on the results obtained and finally, 
Representation and Classification of Documents using a BN Model
In the present study we will use a BN model as a probabilistic framework for the automatic classification of Medline documents represented by different vector descriptions constructed from their original set of MeSH terms. The main goal is to gain a deeper knowledge about how the hierarchical structure of MeSH thesaurus can influence the classification process. In our work, we consider that when a document is labeled with a specific MeSH term (positioned in one level of the eleven-level hierarchy) it is also related with all the ancestors of that term in the hierarchy. For example, a document initially indexed with the term A01.047.025.600.451 will be also represented by the terms A01, A01.047, A01.047.025 and A01.047.025.600. The purpose of this assumption is to extend the ontology-based document representation initially provided by Medline records. Moreover, for this study we are interested in representing documents only taking into consideration those MeSH terms belonging to a given level, so we define ten levels of representation for each document by applying our previously successful extension procedure [23] . Figure 1 exemplifies how this method is applied over a given document.
In order to represent each document D i using our extension approach, a vector < t Figure 1) , we can induce different BN models from the training data (one for each level) owning specific generalization capabil-ities (step 3 in Figure 1 ). The implementation of the BN classifier used in our experiments was provided by Weka 2 environment, and the learning strategy applied for inducing the Bayes network was the K2 algorithm [24] with a bayes score to judge the quality of the network structure. Conditional probability tables comprising the BN classifier were estimated directly from data. In order to reduce the high dimensionality of input matrices we used the CfsSubsetEval [25] feature selection method available in Weka with GreedyStepwise parameter for searching through the space of attribute subsets.
Once the BN models have been created, it is possible to carry out the classification of new instances. Thus, given an unseen document, D n+1 , we are able to compute the posterior probabilities of the class attribute (relevant/irrelevant). In order to perform these calculations, all the evidences (augmented MeSH terms belonging to the new document) need to be instantiated in the network and propagated through its internal structure. The category having the maximum value for the posterior probability will indicate the class of the document.
Identifying the Most Representative Mesh Level
In order to test how the different levels comprising MeSH thesaurus influence the accurate triage of biomedical documents, our evaluation framework uses a [26] , for which Table 1 shows the number of relevant and irrelevant documents for the training and testing corpora. From Table 1 it can be observed that these corpora are heavily skewed. In category A only 5,79% of documents are relevant, while in category G only the 7,91%. This fact is augmented in categories E (1,38%) and T (0,61%).
In order to assess the accuracy of the classifier for each representation level belonging to each category, F-score was selected as the main evaluation criteria for combining recall and precision measures: F − score = 2 * P * R P +R where P stands for precision (i.e.,
for recall (i.e.,
T P (T P +F N )
). TP is the number of relevant documents correctly labeled as relevant, FP represents the number of irrelevant documents incorrectly labeled as relevant and finally, FN stands for the number of relevant documents incorrectly labeled as irrelevant. Tables 2,  3 , 4 and 5 show the accuracy of the BN classifier working at different MeSH ontology levels without taking into consideration the class imbalance problem. As it can be globally seen from Table 2 , the best MeSH level for representing documents in category A is level 8. Table 3 shows that better MeSH levels for representing documents in category G are 6 and 8. Table 4 indicates that levels 5 and 8 are the best whilst in Table 3 are 3  and 5 for categories E and T respectively.
Taking into consideration the differences related with balance/unbalanced data (see Table 1 ) and the results obtained in this preliminary study level 8 is selected for categories A and G and level 5 is selected for categories E and T. We will use this document representation for further experimentation. 
Assessing the Impact of Class-Imbalance Data
As discussed previously, unbalanced data set represents a common problem in many real applications of knowledge discovery and its effects on the performance of standard classifiers are remarkable. Therefore, one objective of our current research has been to further advance the previous study and to investigate if the classification of Medline documents using MeSH controlled vocabulary poses additional challenges when dealing with class-imbalanced prediction (see Table 1 for the proportion of relevant/irrelevant examples from the original data sets).
In particular, this section presents an experimental study that applies existing strategies able to cope with the unbalanced data problem in order to show the impact of unbalanced data in the performance of a BN classifier. The selected strategies were random under sampling, that consists of randomly eliminating elements of the over-sized class until it matches the size of the other class, and cost-sensitive learning, that consists of modifying the relative cost associated to misclassifying the positive and negative class so that it compensates for the imbalance ratio of the two classes. Results obtained with both strategies will be compared against the performance obtained without balancing.
different MeSH ontology levels without taking into consideration the class imbalance problem. From Table 2 and Table 3 we observe that the best value obtained by the BN classifier for the F-score corresponding to relevant documents is provided by level 8 of MeSH ontology. In the same way, from Table 4 and Table 5 we observe that the best value is provided by level 5 of MeSH ontology. Therefore, we have selected these levels of each category for our subsequent analysis. Moreover, with the aim of understanding the influence of the degree of imbalance on document classification, we show the results taking into consideration the degree of imbalance between existing classes. Consequently, Section 4.1 illustrates the impact of imbalance class for categories A and G where the percentage of relevant documents presented in the corpora are over 6%, whereas Section 4.2 shows the results of balancing at categories E and T where classes are heavily skewed.
Experimental Results with Categories A and G
The first technique we have tested has been random under-sampling. We have used the filter SpreadSubsample available in Weka, that allows us specifying the maximum spread between the minority and the majority class up to 1:1, where a full balance is reached. Tables 6 and 7 show the accuracy of the BN classifier under these conditions working with documents from category A and G respectively. These documents are represented by MeSH terms belonging to the 8th level of the ontology (best values are highlighted in Tables 2 and 3 ).
From Table 6 we can observe that recall values of relevant documents increase as the problem of imbalance is corrected, but unfortunately precision also diminishes. The highest F-score value for both classes is achieved without balancing the data set. However, the FP rate of the irrelevant class (those interesting documents classified as not relevant) decreases when a full balance of the data is forced. Similarly to category A, from Table 7 we can observe that recall values of relevant documents at category G increase as the balance between classes augment. Conversely, as the imbalance decreases FP rate of the irrelevant class diminishes. In both cases, the best values are not achieved in a state of full balance, probably motivated by a corpus originally less unbalanced. However, contrary to category A, the highest F-score value for the relevant class is achieved with a ratio between the classes 1,5:1.
Motivated by the different importance that classification errors have for the end-user, the second experiment consisted in the application of a cost-sensitive BN classifier. In particular, we have used the CostSensitiveClassifier available in Weka. In this context, in which category A presents a 1:16 class-imbalanced ratio in favor of the negative class, we have assigned different cost factors (i.e., 2, 3, 5, 8 and 15) to misclassify a positive example (false negative) using a matrix cost. This proposal is based on the idea that the cost of miss-classifying a positive instance is correlated with the ratio between true and false classes. Table 8 summarizes the results obtained from the BN classifier taking into consideration this scenario. From Table 8 we can observe a situation very similar to the first experiment, confirming previous findings. For category G, since the class-imbalanced ratio in favor of the negative class is 1:11 we have replaced a cost factor of 15 by a cost factor of 10. Table 9 summarizes the results obtained from the BN classifier taking into consideration these cost values. Again, from Table 9 we can observe a situation very similar to the random under-sampling experiment, confirming previous findings. 
Experimental Results with Categories E and T
With respect to categories E and T, also the first experiment was the application of random under-sampling to documents represented by those MeSH terms belonging to the 5th level of the ontology. Tables 10 and 11 show the accuracy of the BN classifier under these conditions.
In this case, we have experimented with more different spreads between the minority and the majority classes due to the greater imbalance.
From Table 10 we can observe that recall values belonging to relevant documents suffer for a considerable increment as the problem of imbalance is corrected. This rate is much higher than the loss of precision. The best value of recall is obtained when a full balance is achieved. However, the highest F-score value for the relevant class is achieved nor with the original data or with a complete balance between the classes, but when we use a class-imbalance ratio of 6:1. This means that if the imbalance between classes is very large, a full balance with random under-sampling is not the best strategy. Again, from Table 11 we can observe that the highest recall value belonging to relevant documents is achieved when classes are full balanced. However, unlike what happened so far, as the problem of imbalance is corrected the recall value not always increases. Similar fluctuations occur in the precision values of relevant documents. The reason of this behavior is due to the fact that the original corpus is heavily unbalanced and removing too many examples from the negative class may cause the classifier to miss important concepts pertaining to the majority class. As a consequence, the highest F-score value for both classes is not achieved with the original data set, but when we specify that there are at most a 24:1 difference in class frequencies. Finally, the FP rate of the irrelevant class decreases when a full balance of the data is forced. Finally, Table 13 shows the results obtained by the cost sensitive BN classifier from documents of category T. Taking into consideration the severe class-imbalanced ratio of this corpus, we can observe that the lower costs assigned to misclassify a positive example (i.e cost 2 and 3) hardly affects the results. Moreover, contrary to the under-sampling strategy, no fluctuations in the recall values of relevant documents were observed. The rest of the measures show a similar behavior to the sampling strategy. 
Conclusions
The purpose of this paper was to carry out an empirically study in order to assess both (i) the suitability of MeSH ontology for classifying Medline documents using a BN classifier and (ii) the impact of class imbalance distribution over the performance of this classifier.
Concerning the adequacy of MeSH ontology it was demonstrated that incrementing the number of MeSH terms used for representing Medline document can improve classification accuracy. For categories A and G best results are obtained with level 8. In categories E and T, which present severe imbalance distribution, best results are obtained from level 5.
Moreover, our experiments allowed us to conclude that BN classifiers are sensitive to imbalanced class distributions and that under-sampling as cost-sensitive learning strategies are effective to deal with this situation. Both balancing strategies provide similar improvements. More specifically, from the results obtained we can conclude that the number of relevant documents correctly identified (recall) increases with both strategies. However, incrementing the correct classification percentage of relevant documents also implies to slightly decrease the classification accuracy of irrelevant documents, but this situation is acceptable in the current domain.
However, taking into consideration the F-score measure, the effectiveness of cost-sensitive learning strategy is higher than the random under-sampling. We can observe that the F-score of relevant documents increases in the four categories when the cost-sensitive strategy is applied, whilst it decreases in categories A and T when under sampling method is selected.
The results obtained seem to contradict the idea that the class imbalance problem depends on the degree of class imbalance. So categories G and E, with different degree of imbalance, significantly improve the F-score of relevant documents compared with categories A and T. Therefore, we conclude that the degree of class imbalances does not seem to systematically cause performance degradation, and we are interesting in testing if other factors (e.g. the overlapping between classes) have more influence.
In addition, future work includes (i) the comparison of several methods for dealing with the class imbalance problem: under sampling and over sampling focused, learning from the positive class, tomek links, Condensed Nearest Neighbor (CNN) Rule, etc. and (ii) testing the selected strategies with other classifiers such as SVM, Naïve Bayes, IB3 and/or C4.5 in order to assess the sensibility of other classifiers to the imbalance problem. Moreover, we will use ROC (Receiver Operating Characteristic) curves to evaluate the accuracy of the different models. This will provide us with a deep understanding about the behavior of balancing and cleaning methods.
