Abstract. We discuss the scattering of acoustic or electromagnetic waves from one dimensional rough surfaces. We restrict the discussion in this report to perfectly reflecting Dirichlet surfaces (TE-polarization). The theoretical development is for both infinite surfaces and periodic surfaces, the latter equations derived from the former. We include both derivations for completeness of notation. Several theoretical developments are presented. They are characterized by integral equation solutions for the surface current or normal derivative of the total field. All the equations are discretized to a matrix system and further characterized by the sampling of the rows and columns of the matrix which is accomplished in either coordinate space (C) or spectral space (S). The standard equations are referred to here as CC equations of either first kind (CC1) or second kind (CC2). Mixed representation equations or SC type are solved as well as SS equations fully in spectral space.
Abstract. We discuss the scattering of acoustic or electromagnetic waves from one dimensional rough surfaces. We restrict the discussion in this report to perfectly reflecting Dirichlet surfaces (TE-polarization). The theoretical development is for both infinite surfaces and periodic surfaces, the latter equations derived from the former. We include both derivations for completeness of notation. Several theoretical developments are presented. They are characterized by integral equation solutions for the surface current or normal derivative of the total field. All the equations are discretized to a matrix system and further characterized by the sampling of the rows and columns of the matrix which is accomplished in either coordinate space (C) or spectral space (S). The standard equations are referred to here as CC equations of either first kind (CC1) or second kind (CC2). Mixed representation equations or SC type are solved as well as SS equations fully in spectral space.
Computational results are presented for scattering from various periodic surfaces. The results include examples with grazing incidence, a very rough surface and a highly oscillatory surface. The examples vary over a parameter set which includes the geometrical optics regime, physical optics or resonance regime, and a renormalization regime.
The objective of this study was to determine the best computational method for these problems. Briefly, the SC method was the fastest but did not converge for large slopes or very rough surfaces for reasons we explain. The SS method was slower and had the same convergence difficulties as SC. The CC methods were extremely slow but always converged. The simplest approach is to try the SC method first. Convergence, when the method works, is very fast. If convergence doesn't occur then try SS and finally CC.
Derivation of CC Equations For an Infinite One-Dimensional Perfectly Reflecting Rough Surface
We consider the scattering from an infinite one-dimensional rough surface specified by z = s(x) (see Figure 1 ). For the examples we consider in this report the surface is perfectly reflecting and periodic. In this section we first consider the surface to be infinite and specify it to be periodic later in Section 4. Our computational results are restricted to periodic surface cases. Notationally we have a spatial 2-vector x = (x, z) = (x 1 , x 2 ) and its restriction to the surface x s = (x, s(x)). The gradient operator is ∂ i = ∂ ∂x i (i = 1, 2) and the normal derivative ∂ n = n i ∂ i where n i is the normal to the surface and repeated subscripts are summed (here from 1 to 2). Fields are represented by ψ and correspond to a velocity potential (acoustics) [6] or the y−component of the electric (Dirichlet boundary value problem) or magnetic (Neumann boundary value problem) fields. Since the surface is one-dimensional its generator is parallel to the y−axis and no polarization change occurs during scattering from such a surface. The electromagnetic problem thus reduces to a scalar one, which is what we treat. All fields are time-harmonic so that a factor exp(−iωt) is suppressed throughout (ω is circular frequency and t is time).
The scattered field satisfies the scalar Helmholtz equation (k 1 = 2π λ is the wavenumber and λ is wavelength) (∂ i ∂ i + k The free-space two-dimensional Green's function G (2) for this problem satisfies the nonhomogeneous Helmholtz equation 2) where the right hand side is the Dirac delta function in two-dimensions. G (2) is explicitly given by [6, pg. 54 ]
the Hankel function of zeroth-order, first kind. Its Fourier transform relation is (1. 5) and we have chosen k 1+ = lim ǫ→0 + (k 1 + iǫ) to indicate that we have an outgoing wave.
The region D in the limit as R → ∞. Here θ is the usual Heaviside function
and r = |x|. The function θ + thus represents the region bounded by the rough surface s(x) truncated at R and the upper semicircle at radius R denoted by H + R (see Figure  1 ). Vertical segments joining the surface and the semicircle can also be included [8] but are omitted in the interests of brevity.
To form equations for the scattered field we use Green's theorem. Multiply Eq. (1.1) by G (2) and Eq. (1.2) by ψ sc and subtract the resulting equations. We get
Next, multiply Eq. (1.8) by θ + (x ′ ), integrate over all space (in x ′ ) and then integrate by parts using the vector derivative of the characteristic function
where
is the non-unit normal to the surface s and
the radial normal to the semicircle H + R . Two surface integrals result. The integral over the semicircle is 12) where
]. If ψ sc satisfies a Sommerfeld radiation condition this integral vanishes as R → ∞. More generally, so long as ψ sc does not contain any horizontally propagating plane waves, the integral vanishes as R → ∞ [8] . We include the latter restriction since we treat the case of plane wave incidence in our periodic surface examples later. If there is an incident plane wave we must admit scattered plane waves in order to balance the total energy on this far away semicircle [7] . For horizontal plane wave incidence and scattering other equations result than the ones we quote below [8] .
We thus assume that Eq. (1.12) vanishes as R → ∞. The result using Eq. (1.9) is a single integral over the infinite surface s ∞ (x). To write this result in convenient form, define single (S) and double (D) layer acoustic potentials with respective densities u and v as 14) as well as the normal derivative of ψ
The resulting equations can then be written as 16) which for x ∈ D + ∞ gives the representation of the scattered field, and for x ∈ D − ∞ (the lower region below the surface) the equation is referred to as an extinction theorem [13] .
To form surface integral equations use the limiting properties of single and double layer potentials [3] . Define the limits from above (+) and below (−) as 17) and
The single layer is continuous 19) and the double layer has a jump discontinuity
with each limit defined as 
The kernel terms in this integral equation have both arguments in coordinate space (on the surface) so that a discretized version of them will yield (kernel) matrices whose rows and columns result from coordinate-space sampling. We thus refer to this equation as a coordinate-coordinate (CC) equation. A second equation can be formed by taking the normal derivative of Eq. (1.16) for x ∈ D + ∞ . The normal derivative of the single layer potential is discontinuous with limits
and the normal derivative of the double layer has the same limit from above and below but is singular and we take its Hadamard Finite Part (FP) [9] 
[Note: For now the use of PV and FP notation is purely formal.] The result is another CC integral equation
The usual boundary value problems we wish to discuss involve total field quantities. We treat the incident field next in Section 2 and combine the results into integral equations on the total field.
Incident and Total Fields
We form integral equations of the total field (ψ T ) and normal derivative (N T ). These are defined by 1) and
in terms of the incident (i) field and its normal derivative. ψ i (x) satisfies the homogeneous Helmholtz equation
Our examples later are for a single plane wave
where α 0 = sin(θ i ), β 0 = cos(θ i ), and θ i is the angle of incidence defined from the z−direction. We choose D = 1 for computations. We also omit horizontally incident waves, so β 0 > 0. More generally, we could have a continuous superposition (or spectral decomposition) of plane waves
where The results of Green's theorem can be summarized by defining the bracket integral of Green's theorem on a surface P for any field φ
The result is [8] lim 11) and in the limit as x approaches the surface s(x) the surface integral equation
A second equation can be derived using the normal derivative of Eq. (2.11) for x ∈ D + ∞ and subsequently taking the limit as x approaches the surface. It is
Further, using Green's theorem in D − ∞ on G (2) and φ c and combining the result with the scattered field results in Section 1, an analogous set of equations to Eqs. (2.12) and (2.13) results (with the modification that the plane wave term is replaced by the continuous superposition).
Thus, for an incident field of either form (excluding horizontal plane waves) we can write Eqs. (2.12) and (2.13) as
and
These are both coordinate-coordinate (CC) integral equations on the boundary unknowns ψ T and N T . Both are valid for an infinite surface with the restriction that no horizontal plane waves occur. For completeness and later use we include the field representation which follows from Eq. (2.11) for an incident field satisfying the above restrictions. It is
Dirichlet Problem
For the Dirichlet (D) boundary value problem
Acoustically this describes a soft surface and electromagnetically it is the case of TEpolarization. With this condition Eq. (2.14) becomes
which is referred to as CC1, a first-kind integral equation [15] for the remaining boundary unknown N T . Eq. (2.15) becomes
which is an integral equation of the second kind, and we refer to it as the CC2 equation.
Often the two equations are linearly combined as follows. Choose real constants α and β, multiply Eq. (3.2) by α and Eq. (3.1) by β, and add the resulting equations. Since all the functions are evaluated on the surface they are functions of a single variable. Define the incident field function by
The resulting added equations can be put in the impedance form
where the "impedance" kernel is defined symbolically as
For α = 0 we have CC1. For β = 0, CC2, and for β = 1 and α arbitrary we have what is referred to as the Combined Field Integral Equation (CFIE) (see [12] ). It becomes particularly important for scattering from bounded bodies where the CC1 and CC2 solutions contain different resonances but the CFIE solutions remain finite at all frequencies.
Periodic Surface
For a periodic surface with period L, s(x + L) = s(x). We can then reduce Eq. . The single layer potential term in Eq. (3.2) can be written as
In Eq. (4.3) use the Weyl representation for the Green's function [6, pg. 63]
(with m(µ) defined by Eq. (2.6)), the Floquet (pseudo-)periodicity of the boundary unknown 5) and the change of variables
where G p 1 is the periodic Green's function with wavenumber k 1 given by
For scalar arguments x and x ′ , G p 1 is confined to the surface. Next, use the Poisson sum [17] 
This is the Bragg equation with α j = sin(θ j ) and θ j the angle of the j th outgoing Bragg wave. Using Eqs. (4.8) to (4.10) to evaluate Eq. (4.7) we get
with
(4.12)
Other representations for this periodic Green's function, useful for its evaluation in computations, are discussed in Appendix A. Further, it is also convenient to have a representation for this function off the surface, and it is obviously given by
Similarly, the normal derivative of the single layer potential term in Eq. (3.3) can be reduced to a single period cell. The result is
follows from Eq. (4.13). The slash on the integral in Eq. (4.14) represents Cauchy principal value (if appropriate). Using Eqs. (4.6) and (4.14), Eq. (3.4) reduces to 16) where the impedance kernel is given by
Again, for α = 0 we have the CC1 equation, for β = 0 the CC2 equation, and for β = 1 and α arbitrary the CFIE equation. These are the equations which are solved for our examples. The numerical solution is discussed in Appendix B. Discretization of Eq. (4.16) yields an impedance matrix whose rows and columns result from sampling both in coordinate space, thus the acronym coordinate-coordinate or CC.
Derivation of SC Equations For an Infinite One-Dimensional Perfectly Reflecting Rough Surface
In the previous four sections we confined our attention to problems where both rows and columns of the matrix to be inverted were sampled in coordinate space. Here we derive a mixed representation where the rows are sampled in the conjugate spectral (S) space and the columns still sampled in the coordinate space. These are the SC equations. A straightforward derivation without using any of the results in the first four sections can be found in the literature [5] . A different derivation which however yields the same results proceeds as follows. Use the representation for the total field given by Eq. (2.16) for the Dirichlet problem (ψ T (x s ) = 0). We have
The Weyl representation Eq. (4.4) written off the surface in the x−variable is 
Once we know N T we can thus evaluate A(µ) and the scattered field. Eq. (5.4) is a spectral representation of the scattered field. For large r = (
(where x = r sin θ and z = r cos θ), a stationary phase evaluation of Eq. (5.4) can be written in terms of the scattering amplitude T (θ) as 6) which is an outgoing cylindrical wave where
and the stationary phase point is µ sp = sin θ. The amplitude A(µ) is thus directly related to the scattering amplitude. 8) which is just Eq. (2.5) and where
Given the properties of the incident field, i.e. I(µ), we solve the first kind integral equation Eq. (5.9) for N T and use this to evaluate the scattered field. The kernel of the integral equation is now a function of µ (spectral, S) and x (coordinate, C) and the method is referred to as spectral-coordinate (SC).
We can write Eqs. (5.5) and (5.9) in the symmetric representation
SC Equations For a Periodic Surface
For a periodic surface s(x + L) = s(x), and we can write Eqs. (5.10) as
Again, change variables to x ′ = x − nL, and use the Floquet periodicity of N T given by Eq. (4.5). The result is
Use of the Poisson sum, Eq. (4.8), and Eq. (4.9) yield for Eq. (6.1)
Integration of both sides of Eq. (6.4) over the µ−domain
For a single incident plane wave (see Eq. (5.8)) 6) and, for a periodic surface, the scattered field spectra are discrete 
The integrals Q ± 0 have dimensions of length times the dimensions of N T . Also, N T has dimensions of inverse length times the dimensions of the field. It is convenient to scale out this inverse length by defining the function N(x) as 10) so that N(x) has the same dimensions as the field ψ T . (The scaling Eq. (6.10) obviously relates to the fact that differentiation of a wave-like field quantity produces a factor ik 1 .) The result can be written as
The method of solution is to solve the first kind equation for N(x) (the " + " equation) then evaluate the " − " equation for A n . The scattered field from Eqs. (5.4) and (6.7) is then
The kernels in Eq. (6.12) are functions of µ = α n and x, i.e. a discrete spectral parameter n and a coordinate variable, thus again the spectral-coordinate (SC) acronym. An alternative derivation of these results can be found in the literature [4] .
SS Equations For a Periodic Surface
We derive the spectral-spectral (SS) equations from the SC equations in Section 6. The method is to expand the boundary unknown in the topological or surface wave basis [10] in Eq. (6.12)
Note that this "basis" is not a complete set. The justification for its choice rests on the fact that in many cases it produces an extremely fast and highly accurate result. The result is first a system of linear equations for the vector of expansion coefficients in the discrete spectral domainÑ = {Ñ j }
with the components
and the matrix whose entries arẽ
y) dy, (7.4) where the integrals have been scaled to [π, π], and second, the set of equations to evaluate for the A j coefficients is
where the matrix elements arẽ
)y dy.
The scattered field is then given by Eq. (6.14). Rows and columns of bothK and M are indexed in the (discrete) spectral integer j and the method is referred to as spectral-spectral (SS).
Energy
We know that the sum of the scattered energy must equal the energy in the incident wave
Only real (Re) orders carry energy away from the surface. We set D = 1 for our trials and quote the condition as
The left hand side of Eq. (8.2) is referred to as the normalized energy. The A j are computed and then we determine how well the energy check Eq. (8.2) is satisfied. It is a necessary but not sufficient condition of accuracy.
Computational Results
This section presents timing and reliability results for several formalisms on several surfaces. λ/∆x is a measure of pulse width, with higher numbers corresponding to faster sampling. λ/∆x = 10 is often quoted, but it can be either oversampling or undersampling. The surface graphs use equal scales on the horizontal and vertical axes, so apparent tangency is true tangency. The best CC method is used for the surface current and scattered amplitude plots, since spectral methods often have incorrect currents. An additional result is referred to as CG, a CC Galerkin approach with Fourier basis functions for a first kind equation. This is very similar to CC1, but the self-cell integral is performed exactly, not using the first few terms in an expansion. A discussion of the numerical methods for CC, SC, and CG methods can be found in Appendices B through D respectively. The SS numerical technique is treated in Section 7. For our calculations with CG, we set α = 0 and β = 1 (see Appendix D). In Sections 9.1 to 9.5 we treat a variety of rough surface examples. In Sections 9.1 to 9.3 respectively we consider the cases when λ/L ≪ 1 (geometrical optics regime), λ/L ≈ 1 (resonance or physical optics regime), and λ/L ≫ 1 (sometimes referred to as a renormalization regime) all for a cosine surface. In Section 9.4 we treat a very rough surface with a maximum slope of about 25. In Section 9.5 we present results of a case with a highly oscillatory surface with the oscillations increasing as the end points of the period are approached.
The results of these computations can be summarized as follows. The CC methods always worked well in the sense that the error was small for a sufficiently large matrix. This is illustrated in Figures 2-9 and the accompanying tables contained in Sections 9.1 to 9.5 (Examples 1-5). For the CC methods, fill time refers to the time necessary to compute the matrix elements, here the time to compute the periodic Green's function and its normal derivative. This took a great deal of time (see the discussion in Appendix B), and the result was that the CC methods were extremely slow.
The fill time for the SC method was several orders of magnitude faster than CC (this is because we were only evaluating a function, as shown in Appendix C). SC was clearly the solution method of preference when it worked. It failed to work for very rough (Example 4) and highly oscillatory (Example 5) surfaces. The fill time for the SS method was between that for CC and SC and consisted of the evaluation of matrix elements of the form given in Eq. 7.4. The SS method is based on the same type of topological basis expansion as the SC method and it had the same convergence difficulties as the SC method. 
Example 2, λ/L ≈ 1
Case A, No Grazing A −2 = 0.07250263029849 + 0.00497683319193i Table 4 . Example 2, Case B, near-grazing incidence and reflection with three modes. Note a general increase in accuracy from Case A. The SC method was the fastest. 
Surface and Incoming Waves

Example 3, λ/L ≫ 1
Case A, No Grazing A 0 = −0.99185964722787 + 0.12733593444511i Table 5 . Example 3, Case A, no grazing incidence or reflection with only the specular mode. All the methods were highly accurate with the SC as the fastest. The surface has a very large maximum slope (πd/L). A 0 = −0.99938168553634 + 0.03516029884120i Table 6 . Example 3, Case B, near grazing incidence and reflection with one mode. All methods highly accurate with SC the fastest. The maximum slope (πd/L) is quite large. 
Surface and Incoming Waves Scattered Energy Distribution
S(x) −(d/2) cos(2πx/L) d/L 2.5 λ/L 100 θ i 75 • Error = log 10 |1 − Normalized Energy| Matrix Linear Solution Formalism Size λ/∆x Fill Time Time Error SS 1 by 1 0.
Example 4, Very Rough Surface
This section presents results for a surface with extremely large slopes. We show that our code still converges for such cases. The maximum slope, πd/L, is about 25. λ is relatively small here. It is expected that better results should be attainable with larger values of λ. Times are reported in seconds of CPU time required by a SPARC 20 workstation with 32 MB of memory.
Interface Perfectly Reflecting Table 7 . Example 4 for a very rough surface with a maximum slope about 25 and many modes. Only CC2 converged with small errors and then only for a very large matrix size. The convergence was very slow. 
Surface and Incoming Waves Scattered Energy Distribution
Example 5, Highly Oscillatory Surface with Continuous Derivative
Due to the roughness of the surface, it is sampled uniformly in arc length (instead of x). Table 8 . Example 5, highly oscillatory surface with continuous derivative at the end points. The surface was sampled uniformly in arc length. The lack of convergence in both spectral related methods is noted. The coordinate-related methods required a very large size to get good convergence. 
Surface and Incoming Waves Scattered Energy Distribution
Conclusions
Computational results have been presented for scattering from various periodic surfaces.
The results include examples with grazing incidence, a very rough surface and a highly oscillatory surface. The examples vary over a parameter set which includes the geometrical optics regime, physical optics and resonance regime, and a renormalization regime.
The main objective of this study was to determine the best computational method for these problems. Briefly, the SC method was the fastest but did not converge for large slopes or very rough surfaces. The topological basis used in the method was not a complete set, and computationally, the dynamical range in the matrix increased exponentially with surface height. The SS method was slower and had the same convergence difficulties as SC. The CC methods were extremely slow but always converged. The simplest approach is to try the SC method first. Convergence, when the method works, is very fast. If convergence does not occur then try SS and finally CC. Results for the remaining mixed representation (CS) can be found in the literature [16] .
A second representation follows from using Eqs. (4.1) to (4.3). We have
where now we use the Hankel function representation for G (2) (from Eq. (1.3) )
Shift the integration variable (x ′′ = x ′ − nL), and use the periodicity of s(x) and the Floquet periodicity of the boundary unknown Eq. (4.5). The result is
where now
which is the representation of G p 1 in terms of a phased periodic array of Hankel functions. A third representation can also be derived using Eq. (A5) [18] . From tables [14] we have the Laplace transform representation
Transforming this equation using t = u 2 we have
Rewrite the sum in Eq. (A5) in three parts, the n = 0 term, a sum from 1 to ∞, and a sum from −1 to −∞. Let n → −n in the latter sum. If we define as the s−variable in Eq. (A7)
and use
then Eq. (A5) can be written using Eq. (A7) as
The summations can be performed. Using Eq. (A9) define the coefficients of n in Eq. (A11)
and then the sums are
If we further define
then Eq. (A11) can be written as
which is the third representation for G p 1 on the surface. The same analysis follows for the function off the surface. Extend a to b where
and we have the general off-the-surface representation
which is used to compute the normal derivative of G p 1 as in Eq. (4.14).
To compute the impedance kernel in Section 4 we use the Green's function representation in various ways. To compute G p 1 (x, x ′ ) for example consider the following cases:
(a) For x = x ′ and s(x), s(x ′ ) far apart we use the spectral sum Eq. (A1). (b) For x = x ′ but s(x) close to s(x ′ ) use Eq. (A15) and directly evaluate it. We approximate the integrals using piecewise Gaussian quadrature. The integrands decay rapidly, and we determine where the integrand is negligible and approximate the number of integration intervals to achieve good accuracy. (c) For x = x ′ we again use the representation Eq. (A15) as follows. In the two integral terms set x = x ′ and evaluate as in case (b). The Hankel function term in Eq. (A15) must be treated as described in Appendix B by evaluating the self-cell integral.
Although Eq. (A5) is the canonical representation for the periodic Green's function in two-dimensions, we generally do not use it for evaluation purposes since the convergence is slow and evaluation time per term is long.
To evaluate G 
which is finite in the limit as
so the self-cell evaluation is not a problem.
Although we do not use it for our calculations, we can also define the Fourier transform of the periodic Green's function. It is given bŷ
Several examples are presented in Section 10.7.
Appendix B. Numerical Solution of the CC Equations
In Section 4 we derived the CFIE integral equation given by
where the impedance kernel is given by
A standard discretization of Eq. (B1) is the method-of-moments approach, which utilizes a pulse basis and collocation in x. There are three steps in using this approach. First,
] into a certain number (say M) subintervals, with the pth interval called ∆ p . Then Eq. (B1) can be written as
Second, choose a representative point (such as the midpoint) in each subinterval, with the pth given by x p , and approximate
This is the only nonrepairable singularity present in Z
, so we can now form the matrix equation we wish to solve
, and
where U(x m , x n ) is the nonsingular part of G p 1 (x, x ′ ), namely, the two integral terms in Eq. (A15) which are evaluated at x = x ′ . The latter term in the m = n equation in Eq. (B11) follows from Eq. (B9)
The scattered amplitudes are given by an approximation to the "−" version of Eqs. (6.11)-(6.13)
Appendix C. Numerical Solution of the SC Equations
In Section 6 we derived the SC integral representation:
We approximate the integral with the discrete quadrature rule given by
where {w p } and {x p } are the weights and sampled points, respectively. Therefore, Eq. (C1) becomes
w p e −ik 1 [αnxp−βns(xp)] N(x p ).
This can be written as the matrix equation
where F + m = −2Dβ 0 δ m0 (see Eq. (7.3), N n = N(x n ), and
The scattering amplitudes are obtained via the following approximation of Eq. (6.12)
More details on a particular numerical method for solving this system of equations can be found in [11] .
Appendix D. Numerical Solution of the CC Equations: Discrete Galerkin Method
An alternative to the method-of-moments approach in Appendix B is set forth in [1] . This method allows one to integrate the logarithmic singularity in the CC1 equation exactly, avoiding the series approximation used in the method-of-moments approach.
A rigorous derivation of this method, with error analysis, can be found in [1] . We present a more intuitive derivation here. First, we parameterize the coordinate variable, using x(t) = 
(x(t), x(t ′ )) + βG p 1 (x(t), x(t ′ )). (D2)
Now we treat the singularity in G p 1 (x, x ′ ) at x = x ′ . We can write
where the singularity in the bracketed expression at x = x ′ is repairable. In addition, the logarithmic term can be written as [(x(t)−x(t ′ )) 2 +(s(x(t))−s(x(t ′ ))) 2 ] 
SinceB(t, t ′ ) is not singular, we will group it with the other nonsingular or repairable terms of the kernel: 
Now we expand N(x) in a truncated Fourier series
and substitute this expression into Eq. (D7). The second integral can then be evaluated exactly: We now approximate the remaining integral in a manner which avoids redundant computation of the complicated function B(t, t ′ ). We divide the interval [0, 2π] into 2n + 1 equal intervals, so that t j = 2π 2n+1 (j + 1 2 ), j = 0, ..., 2n, is the midpoint of the jth subinterval. Use the integral approximation This linear system is used to determine the expansion coefficients of N(x(t)). This method has good convergence properties [1] . The scattering amplitudes are computed using the approximation 2β m A m = 1 2n + 1 2n j=0 e −ik 1 [αmx(t j )+βms(x(t j ))] N(x(t j )).
