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ABSTRACT
Low Noise Front End Signal Transport Design for L-Band Phased Array Receivers
Spencer M. Ammermon
Department of Electrical and Computer Engineering, BYU
Master of Science
RF receiver improvements in size, weight, power, and sensitivity are constant goals in
the wireless communications community. The combination of phased array antenna systems
with high speed analog to digital converters helps engineers meet these goals, because many
of the analog components and tasks found in a traditional receive chain are moved into
the digital domain. Although the hard work of signal reception is moved into digital signal
processing, digital receivers rely on a high performance analog front end to properly condition
a signal before analog to digital conversion. In this thesis, two RF front ends are developed
for direct sampling L-band phased array receiver applications, which comprise the two main
chapters of this document. Both RF front ends are developed on low cost, quick turnaround
time PCB materials. Results for system gain and noise figure are presented for each front
end.
First, the development of an L-band analog front end for a direct sampling GPS
phased array receiver is described, with particular attention to gain and noise figure in
context of the full system link budget. The RF front end for the GPS phased array receiver
meets design expectations by achieving a system gain of 65 dB and a system noise figure of
1.5 dB at the GPS L1 frequency.
Second, the redesign and improvement of the Advanced L-band Phased Array Camera (ALPACA) RF over fiber transmitter is documented. New mechanical and electrical
design requirements were brought on from the change of target observatory from the collapsed Arecibo obervatory in Puerto Rico, to the Greenbank Observatory in Greenbank,
West Virginia. The ALPACA RF over fiber signal transport system with the redesigned
transmitter reaches the design expectation of a system noise temperature contribution less
than 1 K. Average gain of the RF over fiber system is 49 dB, gain differences between channels are less than 2 dB, and isolation between channels is better than 35 dB. Under optimal
conditions, the noise figure of the RF over fiber link is 2.4 dB (213.3 K), which allows for up
to 11 dB of attenuation to be added to any given transmit channel to level the gain across
all 138 ALPACA channels.

Keywords: RF over fiber, analog front end, GPS receiver, phased array, Greenbank Observatory
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CHAPTER 1.

1.1

INTRODUCTION

Motivation
To receive information without the use of wires is, to many, pure magic. Antennas and

their accompanying transmit and receive electronics are what turn wireless communication
magic into reality, and combining multiple sets of antennas and transmit/receive electronics
into phased arrays can increase performance, reduce size, reduce power requirements, and
reduce cost.
Phased array antenna systems provide a controllable antenna radiation pattern. This
is advantageous in many RF applications which require high noise/interference rejection,
multiple main lobes, sidelobe control, main beam steering, and so on. For example, a radar
system fitted with a phased array antenna can be freed from the constraints of a physically
moving antenna. A radar with a phased array could reject interference, search for targets,
and track targets simultaneously. Another example of mainstream applications of phased
arrays are in MIMO (Multiple Input Multiple Output) implementations in recent consumer
WiFi devices. WiFi access points implementing MIMO use a phased array to form multiple
beams to create multiple spatial communication channels that increase data throughput for
WiFi clients.
This thesis contributes to the knowledge of phased array antenna and signal transport
design through the documentation of two phased array and signal transport systems: The
phased array GPS receiver project and the Advanced L-Band Phased Array Camera (ALPACA) project. Of special interest to this thesis is the performance of the signal transport
subsystem that lies in between the antenna and receiver electronics.
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1.2

Chapter Overviews
This thesis contains chapters that investigate phased array antenna systems with

particular attention to the signal transport subsystem, and were selected to showcase the
author’s main research contributions. Each chapter contains introduction and background
material, theory, methods, results, and a conclusion. Each chapter is written in a loosely
chronological order throughout the design and testing of the systems explained.
Like the main chapters, research in phased array antenna systems is the primary focus
of the material in the Appendix. This material is the exploration of phased arrays by the
author for personal interest and course material at Brigham Young University.

1.2.1

Main Chapters
Chapter 2 is designed as a place for shared background information and theory on

phased arrays and signal transport. This chapter covers material from entry level electromagnetic theory to deeper graduate level topics.
Chapter 3 details the design and implementation of the RF front end to a digital
adaptive beamformer for GPS navigation. Since most of the mixdown and filtering typically
performed by an analog front end happens in the digital domain, the analog front end is
fairly simple. The full RF front end is designed from the ground up, starting from known
properties of a GPS signal. A link budget is used to develop system requirements and
performance metrics for the antenna and signal transport systems. Commercial EM solver
software packages, off-the-shelf components, and quick turnaround PCB materials are used
in the design of the RF front end to reduce size, complexity, and cost to target consumer
unmanned aerial vehicle applications. Low noise amplification and preselect filtering are the
target RF performance metrics of the front end. The RF front end for the GPS adaptive
beamformer successfully achieves the required 20 dB SNR as outlined in the link budget
after integration.
Chapter 4 outlines the redesign of the transmitter side of the RF over fiber signal
transport system for ALPACA. RF over fiber is a method of RF signal transport that uses
modulated light from a laser contained within a fiber optic cable to carry RF hundreds
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of kilometers with very little loss. On ALPACA, signals from the receiving array need to
be transported 3.5 km to the digital back end, where beamforming takes place, all while
contributing less than 1 K equivalent noise temperature (which equates to 850 K equivalent
noise temperature for the RF over fiber link alone) to the overall system noise temperature.
Changes made to the mechanical interface of the RF over fiber transmitter required the
redesign of the four channel transmitter developed in [2]. With the new transmitter, the RF
over fiber link achieves an average equivalent noise temperature of 213.3 K (under optimal
conditions) and has an average gain of 51.5 dB with less than 1 dB peak to null ripple.

1.2.2

Appendix
The appendix chapter documents the design of a low cost phased array “range ex-

tender” for 5 GHz WiFi using Pringles cans. Classical methods of array pattern analysis
are compared to the results from Empire XPU, a commercial FDTD EM software package.
It is shown that the two methods produce similar results, which highlights the fact that for
simple arrays, an engineer (or hobbyist) need not spend thousands of dollars on commercial software to yield accurate analysis results. Finally, the performance of a four element
Pringles can array is compared in real life to a small whip antenna, similar to what might
be found in many consumer electronic devices. Real world comparisons show an average of
12 dB gain and an average quality improvement of 18.33% over the whip antenna.

1.3

Literature Review
This section is an overview of the work done by others on RF front end design that

helps put the work described in this thesis into context.

1.3.1

GPS Adaptive Beamforming
The GPS adaptive beamforming project showcases the capability of a light weight

phased array to mitigate RFI on an unmanned aerial vehicle platform. Most of the proprietary work for beamforming with an RF system on chip was done by Jakob Kunzler and can
be found in chapter four of his Ph.D dissertation [3].
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The role of the RF front end in a digital receiver is to condition an RF signal for
sampling by an ADC. Traditionally, this means an RF signal passes through multiple stages
of filtering, low noise amplification, and mix down to be sampled by a “low rate” ADC.
In the GPS adaptive beamforming project, the ADCs operate at GHz sampling frequencies
to direct sample the L-band GPS carrier. As a result, the RF front end is significantly
simplified, and has only a few stages of low noise amplification and one stage of preselect
filtering.
To reduce cost and fabrication complexity, Osh Park four layer PCB material was
selected as the backbone to the RF front end. Osh Park four layer material is based on
FR408HR, an improved version of the popular and inexpensive FR4 fiberglass substrate
material for moderate RF use. Ted Yapo [4] published an article on Hackaday, an online
collaborative hardware development community, where he outlines the process he used to
find the optimal coplanar waveguide geometry on Osh Park four layer PCBs. After verifying
the results from [4], the GPS adaptive beamforming project used the coplanar waveguide
dimensions derived in [4] throughout the front end.
The array antenna elements are simple patch antennas which have been described
thoroughly in the literature for many decades [5] [6] [7]. We chose to maintain simplicity
for the patch antenna to keep fabrication costs low, as long as a simple patch could provide
the necessary bandwith for GPS detection. If a simple patch did not provide the necessary
bandwidth, more advanced patch geometries could be implemented to improve bandwidth
[8] [9].

1.3.2

RF Over Fiber Signal Transport for ALPACA
When a signal needs to be passed between sections in a receiver, 50 Ω transmission

lines of all shapes and sizes are used. The phased array receiver that makes up ALPACA is
in a unique situation because the digital back end where analog to digital conversion takes
place is located 3.5 km from the receiving array. If traditional copper-based transmission
lines were used, like Heliax® LDF4-50A, many stages of amplification would be necessary
to overcome the 9 dB/100m loss [10], and the noise figure of the receiver would suffer.
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Instead of copper transmission lines, RF from the array directly modulates a continuous wave 1310nm laser and is transmitted over single mode fiber optic cable, where
the optical intensity loss is only 1.5 dB per kilometer [11]. The RF over fiber signal transport system for ALPACA was mostly inspired by the RFoF links for the Allen Telescope
Array (ATA), the Canadian Hydrogen Intensity Mapping Experiment (CHIME), and the
Australian Square Kilometer Array Pathfinder (ASKAP).
The Allen Telescope Array is one of the first to implement an RF over fiber system
for radio astronomy. ATA features 42 dish array elements operating from 500 MHz to 11.2
GHz. A custom RF over fiber link was developed for ATA by Photonic Systems, Inc. and
operates over the full bandwidth of the array. To achieve the extraordinary bandwidth ATA
operates in, Photonic Systems used external modulation of the laser, where the laser operates
at a continuous output intensity and the modulator modulates the optical carrier after it
is produced by the laser [12]. External modulation allows for much greater bandwidth and
better dynamic range, but costs significantly more per channel than direct laser modulation
[13].
CHIME is an array receiver with more than 2500 cylindrical elements that aims to
map neutral hydrogen gas throughout the universe through detection of its redshifted 21-cm
radiation in the 400-800 MHz band. CHIME engineers investiaged Times Microwave LMR400 coax and concluded that the -20 dB loss of the coax made RFoF a worthy alternate [14].
The team at CHIME stuck with simplicity, just as the ALPACA team has. CHIME uses
a continuous wave 1310nm laser that is directly modulated by incoming RF. Incoming RF
modulates the DC bias of the laser, in turn modulating the intensity of the laser’s output.
The CHIME RFoF receiver is a photodiode that turns the modulated light back to a voltage,
which is amplified by an LNA and sent to the ADCs. The main challenge CHIME needed to
overcome was the high noise figure of the laser. In order to minimize the receiver system noise
contribution of the RFoF link (mainly from the laser), roughly 55 dB of total gain is present
in between the antenna and laser, because high gain before a noisy component minimizes
the noise contribution of that component. As a result, CHIME produced an RFoF link for
less than $200 per channel that adequately drives the input to their ADCs at -22dBm.
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Like CHIME, the ASKAP project uses a directly modulated laser diode in their RF
over fiber link called the Domino. The Domino is actually a combination of three submodules:
a dual port LNA module, a Filtercard module, and the Optical Transmitter module [15].
Each module is in an RF shielded housing that provides a minimum of 40 dB isolation
between channels. Gain adjustment is provided by variable attenuators in both the transmit
and receive ends of the RFoF link, similar to ALPACA.

1.4

List Of Contributions
From the research presented in this thesis, the author’s research contributions are

1. (Chapter 3) Designed and implemented the analog front end to a phased array digital
beamformer on low cost, quick turnaround PCB material from Osh Park that provides 65 dB of gain at a noise figure of 1.5 dB (Trec = 119.6K). This result shows
the feasibility of low cost PCB materials to perform well in certain RF applications
where high gain and low noise are key requirements. These results also enabled the
development of a lightweight adaptive beamformer for GPS into one device suitable for
vehicular deployment. The compact design of the phased array GPS receiver opens up
opportunities for other airborne wireless technologies such as radar, remote sensing,
and communication networks.
2. (Chapter 4) Improved the existing ALPACA four channel RF over fiber transmitter to
meet new physical and electrical design constraints. The improved four channel RFoF
transmitter (when combined with an accompanying receiver) provides an average of
51.5 dB of gain with less than 1 dB ripple across the entire ALPACA band (1300 MHz
- 1720 MHz), an average of 45 dB of isolation between channels, and an average noise
figure of 2.3 dB. These results enable the signal transport system for ALPACA to have
a system noise contribution of less than 1 K, which helps the project meet its overall
noise budget of 27 K. A radio astronomy receiver with such a low noise figure enables
astronomers to better understand the nature of our universe through L-band radio
emissions, particularly from hydrogen.
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3. (Appendix A) Designed and implemented a four element phased array of open-ended
waveguide antennas made out of Pringles cans to extend the range and quality of 5
GHz WiFi communications. This experiment shows that phased array implementation need not be expensive or complex to yield significant improvements over a single
antenna. The methods of array construction and analysis in this appendix chapter
contribute to the published knowledge available to hobbyists on phased array antennas
by using commonly obtainable materials, simple equations for array analysis, and test
procedures that use consumer-grade electronics to produce academic-grade results.
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CHAPTER 2.

BACKGROUND

The role of an analog front end in any receiver is to prepare an RF signal from free
space for demodulation. There are countless architectures for demodulation, and likewise
countless architectures for their accompanying front ends. Modern demodulation mostly
happens after analog to digital conversion, thanks to the rapid increase in computing power
and speed at which an analog signal can be sampled into the digital domain. Whatever
the method of demodulation, an analog front end generally has an antenna or array of
antennas, low noise amplification, filtering, and may have one or more stages of mixdown to
an intermediate frequency. The analog front ends discussed in this thesis do not have any
stages of mixdown, because the ADCs run at a high enough sample rate to directly sample
the RF carrier.
Many metrics of performance are used to characterize an analog front end. An antenna is characterized by its input impedance, radiation efficiency, radiation pattern, and
directivity. The electronics following the antenna can be characterized by their gain (or
loss) over frequency, noise figure, 1dB compression point, 3rd order intercept point, isolation
between channels in a multi-channel design, and so on.

2.1

The Antenna
An antenna is a transformer between a wave propagating through free space and

travelling on a transmission line. A full treatment of the parameters and definitions for
antennas are given in Phased Arrays for Radio Astronomy, Remote Sensing, and Satellite
Communications [16], and the IEEE Standard for Definitions of Terms for Antennas [17].
To simplify the understanding of an antenna, they are commonly represented as a
circuit model with components Rrad , jXin , and Rloss , seen in figure 2.1, that contribute to
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the antenna’s input impedance:
Zin = Rrad + Rloss + jXin

(2.1)

The radiation resistance Rrad is the component responsible for radiating energy from a transmission line into free space for a transmitting antenna, or coupling energy from free space to
a transmission line for a receiving antenna. Losses in the antenna structure are represented
by Rloss .

Figure 2.1: An equivalent circuit model of an antenna.

When an antenna is “resonant”, jXin = 0. An ideal antenna would have input
impedance components Rrad = Z0 , Rloss = 0, and jXin = 0. However, in real life, an antenna
may not be perfectly resonant, so jXin could contribute an inductive or capacitive component
to the input impedance. A physical antenna will always have some loss, which reduces the
radiation efficiency of the antenna, ηrad . Efficiency ηrad can be expressed as the ratio of input
power to radiated power,
Pin
Prad

(2.2)

Rrad
.
Rrad + Rloss

(2.3)

ηrad =
Or in terms of radiation resistance and loss,
ηrad =
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2.1.1

Radiation Pattern
The radiation pattern of an antenna is the angular distribution of the power radi-

ated by an antenna. If an antenna radiates the electric and magnetic fields Ē(r, θ, ϕ) and
H̄(r, θ, ϕ), then the time averaged power density at far-field point r̄ is
1
S̄(r, θ, ϕ) = Re[Ē(r̄) × H̄(r̄)∗ ]
2
|Ē(r̄)|2
=
r̂
2η
where η =

(2.4)
(2.5)

p
µ/ϵ is the characteristic impedance of free space. Equation 2.5 can be rewritten

in a form that puts all of the angular dependence of the power density into one term, f (θ, ϕ)
S(r̄) ≃ f (θ, ϕ)

1
r̂, r → ∞
r2

(2.6)

Radiation pattern is typically normalized to a maximum value of one, so the radiation
pattern becomes f (θ, ϕ)/fmax and is sometimes expressed in dB, 10 log10 (f (θ, ϕ)/fmax ). The
simplest radiation pattern is that of an isotropic radiator, where for all angles of θ and ϕ,
f (θ, ϕ) = 1.

2.1.2

Directivity
The directivity of an antenna is the ratio of radiated power density in a given direction

to the power flux density that would be radiated by an isotropic radiator with the same total
power. The directivity pattern is
D(θ, ϕ) = 4πr2

Sr (r̄)
Prad

(2.7)

A common way of expressing the directivity of an antenna is through it’s peak directivity
over angle. In simple terms, directivity is the measure of how much an antenna focuses
radiated energy in a given direction.
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2.1.3

Matching
An important metric of antenna performance is how well the antenna is impedance

matched to its feed line. Matching is measured by reflection coefficient, a unitless ratio of the
forward and reflected voltages at a point along a transmission line. In terms of impedances,
reflection coefficient at the load is
Γ0 =

V−
ZL − Z0
=
+
V
ZL + Z0

(2.8)

where ZL is the load impedance and Z0 is the characteristic impedance of the transmission
line. A more general form for the reflection coefficient at an arbitrary point along a transmission line can be found in the course notes for BYU ECEn 464 [18]. The antennas referenced
in this thesis are designed to match to a 50Ω transmission line, however some specialized
antennas may be matched to a non-standard impedance, such as the input to a custom LNA.
In this case, the optimal match is when ZL = Z0∗ . When Γ = 0, all power is transferred from
the transmission line into the antenna or other load. Since reflection coefficient is a ratio of
voltages, reflection coefficient in terms of power is |Γ|2 , or 20 log10 (Γ) in dB.

2.1.4

S-Parameters
The ratio of forward and reverse voltage as reflection coefficient can be generalized

for multi-port devices. Consider a filter, which is a two port microwave device. The voltages

Figure 2.2: An example two port microwave device, with forward and reverse voltages at
each port. S-parameters are used to relate the forward and reverse voltages at each port.
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associated with the incident and reflected waves at each port can be related in matrix form:
  
 
−
V
V+
S
S
 1  =  11 12   1 
V2−
S21 S22
V2+
and solving for S11 ,
S11 =

V1−
V1+

(2.9)

(2.10)

which is the same as the reflection coefficient in equation 2.8. Similarly, the transmission
coefficient, or the ratio of input voltage on port 1 to output voltage on port 2, is S21 . Sparameters can be generalized to an N-port network where the s-parameter matrix is size
N × N.

2.2

Phased Array Antennas
Many reasons exist why an engineer would want to change the radiation pattern of a

simple antenna. A dipole can be placed above a ground plane to focus energy perpendicular
to the ground plane, a horn can be placed at the end of a waveguide antenna to shape the
pattern, a patch antenna could be constructed with its corners cut off and feed point moved
to produce a circular polarized wave, and so on. All of these physical modifications produce
changes in the radiated fields of the antenna that produce different far-field radiation patterns. The phased array antenna approach mimics the effects of these changes by artificially
introducing time delays and amplitude changes in the signals feeding each element, changing
the far-field radiation pattern. For narrow band signals, engineers typically approximate
the beamforming time delays with phase delays, which are easier to implement in analog
circuitry and DSP.
The application of phase and amplitude changes to each element in the array is
known as weighting. Adjusting beamformer weights can maximize directivity and/or SNR,
reduce sidelobe levels, create multiple main beams, steer beams, and so on. Figure 2.3 shows
the ability of a beamforming algorithm known as the Maximum SNR algorithm to reject
interference by placing a null in the radiation pattern in the direction of the interference,
and form the main lobe of the array in the direction of the signal of interest.
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Figure 2.3: An example of phased array beamforming with the Maximum SNR beamforming
algorithm. The Max SNR beamformer successfully places a null in the array pattern in the
direction of the interference, drastically improving the signal to interference plus noise ratio
(SINR).

2.3

Analog Front Ends
Following the antenna, an RF signal may pass through one or more stages of ampli-

fication, filtering, and mixing, prior to demodulation. Early amplitude modulation receivers
could get by with a simple rectifier circuit to demodulate the baseband AM signal right from
the carrier, however this method was very inefficient. To increase efficiency and selectivity
and add the ability to tune a receiver to many bands, Edwin H. Armstrong invented the
superheterodyne receiver, which mixes received RF with a local oscillator to produce an
intermediate frequency (IF) that is then demodulated [19]. The superheterodyne receiver
has been the standard receiver architecture for many decades and is still in use today as the
analog front end to many digital receivers.
Over the past few years, the speed at which an analog signal can be sampled into
the digital domain through an ADC has skyrocketed, making direct sampling of the RF
carrier possible. Direct sampling eliminates the need for a mixing stage in the analog front
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Figure 2.4: An example of the single conversion superheterodyne receiver architecture applied
to a digital receiver.

end circuitry, simplifying the design and reducing cost. An analog front end for a directsampling digital receiver still needs to provide preselect/anti-alias filtering and low noise
amplification for proper digital reconstruction of the analog signal. Low noise amplification
and the noise contributed by lossy components in the analog front end is perhaps the most
important design constraint in modern analog front end design.

2.3.1

The Importance of Noise
In a modern, high sensitivity receiver, understanding the noise received by the antenna

and added by receiver system components might be more important than the signal of interest
itself. Many signals exist below the noise floor at a receiver, including the GPS spread
spectrum signals discussed in chapter 3 and the signals from deep space sources discussed
in chapter 4. Many sources of noise exist in communications systems, but the noise source
that tends to dominate is thermal noise. Thermal noise is created by thermal vibration of
bound charges [18].
Consider a resistor at a temperature T in Kelvins with resistance R. The random
motion of the electrons creates a zero mean random voltage at the terminals of the resistor
given by Planck’s blackbody radiation equation:
r
v̄n =

4hf BR
−1

ehf /kB T
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(2.11)

where B is the bandwidth in Hertz, h is Planck’s constant (6.546 × 10−34 J · sec), kB is Boltzmann’s constant (1.380 × 10−23 J/K), and f is frequency in Hertz. At microwave frequencies,
the exponent hf /kB T gets very small, so that the exponential can be approximated by the
first two terms in its Taylor series expansion,
hf
kB T

(2.12)

p
4KB T BR

(2.13)

ehf /kB T ≈ 1 +
which simplifies equation 2.11 to
v̄n ≈

which is independent of frequency and is called “white noise” from the stochastic model
of v̄n as a Gaussian random variable with zero mean and variance v̄n2 (symbolized as σn2 in
statistical nomenclature).

Figure 2.5: A Thevenin equivalent noise source connected to an ideal load to maximize power
transfer.

If we replace the noisy resistor with a Thevenin equivalent source composed of a
voltage source with voltage v̄n and an ideal, noiseless resistor of R Ω, and then connect the
equivalent noise source to a bandpass filter of B Hz and a second ideal resistor R Ω, the
power dissipated by the network is

Pn =
15

v̄n2
4R

(2.14)

(note that there is no additional factor of two in the denominator because v̄n is an RMS
voltage) By substituting in equation 2.13, noise power becomes

Pn =

4kB T BR
= kB T B
4R

(2.15)

A common quantity seen in noise budgets throughout microwave engineering is Pn =
−174 dBm/Hz, which comes from dividing out the bandwidth in equation 2.15 and converting
the output power of a room temperature resistor (T = 290K) to decibels relative to a
milliwatt (dBm).

2.3.2

Noise Figure
An ideal microwave component would not add any noise to the signal passing through

it, but unfortunately almost all components of a microwave system do contribute noise. The
amount of noise components contribute (or degrade the SNR) is measured with noise figure.
The formal definition of noise figure for an amplifier is the ratio of the total available noise
power at the output to the available noise power at the output due to input noise only [18]:
F =

Output noise power
Ideal output noise power = Gain × Input noise power
GNi + Pn
=
GNi
Pn
=1+
≥1
GNi

(2.16)

(2.17)

where Ni = kB T0 B (T0 = 290 K, by convention). For example, consider an amplifier in a
microwave circuit with gain G and noise figure F ≥ 1. The input to the amplifier will have
a signal of interest, and some noise. The amplifier will amplify the signal of interest and
the noise on the input by G. If this were an ideal amplifier, the SNR at the output would
be the same as the input, and F = 1. However, F ≥ 1 for this realistic amplifier, and so
the amplifier will add noise to the signal and the output SNR will be worse than the input
SNR. This leads to the alternate definition of noise figure as the ratio of the input SNR to
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the output SNR:
F =

Nout
Sin /Nin
SNRin
Nout
=
=
=
Nin G
Nin Sout /Sin
Sout /Nout
SNRout

(2.18)

Noise figure can be expressed in an alternate form known as equivalent noise temperature Teq . Equivalent noise temperature is the temperature at which a noisy resistor would
supply the same amount of noise power as the non-ideal component, so that
Pn = GkB Teq B

(2.19)

is satisfied. Substituting this result into equation 2.17 gives the relationship
F =1+

Teq
T0

(2.20)

Components or subsystems with low noise figure often have their noise figure expressed as an equivalent noise temperature. For example, the ALPACA project discussed in
chapter 4 has a target system noise temperature of 25 K, which is much easier to understand
than a noise figure of F = 1.0862.

2.3.3

Noise In Cascaded Networks
If we have two stages in a system, the output noise is
Nout = G2 Nout,1 + Pn,2
= G2 (G1 Nin + Pn,1 ) + Pn,2

(2.21)

and the noise figure is
G2 (G1 Nin + Pn,1 ) + Pn,2
Nin G1 G2
Pn,1
Pn,2
=1+
+
.
Nin G1 Nin G1 G2

F =

17

(2.22)

By splitting the noise figure up into the contribution from each stage:
Pn,1
Nin G1
Pn,2
F2 = 1 +
Nin G2
F1 = 1 +

The cascaded noise figure of the system is
Fsys = F1 +

F2 − 1
G1

(2.23)

which means that the noise figure of the second stage is divided by the gain of the first stage.
In many receiver systems, including those described in chapters 3 and 4, the first component
after the antenna is a low noise amplifier, as this has the greatest impact on overall system
noise figure.
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CHAPTER 3.
RECEIVER

3.1

RF FRONT END DESIGN FOR A PHASED ARRAY GPS

Introduction
Phased array receive systems are used across many applications in wireless commu-

nications, especially where strong interference may be present. Phased array beamforming
can be implemented in analog circuitry or digital signal processing. On one hand, analog
phased arrays can be simple to implement and cost-effective, but are generally limited to the
array configuration at the time of construction. On the other hand, phased arrays with a
DSP back end can be highly adaptive and reconfigurable, but with traditionally much higher
cost, power requirements, and space. The computing resources for a digital phased array
can occupy multiple full-sized server racks.
The phased array GPS receiver project showcases a new method of implementing a
phased array receiver in a small, lightweight package suitable for unmanned spacecraft. The
new architecture executes phased array beamforming on an RF system-on-chip, where high
speed ADCs are located in the same silicon as an FPGA, memory, and CPU. Since RFSoCs
are a recent innovation, only a few manufacturers have products available with an RFSoC.
We chose the Hightech Global HTG-ZRF16 board as the platform for digital development,
as it is small enough to fit on a reasonably sized unmanned aerial vehicle and has a high
sample rate for direct sampling through L-band.
To demonstrate the advantages of a phased array receiver on an unmanned aerial
vehicle, we chose to implement a phased array receiver for GPS. Unmanned spacecraft rely
on accurate location information provided by a reliable GPS satellite downlink, which can
be interfered with by natural and man-made sources. Conventional GPS receivers use an
antenna with a wide radiation pattern that can easily pick up terrestrial interference. A
phased array receiver for GPS can simultaneously reject interference and track GPS satellites.
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Adaptive digital phased array algorithms, such as maximum SNR and linear constrained minimum variance, have the capability to place spatial nulls in the direction of
interference, while focusing the array main lobe(s) on the signal of interest when the spatial
directions of interference and signal of interest are known a priori. The algorithm developed for this project by Jakob Kunzler takes the ability of a phased array to new levels by
using GPS receiver output data to control an upstream adaptive beamformer. This allows
the beamformer to reliably track, estimate, and update beamformer weights dynamically in
flight [3].
To make a reliable digital phased array receiver, the analog front end must also be
reliable and stable. RF circuitry is typically designed on PCB material that has a well
controlled dielectric, such as Rogers 4003C and variants, to minimize loss. Rogers 4003C
provides low loss RF performance into the tens of GHz, but is expensive and has slow
turnaround time from fabricators. To minimize cost and speed up the time for prototypes,
we ask the question, “Is it feasible to design a high gain, low noise analog front end on
quick turnaround PCB materials for phased array applications?” In this chapter, the design
and tests of the analog front end for the phased array GPS receiver on quick turnaround
Osh Park FR408 PCB material are discussed, and results are documented that suggest PCB
materials like FR408 are well-suited for L-band RF applications.

3.2

Link Budget
To obtain design parameters for the RF front end, we use a design tool known as a

link budget. A link budget is the calculation of RF system requirements given set quantities
of transmit power, path loss, noise figure, and so on. The first set quantity in the link
budget is the drive level required by the ADCs for sampling without clipping, which is -20
dBm total power for the HTG-ZRF16. The second important quantity, the detection SNR
required at the signal processing stage, is set at a generous 20 dB. With known quantities
of incident signal power (-188.6 dBm/Hz), signal bandwidth (1.02 MHz), carrier frequency
(1575.42 MHz), and analog filter bandwidth (400 MHz), we can derive the requirements for
system gain and noise figure.

20

One key difference to note with GPS reception versus a more traditional receiver/link
budget system is the incident signal power lies below the thermal noise level of -174 dBm/Hz.
The GPS signal will remain below the noise floor throughout the RF front end, and will be
brought out of the noise in signal processing through integration. This means the -20 dBm
total input power to the ADC will be dominated by noise power.
Our link budget, computed in a convenient Microsoft Excel spreadsheet and summarized in table 3.1, shows the arrangement of components needed to achieve a total input
power of -20 dBm at the ADC. To calculate the antenna noise temperature, we estimate the
antenna efficiency ηrad = 0.6. The equivalent noise temperature of a lossy antenna is
TA = ηrad Text + (1 − ηrad )Tph

(3.1)

where Tph = 290K is the physical temperature of the antenna (at room temperature). Text
is the external noise of black body radiation in the scene visible by the antenna and is given
by
Text

1
=
4π

Z
D(Ω)Tsky (Ω)dΩ.

(3.2)

S,∞

To simplify calculation of antenna noise temperature, we assume Text = 10K, which leads
to TA = 122K. The noise temperatures of the remaining components in table 3.1 are taken
from the data sheet for each component, and the filter bandwidth used to calculate total
power is 400 MHz.
Table 3.1: The phased array GPS receiver link budget.
Part

Gain (dB)

Antenna
LNA
BPF
LNA
LNA
Gain Block

5.0
16.0
-2.0
16.0
16.0
23.0

Noise Receiver
(K) Gain (dB)
122.0
N/A
58.7
16.0
159.6
14.0
58.7
30.0
58.7
46.0
250.0
69.0
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Receiver
Noise (K)
N/A
58.7
69.3
73.5
73.5
80.9

System
Noise (K)
122.0
188.7
199.3
203.5
203.5
210.9

Total Power
(dBm)
-100.7
-74.0
-75.8
-59.7
-43.6
-20.5

3.3

GPS Antenna
Most GPS downlink occurs on two carrier frequencies, 1.57542 GHz and 1227.6 GHz,

known also as GPS L1 and L2 [20]. The ideal GPS antenna would be well matched and have
high radiation efficiency at these two frequencies. While the bandwidth required to cover L1
and L2 is certainly obtainable, doing so in a small, lighweight form factor is a challenge. To
minimize size and weight, we seek to design a microstrip patch antenna for GPS reception. To
start, we design a simple square patch for the GPS L1 carrier frequency on a high dielectric
substrate, Rogers RT DUROID 6010LM and a low-cost alternative, OshPark FR408.

3.3.1

Rogers RT DUROID 6010LM Antenna
The first revision of the GPS antenna was designed on Rogers RT DURIOD 6010LM

material because of its high dielectric constant (ϵ = 10.2), which reduces the wavelength in
the dielectric according to
λ0
λd = √
ϵr

(3.3)

which allowed the patch to have overall dimensions of 2”x2” as seen in figure 3.1. Once
fabricated, the antenna was tested and results compared to the Empire simulation as seen in
figure 3.2. There is some obvious tuning discrepancy between the fabricated and simulated
antenna, which could mean the fabrication method was inaccurate, the model in Empire was
inaccurate, or a combination of both. A feature of figure 3.2 is the ripple in S11. S11 should
not go above 0 dB for any kind of passive device, since it is a measure of reflected voltage. To
find the source of the instability in Empire, the mesh characteristics were analyzed to look
for anything odd. Empire gave a warning for the z-axis mesh not accurately representing
the modeled structure, so the mesh density was adjusted and the simulation was computed
again. The results from the reworked and stable model, seen in figure 3.3, now match the
fabricated s-parameters.
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Figure 3.1: GPS L1 patch antenna fabricated on Rogers RT Duroid 6010LM.
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Figure 3.2: S-parameters of the simulated and fabricated small GPS antenna on Rogers RT
Duroid 6010LM.
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Figure 3.3: S-parameters of the simulated and fabricated small GPS antenna on Rogers RT
Duroid 6010LM, after the model in Empire was fixed.
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3.3.2

OshPark FR408 Antenna Design
Though the GPS antenna fabricated on Rogers RT Duroid 6010LM is compact and

well matched, we decided to fabricate a GPS antenna on OshPark four layer PCB material
to reduce cost and fabrication complexity. The core substrate of OshPark’s four layer board
is made of FR408, which is similar to FR4, but with greater dielectric regulation and thus
is suitable for L-band RF applications.

Figure 3.4: FR408 GPS antenna (rev1) on OshPark four layer FR408, simulated in Empire.

The Empire simulation seemed promising with about 20 MHz of usable bandwidth
centered at 1.57 GHz as seen in figure 3.4. Once fabricated, the antenna exhibited very poor
performance as shown in figure 3.5. There are two major flaws to fix on the antenna: the
SMA probe feed and the mismatch.
Fixing the SMA port was straighforward– all that was needed was to change the
component in Altium. Solving the internal copper layers was also fairly straighforward. Empire was used to sweep different ring thicknesses to see how internal copper ring thickness
affected antenna matching and tuning. The results in figure 3.6 show that as ring thickness
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approaches 25mm (the perimeter of the patch), both tuning and matching are affected significantly. The results also further suggest that the reason for the failure of the first antenna
on FR408 was the internal copper layers. A 5mm ring was selected based on the results
in figure 3.6 as this would provide some mechanical stability without greatly affecting the
performance of the antenna. Only slight adjustments were necessary from the nominal 1/2λ
patch dimensions. Figure 3.7 illustrates how the patch antenna will look once fabricated.
The gold ring in 3.7 represents the internal 1/2oz copper ring. Once fabricated, three of
the GPS patches were assembled and tested to check their matching. All three had a good
match at our desired frequency, 1.575 GHz, seen in figure 3.8.

Figure 3.5: FR408 GPS antenna rev1, fabricated and simulated.
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Figure 3.6: The effect of different internal copper ring widths on antenna matching, swept in
Empire. After 10mm thickness, the internal copper layer begins to have significant impact
on the antenna’s performance.

Figure 3.7: A visualization of the updated FR408 antenna design with internal rings (gold
layer).
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Figure 3.8: Matching of three revision two GPS antennas after fabrication.

3.4

Antenna LNA Dongle
Immediately after the patch antenna, the GPS signal enters a conditioning stage of

the signal chain. The first conditioning stage, which we call the “LNA Dongle”, is responsible
for low noise amplification and preselect filtering of the received signal. Low noise amplification and filtering before any lossy components (such as lengths of interconnecting coax)
is important because the amount of noise contributed to a system by a lossy component is
divided by the gain of the stage before it, as derived in chapter 2. The two-stage cascaded
noise equation (equation 2.23) is repeated here for convenience:
Fsys = F1 +

F2 − 1
G1

(3.4)

where F is the noise figure of a component or subsystem, and G is the gain of a component
or subsystem, if applicable.
To minimize the noise contributed by the coax connecting the antenna to the RFSoC
and to supply the RFSoC with sufficient signal level for sampling, the LNA Dongle was
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designed to have at least 48 dB of gain at 1.5 GHz and an onboard preselect filter with a
passband covering the GPS L1 and L2 frequencies. The received signal is amplified in three
stages, each using MACOM MAAL-010570 Low Noise Amplifiers. With a 5vDC supply,
these amplifiers have a gain of 16dB each and a noise figure of 0.8dB. Because noise contribution from each amplifier stage also follows equation 3.4, the preselect filter, a Mini-Circuits
SYBP-1420, was placed after the first amplifier to reduce the noise contribution of the filter
instertion loss.
In the design of any high gain amplifier stage, oscillations are a significant risk.
To reduce this risk, the LNA Dongle was designed with DC blocking capacitors and 0dB
attenuator pads at every amplifier stage. If the board started to oscillate, the 0dB attenuators
could be replaced with a larger value to increase isolation between each amplifier stage, at
the cost of a little bit of gain.

Figure 3.9: The bottom component side of the antenna LNA dongle.

30

Testing began with a simple tone test with a signal generator and a spectrum analyzer.
Attenuators were used on the output of the signal generator to lower the input signal to
about -60dB to ensure none of the amplifiers were driven into compression. We ensured
there was no DC on the RF output and no oscillations happening anywhere in the board,
so we deemed it safe to analyze on the network analyzer. Figure 3.10 shows the results of
the network analyzer analysis of the Antenna LNA Dongle. According to our analysis, we
achieved about 45dB gain at 1.577 GHz, nearly reaching our target of 48dB. More gain could
be squeezed from the MAAL-010570 amplifiers by adjusting the bias resistor values for more
bias current, but at the cost of a higher noise figure and a higher chance of instability.

Figure 3.10: Antenna LNA dongle S-parameters. The data is noisy because the excitation
power on the VNA used for testing needed to be set very low (-60 dBm) to avoid amplifier
compression.

3.5

Bias tee
The third modularized component of the RF front end are the bias tees that provide

power to the active antenna dongle over coax. These are simple devices: a DC blocking
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capacitor and an inductor, whose values are chosen to minimize insertion and return loss,
and some extra DC filter capacitors. The bias tees were first designed in ADS to get estimates
on the capacitor and inductor values that would minimize insertion loss between RF ports 1
and 2. ADS simulations showed about 1 nH was needed to minimize insertion loss between 12 GHz, so two 2.2nH inductors rated at 400mA each were used in parallel to provide 800 mA
of continuous current capacity. Testing on the network analyser showed about 4dB insertion
loss on the RF side, so adjustments of the capacitor and inductor values were necessary.
While changing capacitor values had little effect on insertion loss, increasing the inductance
to 2.2nH total by using two 4.4 nH inductors in parallel decreased the insertion loss to less
than 1dB as seen in figure 3.11. This change to 2.2nH also significantly improved the return
loss performance of the bias tee which is also shown in figure 3.11.

Figure 3.11: 1.1 nH and 2.2 nH inductance effect on bias tee performance.
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3.6

Final RF Front End Design
The final RF front has all the aforementioned components, with an additional gain

stage incorporated onto the bias tee board just before the HTG-ZRF16 RF input. Additional
gain was necessary to toggle more bits in the ADC of the ZRF16. The amplifier chosen was
a Mini-Circuits MNA-6A+, which provides 23.2 dB of gain at a noise figure of 2.7 dB.
Since this amplifier comes after multiple stages of preamplification, the noise figure wasn’t
as important as the overall gain of the amplifier. Gain and return loss for the MNA-6A+ on
the gain stage PCB is shown in figure 3.12.

Figure 3.12: Testing the final gain stage of the GPS RF front end with a Mini-Circuits
MNA-6A+ amplifier.
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Figure 3.13: The full GPS RF front end, viewed from the top. The GPS patch antenna feeds
the antenna LNA dongle beneath it, which then feeds RF into the additional gain/bias tee
stage to the righ before being passed on to the ZRF16.

To simplify the digital beamformer design, a four element array was chosen, so four
receive channels were fabricated and tested. The response of the antenna LNA dongles and
gain stages are compared in figures 3.14 and 3.15.

Figure 3.14: All four antenna LNA dongles compared.
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Figure 3.15: All four fabricated gain stages compared.

Figure 3.16: Full RF front end system gain from 1-2 GHz.
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3.6.1

Final RF Front End Performance
The final RF front end, seen in figure 3.13, was tested for gain and noise figure

performance at the GPS L1 frequency, 1.57542 GHz. The system gain, seen in figure 3.16,
provides roughly 65 dB of gain at GPS L1.
Another important metric for an RF front end of a receiver is the noise figure of
the receiver. As we saw in equation 2.23, noise in a receive chain cascades from section to
section. Figure 3.16 provides G1 from equation 2.23, but F1 , the noise figure of the RF front
end, is unknown to this point. One method of calculating the noise figure for a device is
known as the Y factor method. The Y factor method involves using a noise source with a
known output level, also known as an excess noise ratio, and the Y factor is the ratio of the
measured noise power with the noise source ON and with the noise source OFF [21]:
Y =

N ON
N OFF

(3.5)

and the noise temperature of the device is
TDUT =

TSON − YDUT TSOFF
.
YDUT − 1

(3.6)

Noise temperature can be converted to noise figure using the relationship in equation 2.20
(repeated for convenience):
F =1+

Teq
T0

(3.7)

where T0 = 290 K. With a 5 dB ENR source, the noise figure of the full RF front end was
measured to be 1.5 dB using the Y factor method.

3.7

Conclusion
Under full system integration testing, the RF front end for the phased array GPS re-

ceiver project successfully preconditions a GPS signal for digital phased array beamforming.
To verify the performance of the RF front end, consider the system requirements outlined
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in section 3.2, which were a receiver gain of 70 dB and a receiver noise temperature of 85 K
to achieve 20 dB SNR after signal processing.
We achieved an actual RF front end gain of 65 dB, which we attribute to losses in the
PCB material and cabling that are not included in the link budget. Using the relationship
between noise figure and noise temperature in equation 3.7, the measured noise figure of
1.5 dB is equivalent to Trec = 119.6K. By substituting these measured values into the
link budget, the total received power at the ADC is -24 dBm, the received signal power
is -58 dBm, and the in-band SNR is -8.83 dB. By applying the the integration gain from
integrating 1023 points (30.1 dB), the final SNR of the system is 21.27 dB, which meets the
design requirement of a 20 dB SNR after integration.
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CHAPTER 4.
ALPACA

4.1

LOW NOISE RF OVER FIBER SIGNAL TRANSPORT FOR

Introduction To Radio Astronomy
The universe around us is not only visible through light, but also x-rays, gamma rays,

and radio waves. Radio astronomy is the study of our universe by observation of the radio
frequency emissions from celestial bodies. Most of the universe is made of hydrogen, which
makes L-band (1 GHz - 2 GHz) radio observations particularly useful to astronomers. When
a hydrogen atom undergoes an energy state change, the atom emits a carrier at precisely
1420,405,751.768 Hz [22]. Likewise, other chemical compounds such as the hydroxyl (OH− )
ion also radiate at L-band. Other compounds radiate at different bands, and due to the effects
of Doppler shift, the spectrum of interest is as low as 10 MHz to well over 100 GHz [23].
Detecting weak deep space RF sources has pushed the limits of radio astronomy
receivers and the engineers that design them. Deep space signals are often below the noise
floor at a receiver, and SNRs of -30 dB to -50 dB are common. To overcome low SNR,
radiometric detection (ON source - OFF source) is often used. Since SNR is so low, any noise
contributed by receiver electronics can easily overpower a signal of interest. Receivers need to
be designed with extremely low system noise temperatures, which can be as low as 15 Kelvin.
Cryogenically cooled antenna elements and low noise amplifiers limit noise contribution of
early stage electronics, ground shields and under-illumination of dishes limit spillover noise
from warm ground, and additional early stage amplification limits noise contribution of lossy
transmission lines. With multi-channel receivers, the stability of receiver electronics needs
to be high to avoid system gain fluctuations over time and across multiple antenna elements,
because gain variation limits receiver sensitivity that cannot be recovered through longer
integration times [23]. In addition to the analog requirements of a radio astronomy receiver,
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computational requirements are burdensome for the large bandwidths and long integration
times needed to detect weak outer space objects.

4.1.1

ALPACA As A Radio Astronomy Receiver
The phased array feed referenced throughout this chapter consists of 69 cryogenically

cooled, dual polarized dipole elements and a real-time digital beamformer capable of producing 40 simultaneous dual polarized beams with approximately 305 MHz of instantaneous
bandwidth at 1.4 GHz and a system noise temperature of 27 K [1]. This receiver in development is the Advanced L-band Phased Array Camera (ALPACA) project. The signal
transport subsystem for ALPACA has the role of linking the 138 individual antenna elements
and first stage cryo-LNAs with the digital back end in the GBT datacenter approximately
3.5 km away from prime focus. This chapter will detail the redesign, tests, and fabrication of
the transmit side of the signal transport chain, boxed in green in figure 4.1. The groundwork
for the RF over Fiber signal transport link was done by Erich Nygaard and can be found in
his Masters’ thesis [2].
Performance of the RF over fiber link is mainly characterized by the links noise figure
and gain flatness. Noise figure (F ) is a measure of the degradation of SNR as signal passes
through a system component and is defined as the ratio of the total available noise power at
the component output to the available noise power at the output due to the input noise only
[18]. For an idea component, F = 1, but all real-world components will have a noise figure
greater than one. Another way of expressing noise figure is equivalent noise temperature, Te ,
and is often used for expressing the noise figure of very low noise devices/systems, such as
ALPACA. Te can be found by using equation 2.20 where T0 = 290 K. Following the cascaded
noise principle described with equation 2.23, ALPACA has cryogenically cooled low noise
amplifiers immediately after every antenna element. We want to boost the signal as much
as possible early in the system while adding as little noise as possible so that the signal is
larger than the noise added by later system components [18].
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Figure 4.1: ALPACA high-level system block diagram [1]. The RF over fiber transmitter in
green is the focus of this chapter.

4.2

RF Over Fiber Transmitter Overview
The RF over fiber link, and the transmitter in particular, follow the same front-

loading of high gain, low noise as the higher-level ALPACA system. Once the signal is
amplified by the cryogenic LNAs, the signal is carried via flexible stripline transmission line
to the RF over fiber transmitter through a custom ganged SMP connector, which operates at
ambient temperature. Following the cascaded noise principle described in equation 2.23, lossy
components need to be minimized early in the signal chain, but sometimes cannot be avoided.
To minimize the noise contribution of the RF over fiber transmitter, the first component on
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the transmit chain is a MiniCircuits CMA-83LN+ LNA with 21 dB gain and a noise figure
of 1.4 dB. After the first stage of amplification on the RF over fiber transmitter board, the
signal passes through a custom KR Filters bandpass filter with a passband of 1.3 GHz 1.72 GHz. The signal then passes through a directional coupler, which can be used to inject
a phase calibration signal. After the directional coupler, different revisions of the transmit
channel to be discussed later have different arrangements of components to optimize gain
and passband flatness. Though the arrangements are different, all revisions of the transmit
channel have additional gain after the directional coupler, a 6-bit variable attenuator for
gain equalization across channels, and a 1310 nm laser with supporting components.

Figure 4.2: The RF over fiber system block diagram.

Four independent transmit channels are routed on one PCB with additional components to bias and monitor the cryogenic LNAs, which form a transmit card. Two transmit
cards will be inserted into boxes with card guides placed radially around the top of the front
end box, seen in figures 4.3 and 4.4.
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Figure 4.3: Placement of the four channel RF over fiber transmit card guides and mating
connector plates around the top of the front end box [1]. Two cards are inserted back to back
in the green boxes around the circumference. All I/O (stripline, fiber, power, and calibration
injection) enters and exits through the back plates of the green boxes.

Figure 4.4: A close-up view of the four channel transmitter card interface [1]. All I/O
connections are designed to blind-mate, so simply inserting and removing a transmit card
connects and disconnects all I/O.
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4.3

ALPACA RF Over Fiber Transmitter Redesign Requirements
To accommodate the RF over fiber transmitter box physical size and layout seen in

figure 4.4, the four channel transmit card needs to have all I/O on the side of the board
with the Delta RF ganged SMP connector. This includes the cal-inject SMP, a DC power
connector, a clip for the SC fiber connectors, and a connector for cryo-LNA monitoring lines.
To simplify fabrication, any further revision of the four channel transmit card will be
made as a single board instead of a carrier board with transmit modules soldered on (see
figure 4.5. To facilitate this change, the board needed to be fabricated on a four layer PCB
material to route RF and DC lines on both the top and bottom layers. We decided to use
OshPark four layer PCB material which has been previously vetted to work well with L-band
RF applications due to its FR408 base substrate. FR408 has better dielectric regulation than
standard FR4 making it suitable for certain low frequency RF applications. Switching to
OshPark four layer PCB material means some rework of RF coplanar waveguide (CPW)
trace dimensions is necessary to maintain a 50Ω impedance.

Figure 4.5: A 3D render of the 1st generation RF over fiber transmit carrier board.
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Figure 4.6: A 3D render of a new four channel TX board. All I/O connections are moved
to the ganged SMP side of the board.

To relocate all the I/O to the ganged SMP side of the board, a 25 pin micro-dsub
connector makes combining all the DC power and monitoring lines easy. This connector now
has ±5v power, bias tee/cryo LNA power, and the current sense lines for the cryo LNAs.
This style connector also makes it easy to interface to an I/O plate and allows for push
on/pull off connection with the optional screw fasteners.

4.4

Single Channel Redesign
Rather than jumping straight to fabrication of a new four channel board, we chose

to incrementally change the existing design by redesigning a single channel module.

4.4.1

TX Module Revision 2
A redesign took place of the single channel RFoF transmitter to incorporate the above

changes. The changes to this board included moving to Osh Park four layer PCB material,
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adjusting coplanar wave guide dimensions, rotating the laser to face the same direction as
RF in, and moving all components to the top layer to make hand-fabrication easier.
To test the revision 2 single channel module, we use a VNA to drive the RF in port
on the transmit module at -55 dBm, and measure the power out of a receiver module on
port 2 of the VNA. The VNA reports this as S21, though we refer to this measurement
as “channel gain”. Once testing went underway, it became apparent that there were some
issues to resolve on the revision 2 TX module.

Figure 4.7: TX Channel Revision 2 Gain

The first and most obvious is the channel response as indicated by the first trace
(blue) in figure 4.7. Then, by accident, we discovered that if we placed a finger on the
case of the laser and touched the case of the bandpass filter next to it, passband ripple was
significantly reduced. We believe the cause of this is an RF grounding issue between the laser
and the PCB. On this test board, the laser was positioned right on the edge of the board and
with a pad that is relief connected to ground as seen in figure 4.8, designator “2”. This could
be creating a high impedance RF ground that is affecting laser modulation performance. On
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the next revision of the board, the laser will be fully surrounded by PCB as it will be on
the four channel card, and the ground pad is direct connected to the surrounding top layer
ground plane and well stitched with vias to the bottom ground plane.

Figure 4.8: TX Channel Revision 2 Gain

Figure 4.9: TX Channel Revision 2 Return Loss
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The second issue to resolve was the gain. With a pending solution for the laser
grounding issue, we turned to the input impedance of the transmit module and compared it
to the original design which was on Rogers 4003 substrate. The input matching (S11) showed
degradation when compared to the original design as well, as seen in figure 4.9. Grounding
the case of the laser had little effect on input matching in our band of interest. To hone in on
the matching issue, a revision 2 TX board was chopped off after the first CMA-83LN+ LNA
and an SMA connector added. This was done to compare to a similar test board already
fabricated and analyzed on Rogers 4003 32 mil PCB material.

4.4.2

CMA-83LN+ Testing and Analysis
Since we already had a test board on Aisler material for the CMA-83LN+ LNA

with known performance, we adapted a single channel transmit module to function as a
CMA-83LN+ test board on Osh Park four layer material seen in figure 4.10. Comparing
the performance of the CMA-83LN+ on Aisler and OshPark material allows us to simplify
debugging of the input matching, since the CMA-83LN+ is the first active component on
the transmit module. We suspect the geometry change of the coplanar waveguide trace from
Aisler to OshPark might be causing some of the issues.

Figure 4.10: CMA83-LN+ Test Board on Rogers 4003C (green) and OshPark FR408 Four
Layer (purple)
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Figure 4.11 shows S11 and S21 of the two CMA amplifier test boards shown in
figure 4.10. The CMA83-LN+ was chosen because of its flat gain characteristics and good
input matching, which is evident in the test board made on Rogers 4003C material. On
the OshPark four layer material based on FR408 substrate, the amplifier has significantly
degraded gain and return loss performance. At first we suspected the issues arose from the
hacked on SMA connector, but at L-band the losses wouldn’t be significant. The next theory
is the matching issues came from the “neck down”, or the reduction in trace width from the
pad on the SMA down to the 13.4 mil CPW trace. Effects of CPW geometry changes are
explored using simulations in Empire in section 4.4.3.

Figure 4.11: CMA83-LN+ test board S-parameters. The two boards tested are shown in
figure 4.10
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Since the original matching issues were discovered when comparing the CMA-83LN+
amplifier on Rogers 4003C and OshPark FR408-HR (4-Layer), a new LNA test board was
designed and fabricated without the use of a CPW neckdown. Instead, bolt-on Southwest
SMA connectors were used that allowed the 13.4 mil trace with to extend all the way to the
connectors, identical to the layout on the Rogers test board. S11 and S21 were measured
and plotted against the previous two results in figures 4.12.
The S11 and S21 curves in figure 4.12 show a 15 dB and a 1-2 dB improvement,
respectively, by eliminating the CPW neck down. While this result won’t directly affect the
design of the final four channel transmit board, future designs of any test board using 13.4
mil trace/6 mil gap CPW geometries will use bolt-on Southwest SMA connectors and other
components with large pads will be modified to better match the geometry of the 13.4/6
CPW dimensions.

Figure 4.12: CMA-83LN+ r2 Test Board S11
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4.4.3

Empire FDTD Simulation of Coplanar Waveguide Dimensions
To better understand the behavior of coplanar waveguide (CPW) traces on OshPark

4-layer PCB material, a model was built in Empire to represent a fabricated CPW test board
and is as close to the physical PCB as possible. The results from testing on the VNA validate
the accuracy of the model as seen in figures 4.13 and 4.14.

Figure 4.13: CPW Test Board S11 Compared to Empire Simulation Reveals An Accurate
Model

Next, port 2 of the 3D model was changed to include a 76 mil section of CPW, just like
the Emerson SMA pad that was used on the CMA83-LN+ test board and the TX revision
2 single channel board.
As seen in figures 4.13 and 4.14, the Empire 13.4 mil and measured 13.4 mil geometries
match each other well with only a few tenths of a dB difference. When the port 2 in Empire
was changed to 76 mil, insertion loss increased by 1 dB (worst case) and return loss decreased
dramatically. In future tests using Osh Park four layer material, we will use the Southwest
SMA connectors to improve matching between an SMA cable and the CPW trace.
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Figure 4.14: CPW test board S21 compared to the Empire simulation reveals an accurate
model was built in Empire.

4.4.4

Laser Matching
With the SMA matching questions resolved, our focus shifted to revisiting the laser

matching network. The first test included the design of a laser and matching network board
on Osh Park 4-layer material, and subsequently chopping off the matching network to see
the effects of putting the laser right up to the RF signal source. Once the results of this 1st
revision laser and matching network test board were known, a 2nd revision of the laser test
board was made with the 1st internal copper layer removed under the matching network and
the old 45 mil trace/8mil gap CPW geometry was used. Our theory was the small distance
(6.7 mil) between top copper and the 1st internal copper layer was adding stray capacitance
into the matching network that was hard to characterize. By removing this internal copper
layer, the distance between the top layer and the next copper layer is now about 53 mil,
which should minimize stray capacitance around large component pads. The three board
revisions (original on Aisler, OshPark r1, and OshPark r2) were fabricated and analyzed,
with results in figures 4.15 and 4.17.
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Figure 4.15: Laser+Matching S11 Comparison

Figure 4.16: A laser r2 board, one with a jumpered matching network (top), the other with
the matching network cut off.
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Figure 4.17: Laser+Matching S21 Comparison, also showing the difference between Aisler
with matching and the best on OshPark: No Match Cut

The first test was with a new laser board and the exact matching network component
values used on the Aisler board (blue dot curve in figures 4.15 and 4.17). Performance suffered
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greatly, and only after adjusting the values did we obtain a result that looked like the Aisler
board results (red dot curve in 4.15 and 4.17). These results were less than desirable with
a loss of performance in excess of 10 dB at some frequencies. Our next thought was to see
what would happen if we removed the matching network and jumpered the pads, which is
the solid red curve in figures 4.15 and 4.17. This was a large improvement, now differing
in channel gain from the Aisler matching network by only 1.5 dB. As a further exploration
of using the laser without a matching network, the matching network was cut off as seen
in figure 4.16 to simulate what would happen on the full TX channel if it was designed
with no matching network in place. That curve, the dashed red line, showed even further
improvement by flattening out the channel response.
The final piece was to look at what happened with the first internal copper layer
removed underneath the matching network, and this is the revision 2 laser and matching
test board. These results are the green solid and dotted lines in figures 4.15 and 4.17.
What was most surprising was the large roll-off with a matching network present. We
previously thought that Osh Park with the 1st internal copper layer removed was very
similar in performance to Aisler with the 1st internal copper layer removed, which is what
the blue solid and dotted curves are. Like before, we also cut off the matching network on
the revision 2 laser test board and plotted that response, which is similar to Aisler with no
matching.
From these results, we concluded that the best performance on OshPark 4-layer material was with all four layers intact, and no matching network. The lower subplot of figure
4.17 shows the difference between the Aisler with matching (the previous best) and OshPark
with the matching network completely removed. There is an average of -1.0 dB difference
between the two, an acceptable loss for a simple design and better passband ripple on the
full TX channel. The decision to move away from a matching network also comes from
observations on the input impedance on the laser, shown in figure 4.18. The resonance in
the middle of our band makes matching difficult since the impedance varies so much over
1.3 - 1.72 GHz.
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Figure 4.18: Input impedance of a 5mW laser, swept over 1-2 GHz

4.4.5

Design of Single TX Channel Revision 3
With the results of the CMA-83LN+ test board, the laser matching test boards, and

the laser grounding results of the revision 2 TX board, a new revision of the single channel
transmit module was laid out. This redesign moves the variable attenuator closer to the laser
on the “downstream” side of the 180◦ CPW bend, replaces the PGA-105+ amplifier with a
2nd CMA-83LN+ amplifier to increase gain by 7 dB, and changes the SMA test connectors
to Southwest bolt-on type. A 3D render of the board is included in figure 4.19.
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Figure 4.19: TX Revision 3 with two CMA-83LN+ amplifiers

This design is chronologically behind the design of the revision 2 laser and matching
test board with the first internal copper layer removed, so the CPW geometry in the matching
network is 13.4/6 mil. With matching network components in place with values matching
those of the first board design on Rogers material, channel gain performance as well as
input impedance matching degraded significantly, as seen in figures 4.20 and 4.21. The
same transmit board was also tested with the matching network jumpered, whose results are
plotted in figures 4.20 and 4.21 on the green curve.
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Figure 4.20: TX Revision 3 with 2x CMA

Figure 4.21: TX Revision 3 with 2x CMA
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After studying the results from the third revision transmit module and the laser
matching board, we decided to remove the matching network from the laser to improve the
single channel transmit gain and passband flatness. To be sure, two more single channel
modules were designed with internal copper layer 1 was removed underneath the matching
network and bandpass filter pads to see if the effects studied in Empire would also manifest on
relatively small component pads. The second variation took the modifications a step further
with the replacement of the 2nd CMA-83LN+ amplifier with a PGA-105+ amplifier as in
the original and revision 2 design, and also added a 3rd PGA-105+ amplifier to compensate
for the efficiency loss of removing the matching network (matching network pads were left
in place on the PCB and simply jumpered). Care had to be taken in board layout to ensure
the TX board did not oscillate with a total of 50 dB of gain.
The amplifiers, circled in blue and red in figure 4.22, were laid out so that there is
enough “RF separation” between each amplifier to prevent oscillation. Between the CMA
and 1st PGA amplifier is a chip attenuator initially set at 0dB, bandpass filter, and the
calibration injection directional coupler. Between the 2nd and 3rd amplifier is a DC blocking
capacitor and the variable attenuator. Between the final (3rd ) amplifier and the matching
network/laser is an additional chip attenuator. The inclusion of optional chip attenuators
from the original TX design through the current design serves two purposes: if there are
unwanted reflections between components, a few dB of attenuation could be added to reduce
reflections and possibly increase gain flatness, and if the board started to oscillate attenuation
could be added to pad each amplifier stage.
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Figure 4.22: TX Revision 3-2 with one CMA-83LN+ (circled in blue) and two PGA-105+
(circled in red) amplifiers

The 3rd and final variant of the revision 3 single channel transmitter had the matching
network removed completely, restored all internal copper layers under/near the laser, and
moved the laser closer to the final amplifier. The goal was to minimize reflections between
the laser and final amplifier to improve in-band ripple. As with previous revisions, the
channel gain was found on a network analyzer with the same receive channel as all other
tests. Figures 4.23 and 4.24 show the the effects of the removal of the matching network,
restoring all four copper layers in the four channel board, and moving the laser closer the
final amplifier.
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Figure 4.23: TX Revision 3-0, 3-1, 3-2, and 3-3 compared channel gain

Figure 4.24: TX r3-3 Deviation From Average Gain
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4.5

Ground Shield Design For ALPACA Dipole Testing
Like other aspects of engineering and production on the ALPACA project, verifying

the performance of all subsystem components is crucial to meet project goals of system noise
temperature, efficiency, and so on. The antenna elements for the ALPACA phased array feed
are a subsystem that need their performance measured and compared to computer models.
The 69 antenna elements are cross-polarized dipoles machined out of Aluminum and then
gold plated with SMA connectors below the ground plane for connection to the cryogenic
LNAs. See figure 4.25 for an example ALPACA dipole.

(a)

(b)

Figure 4.25: The ALPACA dipole

The performance of the dipoles are critical to the performance of the array and we can
measure parameters of performance like antenna efficiency ηrad through a similar Y factor
test described in section 3.6.1. To take a Y factor measurement of an antenna, received
power is measured with a cold source in the field of view of the antenna, and then again
with a hot source. For the ALPACA dipole test, the sky is used as a cold source and
microwave absorber foam is used as a hot source. When meaurements are taken, it is critical
that no warm objects are in the field of view of the antenna for the cold source, and only
the microwave observer is in the field of view for the hot source test. To accomplish this,
we designed a ground shield for the dipole with a removable microwave absorber foam lid.
61

The ground shield blocks nearby warm objects (buildings, trees) from view of the antenna
when viewing cold sky, and ensures only the microwave absorber foam is in the field of view
during the hot source test. The first Y factor dipole test was conducted on the roof of the
Clyde building on BYU campus, so the ground shield geometry had to account for nearby
objects on campus, such as the Spencer W. Kimball tower to the west, the Wilkinson Student
Center with an amateur radio tower on top to the north, the rooftop shed that was built
for ALPACA on the Clyde building, and the upper roof line of the Clyde building. The
resulting geometry was a square pyramid shape with a four foot by four foot opening on top
that stands about four feet high, and is seen in figure 4.26.

Figure 4.26: The assembled ground shield at the Jericho, Utah desert test performed by
BYU.
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The desired physical geometry of the ground shield was modeled in Empire with a
simple “fat” dipole approximation to the ALPACA dipole. First, the simplified dipole was
modeled above a ground plane a few wavelengths long, then the dipole inside the ground
shield. S-parameters and radiated field patterns were compared for each case, and are shown
in figures 4.27 and 4.28. Radiated fields and S-parameters for both cases indicate that the
proposed geometry of the ground shield will not interfere with Y factor measurements.

Figure 4.27: Empire radiated field comparison of a simple dipole model above a ground plane
and inside the ground shield. The radiated field pattern of the antenna is changed by the
presence of the ground shield that will ultimately block out undesired warm sources in the
Y factor measurement.
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Figure 4.28: Empire S-paramter comparison of a simple dipole model above a ground plane
and inside the ground shield. The presence of the ground shield has minimal influence on
antenna matching, indicating the ground shield is not coupling to the antenna and will not
influence Y factor measurements.

4.6

Four Channel Transmit Card
Since ALPACA has 69 dual polarized antenna elements, signal transport is responsible

for 138 RF channels. Rather than use 138 individual transmit modules, which would result
in a rat’s nest of cables and fiber, we chose to group four channels together to create a four
channel transmit card. Previous designs of the four channel transmit card had individual
modules soldered onto a carrier PCB, but for ease of production we chose to fabricate the
four channel transmit card as a single board. In addition to containing four identical single
channel transmit modules, the four channel card has additional components to help integrate
it with the rest of ALPACA. The card has bias tees that provide bias power to the cryogenic
LNAs, components to monitor the health of the LNAs such as bias current and voltage,
onboard calibration injection distribution, a high density micro D-sub connector for power
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and monitoring, a custom ganged SMP connector, and a location for an FC/APC fiber
connector retaining clip.
Just as we were interested in the average gain and passband shape of the single
channel transmit board, we are interested in the average gain and passband shape for each
channel on the four channel transmit card. The gain of each channel was tested on the VNA
with an excitation power of -55 dBm to ensure each channel operates linearly. Figure 4.29
shows the results of channels A,B,C, and D on the four channel board, as well as the previous
results from single channel module revision r3-3 for comparison.

Figure 4.29: Four Channel TX r3-4 gain comparison with each other and with single channel
module r3-3. Channel gain has more ripple and is lower on average than the single channel
module.

The results of the four channel test reveal the laser grounding issue found in section
4.4.1 has resurfaced. We modified the board to fit one of the clamps provided by AGX with
the lasers, and channel gain and ripple improved from the increased grounding provided by
the metal clamp. The final revision of the four channel transmit card will have cutouts in
each channel for the provided clamp.
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4.6.1

Final Four Channel Transmitter
The final design of the four channel transmit card was the result of at least six different

board revisions on OshPark four layer material. Some of these revisions included only minor
changes such as connector location changes, while others included major design decisions
such as the decision to make room for the laser clamps provided by AGX that significantly
improved the RF performance of each channel.

Figure 4.30: The four channel RF over fiber transmit card that will be sent to mass production. Some components, like the lasers and accompanying clamps, will be installed by hand.

4.6.2

RF Over Fiber Final System Results
The RF over fiber transmitter was tested using the same procedures as previous revi-

sions of the four channel transmit card and single channel modules. Measurements specific
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to the transmitter are the transmitter input matching, seen in figure 4.31, the channel gain,
seen in figure 4.32, and the channel isolation, seen in figure 4.33. These three measurements
were taken on the VNA with excitation power set to -55 dBm, and a single channel receiver
module was connected to each transmit channel through about two meters of fiber. Each
time a fiber connection was made, the male and female side of each fiber connection was thoroughly cleaned with a fiber optic cleaning tool. Unused transmit channels were terminated
with a 50Ω SMP termination at the ganged SMP connector.
The input matching in figure 4.31 shows S11 in dB for each channel on the four
channel transmit card. The data appears noisy after averaging due to the low -55 dBm
excitation power, but each channel has an S11 of less than -10 dB for most of the ALPACA
band (1.3-1.72 GHz).

Figure 4.31: Final four channel transmit card input matching. The black dashed lines
indicate the ALPACA band edges at 1.3 and 1.72 GHz.

The channel gain is a measure of S21 on the VNA through a full RF over fiber link.
This means RF is driven into the ganged SMP on the transmit side, modulated onto fiber,
and received by a single channel module where the output power is measured by the VNA.
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The addition of the laser clamps improved gain by about 7 dB and reduced ripple to less
than 1 dB from peak to null.

Figure 4.32: Final four channel transmit card channel gain. The worst-case ripple is less
than 1 dB peak to null. Since this is a full link, the amplifiers and filters on both the transmit
and receive side influence the overall channel gain and ripple.

Channel isolation is a measure of how much RF leaks from one channel to adjacent
channels. To measure isolation, we excite each channel on the transmit card using the VNA
and measure the output power of the remaining three channels through a single channel
receive module. Channel isolation is then found by subtracting the “leaked” power from
the channel gain. To be concise, figure 4.33 shows the worst-case isolation for each of the
channels. The new isolation results improve upon previous results by more than 20 dB in
some instances.
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Figure 4.33: Worst-case channel isolation for the final RFoF transmit card. The legend
entries indicate which channel was being driven by the VNA (TX:A,B,C,D), and which
channel was connected to the RFoF receiver module to capture coupled power (RX:B,C,D,D).

Noise figure measurements of all four channels were also made with the Y factor
method to measure the noise contribution of the RF over fiber system. Since any attenuation
in the link increases the noise figure, the optimal condition for noise figure is with the variable
attenuator on the transmit side set to zero dB and the length of fiber between the transmitter
and receiver is small to minimize losses. Figure 4.34 represents these optimal conditions and
tests four combinations of transmit/receive channels for noise figure.
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Figure 4.34: Best-case noise figure data for the final four channel transmitter. Without any
attenuation, the noise contribution by the whole RF over fiber link is well below the limit.

Unfortunately, not all channels in the full RF over fiber link will have the same gain
and there will be some loss in the 3.5 km of fiber required to connect the transmitters
and receivers in the installed ALPACA system. To test the limits of transmitter board
attenuation, we measure noise figure again with increasing levels of attenuation until any
portion of the noise figure crosses the noise figure contribution limit. Without any fiber
losses, we were able to attenuate up to 11 dB before the noise figure reached the limit at the
lower band edge. With 3 dB of fiber loss inserted to simulate the 3.5 km of fiber in the final
ALPACA system, we were only able to attenuate up to 3 dB on the transmit board before
the noise contribution exceeded the limit at the lower band edge.
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Figure 4.35: Noise figure data for the final four channel transmitter with various transmitside and fiber attenuation levels. For the latter two tests, a 3dB fiber optic attenuator was
inserted between the transmit card and receiver to simulate the 3.5 km of fiber that will be
preset in the installed system.

4.7

Conclusion
The ALPACA RF over fiber transmitter revisions and discoveries discussed in this

chapter have brought the performance of the transmitter to a point of exceeding expectations
and readiness for fabrication. Changes to the transmitter were necessary as alterations were
made to the mechanical interface on the cryostat and PCB material. Many of the subsystems
on the transmitter were studied in detail to understand their individual RF behavior and
influence on the performance of the whole RF over fiber link for ALPACA.
Rework began with the transmitter as designed by Erich Nygaard and others [2].
The original RF over fiber four channel transmitter was designed as four individual transmit
modules soldered onto a carrier board (see figure 4.5), but for simplicity and cost-savings the
decision was made to move to a four layer FR408-based PCB material provided by OshPark,
a prototype PCB manufacturer. At the same time, the cryostat interface was redesigned by
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engineers at Cornell University, which required all connectors (RF, DC, and fiber optic) on
the RF over fiber transmitter to be moved to the same side on the PCB. To reduce strain on
the fibers attached to the lasers, the lasers were rotated 180◦ to face the same direction as
all the I/O connectors. The laser rotation and the move to a four layer PCB material were
the two changes that required the most rework of the RF over fiber transmitter.
The rotation of the laser and change to four layer PCB material caused the greatest
amount of change to the performance of the RF over fiber transmitter. Rather than attempt
the redesign of the four channel board all at once, we started with a single channel module.
To optimize the performance on a single channel module, the effects of trace width on the
four layer board were studied, the laser input matching was revisited, grounding effects of the
laser were analyzed, and different arrangements of components were tested. After thorough
testing, we decided to remove the matching network from the laser and replace it with a
3rd amplifier, which resulted in a full link gain of about 47 dB with less than 2 dB of ripple
across the whole ALPACA band (see figures 4.23 and 4.24). With satisfactory results on the
single channel module, we moved on to the design and layout of the four channel transmit
card.
The four channel transmit card has four identical single channel modules and additional support components for other signal transport devices like the cryogenic low noise
amplifiers. The performance of the individual channels changed slightly from longer coplanar
waveguide feed traces, bias tees for the cryo-LNAs, and coupling between adjacent channels.
We saw the laser grounding issue resurface in the four channel card, so accomodations were
made in the board layout for the laser clamps provided by the manufacturer. Once the lasers
were effectively gounded, the performance of each channel’s gain, ripple, isolation, and noise
figure improved significantly. The final four channel transmit board has an average gain of 49
dB across all four channels within the ALPACA band limits, less than 1 dB of peak-to-null
ripple, an average of 44 dB isolation that is no worse than 35 dB, and an average noise figure
of 2.3 dB (213.3 K Teq ) for a full RF over fiber link.
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CHAPTER 5.

CONCLUSION

The research discussed in the two main chapters of this thesis articulates the design,
construction, and tests of an RF front end to an L-band phased array antenna system.
This conclusion will review the main design requirements, questions, and results from each
chapter, as well as explain the future work to be done for these projects and concepts.
Traditional phased array antenna systems with digital adaptive beamforming backends are large, heavy, and require a lot of input power to support the computing resources
for digital beamforming. Many mobile wireless applications can benefit from digital adaptive beamforming, but are prohibited because of size, weight, and power requirements. By
combining high speed ADCs, an FPGA, memory, and a CPU into the same silicon, an RF
system-on-chip can perform digital beamforming with the fraction of the SWAP requirements
of conventional digital backends.
Chapter 3 detailed the development of a light weight, low cost analog front end to
an RFSoC adaptive beamformer for unmanned aircraft applications. To keep cost low and
decrease protyping time, we asked the question, “Is it possible to design a high performance
L-band phased array front end on quick turnaround PCB materials, such as FR408 from
OshPark?”. To answer this, the demonstration project focused on L-band GPS reception
with an incident signal power of -188.6 dBm/Hz, and a desired SNR after digital integration
of 20 dB. An L-band patch antenna, LNA dongle board, and gain stage board were all
designed on OshPark four layer FR408 PCB material and tested on the digital backend.
The full analog front end achieved a gain of 65 dB at a noise figure of 1.5 dB, which meets
the requirements for a 20 dB SNR after integration. These results validate the feasability
of using quick turnaround PCB materials for L-band RF applications where cost, weight,
and RF performance need to be balanced. In the future, a via-fed patch antenna could be
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evaluated to combine the patch antenna and LNA dongle board into one PCB to further
save on size, weight, and cost.
Radio astronomy receivers have even more strict system requirements than what was
encountered in the phased array GPS receiver project. Deep space signals are often well
below the thermal noise floor, so ultra low noise front end electronics, radiometric detection,
and long integration times are used to recover the signal of interest. Chapter 4 describes
the redesign of an RF over fiber transmitter subsystem in the 69 element Advanced L-band
Phased Array Camera (ALPACA).
The four channel RFoF transmitter card redesigned for ALPACA has an average
gain of 49 dB across all four channels, has less than 1 dB of pean-to-null ripple, an average
of 44 dB isolation between channels, and a noise figure of 2.3 dB for a full RFoF link.
Like the front end described in chapter 3, the four channel RFoF transmitter was designed
on OshPark four layer FR408 PCB material, further proving the ability of low cost PCB
materials to perform well for L-band RF applications. The high gain and low noise figure
of the redesigned transmitter help the full RFoF signal transport subsystem contribute less
than 1 K of noise to the overall ALPACA receiver noise budget of 27 K. Future work for
improvement on RFoF systems could include active cooling of lasers to improve their noise
figure and methods of low-cost external modulation to improve bandwidth.
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APPENDIX A.
WIFI

A.1

A LOW-COST PHASED ARRAY ANTENNA FOR 5 GHZ

Introduction
WiFi communications, like most consumer wireless communications, has moved up in

frequency to access larger amounts of bandwidth. While moving up in frequency generally
allows for greater bandwidth and data rates, range naturally decreases as frequency increases.
In this project, the effectiveness of a Pringles can as a directional waveguide antenna to
improve range on the 5 GHz WiFi band is studied. To further improve range, a four element
phased array of Pringles cans is designed with two methods: the array factor method of
classical array analysis and a commerical EM software package, Empire XPU. Finally, the
performance of the array is compared to a 1/4λ whip, simulating the performance of the
built-in WiFi antennas found in many consumer grade wireless devices. Outdoor RSSI and
quality measurements show an average of 12dB gain and 18% quality improvement over the
1/4λ whip.

A.2

Related Work
Making a “WiFi booster” out of some kind of food can (Pringles can, soup can, coffee

can) is not a new idea. A quick Google search will quickly reveal lots of how-to articles and
life hacks for improving WiFi range with a waveuide food can antenna [24]. Likewise, phased
arrays are not new to WiFi implementations. Phased arrays became common in WiFi with
the adoption of the IEEE 802.11n standard, the first standard to introduce multiple input,
multiple output (MIMO) communications [25]. Starting at 802.11n and moving forward,
multiple antennas can be used at the access point as a phased array to create spatially
diverse channels, over which independent data streams may be sent.
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Phased arrays come in varying levels of complexity. The simplest arrays might use a
phasing harness of coaxial feedlines for a line array or traps in a colinear array. These simple
arrays usually do not allow for any user adjustment of array parameters to change the
radiation pattern. Arrays like those used in MIMO applications are electronically steered to
create independent spatial channels, and provide the most flexibility at the cost of complexity.
In this project, the array will be a simple uniformly excited array of Pringles cans to improve
upon the gain of a single can, and to showcase how an array can be constructed and analyzed
with simple equations.

A.3

Methodology
A Pringles can antenna is an open ended waveguide antenna. A probe in the closed

end of the waveguide acts as a transition between a coaxial feedline and the waveguide
by radiating energy from the coax into the waveguide, where it will (hopefully) propagate.
Typically, waveguides are designed to be excited by their dominant mode, which is the lowest
frequency that will successfully propagate through the waveguide. If a waveguide is excited
by a frequency that does not correspond to an operating mode, the wave does not propagate
and is known as an “evanescent” wave. Figure A.1 shows how modes of different orders
propagate through a 2 cm x 1 cm rectangular waveguide.

A.3.1

Waveguide Antenna Basics

Radiation Pattern
Antennas have a Fourier transform relationship between their aperture size and their
radiation pattern/directivity. An antenna with a large aperture size relative to its designed
operating wavelength will have a narrow main lobe with high directivity. For a circular
aperture antenna, the radiation pattern will be something like a sinc function, sometimes
called a jinc function, due to the incorporation of a Bessel function of the first kind of order
1 included in the pattern formula. The radiation pattern is:
f (θ) = 2

J1(ka sin θ)
ka sin θ
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(A.1)

Figure A.1: Transverse magnetic (TM) rectangular waveguide modes of orders 1,2,9, and 10,
visualised after computation through a 2-dimension finite difference code using MATLAB.
Lighter color indicates higher wave magnitude, and a darker color indicates lower wave
magnitude

Where J1 is the Bessel function of the first kind of order 1. The derivation of this formula
is left to the interested reader as a homework problem in [26].

Directivity
Directivity of the circular aperture can be found from the general formula for directivity:
D(θ, ϕ) = 4πr2

Sr (r̄)
Prad

(A.2)

Substituting in the power in the illuminating plane wave of the aperture,
Z

π/2

Z

Prad =
−π/2

2π

|E|2 dθdϕ = Ap

0

79

|E0 |2
2η

(A.3)

and the maximum power density at θ = 0:
Sr (r̄)|θ=0 =

A2p |E0 |2
2ηλ2 r2

(A.4)

The maximum directivity of a circular aperture illuminated by a plane wave is:
Dmax =

4πAp
λ2

where Ap = πr2 , the area of the aperture. Since a circular waveguide is not a perfect circular
aperture radiator, there is a slight decrease in directivity by a factor of 8/π 2 [26]. This leads
to the directivity of a circular waveguide antenna:
Dmax =

8 4πAp
π 2 λ2

(A.5)

Cutoff Frequency
As mentioned previously, a waveguide will only allow a wave to propagate that corresponds to a mode of that particular waveguide. The lowest order mode, also known as the
cutoff frequency, could be solved for analytically by using formulas such as this one found
on the Pasternack website:
fc =

1.8412c0
2πr

(A.6)

or by numerical methods such as the 2D finite difference code used to produce figure A.1 or
a finite element method code.

A.3.2

Empire XPU Simulations
To understand how a circular waveguide antenna works and compare results to the

simple equations for radiation pattern, directivity, and cutoff frequency, I modeled a Pringles
can in Empire, a commercial finite difference time domain EM solver. Empire excites the
geometry with a Gaussian pulse, lets the pulse propagate in time, and runs postprocessing
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scripts after the energy in the simulation domain has decayed past a certain set point to
compute s-parameters, radiated far field patterns, near field visualisation, and more.

Figure A.2: A circular waveguide with the same dimensions as a Pringles can modeled in
Empire. The lower blue section of the can is a circular waveguide port, which is used to
excite the waveguide with a Gaussian pulse.
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Cutoff Frequency Analysis
To compare cutoff frequency in Empire to equation A.6, we look at the s-parameters
of the antenna. Since a single element antenna has one port, we are only interested in S11
(reflection coefficent), seen in figure A.3.

Figure A.3: Simulated S11 of a Pringles can, which provides insight to the cutoff frequency.

Analysis of S11 in figure A.3 shows the Pringles can starts to allow energy to propagate
at about 2.41 GHz. Using equation A.6, the analytical cutoff frequency is fc = 2.408
GHz. Since the cutoff frequency is so close to the designated 2.4 GHz WiFi channel center
frequencies and S11 does not fall below a reasonable level (-10 dB) until about 2.5 GHz,
the geometry of a Pringles can may not be the most efficient for 2.4 GHz WiFi. For 5 GHz
WiFi, however, the Pringles can will act as an efficient1 waveguide antenna.
1

The Empire model uses ideal materials that may not accurately represent the losses in the thin Aluminum
foil on the inside of the Pringles can.
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Pattern Calculation And Analysis
Empire was used to calculate the far field radiation pattern and gain for various
frequencies. At 5.8 GHz, the fields are shown in figure A.4.

Figure A.4: Near field and far field visualisation of the Pringles can geometry at 5.8 GHz.
Peak gain is 12.79 dBi.

To verify the results from the Empire model, equations A.1 and A.5 were used. The
far-field pattern was exported from Empire and plotted with the result from equation A.1,
seen in figure A.5.
Directivity was also verified using equation A.5. By plugging in values for wavelength
and aperture area, the analytical directivity is Dmax = 12.03 dB. Empire’s far-field postprocessing reports peak directivity at 12.7 dB.

A.3.3

Array Factor Method For Array Analysis
When multiple antenna elements are excited together, the radiated fields from each

element combine in the far field to change the radiation pattern. In more advanced methods
of beamforming, each element in an array may be weighted differently by a complex number
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Figure A.5: Analytical VS Empire pattern

called a beamformer weight. Adjusting the complex weights of a beamformer changes the
spatial response pattern of the array, just as adjusting the weights of a digital FIR filter
changes the frequency response of the filter.
In many phased array beamforming applications, an assumption is made about the
approximation of a time delay being equal to a phase delay. If the signal bandwidth is
sufficiently narrow, the difference in phase delay across the signal bandwidth will be small,
and the phase difference across the signal bandwidth will be negligible. If the beamformer
is operated with a wideband signal, however, the phase across the bandwidth of the signal
will be different and the array will have a different response across the signal bandwidth.
This can lead to poor array performance and increased signal to noise ratios, just to name
a few problems. In wideband applications, true time delays are needed, or the signal can be
channelized into narrowband channels with their own narrowband beamformer weights.
Fortunately, the bandwidth of even the widest 5 GHz WiFi transmission is still fairly
narrow band, so the phase shift approximation holds. A simple method of generating phase
delays for a fixed array is to simply space the elements out in a meaningful way. The simple
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method of array pattern analysis and synthesis with element spacing is known as the array
factor method. Consider the radiated far field from an antenna with equivalent current
¯
source J,
e−jkr
Ēel (r̄) = −jωµ(1 − r̂r̂)
4πr

Z

¯′
¯ r̄′ )dr̄′
ej k̄·r J(

(A.7)

where k̄ = kr̂. If the element is shifted from the origin to the point r̄1 , the field becomes
Ē1 (r̄) = ej k̄·r̄1 Ēel (r̄)

(A.8)

which is a spatial application of the Fourier shifting theorem, which means a shift in location
of an antenna element results in a phase shift in the far field. With the location shift to phase
shift relationship in mind, an N element array excited by currents i1 , i2 , ..., iN at locations
r̄1 , r̄2 , ..., r̄N has radiation pattern

Ē(r̄) =

N
X
in
n=1

I0

= Ēel (r̄)

ej k̄·r̄n Ēel (r̄)
N
X
in
n=1

I0

(A.9)

ej k̄·r̄n

where in /I0 are the scaled complex input currents of the array,

(A.10)

PN

in j k̄·r̄n
n=1 I0 e

is the array

factor A(θ, ϕ) when the position vector r̄n is expressed in spherical coordinates,
r̄n = x̂rn sin θ cos ϕ + ŷrn sin θ sin ϕ + ẑrn cos θ

(A.11)

and Ē(r̄) is the pattern of a single element. When calculating an array pattern with the
array factor method, we assume that each element in the array has an identical radiation
pattern. In more advanced array analysis methods, we learn that radiated energy from a
given antenna element will induce currents in neighboring elements, which in turn radiate
their own fields and modify their far field radiation pattern. Edge elements of an array
will have a different radiation pattern than elements in the middle, further complicating the
array pattern. If coupling effects can be ignored and edge elements are assumed to have the
same radiation pattern as central elements, the array factor method is applicable [26].
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Figure A.6: Field visualization of the four element Pringles can array. Notice how the fields
in the outer cans have a phase offset relative to the inner cans.

For the four element Pringles can array arranged along the y-axis with elements
spaced as close together as possible (d = 2rcan ), the array factor is

A(θ, ϕ) =

4
X

in ejk(n−1)d sin θsinϕ

(A.12)

n=1

To keep the array simple, the elements are driven with a 4:1 power combiner and
equal length coax cables, which translates to equal excitation currents in and no progressive
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phase shift, so the array factor for the Pringles can array becomes

A(θ) =

4
X

ejk(n−1)d sin θ

(A.13)

n=1

for a ϕ = 90◦ sweep in the y-axis across the face of the array. This result is multiplied by
the circular waveguide pattern found in equation A.1 to form the analytical phased array
pattern, Ē(r̄). The results from the array factor method and Empire far-field post processing
are plotted in dB in figure A.7.

Figure A.7: Array factor method and Empire array pattern. The simplified array factor
matches the main lobe shape and prominent sidelobe shape well, but differs more as θ is
swept more towards broadside.

Grating Lobes
While the large size of the Pringles can provides good directivity at 5.8 GHz, the size
also limits how close the elements in the array can be to each other. Large element spacing
(kd > 2π, where kd = 8.875 for the Pringles can array) introduces conditions where the
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array factor includes additional peaks as the value of kd sin θ becomes equal to 2π. These
additional peaks, called grating lobes, are usually undesirable because the array can be
“pointing” in unexpected directions. To reduce grating lobes, element spacing is normally
reduced or phase shifting is used, but the physical size of the Pringles can limits the element
spacing and precise phase shifting is difficult without the use of custom lengths of coax or
electronic phase shifters. From the Fourier relationship described with equation A.8, we
know a shift in antenna location introduces phase shifts in the far field. This property was
used to design a y-axis shift in the array elements that would produce a phase offset in the
far field that would reduce grating lobes. Through optimization in Empire, an offset of 50
mm was found for the outer two cans, which reduced the grating lobes by 4 dB (see figures
A.6 and A.8) and would also be easy to construct.

Figure A.8: Single element, array with no offset, and array with the two outer cans at an
offset of 50mm. The 50mm offset reduces grating lobe levels by about 4 dB. With the offset,
the sidelobes are 11.5 dB below the main lobe.
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A.4
A.4.1

Implementation & Experimentation
Feed Probe Tuning
Construction of the Pringles can array started with a single element. The first design

task was to find the correct location and length of the feed probe used to transition from coax
to the Pringles can waveguide. Most feed probes are 1/4λ long and 1/4λ from the closed
end of the waveguide, so I decided to find the correct feed location and length through trial
and error. The feed probe, seen in figure A.9, is a female-female SMA bulkhead connector
with a piece of 22 guage solid copper wire soldered in one end. The bulkhead connectors
come with a star washer that helps cut through the nonstick coating inside the Pringles can
and make a good electrical connection to the Aluminum foil.

Figure A.9: 1/4λ feed probe for 5.8 GHz inside a Pringles can

To start the tuning process, the feed probe was inserted about 1.25 cm (1/4λ) from
the closed end of the Pringles can with extra copper length on the probe. The Pringles can
antenna was connected to the network analyzer with the intention of pruning the length
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of the probe to minimize the reflection coefficient in the 5 GHz WiFi band. The length
of the Pringles can made it nearly impossible to trim the probe with the tools available,
another simulation in Empire was put together to see the effects on the radiation pattern of
shortening the length of the Pringles can.
Since the Pringles can is much longer than the wavelength at 5 GHz, shortening the
length of the can should have negligible effects on the radiation pattern. The simulation in
Empire of a 1/2 length Pringles can confirmed shortening the can had negligible effect on
radiation pattern, so all Pringles cans were cut in half. With the cans cut in half, the wire
snippers could reach the probe tuning resumed on the network analyzer.
The network analyzer was set up to sweep from 4-6 GHz. To take accurate measurements, a piece of RF absorber foam was placed in front of the waveguide. Once S11
was reasonable across the 5 GHz WiFi band (centered at about 5.5 GHz), the position and
length of the feed probe was replicated on four more Pringles cans.

A.4.2

Array Combined Matching
With each of the four elements tuned, the search began for a suitable 4:1 power di-

vider/combiner that would work well in the 5 GHz WiFi band. An ideal 4:1 power divider
would have an S21 on each port of -6 dB (1/4 power split), and equal phase. The Mac Technology P8248 found provides consistent power combining and phase response across all four
ports, meaning the power combiner will not introduce any additional complex beamforming
weights to the array. The full s-parameters are found in figure A.12. S11 looking into the
power combiner with all four elements connected shows good matching over the 5 GHz WiFi
band and is found in figure A.11.

A.4.3

Array Testing With A Raspberry Pi
To test the performance of the array, RSSI and channel quality information were

measured over distance from a 5 GHz access point with a Raspberry Pi. To connect an
external antenna to the Raspberry Pi, two Edup EP-AC1607GS USB WiFi dongles, which
are based on the Realtek RTL8811CU WiFi SoC, were connected to the Raspberry Pi. These
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Figure A.10: The assembled array with four half length Pringles cans, equal length coax
cables, and 4:1 power combiner.

dongles come with an external whip antenna that connects to the dongle with an RP-SMA
connector, so an adapter was purchased to convert from RP-SMA to SMA to connect to the
array.
The original plan was to compare performance of the Pringles can array to the onboard
WiFi antenna/transceiver on the Raspberry Pi, but the on board WiFi transceiver module
reports channel quality information differently than the Edup USB dongle. For a more apples
to apples comparison, one Edup USB dongle was connected to the array, and another Edup
dongle connected to a short 1/4λ whip to simulate the performance of an onboard WiFi
antenna of a consumer WiFi device.
To measure performance through the Raspberry Pi, a Python script executed the
linux iwlist command, which scans for WiFi networks and returns a list organized by
access point MAC address and includes SSID, RSSI, channel quality, channel frequency, and

91

Figure A.11: S11 of the combined array, looking into the power combiner.

more. The Python script runs the iwlist command and parses the output to filter the
output based on access point MAC address, SSID, and frequency. To make the comparison
as accurate as possible, measurements from the array and the 1/4λ whip are taken right
after one another.

Pringles Can Array Testing
The use case for a high gain WiFi antenna is best suited for fixed location use, since
the radiation pattern of a high gain antenna is narrow and the antenna would need to
be repositioned every time location was changed. Since the linear design of the Pringles
can array is in the horizontal x-axis plane, the resulting radiation pattern is narrow in the
horizontal plane and wide in the vertical plane, which makes the array less sensitive to the
height of the access point.
Testing began by setting up an access point in a shed on the roof of the Clyde building,
seen in figure A.13. Array testing started at the location marked by the blue star in figure
A.13 and a measurement was taken about every three feet until the 1/4λ whip dongle started
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Figure A.12: S11 (dB), S21 (dB), and S21 phase for the Mac Technology P8248 power
divider/combiner. This combiner shows good input matching, and equal magnitude and
phase response across all four output ports. Stable magnitude and phase is critical for equal
weight narrow band phased array beamforming.

to lose connection at the location marked by the green star. Every measurement recorded
the RSSI and channel quality information for both the array and 1/4λ whip.

A.4.4

Post Processing And Results
After all the measurements were taken, the recorded data was loaded into a post

processing script that performs a length-3 sliding window average on the RSSI and channel
quality data to average the effects rapidly changing multipath conditions caused by people
walking around in the RF path. Figure A.14 shows the gain of the array in the outdoor test
relative to the 1/4λ whip as the cart was moved from the start and end locations in figure
A.13. Likewise, figure A.15 shows the quality improvement percentage of the array over the
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Figure A.13: The outdoor array test setup. The access point was placed in a shed on the
roof of the Clyde building (red star), about four stories up from ground level. Testing began
at the blue star to the east, and ended at the green star to the west at the southwest corner
of the Harold B. Lee Library. A measurement was recorded about every three feet along the
red path.

1/4λ whip. Channel quality is a measurement of the signal to noise ratio on a particular
WiFi channel and is influenced by ambient noise, other WiFi access points close by on the
same channel, multipath conditions, and more.
The outdoor test results show an average gain of 12 dB, which is a reasonable realworld comparison to the Empire reported 18 dBi gain with ideal components. A gain of 18
dBi (gain relative to an isotropic radiator) is close to 16 dBd, which is the gain relative to a
1/2λ dipole. Since the gain of the reference 1/4λ monopole whip has roughly the same gain
as a 1/2λ dipole, and there is loss in the cables and power combiner used to assemble the
array, 12 dB of gain over the 1/4λ whip is a reasonable and significant amount.
Given the harsh WiFi conditions on the 5 GHz band on a university campus with
rapidly changing multipath conditions and thousands of access points, an average channel
quality improvement of about 18% is also reasonable. The narrow horizontal radiation
pattern of the array will place nulls in directions of other access points that may cause
interference, improving channel quality.
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Figure A.14: Average and instantaneous gain of the Pringles can array for the outdoor test
case after a length-3 sliding window average.

A.5

Conclusion
The Pringles can WiFi antenna is an inexpensive directional antenna that can be used

to extend the range of 5 GHz WiFi. To understand the RF behavior of a Pringles can, simple
approximate equations were used to find the radiation pattern, maximum directivity, and
cutoff frequency of a circular waveguide antenna. These results were used to verify a model
of a single Pringles can in Empire, a commercial EM solver software package. To improve
on the performance of a single can, a four element phased array was designed in Empire and
the results were verified with the array factor method of array pattern analysis. To combat
grating lobes, a phase offset was introduced into the array through a y-axis position offset
on the outer two cans, reducing the main sidelobe level by 4 dB. The individual elements
were fed by a probe tuned to the 5 GHz WiFi band, and the combined array input S11 was
also verified on a network analyzer.
The array performance was quantified with RSSI and channel quality information
from the iwlist command on a Raspberry Pi, through two identical USB WiFi dongles and
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Figure A.15: Average and instantaneous channel quality improvement of the Pringles can
array for the outdoor test case after a length-3 sliding window average.

a reference 1/4λ whip antenna. In an outdoor, long range environment, the Pringles can
array averaged 12 dB RSSI improvement and 18 % channel quality improvement over the
1/4λ reference antenna with similar performance to the on board WiFi antenna on many
consumer devices.
Fortunately, future work on phased arrays for WiFi is already here. The IEEE 802.11n
standard introduced MIMO capabilities to WiFi, which relies on multiple antennas and
adaptive beamforming to create spatially independent data streams. MIMO implements
phased array beamforming at the access point end, so there is room for improvement on
the client side, which is what the Pringles can array addresses. Future client-side arrays
could use microstrip patch antennas for a reduced footprint and also implement adaptive
beamforming to improve RSSI and reduce interference.
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