In this work, we use a dissipative-particle-dynamics-based model for two-phase flows to simulate the breakup of liquid nanocylinders. Rayleigh's criterion for capillary breakup of inviscid liquid cylinders is shown to apply for the cases considered, in agreement with prior molecular dynamics ͑MD͒ simulations. Also, as shown previously through MD simulations, satellite drops are not observed, because of the dominant role played by thermal fluctuations which lead to a symmetric breakup of the neck joining the two main drops. The parameters varied in this study are the domain size, cylinder radius, thermal length scale, viscosity, and surface tension. The breakup time does not show the same scaling dependence as in capillary breakup of liquid cylinders at the macroscale. The time variation of the radius at the point of breakup agrees with prior theoretical predictions from expressions derived with the assumption that thermal fluctuations lead to breakup.
I. INTRODUCTION
The formation of drops from the breakup of liquid jets at the nanoscale occurs in several applications, including nanoscale machining ͓1͔, superfine ink-jet printing ͓2͔, lipid bilayer membranes encountered in the Golgi apparatus ͓3͔, self-organizing supramolecular cylinders ͓4͔, and drug or gene delivery to biological cells ͓5͔. While the formation of drops from the breakup of liquid films and jets at the macroscale has been extensively studied in the literature ͓6͔, that of drops at the nanoscale has only recently been investigated, primarily through molecular dynamics ͑MD͒ simulations. The behavior of fluids at the macroscopic level is well characterized by equations for Newtonian and non-Newtonian flows, but at the nanolevel physical processes like thermal fluctuations begin to play a significant role in determining the behavior. The standard formulation of the Navier-Stokes equations does not have the capability to reproduce these processes, though progress has been made recently toward developing new formulations ͓7,8͔.
Molecular dynamics ͓9,10͔ is an obvious choice as a computational tool for the analysis of nanoscale systems. It has been employed for studying the behavior of polymer nanodroplets ͓11͔, nanojets ͓7,12,13͔, boundary conditions at solid-liquid ͓14͔ and liquid-liquid interfaces ͓15͔, and mixing process at the nanoscale ͓16͔; but MD is computationally expensive. In fact, the physical size of the systems considered in these studies is at most 50 nm for the large-scale MD computations by Kadau et al. ͓16͔, using about 100ϫ 10 6 particles. Hence, extension of MD to study problems with multiple scales is challenging, unless it is combined with other methods in the framework of multiscale models. To overcome this limitation and at the same time capture essential physics at the submicrometer scales, one approach is to carry out coarse graining at the molecular level. Coarse graining will reduce the hard-core nature of the interaction potential employed in MD, and can reduce the number of particles and increase the size of numerical time steps. Coarse graining, however, is a challenging task because of the need to recalibrate models for the interaction potential, introduce additional models to account for lost degrees of freedom, and calibrate the constants of these models in a self-consistent way ͓17,18͔. In this paper, the capability of a recently developed coarse-grained particle-based method, dissipative particle dynamics ͑DPD͒ ͓19,20͔, to capture the physics of liquid nanocylinder breakup is assessed. It is worth noting that other methods have been suggested as possible candidates for simulations at the mesolevel. The latticeBoltzmann method ͑LBM͒ ͓21-24͔ is one such method. In the case of the LBM, however, the connections to submicrometer-scale physics are not apparent.
The fundamental idea in DPD is to use particles which are conceptually clusters of many actual atoms or molecules. The precise correspondence between the numbers of DPD and MD particles is not generally known a priori; hence, a physical length scale is not specified. Alternatively, a physical length scale can be specified a priori, and the correspondence between one DPD particle and the number of atoms or molecules employed in MD calculated. It is worth pointing out that systematic methods for coarse graining, where the relationship between physical scales is known, have recently been proposed ͓17͔. Of course, in DPD the molecular details cannot be captured, but Eggers ͓25͔ has shown that information at this level is not needed to draw useful conclusions, because the lubrication equation with a stochastic term added, i.e., without molecular details, can reproduce physics that leads to nanocylinder breakup. DPD has been employed for simulating the flow of complex fluids like colloids and biological matter ͓18,26-28͔. More recently, DPD models have also been developed to simulate two-phase flows ͓29-32͔. The two-phase model employed in this work will be discussed later.
Breakup simulations of nanocylinders have been performed by several authors in the past using MD. Koplik and Banavar ͓33͔ carried out simulations of the rupture of liquid nanothreads as part of their study of liquid interfaces. They found that the rupture time of liquid nanothreads was of the same order as the analytical time scale for rupture that can be obtained from Rayleigh's classical solution for inviscid liquid cylinders ͓34͔. This solution is based on the criterion that capillary instability causes breakup. It leads to the conclusion that breakup occurs when a disturbance has a wavelength greater than the circumference of the cylinder. It can be shown that, when this is the case, the surface area of the drop formed is decreased relative to the area of the corresponding cylinder. More recently, Min and Wong ͓35͔ arrived at the same conclusion, using their MD simulations of nanothreads. Kawano ͓36͔ also performed MD simulations of liquid nanothreads and found a good qualitative match of simulated wavelengths with analytical results from classical linear instability theory. While there are these similarities between nanoscale breakup characteristics and results from classical theories developed to explain macroscale breakup, differences also exist.
Satellite drops are rarely formed at the nanoscale. Rayleigh's inviscid solution does not predict the formation of these drops; but they are predicted through nonlinear analytical formulations and numerical simulations, and observed in experiments ͓24,37,38͔. The satellite drops are formed from the thin ligaments which connect the larger drops during the breakup process. As the wavelength of the disturbance decreases, the ligament becomes shorter and the satellite drop size decreases. That breakup of nanothreads generally does not lead to the formation of satellite drops appears evident in the results of Koplik and Banavar ͓33͔, and has been explicitly pointed out by Min and Wong ͓35͔. This conclusion has also been drawn from investigations of the breakup of nanojets, where the breakup occurs through mechanisms similar to those of nanocylinders. Breakup simulations of nanojets by Moseler and Landman ͓7͔ employing MD and Tiwari and Abraham ͓39͔ employing DPD have also shown the absence of satellite drops. Eggers ͓25͔ arrived at the same conclusion by solving a stochastic differential equation derived by Moseler and Landman, in which they added a stochastic term to the lubrication equation describing the evolution of the jet. Eggers has suggested that there may be exceptions where large thermal fluctuations in the symmetric neck may lead to satellite drops.
The absence of satellite drops is attributed to the mechanism of breakup. At the nanoscale, breakup takes place in a symmetric fashion with the presence of double-cone structures that are a signature of the important role played by thermal fluctuations. In other words, the long thin ligaments seen at the macroscale are not observed. There is, however, recent evidence that this is pressure dependent. Kang and Landman ͓40͔ carried out MD simulations to determine the shapes of the pinch-off region during breakup of nanocylinders. They concluded that the shape had a symmetric doublecone structure in vacuum, but asymmetric threadlike shapes developed at higher pressures. Whether these then lead to the formation of satellite drops would be interesting to explore. They also found that the solution of the stochastic lubrication equation captured the crossover between the two modes.
Eggers ͓25͔ has also studied the dynamics of breakup in detail. He has pointed out an important difference in the evolution of the radius at the breakup location. Macroscopic theory predicts the following relationship for minimum cylinder radius r min ͓41,42͔:
where r 0 is a constant, T denotes the breakup time, and t the current time. When thermal fluctuations play a dominant role, they tend to accelerate the breakup process. Eggers has shown that the following relationship then holds for the minimum radius r min :
where r 1 is a constant and other symbols have the same meaning as in Eq. ͑1͒. In this work, the ability of a DPD two-phase model for liquid-vapor systems to simulate the breakup of liquid nanocylinders is assessed. Similar to the observations made from MD simulations reported in the literature, it is shown that simulated breakup events occur when Rayleigh's criterion is met. Prior work on breakup time of nanocylinders has explored its dependence on the radius of the cylinder and concluded that the scaling relation for breakup time at the macroscale holds at the nanoscale ͓38͔. It will be shown in this work, however, that the scaling holds only when the variations in radius are considered; but, when viscosity and surface tension are also varied, there are noticeable differences and the breakup time does not follow the scaling behavior at the macroscale. The formation of double-cone structures, prior to breakup, is observed. It is shown that satellite drops are not formed. The dynamics near the breakup point follow the theoretical prediction by Eggers. This paper is organized as follows. In Sec. II we provide a brief overview of the DPD-based two-phase model used in this work. Section III presents the results and discussion of breakup simulations of liquid nanocylinders. We conclude the paper with summary and conclusions in Sec. IV.
II. THE DPD TWO-PHASE MODEL
In this section, for completeness, a brief overview of the DPD-based two-phase model will be provided. A detailed description of the model can be found in Ref. ͓32͔ . The position and velocity of a DPD particle i of unit mass are computed from Newton's laws of motion given by
where r i , v i , and f i denote the position, velocity, and force vectors, respectively. The force on a particle arises from interparticle interactions. This force has three components. The dissipative force component F ij D is responsible for the viscous effects in the DPD system; it acts to reduce the relative velocity between any two particles in an interacting pair. As a result the system temperature will be reduced. The random force F ij R is included to account for the lost degrees of freedom incurred because of the coarse-graining process. At the molecular level there are many collisions that take place between the actual atoms or molecules. But, when a group of atoms or molecules is represented by a DPD particle, there is a reduction in the number of collisions. The random force tends to "heat" the DPD system as it supplies energy to the interacting particles. If the two forces are balanced, an isothermal system will result. Espanol and Warren ͓20͔, by applying the fluctuation-dissipation theorem, have derived the relations that result in this balance. They showed that the Gibbs equilibrium distribution function is recovered by the model. The dissipative and random forces are responsible for the hydrodynamic behavior of the DPD system. The third component of the interparticle force of interaction is the conservative force F ij C , which accounts for the configurational energy of the DPD system. It is responsible for the thermodynamic behavior of the DPD system.
The functional forms of the interparticle forces between particles i and j are given by
Here, e ij is a unit vector given by e ij = r ij / ͉r ij ͉, where
␥ is the amplitude of the dissipative force, is the amplitude of the random force, D and R are the weight functions for the dissipative and random forces, respectively, and is the free energy per particle. Since DPD is a short-range model, the weight functions are chosen such that their values go to zero beyond the cutoff distance, i.e., each particle interacts only with particles that are within the cutoff distance. The term ij in Eq. ͑4͒ is a random variable which has zero mean and unit variance, and is uncorrelated in time. It follows Gaussian statistics and has the following properties:
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The application of the fluctuation-dissipation theorem to the DPD system gives the following relationship between the amplitudes and the weight functions of the dissipative and random forces ͓20͔:
In this work, the following functional form for the weight functions in the expressions for the dissipative and random forces have been chosen:
These weight functions depend on the interparticle separation r and the cutoff radius r c . Additional details about the force components and the choice of parameters employed in this work can be found in the article by Groot and Warren
͓43͔.
The implementation of the interfacial forces will now be described briefly. These forces are molecular in origin, in that the intermolecular forces between liquid-liquid molecules, gas-gas molecules and liquid-gas molecules are different. The differences give rise to phase segregation and the macroscopic property of surface tension. In this work, the mean-field-theory-based model of Tiwari and Abraham ͓32͔ is used. The essential idea is to model the force component which influences the interparticle force ͓44,45͔. This approach has been employed successfully in other mesoscopic approaches ͓23,24,46͔. The conservative force F C is expressed as
where nonideal denotes the nonideal part of the free energy, is the density, and is a model parameter that controls the strength of surface tension; it is related to the second moment of the attractive part of the interaction potential between atoms or molecules. In Eq. ͑8͒ the first term is responsible for phase segregation and the second for surface tension. The expression for the free energy, required in Eq. ͑8͒, is derived from an equation of state with a van der Waals loop. In this work, the following van der Waals equation of state is used:
where p denotes the pressure, the density, k B the Boltzmann constant, and T the temperature, and a and b are parameters of the equation of state which are related to the zeroth moment of the attractive part of the interaction potential and the exclusion volume effects, respectively. It can be seen from Eq. ͑8͒ that the surface tension term depends on the gradients of density. The density in the vicinity of particle i is calculated using the following expression:
where w, j, r, and N represent the normalized weight function, a particle tag, the separation distance, and the total number of particles, respectively. Note that the form of weight function used for the dissipative and random forces in Eq. ͑7͒ would not suffice for Eq. ͑10͒ as the third derivative of density has to be calculated in Eq. ͑8͒. Hence, the Lucy weight function is used ͓47͔. It has been employed extensively in other particle-based methods ͓48,49͔, and is given by
where r denotes the interparticle separation, r c the cutoff radius, and c the normalization constant, which has a value 5 / r c 2 for two dimensions and 105/ 16r c 3 for three dimensions. Using the definition of density in Eq. ͑10͒ and substituting the free energy obtained from Eq. ͑9͒ into Eq. ͑8͒, the final form of the interparticle conservative force is obtained as
where w ij ͑1͒ and w ij ͑3͒ represent the first and third derivatives of the weight function in Eq. ͑11͒ with respect to the interpar-ticle separation, respectively. The parameters that are required for specifying the interparticle conservative force are a, b, , r c , and k B T.
The DPD equations of motion are integrated using the following modified Verlet scheme by Groot and Warren ͓43͔:
where r, v, and f denote the position, velocity, and force vectors, respectively, t denotes the time, i is a particle tag, and is an empirical parameter. The quantity ṽ is a guessed value of the velocity. This guess is necessary because the force depends on velocity as seen from the third equation in ͑13͒.
III. RESULTS AND DISCUSSION
Some physical parameters useful in characterizing nanocylinder behavior will now be defined. Recall that, when the size of fluidic systems lies at the nanolevel, thermal fluctuations play an important role in determining the system behavior. These fluctuations arise because of the thermal energy possessed by atoms or molecules. Thermal fluctuations are manifested in the form of thermal capillary waves that are always present in the interfacial region. When the system size is large, the fluctuations do not influence the system behavior, but for small-sized systems they can play a dominant role. They can collectively lead to the generation of momentum imbalances which lead to capillary-induced breakup. That thermal fluctuations are captured by DPD has been shown in the literature ͓19,43͔, but its ability to predict nanocylinder breakup has not been assessed. To characterize the relative importance of thermally induced forces compared to capillary forces, a thermal length scale l T can be defined as
where k B denotes the Boltzmann constant, T the temperature, and s the surface tension. The surface tension is determined by carrying out simulations of a liquid drop and deriving the surface tension from an application of Laplace law. This is initially derived for a reference temperature k B T = 0.016. The set of parameters for this simulation is kept the same as in nanocylinder breakup simulation. The following relation ͓44͔ based on mean-field theory is then used to calculate the surface tension at other temperatures:
.
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The value of surface tension s at k B T = 0.016 is determined to be 0.22 from the Laplace law. The mean-field critical temperature T c for the simulated liquid is 0.0357 and so is found to be 0.5366 from Eq. ͑15͒. The thermal length scale does not give much insight in absolute terms, but its importance can be assessed by examining a nondimensional length l * defined as
where L c is a characteristic physical dimension. In this work, L c is taken to be the radius of the cylinder. The value of l T for typical liquids under standard conditions is of the order of a few nanometers. This implies that l * ϳ O͑1͒ for nanofluidic systems and, hence, shows the importance of thermal fluctuations for these systems. The computational domain for the simulations is shown in Fig. 1 . We apply periodic boundary conditions along the x, y, and z directions. The simulation parameters are given in Table I . The state point corresponding to these parameters gives a liquid-to-vapor density ratio of about 100. The initial configuration for all the simulations in this study is a uniform cubic arrangement of particles. The particles fill the computational domain to attain a liquid-vapor distribution corresponding to the simulated state point.
In the analysis and discussion, we will consider a nondimensional wave number given by
where is the wavelength of the disturbance. In our simulations the origin of the disturbance is thermal fluctuations.
The maximum possible wavelength of this disturbance is equal to the axial length of the computational domain, i.e., in Eq. ͑17͒, is taken to be the length of the computational domain. When the length is much larger than the circumference of the cylinder, it is observed that multiple drops form, i.e., the length is sufficient to capture multiple modes of disturbance. If this happens, the wavelength of disturbance is taken as the length of the domain divided by the number of drops formed. Figure 2 presents results, at different DPD times, from a simulation with the parameters in Table I . The number of DPD particles employed is 2880. The DPD time is computed as the DPD time step ␦t ͓see Eq. ͑13͔͒ multiplied by the number of computational cycles completed. The simulations are performed with the value of k = 0.22 based on the domain length, but the effective in Eq. ͑17͒ could be shorter. In fact, since two drops form in this case, k is effectively 0.44. The value of l * in Eq. ͑16͒ is 3.52.
The disturbances present on the surface of the cylinder, as clearly evident in Fig. 2͑c͒ , grow with time and eventually lead to breakup as seen in Fig. 2͑d͒ . In this specific case, we see the formation of two drops which have different sizes. The drops have diameters larger than the cylinder diameter, as expected for capillary breakup. The quantitative ratio of the drop diameter to the cylinder diameter has not been estimated in this work because of the uncertainty in defining the surface of the sphere. Recall that this ratio is 1.89 for Rayleigh breakup ͓50͔. The drop diameters visually appear greater than the diameter of the cylinder, but it is interesting to observe that the drops in the simulations are not of identical size. Nevertheless, there is no clear indication of satellite drops. After the breakup, the two drops attain velocities in opposite directions to conserve linear momentum; see Figs. 2͑f͒ and 2͑g͒. This leads to a merger of the drops as seen in Fig. 2͑i͒ . Note, however, that the simulations are stochastic; hence, the details of the process will not be repeated when a different random number seed is used. Figure 3 shows results from a simulation at identical times as those in Fig. 2 , but for a different seed. Notice that in this case also two drops are formed. The breaking occurs at approximately the same time as in Fig. 2 . But one difference is that the drops do not merge. The details of the process are also somewhat dependent on the size of the domain. Figure 4 shows a set of results at identical times in a domain which has three times the size in the x and y directions, i.e., the length of the domain in the z direction is the same as in Fig. 2 , but the width and depth are three times greater. The random seed was the same. The cylinder diameter is unchanged. The breakup occurs at about the same time as in the previous two cases, but only one drop is observed. Based on our earlier reasoning, in this case k = 0.22 and not 0.44. A possible factor influencing the process is that, during the course of the simulations, the volume that lies outside the cylinder fills up with DPD particles as a result of vaporization. Hence, the density ratio is time dependent, and different for the two cases. This may have some influence, but the effects have not been quantified. In the case of capillary breakup of liquid cylinders at the macroscale, it is known that the breakup time will increase as k increases ͓51͔; the relevant equations will be given later.
Next, simulations are carried out in a domain whose length ͑z direction͒ is increased by four times, but the radius of the cylinder is unchanged. The width and depth are the same as in Fig. 2 . Hence, k in Eq. ͑17͒ decreases. It is expected that, since the results presented in Fig. 2 showed two drops, eight drops may form in this case. The results are presented in Fig. 5 at different times. Figures 5͑e͒ and 5͑f͒ are shown magnified to illustrate the details of the breakup process. The long thread breaks up into multiple drops as shown in Figs. 5͑g͒-5͑j͒. This shows that the length of the computational domain is sufficient to capture multiple wavelengths. Seven drops are clearly observed, though it is possible that two of the drops may have combined ͓see Figs. 5͑h͒ and 5͑i͔͒. The breakup characteristics observed here are similar to those when the smaller domain was employed. Hence, the conclusions drawn there apply. At the point of breakup, long necks do not form; instead, double-cone structures are observed. This structure has been observed in the molecular dynamics simulations of nanojets performed by Moseler and Landman ͓7͔. The liquid in the region joining the two cones gets drained and this, combined with the presence of thermal fluctuations, leads to the breakup that follows. In particular, notice that the drops are of approximately the same diameter, and somewhat larger than the cylinder diameter, as pointed out earlier.
If Rayleigh's criterion holds, then breakup should not occur for values of k greater than 1. Consider Fig. 6 , which presents snapshots of a liquid cylinder at different times when k = 1.26. Three views of the computational domain along the x-y, z-y, and z-x directions are shown at DPD times of 1, 250, 500, 750, and 1000. As in the previous two cases, l * = 3.52. It is seen that the cylinder tends to remain stable with time and does not break up into drops though surface perturbations may be observed as a result of thermal fluctuations. A simulation performed at a higher value of k = 1.55, i.e., by considering an even shorter domain, did not lead to breakup, adding credence to the applicability of the Rayleigh criterion. Of course, computations have to be carried out for a broad range of values of k to confirm if the transition point is indeed 1, but the general behavior is consistent.
It is interesting to observe the influence of changing the thermal length scale on the breakup process. This may be done by changing the temperature. Recall the definition of thermal length scale in Eq. ͑14͒. Figures 7-10 show the results for k B T values of 0.01, 0.013, 0.016, and 0.019, respectively. The value of k in Eq. ͑17͒ is 0.47 in all cases. The values of l T for the four cases are 0.175, 0.219, 0.270, and 0.333, respectively, and those of l * are 8. 016, 6.405, 5.191, and 4.209, respectively . Notice that the plots are shown at the point of breakup. When the thermal fluctuations are amplified by increasing the temperature, i.e., l * decreases, we find that the breakup process is accelerated. The breakup times for the four cases are 840, 530, 460, and 290, respectively. In Fig. 8 , the characteristic double-cone structure formed prior to breakup is highlighted. Several additional computations were carried out at different temperatures, and the breakup time as a function of k B T is shown in Fig. 11 . In general, there is a decrease in the breakup time with increasing temperature. Some of the variability in the figure may be attributed to the stochastic nature of the calculations. Another way to change the relative importance of the thermal length scales is to change the cylinder radius, i.e., L c and hence l * in Eq. ͑16͒ will change. Figure 12 shows the breakup time as a function of cylinder radius. It can be seen that as the radius increases, i.e., l * increases, the time for breakup increases. Of course, it is possible that this is a reflection of increasing value of k which, as will be discussed later, will show increasing breakup time irrespective of the source of the disturbance.
In the case of breakup of macroscopic liquid cylinders, the formation of elongated threadlike structures has been reported for viscous liquids ͓6,52͔. A characteristic length scale that gives the relative importance of viscous forces relative to the surface tension forces is the viscous length scale l given by
where is the dynamic viscosity, is the density, and s is the surface tension. It has been shown ͓6,52͔ that fluids with low viscosities have a cap-cone structure before breakup as compared to the long thin thread structures for fluids with high viscosities. To investigate the influence of increased viscosity on breakup behavior, a simulation was carried out in which the value of l appearing in Eq. ͑18͒ is increased from 1.32 to 33.6. The results for the two compared cases are presented in Figs. 5 ͑l = 1.32͒ and 13 ͑l = 33.6͒, respectively. The corresponding Ohnesorge number Oh, which is a measure of the relative importance of the viscous and surface tension forces, for the two cases is 0.836 and 4.216, respectively. Oh is defined as 
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where l is the liquid dynamic viscosity, l is the liquid density, s is the surface tension, and r is the radius of the nanocylinder. The viscosity is changed by changing the value of the amplitude ␥ appearing in the expression for the dissipative force ͓see Eq. ͑4͔͒. The simulation temperature is k B T = 0.016. Surface undulations are evident; but, unlike in macroscale cylinders, the formation of elongated threadlike structures is not seen, even at this higher viscosity. The breakup is seen to take place in Fig. 13͑d͒ . The DPD time at which the breakup occurs is about 230 in Fig. 13 compared to about 120 in Fig. 5 . Hence, increasing the viscosity increases breakup time. A simulation was also carried out with a viscosity that was an order of magnitude greater than the higher value above, and no breakup was then observed. It is worth pointing out that according to Weber ͓53͔ the optimum wavelength for breakup will increase with viscosity. As the wavelength increases, the drop size will increase. The results presented are consistent with this theory. Notice that only two drops are observed in Fig. 13 whereas seven were observed in Fig. 5 . Since the volumes of the initial cylinders were identical, this implies that drops are larger. This can be observed visually.
From scaling arguments, it is possible to derive the following relationships for the breakup time T b of a cylinder due to capillary instabilities ͓51͔:
where l is the dynamic viscosity, l is the density, s is the surface tension, r is the radius of the cylinder, k is the nondimensional wave number, and I 0 and I 1 are modified Bessel functions. Equation ͑20͒ is applicable when viscosity is neglected, and Eq. ͑21͒ when viscosity is included, for capillary breakup of liquid cylinders at the macroscale. A series of simulations where l , s , and l were varied were carried out. If, for the range of computations, it can be shown that constant values of C 1 or C 2 can be obtained, then the implication is that either Eq. ͑20͒ or Eq. ͑21͒ is applicable for nanocylinders. Table II shows the results for several cases. The values of C 1 and C 2 derived for each case are also shown. Notice that constant values of C 1 and C 2 are not obtained. The average value of C 1 is 5.71Ϯ 2.43, whereas that of C 2 is 20.83Ϯ 9.97. Notice from Table II that if only the first 11 cases, i.e., when k B T is a constant and only r varies, are considered then the values of C 2 show less variation. In fact, in this case the average values of C 1 and C 2 are 5.94Ϯ 2.29 and 18.81Ϯ 3.86. So the greater variability arises when k B T changes for cases 12-21. A change in k B T results in a change in l and s , and in the thermal length scale l T . Recall that the thermal length scale is a measure of thermally induced fluctuations at the liquid surface. It is possible that the change in l T may lead to different relations at the nanolevel than the ones given by Eqs. ͑20͒ and ͑21͒. Consider the following relation from linear instability theory ͓36,51͔: 
where is the displacement of the interface, is the amplitude of the disturbance, is the growth rate, and t is the time. For thermally induced breakup, is a function of the temperature of the system and, say, is proportional to the thermal length scale l T . Note that this is an assumption. While it can be stated with some confidence that the origin of the disturbance at the nanolevel is the thermal fluctuation, it is not clear that the amplitude of the disturbance is proportional to l T . For example, it has been suggested that the fluctuations which lead to breakup at the nanolevel do not directly result from thermal fluctuations, but indirectly from momentum imbalance induced by thermal fluctuations. Nevertheless, if this line of reasoning is pursued,
i.e., lnͩ
where C 3 is a constant. For a fixed temperature, the thermal length scale l T is a constant. Then at the breakup point
where 1 is the displacement of the interface at the time of breakup. The variable is a function of temperature and, as the temperature increases, l T will increase. This implies that will decrease with increasing temperature. In deriving Eqs. ͑20͒ and ͑21͒, it is assumed that is a constant. Unfortunately, further analysis that has been carried out to see if the data of Table II are consistent with Eq. ͑26͒ is inconclusive ͑and, hence not presented͒, but the discussion above points to the possibility that Eqs. ͑20͒ and ͑21͒ derived for macroscale considerations may not be applicable at the nanoscale. It is interesting to recall that results were presented earlier ͑com-pare Figs. 5 and 13͒ where the viscosity was increased by changing the value of ␥ in Eq. ͑4͒, and not by changing temperature. A factor-of-5 increase in viscosity changed the breakup time from 120 to 230 in that case. Again, the results do not scale with Eq. ͑21͒, since according to this equation the breakup should have increased by 4.31 times, taking into account the change in viscosity and k. This suggests that the lack of conformity with Eq. ͑21͒ is not just related to changes in temperature. DPD has not been employed for simulation of liquid nanocylinders in the past, and it is possible that the difference in behavior highlighted above arises from a shortcoming of the method itself. Computations with MD can clarify this.
The transient behavior of the minimum radius r min where breakup occurs will now be examined. Macroscopic theory predicts the relationship for r min given in Eq. ͑1͒. As shown by Eggers ͓27͔, there is an acceleration of the reduction of the radius at the nanolevel. The corresponding relation is given by Eq. ͑2͒. In the simulations performed in this study the characteristic length l * ϳ O͑1-10͒. It has also been shown that symmetric double-cone structures form prior to the breakup. So it is expected that the form of r min given by Eq. ͑2͒ will be recovered from the simulations. Figure 14 presents the results for r min as a function of ͑T b − t͒ for one of the simulations. The parameter r 1 in Eq. ͑2͒ is determined by a least-squares fit to the DPD data. It can be seen that the variation in r min from DPD simulations follows the trend from Eq. ͑2͒.
IV. SUMMARY AND CONCLUSIONS
In this work, a DPD-based model for two-phase flows is employed to simulate the breakup of liquid nanocylinders. It is shown that the model is able to capture the thermally induced breakup of the cylinders. The results are in agreement with prior theoretical and molecular dynamics simulation results. These results will now be summarized. It is shown that Rayleigh's stability criterion, which states that liquid cylinders are unstable to disturbances with wavelengths greater than their circumference, applies for the simulations carried out in this study. This is in agreement with prior MD simulations. Also in agreement with prior MD simulations, the formation of satellite drops is not observed. This has been attributed to the dominant role of thermal fluctuations at the nanolevel. These fluctuations cause a symmetric breakup of the liquid neck with a double-cone structure that precludes the formation of satellite drops as pointed out in prior work. This has important implications from a practical point of view as the satellite drops, owing to their smaller size, behave differently and require special attention in applications like ink-jet printing. Their nonoccurrence at the nanolevel leads to uniform distribution of drop sizes. It is also shown that thermal fluctuations accelerate the breakup dynamics near the breakup point, the results of which are in agreement with theoretical predictions by Eggers ͓25͔. In agreement with prior MD studies, it is shown that, as the radius of the cylinder increases, the change in breakup time is consistent with macroscale relationships. However, in additional simulations, it is shown that the breakup time does not scale with the macroscale relationships when liquid viscosity and surface tension are varied. As indicated in the text, it is possible that this may result from limitations of the DPD model. Nevertheless, the fact that DPD results are in agreement with prior MD simulations and theoretical predictions, when such results and predictions are available, suggests that the conclusions about breakup time may be correct. Computations with MD can confirm this.
