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l.はじめに
ユニット数を同数とし,中間層のユニット数を入力
層および出力層のユニット数よりも少なくした構造
を持つ131.SNNは教師信号を入力信号と等しくして
学習を行い,入力層および出力層よりも少ない中間
層のユニットの出力信号を利用することにより,画
像,脳波などの情報圧縮に応用されている「41～161.
本研究で提案するSNNRFの雑音除去の原理は,学
習後のSttNが最適状態下においてKL変換と等価な
処理となる[7〕～191ことから導かれている.SNNの中
間層のユニット数を観測信号に含まれる信号成分の
共分散行列のランクとすることで最適なフィルタが
構成されることをまず示した.SNNRFは学習時にお
いて,教師信号を入力信号と等しくして学習を行う
ので,教師信号に所望信号を必要としない.本研究
で提案するSNNRFの構成方法はKL近似によるフィ
ルタリングと等価な方法であるが,学習アルゴリズ
ムとして逐次最小2乗アルゴリズムを応用した高速
学習法110〕を用いており,逐次学習を行うことにより
オンライン処理を可能とした。本研究では雑音除去
フィルタとしての有効性を示すために,雑音除去の
対象となる観測信号に白色雑音下の単一正弦波信号
を用いて,雑音の除去を行った。また,学習後の結
合加重を解析することにより,SNNR「が雑音成分を
低減するフィルタ特性となっていることを示した。
観測された信号から雑音成分を低減することは,
音声認識,地震波の解析,周波数推定などにおいて
基本的かつ重要な問題である.従来,このような雑
音の低減r司題に対してさまざまな対処策が試みられ
てきた.Kunlaresanらは周波数推定問題に対して,特
異値分解を用いたKL近似によるフィルタリングを
行うことにより,低SN比で少ないデータ点数からも
高い推定精度を得られる方法を提案した111.KL近
似によるフィルタリングは雑苦低減を行うための有
効な一手法であると考えられるが,基本的にオンラ
イン処
'1は
不可能であり,オフラインで処理するこ
とになる.
一方,ニューラルネットワークは音声認識,画像
認識などのパターンマッチング以外にも,適応ディ
ジタルフィルタの観点から近年}i:日を集めており,
雑帝除去フィルタとしてもさまざまな応用がなされ
ている121 木研究では,砂時計型ニューラルネット
ワーク (以ド,SNN)を用いて,観とU信号から雑音
成分を除去する砂時計IWニューラルネットワーク雑
ff除去フィルタ (SandBIass type Neurai netwOrk Noise
Rcdllctioll FilicF i SNNRF)を提案する.S Nとは,両
像圧縮を行うためにCOttFelらによって提案された
ニューラルネットワークで,入力屑および出力層の
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2.砂時計型ニューラルネットワークを用いた雑音
除去フィルタ
2.1 砂時計型ニューラルネットワーク雑音除去
フィルタ(SNNRF)の構造
SNNRFの摸式図を図1に示す。SNNの構造は,3
層階層型ニューラルネットワークとし,入力層のユ
ニット数をNl司,中間層のユニット数をP個(P<N),
出力層のユニット数をN個とする しきい値ユニッ
トは設けない。ユニットの応答関数は線形関数とす
る.これは,学習過程においてIOcal ininimumに陥る
ことを回避するためである191.図1に示すように,観
測信号 .ィ(k)は入力層の最も下のユニットに順次入力
され,1時刻過ぎる毎に遅れ要素を通って1つ上のユ
ニットヘと入力される.学習は観測信号ズ(k)が入力
される毎に行い,結合加重が修正される。以後,観
測信号が入力されたときの,SNNの入力層の金ユ
ニットに入力されている信号を入力信号と呼び,入
力信号と教師信号の組を学習信号とよぶ.但し,入
力信号と教師信号は同じ信号である。
2.2 SNNによる雑音成分の除去
本節では,KL変換の理論を用いることによって,
SNNが雑音除去フィルタとなることを示す.KL変換
とは,信号の共分散行列の固有ベクトルを変換係数
とした直交変換であり,変換符号化において最適な
変換方式であることが知られている1111.中間層のユ
ニット数をPl司としたとき,SNNの学習後の出力信
号は第P主成分までのKL近似によって得られた信号
と等しくなる。ここで,第P主成分までのKL近似と
は,第P主成分までの変換係数を用いたKL変換,さ
らにKL逆変換を行うことを意味する。SNNの学習
誤差 (1出カユニットあたりの平均誤差2乗和)は,
式(1)で与えられる191.
[性質 1〕
Nレース(GRャ=こλi)
P    :  中間層のユニット数
Xω   i  t(t=1,・・・11・)器目の入力信号
YO   i  t中=1,・ I′I｀)器日の出力信号
但し,R、は入力信号XOt=1,…11)｀の共分散行列,
tcachct signals
χ(k)
図 1 砂時計型ニューラルネットワーク雑苦除去
フィルタの学習モデル
はR.の固有値 (λl≧…≧λN≧0)である。また ,
Xω,YOはともにN次元ベクトルである.
いま,SNNの学習の対象として以下のような信号
を考える.
Цk)=劇+1嘲 k=1,2ギ…    0
ここで,メ(k)は観測信号,∫(k)は信号成分 (原信号),
?(k)は雑音成分である.g(k)は平均値0,分散σ F2のガ
ウス性白色雑音とする。
まず観測信号の共分散行列の固有値を求める。信
号成分の共分散行列をR、,雑苦成分の共分散行列を
Rどで表すと,雑音成分をガウス性白色雑音と仮定し
ているので,信号成分と雑音成分には相関がなく,
そのため観測信号の共分散行列R.は,
R.=Rド+RF               (3)
となる.但しR、R.RFはともにN×Nの行列であ
る。RNは対称行列であるので,R(?固有値は適当な
直交行列を用いて対角化することによって求まる.
R.を対角化するための直交行列をUとおくと,
となる 式(4)において,右辺の対角要素が固有値で
ある.このとき,Uにおける第i列は入|に対する田
有ベクトルとなる.KL変換における第i主成分の変
χ(kl) ノ(k‐1)
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換係数は,R.の固有値λI(λl≧λ2≧…≧λN≧0)
に対する固有ベクトルである。
[定理 1]
信号成分の共分散行列 RドのランクをPとしたと
き,信号成分を学習の対象とするSNNで学習誤差を
ゼロとするために必要十分な中間層のユニットの個
数はPである。
〔証明]
信号成分の共分散行列RFのランクはPであるの
で,咀の固有値凡t(i=1,…,N)は,
(打とII≒ ifN   °
となる.性質 1より学習誤差をゼロとするためには,
中間層のユニット数はP個以上必要となり,逆にP個
あれば学習誤差をゼロとするのに十分である (証
終)
[補題2]
観測信号の共分散行列Rィは式(6)の形に書き換え
られる.
U IRttU=
χl+σ:
χP+σ:
σ:
0
[証明]
式(3)より,
U~'R IU=U~IR.U tt U~!RfU             (7)
が成 り立つ.雑音成分の共分散行列は ,
角化することができる。よって,Uでも対角化でき
る。このことは,Uを用いことによりR.も対角化で
きることを意味している。
[定理 31
(証終)
信号成分の共分散行列 R命のランクがPであれば,
中間層のユニット数がP個のSNNを用いることによ
り,学習後の出力信号は信号成分の情報を欠如する
ことなく,最も雑音成分を除去することが可能であ
る.
[証明〕
補題2より,信号成分s(k)は第P主成分までによっ
て変換され,第P+1主成分から第N主成分によっ
て変換される成分は雑音成分のみである。よって,
第P主成分までのKL近似を行えば,第P+1主成分
から第N主成分によって変換される雑音成分を除去
することができる。
[定理 4〕
(証終)
信号成分の共分散行列R,のランクがPであれば,
SNNを用いて学習後には出力信号のSN比を最大
lCllog10(N/P)ldB〕改善することが可能である。
[証明〕
性質1より,中間層のユニッ
習誤差は,
Ц可=冬i虫1∝=寒碇
卜数がPのときの学
となる。定理2より式(9)の学習誤差は,信号成分を
欠如することなく,除去された雑音成分の分散に等
しい.このとき,出力信号に含まれる雑音成分の分
散は(P/N)σ f2に低減される.よって,信号成分の分
散 を σ.2で表す とき,観測信号のSN比は
ICJlog l。(σ♀′σ:)[dB〕であるのに対し,出力信号のSN
健拙賀類砲里!瑚となり,畑昭Ю仰1望怒〕
2,3 高速学習アルゴリズムによるオンライン処
理
22節によって,SNNRFの雑音除去の原理は,KL
近似による雑音除去と等価な処理であるが,KL近似
を行うためには得られたすべての観測信号から共分
散行列を求め,固有ベクトルを求めなければならず,
オフライン処理となってしまう,
それに対して本手法では,観測信号χ(k)が順次入
力される毎にそのときの入力信号に対して学習を行
い,結合加重の更新の後に逐次出力信号を出力する
ことによってオンライン処理を可能にする.但し,
χ
:
σ:
χ,
0子
0)σ:
σ:
(6)
CJ:
個)
σfつ
σr2
?
?
〓，
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?
?
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Rrはどのような直交行列を用いても対
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SNNの入力層のユニット数 (タップ数)はN個であ
るので,厳密には観測信号ズ(k)が時刻k=Nとなるま
では,入力層の全ユニットに観測信号が入力されず ,
学習を行うことができない。そのため,オンライン
処理は時刻N以後となる.
また学習アルゴリズムとして,一般に用いられて
いる誤差逆伝播学習法 (BP法)の適用は,勾配型の
学習法の1つであるため学習の収束に時間がかかり,
多くの観測信号データが必要となる。本手法では,
高速な収束特性を有する逐次最小2乗法 (RLS法)を
応用した高速学習アルゴリズム (以後,RLS学習と
呼ぶ)を用いる11側.
3.白色雑音を含む正弦波からの雑音除去
3.1 問題の設定
SNNRFの有効性を示すために,以下のような信号
を対象に計算機実験を行う。
項嘲―dl嘲+Itt k=1,2,た   O①
I嘲轄Aisin ttk司上=kよ  。り
ι(k): 平均値0,分散σ F2のガウス性白色雑音
ここで,△tはサンプリング間隔 (周期),ωi(ωI=2
π烏)は角周波数である。Aiは振幅,θlは初期位相
を表す。
3.2 最適な中間層のユニット数
[定理 5]
白色雑音下の単一正弦波の雑音除去に最適な中間
層のユニット数は2個となる。
[証明]
信号成分として,周波数ωlの単一正弦波 (式H
において,n=1)を考えたとき,共分散行列R.は,
1
COくω脚)
cosllN lltoI刺
∞くojlAll…∞報N llaD,刺
(12)
となる.rk(k=1,…,N)は周波数ωlの正弦波の離散系
列となることから,rl,r2に係数ak,bkを掛けること
により,
rk=akrl+b kr2   k=3,・―,N
前ntk一到η引 前nよk-1沖I刺
(13)
Rf=
ak=一 罰n仲う
bk=
Sin(ωl)
と表せる。式(13)(14)より,線形独立なベクトルの数
は2であるからランクは2である。   (証終)
[定理 61
正弦波が白色雑音下に正弦波がm個含まれておれ
ば,中間層のユニット数を2m個とすれば最適であ
る。                   (証H各)
4.実験による検証
これまで,SNNRFの雑音除去能力に関して,理論
的に議論を展開してきた。理論と実際の整合性を検
証するために,以下に示す信号を用いて計算機実験
を行い,SNNRFの雑音除去能力を評価した。
Ц嘲=AN■仲1生+01)十1tt k=1,2,…お599
ここで,Al=1,ωl=2 π itrad/S〕,i=3/(16△t)〔Hzl,
△t=I卜〕, θ,=―π/2とし,ど(k)は平均値0,分散σ F2
のガウス性白色雑音とした。実験に用いたSNNの入
力層および出力層のユニット数は16個とした.
4.l SNNRFの雑音除去能力
図2に中間層のユニット数が2個のときの,学習
後の実験結果の1例を示す。図2(a)はSN比5tdBIの
学習信号 (入力信号),図2(b)は学習後の出力信号で
ある。図 2(c)は入力信号に含まれる信号成分を表わ
している。さらに図3(a)および図3(b)に入力信号 (学
習信号)および学習後の出力信号の平均振幅スペク
トルを示す。信号成分の周波数はグラフ上の離散周
波数3/161H』(ω=3/8π)である。図3(a),(b)に示すよ
うに,出力信号は雑音成分が低減されていることが
分かる。
4.2 中間層のユニット数と雑音除去能力の関係
図4に,SNNの中間層のユニット数を1個から4
個に可変にした場合の,学習後の出力信号のSN比に
ついて示す。ここでは,出力信号のSN比を以下のよ
うに定めた ,
―
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(a)入力信号
6 7 8 9 10 11 12 13 !4 15 16
Unit Number
(b)出力信号
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Unit Nunlber
(c)信号成分
図2 SNNRFによる雑音除去の1例
‰1010gltll希と器)m
但し,YO=ly(t),…,y(t+N-1)〕
St)=t,(t),・…が(t+N■)〕
τ =H
である。YOはt番目の出力信号,SOはt番目の入力信
号に含まれる信号成分である.SO,YOはともにN次
元ベクトルである。また,式(15)よりk=1,…65とし
たので,全学習信号の数T=50である.
図4に示されている各中間層のユニット数に対す
る出力信号のSN比は,異なる雑音成分の学習信号を
30系列作成し,それらの出力信号のSN比の平均値
を示している.学習に用いた入力信号(4≠習信号)の
SN比は51dBIとした.
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(a)入力信号
図3入
Frequency〔HZ〕
(b)出力信号
力信号及び出力信号の平均振幅スペクトル
The Numbcr of Hidden Units
図4 中間層のユニット数に対する出力信号のSN比
図4より,中間層のユニット数が2個の場合が最
もSN比を改善していることが分かる。中間層のユ
ニット数が3個,4個となるにつれてsN比が低下す
るのは,雑音成分の情報しか持たない第3,第4主成
分の情報が結合加重に反映されるためである.中間
層のユニット数が1個の場合は,SN比を悪化した。
これは,第1主成分までの情報のみが結合加重に反
映され,第2主成分まで必要とする信号成分の情報
をすべて反映することができないために,信号成分
の情報を欠如したからである。以上より,図4の結
果は2,2節および3,2節の議論と一致していることが
分かる.
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4.3 学習信号のSN比と雑音除去能力の関係
学習信号に用いる入力信号のSN比がSNNRFの雑
音除去能力に及ぼす影響を調べるために,中間層の
ユニット数が2個のSNNを用いて,学習信号のSN比
が-5tdBIから20idBIの各々の場合について,異なる
雑音成分の学習信号を30系列作成し学習を行い,出
力信号のSN比を調べた。図5に各SN比の入力信号
(学習信号)に対する学習後の出力信号のSN比の平
均値を示す。図5より,入力信号のSN比が5～201dB〕
において,出力信号のSN比の平均値は定理4で与え
られる理論的限界値 1 01oB10(N/P)=101o810(16/2)≒903
1dBI近くまで改善がみられた。理論的限界値との差
は,逐次的な行っているために,学習初期に対する
SN比の改善度が小さかったことに起因する.入力信
号の各SN比で作成したすべての学習系列で,出力信
号のSN比は入力信号のSN比を下回ることはなかっ
た.以上の結果より,SNNRFは安定した雑音除去
フィルタであると言える.
4.4 学習後の結合加重の解析
学召後の結合加重からSNNのフィルタ特性につい
て考察する。SNNの出力層のユニット数はN個であ
るが,出力層の各ユニットに注目すると,SNNは
入力1出力のFIRフィルタと見なせる。このときの
フィルタ係数は,ユニットの応答関数を線形関数と
しているので,入力層から中間層への結合加重行列
と中間層から出力層への結合加重行列をかけること
により得られる。図6に中間層のユニット数を2個と
した場合と,4個とした場合の8番目の出力層ユニッ
トの出力の振幅特性を示す.図6には示していない
が出力層のどのユニットについても振幅特性は図6
とほぼ同じ概形となった。図6(a)に見られるように,
中間層のユニット数が2個の場合は,信号成分と同
じ周波数にピークを持つ特性となっている.このこ
とから,SNNは信号成分を通過させ,雑音成分を低
減した信号を出力するフィルタとなっていることが
分かる。図6(b)より,中間層のユニット数が4個の場
合も信号成分と同じ周波数にピークを持つ特性と
なっている.しかし,遮断したい周波数帯域を比べ
ると,中間層のユニット数が2個の方が良い特性と
なっており,中間層のユニット数が4個の場合より
も最適な雑音除去フィルタとして働くことが分かる.
これは,定rll!3および図4の結果とも一致する。
ldeai Value
―■――Expcttncntal Vatte
―――Lower 8ound Vatuc
-5       0       5       10      15      20
SNR oFImput Signal[dB]
入力信号 (学習信号)のSN比に対する出力
信号のSN比
0   1/16 2/16 3/16 4/16 5/16 6/16 7/16 8/16
Frequcncy[HZ〕
(a)2個(中間層のユニット数)
0   1/16 2/16 3/16 4/16 5/16 6/16 7/16 8/16
Ficqticncy[1lZ〕
(b)4個(中間層のユニット数)
図6 SNNRFの振幅特性
5. お19りに
砂時計型ニューラルネットワークが最適状態下で
KL近似と等価な処理を行う性質を利用することによ
り,雑音除去フィルタとして有効に働くことを示し
た。SNNRFは,中間層のユニット数を信号成分の共
分散行列のランクとすることにより,SNNRFが構成
されることを理論的に示した。提案したSNNRFはオ
ンラインでの処理を可能としているため,実時間の
雑音除去を必要とする問題への適用に有効である.
計算機実験の結果から,出力信号のSN比が入力信
号のSN比を大幅に改善し,安定した雑音除去フィル
タとなることが示された。また,学習後の結合加重
を解析することにより,SNNRFは信号成分と同じ周
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波数に最も高いピークを持つフィルタ特性となるこ
とが分かった,本論文では単一正弦波を信号成分と
して計算機実験を行いSNNRFの評価を行ったが,今
後音声信号などの実際の信号に対しても適用して行
きたい.
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