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QUASI-HARNACK INEQUALITY
D. DE SILVA AND O. SAVIN
Abstract. In this paper we obtain some extensions of the classical Krylov-
Safonov Harnack inequality. The novelty is that we consider functions that
do not necessarily satisfy an infinitesimal equation but rather exhibit a two-
scale behavior. We require that at scale larger than some r0 > 0 (small) the
functions satisfy the comparison principle with a standard family of quadratic
polynomials, while at scale r0 they satisfy a Weak Harnack type estimate.
We also give several applications of the main result in very different settings
such as discrete difference equations, nonlocal equations, homogenization and
the quasi-minimal surfaces of Almgren.
1. Introduction
The Harnack inequality of Krylov and Safonov plays a fundamental role in the
regularity theory of nonlinear second order elliptic equations. It states that a non-
negative solution u ≥ 0 to a second order equation satisfies
aij(x)uij = 0 in B1 =⇒ sup
B1/2
u ≤ Cu(0),
where C is a universal constant depending only on n and the ellipticity constants
λmin, λmax of the coefficients a
ij(x). It is a quantified version of the maximum
principle and it provides the Cα estimates and the compactness for the class of
solutions to uniformly elliptic equations with measurable coefficients.
Harnack inequality has a different version for supersolutions (see Lemma 4.5 in
[CC]). It is a pointwise-to-measure estimate known as Weak Harnack inequality
and it can be stated in the following way.
Weak Harnack inequality. Assume that u is a positive supersolution
u ≥ 0, aij(x)uij ≤ 0 in B1, and u(0) = 1.
Given δ > 0 small, there exists C(δ) large depending on δ and the universal con-
stants such that
|{u ≤ C(δ)}| ≥ (1 − δ)|B1|.
An interesting observation is that the class of supersolutions in the Weak Harnack
inequality can be enlarged to include functions that might not necessarily satisfy
any equation. The proof in [CC] carries through if we require u to satisfy the
comparison principle by below only with one quadratic polynomial
PΛ(x) :=
Λ
2
x2n −
1
2
|x′|2,
together with rotations and dilations of it, with Λ some large fixed constant.
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In this paper we investigate the situation when the comparison with the family
of functions PΛ is satisfied only up to a scale r0 (small), and at scale C(Λ)r0, a
version of weak Harnack inequality holds. In our main result we show that the
Harnack estimates still remain valid with constants independent of r0.
The second part of the paper is devoted to show how our results can be applied
in several different situations and we discuss four representative examples.
First, as a direct application, we recover the Harnack inequality of Hung-Ju and
Trudinger [HT] for discrete difference uniformly elliptic equations.
A second motivating example comes from the theory of nonlocal equations. So-
lutions to integro-differential equations of order σ ∈ (0, 2), when σ is close to 2,
belong to a family with a two-scale behavior. At small scales the integral behav-
ior dominates whereas at large scales the equation becomes close to being a local
equation. We deduce the nonlocal version of the Harnack inequality of Caffarelli
and Silvestre [CS] (with uniform constants as σ → 2−) from our results. There are
many other problems involving nonlocal operators which fit the general framework
given in this paper. We mention for example the uniform Ho¨lder estimates of Caf-
farelli and Valdinoci for nonlocal s-minimal surfaces as s → 12
−
, or the boundary
layer estimates for phase transitions from [S].
A third application of our results comes from the homogenization of degenerate
PDEs. A simple situation we consider is the case of linear equations with mea-
surable coefficients with ellipticity constants λmin(
x
ǫ ), λmax(
x
ǫ ) for some functions
λmin, λmax periodic of period 1. Notice that if λmin, λmax degenerate in the inte-
rior of the unit cube but they are bounded away from 0 and ∞ near the sides of
the cube, then Harnack inequality holds at scale ǫ. It turns out that we end up in
a setting as above and the uniform Holder estimates remain valid at all scales (see
Theorem 4.2).
Finally, we discuss the case of quasi-minimizers for the perimeter functional for
sets which are sufficiently close to half-spaces, and we show that quasi-minimizers
exhibit a two-scale type behavior. Then we sketch a nonvariational proof of the
C1,α estimates of Almgren and Tamanini based on Harnack inequality.
The paper is organized as follows. In Section 2 we introduce the classes of
functions PIΛ(r) and WaM (ρ) and we state the main results of the paper Theorem
2.3 and Proposition 2.4. Section 3 is devoted to the proof of the main results.
In Section 4 we discuss some of the applications mentioned above, and finally in
Section 5 we consider the case of quasi-minimizers.
2. Statement of the main results
Let Λ > 0 be fixed (large) and let
PΛ(x) :=
Λ
2
(x · ξ)2 − 1
2
|x|2 + b · x+ d, ξ, b ∈ Rn, d ∈ R,
be a quadratic polynomial with ξ a unit direction
|ξ| = 1, and |b|, |d| ≤ 1.
Let r > 0, and I ⊂ [0,∞) be a closed interval.
We introduce the following definition for PIΛ(r) which can be thought as the class
of supersolutions of size I at scale r.
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Definition 2.1. Let u : Ω → R be a continuous function on a domain Ω ⊂ Rn.
We say that
u ∈ PIΛ(r) in Ω,
if and only if u cannot be touched from below at any point x0 in a neighborhood
Br(x0) ⊂ Ω by a polynomial aPΛ(x− x0) as above, for some a ∈ I.
We recall that if u and ϕ are continuous functions in a domain Ω, we say that ϕ
touches u from below (resp. above) at x0 ∈ Ω in a neighborhood Br(x0) whenever
ϕ ≤ u (resp. ϕ ≥ u) in Br(x0), ϕ(x0) = u(x0).
Notice that
PIΛ1(r) ⊂ PIΛ2(r) if Λ1 ≤ Λ2,
and in our analysis we assume without loss of generality that Λ is large.
Now, for parameters M,a, ρ > 0 we introduce another class of functions WaM (ρ)
which can be thought as the class of functions of size a which satisfy Weak Harnack
inequality at scale ρ.
Definition 2.2. Let u : Ω → R be a continuous function on a domain Ω ⊂ Rn.
We say that
u ∈ WaM (ρ) in Ω,
if u ≥ 0 and whenever B2ρ(x0) ⊂ Ω, and
u(x0) ≤ a,
then
|{u ≤M a} ∩Bρ(x0)|
|Bρ(x0)| ≥ 1− δ,
with δ(n) > 0 a given constant depending only on n.
The value of δ(n) in the definition above will be specified later, in the proof of
Theorem 2.4.
Let Λ,M > 0 be given. Our main theorem reads as follows.
Theorem 2.3. Let u be a continuous function in B1, with 0 ≤ u ≤ 1. There exist
constants c0, C¯, depending only on n and Λ and positive constants a(M),η(M)
depending also on M such that if
1− u, u ∈ P [η,1]Λ (r) ∩WaM (C¯r)
for some r ≤ c0, then
oscB1/2u ≤ 1− η.
The proof of Theorem 2.3 is based on the following version of Weak-Harnack
Inequality.
Theorem 2.4. Let u be a continuous function in B1, with u ≥ 0 and assume that
u(x¯) ≤ 1 for some x¯ ∈ B1/2.
There exist constants c0, C0, C¯ > 0 depending only on n and Λ such that if
u ∈ P [1,C0]Λ (r) ∩WC0M (C¯r)
for some r ≤ c0, then
|{u ≤ 2C0M} ∩B1/2| ≥ 3
4
|B1/2|.
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Once Theorem 2.4 is established, the proof of Theorem 2.3 follows from standard
arguments by choosing a = 14M and η =
1
4C0M
.
Notice that the estimates of Theorems 2.3 and 2.4 do not depend on r. As
r→ 0 we recover the standard Harnack inequality for viscosity solutions since any
continuous function u satisfies for a fixed a > 0, u ∈ Wa2 (r) (with δ = 0) for all r
sufficiently small (depending on the modulus of continuity of u).
We also obtain a version of Theorem 2.4 which applies to multivalued graphs or,
more generally, to closed sets Γ ⊂ Rn+1 (see Proposition 3.5 and Remark 3.6).
In the second part of the paper we provide a variety of applications of our results.
We may use slightly weaker definitions for the classes of function P andW which we
make precise below. This will be useful whenever we deal with nonlocal problems
for which the global behavior of u in B1 is also relevant.
To this aim, first let us denote by
P ay (x) := P
a(x− y) + cy, P a(x) := −a
2
|x|2, a > 0, cy > 0,
the class of paraboloids of opening −a and vertex y which have the additional
property that
P ay (x) ≤ 0 outside B3/4.
It is straightforward to check that this property implies that
(2.1) y ∈ B3/4, P ay ≤ a, |∇P ay | ≤ a in the set where P ay ≥ 0.
Definition 2.5. We say that a continuous function in B1, u ≥ 0, belongs to the
class PIΛ(r) whenever u cannot be touched from below at any point x0 by
P ay (x) + a
Λ
2
((x− x0) · ξ)2χBr(x0) in B1,
with a ∈ I. Here P ay is a quadratic polynomial as above and ξ is a unit direction.
The set of all contact points (from below) between a given continuous function
u ≥ 0 and a paraboloid P ay of the class above will be denoted by Aa(u). Precisely,
(2.2) Aa(u) := {z ∈ B1 : ∃ P ay touching u from below at z in B1},
and we have that Aa(u) is a compact set included in B3/4, u ≤ a on Aa(u) and
Aa1(u) ⊂ Aa2(u) if a1 ≤ a2.
P y
        a
u
yz
Figure 1. z ∈ Aa(u)
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The difference between Definition 2.5 and the original Definition 2.1 is that above
we require in addition that the comparison with aPΛ(x − x0) should hold only at
points x0 in Aa(u). It is clear from (2.1) that if a nonnegative function satisfies
Definition 2.1 in B1 then it satisfies also Definition 2.5.
We modify similarly Definition 2.2 to hold only at contact points in Aa(u).
Definition 2.6. We say that u ∈ WaM (ρ) in B1 if u ≥ 0 and whenever x0 ∈ Aa(u)
with touching polynomial P ay , then
|{u ≤ P ay +Ma} ∩Bρ(x0)|
|Bρ(x0)| ≥ 1− δ(n).
with δ(n) a small given constant depending only on n.
Clearly,
Wa1M (ρ) ⊂ Wa2M (ρ) if a1 ≤ a2.
3. Proof of Theorems 2.3 and 2.4.
We present here the proof of our main results. We follow the lines of the standard
proof from [CC] and we use an Alexandrov-Bakelman-Pucci (ABP) type estimate
combined with the Calderon-Zygmund cube decomposition. The difference in our
case is that the estimates hold only at scale larger than r and we need to use some
discrete versions of the arguments. We provide the details below.
Throughout this section, universal constants mean positive constants that de-
pend only on n and Λ.
Our starting point is the study of the contact set Aa(u) defined in (2.2) for a
function u in the class PaΛ(r).
Lemma 3.1. Let z1, z2 ∈ Aa(u) ∩B5/8 and let y1, y2 be the corresponding vertices
of the touching paraboloids. If u ∈ P2aΛ (r) for some r > 0, then
|z1 − z2| ≥ c0|y1 − y2|
with c0 > 0 universal, as long as
(3.1) |y1 − y2| ≥ C0r
for a C0 > 0 universal.
Proof. After dividing by a we may assume that a = 1. Denote
|y1 − y2| =: d,
and assume by contradiction that the corresponding touching points z1, z2 are at
at distance less than c0d with c0 to be made precise later. Then, we show below
that u can be touched by below at a point x0 ∈ A2(u) in a Br(x0) neighborhood by
a polynomial of the form 2PΛ(x− x0), and we contradict the fact that u ∈ P2Λ(r).
Indeed, let Π be the hyperplane determined by the intersection {P 1y1 = P 1y2}
of the touching paraboloids at z1, z2 respectively. Let us assume, without loss
of generality that the line segment joining z1 and z2 intersects Π at 0 and that
y2 − y1 = d en. In particular,
Π := {xn = 0}, z1 ∈ {xn ≤ 0}, z2 ∈ {xn ≥ 0}
and
|zi| ≤ c0 d, i = 1, 2.
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Denote by P˜ the quadratic polynomial
P˜ (x) := P 1y1(x) +
d
2
xn + Λx
2
n −
1
2
|x|2 + c0d2,
and notice that P˜ can be written as
P˜ = P 2(y1+y2)/4 + Λx
2
n + const.
Let
v(x) := u(x)− P˜ (x),
and let D denote the annular region
D := {c1d ≤ |x| ≤ 4c1d},
with c1 := c
1
3
0 ≫ c0 small, universal. We claim that
(3.2) v ≥ max
i=1,2
P 1yi − P˜ > 0 on D, and v(z1) < 0.
This shows that P˜ +minB4c1d v touches u from below at a point x0 ∈ Bc1d in the
neighborhood B4c1d ⊃ B3c1d(x0). We contradict the hypothesis u ∈ P2Λ(r) provided
that we show x0 ∈ A2(u) and that we choose C0 = (3c1)−1 in (3.1) so that 3c1d ≥ r.
Next we check that x0 ∈ A2(u). Let P 2y¯ be the polynomial of opening −2 tangent
to P˜ + minB4c1d v at x0. Then P
2
y¯ ≤ u in B4c1d and P 2y¯ ≤ maxi=1,2 P 1yi outside
B4c1d. The last assertion follows from the fact that the difference between maxP
1
yi
and P 2y¯ is convex and by (3.2) it is positive on D and negative at x0, therefore it
must be positive also outside B4c1d. In conclusion P
2
y¯ touches u by below at x0 in
the whole domain B1 and also P
2
y¯ ≤ 0 outside B3/4, hence x0 ∈ A2(u).
It remains to prove the claim (3.2). For the first inequality we restrict, say, to
the region D ∩ {xn ≤ 0}, and we have that either
xn ≤ −c1d
2
or |x′| ≥ c1d
2
.
In the first case,
P 1y1 − P˜ ≥
(c1
4
− 16Λc21 − c0
)
d2 > 0,
by choosing c1 sufficiently small. In the second case
P 1y1 − P˜ ≥ −xn
(
d
2
+ Λxn
)
+
(
c21
8
− c0
)
d2 > 0.
For the second part of (3.2) we compute
v(z1) = P
1
y1(z1)− P˜ (z1) ≤
(
c0
2
+
1
2
c20 − c0
)
d2 ≤ 0.

In what follows, we work on cubes Qρ(x˜) of size ρ defined as:
Qρ(x˜) := {x ∈ Rn : |xi − x˜i| < ρ/2, i = 1, . . . , n.}
Sometimes, for simplicity of notation, we drop the dependence on the center x˜ when
there is no possibility of confusion.
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We decompose the space in dyadic cubes of size 2−l, l = 0, 1, 2, ... and by abuse
of notation, denote by Ql a cube of size 2
−l obtained from this decomposition. Set,
Ala(u) :=
⋃
Ql∩Aa(u) 6=∅
Ql,
that is Ala(u) denotes the collection of the dyadic cubes of size 2
−l which intersect
Aa(u).
Then, with this notation Lemma 3.1 gives the following corollary.
Corollary 3.2. Assume Qρ = Qρ(x˜) ⊂ B5/8 and that
Aa(u) ∩Qρ/2(x˜) 6= ∅.
If u ∈ P4aΛ (r) and r ≤ 2−l, then
|Al2a(u) ∩Qρ| ≥ η|Qρ|,
for a universal constant η.
Proof. Let x¯ ∈ Aa(u)∩Qρ/2 and let P ay¯ be a corresponding touching paraboloid at
x¯. For a set of vertices y ∈ Bρ/10(x¯), we consider the polynomial
P˜ (x) := P ay¯ (x)−
a
2
|x− y|2 + cy,
with cy chosen so that P˜ becomes tangent to u from below. Notice that P˜ (x) =
P 2a(y+y¯)/2(x). Since y ∈ Bρ/10(x¯) we easily conclude that P˜ ≤ P ay¯ outside Bρ/2(x¯).
This means that the corresponding contact point between the polynomial P˜ and u
lies in Qρ ∩A2a(u).
We now select vertices y in Bρ/10(x¯), with x¯ among them, at distance larger than
2C02
−l from each other. By Lemma 3.1, the corresponding contact points will also
be at distance larger than c02
−l from each other, with c0, C0 as above. Since we
can select Cρn2ln such vertices, we have at least as many contact points at distance
larger than c02
−l. Then our statement follows immediately from the definition of
Al2a(u). 
Next, we obtain a generalized version of the corollary above, in which Aa(u)
intersects Q3ρ instead of Qρ/2.
Lemma 3.3. Assume B6
√
nρ(x˜) ⊂ B5/8 and that
Aa(u) ∩Q3ρ(x˜) 6= ∅.
If u ∈ P [a,C1a]Λ (r) with r ≤ min{c1ρ, 2−l}, then
|AlC1a(u) ∩Qρ| ≥ η|Qρ|,
with C1, c1 and η universal.
Proof. After a dilation, translation and multiplication with a constant we may
assume that x˜ = 0, ρ = 1 and a = 1. In view of Corollary 3.2, it suffices to show
that there exists a point x0 ∈ AC(u) ∩Q1/2, for C large universal.
To prove the existence of x0, we define the following barrier:
(3.3) φ(x) := |x|−γ − β, x 6= 0
with γ = 4Λ, β > 0 chosen so that
φ(x) = 0 on ∂B6
√
n.
8 D. DE SILVA AND O. SAVIN
Denote by Pσ the quadratic polynomial tangent to φ by below on the sphere of
radius σ > 0. Using the homogeneity of |x|−γ , we find
(3.4) φ ≥ Pσ = P d0 with d = γσ−γ−2
and if |x0| = σ, then by the Taylor expansion of φ near x0 we get
(3.5) (φ − P 2dx0/2)(x) ≥
(γ + 1)d
2
((x− x0) · ξ)2, if x ∈ Bc¯σ(x0), ξ = x0|x0| ,
with c¯, sufficiently small universal.
Let
φ˜(x) = φ(x) in |x| ≥ 1
4
, φ˜(x) = P1/4, on B1/4.
For x¯ ∈ A1(u) ∩Q3, we call P 1y¯ a corresponding touching polynomial of vertex y¯.
We slide φt = P
1
y¯ + αφ˜+ t, (for some constant α > 0) from below till it touches
u for the first time at some point x0. Since φ ≤ 0 outside B6√n and u ≥ P 1y¯ with
equality at x¯ ∈ Q3 ⊂ B6√n, the first contact point x0 occurs for some value of t ≤ 0
and x0 must belong to B6
√
n.
We claim that x0 ∈ B1/2. Otherwise, at x0 we have a tangent polynomial of
opening a0 := 1 + 2αd by below with σ = |x0| and d as in (3.4), and
(3.6) α(γ + 1)d ≥ Λ(1 + 2αd) = Λa0,
provided that α is chosen sufficiently large universal. We use (3.5)-(3.6) together
with the fact that |x0| ≥ 12 to contradict that u ∈ P
[1,C1]
Λ (r), as long as r ≤ c1 ≤ c¯/2,
and C1 ≥ 1 + 2αγ2γ+2 ≥ a0.
Thus the touching occurs in the ball B1/2 ⊂ Q1 and the desired point x0 is
obtained.

A standard iteration argument and the Calderon Zygmund cube decomposition
give the following result.
Lemma 3.4. Assume B6
√
nρ(x˜) ⊂ B5/8 and Qρ(x) is a dyadic cube such that
Aa(u) ∩Q3ρ(x˜) 6= ∅.
If u ∈ P [a,Ck1a]Λ (r) with r ≤ c12−l, and 2−l ≤ ρ, then
|AlCk
1
a(u) ∩Qρ| ≥ (1− (1 − η)k)|Qρ|.
Proof. After a dilation and a multiplication by a constant we may assume as above
that ρ = 1, x˜ = 0, a = 1. The case k = 1 holds by Lemma 3.3.
For k = 2 we apply the Calderon Zygmund decomposition to the set AC1(u) in
Q1: we decompose dyadically the cube Q1, up to scale 2
−l, and at each step j in our
decomposition, we only split the cubes Q˜j which have non-empty intersection with
the set of contact points AC1(u). A remaining cube in the decomposition (which
has empty intersection with AC1(u)) will be called “clean”. Let Q˜j be a clean cube
of size 2−j ≥ 2−l, and by construction the dilation of factor 3 around the center Q˜j
intersects AC1(u). Lemma 3.3 applied to the cube Q˜j with a = C1 gives
|AlC2
1
(u) ∩ Q˜j| ≥ η|Q˜j |.
Since this inequality holds for all clean cubes, we conclude that
|AlC2
1
(u) ∩ (Q1 \AlC1(u))| ≥ η(|Q1| − |AlC1(u)|).,
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which gives the desired conclusion. The general case follows by the argument above
k − 1 times. 
Next we use a covering argument and obtain the following version of Lemma 3.4
for functions in the general class PIΛ(r).
Proposition 3.5. Let u be a continuous function in B1, with u ≥ 0 and assume
that
u(x¯) ≤ 1 for some x¯ ∈ B1/2.
Given µ > 0, there exist constants c¯, C¯ > 0 depending only on n and Λ and C(µ)
depending also on µ such that if
u ∈ PIΛ(r), with I = [1, C(µ)],
for some r ≤ c¯, then
|AlC(µ)(u) ∩B1/2| ≥ (1− µ)|B1/2|, with C¯r ≤ 2−l.
The proposition states that if we decompose the space in cubes of size C¯r and
then we consider the collection of those cubes which intersect the contact set
AC(µ)(u) then they cover all but a µ-fraction of B1/2. We recall that AC(µ)(u)
represent the set of points where u admits a tangent polynomial of opening −C(µ)
by below and which also are less than 0 outside B3/4.
Clearly Proposition 3.5 follows from Lemma 3.4 since the existence of x¯ implies
AC(u) ∩ B1/16(x¯) 6= ∅ for some large C, and then we can cover B1/2 with a finite
collection of dyadic cubes Qρ, with ρ universal, for which we can apply Lemma 3.4.
Remark 3.6. It is straightforward to generalize Definition 2.5 to include also closed
sets Γ ⊂ B1 × R+ ⊂ Rn+1 (which above can be thought as of the graph of u), and
to define the corresponding contact sets Aa(Γ) and A
l
a(Γ). Then Proposition 3.5
holds also in the setting of sets Γ ∈ PIΛ(r) since we did not use so far the graph
property of u.
We are now ready for the proof of Proposition 2.4.
Proof of Proposition 2.4. We choose µ = 1/8 in Proposition 3.5 and let C2 =
C(µ) and l to be the largest l for which C¯r ≤ 2−l. Then
(3.7) |AlC2(u) ∩B1/2| ≥
7
8
|B1/2|.
Now, let x˜ ∈ Ql ∩AC2(u) and assume u ∈ WC2M (2
√
nC¯r) (see Definition 2.6). Then
|{u ≤ 2MC2} ∩B2√nC¯r(x˜)| ≥ (1− δ)|B2√nC¯r(x˜)|,
which implies
|{u ≤ 2MC2} ∩Ql| ≥ 9
10
|Ql|,
provided that δ = δ(n) is chosen sufficiently small. Summing over all cubes Ql
included in AlC2(u), together with (3.7) and the fact that l is sufficiently large gives
|{u ≤ 2MC2} ∩B1/2| ≥ 3
4
|B1/2|.
The proposition is proved after relabeling the constants. 
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4. Applications
4.1. Discrete equations. Harnack inequality for discrete difference equations was
obtained by Hung-Ju and Trudinger in [HT]. Here we verify that the setting we
developed for the classes P andW applies in this context. We consider for simplicity
the discrete operator involving only the neighbors along the coordinate axes (ǫ > 0
small)
(4.1) Lu(x) :=
n∑
i=1
λi(x)u
ǫ
ii(x), x ∈ B1 ∩ ǫZn,
uǫii(x) :=
u(x+ ǫei) + u(x− ǫei)− 2u(x)
ǫ2
,
with
(4.2) 0 < λmin ≤ λi(x) ≤ λmax, x ∈ B1 ∩ ǫZn.
Below we show that Theorem 2.3 gives the Ho¨lder continuity for bounded solutions
of Lu = 0.
Theorem 4.1. Assume that
Lu = 0, |u| ≤ 1 in B1.
Then,
|u(x)− u(y)| ≤ C|x − y|γ , in B1/2 ∩ ǫZn,
with C, γ universal independent of ǫ.
Sketch of the Proof. By linearity, it suffices to show that,
u ∈ P1Λ(r) ∩W1M (C¯r),
for some appropriate Λ and M large independent of ǫ (to be specified below) and
with r ≤ c0 and C¯ universal as given in Theorem 2.3.
Here we work with the graph of u (see Remark 3.6) and the inequality in the
class WaM (ρ) is understood to hold everywhere (with δ = 0) instead of in the Hn-
measure sense. Another alternative way is to think that u is extended from the
lattice to the whole space by some linear interpolation.
It is straightforward to see that for Λ large
u ∈ P1Λ(2ǫ).
Indeed, if
PΛ(x) =
Λ
2
(x · ξ)2 − 1
2
|x|2 + l(x), l linear,
touches u from below, say at 0 in B2ǫ, and we choose Λ such that
(Λ/n− 1)λmin > (n− 1)λmax,
we obtain that Lu(0) ≥ LPΛ(0) > 0 and get a contradiction.
Also, if
u ≥ 0 in Bρ ∩ ǫZn, ρ ≤ Kǫ
and
u(0) ≤ 1,
it immediately follows from the fact that Lu(0) = 0 that
u(ǫei) ≤ C(n, λmin, λmax).
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Hence,
u ≤ C(K) in Bρ.
Choosing K = 2C¯, M = C(K) and r = 2ǫ we obtain that u ∈ W1M (C¯r) as
desired. 
4.2. Homogenization. Next we obtain Ho¨lder estimates in the context of ho-
mogenization by considering linear equations with measurable coefficients whose
ellipticity constants might degenerate in the interior of Qǫ the cubes of size ǫ. Let
Lǫu be a second order operator
(4.3) Lǫu(x) := a
ij(
x
ǫ
)uij(x)
with A(x) := aij(x) continuous coefficients in Rn satisfying
(4.4) λ˜min(x)I ≤ A(x) ≤ λ˜max(x)I, A(x) 6= 0,
and
λ˜min, λ˜max ≥ 0 periodic of period 1
with
(4.5) 0 < λmin ≤ λ˜min(x) ≤ λ˜max(x) ≤ λmax, in Q1 \D,
for some set D ⊂⊂ Q1.
Similarly as in the previous application, we can obtain the following result.
Theorem 4.2. Assume that
Lǫu = 0, |u| ≤ 1 in B1.
Then,
|u(x)− u(y)| ≤ C|x− y|γ , in B1/2 if |x− y| ≥ ǫ,
with C, γ depending on n, λmin, λmax and dist(D¯, ∂Q1).
Sketch of the Proof. It suffices to show that
u ∈ P1Λ(r) ∩W1M (C¯r),
as long as ǫ ≤ c for some appropriate Λ, M , r. We rescale u as
u˜(x) = ǫ−2u(ǫx).
Then,
Lu˜ := aij(x)u˜ij(x) = 0 in R
n.
By assumption (4.5), a polynomial of the form PΛ cannot touch u˜ in Q1 \ D, as
long as Λ is large enough (depending only on n, λmin, λmax) so that LP˜Λ > 0. Now,
assume for simplicity that PΛ =
Λ
2 x
2
n− 12 |x|2 touches u˜ from below say at 0 ∈ D in
B2
√
n. Then,
u˜ ≥ −2n in B2√n,
and for c > 0 depending on dist(D, ∂Q1)
u˜(x¯) + 2n ≥ cΛ, at some x¯ ∈ ∂Q1.
By Harnack inequality applied to u˜+ 2n in a neighborhood of ∂Q1 (depending on
dist(D, ∂Q1)) we get that,
u˜+ 2n ≥ c˜Λ on ∂Q1.
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Choosing Λ large this gives
u˜ ≥ c′ > 0 on ∂Q1.
By the maximum principle the inequality holds also in Q1 hence u˜(0) > 0, a con-
tradiction. Rescaling back this shows that
u ∈ P1Λ(r), r := 2
√
nǫ.
To prove the other inclusion, assume
u˜(x0) = 1,
for some x0 ∈ Q1. Again, by the maximum principle, u˜(x¯) ≤ 1 at some x¯ ∈ ∂Q1,
and by Harnack inequality, u˜ ≤ C(K) on ∂QK and therefore in QK as well. We
take K = 8nC¯ and we obtain u˜ ≤M in B2√nC¯(x0). Thus,
u ∈ W1M (C¯r),
as desired.

Remark 4.3. Assume that u satisfies an oscillatory fully nonlinear equation
F (D2u,
x
ǫ
) = 0,
with F an elliptic operator which is periodic in the second variable, and with ellip-
ticity constants which might degenerate when the second variable belongs to a set
D as above. Then Theorem 4.2 can be applied to differences between translations
of u, and then it follows that u satisfy a uniform C1,α interior estimate up to scale
ǫ.
4.3. Non-local operators. We show that solutions to integro-differential equa-
tions with measurable kernels satisfy the hypotheses of Theorem 2.3.
Let σ ∈ (0, 2) and let Kx(y) be a symmetric, measurable kernel proportional to
the kernel Kσ of △σ/2
λmin Kσ(y) ≤ Kx(y) ≤ λmax Kσ(y), Kx(y) = Kx(−y),
with λmin, λmax > 0 and
Kσ(y) := (2 − σ)|y|−n−σ.
Consider the integro-differential operator
Lu(x) :=
∫
Rn
(u(x+ y)− u(x))Kx(y)dy
and let u be a viscosity solution to
Lu = f.
For definitions and properties of viscosity solutions to integro-differential equations
as above, we refer the reader to [CS].
As an application of our Theorem 2.3, we recover the Ho¨lder continuity property
of u, with uniform estimates as σ → 2, which is due to Caffarelli and Silvestre [CS].
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Theorem 4.4. Let u be a viscosity solution to
(4.6) Lu = f in B1.
Then,
(4.7) ‖u‖Cα(B1/2) ≤ C
(
‖f‖L∞ + ‖u‖L∞(B1) + (2− σ)
∫
Rn\B1
|u(y)|
|y|n+σ dy
)
.
The constants α > 0, and C depend only on n, λmin, λmax if σ is close to 2.
Once we establish the following lemma, the proof follows easily by scaling and
it is left to the reader. We assume that σ is sufficiently close to 2.
Lemma 4.5. Let u be a continuous function satisfying
Lu(x) ≤ 1, and u ≥ 0 in B1
and
(4.8)
∫
Rn\B1
u− Kσdy ≤ 1.
Then there exists Λ depending on n, λmin, λmax, such that
u ∈ PaΛ(r) ∩Wa2 (C¯r), ∀a ∈ [1,∞),
for some r small, and with C¯ = C¯(n,Λ) the constant from Theorem 2.4.
Proof. We remark that
(4.9)
∫
B1
|y|2Kσdy = (2 − σ)
∫ 1
0
t2−n−σωntn−1dt = ωn,
where ωn represents the surface area of the unit sphere in R
n.
Let us choose r so that
(4.10)
∫
Br
|y|2Kσdy = 1
2
∫
B1
|y|2Kσdy = ωn
2
=⇒ r2−σ = 1
2
,
We check that
u ∈ PaΛ(r), ∀a ∈ [1,∞),
for some large Λ. It suffices to consider the case a = 1, since the general case follows
after dividing by u by a. Assume by contradiction that (see Definition 2.5)
P (x) +
Λ
2
((x− x0) · ξ)2χBr(x0),
touches u from below at x0 in B1, where P = P
1
y0 is a quadratic polynomial of
opening −1 that is below 0 outside B3/4. We reach a contradiction since
Lu(x0) ≥
∫
Br(x0)
(u− P )(y)Kx0(y)dy +
∫
B1/4(x0)
(P (y)− P (x0))Kx0(y)dy
+
∫
Rn\B1/4(x0)
(u(y)− u(x0))Kx0(y)dy,
≥ c(n)Λλmin − C(n)λmax − C(n)λmax > 1
where we have used that u(x0) = P (x0) ≤ 1, and (4.8), (4.9), (4.10) together with∫
Rn\B1/4
Kσdy ≤ C(n).
14 D. DE SILVA AND O. SAVIN
Next we check that
(4.11) u ∈ Wa2 (ρ), ∀a ∈ [1,∞), if (2− σ)ρ−σ ≥ C0.
As above, it suffices to consider the case a = 1 and assume that a polynomial
P = P 1y0 touches u by below at x0. Using the computation above, together with
Lu(x0) ≤ 1 (and replacing r by ρ) we find
C ≥ (2− σ)
∫
Bρ(x0)
(u− P )(y)
|y|n+σ dy,
for come C depending on n, λmin, λmax. If
µ :=
|{u− P > 2} ∩Bρ(x0)|
|Bρ| ,
then we obtain
C ≥ 2(2− σ)µ|B1|ρ−σ,
and we obtain the desired conclusion µ ≤ δ(n) provided that we choose C0 suffi-
ciently large.
Finally, it is straightforward to check that ρ = C¯r with r defined in (4.10)
satisfies the inequality in (4.11) if σ is close to 2.

Remark 4.6. If σ is not close to 2 (or if we allow the constants to depend on σ) then
the weak Harnack inequality is satisfied at scale 1, and there is no need to consider
the class P . Indeed, the last argument gives u ∈ WaM (1/2) for an appropriate
constant M and all a ≥ 1, and the conclusion of Theorem 2.4 is already satisfied.
5. Quasi-Minimizers of perimeter
Let E be a measurable set and Ω an open set in Rn. We denote by P (E,Ω) the
so-called perimeter of E in Ω and refer to [G] for definitions and properties of the
perimeter functional and Caccioppoli sets.
We say that E is a quasi-minimizer of the perimeter functional in Ω if there exist
constants κ, α > 0 such that
(5.1) P (E,Bρ(x)) ≤ (1 + κρα)P (F,Bρ(x))
for all x ∈ ∂E, and all measurable sets F which coincide with E outside Bρ(x) ⊂ Ω.
Classical results of [A, T, Bo] give that the boundary of a quasi-minimizer E can
be split into the union of a C1,α/2 relatively open hypersurface and a closed singular
set of Hausdorff dimension at most n−8. These results extend the well-know theory
for minimizers, due to De Giorgi.
Here we want to use the Harnack inequality established in Section 2 to show
that quasi-minimizers enjoy a flatness regularity theory, as in the classical case
of minimizers, using a non-variational approach. Precisely, the following theorem
holds and can be obtained with a slight modification of our arguments from Section
2, combined with the technique developed in [S] for perimeter minimizers.
Theorem 5.1. Assume that the open set E with
(5.2) {xn ≤ −ǫ} ∩ C ⊂ E ⊂ {xn ≤ −ǫ}
is a quasi-minimizer in the cylinder C := {|x′| < 1} × {|xn| < 1}. Then
∂E ∩ {|x′| < 1/2}
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is a C1,γ surface if ǫ is small enough depending only on n, κ, α.
The proof of Theorem 5.1 is based on an improvement of flatness lemma for
∂E as in [S]. Without loss of generality, after a dilation, we can assume κ = 1.
Constants depending only on n, α will be called universal.
We remark that if E is a quasi-minimizer and 0 ∈ ∂E then
P (E,Br) ≤ 2P (F,Br), ∀r ≤ 1,
and by taking F = E \Br it can be shown by standard arguments that (see [G])
(5.3) P (E,Br) ≤ C(n)rn−1, |E ∩Br| ≥ c(n)rn.
From now on E will be a quasi-minimizer to the perimeter functional in the unit
cylinder C with κ = 1. Also, balls in Rn−1 will be denoted with B′. Finally, given
r > 0 (small) we denote by Er the 1/r dilation of E
Er :=
1
r
E.
The desired improvement of flatness lemma is stated below.
Lemma 5.2. There exist r0, ǫ0 > 0 small universal such that if
(5.4) ∂Er ∩B1 ⊂ {|xn| ≤ rǫ0}, 0 ∈ ∂Er, r ≤ r0
then in some new system of coordinates (y′, yn)
(5.5) ∂Er ∩Bη ⊂ {|yn| ≤ η1+ǫ0rǫ0}
for some η > 0 small universal.
The proof of this lemma relies on a compactness argument, once the appropriate
Harnack-type inequality is obtained. The Harnack inequality reads as follows.
Lemma 5.3. There exist ǫ0, c0 > 0, universal such that if for r > 0 small
(5.6) ∂Er ∩ (B′1 × [−1, 1]) ⊂ {|xn| ≤ a}, a ∈ [rǫ0 , c0]
then
(5.7) ∂Er ∩ (B′1/2 × [−1, 1]) ⊂ {a′ ≤ xn ≤ a′′},
with either a′ = (η0 − 1)a or a′′ = (1− η0)a, for some η0 > 0 small universal.
Before we proceed with the proof of Lemma 5.3, we show first that ∂E belongs
to an appropriate PIΛ class.
Lemma 5.4. Let E be a quasi-minimizer and ρ > 0 small. Then ∂E cannot be
touched by below at 0 in the cylinder B′ρ × [−ρ, ρ] with the graph
xn = γ Q(x
′), Q(x′) := 2nx21 −
1
2
|x′|2 + b′ · x′,
if
γ ∈ [ρ−1+µ, c1ρ−1], γ|b′| ≤ c1,
and c1, µ > 0 universal.
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Proof. Assume that E lies above the graph of γ Q. Consider the graph
Γ := { xn = ψ(x′)}, ψ(x′) := γ
(
Q+
1
4
ρ2 − 1
2
|x′|2
)
,
with γ ≤ c1ρ−1, and define the competitor F
F := E ∩ {xn > ψ(x′}.
We claim that
(5.8) P (E,Bρ)− P (F,Bρ) ≥ c(n)γ |A|,
for a universal constant c(n), with
A := E ∩ {xn < ψ(x′)} ⊂⊂ Bρ.
       
Figure 2. The region A
To derive (5.8) let us denote by dΓ the signed distance function from Γ, which
is positive in F and compute∫
A
∆dΓ dx =
∫
∂A
(dΓ)ν dHn−1 ≥ Hn−1(Γ ∩ E)− P (E, {xn < ψ}) =
= P (F,Bρ)− P (E,Bρ).
Since,
∆dΓ(x) = HΓp(x), x ∈ A
where Γp is the parallel surface to Γ passing through x, it suffices to show that
HΓp ≥ c(n) γ in A.
This follows from standard computations (see [GT]) by using that
a) |∇ψ| ≤ C(n)γρ+ c1 ≤ c1C(n),
b) the principal curvatures of Γ are bounded by Cγ,
c) |dΓ| ≤ Cρ2 ≪ (Cγ)−1 in A
and
HΓ(x) = div
∇ψ√
1 + |∇ψ|2 ≥ 2∆ψ − C(n)(max |D
2ψ|)|∇ψ|2 ≥ c γ,
provided that c1 is chosen sufficiently small. Thus the desired bound (5.8) is proven.
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Now, since E is a quasi-minimizer we get that
P (E,Bρ)− P (F,Bρ) ≤ ραP (F,Bρ) ≤ ραP (E,Bρ) ≤ Cρα+n−1
where in the last inequality we used (5.3) with r = ρ. Combining this estimate
with (5.8) we get that
(5.9) c γ |A| ≤ Cρα+n−1.
By the second density estimate in (5.3) we have
(5.10) |A| ≥ |E ∩Bγρ2/8| ≥ c0(γρ2)n.
Here we have used that by the Lipschitz continuity of Γ
Bγρ2/8 ⊂ {xn < ψ(x′)} ∩Bρ.
Then (5.10) together with (5.9) gives
γ ≤ Cρ−1+ αn−1 ≤ ρ−1+µ.

Remark 5.5. We remark that the proof above holds if we replace the quadratic
part of Q by 12 (x
′)TMx′ with trM > 0 provided that the constant c1(M) is chosen
sufficiently small depending on M as well. In particular the estimate (5.9) is valid
with a constant c = c(M) as long as γρ ≤ c1(M).
We have the following corollary of Lemma 5.4.
Corollary 5.6. Assume that ∂E satisfies the hypothesis (5.6) of Lemma 5.3. Then
in B′1 we have
∂Er + aen ∈ PI4n(a), I = [a2, c1].
Proof. If xn = σP4n(x
′) with σ ∈ I touches from below ∂Er at some point, say on
x′ = 0, in the cylinder |x′| ≤ a, then
xn = σ r P4n(x
′r−1) =: σ r−1Q(x′),
touches ∂E from below in the cylinder |x′| ≤ ar =: ρ, with Q a polynomial as in
Lemma 5.4. We contradict the conclusion of the lemma since it is straightforward
to verify that
σr−1 ∈ [ρµ−1, c1ρ−1] and σ ≤ c1,
provided that ǫ0 and c0 are sufficiently small.

Proof of Lemma 5.3. If ∂Er does not lie above xn = (η0 − 1)a in B′1/2 then, by
Corollary 5.6, we may apply Proposition 3.5 to ∂Er + aen.
If [η0a, Cη0a] ⊂ [a2, c1] with C universal, then
Hn−1
(
AlCη0a(∂Er) ∩B′1/2
)
≥ 3
4
Hn−1(B′1/2),
where
AlCη0a(∂Er)
represents the collections of cubesQ′l of size C¯a (with C¯ universal) in the x
′ variable,
in which the contact set ACη0a(∂Er) projects.
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We choose η0 such that Cη0 = 1/2, and then a ≤ c0 small such that a2 ≤ η0a.
Denote by A−l (∂Er) the union of the cubes Q
′
l of size C¯a (small) with the property
that
(5.11) Q′l × [−a,−
1
2
a] ∩ ∂Er 6= ∅.
Since AlCη0a(∂Er) ⊂ A−l (∂Er), the inequality above gives
(5.12) Hn−1
(
A−l (∂Er) ∩B′1/2
)
≥ 3
4
Hn−1(B′1/2).
If ∂Er does not lie below xn = (1 − η0)a in B′1/2 then, after using the same
argument “upside-down”, we find that
(5.13) Hn−1
(
A+l (∂Er) ∩ A−l (∂Er) ∩B′1/2
)
≥ 1
2
Hn−1(B′1/2),
where A+l (∂Er) denotes the union of cubes Q
′
l with the property that
(5.14) Q′l × [
1
2
a, a] ∩ ∂Er 6= ∅.
On the other hand, by projecting ∂Er along en, we find that for all cubes Q
′
l,
(5.15) P (Er, Q
′
l × [−a, a]) ≥ Hn−1(Q′l),
with equality only if ∂Er coincides with a hyperplane xn = const. in the cylinder
Q′l × [−a, a]. This inequality can be improved as
(5.16) P (Er, Q
′
l × [−a, a]) ≥ (1 + c2)Hn−1(Q′l), if Q′l ∈ A+l (∂E) ∩A−l (∂E).
This follows by compactness and the fact that (5.11), (5.14) together with the
density estimate (5.3) imply that both Er and its complement E
c
r have uniform
density estimates in the two half cylinders Q′l × [−a, 0] and Q′l × [0, a], hence Er
cannot be close (say in L1 sense) to a half space in the en direction.
Therefore, using (5.15) combined with (5.16),(5.13) we obtain
(5.17) P (E,B′1/2 × [−a, a]) ≥
(
1 +
c2
4
)
Hn−1(B′1/2).
Now we compare E and F := E \(B′r/2× [−ra,∞)) in Br, and by quasi-minimality,
P (E,B′r/2 × [−
r
2
× r
2
]) ≤ (1 + rα)(1 + Ca)Hn−1(B′r/2) + Crα+n−1.
This gives
P (Er, B
′
1/2 × [−a, a]) ≤ (1 + Ca+ Crα)Hn−1(B′1/2),
and we contradict (5.17) if a is small enough. 
Next we provide the proof of the improvement of flatness Lemma 5.2.
Proof of Lemma 5.2. We argue by compactness. Assume by contradiction that
there exist a sequence rk → 0 and of quasi-minimizers Ek such that Ekrk satisfies
the assumption of the lemma but not the conclusion.
Denote by
Ek∗ :=
{
(x′, r−ǫ0k xn) : x ∈ ∂Ekrk
} ⊂ B′1 × [−1, 1].
Then, in view of Lemma 5.3 (up to extracting a subsequence), Ek∗ converges in the
Hausdorff distance sense to the graph E∗ := {xn = w(x′)} of a Ho¨lder continuous
function w. We wish to prove that w is harmonic. This leads to a contradiction
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since the graph of a harmonic function satisfies the improvement of flatness with
respect to linear functions.
To show that w is harmonic, let us assume by contradiction that a quadratic
polynomial Q(x′) with
∆Q > δ > 0
touches w strictly from below, say for simplicity at 0, in a neighborhood B′δ. Then,
by the uniform convergence of Ek∗ to E∗ we conclude that for k large (rescaling
back)
(5.18) Ek ⊂ {xn > Qk := r1+ǫ0k (Q(r−1x′)− ck)}, ck → 0 as k →∞.
Notice that the polynomial Qk can be written as
Qk = γk(Q˜ + o(1)), γk := r
ǫ0−1
k ,
and Q˜ satisfies the hypotheses of Remark 5.5 with ρk := δrk. We obtain
(5.19) c(δ)γk|Ak| ≤ Cρα+n−1k ,
where Ak is defined as in the proof of Lemma 5.4. On the other hand, in view of
the Ho¨lder continuity of w and the uniform convergence of the Ek∗ to E∗, we have
|Ak| ≥ c(δ)ρn−1k (γkρ2k).
Therefore, we reach a contradiction if
c(δ)γ2kρ
n+1
k ≥ Cρα+n−1k .
This is the case for k large, as long as
ǫ0 <
α
2
.

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