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RESUMO: A busca por metodologias que possam aprimorar o processo de predição de 
variáveis climáticas, para uma determinada região, contribui para o desenvolvimento em 
diversas áreas do conhecimento, seja na identificação de eventos extremos climáticos ou 
na previsão diária para processos agrícolas de irrigação. Neste sentido, este estudo tem 
como objetivo apresentar uma abordagem computacional para estimar as séries 
temporais associadas às temperaturas máximas e mínimas do ar, no município de 
Ariquemes (Rondônia). Especificamente, buscou-se modelar o comportamento das séries 
temporais utilizando redes neurais artificiais do tipo GMDH (Método de Grupo de 
Manipulação de Dados) e compará-los com a modelagem Box-Jenkins. Foram utilizados 
os dados climatológicos disponíveis no Instituto Nacional de Meteorologia - INMET, 
obtidos na estação Meteorológica Automática de Ariquemes/RO, no período de janeiro de 
2011 até janeiro de 2014. Em geral, a modelagem por Redes Neurais do tipo GMDH para 
estas séries apresentou resultados similares aos modelos Box-Jenkins, constituindo-se, 
assim, numa opção para previsão de séries temporais climáticas. Modelos do tipo GMDH 
com quatro entradas e três camadas se mostraram mais eficientes, ou seja, com menor 
erro quadrático médio. A função de transferência de base radial foi mais eficiente. 
PALAVRAS-CHAVE: modelagem, séries temporais, redes neurais 
ESTIMATES OF THE MODELS BY NEURAL NETWORKS TYPE GMDH AND BOX-JENKINS FOR 
THE MAXIMUM AND MINIMUM TEMPERATURE SERIES OF THE ARIQUEMES (RO) 
MUNICIPALITY  
ABSTRACT: The search for methodologies that can improve the process of prediction of 
climate variables for a given region, contributes to the development in several areas of 
knowledge, either in the identification of extreme weather events or daily forecasting for 
agricultural irrigation processer. In this sense, this study aims to present a computational 
approach to estimate the time series associated with maximum and minimum air 
temperatures, in the municipality of Ariquemes (Rondônia). Specifically, we attempted to 
model the behavior of the time series using artificial neural networks of the GMDH-type 
(Group Manipulation Data Handling) and to compare them with Box-Jenkins model. The 
climatological data available at the National Institute of Meteorology (INMET), obtained at 
the Ariquemes / RO Automatic Weather Station, were used from January 2011 to January 
2014. In general, the GMDH neural network modeling for these series presented similar 
results to the Box-Jenkins models, constituting thus, an option to predict climatic time 
series. GMDH models with four inputs and three layers were more efficient, that is, with 
the lowest mean square error. The radial base transfer function was more efficient. 
KEYWORDS: modeling, time series, neural networks. 
ESTIMATIVAS DE LOS MODELADOS POR REDES NEURALES TIPO GMDH Y BOX-JENKINS 
PARA LAS SERIES DE TEMPERATURAS MÁXIMAS Y MÍNIMAS DEL MUNICIPIO DE 
ARIQUEMES (RO)  
RESUMEN: La búsqueda de metodologías que puedan mejorar el proceso de predicción 
de variables climáticas para una región determinada, contribuye al desarrollo en varias 
áreas de conocimiento, ya sea en la identificación de eventos climáticos extremos o en el 
pronóstico diario de los procesos de riego agrícola. En este sentido, este estudio tiene 
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como objetivo presentar un abordaje computacional para estimar las series temporales 
asociadas a las temperaturas máximas y mínimas del aire, en el municipio de Ariquemes 
(Rondônia). En concreto, se buscó modelar el comportamiento de las series temporales 
utilizando redes neuronales artificiales del tipo GMDH (Método de Grupo de Manipulación 
de Datos) y compararlas con el modelado Box-Jenkins. Se utilizaron los datos 
climatológicos disponibles en el Instituto Nacional de Meteorología - INMET, obtenidos en 
la estación Meteorológica Automática de Ariquemes / RO, en el período de enero de 2011 
hasta enero de 2014. En general, se el modelado de la red neural GMDH para estas 
series presentó resultados similares a los modelos Box-Jenkins, constituyendo así una 
opción para previsión de series temporales climáticas. Los modelos GMDH con cuatro 
entradas y tres capas fueron más eficientes, es decir, menor error cuadrático medio. La 
función de transferencia de base radial fue más eficiente. 
PALABRAS CLAVE: modelado, series temporales, redes neuronales 
 
1. INTRODUÇÃO 
O estudo e o conhecimento do comportamento das variáveis 
meteorológicas são extremamente importantes para o entendimento do clima de 
uma determinada região. Sendo assim, a previsão de informações climáticas 
pode auxiliar na tomada de decisões e na maximização da produção agrícola, 
bem como prevenir dos riscos devido às drásticas mudanças climáticas. Para 
tanto, algumas técnicas matemáticas e estatísticas, como interpolações e 
modelos lineares ou não lineares, vêm sendo comumente utilizadas na 
estimação de informações meteorológicas (FERRAZ, 2014; COUTINHO, SILVA e 
DELGADO, 2016; DANTAS et al., 2016; TURCO e CHAVES, 2018). Com isso, há 
uma procura por metodologias que possam aprimorar o processo de predição 
para uma determinada região.  
A não existência de um método padrão para predizer tais informações de 
forma exata, impulsiona a busca de técnicas que possam realizar predições 
consideravelmente próximas dos valores reais. Isto possibilita o emprego de 
técnicas de inteligência computacionais conhecidas como Redes Neurais 
Artificiais (RNA), que são “metaheurísticas” baseadas no funcionamento do 
cérebro humano, através de um processamento massivamente paralelo e 
distribuído, capaz de aprender através de exemplos e de generalizar a 
informação aprendida (HAKYKIN, 2001; BARRETO, 2002; HEATON, 2010; 
BRAGA, CARVALHO e LUDERMIR, 2016).  
Ferreira et al. (2011) descrevem que na rede existe um conjunto de n 
conexões de entrada, na qual cada entrada x está ligada a um neurônio com um 
peso associado w. A seguir, soma-se os sinais de entrada com seus pesos; 
utiliza-se uma função de ativação para gerar uma saída, a qual é enviada ao 
próximo nó do sistema. 
Objetiva-se na rede neural comparar o valor de entrada no sistema com 
o real valor de saída que é desejado ou que se tem como objetivo a estimar. 
Com isso, ocorre o treinamento do sistema em um modo de aprendizado 
supervisionado, em que os valores real e de saída são comparados. Sendo 
assim, avaliam-se os valores residuais e, caso não sejam satisfatórios, ocorre 
um novo ajuste no modelo visando diminuir os valores residuais. O teorema de 
Kolmogorov-Nielsen descreve que teoricamente basta somente uma camada 
oculta (intermediária) na rede. Pois, dada uma função contínua arbitrária, existe 
sempre para essa função uma implementação exata com uma rede neural de 
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três camadas, sendo a camada de entrada um vetor de dimensão n, a camada 
oculta composta por (2n+1) neurônios e a camada de saída com m neurônios 
representando as m componentes do vetor y, justificando assim a aplicação das 
redes neurais para modelar fenômenos lineares e não lineares (MURTGATH, 
1994; KOVACS, 2002). 
No contexto das séries temporais, Acock e Pachepsky (2000) utilizaram o 
método GMDH (Group Metod Data Handling), método de grupo de manipulação 
de dados, para preencher falhas de dados em estações meteorológicas das 
variáveis radiação solar diária, temperaturas máximas e mínimas e velocidade 
do vento em Stoneville – Misissippi, durante o período de 1982 a 1992. Neste 
sentido, visto que alguns pesquisadores utilizaram o método GMDH para a 
previsão e estimação de séries climáticas, optou-se na aplicação desta técnica 
para estimar as temperaturas máximas e mínimas de Ariquemes visando 
melhorar as práticas de estimação e predição de séries temporais.  
O método GMDH foi desenvolvido pelo matemático russo Ivakhnenko 
(1966), baseado no método multicamadas Rosenblatt Peceptron (FARLOW 
1981). Este tem como objetivo construir um sistema de modelagem ótima 
baseada somente nos dados, considerando a relação de entrada e saída do 
sistema. Segundo Ivakhnenko e Ivakhnenko (2000, pág. 188), o GMDH “foi 
desenvolvido para sistemas complexos de modelagem, previsão, identificação e 
aproximação de sistemas multifatoriais, diagnósticos, reconhecimento de 
padrões e agrupamentos de amostra de dados”. A RNA GMDH é baseada na 
utilização do método heurístico de auto-organização, através de uma estrutura 
de múltiplas camadas “feedforward” (KONDO e UENO, 2012).  
Diversas são as aplicações do GMDH, por exemplo Samsudin, Saad e 
Shabri (2009) combinaram o GMDH com algoritmos genéticos (GA) para 
melhorar a previsão de séries temporais. Os autores utilizaram os resultados de 
4 métodos de previsões: regressão linear, regressão quadrática, suavização 
exponencial e ARIMA (Autorregressivo Integrado de Médias Móveis), como 
valores de entrada para a construção dos polinômios do GMDH. A série de dados 
utilizada foi a série anual da taxa de mortalidade de câncer da Pensilvânia. 
Dentre os resultados, os autores sugerem que as combinações das previsões 
com os métodos melhoram índices das previsões.  
Shabri e Sansundin (2014) utilizaram em seu estudo a modelagem Box-
Jenkins para determinar as variáveis de entrada da modelagem GMDH, sendo 
assim constituída de uma modelagem híbrida. Os autores consideram que as 
composições dos modelos melhoram os resultados das previsões.  
Dag e Yozgaligil (2016), além da implementação do método GMDH e 
RGMDH (método revisado) para o software R (R CORE TEAM, 2016), verificaram 
melhores índices para esses métodos quando comparados com ARIMA e 
suavização exponencial para previsão de séries temporais das taxas de 
mortalidade por câncer na Pensilvânia de 1930 a 2000.  
Neste sentido, este estudo tem como objetivo geral apresentar uma 
abordagem computacional para estimar as séries temporais associadas às 
temperaturas máximas e mínimas do ar, no município de Ariquemes (Rondônia). 
Especificamente, trata-se de modelar o comportamento das séries temporais 
utilizando uma RNA tipo GMDH e compará-los com a modelagem Box-Jenkins.   
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2. MATERIAL E MÉTODOS 
2.1 LOCALIZAÇÃO E DADOS  
Ariquemes é um município ao noroeste do estado de Rondônia, localizado 
a uma latitude 09º 54' 48" e a uma longitude 63º 02' 27" oeste, estando a uma 
altitude de 142 metros. Sua população estimada é de 107.345 habitantes (IBGE, 
2017) e possui uma área de 4.427 km2. O clima de Ariquemes inicialmente era 
identificado na classificação de KÖPPEN como tipo Aw – Clima tropical chuvoso 
(DUBREUIL et al., 2018). No entanto, a partir de 2014, Alvares et al. (2014) 
atualizaram essa classificação para Am (clima quente de moção), que se aplica a 
quase todo o estado de Rondônia, sendo este do tipo equatorial. Este é 
predominantemente quente e úmido, pois consiste basicamente em muito calor 
e umidade intercalados com um período de seca de 3 meses, um período de 
chuva de 7 meses e 2 meses de transição (CARVALHO et al., 2016).  
Para a caracterização das séries temporais das temperaturas do ar 
(máximas e mínimas) foram utilizados os dados disponíveis no Instituto 
Nacional de Meteorologia - INMET, obtidos na estação Meteorológica Automática 
de Ariquemes/RO, no período de janeiro de 2011 até janeiro de 2014. A torre de 
estação meteorológica está situada nas coordenadas geográficas 09º 56' S e 
62º 57' W, em 140 metros acima do nível do mar.  
 
2.2 PROCEDIMENTO DE ANÁLISE DE DADOS 
Para a análise de dados foi utilizado o software R versão 3.3.1 (R CORE 
TEAM, 2016) através do pacote redes neurais tipo GMDH (DAG e YOZGATLIGIL, 
2016). A programação em R foi editada no software Tinn-R GUI/Editor for R 
Environment versão 5.01.02.00 (FARIA et al., 2016). 
No procedimento de análise de dados, inicialmente, foi realizada uma 
análise exploratória de dados para identificar os valores médios observados, 
bem como os valores de máximo e mínimo para o período, identificando 
possíveis erros ou valores extremos. 
A seguir, os modelos GMDH foram ajustados de acordo com a quantidade 
de variáveis de entrada (três e quatro inputs), número de camadas 
intermediárias (um, dois e três layers) e as funções de transferência (polinomial, 
sigmoide, RBF e tangente). Neste estudo, os dados observados nos dias 
anteriores foram utilizados como variáveis de entrada 𝑋ଵ, 𝑋ଶ, 𝑋ଷ e 𝑋ସ, ou seja, 
informações correspondentes a 𝑛 − 1 , 𝑛 − 2 , 𝑛 − 3 , e 𝑛 − 4 . Tomou-se como 
melhor modelo ajustado aquele com menor erro quadrático médio (EQM) dos 
valores preditos. Para o ajuste da rede neural o conjunto de dados foi separado 
em um conjunto de aprendizagem (70% dos dados) e um conjunto de testes 
(30%).  
 Na sequência, as equações foram identificadas pelo método redes 
neurais tipo GMDH e foram plotados os valores preditos, observados, previstos e 
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2.3 MODELOS GMDH E BOX-JENKINS 
O GMDH é uma técnica de modelagem que aprende as relações entre as 
variáveis. O método seleciona o melhor modelo na qual explica a relação entre a 
resposta e as séries temporais com atrasos, via funções de transferência, 
utilizando uma estrutura de múltiplas camadas “feedforward”, aquela que se 
propaga para frente (KONDO e UENO, 2012). 
No desenvolvimento do método GMDH (DAG e YOZGATLIGIL, 2016) 
assume-se uma série temporal com t unidades de tempo e p entradas. Com 
isso, modelos são construídos para os dados com atrasos de tempos (lags), no 
qual os números de observações são representados nas colunas da tabela por t 
- p e p é o número de entradas, das séries temporais atrasadas. A variável z é 
colocada como a variável resposta (substituindo os valores de y, que melhor 
estimam) e as demais variáveis são levadas ao modelo com retardos da série 
temporal 𝑥௜, com 𝑖 = 1, 2, … , 𝑝.  
As funções de transferência utilizadas no estudo seguem as sugeridas por 
Kondo e Ueno (2012): sigmoide, base radial, polinomial e função tangente 
(Tabela 1).  
Tabela 1 – Funções de transferências utilizadas no pacote GMDH 
Função de Transferência Equação 





Função de Base Radial (RBF) 𝑧 = 𝑒ି௬మ 
Tangente 𝑧 = tan(𝑦) 
Fonte: Dag e Yozgaligil (2016) 
Inicialmente, utiliza-se o algoritmo GMDH (IVAKHNENKO, 1966) para 
construir os polinômios Kolmogorov-Gabor (Equação 1) (IVAKHNENKO e 
IVAKHNENKO, 1995): 
𝑦 = 𝑎 + ෍ 𝑏௜𝑥௜
௠
௜ୀଵ























onde 𝑚 é o número de variáveis e 𝑎, 𝑏, 𝑐, 𝑑, … são os coeficientes das variáveis no 
polinômio (chamados de pesos). No qual 𝑦 é a variável resposta e 𝑥௜ e 𝑥௝ são as 
séries temporais atrasadas para serem regredidas (lags). Geralmente os termos 
são calculados até os termos quadráticos, ficando da seguinte forma (Equação 
2): 
𝑦 = 𝑎 + ∑ 𝑏௜𝑥௜௠௜ୀଵ + ∑ ∑ 𝑐௜௝𝑥௜𝑥௝௠௝ୀଵ௠௜ୀଵ                                                                      (2) 
O método GMDH considera todos os pares de combinações de p das 
séries temporais atrasadas. Com isso, cada combinação entra em cada 
neurônio. Usando estas duas entradas, um modelo é construído para estimar a 
saída desejada. Na Equação 3 são considerados m = 2 ( 𝒙𝒊  e 𝒙𝒋 ), sendo 
necessário seis coeficientes em cada modelo quando estimados: 
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𝑦 = 𝐺൫𝑥௜ , 𝑥௝൯ = 𝑎଴ + 𝑎ଵ𝑥௜ + 𝑎ଶ𝑥௝ + 𝑎ଷ𝑥௜𝑥௝ + 𝑎ସ𝑥௜ଶ + 𝑎ହ𝑥௝ଶ                                           (3) 
com isso são construídos ቀ𝑚2 ቁ equações parciais, onde ቀ
𝑚
2 ቁ = 𝑚(𝑚 − 1)/2.  
O método GMDH é um sistema de camadas na qual existem neurônios. O 
número de neurônios em uma camada (layer) é definido pelo número de 
entradas (inputs) de variáveis, dado pela combinação de todos os pares 
tomados dois a dois, ou seja, ℎ = ቀ𝑝2ቁ. 
De acordo com um critério externo, p neurônios são selecionados e h - p 
neurônios são eliminados da rede. Neste estudo, foi utilizado o mesmo critério 
externo dos autores do pacote, o erro médio quadrático da predição (EQMP). As 
saídas obtidas de neurônios selecionados tornam-se as entradas para a próxima 
camada. Este processo continua até a última camada. Na última camada, 
apenas um neurônio é selecionado. A saída obtida da última camada é o valor 
previsto para as séries temporais. Sendo assim, neste algoritmo existem 6 
coeficientes para serem estimados em cada modelo e são estimados via RLSE – 
mínimos quadrados regularizados.  
O esquema apresentado por Dag e Yozgatligil (2016) exemplifica uma 
rede com quatro variáveis de entrada e duas ou mais camadas intermediárias 
(Figura 1). 
 
Figura 1 - Esquema dos polinômios parcias do GMDH (DAG e YOZGATLIGIL, 2016). 
No pacote GMDH do software R proposto por Dag e Yozgatligil (2016) 
estão disponíveis os seguintes valores de parâmetros regularizadores 𝜆 =
 {0;  0,01;  0,02;  0,04;  0,08;  0,16;  0,32; 0,64;  1,28;  2,56;  5,12;  10,24} . Tikhonov (1963) 
afirmou que para 𝜆 = 0 o método de mínimos quadrados regularizados converge 
para o método de mínimos quadrados. Neste caso, para o ajuste dos modelos 
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do estudo, onde se testou variadas entradas (inputs) e camadas (layers) se 
optou em considerar 𝜆 = 0, ou seja, os modelos foram ajustados pelo método 
usual de mínimos quadrados. 
Os modelos Box-Jenkins do estudo serão ajustados com base na técnica 
proposta por Box e Jenkins (1976). Em cada instante de tempo t, existe um 
conjunto de valores que a série pode assumir e aos quais estão associadas 
possibilidades de ocorrência. Ela é utilizada para a previsão de séries temporais 
cujo processo estocástico não é estacionário. Logo, a série original passará por 
algumas diferenciações a fim de torná-la estacionária. O número necessário de 
diferença para tornar uma série estacionária é denominado ordem de integração 
(d). Os modelos Box-Jenkins são classificados em estacionários (média móvel - 
MA, autorregressivo – AR e média móvel autorregressivo – ARMA) e não 
estacionários (média móvel, autorregressivo e integrado - ARIMA). No entanto, 
se o comportamento da série de dados se repetir em um certo período os 
modelos são ajustados considerando a autocorrelação sazonal (sazonal 
autorregressivo - SAR(P), sazonal de média móvel  - SMA(Q), sazonal 
autorregressivo de média móvel - SARMA (P,Q)S e sazonal autorregressivo 
integrado de média móvel - SARIMA (P,D,Q)S) (MORETTIN e TOLOI, 2006; BOX, 
JENKINS e REINSEL 2008). A estrutura geral SARIMA (p, d, q) x (P, D, Q)s é 
expressa por: 
𝜙௉(𝐵)Φ௉(𝐵௦)∇ௗ∇௦஽𝑍௧ = 𝜃௤(B)θ୕(𝐵௦)𝜖௧.                                             (4)                                     
Em que: 
𝐵 - Representa um operador de defasagem;  
𝐵௦ - Representa um operador sazonal de defasagem;    
𝜙௣(𝐵) - Representa o componente autorregressivo de ordem p; 
𝜃௤(B) - Representa o componente de média móvel de ordem q;  
Φ௉(𝐵௦) - Representa o componente sazonal autorregressivo de ordem P; 
Θொ(𝐵௦) - Representa o componente sazonal média móvel de ordem Q; 
𝜖௧ = 𝜙௉(𝐵)𝑍௧  ruído branco.        
𝑑 - Representa o número de diferenças. 
∇ௗ= (1 − 𝐵)ௗ– Representa diferença ordinária.   
∇௦஽= (1 − 𝐵௦)஽- Representa diferença sazonal. 
Este operador diferença é definido como: 𝑍௧ − 𝑍௧ିଵ = 𝑍௧ − 𝐵𝑍௧ = (1 − 𝐵)𝑍௧ = ∇𝑍௧  
Ressalta-se que os componentes da modelagem SARIMA serão 
analisados e, caso não sejam significativos, novos modelos serão ajustados 
retirando seus componentes, ou seja, poderão ser retiradas dos modelos as 
parcelas autorregressiva, média móvel, autorregressivo sazonal, média móvel 
sazonal. Sendo assim, busca-se o ajuste de modelos SARIMA, mas devido a 
parcimônia do modelo, bem como as características de ajuste, pode-se optar 
por modelos de ARIMA, ARMA, entre outros. 
No modelo ARMA (autorregressivo de médias móveis), a série temporal 
𝑍௧ é uma função de seus valores históricos e pelos termos aleatórios correntes e 
passados, seu modelo é representado na Equação 5: 
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𝑍௧ = 𝜙ଵ𝑍௧ିଵ + 𝜙ଶ𝑍௧ିଶ + ⋯ 𝜙௤𝑍௧ି௣ + 𝜖௧ − 𝜃ଵ𝜖௧ିଵ − 𝜃ଶ𝜖௧ିଶ − ⋯ . . −𝜃௤𝜖௧ି௤                          
(5) 
No modelo ARIMA (autorregressivo integrado de médias móveis) se a 
série temporal analisada não for estacionária em nível, devem-se aplicar 
diferenças até que a condição de estacionariedade se torne válida, no qual  (d) é 
número de diferenças necessárias e (I) a ordem de integração, com isso seu 
modelo pode ser descrito como na Equação 6:  
𝑊௧ = 𝜙ଵ𝑊௧ିଵ + 𝜙ଶ𝑊௧ିଶ + ⋯ 𝜙௤𝑊௧ି௣ + 𝜖௧ − 𝜃ଵ𝜖௧ିଵ − 𝜃ଶ𝜖௧ିଶ − ⋯ . . −𝜃௤𝜖௧ି௤                     (6) 
em que 𝑊௧ = Δௗ𝑍௧ . Na estrutura ARIMA (p, d, q) significa que esta possui p 
parâmetros auto-regressivos, d diferenciações a partir da série original e q 
parâmetros de médias móveis.  
 
2.4 MEDIDAS DE QUALIDADE DE AJUSTE DOS MODELOS 
Para se verificar os melhores ajustes dos modelos foram utilizados os 
critérios: erro quadrático médio e o critério de informação de Akaike – AIC 
(AKAIKE, 1974). O AIC é utilizado para comparar dois modelos e é expresso por 
(Equação 7):  
𝐴𝐼𝐶 =  −2 ln(𝐿) + 2𝐾                                                                                   (7) 
em que L é a função de verossimilhança e K é o número de parâmetros 
estimados. 
O erro quadrático médio - EQM é definido por (Equação 8): 
𝐸𝑄𝑀 = ଵ
௡
∑ 𝜀௜ଶ௡ଵ                                                          (8) 
em que n é o número de prognósticos, com 𝜀௜ଶ = (𝐸௜ − 𝑂௜)ଶ , sendo 𝐸௜  valor 
estimado e 𝑂௜  valor observado no período i (MONTGOMERY e RUNGER, 2009; 
WILKS, 2006). 
Por fim, comparou-se os valores previstos com os valores observados no 
período 01 a 05 de janeiro de 2014. A escolha do período de cinco dias para 
previsão se deu por causa da limitação do modelo GMDH que prevê cinco passos 




× 𝟏𝟎𝟎           (9) 
onde 𝒙𝒑  é o valor previsto e 𝒙  é o valor observado no dia (BEVINGTON e 
ROBINSON, 2003).  
 
3. RESULTADOS E DISCUSSÃO 
As estatísticas descritivas das séries climáticas para o período de janeiro 
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Tabela 2 – Estatísticas descritivas das séries temporais climáticas do município de 
Ariquemes (RO) no período de janeiro de 2011 a dezembro de 2013. 
Séries Climáticas Média Mediana Desvio padrão Mínimo Máximo 
Temperatura 
máxima (°C) 32,05 32,10 2,52 23,90 38,10 
Temperatura 
Mínima (°C) 23,75 23,90 1,51 15,30 28,10 
A seguir são apresentados os modelos ajustados para as variáveis 
temperaturas máximas e mínimas do ar (ºC). Para se identificar o melhor ajuste 
buscou–se avaliar o erro quadrático médio de cada modelo em função do 
número de entradas (três ou quatro), quantidade de camadas intermediárias da 
rede neural tipo GMDH (um a três) e os tipos de funções de transferência 
(polinomial, sigmoide, função de base radial - RBF e tangente).  
 
3.1 AJUSTE DO MODELO GMDH PARA TEMPERATURA MÁXIMA DIÁRIA 
(ºC) 
Na Tabela 3 são apresentados os erros quadráticos médios dos modelos 
ajustados para a série de temperatura máxima diária do ar (%).  
Tabela 3 – Valores dos erros quadráticos médios de acordo com o número de entrada, 
camadas intermediárias e funções de transferência para os modelos ajustados de 
temperatura máxima. 
Modelo Entradas Camadas intermediárias 
Funções de transferência 
Polinomial Sigmoide RBF Tangente 
Um Quatro Três 3,3220 3,3417 3,3140* 3,3239 
Dois Quatro Duas 3,3260 3,3446 3,3208 3,3278 
Três Quatro Uma 3,4250 3,4426 3,4155 3,4337 
Quatro Três Três 3,3710 3,3878 3,3644 3,3733 
Cinco Três Duas 3,3593 3,3857 3,3550 3,3611 
Seis Três Uma 3,4230 3,4409 3,4136 3,4312 
* - menor erro quadrático médio observado  
De acordo com os dados da Tabela 3, o modelo com quatro entradas, 
três camadas intermediárias e a função de transferência RBF apresentou menor 
erro quadrático médio (EQM = 3,3140). Observa-se ainda, que nos modelos 
ajustados com 4 entradas o número de camadas foi fundamental para a redução 
de EQM, quanto maior o número de camadas menor foi o EQM. No entanto, com 
três entradas esse comportamento não foi observado. 
Os coeficientes do modelo GMDH com menor EQM (3,3140) estão 
descritos na Equação 10:  
𝑦 = 𝐺(𝑧ଷ, 𝑧ସ) = 0,556 − 0,929𝑧ଷ + 2,064𝑧ସ − 0,463𝑧ଷ𝑧ସ + 0,132𝑧ଷଶ − 1,216𝑧ସଶ               (10) 
Na Figura 2 são apresentados os valores observados, ajustados e 
previstos para a temperatura máxima do ar (ºC) no período de janeiro de 2011 
a janeiro de 2014. Na Figura 3, os dados apresentados correspondem ao 
período de 01 dezembro de 2013 a 05 janeiro de 2014, somente.  
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Figura 2 - Valores ajustados, observados, previstos e intervalo de confiança para a série 
de temperatura máxima diária pelo método GMDH, com quatro valores de entrada, três 
camadas intermediárias e função de transferência RBF. 
 
Figura 3 - Valores ajustados, observados, previstos e intervalo de confiança para a série 
de temperatura máxima diária pelo método GMDH, com quatro valores de entrada, três 
camadas intermediárias e função de transferência RBF, no período de 01/12/2013 a 
05/01/2014. 
 
3.2 AJUSTE DO MODELO GMDH PARA TEMPERATURA MÍNIMA DIÁRIA 
(ºC). 
Na Tabela 4 são apresentados os erros quadráticos médios dos modelos 
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Tabela 4 – Valores dos erros quadráticos médios de acordo com o número de entrada, 
camadas intermediárias e funções de transferência para os modelos ajustados de 
temperatura mínima. 
Modelo Entradas Camadas intermediárias 
Funções de transferência 
Polinomial Sigmoide RBF Tangente 
Um Quatro Três 0,9615 0,9512 0,9462* 0,9679 
Dois Quatro Duas 0,9778 0,9630 0,9628 0,9772 
Três Quatro Uma 0,9897 1,0025 0,9881 0,9864 
Quatro Três Três 0,9761 0,9524 0,9527 0,9748 
Cinco Três Duas 0,9769 0,9621 0,9619 0,9763 
Seis Três Uma 0,9889 1,0016 0,9872 0,9855 
* - menor erro quadrático médio observado  
De acordo com a Tabela 4, o modelo com quatro entradas, três camadas 
intermediárias e a função de transferência Base Radial (RBF) apresentou menor 
erro quadrático médio (EQM = 0,9462). Neste caso, nos modelos ajustados com 
três ou quatro entradas o número de camadas foi fundamental para a redução 
de EQM. 
Os coeficientes do melhor modelo ajustado estão descritos na Equação 
11: 
𝑦 = 𝐺(𝑧ଵ, 𝑧ସ) = 1,131 − 7,033𝑧ଵ + 6,772𝑧ସ − 0,160𝑧ଵ𝑧ସ + 3,949𝑧ଵଶ − 4,492𝑧ସଶ                (11) 
Na Figura 4 são apresentados os valores observados, ajustados e 
previstos para a temperatura mínima do ar (ºC) no período de janeiro de 2011 a 
janeiro de 2014, enquanto na Figura 5 o período representado refere-se a 01 
dezembro de 2013 a 05 de janeiro de 2014.  
 
Figura 4 - Valores ajustados, observados, previstos e intervalo de confiança para a série 
de temperatura mínima diária pelo método GMDH, com quatro entradas, três camadas 
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Figura 5 - Valores ajustados, observados, previstos e intervalo de confiança para a série 
de temperatura mínima diária pelo método GMDH, com quatro entradas, três camadas 
intermediárias e função de transferência RBF, no período de 01/12/2013 a 05/01/2014. 
 
3.3 AJUSTE DO MODELO ARMA PARA TEMPERATURA MÁXIMA DO AR 
(ºC). 
A seguir, na Tabela 5, são apresentados os indicadores de ajuste do 
modelo. 
Tabela 5 - Histórico de construção do modelo ARMA para a variável temperatura 
máxima (ºC) 




(1,0,0) 4588,09 3,828 
(2,0,0) 4517,73 3,583 
(3,0,0) 4505,77 3,538 
(3,0,1) 4446,95 3,342 
 
Verificou-se que o melhor modelo ajustado foi o ARMA (3, 0, 1), que 
apresentou um erro quadrado médio de 3,342 e menor valor no AIC (4446,95). 
Os coeficientes do modelo foram significativos (Tabela 6).  
Tabela 6 - Parâmetros estimados do modelo ARMA (3, 0, 1) para a série temperatura 
máxima do ar.  
Parâmetro Estimativa s t p 
Autorregressivo, Lag 1 1,308 0,034 38,483 0,000 
Autorregressivo, Lag 2 -0,214 0,049 -4,326 0,000 
Autorregressivo, Lag 3 -0,100 0,032 -3,125 0,002 
Média móvel, Lag 1 -0,922 0,015 -61,443 0,000 
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O modelo encontrado para a série de temperatura máxima ARMA (3, 0, 
1) pode ser descrito (Equação 12) como: 
(1 − 1,3080 𝐵 + 0,214 𝐵ଶ + 0,100 𝐵ଷ)𝑍௧ = (1 + 0,922𝐵)𝜖௧ + 31,300           (12) 
Na Figura 6 são apresentados os valores ajustados e observados para a 
série de temperatura máxima do ar, para o período de janeiro de 2011 a 
dezembro de 2013, e os valores previstos para os primeiros 5 dias de janeiro de 
2014 (Figura 7). 
 
Figura 6 - Valores ajustados, observados, previstos e intervalo de confiança para a série 
de temperatura máxima do ar pelo método ARMA (3, 0, 1). 
 
Figura 7 - Valores ajustados, observados, previstos e intervalo de confiança para a série 
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3.4 AJUSTE DO MODELO ARIMA PARA TEMPERATURA MÍNIMA DO AR 
A seguir, na Tabela 7, serão apresentados os indicadores de ajuste do 
modelo. 
Tabela 7 - Histórico de construção do modelo ARIMA para a variável temperatura 
mínima do ar.  




(1,0,0) 3165,2 1,045 
(2,0,0) 3157 1,035 
(3,0,0) 3153,79 1,030 
(1,1,1) 3095,49 0,983 
 
Verificou-se que o melhor modelo ajustado foi o ARIMA (1, 1, 1), que 
apresentou um erro quadrado médio de 0,983 e menor valor no AIC (3095,49). 
Os coeficientes do modelo foram significativos, sendo essas informações 
descritas na Tabela 8.  
Tabela 8 - Parâmetros estimados do modelo ARIMA (1, 1, 1) para série temperatura 
mínima do ar.  
Parâmetro Estimativa s t p 
Autorregressivo, Lag 1 0,584 0,031 19,072 0,000 
Média móvel, Lag 1 -0,921 0,013 -71,313 0,000 
        
O modelo encontrado para a série de temperatura mínima do ar ARIMA (1, 1, 1) 
pode ser equacionado (Equação 13) como:  
(1 − 0,584 𝐵)∇𝑍௧ = (1 + 0,921𝐵)𝜖௧                                           (13)  
Na Figura 8 são apresentados os valores ajustados e observados para a 
série de temperatura do mínima do ar, para o período de janeiro de 2011 a 
dezembro de 2013, e os valores previstos para os primeiros 5 dias de janeiro de 
2014 (Figura 9). 
Figura 8 - Valores ajustados, observados, previstos e intervalo de confiança para a série 
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Figura 9 - Valores ajustados, observados, previstos e intervalo de confiança para a série 
de temperatura mínima do ar pelo método ARIMA (1, 1, 1), no período de 01/12/2013 a 
05/01/2014. 
 
3.5 COMPARAÇÃO DOS MODELOS BOX-JENKINS E REDE NEURAL GMDH: 
VALIDAÇÃO DAS PREVISÕES 
Na Tabela 9 são apresentados os erros quadráticos médios dos modelos 
ajustados pelas técnicas Box-Jenkins e as redes neurais GMDH. 
Tabela 9 – Valores dos erros quadráticos médios dos modelos ajustados nas técnicas 
Box-Jenkins e GMDH 
Série Temporal Box-Jenkins GMDH Modelo EQM Modelo EQM 
Temperatura 
Máxima do Ar 
ARMA 
(3, 0, 1) 3,342 
4 Entradas, 3 Camadas 




Mínima do Ar 
ARIMA 
(1, 1, 1) 0,983 
4 Entradas, 3 Camadas 
intermediárias e função 
RBF 
0,946 
Observa-se na Tabela 9, que nos modelos GMDH as temperaturas 
máximas e mínimas obtiveram menores valores do EQM 3,314 e 0,946, 
respectivamente. De um modo geral os resultados da modelagem por rede 
neural tipo GMDH, em comparação com a modelagem Box-Jenkins, foram 
satisfatórios visto que apresentaram menores erros quadráticos médios, 
correspondendo ao um ganho na predição de dados.  
Os modelos foram ajustados com os dados do período de 01 de janeiro 
de 2011 a 31 de dezembro de 2013 e para as devidas comparações de valores 
observados e previstos foram separados os dados entre 01 e 05 de janeiro de 
2014.  Na Tabela 10 são apresentados os valores observados e previstos pelos 
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Tabela 10 - Comparação dos valores previstos e observados no período de 01 a 05 de 
janeiro de 2014 para as séries temporais ajustadas 
Nota: Erro Relativo Percentual = ERP; Valor Observado = VO 
Observa-se na Tabela 10, que os erros relativos percentuais para o 
modelo GMDH em relação à temperatura máxima do ar foram menores do que 
os valores dos erros no modelo ARMA (3,0,1) nas previsões dos três primeiros 
dias. Já para a temperatura mínima os valores dos ERP’s se alternaram, 
sugerindo a proximidade dos valores ajustados dos modelos.    
 
4. CONSIDERAÇÕES FINAIS 
 A modelagem por redes neurais tipo GMDH apresentou resultados 
similares aos resultados dos modelos Box-Jenkins, constituindo-se, assim, numa 
opção para previsão de séries temporais climáticas. Modelos GMDH com quatro 
entradas e três camadas intermediárias se mostraram mais eficientes, ou seja, 
menor erro quadrático médio. A função de transferência de base Radial (RBF) foi 
mais eficiente do que as funções sigmoide, polinomial e tangente. 
Futuros estudos são sugeridos com a aplicação da modelagem GMDH 
revisada para estas séries e aplicação dos parâmetros regularizadores no 
método de mínimos quadrados.  
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