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Abstract Hydraulic fracturing (fracking) using high
pressures and a low viscosity fluid allow the extraction
of large quantiles of oil and gas from very low perme-
ability shale formations. The initial production of oil
and gas at depth leads to high pressures and an exten-
sive distribution of natural fractures which reduce the
pressures. With time these fractures heal, sealing the
remaining oil and gas in place. High volume fracking
opens the healed fractures allowing the oil and gas to
flow the horizontal productions wells. We model the in-
jection process using invasion percolation. We utilize a
2D square lattice of bonds to model the sealed natural
fractures. The bonds are assigned random strengths and
the fluid, injected at a point, opens the weakest bond
adjacent to the growing cluster of opened bonds. Our
model exhibits burst dynamics in which the clusters
extends rapidly into regions with weak bonds. We as-
sociate these bursts with the microseismic activity gen-
erated by fracking injections. A principal object of this
paper is to study the role of anisotropic stress distribu-
tions. Bonds in the y-direction are assigned higher ran-
dom strengths than bonds in the x-direction. We illus-
trate the spatial distribution of clusters and the spatial
distribution of bursts (small earthquakes) for several
degrees of anisotropy. The results are compared with
observed distributions of microseismicity in a fracking
injection. Both our bursts and the observed microseis-
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micity satisfy Gutenberg-Richter frequency-size statis-
tics.
Keywords Fracking, percolation, anisotropy, micro-
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1 Introduction to Fracking
Fracking, the common term for hydraulic fracturing,
dates back to the late 1940’s with the first commercial
applications in 1949. The original process was a sec-
ondary recovery method designed to enhance produc-
tion in reservoirs where primary recovery had decreased
to the point where production was no longer econom-
ical. By injecting a high viscosity fluid at high pres-
sures into the reservoir rock, one or two large fractures
were created that extended from the borehole. Also in-
jected were large quantities of sand which “propped”
the generated fractures open and allowed oil and gas to
flow through the fractures to the borehole. We refer to
this process as low-volume or traditional fracking. Tra-
ditional fracking is applied to conventional reservoirs
with high permeability, typically sandstone reservoirs.
Because of the high permeability, the oil and gas can
readily migrate to the generated fractures and flow to
the borehole where it can be extracted.
Two developments in the 1980’s allowed fracking to
extract oil and gas from tight shale reservoirs where the
natural formation permeability is too low for economic
extraction using traditional methods. The first develop-
ment was horizontal drilling. Because many formations
are relatively thin and lie nearly horizontally, a verti-
cal well can only access a limited volume of reservoir
rock. By turning the well bore horizontal, using direc-
tional drilling, a single well can access a much larger
volume. This reduces the cost of well drilling making
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the extraction more economical. The second develop-
ment was “slickwater.” In many reservoirs the low nat-
ural matrix permeability prevents the flow of oil and gas
to a well. In these reservoirs, significant flow can only
occur along fractures. By injecting a low viscosity fluid
at high pressure, a distributed network of fractures is
generated. These fractures increase the permeability in
the rock surrounding the borehole allowing oil and gas
to flow to the borehole. The combination of horizon-
tal drilling with “slickwater” has changed the nature of
fracking to a method that can be used to extract oil
and gas from tight shales.
Shales are important source rocks for oil and gas
(Tourtelot 1979; Arthur and Sageman 1994). It is es-
timated that a large fraction of gas and oil has been
formed in black shales during anoxic periods (Ulmishek
and Klemme 1990; Klemme and Ulmishek 1991; Trabucho-
Alexandre et al 2012). As oil and gas develop in a shale,
they generate pressures sufficient to fracture the rock
(Olson et al 2009). Typical shales have extensive frac-
ture networks and joint sets. If a shale is relatively old,
there is a greater chance that the natural fractures have
been sealed by the deposition of silica or carbonates
(Gale et al 2007). Fracking seems to be effective only in
tight reservoirs where the natural fractures have been
sealed (King 2012), examples are the Barnett Shale in
Texas and the Bakken Shale in North Dakota. Large
quantities of natural gas are now being extracted from
the Barnett Shale and large quantities of oil are being
extracted from the Bakken Shale. Fracking appears to
be ineffective in increasing the production from shales
where the natural fractures are open, examples are the
Antrim Shale in Michigan and the Monterey Shale in
California. In both cases production of oil and gas con-
tinues to decrease. Fracture permeability of shales allow
the migration of oil and gas into overlying strata which
typically have a higher permeability. In the overlying
strata, the oil and gas flow into structural or strati-
graphic traps. These traps are the traditional reservoirs
from which the majority of oil and gas recovery has oc-
curred.
In order to understand the process and to optimize
recovery, the fracking injections are often monitored us-
ing sensitive seismometers (Warpinski 2013). In addi-
tion to recovery boreholes, one or two monitoring bore
holes are often drilled. Sensitive seismometer arrays are
placed along their lengths. The recorded microseismic
data is used to determine the locations and magnitudes
of the microseismic events that occur during a fracking
treatment. This information can be used in real time
to control the pressure, rate, and composition of the
injected fluid. Because of the great depths, analysis of
microseismic data is one of the primary methods used
Fig. 1 Map of the epiceneters of microseismicity associated
with four fracks of the Barnett Shale (Maxwell 2011). The
colors correspond to the four injections and the axes are dis-
tances in meters from the monitoring well..
to understand the fracking process yet only 3% of the
fracking treatments performed in 2009 were microseis-
mically monitored (Zoback et al 2010). An example of
microseismic data recorded during a four stage frack
are shown in Figure 1. Anisotropy plays a large role
in fracking, with stress anisotropy being common. In
a reservoir, the principle stresses are often not equal.
Fractures grow perpendicular to the minimum princi-
ple stress and tend to be confined to the horizontal
plane because the maximum principal stress in gener-
ally vertical. The distribution of microseismicity in Fig.
1 is clearly anisotropic.
As fracking has spread to more populated areas,
such as the Marcellus Shale in Pennsylvania, there has
been an increase in public concern over the safety of
the process. The most common concerns are the po-
tential to generate large earthquakes and the potential
to contaminate drinking water. The largest recorded
earthquake from a fracking treatment had a magnitude
around three (Ellsworth 2013), much too small to cause
any significant damage. However, the waste water gen-
erated during a fracking treatment is often re-injected
into deep saline aquifers. There is increasing evidence
that this re-injection causes larger earthquakes (Kera-
nen et al 2013). Additionally, because the microseismic-
ity follows a power-law (Gutenberg-Richter) frequency-
magnitude distribution (Maxwell 2011), it is impossible
to rule out the possibility of large events. It has been
observed that drinking wells near fracking wells con-
tain elevated levels of methane (Osborn et al 2011).
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This contamination is not likely to be the result of the
fracture network extending from the borehole at depth
to the near-surface freshwater aquifer. Shale layers are
typically three to five kilometers deep whereas freshwa-
ter aquifers are on the order of a hundred meters deep.
Fractures running several kilometers would have seis-
mic energy releases much greater that those observed
during fracking treatments. These large fractures would
also be undesirable from an engineering perspective. If
the fracture network extends beyond the shale layer into
the overlying strata, which often has a much lower per-
meability, significant leak-off can occur which reduces
the effectiveness of the frack. The observed contamina-
tion is likely due to poor quality or damaged cement
well casings.
Despite the lack of understanding of the processes
and increased concern over the safety of fracking, there
is very little publicly available research on fracking.
This paper is part of an attempt to increase the avail-
ability of fracking research that can be used to under-
stand the processes and risks associated with fracking.
2 Introduction to Percolation
Percolation theory has been used to study everything
from conductivity (Seager and Pike 1974) to economics
(Cont and Bouchaud 2000). Within geophysics, percola-
tion theory has been used to study rock transport prop-
erties(Gueguen and Dienes 1989), earthquakes(Otsuka
1971; Sahimi et al 1993), and oil production (King et al
1999). At its core, percolation is the study of connec-
tivity. The classical random percolation problem is as
follows: Given a random lattice of sites or bonds, what
fraction of those bonds must be occupied for a cluster
(a group of connected sites) to span from one side of a
lattice to the other. This cluster is called the spanning
cluster. The minimum occupation probability for which
a spanning cluster exists on an infinite lattice (percola-
tion threshold) has been shown to be a classical critical
point. Near the percolation threshold, the statistics of
the clusters are governed by power-laws analogous to
the critical point of the liquid-gas phase transition. For
a more complete introduction to percolation theory see
Stauffer and Aharony (1994)
There have been many variants of this initial model
(Sahimi 1994). The variant closest to our model is called
invasion percolation (Wilkinson and Willemsen 1983)
and has been used to study water flooding for oil re-
covery. Water flooding is a secondary recovery method
where water is injected into a reservoir to drive oil and
gas to the production well. In practice, several injection
wells are drilled along one edge of an oil field and sev-
eral production wells are drilled on the opposite edge.
Water is injected from the injection wells and drives
oil or gas to the production wells. In their model, the
sites in a lattice are assigned random numbers on the
interval [0,1). The sites along one edge are added to the
perimeter of a growing cluster. The site on the perime-
ter with the smallest random number is invaded, and
all sites adjacent to the invaded site are added to the
perimeter. At each time step the site on the perimeter
with the smallest random number is added to the single
connected cluster. A later study involved injection from
a single site with the cluster growing radially (Wilkin-
son and Barsony 1984). There are two major variants
of the model, trapping and non-trapping, depending on
whether the defending fluid is incompressible (trapping)
or compressible (non-trapping) (Knackstedt et al 2002).
Non-trapping invasion percolation has been shown to
belong to the same universality class as random perco-
lation (Knackstedt et al 2002). One of the properties
of invasion percolation is that it displays self-organized
criticality, i.e the dynamics take the system to a critical
state. For a review of invasion percolation see Ebrahimi
(2010).
Despite its relative simplicity, there are many as-
pects of percolation theory which are still unknown or
not well studied. One of those aspects, addressed in
this paper, is the role of anisotropy. Anisotropy is com-
monly introduced by occupying bonds in the horizontal
direction with one probability ph and the bonds in the
vertical direction with another probability pv. The crit-
ical line for 2D bond percolation on a square lattice
was determined by Sykes and Essam (1963). Since that
time renormalization approaches have been used to ex-
plore anisotropic percolation both on and away from
criticality (Ikeda 1979; Lobb et al 1981; Kim and Lee
1992). The primary experimental work has been done
in the field of material conductivity (Smith and Lobb
1979; Mendelson and Karioris 1980; Balberg et al 1983).
Initially, experimental results suggested that the intro-
duction of anisotropy would cause changes to previously
universal critical exponents (Balberg 1987). More re-
cent work suggests that anisotropic percolation should
share universal isotropic exponents(Han et al 1991; Celzard
and Mareˆche´ 2003). The applicability of these results
may be limited as our model provides a method for ex-
ploring the cross-over from one to two dimensional per-
colation. This cross-over requires a change in the crit-
ical exponents from their values in 2D. Similar cross-
overs in percolation models have been studied previ-
ously (Chame et al 1984; Sotta and Long 2003).
Herrmann et al (1993) studied anisotropic fracture
propagation using a lattice of elastic beams subject to
tensional failure. Fractal branching structures were ob-
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tained but the density of fractures were much lower
than in percolation models
3 Model
Our model is an extension of the radial invasion model
first studied by Wilkinson and Barsony (1984). The
isotropic version of our model has been given previ-
ously (Norris et al 2014). The reservoir rock is assumed
to have a network of natural fractures that have been
sealed by deposition. We assume a point injection of
a low viscosity fluid that breaks the seals as the fluid
flows from the point of injection. We neglect the viscous
pressure drop during flow and assume the fluid breaks
the weakest seals as it flows through the matrix of pre-
existing fractures. The sealed fractures are represented
by a lattice of bonds. Each bond is assumed to have
a effective strength (s) which we represent with a ran-
dom number. For simplicity we use a 2D square lattice
of bonds.
Our justification for the applicability of the 2D-
model is our interest in layered sedimentary deposits
that have remained nearly horizontal. In many cases
the target reservoir strata (the black shale) is relatively
thin (say 100 m) and the horizontal well is drilled within
this strata. We hypothesize that fractures are confined
to this target strata. The anisotropy we model is due
to the anisotropy of the stress field in the layer. We as-
sume the least principal stress is in the y-direction and
the intermediate principal stress is in the x-direction.
Thus the induced fractures will tend to propagate in the
x-direction. Fractures tend to be oriented perpendicu-
lar to the direction of the least principal stress, the y-
direction, and for this reason horizontal wells are drilled
in this direction.
In order to model the preferential fracture orien-
tation due to the existing stress field in the rock, we
assign random numbers (effective strengths) to bonds
oriented in the x-direction on the interval [0, 1) and
bonds oriented in the y-direction on the interval [0, a)
with a > 1. When a = 1 the model is isotropic. When
a =∞ the model becomes one-dimensional, with prop-
agation only in the x-direction. Additionally, the tuning
of a provides a simple way of exploring the cross-over
from 2D (a = 1) to 1D (a = 0) percolation.
The variable a is a measure of the anisotropy and
gives the relative likelihood of a fracture to propagate
in a given direction. Thus in a simulation with a = 2,
the fracture network is twice as likely to grow in the
x-direction than the y-direction. We relate this choice
of anisotropy to the stresses in the rock.
σxx = aσyy (1)
We can then interpret a as being the ratio of the two
principal horizontal stresses in the rock.
Fluid is injected from a single site and the fracture
network can grow in one of four directions as illustrated
in Figure 2a. These bonds are assigned anisotropic ef-
fective strengths as explained previously. The weakest
bond (smallest s) fails and the fluid-filled fracture net-
work grows in that direction as illustrated in Figure 2b.
The bond fails and fluid flows into the opened crack due
to the pressure difference between the injected fluid and
the surrounding rock. The new nearest neighbor bonds
are assigned effective strengths and the process repeats.
At each time step, the weakest bond on the perimeter of
the growing fracture network fails, the fluid-filled frac-
ture network grows in that direction, and new perime-
ter bonds are given effective strengths. Although the
effective bond strength is not assigned until the bond
joins the perimeter, the bond strength does not change
once assigned (quenched disorder). If at anytime, the
two ends of a bond belong to the growing fracture net-
work as shown in Figure 2c, the bond is removed from
the simulation as shown in Figure 2d. Because the dif-
ferences in fluid pressure within the fluid filled frac-
ture network are much smaller than the difference be-
tween the pressure in the surrounding rock, these bonds
are much less likely to open and can be removed from
the simulation. This bond removal step leads to a non-
intersecting (loopless) fracture network. In our simula-
tions we do not include an external boundary and the
fracture network can grow indefinitely. Typically, we
grow a cluster until a specified number of bonds have
been added to the cluster. This can be thought of as
limiting the volume of fluid injected during the frack-
ing treatment. We refer to the number of bonds in a
cluster as the mass (M) of the cluster.
In our and other invasion percolation models, growth
occurs in bursts, the failure of a relatively strong bond
is followed by the failure of a series of relatively weak
bonds. We previously (Norris et al 2014) introduced a
definition of a burst involving a waterlevel. A waterlevel
is chosen. A burst begins when the strength of a failed
bond falls below the chosen waterlevel. The burst con-
tinues until a failed bond’s strength is greater than the
chosen waterlevel. We refer to the number of bonds in
a burst as the mass (mb) of the burst. This definition
is illustrated in Figure 3. By choosing a waterlevel just
below the strength of the strongest failed bond in the
fracture network, we obtain a power-law distribution of
bursts (Norris et al 2014). In our and other percolation
models the strength of the strongest failed bond lies
just below the percolation threshold of the lattice. This
makes sense because in the absence of external con-
straints (stopping growth at a certain mass) the frac-
Anisotropy in Fracking 5
(a) (b)
(c) (d)
Fig. 2 Illustration of our model. (a) Fluid is injected at the
site shown. The four bonds to adjacent sites are also shown,
the weakest bond (smallest s) is a solid line. (b) Three bonds
to adjacent sites are added, the weakest of the six available
bonds is a solid line. (c) Step b is repeated. (d) Step b is
repeated, but the internal bond is removed.
0 5 10 15 20 25
time
st
re
ng
th
= = =
waterlevelst
ro
ng
w
ea
k
Fig. 3 Illustration of our definition of a burst. A typical se-
quence of 25 opened bond strengths is given. A burst begins
when an opened bond strength is below the waterlevel and
ends when the strength is above the waterlevel. Three bursts
with masses mb = 4, 1, and 13 are illustrated.
ture network would grow to infinite size, percolating the
infinite lattice. The power-law distribution of bursts lets
us interpret bursts as the observed microseismic event
generated during fracking treatments.
4 Results
We have performed simulations for several different val-
ues of anisotropy (a). These simulations take seconds
on a desktop computer for even the largest runs mak-
ing our model ideal for exploring parameter space. Our
simulations are currently memory limited due to the
large number of perimeter bonds that must be stored.
One of the goals of this paper is to understand how the
simulated microseismic events (bursts) are related to
the underlying fracture network and the role anisotropy
plays in the structure of both. We will first examine
the statistics of grown clusters (simulated fracture net-
works) and then examine the statistics of bursts.
4.1 Cluster Statistics
In our model, the clusters represent the connected frac-
ture network generated during a fracking treatment. It
is important to understand the properties of this net-
work to minimize risk and optimize production. For this
paper, we are primarily interested in determining how
anisotropy affects cluster properties.
4.1.1 Images of Clusters
To get an idea of the general geometry of and variations
between cluster realizations, we have generated three
relatively small (M = 10, 000) clusters for two different
anisotropies (a = 1 and a = 4. These clusters are shown
in Figure 4. The five largest bursts in each cluster have
been colored, while the black bonds are smaller bursts
and non-bursting bonds.
The clusters become more elongated with increasing
anisotropy. This is expected as large anisotropies lead
to weaker bonds in the x-direction. These weaker bonds
provide the most likely paths for growth. As with other
percolation models, there are many regions within a
cluster that are completely surrounded by the cluster.
The bonds on the boundaries of these cutoff regions are
relatively strong with strengths greater than approxi-
mately s = 0.5 and prevent further expansion of the
cluster into the cutoff region. Bonds within the cutoff
regions which are not on the boundaries can have any
value of s, 0 < s < 1. These cutoff regions are most
easily observed in simulations where a = 1. This is sim-
ilar to the prevention of loops in self-avoiding random
walks.
Cluster growth is often asymmetrical about the point
of injection despite a homogeneous distribution of strengths.
In a few cases, growth occurs in nearly in a single di-
rection. This shows that while the distribution may be
symmetrical, a single realization may not exhibit that
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Fig. 4 Three examples of clusters with burst structures for a = 1 and for a = 4. In each realization M = 10, 000. The four
largest bursts are shown in color. Smaller bursts and non-burst bonds are shown in black. The injection site for each cluster
is shown as a star.
symmetry. It also shows that even small degrees of het-
erogeneity in an otherwise homogeneous material can
result in large-scale inhomogeneous structures.
4.1.2 Occupation Probability
One property of interest is the distribution of bond
strengths. In the isotropic case, we found that the fre-
quency density (f = dNds ) of bond strengths in the clus-
ter shows a sharp cutoff near the critical point of the
lattice (Norris et al 2014). We have generated a single
cluster of mass M = 107 for six different anisotropies
a = 1, 2, 4, 8, 16, 100 and calculated the frequency den-
sity of bond strengths as shown in Fig. 5.
As in the isotropic case, the distributions of bond
strengths for all the anisotropies considered show a sharp
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Fig. 5 Frequency densities of open bond strengths f (s) are given as a function of bond strength s for several values of a.
cutoff. The cutoff moves closer to 1 as anisotropy in-
creases. Additionally as anisotropy increases, the dis-
tribution becomes more step-like. The critical line for
2D anisotropic bond percolation has been given previ-
ously from graph theory (Sykes and Essam 1963) and
renormalization (Arovas et al 1983; Chaves et al 1979).
The critical line in terms of px and py, the occupation
probability for bonds oriented in the x and y directions,
is
px + py = 1 (2)
In the isotropic case this equation gives pc = px =
py = 0.5. In our case, we do not have two different
occupation probabilities, but a largest strength which
in the isotropic case was equal to the critical occupa-
tion probability. To compare the largest strengths in
the anisotropic case we rewrite Eq. (2) in terms of our
anisotropic parameter a
p+
p
a
= 1⇒ p = a
a+ 1
(3)
To determine whether the sharp cutoffs observed in
Fig. 5 are near the critical value given in Eq. (2) we look
for the largest strength in a cluster of mass M = 107.
Because small clusters often contain strengths above
the cutoff, we determine the largest bond strength after
an initial transient of 10 thousand bonds. The largest
bond strength as a function of inverse anisotropy are
shown in Fig. 6 along with the critical curve predicted
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1/anisotropy
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0.2
0.4
0.6
0.8
1.0
cu
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Fig. 6 Bond strength cutoff as a function of 1/anisotropy
(1
a
). Solid circles are from the data given in Fig. 5 and the
solid line is the critical point prediction from Eq. (3).
by Eq. 3. We find excellent agreement between the cut-
offs and the critical values predicted by Eq. 3, indicat-
ing that the largest bond strength is near the critical
occupation probability for the lattice, even with the in-
troduction of anisotropy.
4.1.3 Fractal Dimension
One common measure used to distinguish between clus-
ters of different types is the fractal dimension. To our
knowledge the fractal dimension of anisotropic perco-
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lation clusters has not been measured previously. We
follow the convention presented by Bunde and Havlin
(2012) and define the fractal dimension (D) as the scal-
ing exponent between the mass of the cluster M and the
radius from its center r
M (r) ∼ rD (4)
Because we are interested in how much the reservoir is
connected to the borehole, we measure the distance r
from the injection site (the borehole). In general, the
borehole is not the location of the center of the mass
of the cluster so different results may be obtained if
distances are measured from the center of mass. To ob-
tain good statistics, we generate 1000 clusters of mass
M = 107 for each value of anisotropy. For each cluster
we center circles of varying radii r1, r2, ..., ri on the in-
jection site. For each circle we determine the mass of the
cluster (number of bonds) contained within each circle
M1,M2, ...,Mi. We then take the logarithm of the radii
and mass data and do a least-squares fit of aggregate
log-log data to
logM = D log r + C (5)
The average cluster mass as a function of radius along
with the fit for several different anisotropies are shown
on a log-log plot in Fig. 7. For large values of r the
cluster mass flattens out as entire clusters are contained
within a circle of radius r and the cluster begins to
look more point-like. For small values of r the discrete
nature of the lattice causes variations in the masses.
Because of these two factors we look for a linear region
free both types of variation. The region used for the fit
is shown in Fig. 7. Because the region used is arbitrary,
the uncertainty given is the uncertainty in the fit.
We see that the fractal dimension is weakly depen-
dent on the anisotropy parameter. The fractal dimen-
sion only differs by 0.07 between a = 1 and a = 100. Ini-
tially we thought that we could explore the cross-over
to one-dimensional percolation; however, we see that
anisotropies orders of magnitudes greater than those
observed in reservoirs are required to significantly alter
the fractal dimension.
4.2 Burst Statistics
Having quantified the anisotropic clusters generated by
our model we not turn out attention to bursts. It is im-
portant to understand how the properties of the bursts
are related to the properties of the underlying cluster.
In fracking, this translates into understanding how the
properties of the microseismic data are related to the
underlying reactivated fracture network. Our definition
Anisotropy pc Waterlevel
a = 1 0.50000 0.49950
a = 2 0.66667 0.66610
a = 4 0.80000 0.79950
a = 8 0.88889 0.88830
a = 16 0.94118 0.94060
a = 100 0.99010 0.98995
Table 1 For the anisotropy values a we consider, we give the
critical probabilities from Eq. (3) and our waterlevel values.
of a burst requires the specification of a waterlevel just
below the largest bond strength in the cluster. In this
paper, we have shown that the largest bond strength
in the cluster is near the critical occupation probability
for the lattice. How close the largest bond strength is
to the critical occupation probability depends on the
size of the cluster. We have found that as clusters grow
larger, the largest bond strength becomes asymptoti-
cally close to the critical occupation probability.
For the six clusters shown in Fig. 4 we have deter-
mined the locations and sizes of the bursts using cutoffs
of 0.47 and 0.77 for a = 1 and a = 4 respectively. We
have plotted these bursts in Fig. 8. The burst markers
are colored and scaled according to the size mb of the
burst.
4.2.1 Images of Bursts
We see that the bursts and clusters cover roughly the
same area and have a similar outline. This indicates
that bursts are useful in determining the extent of clus-
ter growth. This suggests that bursts could be used in
real time to monitor the location and direction of clus-
ter growth. We see that the bursts of different sizes seem
to be more or less evenly distributed over the cluster,
rather than larger bursts bunching in one location and
small bursts bunching in another. The bursts shown are
just a small sample and are meant to give a qualitative
illustration of the spatial distribution of bursts.
To provide a more quantitative description of bursts
we have determined the bursts for the same set of 1000
clusters of mass M = 107 used to calculate the fractal
dimension shown in Fig. 7. Because these are relatively
large clusters, a waterlevel very close to the critical oc-
cupation probability must be chosen. The critical occu-
pation probabilities and chosen waterlevels for the six
anisotropies considered are given in Table 1.
Using these values, we determine the non-cumulative
burst frequency-size distribution for each realization.
For each anisotropy considered, we aggregate the data.
For larger bursts the aggregate data is sparse with zero
or one bursts of a given mass. In this case, it is stan-
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Fig. 7 Dependence of the number of opened bonds M contained within a circle of radius r centered on the injection site on
the radius r for several values of the anisotropy parameter a. The best fits of Eq. (5) to the data over the region between the
vertical lines gives the fractal dimension D.
dard treatment to bin the data (Malamud et al 2004).
For each anisotropy considered, we bin the data and
do a linear least-squares fit of the log-log data to the
power-law distribution
Nb ∼ m−τb (6)
For larger anisotropies there is a rollover for small bursts.
This region becomes significant for a = 16 and a = 100
and has been excluded from the fit. In Fig. 9, we give
the binned data and fit for each value of anisotropy
considered.
4.2.2 Frequency-Size Distributions
For each anisotropy value considered, we find excel-
lent agreement with Eq. (6). The exponent takes values
near 1.46, suggesting that the slope is unchanged by
the introduction of anisotropy. The rollover observed
for a = 16 and a = 100 appears to be increasing with
anisotropy. As the anisotropy becomes very large this
rollover may dominate the distribution.
Because this is a non-cumulative distribution, the
b-value for bursts generated by our model is b = τ − 1
and b ≈ .46 for all anisotropies considered. This is sig-
nificantly lower than the b = 2 typically reported for
microseismic data Maxwell (2011). More recent work
Tafti et al (2013) on injection into geothermal reser-
voirs has found b ≈ 1.3. We note that while the b-value
of our model is significantly lower than that observed
during fracking treatments, our simulation is only in
two-dimensions and moving to three dimensions might
significantly change the b-value.
4.2.3 Burst Fractal Dimension
To obtain a comparison between clusters and bursts we
calculate the fractal dimension for the bursts generated
using our model. To obtain the fractal dimension we
use the correlation function (Hirata et al 1987)
C (r) =
2
N (N − 1)Nr (R < r) , (7)
where N is the total number of pairs of events and
Nr (R < r) is the number of pairs of events whose sep-
aration is less than r. If the burst distribution is fractal,
the correlation should follow a power-law
C (r) ∼ rD. (8)
The fractal dimension D is sometimes called the corre-
lation dimension and has been used previously to com-
pare the fractal dimension of earthquakes to the fractal
dimension of percolation clusters Tafti et al (2013). Us-
ing the same realizations as before, we calculate the cor-
relation defined in Eq. 7 for the burst hypocenters. For
each realization we fit the linear region to Eq. (8). If the
realization does not have a large enough linear region or
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Fig. 8 Epicenter locations of the bursts in the six realizations given in Fig. 4. Different size circles correspond to different
ranges of burst masses mb.
has two different linear realizations it is discarded. For
the six anisotropies considered, we have calculated the
mean and standard deviation of the fractal dimensions
of the remaining realizations. These are given in Table
2.
In all cases, the average fractal dimension of the
bursts is less than the fractal dimension of the clusters.
We also find that the difference increases with increas-
ing anisotropy, However, for relatively small anisotropies
the variation in fractal dimension is small and might not
be significant in practical applications.
4.2.4 Burst Anisotropy
We also want to determine how the bursts are related to
the underlying anisotropy in the bond strength distri-
bution. As a simple measure of burst anisotropy, we cal-
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Fig. 9 Dependence of the number of bursts Nb with mass mb on mb. These data are aggregated from 1000 runs with M = 107
for each run. The best fit correlation with Eq. (6) is shown for each value of a.
Anisotropy Burst Fractal Dimension (D)
a = 1 1.84± 0.11
a = 2 1.82± 0.15
a = 4 1.81± 0.17
a = 8 1.79± 0.16
a = 16 1.77± 0.17
a = 100 1.49± 0.25
Table 2 The mean and standard deviations of the burst frac-
tal dimensions D are given for the anisotropy values a that
we consider.
culated the standard deviations sx and sy in the x and
y locations of the burst hypocenters relative to the in-
jection point. This measure gives the aspect-ratio of the
spatial distribution of bursts. Using the same 1000 real-
izations of M = 107, we aggregated the burst hypocen-
ters and computed the means and standard deviations.
In performing the averages, we found that the results
did not change significantly if the bursts were weighted
by their size. For simplicity, the results presented here
are not weighted by burst size. Additionally, we cal-
culated the anisotropy using a common method intro-
duced by Family et al (1985). This method utilizes the
ratio of the eigenvalues (λ1 and λ2) of the gyration ten-
sor and gives an anisotropy in the range 0 (completely
anisotropic) to 1 (fully isotropic). In order to compare
this measure of anisotropy to our results, we take the
Anisotropy
sx
sy
√
λ2
λ1
a = 1 0.987 0.980
a = 2 1.843 1.851
a = 4 3.526 3.527
a = 8 6.589 6.589
a = 16 12.73 12.74
a = 100 78.29 78.94
Table 3 The mean values of the ratio of the standard devia-
tions sx
sy
and the mean values of the square root of the ratio of
eigenvalues
√
λ2
λ1
are given for several values of the anisotropy
parameter a.
square root of the inverse of the anisotropy defined by
Family et al (1985).
For the simulations discussed above, we have deter-
mined the mean values of the ratio of standard devi-
ations sxsy and the mean values of the square root of
the ratio of eigenvalues
√
λ2
λ1
. These results are given
in Table 3 for several values of the anisotropy param-
eter a. The two methods give similar values which are
somewhat less than the anisotropy of the strength dis-
tribution a. In Fig. 10 we give the dependence of
sx
sy
on
a. We find a good fit to a linear dependence.
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Fig. 10 Dependence of the burst anisotropy sx
sy
on the bond
strength anisotropy a. A linear correlation of the data is also
shown.
5 Discussion
High volume fracking allows the extraction of oil and
gas from tightly sealed shale reservoirs. During the ini-
tial formations of the reservoirs natural hydraulic frac-
tures are generated by the high pressure associated with
gas and oil generation. With time, these natural hy-
draulic fractures are sealed by chemical deposition. The
injection of a high pressure, low viscosity fluid pen-
etrates the formation reopening the sealed fractures.
This allows the migration of oil and gas to the horizon-
tal injection/production wells.
In order to model the injection process, we utilized
invasion percolation. We assume a 2D square lattice
of bonds. These bonds represent the preexisting array
of natural fractures. Each bond is assigned a random
strength and the weakest bond breaks at each time
step. This represents the migration of the injected fluid
through the sealed network of natural fractures. This
migration occurs in bursts as the fluid enters a region
of weak bonds. We associate these bursts with the mi-
croseismicity that occurs during fracking injections. A
primary focus of this paper is on the role of anisotropic
strengths on injection patterns.
The examples of microseismicity associated with four
fracking injections into the Barnett Shale, illustrated in
Fig. 1, clearly show strong anisotropy. It is of interest
to compare this microseismicity with the modeled mi-
croseismicity given in Fig. 8. The state 1 injection in
Fig. 1 is similar to the a = 4 injections illustrated in
Fig. 8. Both the modeled and the observed microseis-
micity exhibit Gutenberg-Richter frequency magnitude
statistics, however the b-values differ.
Our model certainly involves a number of serious
approximations. Our model utilizes a two-dimensional
square grid. Actual fluid injections are clearly three di-
mensional but seismic observations indicate the flow
tends to be confined to a relatively narrow horizontal
layer. The preexisting natural fractures that the injec-
tion reopens tend to have spacings in the range 0.1 to
1 meter, but are only approximated by a square grid.
Our model neglects the pressure drops associated
with the fluid flow. This is probably a good approxima-
tion between “bursts” (microseismic events) but signif-
icant pressure drops may occur during a “burst.” Our
model also assumes that the assigned bonds strengths
are uncorrelated in space, some spacial correlations may
be expected in actual reservoirs.
Despite the assumptions, the geometries of the in-
vading cluster and associated modeled microseismicity
are certainly qualitatively similar to the patterns of in-
jection indicated by observed microseismicity. As dis-
cussed in our introduction, high volume fracking is suc-
cessful only if the natural fractures are largely sealed.
Unsealed fractures allow the inject fluid to flow through
them without producing the distributed damage re-
quired for production. An interesting future extension
of this model would include some open fractures prior
to injection to quantify the problems associated with
fluid leakage through these fractures.
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