We continue the discussion of the decorated on-shell diagrammatics for planar N < 4 Supersymmetric Yang-Mills theories started in [1] . In particular, we focus on its relation with the structure of varieties on the Grassmannian. The decoration of the on-shell diagrams, which physically keeps tracks of the helicity of the coherent states propagating along their edges, defines new on-shell functions on the Grassmannian and can introduce novel higher-order singularities, which graphically are reflected into the presence of helicity loops in the diagrams.
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Introduction
The direct analysis of observables provides a new perspective on particle physics and its underlying structures. In the last decade it became clear that the perturbative physics can be fully described in terms of gauge invariant (and thus physical) objects such as the scattering amplitudes, at least in the regime where asymptotic states can be defined and for a certain class of theories. Specifically, the first indication that this were possible came from the discovery of on-shell recursion relations in Yang-Mills theory at tree level [2, 3] , which afterwards were extended also to general relativity [4] and to a larger class of theories with particles having at most spin 2 [5] [6] [7] again at tree level, as well as to N ≤ 4 Supersymmetric
Yang-Mills theories at loop level [1, 8, 9] . These recursion relations 1 allow to express scattering amplitudes in terms of lower point/lower level physical sub-amplitudes. Thus, iterating the algorithm, one finds that a scattering amplitude with an arbitrary number of external states 1 For an overview on scattering amplitudes and recursion relations, see [10, 11] .
can be totally determined in terms of the smallest possible amplitude allowed by a given theory.
For the cases of interest, which typically deal with massless particles, such building blocks are provided by the three-particle amplitudes, which are fully determined by Poincaré invariance [12] . Suitably gluing these building blocks along one edge, which boils down to integrate out the degrees of freedom along such an edge so that momentum conservation and the onshell condition are satisfied, it is possible to construct more complicated on-shell processes, whose peculiarity lies in the on-shell-ness of all the states, both external and internal. This procedure generates objects which are always physical and gauge invariant, with no need of introducing virtual particle and breaking gauge invariance as it happens in the individual Feynman diagrams. This new diagrammatics has been extensively studied in the case of planar N = 4 Supersymmetric Yang-Mills (SYM) theory [9] for which the construction of the on-shell processes preserves and makes manifest the infinite dimensional Yangian invariance [13] (which is made of superconformal and dual superconformal invariance [14, 15] )
Notably, the on-shell diagram formulation of N = 4 SYM is intimately related to novel mathematical structures such as the Grassmannian Gr(k, n) [16] [17] [18] [19] [20] , whose positivity preserving diffeomorphisms correspond to the Yangian symmetry of the theory [9] , and the permutations, which define equivalence classes for the diagrams [9, 21] .
While these structures for planar N = 4 SYM have been extensively discussed, the non-planar sector has been object of studies just more recently [22] [23] [24] [25] [26] [27] . Even less is known outside the context of N = 4 SYM, with the notable exception of the three-dimensional ABJM theory [9, [28] [29] [30] [31] and for N < 4 SYM theories 2 [1] . In the latter case, the on-shell diagrammatics acquires new features: it is endowed with a physical decoration which encodes the helicities of the coherent states propagating along the edges of each on-shell diagrams.
Such a decoration, which is represented as incoming/outgoing arrows for negative/positive helicity coherent states, induces directed paths along the edges (named helicity flows) of the diagrams which beautifully encode the singularity structure of a given on-shell process.
Furthermore, the equivalence relations are now codified in terms of such helicity flows, while the permutations represent Ward identities among different on-shell processes. The helicity flows can form loops in a diagram: this corresponds to singularities (higher-order poles) which are completely absent in the maximally supersymmetric case and are associated to further structures in loop amplitudes, such as the UV divergences and the rational terms [1] .
In this paper, we continue the investigation of the on-shell diagrammatics and the related mathematical structures for less/no-supersymmetric Yang-Mills theories in the planar sector.
In particular, we focus on the possibility of associating an auxiliary Grassmannian to the on-shell processes along similar lines of what happens in the maximally supersymmetric case. A property of the Grassmannian integral is its invariance under GL(k)-transformations. In the maximally supersymmetric case this is guaranteed by the fact that both the Grassmannian form and the kinematic support turn out to be separately GL(k)-invariant. This is no-longer true for N < 4. However, the decoration induces a further function of the Plücker coordinates which complete the integrand, satisfying the required invariance. Concretely, also in this case, an on-shell diagram corresponds to a particular stratification of the Grassmannian, with integral representation given by:
where the kinematic data W are represented in twistor space, the ∆'s are the maximal minors of C (the indices s 1 , . . . s k represents the helicity sources, i.e. the columns of C related to the coherent states with negative helicity), and h is a rational function of the maximal minors.
More precisely, h turns out to be both invariant under little group transformations and
given that it is a function of the ratios of the Plücker coordinates.
The structure in (1.1) can be easily obtained by gluing the trivalent nodes, with such a procedure determining also the functional form of h(∆ I /∆ J ). The presence of a helicity loop in the on-shell diagrams is reflected in the structure of h through the presence of a non-planar pole. The on-shell function related to the codimension-1 variety identified by such a pole can be seen as having support on a derivative delta-function.
We will discuss this new structures in relation to both the top-varieties and the highercodimension ones, and discuss new relations among the on-shell functions that beautifully the Grassmann representation encodes, with specific examples for Gr(2, 4) and Gr(3, 6).
The paper is organised as follows. In Section 2 we highlight the features of the decorated on-shell diagrammatics for N < 4 theories, along the lines of [1] , with particular attention on the equivalence relations and the helicity flows which encode the singularity structure of the on-shell processes. Section 3 is devoted to a quick review of the Grassmannian and to a general discussion of the features of the Grassmannian integrals for on-shell processes in the cases of interest. Section 4 contains a detailed analysis of the new structures emerging in our context, with a particular focus on Gr(2, 4). Interestingly, the residue theorem on Gr(2, 4) returns two classes of identities, one of which corresponds to the equivalence between two different BCFW representations while the other one provides an equivalence relation between the on-shell diagram with a helicity loop and a non-planar diagram. In Section 5 we discuss the structure on-shell functions on Gr (3, 6) . Notably, new poles appear, whose location imposes a relation among the Plücker coordinates keeping them all non-zero. In momentum space such a relation turns out to have two solutions, both of which need to be considered (see Appendix B). Finally, Section 6 is devoted to the conclusion and further discussion of the results.
2 On-shell Diagrams for N < 4 SYM
The building blocks of the construction are the three-particle amplitudes which, for massless particles, are fixed (up to a coupling constant) by (super)-Poincaré invariance [12] . More precisely, while for real momenta, invariance under space-time translations forces these objects to vanish, for complexified momenta there are two non-trivial solutions with support on the momentum-conserving sheet 3 . Taking the complexified Lorentz group as SL(2, C)×SL(2, C), the kinematic data can be encoded into spinorial variables p aȧ = λ aλȧ , with the two spinors transforming under different copies of SL(2, C), and the two solutions identified by having either all the λ's or all theλ's proportional to each other. The functional expression of each of these two solutions is fixed by Little group covariance, through the requirement that the amplitudes are eigenfunctions of the helicity operator:
are the Lorentz invariant combination of the spinors,
I are the Grassmann variables through which the supersymmetric coherent states are defined (I = 1, . . . N is the SU (N ) index).
The three-particle amplitude, whose rational part just depends on the holomorphic Lorentz invariants i, j , are defined on a support where all theλ's are proportional to each other.
The one whose rational part is just a function of the anti-holomorphic Lorentz invariants [i, j] , are instead defined on a support where all the λ's are proportional to each other.
The arrows in (2.1) have been introduced to keep track of the helicity of each state. As a matter of convention, the incoming/outgoing arrows represent negative/positive helicity 3 The three-particle amplitudes are also non-zero if we consider our space-time in (2, 2)-signature. In this case, the Lorentz group is isomorphic to SL(2, R) × SL(2, R) and the two spinors in which a four-dimensional massless momentum can be decomposed transform under a different copy of SL(2 R) each.
states, the trivalent black (white) nodes represent the three-particle amplitudes with all thẽ λ's (λ's) proportional to each other.
Higher-point on-shell processes can be obtained by suitably gluing the three-particle amplitudes, i.e. integrating out the on-shell degrees of freedom of the edge along which the objects get glued. Depending on the number of the degrees of freedom which the constraints are able to fix on the edges along which the on-shell processes get glued, the resulting process can be a leading singularity, if all the degrees of freedom are fixed; a singularity, if the constraints are more than the number of internal degrees of freedom (the result is a constraint on the external kinematic); or an on-shell form if there is some internal degrees of freedom which is left unfixed (in this sense one can think of the leading singularities as on-shell 0-forms). Higher-degree on-shell forms can be systematically generated from a lower-degree one via the BCFW bridge: given an n-point on-shell p-form M (p) n , one can single out two adjacent 4 external lines and connect them by gluing a bridge formed by two three-particle amplitudes of different type -the integration over the internal delta-functions leaves one degree of freedom unfixed, mapping the original n-point on-shell p-form M 
with z being the unfixed degree of freedom, µ(z) is the measure associated to the bridge and
n (z) is the BCFW-deformed p-form whose lines which have been single out (and which have now become internal) have momenta
The measure µ(z) depends on the helicity configuration of the BCFW bridge. Concretely, given a certain helicity configuration for the on-shell p-form M (p) n , the BCFW bridge is added in such a way that the external states i and i + 1 in the newly generated on-shell (p + 1)-form still have the original helicity. However, in the internal edges now we need to sum all the possible helicity states which can propagate. If the direction of the helicity arrows from the external states into the deformed internal ones is preserved, than µ(z) = z −1 , while if it is not µ(z) = z 3−N [1] . This means that in the first case the original on-shell p-form is associated to the residue of the pole z = 0, while in the second case the on-shell p-form is mapped into another on-shell p-form with a different helicity configuration which is no longer associated to a residue at z = 0 given that such a pole is now absent (for N ≤ 3).
Furthermore, in the latter case a multiple pole at infinity is introduced, which is a reflection of the change of the helicity arrow directions in the edges on which the BCFW bridge has been applied. Another way to think about this is that, if in the on-shell (p + 1)-form (2.2) the helicity states of the particles labelled by (i, i + 1) is (+, −) (i.e. the on-shell diagram shows an incoming arrow in the white node and an outgoing one in the black node), the helicities of the internal states are fixed and there is a helicity flow from the external lines towards the on-shell p-form: in this case the BCFW measure is µ(z) = z −1 , and the bridge induces a BCFW-deformation on the internal p-form with no pole at infinity. If now, the external states (i, i + 1) have helicity (−, +), different coherent states can propagate in the internal edges, generating a counter-clockwise helicity flow in one case and a clockwise one in the other case.
The counter-clockwise helicity flow preserves the helicity states along the lines i and i+ 1, the related BCFW measure is again µ(z) = z −1 and the BCFW bridge induces a deformation on the p-form with a multiple pole at infinity. The clockwise flow instead does not preserve the helicities along the lines i and i + 1, the related BCFW measure is now µ(z) = z 3−N and the p-form which the BCFW bridge is attached has now a different helicity configuration. The helicity flows thus keep track of the singularities in an on-shell process: given a sub-diagram of the form of the right-hand-side of (2.2), the presence of a helicity flow guarantees that the bridge can be removed and that the diagram left corresponds to the residue of the related simple pole; the presence of the helicity loops are instead a manifestation of the existence of higher order poles.
The decoration associated to the helicities therefore introduces a perfect orientation on the on-shell processes and it is a reflection of their singularity structure.
Equivalence classes and equivalence operations
When we build complicated on-shell processes by gluing several three-particle amplitudes, not all of them turns out to be inequivalent. As an example, let us take an on-shell process which has two black (white) nodes connected to each other along one line as a sub-diagram.
These black (white) nodes have all theλ's (λ's) proportional to each other, so that they can be equivalently merged together to form a four-valent black (white) node and expanded again along a different line into two three-valent black (white) node: This equivalence operation goes under the name of merger: Any two diagrams which can be mapped into each other by merging together two nodes of the same type and expanding them along a different channel are equivalent. Importantly, this equivalence operation does not depend on the particular helicity configuration because it is just related to the proportionality relations among spinors of the same type.
Let us now consider a p-valent black (white) node with just incoming (outgoing) helicity arrows. Notice that in general it cannot be opened up into a tree-like configuration as in the merger operation just described. However, it can be open up into the sum of two p-gons with the two possible helicity loops:
This operation is named blow-up. It is important to stress that this operation is possible if and only if the p-valent node has all the helicity arrows with the same direction. These are the only cases given the relation outlined before between helicity flows and singularity structure of an on-shell diagram.
Let us now consider the on-shell diagram having the topology of a square with nodes + 00 00 00 00
which, for N = 3, reduces to the d log ζ form as in the maximally supersymmetric case.
Decorated On-Shell Diagrams and the Grassmannian
The undecorated on-shell diagrams can be naturally associated to the total non-negative Grassmannian [9] . In this section we will quickly review the basic definition of the Grassmannian and its properties 5 and then we will discuss the Grassmannian formulation for amplitudes in N < 4 SYM theories. 5 For a more exhaustive exposition see [9, 16, 21, 33] 
Generalities on the Grassmannian
The Grassmannian Gr(k, n) is defined as the space of k-planes in n-dimensions intersecting at the origin. Any of its elements C ∈ Gr(k, n) can be represented as a k × n matrix. Notice that the space spanned by the k rows is not changed by a GL(k) transformation, so that the Grassmannian can be also defined as the space of (k × n) matrices modulo GL(k) and, consequently, its dimension is k(n − k).
The degrees of freedom of C ∈ Gr(k, n) can be parametrised via the so-called Plücker coordinates, which are nothing but the set of maximal minors ∆ I , I ∈
[n] k . Of all these minors, just a subset of them is really independent: The Grassmannian is defined on the subspace of the Plücker embedding defined by the so-called Plücker relations Importantly, the Plücker coordinates ∆ I 's are SL(k)-invariant, so that an invariant way to parametrise an element of the Grassmannian is through ratios of the Plücker coordinates themselves, which is instead GL(k)-invariant. They allow to define affine charts i labelling where the counting for the lexicographic order starts, defines a positroid stratum of Gr(k, n). The locus in Gr(k, n) characterised by having all the Plücker coordinates non-negative defines the so-called totally non-negative Grassmannian Gr ≥ 0 (k, n) [16] and its intersection with the positroid stratification defines a positroid cell. The positroid cell having all the Plücker coordinates non-zero is named top-cell, which is the highest dimensional cell.
Furthermore, to each positroid stratification it is naturally associated a rational top-form which is characterised by logarithmic poles at the boundary and the absence of zeros, and it
The Grassmannian degrees of freedom can be nicely parametrised via the (undecorated) onshell diagrams by either assigning a weight α e to each edge e and fixing a perfect orientation with two (one) incoming arrows for the black (white) nodes, or by assigning a variable to each face into which the disc is divided by the diagram. In the first case, fixing a perfect orientation implies fixing the sources and sinks at the boundary of the disc. Then the entry c ij of the Grassmannian representative matrix is given by the sum of the products of the edge variables α's along all the paths from the source i to the sink j:
This definition leaves unfixed a GL(1) for each vertex, which can be used to further set some of the edge variables to one. The edge variables can be actually chosen in such a way that all the minors ∆ I (C) are positive if they are themselves real and positive [9] .
The relation between the entries of the matrix representative of the Grassmannian and the face variables is instead given (minus) the sum of the products of the variables associated to the faces which will be inside the paths from the source i to the sink j once they get closed clockwise:
Again, not all the parameters turn out to be independent, rather they are linked by the relation (−f ) = 1, with the index of the product running over all the faces.
The choice of a given perfect orientation amounts to the choice of a coordinate patch which (partially) covers the Grassmannian. Any equivalence relation amounts to a change of coordinates in the same patch. Notice also that the parametrisation of the Grassmannian via the on-shell diagrams does not rely of any amplitude interpretation.
On-shell processes for N < 4 SYM on the Grassmannian
On-shell processes can be seen as an integral over the Grassmannian (partially) localised on some kinematic support:
where ω k,n is the canonical top form defined in (3.2), F (4k|kN ) (δ) is the kinematic support, whose explicit expression depends on the space where the kinematics is defined. Finally, the function f (∆) of the Plücker coordinates ∆ guarantees that the integrand transform properly under C −→ t C. For concreteness, we will consider for the time being the kinematics either defined in momentum space or in twistor space:
where C ⊥ in the first line is the orthogonal complement of C defined by C · C ⊥ = 0, while
T encodes the kinematics in twistor space, andμ is defined through the twistor transform d 2×n e iλ·μ . The k-plane C is thus orthogonal to the 2-planeλ (and contains the 2-plane λ) in momentum space, while it is orthogonal to W in twistor space. Notice that the δ-functions localise 2n − 4 degrees of freedom of C, so that the cells of the Grassmannian with exactly 2n − 4 degrees of freedom correspond to rational functions of the kinematic data (up to the momentum conserving delta-function support), while lower cells will have some δ-function support and higher cells will be some differential form. Notice that the top cell, which has k(n − k) dimensions is fully localised just in the k = 2 and k = n − 2 case, i.e. in the MHV andM HV sectors. In twistor space one actually has distribution constraining the twistor data.
Let us now consider the external kinematic data in twistor space, so that the generic form for an on-shell diagram can be written as
A way to constrain the function f (∆) is the requirement that the integrand is invariant under the transformation C −→ t C. While the top form ω k,n is indeed invariant under such a transformation, the maximal minors ∆ I are mapped into t k ∆ I , while the twistor space δ-function provide a factor t −k(4−N ) . Thus, in order for the integrand to be invariant, the function f (∆) needs to transform as:
transform as a maximal minor with some power. Its general structure therefore becomes Finally, coming to the parametrisation of the Grassmannian, even if in principle one could keep using whichever parametrisation coming from assigning a perfect orientation to the undecorated counterpart, the helicity arrows provide a physical perfect orientation which becomes the preferred way to parametrise C ∈ Gr(k, n) given that makes the physical structure related to the helicity flows manifest. With this choice, irrespectively of the type (edge or face) of the variables that one can use, the Plücker coordinates related to the sources only is set to one.
For future reference, let us write here the explicit Grassmannian form for the three-particle building blocks: 9) where the Grassmannian measure (the top form) ω k, 3 has been explicitly written. Notice that the two functions defining these three-point objects,
, are defined on the top cell of G(k, 3). Furthermore, f = 1 is the only possible function which is GL(k)-invariant and has the correct little group behaviour at the same time. As a last comment, notice that any higher-point on-shell diagram, being built gluing three-particle amplitude is
Amplitudes, Singularities and the Grassmannian
In the previous section we discussed the general structure of decorated on-shell diagrams as defined by the usual delta-functions times a rational function of the Plücker coordinates.
Their general form is constrained by the little group covariance and the invariance under GL(k) transformations, and it can be computed by the usual amalgamation and projection operations on the three-particle amplitudes (3.9). The appearance of such a rational function introduces new singularities, which will be the main subject of this section.
As a first step, let us build the Grassmannian representation for the decorated on-shell boxes with non-adjacent sources. The starting point is the following singularity diagram
from which the on-shell boxes can be constructed via a BCFW bridge, whose degree of freedom gets localised by the δ-function support in (4.1). Concretely, the on-shell box with no internal helicity loops is obtained by applying a BCFW to (4.1) in the (4, 1)-channel:
while adding a BCFW bridge in the (2, 3)-channel returns the on-shell boxes with the internal helicity loops:
Notice that in the second diagram one needs to take into account a Jacobian related to the change in the helicities of the states which the BCFW bridge is applied on: This is related to the fact that the BCFW bridge introduces a new multiple pole at infinity and, consequently, the singularity (4.1) is not part of the boundary of the second diagram in (4.3).
The Grassmannian expressions (4.2) and (4.3) have the exact structure as predicted in (3.7) and (3.8) from GL(2)-invariance and little group covariance. Actually in the present cases, even the form of h(∆ I /∆ J ) can be exactly predicted directly from the on-shell diagrams.
More precisely, the helicity flows encode the information about the singularity structure of the on-shell diagrams. For the on-shell box (4.2), the helicity flow structure guarantees that all the four sub-diagrams have exactly the same helicity configuration as the full-diagram: all of them belongs to the boundary of the on-shell box and thus represent its singularities. In other words, all the strata defined by ∆ i, i + 1 = 0 encode the singularity information of the amplitude. Consequently, h(∆ I /∆ J ) cannot have in the numerator any of the minors formed by two consecutive columns of C and the only function which can fulfil the requirement of invariance under both GL(2) and little group transformations is 1.
Considering the two diagrams with helicity loops, the helicity flow structure shows that just two sub-diagrams really belongs to the boundary of each of the on-shell diagrams. These two diagrams correspond to the two complex factorisations in a given channel (the s-channel for the first on-shell box in (4.3), and the t-channel for the second one). In other words, on the Grassmannian the decorated on-shell boxes have just two poles of the form ∆ i, i + 1 = 0.
Consequently, the function h(∆ I /∆ J ) needs to suppress the other two possible singularities, so that its numerator can correspond only to ∆ 23 ∆ 14 in the on-shell box with clockwise helicity loop and ∆ 12 ∆ 34 in the on-shell diagram with counter-clockwise helicity loop. Then, the little group invariance allows the denominator to be only ∆ 13 ∆ 24 in both cases. Having this extra singularity corresponds to the presence of the helicity loops in the diagrammatics.
Notice also that summing the two on-shell boxes in (4.3) for N = 3 and using the Plücker identities, one obtains (4.2), which represents the four-particle amplitude at tree-level.
Finally, let us keep focusing on the diagrams with the helicity loops. As mentioned earlier, these on-shell diagrams have higher order singularities which are graphically identified via the helicity loops themselves. The residue related to this higher-order pole can be also diagrammatically identified by following the helicity flows. Concretely, which are u-channel singularities with support on a (3 − N )-derivative delta-function:
where, contrarily to the notation used so far, the apex in the last delta function indicates the number of derivatives on the δ-function 6 . Notice that the two lines in (4.5) differ just in their lexicographic order (2 < 1 < 3 < 4 in the first line and 4 < 2 < 3 < 1) if it is seen still as a embedded in a disk, while it can be equivalently seen as a non-planar diagram if we embed it into an annulus. As shown in [25] , a given on-shell diagram can be equivalently embedded into different surfaces, the embedding not being a property of the diagrams themselves.
A comment is now in order. The natural direct construction of the singularity diagrams in (4.4) would be via the gluing of a black and a white nodes, which would return an object with support on δ(∆ 24 ). However, for the ones we are dealing with now, this is strictly true in the N = 3 case only. Furthermore, all the on-shell diagrams constructed by gluing black and white nodes live on δ-function supports or on a constant support. Objects with support on distributions which are derivative of δ-functions can be naturally defined from higher dimensional planar diagrams with helicity loops, as we just saw, and they correspond to residues of (higher order) poles involving Plücker coordinates made out of non-adjacent columns, without the need of setting any other Plücker coordinate to zero. In a sense, they are non-planar objects with support on a derivative δ-function. In the present context, the presence of non-planar looking structures can be only due to the presence of some higher order poles in the higher dimensional diagram. Furthermore, they can be seen as unwinding a helicity loop. The presence of factors such as the ones in the round brackets with power 3−N are needed for both preserving the GL(k)-invariance of the integrand and for having the correct little group behaviour, and their specific form is related to the direction of the helicity loop (which determines how it can be unwinded) -indeed, all this comes naturally from the computation of the higher order residue, but it can be understood on these more general grounds. Thus, along all the paper, any non-planar diagram will be understood as either having support on a derivative delta-function or having a higher-order pole and a constant support (it depends on its dimensionality), and it will be represented in a way that makes manifest which and how a helicity loop has been unwinded. Indeed, this is not completely satisfactory given that the proposed association between diagrams and functions with support on derivative δ-function makes sense just when we go from a higher dimensional object to a lower one, while it is still not clear how to construct them from lower dimensional quantities.
However, starting from the higher-order singularities (4.5), it is possible to construct the 0-forms (4.4) via a BCFW bridge: applying a BCFW bridge in the s-channel to the higher order singularity in the first line of (4.5), one obtains the on-shell box with clockwise helicity 6 More precisely, the apex of the δ-function in (4.5) includes a factor (−1) (3−N ) /(3 − N )!, so that:
loop, a BCFW bridge in the t-channel to the one in the second line of (4.5) returns the on-shell box with counter-clockwise helicity loop. More precisely, these BCFW-bridges on the higher-order singularities return diagrams which are equivalent to the on-shell boxes with helicity loops. Such an equivalence can be demonstrated via a residue theorem, as we will show in the subsection 4.1.
Indeed these higher order non-planar structures are present in the Grassmannian Gr(k, n)
for any k ≥ 2 and any n ≥ 4. In the k = 2 sector, as the case we just discussed, these structures are related to higher order poles of type ∆ i,i+2 = 0, i.e. they are identified by a single Plücker coordinate vanishing. As soon as we move away from this sector, new poles appear. More precisely, depending on the helicity arrow configurations, these higher order poles can either be located at ∆ i 1 ...i k = 0 or when some special relation within the Plücker coordinates is satisfied, as we will show in Section 5. This is exactly what happens for nonplanar on-shell diagrams in N = 4 SYM [25, 26] , which is interpreted as a signature of the impossibility of expressing all the leading singularities as linear combination of the planar ones [9, 25] . In the present case, the interpretation is quite different: they are a signature of the inequivalence between the two leading singularities in a given channel (which also reflects in the general non-validity of the square move) and thus of the existence of sub- 
Identities on Gr(2, 4)
Let us now consider the on-shell 1-form which is obtained by applying a BCFW bridge to the on-shell box (4.2) in the following fashion 000 000 000 000 000 111 111 111 111 111 00 00 00 00 11 11 11 11 00 00 00 00 11 11 11 11 6) where the lower box shows a clockwise helicity loop. In principle we would need to sum over the two possible helicity loops. However, for the present discussion we will just focus for the time being on the diagram in (4.6). If we integrate such a 1-form over the Riemann sphere, the residue theorem returns a relation between the original diagram (the residue of the pole at z = 0, which corresponds to diagrammatically remove the lower horizontal line in the left-hand-side. of (4.6)), the residue of the pole at z = ∆ 12 /∆ 23 , which corresponds to remove the upper horizontal line leaving an on-shell box with a clockwise helicity loop and finally the residue of the multiple pole at infinity. Let us focus on the latter and compute its residue explicitly. First, notice that the on-shell one-form (4.6) can be also parametrised as 000 000 000 000 111 111 111 111 00 00 00 00 11 11 11 11 00 00 00 00 00 11 11 11 11 11 .7) so that the multiple pole at infinity is mapped into a multiple pole at z = −∆ 24 /∆ 34 . The parametrisation (4.7) is obtained by applying a standard BCFW bridge in the (2, 3)-channel (c 2 −→ c 2 + zc 3 ) to the on-shell box with a clockwise helicity loop and it is related to the previous one in (4.6) via a Möbius transformation [1] . As discussed in the previous subsection, such a pole corresponds to taking collinear two non-adjacent particles but has support on a 
which correspond exactly to the four-particle amplitude with lexicographic order 1 < 4 < 2 < 3 just for the case N = 3.
The one-form (4.7) with counter-clockwise helicity loops has two poles in z, one at 0 (whose residue is the on-shell box with counter-clockwise helicity loop) and the multiple pole at z = −∆ 24 /∆ 34 . Consequently, the identity obtained by integrating this one-form over the Riemann sphere establishes the equivalence between the on-shell box with counter-clockwise helicity loop and (higher order) on-shell box with ordering (1423): 00 00 00 00 11 11 11 11 000 000 000 000 000 111 111 111 111 111 000 000 000 000 111 111 111 111 Finally, notice that, just in the N = 3, the pole associated to the helicity loop is a simple pole and its residue is exactly (up to a sign) the four-particle amplitude with a different ordering, which depends on the orientation on the loop. Such an identity is given by a residue theorem of the type of (4.10).
5 On-shell functions on Gr(3, 6)
Let us focus on the simplest non-trivial example which is given by Gr(3, 6). In the planar sector, there is a unique top cell which the following undecorated bipartite diagram is associated
Through equivalence relations such as square-moves and mergers, the diagram drawn above can be mapped into other equivalent diagrams. However, once these diagrams get decorated with helicity arrows (which are fixed for the external lines) they generate inequivalent onshell functions, which can share at most a subset of simple poles and in general differ for the location of the multiple pole. For definiteness, let us choose the external helicity arrows to have alternating directions -all the other configurations in the NMHV sector can be obtained via the helicity flow reversal operation. In general, the (super)-momentum conserving δ-functions fix all the degrees of freedom of the Grassmannian but one which can be used to obtain identities among on-shell diagrams of codimension-1 by integrating it over the Riemann sphere.
Poles and non-Plücker relations
The on-shell function returned by the very same diagram in (5.1) with such a choice shows helicity loops in the central hexagon only and thus just one higher order pole:
Notice that in the diagram with counter-clockwise helicity loop in the first line, no equivalence move holds: the on-shell function on the right-hand-side in the first line is uniquely associated to this perfect orientation. The helicity flows define all the possible removable edges, which coincide with taking residues in the on-shell functions: and edge is said to be removable if no helicity flow is broken by such an operation. All the simple poles are related to the boundary measurements from the top form. Taking the residues at ∆ 123 = 0, ∆ 345 = 0 and ∆ 561 = 0 corresponds to remove one of the edges shared between the internal hexagon and one of the boxes. However, notice that the helicity flows allow to remove such edges just in the first diagram in (5.2). Indeed, this is reflected into the Grassmannian representation which shows, for the second line of (5.2), a numerator proportional to ∆ 123 ∆ 345 ∆ 561 .
In the first diagrams, instead, when one takes these type of residues the higher order pole disappears. Diagrammatically, this is a reflection of the disappearance of the internal helicity loop when any of these edges gets removed: 
The other two residues can be obtained from (5.3) by shifting the labels: i −→ i ∓ 2.
The other three poles {∆ 234 = 0, ∆ 456 = 0, ∆ 612 = 0} of the top form ω 3, 6 are actually poles of the full integrand and their residues diagrammatically correspond to remove the outer edge of one of the boxes. The resulting diagrams still show an internal helicity loop and thus their Grassmannian representation still show a higher order pole:
where now the higher order pole has the more standard form of a single Plücker coordinate vanishing. From the expression above, it seems that there are actually two of such type of poles. However, it is easy to check that ∆ 134 = 0 is not actually a singular point of the integrand 7 and, thus, the higher order pole is localised at ∆ 256 = 0.
Finally, let us discuss the new structures which characterise the decorated diagrammatics and reflects into the appearance of new poles. In particular, for the on-shell functions in (5.2), the location of such poles is no longer given by a single Plücker coordinate vanishing, 7 Notice that in the subcell ∆234 = 0, the identity ∆123∆345 = ∆134∆235 holds, from which the statement that ∆134 = 0 is not a pole follows. This identity can be obtained by rewriting the column c4 as a linear combination of c2 and c3, as implied by ∆234 = 0.
rather by a relation among some of them. For the case at hand (5.2), it consists in respectively, this singularity can be indicated as 0 = ∆ 12b = ∆ 34c = ∆ 56a .
As we emphasised at the beginning, this type of singularity is a feature of a non-planar diagrams, and thus it is not a surprise that the on-shell diagram with support on
is genuinely non-planar:
Standard non-planar-like pole
Let us now consider the undecorated diagram (5.1) but with the lower box with white and black node exchanged and let us decorate the external edges with exactly the same choice as above. There are three possible helicity arrow assignment for the internal edges: The first and the third diagrams have a single helicity loop (in the lower box and in the inner hexagon respectively), while the second one shows a helicity flow in both the lower box and the inner hexagon whose orientation is opposite with respect to the one in the other diagrams. Notice that the third diagram is equivalent to the second one discussed in the previous section upon square move, which holds for the lower box only. For the first two diagrams, the only equivalence move possible is the merger.
The presence of the helicity loop in the outer sub-diagram, as in the first and second diagrams (5.7), indicates that the related higher order pole is located at ∆ ijk = 0, while its presence in the inner sub-diagrams is an indication that the location of the related singularity is given by a special relation among Plücker coordinates, as in the example discussed in the previous section. Notice that the second diagram has both type of helicity loop and, hence, it shows both type of singularities.
The explicit expressions for the on-shell functions on Gr (3, 6) represented by the first two diagrams in (5.7) (the one for the third diagram is given in the second line of (5.2)) are given
As predicted, they share a higher order pole, located at ∆ 346 = 0, whose residue can be diagrammatically depicted by unwinding the helicity loop according to its direction, as seen in Section 4:
Identities among on-shell diagrams
As seen for the Gr(2, 4) case, also on Gr(3, 6) the residue theorem returns a set of identities among on-shell functions. In this case, the (super)-momentum conserving delta-functions are able to fix eight out of the nine degrees of freedom of the top-cell and, therefore, the free parameter can be used as integration variable. The integration over the Riemann sphere, because of Cauchy's theorem, tells us that the sum over all the residues needs to vanish. As a first example, let us consider the on-shell function in the first line of (5. Very interestingly, notice that the sum of the diagrams corresponding to the residues in {∆ 123 = 0, ∆ 345 = 0, ∆ 561 = 0} is a representation of the tree-level 6-particle amplitude with helicity configuration (−, +, −, +, −, +). The identity (5.11) then provides another representation for such an amplitude, which involves diagrams with non-planar structures.
Importantly, this representation does not come from the recursion which a BCFW bridge on any of the pairs {(1, 2), (3, 4) , (5, 6 )} with helicity loop would generate.
Conclusion
The on-shell diagrammatics allows to define a theory, at least perturbatively, from first principles without any reference to a pre-existent Lagrangian and just in terms of observables, making manifest structures of theory that are completely hidden in the most traditional approach of quantum field theory. This approach has been extensively explored in the context of maximally supersymmetric Yang-Mills theory, whose properties can be translated in geometrical terms. What turns out to be very interesting is the relation between the on-shell diagrams and mathematical structures such as permutations, the positive Grassmannian and cluster algebras.
A general question that we have started addressing in the present paper as well as in a previous one [1] is whether much of the mathematical structure unveiled for N = 4 SYM survives for less special theories. Indeed the procedure for constructing on-shell processes is not theory dependent: the three-particle amplitudes (the nodes of the diagrams) are fixed by Poincaré invariance for arbitrary helicity configurations, and the gluing of these objects just amounts to integrate out the degrees of freedom along the edges which gets glued. Thus, the question is not really whether it is possible to build on-shell diagrams for more general theories, rather which information about the theory they encode, given that, in these cases, it is not clear the direct relation between on-shell diagrams and the amplitudes.
The less/no-supersymmetric Yang-Mills theories offer a good arena for addressing these issues: They can be thought of as the next-to-simplest examples because, on one side, at least a class of diagrams have a direct physical interpretation, and on the other side they offer a richer structure (e.g UV divergences and rational terms at loop level). In the same direction, a discussion about on-shell diagrams in gravity has been recently pursued [34, 35] .
In this paper, we discuss the Grassmannian representation for on-shell processes. The richness of the structure appears immediately because of the presence of new poles which are typically a feature of non-planar diagrams. They are multiple poles, except in N = 3 SYM whose individual diagrams show a very close structure with the non-planar diagrams in N = 4 SYM. These new singularities are associated to the helicity loops which can appear in the on-shell diagrams, and can be identified either by the vanishing of a single Plücker coordinate involving at least two non-adjacent columns (e.g in Gr (2, 4) ), or as a non-Plücker relation (e.g. Gr (3, 6) ). The on-shell diagrams can be thought of as generalised functions on the Grassmannian, with the ones which live on the on-shell variety defined by a non-planar conditions having support on a derivative delta-function.
We extensively discussed the on-shell functions on Gr(2, 4) and Gr (3, 6) . In both cases, this formulation allows to obtain several identities among on-shell functions defined on codimension-0 and codimension-1 varieties for Gr(2, 4) and Gr(3, 6) respectively. More precisely, on Gr(2, 4) it is possible to identify two classes of such identities: The first one provides the equivalence between two different BCFW representations of the four-particle amplitude, with the explicit on-shell function for the contribution related to the multiple pole; The second one establishes an equivalence between the on-shell diagrams with helicity loops and non-planar functions.
On Gr(3, 6), the residue theorem allows to obtain a plethora of identities among the onshell functions on a codimension-1 variety, the most interesting of which provides a new representation for the NMHV six-particle amplitude with helicity configuration (−, +, −, +, −, +):
Notice that such a representation, in terms of individual diagrams, is not the one that would be obtained by simply generating the amplitude recursively (with boundary term) using a BCFW bridge with a helicity loop -It can be indeed recast into it but applying several other identities among on-shell functions.
On the top-cell of Gr(3, 6), the delta-functions containing the kinematic data fix all the degrees of freedom of the Grassmannian but one. Analysing the non-Plücker relations in momentum space in terms of such a parameter, one discovers that such relations are secondorder algebraic equations. Thus the correct on-shell function living on the sheet identified by a non-Plücker relation, is obtained by summing over both the solutions.
This paper represents a first step towards a deeper understanding on the geometry of decorated on-shell diagrams for N < 4 SYM theories, and several questions remains open.
The first one indeed is related to the possibility of a systematic survey of these non-planar (higher-order) structures for Gr(k, n) as well as of the identities among the on-shell functions on Gr(k, n). Secondly, in the maximally supersymmetric case, the positive-preserving diffeomorphisms on Gr ≥ 0 (k, n) are related to the Yangian symmetry. In the present context, it is a fair question to ask whether the diffeomorphisms on Gr(k, n) encode some (so far) hidden symmetry. Furthermore, even if there is no real notion of positivity, it would be interesting to check whether there is a general criterium to fix the signs, as it occurs in the non-planar sector of N = 4 SYM. Finally, it would be interesting to explore the possibility to have an amplituhedron formulation, along similar lines of what happens in the maximally supersymmetric cases [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] , and how the new structures are encoded in this geometry.
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The identities discussed in Section 4.1 relate on-shell functions defined on the top-cell of Gr(2, 4) with a given choice for the external sources/sinks to an on-shell function defined again on the top-cell of Gr(2, 4) but with a different ordering. They can be useful to rewrite the on-shell 4-forms, which are related to the constructible part of the one-loop integrand [1] , in such a way that that the d log part and the part which contains higher order poles get split: The first diagram in the right-hand-side of both lines correspond to the purely d log contribution: using the merger equivalence relation and the bubble reduction, it can be written as the on-shell box which corresponds to the four-particle amplitude at tree level times four d log's. The other contributions contain a new higher order pole located at ∆ 24 (z). Actually, the expression in (4.9) is a geometric sequence (truncated at order 4 − N ) in ∆ 24 (z). As shown in [1] , upon summation between the two contribution of this type in the two lines in (A.1), N = 1, 2 SYM theories contain terms with single and double poles in ∆ 24 (z), while N = 0 theory shows poles up to order 4. The terms with a simple pole correspond to triangle integrands, while the ones with double poles to bubble integrands [1] . The presence of higher order poles for N = 0 is a signature of the presence extra information, which is related to the rational contribution of the Passarino-Veltman reduction.
B Non-planar poles in momentum space
In Section 5 we saw that on-shell functions on the top-cell of Gr(3, 6) can show (higher order)
poles which are typical of non-planar diagrams. In particular, a class of such poles do not correspond to any Plücker coordinate vanishing but rather it imposes relations among them.
In this section we examine again the on-shell function of Section 5.1 with such a pole in momentum-space. Its expression on the twistor-space Grassmannian is given by the first line of (5.2), and we will write it here for convenience in the momentum-space Grassmannian: The residue of the higher order pole is represented by a non-planar on-shell diagram: where λ (2) (z) ≡ λ (2) +zλ (5) andλ (5) (z) ≡λ (5) −zλ (2) . Therefore, in order to correctly compute the residue of this pole, one needs to sum up over both the solutions of (B.4). Notice that the form of these solutions is z ± = a ± √ b, with a and b being rational functions of the Lorentz invariants. At a generic point in momentum space, the function b is not a perfect square and the individual residues at z = z ± are no longer meromorphic functions. However, the square-roots cancel upon summation of the two terms, returning a meromorphic function as it should, and which is represented by the decorated on-shell diagram on the left-hand-side of (B.2).
