We describe a parallel implementation of a block triangular preconditioner based on the modified augmented Lagrangian approach to the steady incompressible Navier-Stokes equations. The equations are linearized by Picard iteration and discretized with various finite element and finite difference schemes on two-and three-dimensional domains. We report strong scalability results for up to 64 cores.
an open bounded domain ⊂ R d (d = 2, 3) with boundary ∂ and a given external force field f and (for example) Dirichlet boundary data g, the goal is to find the velocity vector field u = u(x) and pressure scalar field p = p (x) satisfying the following system of partial differential equations:
where ν > 0 is the kinematic viscosity (inversely proportional to the Reynolds number), is the vector Laplacian in R d , ∇ denotes the gradient and div is the divergence. Because of the convective term (u · ∇)u, the Navier-Stokes system is nonlinear. A widely used linearization method is Picard's fixed-point iteration. At each Picard iteration, a system of PDEs of the form
known as Oseen problem, is solved to obtain approximate solutions (u, p); see, e.g., [8, Section 7.2.2] . In (4), the "wind" w is the velocity field obtained from the previous Picard step. The global convergence properties of Picard's iteration for the solution of the steady Navier-Stokes equations are discussed in detail in, e.g., [8] and [20] . In practice, convergence is often found to be quite rapid, except for very small values of the viscosity ν. Discretization of the Oseen problem by finite elements, finite volumes, or finite differences leads to a generalized saddle point system [1] , i.e., a large linear system of the form
Here u and p represent the discrete velocity and pressure, respectively, A ∈ R n×n is the discretization of the diffusion and convection terms, B T ∈ R n×m is the discrete gradient, B the (negative) discrete divergence, C ∈ R m×m is a stabilization matrix, and f and g contain forcing and boundary terms. If the discretization satisfies the Ladyzhenskaya-Babuška-Brezzi (LBB, or 'inf-sup') stability condition [8] , no pressure stabilization is required and we can take C = 0. If the LBB condition is not satisfied, the stabilization matrix C = 0 is usually symmetric and positive semi-definite and the actual choice of C depends on the particular finite element pair being used; see, e.g., [8, Section 5.3.2] . In this paper we only present the results with stable discretizations; results with stabilized discretizations are quite similar.
A promising technique for preconditioning the linear system (7) is the modified augmented Lagrangian (AL)-based preconditioner introduced in [4] and analyzed in [3, 5] ; see also [6, 12] for closely related work. The rate of convergence of preconditioned GMRES [18] with this preconditioner is independent of grid size and mildly dependent on viscosity for linear systems obtained by Picard and Newton linearization [5] .
In this paper we evaluate the potential of the preconditioner for solving large problems in a parallel environment. Our parallel implementation is largely based on public domain software and utilities, mostly from the Trilinos suite [14] ; details are given in Section 3 below.
The remainder of the paper is organized as follows. In Section 2, we briefly review the modified AL preconditioner. The details of the parallel implementation are given in Section 3. Numerical results are presented in Section 4, and final conclusions are drawn in Section 5.
Review of the modified AL preconditioner
In this section, we recall the modified AL preconditioner for stable finite element pairs [4] .
Problem formulation
Using an LBB-stable finite elements discretization method [8] , the saddle point system is:
The equivalent AL formulation [9] is
where A γ := A + γ B T W −1 B, and f γ := f + γ B T W −1 g with W symmetric positive definite. As shown in [2] , a good choice for W is given by the pressure mass matrix M p . In order to preserve sparsity one usually replaces M p with its main diagonal M p . The parameter γ > 0 can be optimized using Fourier analysis, at least for 2D problems; see [5] .
An ideal AL-based preconditioner
The "ideal" AL-based preconditioner [2] for problem (9) is as follows:
where
We refer readers to [2, 3] for a detailed analysis of this preconditioner, for discussions on how to solve the linear system associated with A γ and S, and for the choice of W and γ . Here the word "ideal" means that the whole block A γ is used in the preconditioner. Solving auxiliary linear systems with this block can be challenging, especially on unstructured grids. This is the motivation for the modified AL preconditioner described below.
The modified AL-based preconditioner
In order to circumvent the difficulties associated with the solution of linear systems with a coefficient matrix A γ on unstructured grids and complicated geometries, the modif ied AL preconditioner was introduced in [4] . This is a simplified AL-based preconditioner which can be implemented using standard algebraic multilevel solvers for scalar elliptic PDEs. The modified AL preconditioner can be described as follows for a 3D problem. Its 2D version can be derived straightforwardly. Recall that in 3D we have A = diag(A 1 , A 2 , A 3 ), with each block A i (i = 1, 2, 3) square and of order n/3, and B = (B 1 , B 2 , B 3 ) . Thus
Approximating A γ with its block upper triangular part
we define the modified AL preconditioner to be the block triangular matrix
Note that in the 3D case three blocks are being dropped: the (2,1), (3,1) and (3,2) blocks of A γ . Nevertheless, the performance is very similar to that observed in the 2D case, where only one block (A 21 ) is dropped. Again, each diagonal block A ii represents a discrete scalar convection-diffusion operator.
Eigenvalue analysis and how to choose the parameter γ have been discussed in [4, 5] .
We note in passing that although the original construction of the modified AL preconditioner relied on the block diagonal structure of A, this approximation can be generalized to cases where A does not have block diagonal structure, as in the case of Newton linearization-indeed, it is even more natural for such problems.
Next, we consider the parallel implementation of this preconditioner.
Parallel implementation
The parallel implementation is built upon the Trilinos framework [14] and is written in C++. We illustrate the strategy used to parallelize the solver in the 3D case; 2D problems are handled similarly.
Here we briefly describe the Trilinos packages and classes we use in our code.
• Epetra. Fundamental linear algebra package. It contains definitions of matrices, vectors, etc.
• EpetraExt. An extension to Epetra. In our implementation, it provides functions to perform matrix-matrix multiplication and addition.
• AztecOO. Linear solvers, including GMRES and other Krylov subspace methods.
• ML. Multilevel preconditioner. This is the preconditioner used when computing approximate solutions to auxiliary linear systems associated with the diagonal blocks A ii . ML can be used for both algebraic and geometric multilevel methods, and includes several preconditioning schemes, such as smoothed aggregation, full approximation scheme, etc. It has more than 50 parameters to tune, including smoothing, coarse grid, prolongation, load balancing, and so on. Additional details can be found in the ML user's guide [10] and in the Doxygen documentation [15] .
• Teko. Block preconditioners. Our implementation is built upon it.
• Epetra_MultiVector. A class enabling the construction and use of dense vectors and multi-vectors (defined as collections of vectors having the same length and distribution).
• Epetra_Operator. A base class for defining operations on Epetra_ MultiVector.
• Epetra_CrsMatrix. A class for constructing and using sparse matrices in compressed row storage format. This is derived from Epetra_Operator.
• Epetra_Export and Epetra_Import. Classes that transfer data between different processes.
The most important tasks, and also the one requiring the greatest amount of effort to run efficiently, are defining the matrix vector multiplication and preconditioner application in the modified AL setting. Consider first the (nonaugmented) linear system written in the following block form:
The first key issue in the implementation is the extraction of the submatrices
, B 2 and B 3 from A and B, and of the subvectors x 1 , x 2 , x 3 , and x 4 from the vector x (and corresponding components from b ). This is done using the Teko package, which enables us to partition the Epetra_CrsMatrix matrix A into smaller Epetra_CrsMatrix matrices A 1 , A 2 , A 3 , B 1 , B 2 , and B 3 , which are then distributed among all processes. When dealing with the global vectors x and b , we partition the Epetra_MultiVector x using functionalities in Teko and Epetra. Specifically, once a global vector has been generated Epetra_Export's and Epetra_Import's are created and used for transferring the data corresponding to the part of x comprising x i to form the blocks x i , as well as for forming the whole vector x from the blocks x i . Note that these Epetra_Export's and Epetra_Import's are only created once and can be used hereafter. After this step, all matrices and vectors are partitioned as required, and one only operates on the blocks from now on. With all the blocks available, we create two new Epetra_Operator's, one implementing the matrix vector multiplication Av for a given vector v, and the other applying the modified AL preconditioner P to a vector v, i.e., computing the action of P −1 on v . The first Epetra_Operator is derived from BlockedEpetraOperator in Teko, and is straightforward since all the necessary blocks are already available. All we do is partition the vector v using the Epetra_Export's and Epetra_Import's already created, perform matrix vector products with the blocks, and form the new vector. In the Epetra_Operator for the preconditioner, which inherits from EpetraBlockPreconditioner in Teko, explicit construction of the matrices A ii = A i + γ B T i W −1 B i is required, since the preconditioners for these blocks are given by the (algebraic) multilevel preconditioner ML, which requires explicit definition of them. Using the functionalities provided by EpetraExt, the necessary matrix multiplications and additions are performed. In contrast, the off-diagonal blocks A 12 , A 13 and A 23 of the preconditioner need not be explicitly formed, since they are only used in matrix-vector products and these can be expressed in terms of A 1 , A 2 , A 3 , B 1 , B 2 , B 3 , and the diagonal matrix W −1 . Note that the preconditioner is block triangular and is applied in a block backward substitution fashion, as follows. First, a diagonal scaling with the approximate Schur complement S is performed. The solution is used to construct the right-hand side for a system with coefficient matrix A 33 . Next, this system is solved, and its solution is used in the construction of the right-hand side for a system with coefficient matrix A 22 . This system is then solved, and its solution is used in the construction of the right-hand side of a linear system with coefficient matrix A 11 , which is then solved. All solves involving the diagonal blocks A ii are performed inexactly (with rather low accuracy needed, see next section). The entire procedure is repeated at each application of the block triangular preconditioner P, except for the construction of the preconditioners for the diagonal blocks, which can be reused within each Picard step. Note that all cores are involved in each of the solution steps described above, so that there are no idle processes in the course of a preconditioner application. Nevertheless, since the block substitution steps described above must be performed in sequence, one cannot expect perfect parallel scalability and the question arises of how well the preconditioner performs in practice in a parallel environment. This question is addressed in the next section.
Numerical results
In this section we show the results of a few numerical experiments on a compute cluster. The cluster consists of eighty Cray XK6 nodes, and each node has a 16-core AMD 2.2 GHz 6274 Opteron processor and 32 GB of GDDR3 RAM.
The first test problem is a strong scalability study for the steady 2D Oseen equations for the lid driven cavity problem generated using the IFISS package [7, 19] . The value of the viscosity is ν = 0.01, and γ is chosen by Fourier analysis (see [5] ). Using Q2-Q1 finite elements on the uniform 256 × 256 grid results in a 148,739 × 148,739 saddle point matrix with 16,836,552 nonzero entries. The stopping criterion for GMRES is a reduction of the initial residual norm by six orders of magnitude. No restarts are needed. The initial guess is the zero vector. In the modified AL preconditioner, the solution of linear systems associated with the diagonal blocks A ii (i = 1, 2) is approximated by a single iteration (V-cycle) of ML. The parameters for ML are based on the default parameters for non-symmetric smoothed aggregation [10] with some modifications, as shown in Table 1 . The linear solver is GMRES implemented in the Trilinos package AztecOO [13] . GMRES iteration counts and timings using 2, 4, 8, 16, 32 and 64 cores are shown in Table 2 . The 'Set-up time' includes matrix multiplication and addition for constructing A ii (i = 1, 2) as well as ML set-up time for them. The 'Iter time' is the iterative phase of preconditioned GMRES. The 'Total time' is the sum of the previous two. The iteration counts are almost constant as the number of cores grows, and the timings show fairly good scalability for up to 32 cores though some deterioration is observed for 64 cores. This is due in part to an increase in the iteration count, and also to the fact that the size of this problem is probably too small to make effective use of 64 cores. Concerning the increase in the number of iterations, it is worth mentioning that the ML preconditioner is different for different numbers of cores, and (for a fixed problem) its effectiveness is sometimes observed to deteriorate when the core count becomes large. As a result, the number of GMRES iterations is subject to some variation as <Parameter name="aggregation: type" type="string" value="Uncoupled"/> <Parameter name="coarse: max size" type="int" value="256"/> <Parameter name="coarse: pre or post" type="string" value="both"/> <Parameter name="coarse: sweeps" type="int" value="1"/> <Parameter name="coarse: type" type="string" value="Amesos-KLU"/> <Parameter name="eigen-analysis: iterations" type="int" value="20"/> <Parameter name="eigen-analysis: type" type="string" value="power-method"/> <Parameter name="energy minimization: enable" type="bool" value="true"/> <Parameter name="increasing or decreasing" type="string" value="increasing"/> <Parameter name="max levels" type="int" value="10"/> <Parameter name="prec type" type="string" value="MGV"/> <Parameter name="smoother: damping factor" type="double" value="0.67"/> <Parameter name="smoother: pre or post" type="string" value="both"/> <Parameter name="smoother: sweeps" type="int" value="3"/> <Parameter name="smoother: type" type="string" value="symmetric Gauss-Seidel"/> the number of cores changes. This effect can be reduced by replacing the inexact solves consisting of a single ML iteration with an inner iteration using ML as a preconditioner for a Krylov subspace method. This would lead to more accurate solves and thus a more "stable" preconditioner for the outher iteration, which would now have to be a flexible method like FGMRES [17] . However, the additional costs incurred by this inner-outer iteration scheme more than offset the advantage of having a more constant iteration count for different number of cores. Next, we show the parallel results for a 3D Oseen problem discretized by the stable Marker-and-Cell [11] finite difference method with viscosity ν = 0.01. GMRES iteration counts and timings are shown in Table 3 when the problem is discretized on the 64 × 64 × 64 and 128 × 128 × 128 grids. The augmentation parameter γ = 0.06 is determined experimentally to minimize the GMRES iteration counts. The stopping criterion and initial guess are as in the previous example. The "damping factor" in ML is set to 0.5 to reduce iteration counts.
On the 64 × 64 × 64 grid, the coefficient matrix is 1,036,288 × 1,036,288 with 8,442,624 nonzero elements. One can observe that the iteration counts do not typically increase. The timings indicate good scalability up to 32 cores, while the total time increases when using 64 cores. This is due in part to an increase in the number of iterations. For the larger 128 × 128 × 128 grid, the coefficient matrix is now 8,339,456 × 8,339,456 with 99,290,112 nonzero entries. Good scalability is still achieved up to 32 cores. When using 64 cores, total timings are still being reduced but some degradation of parallel performance is evident, again due in part to the higher iteration count.
Next, in Table 4 we present GMRES iteration counts and timings for a linearized steady 3D lid driven cavity problem discretized by P2-P1 finite elements in the finite element library LifeV [21] . The viscosity ν is 0.05. The stopping criterion is the same as before, and the initial guess is the solution provided by the previous Picard iteration. This problem differs in one essential respect from the previous ones in that the formulation of the Navier-Stokes equations in LifeV retains the full tensor (∇u + ∇u T )/2 in the momentum equation. This leads to an additional so-called grad-div stabilization term [16] , which is very similar to the algebraic augmentation γ B T W −1 B; therefore, the modified AL preconditioner (with γ = 1) is a natural choice here. Moreover, the explicit construction of A ii (i = 1, 2, 3) can be circumvented since this is done during the discretization phase, saving a considerable amount of time; see also [6, 12] . Therefore, the set-up time consists only of the set-up time for ML. Firstly, we observe that now the iteration counts remain essentially unchanged as the number of cores increase or the size of the mesh becomes larger, demonstrating the effectiveness of the modified AL preconditioner and the ML preconditioner for subproblems for this formulation of the NavierStokes system. Secondly, speedup is observed for all the parameters tested, though degradation is also present. Using 2, 4 and 8 cores, the time for the ML set-up phase only decreases slightly (more details are given below), while using more cores the improvement is more obvious, especially for the 32 × 32 × 32 grid. The iteration phase scales better though degradation appears especially for the the 16 × 16 × 16 grid. Finally, comparing the 16 × 16 × 16 and 32 × 32 × 32 grids, we observe the nearly perfect scaling with respect to problem size. Finally, we investigate what causes the set-up time of ML to remain nearly unchanged when using 8 cores compared with using 4 cores, focusing on the 16 × 16 × 16 grid. We set the ML output level to the value 10 to obtain the time needed for each stage of ML set-up for block A 11 ; the results are shown in Table 5 . One can see clearly that most of the set-up time is spent on constructing the multilevel hierarchy, and for this task the time remains almost unchanged when increasing the number of cores from 4 to 8. Similar behavior is observed for other matrices and grids. For the problems arising from IFISS and for the MAC discretizations, where the augmentation of the saddle-point system is performed at the algebraic level rather than at the discretization level, a large portion of the set-up time is spent in forming the augmented system; this has the effect of partially masking the lack of scalability in the set-up phase of ML.
Since the problem is less pronounced for a higher number of cores (and fixed problem size), one may surmise that the problem may stem from allocating too large a load to the cores on a single node. Each Cray XK6 compute node consists of one Interlagos CPU, which has two dies. Each die is also a NonUniform Memory Access (NUMA) node, and has 8 integer cores and 4 floating point cores. We chose to place MPI processes on alternating integer cores, so that every MPI process has its own floating point core. This usually gives the best performance. To test our hypothesis, we also tried placing all eight MPI processes on one NUMA node (MPI processes share floating point cores), and placing one MPI process on one NUMA node (more cache for a single MPI process); however, we found that ML setup time remained almost the same in all cases. Therefore we conclude that the reason for the observed behavior is probably not due to the way MPI processes are allocated to the nodes. We currently do not have a good explanation for the observed loss of performance.
Conclusions
In this paper we evaluated the parallel performance of GMRES with a modified AL preconditioner for the solution of linear systems arising from various discretizations of the steady Oseen equations in 2D and 3D. Parallelization of the code was effected by means of Trilinos utilities. The results show good scalability of the preconditioned Krylov iteration approach with respect to the number of cores and problem size, but also some limitations. These are in part due to intrinsic limitations of the ML solver used to approximately solve the velocity subsystems associated with the preconditioner, and in part to the (block) triangular nature of the preconditioner which limits the amount of available parallelism. An implementation of the modified AL preconditioner in the framework of Teko within the Trilinos code suite is nearly complete and will be made freely available soon to interested users.
