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Let G be a complex classical group, and let U and V be finite dimensional irreducible
representations of G. Then the tensor product U ⊗ V is also a representation for
G, but it is not irreducible in general. It is an important problem to describe the
decomposition of U ⊗ V into a sum of irreducible representations of G.
In the case when G = GLn = GLn(C), the finite dimensional irreducible rational
representations of G are indexed by pairs (D,E) of Young diagrams such that the
sum of the depth of D and E is at most n (the depth of a Young diagram D is
the number of rows of D) ([Ho95]). We denote the representation corresponding to




n when E is the empty diagram. There is a
combinatorial description of how a tensor product of the form ρDn ⊗ ρEn decomposes.
It is called the The Littlewood-Richardson Rule ([LR],[Fu],[HL12]). In the
case when E = (α) has only one row with α boxes, the description of how ρDn ⊗ ρ(α)n
decomposes is called the Pieri Rule ([GW], [Ho95]). Although the Pieri Rule is a
very special case of tensor product, it is of special interest because it is connected
with the branching rule from GLn to GLn−1 ([Ho95]). Thus it is a natural question
to consider a more general version of the Pieri Rule, that is, a description of how
1
2 Chapter 1. Introduction
















decomposes. Here the representation ρ
(βt)∗
n is dual to ρ
(βt)
n .
In the paper [HKL], the authors constructed an algebra An,k,p,h,l which encodes in-
formation on the decomposition of (1.1) with depth(D) ≤ k, depth(E) ≤ p and
depth(D) + depth(E) ≤ n. The algebra An,k,p,h,l is called a ((k, p), h, l)-Pieri alge-
bra for GLn. There are some special cases. If p = l = 0, it is called a polynomial
iterated Pieri algebra . If p = h = 0, it is called an anti-row iterated Pieri
algebra (which will be studied in this thesis). There are also analogues of Pieri
algebras for On = On(C) and Sp2n = Sp2n(C), which are discussed in [KL].
In [HKL], the authors studied the structure of the algebra An,k,p,h,l in the stable
range , that is, k+p+h+l ≤ n. In this case, the structure of the algebra is controlled
by a semigroup H, called a Hibi cone ([Ho05]). The semigroup H has a very nice
and simple structure: It has a finite set G of generators, and on which one can define
a partial ordering. Each nonzero element f of H has a unique standard expression
as a sum f =
∑u
i=1 gi where gi ∈ G for 1 ≤ i ≤ u and g1  g2  · · ·  gu with
respect to the partial ordering in G. To each g in G, the authors define an element
vg in the algebra An,k,p,h,l, and let S = {vg : g ∈ G}. Then the partial ordering on G
induces a partial ordering on S. A monomial on S of the form vg1vg2 · · · vgu is called
standard if vg1 ≤ vg2 ≤ . . . ≤ vgu . The authors proved that the set of standard
monomials on S form a vector space basis for An,k,p,h,l. Furthermore, An,k,p,h,l has a
flat deformation to the semigroup algebra C[H] on H. Similar results for Sp2n and
On are obtained in the paper [KL].
This thesis has two objectives. The first objective is to study the structure of a class
of semigroups which are more general than Hibi cones and are potentially useful in
3representation theory. A Hibi cone is constructed from a finite poset Γ; it is the set
ZΓ,≥0 of all order preserving functions f : Γ → Z≥0 with semigroup operation given
by the addition of functions. It is natural to consider order preserving functions on
Γ which are allowed to take negative values. Thus we consider the semigroup ZΓ,
of all order preserving functions f : Γ→ Z, and we call it a sign Hibi cone . More
generally, if A and B are two subsets of Γ, then we let
ΩA,B = {f ∈ ZΓ, : f(A) ≥ 0, f(B) ≤ 0}.
If A = Γ and B = ∅, then ΩA,B = ZΓ,≥0 . Thus ΩA,B is a more general construction
than a Hibi cone. We show that ΩA,B retains many nice properties of a Hibi cone. In
fact, it is generated by 2 subsemigroups which are Hibi cones, and it has a canonical
set of generators. Moreover, each nonzero element of ΩA,B has a unique canonical
expression in terms of the generators.
The second objective is to determine the structure of the anti-row iterated Pieri
algebra An,k,l = An,k,0,0,l without the stable range condition . We show that a
semigroup Ωn,k,l is naturally associated with An,k,l, but Ωn,k,l is not a Hibi cone. It
is a subsemigroup of a sign Hibi cone ZΓn,l, and is of the form ΩA,B. The semigroup
Ωn,k,l has a canonical set Gn,k,l of generators. For each element in Gn,k,l, we associate
with it an element in the algebra An,k,l and let Gn,k,l be the set of elements of An,k,l
obtained in this way. We show that the set Bn,k,l of standard monomials on Gn,k,l
forms a basis for An,k,l, and An,k,l has a flat deformation to the semigroup algebra
C[Ωn,k,l] on Ωn,k,l.
Our results on the anti-row iterated Pieri algebras also have applications in Howe
duality. We show that a subset of Bn,k,l can be identified with a basis for the
subspace of an irreducible lowest weight module of the general linear algebra glk+l
spanned by all the glk highest weight vectors.
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The outline of this thesis is as follows: In Chapter 2, we define some notations and
concepts which are needed in the thesis. We also discuss the generalized Pieri rule
and summarize several existing types of Pieri algebras. In particular, we review in
some details the structure of polynomial iterated Pieri algebras. In Chapter 3, we
study the structure of a sign Hibi cone and its subsemigroups. Finally, we apply the




In this chapter, we shall review some concepts and results which are related to the
Pieri algebras for the GLn.
2.1 Representations of Linear Algebraic Groups
Let V be a complex vector space. The set of invertible linear transformations from
V to itself forms a group under composition. This group is denoted by GL(V ).
Definition 2.1.1 ([GW]). Let G be a group.
(a). A representation of G is a pair (ρ, V ), where V is a complex vector space
and ρ : G → GL(V ) is a group homomorphism. In this case, we also call V
an G-module.
(b). If (ρ, V ) is a representation of G, then a subspace W of V is called a G-
invariant subspace (or a subrepresentation of V ) if ρ(g)(w) ∈ W for all
g ∈ G and w ∈ W .
(c). A representation (ρ, V ) of G is called reducible if V has a G-invariant sub-
space W such that W 6= V and W 6= {0}. It is called irreducible if it is not
reducible.
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Definition 2.1.2. Let (ρ, V ) and (τ,W ) be two representations of a group G.
(a). A complex linear map T from V to W is called an intertwining operator if
Tρ(g) = τ(g)T for all g ∈ G. We shall denote by HomG(V,W ) the set of all
intertwining operators T : V → W .
(b). The representations V and W are called equivalent or isomorphic, denoted
by V ∼= W , if there exists an invertible operator in HomG(V,W ).
If ρ : G→ GL(V ) and σ : G→ GL(U) are representations, then there are standard
ways [FH] to define representations of G on the following spaces:
(a). The dual space V ∗ of V .
(b). The tensor product V ⊗ U .
(c). The kth tensor power V ⊗k.
(d). The kth symmetric power SkV .
(e). The kth exterior power
∧k V .
The representation of G on V ∗ is called the contragredient or dual representation
of (ρ, V ).
Next, let GLn := GLn(C) be the set of all invertible n × n complex matrices. Un-
der matrix multiplication, GLn forms a group, called the complex general linear
group. We also let Mn = Mn(C) be the set of all n × n complex matrices, and
let P(Mn) be the algebra of complex polynomial functions on Mn. We shall denote
the system of standard coordinates on Mn by (xij)1≤i,j≤n, so that P(Mn) can be
regarded as a polynomial algebra on these variables.
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Definition 2.1.3 ([GW]).
(a). A subgroup G of GLn is called a linear algebraic group if there is a subset
S of P(Mn) such that
G = {g ∈ GLn : f(g) = 0 ∀f ∈ S}.
(b). A regular function on GLn is a function φ : GLn → C such that φ can be
written as a polynomial on xij with 1 ≤ i, j ≤ n and 1det . Here det is the
determinant function on GLn.
(c). If G ⊆ GLn is a linear algebraic group, then a function on G is called regular
if it is the restriction of a regular function on GLn to G.
Definition 2.1.4 ([GW]). Let ρ : G→ GL(V ) be a representation.
(a). ρ is called rational (or regular) if
1). V is finite dimensional, and
2). for all λ ∈ V ∗ and v ∈ V , the function
φλ,v : G→ C
φλ,v(g) = λ (ρ(g)v)
is regular.
(b). ρ is called locally regular if
1). V has countable dimension, and
2). every finite-dimensional subspace U of V is contained in a finite-dimensional
G-invariant subspace W such that the restriction of ρ to W is a rational
representation.
We shall denote by Gˆr the set of all equivalent classes of irreducible rational repre-
sentations of G.
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Theorem 2.1.1 ([GW]). Let G be a linear algebraic group and let ρ : G→ GL(V )





where for each U ∈ Gˆr,
VU ∼= HomG(U, V )⊗ U.
Let G and (ρ, V ) be as in Theorem (2.1.1). For each U ∈ Gˆr, we define the multi-
plicity of U in V by
mV (U) := dim HomG(U, V ).





2.2 Rational Representations of GLn
We now briefly review the highest weight theory for GLn ([GW], [Hum]). Let Bn
be the subgroup of GLn consisting of all upper triangular n× n invertible complex
matrices. Then Bn is a Borel subgroup of GLn. Let An be the subgroup of GLn
consisting of all diagonal matrices in GLn and let Un be the subgroup of GLn con-
sisting of all upper triangular matrices with 1’s on the diagonal. Then Bn = AnUn.





2 · · · aαnn (2.1)
for all a = diag(a1, . . . , an) ∈ An.
2.2 Rational Representations of GLn 9
Definition 2.2.1. Let (ρ, V ) be a rational representation of GLn.
(a). A nonzero vector v of V is called a weight vector if there exists α ∈ Zn such
that
ρ(a)(v) = ψαn(a)v
for all a ∈ An. In this case, we say that v has weight ψαn .
(b). A weight vector v of V is called a highest weight vector if
ρ(u)(v) = v
for all u ∈ Un.
We now let
Λ+n := {λ = (λ1, . . . , λn) ∈ Zn|λ1 ≥ . . . ≥ λn}. (2.2)
Theorem 2.2.1 ([GW]). Let ρ : GLn → GL(V ) be an irreducible rational represen-
tation.
(a). V has a highest weight vector v which is unique up to scalar multiple.
(b). The weight of v is of the form ψλn for some λ ∈ Λ+n .
(c). Up to equivalence, the representation ρ is completely determined by λ. Thus
we say that ρ has highest weight ψλn and denote it by ρ
λ
n.
(d). For each λ ∈ Λ+n , there is an irreducible rational representation which has
highest weight ψλn.
It also follows from Theorem (2.2.1) that
(̂GLn)r = {ρλn : λ ∈ Λ+n }.
If λ = (λ1, . . . , λn) ∈ Λ+n , then the contragredient representation of ρλn is ρλ∗n where
λ∗ = (−λn,−λn−1, . . . ,−λ2,−λ1). (2.3)
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Next, we let
Λ++n := {λ = (λ1, . . . , λn) ∈ Λ+n |λn ≥ 0}. (2.4)
We call the representations ρλn (λ ∈ Λ++n ) polynomial representations . These
representations can be indexed by certain Young diagrams.
Definition 2.2.2 ([Fu]). A Young diagram, or Ferrers diagram, is a collection
of square boxes arranged in left-justified rows with each row no longer than the one
above it.
We usually denote a Young diagram by a capital letter such as D, E, F etc. If D is
a Young diagram with at most n rows and there are dj boxes in the jth row, then
we shall write
D = (d1, . . . , dn).
Note that we allow dj = 0. So two sequences (d1, . . . , dn) and (d
′
1, . . . , d
′
m) with
n > m represent the same Young diagram if and only if ds = d
′
s for 1 ≤ s ≤ m and
dt = 0 for t > m. If the kth row is the last non-zero row of D, we will say that D
has depth k and write depth(D) = k. We also denote by |D| the totaly number of
boxes in D.
We shall identify Λ++n with the set of all Young diagrams with depth less than or
equal to n. If λ ∈ Λ++n corresponds to the Young diagram D, then we shall also







Example 2.2.1. The Young diagram
is denoted by D = (5, 4, 2, 2, 1). The depth of D is 5 and |D| = 14.
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Example 2.2.2. For positive integer α, the Young diagram consisting of only one
row and α boxes is denoted by (α). Then ρ
(α)
n
∼= Sα(Cn). In particular, ρ(1)n ∼= Cn is
the standard representation of GLn.
Example 2.2.3. For a positive integer β, let 1β denote the Young diagram with
only one column and β boxes. That is,
1β =
β︷ ︸︸ ︷
(1, 1, . . . , 1) . (2.5)







Example 2.2.4. For each positive integer m, let detm : GLn → C be defined by
detm(g) = (det g)m for all g ∈ GLn .





m1n = (m,m, ...,m).
In general, each element λ of Λ+n can be represented by a pair of Young diagrams as
follows. Let
λ+ = (max{λ1, 0}, . . . ,max{λn, 0})
and
λ− = (min{λ1, 0}, . . . ,min{λn, 0}).
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Then λ+, (λ−)∗ ∈ Λ++n , so that each of λ+ and (λ−)∗ can be identified with a
Young diagram. Let D and E be the Young diagrams corresponding to λ+ and λ−∗








2.3 Generalized Iterated Pieri Rules for GLn
In this section, we shall review the Pieri rule for GLn and some of its generalizations.
2.3.1 Polynomial Iterated Pieri Rule
We first consider the problem of decomposing the tensor product of a polynomial
representation of GLn with representations indexed by one-row Young diagrams.
Definition 2.3.1. If λ = (λ1, ..., λn), µ = (µ1, ..., µn) ∈ Λ+n and
µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ . . . µn ≥ λn,
then we say λ interlaces µ and write λ v µ.
Theorem 2.3.1 (The Pieri rule). Let D ∈ Λ++n and α ∈ Z≥0. Then





For a proof, see [GW] or [Ho95].
By iterating the Pieri rule, we obtain the following (see [HL12] and [HKL]):
Theorem 2.3.2 (Polynomial Iterated Pieri rule).
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where KF/D,α is the number of sequences (D0, D1, . . . , Dh) of Young diagrams such
that
1). D0 = D, Dh = F ,
2). D0 v D1 v D2 v · · · v Dh and |Ds−1|+ αs = |Ds| for all 1 ≤ s ≤ h.
There are two other descriptions of the number KF/D,α. The first one is related to
semistandard tableaux which we now explain.
Definition 2.3.2 ([Fu]).
(a). If D = (d1, . . . , dn) and F = (f1, . . . , fn) are Young diagrams, then we say that
D is contained in F and write D ⊆ F if ds ≤ fs for all 1 ≤ s ≤ n.
(b). If D ⊆ F , then by removing the boxes of D from F , we obtain the skew
diagram F/D.
(c). If we put a positive integer in each box of the skew diagram F/D, then we
obtain a skew tableau T and say that the shape of T is F/D.
(d). If the entries of the skew tableau T is taken from {1, 2, . . . ,m} and αj of them
are j for 1 ≤ j ≤ m, then we say T has content α = (α1, . . . , αm).
(e). A skew tableau T is called semistandard if the entries in each row of T
weakly increase from left to right, and the entries in each column of T strictly
increase from top to bottom.
Notation: We shall denote the set of all semistandard tableaux of shape F/D and
content α by SST(F/D, α).
Lemma 2.3.3 ([Fu]). There is a bijection between SST(F/D, α) and the set of
sequences D0 v D1 v D2 v · · · v Dh of Young diagrams such that D0 = D,
Dh = F and |Ds−1|+ αs = |Ds| for all 1 ≤ s ≤ h.
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In fact, the semistandard tableau T which corresponds to the sequence D0 v D1 v
D2 v · · · v Dh is defined as follows: We regard F/D as a union of Ds/Ds−1 for
1 ≤ s ≤ h, and put the number s in all the boxes in Ds/Ds−1. Then T is the
resulting skew tableau. For example, the sequence of Young diagrams
v v





Remark 2.3.1. By Lemma 2.3.3, KF/D,α is equal to the number of all semistandard
tableaux of shape F/D and content α. It is called a skew Kostka number [Stan2].
Example 2.3.1. Let D = (2, 1, 0), F = (5, 2, 1) and α = (2, 3). There are 4














So KF/D,α = 4. By Theorem 2.3.2, for n ≥ 3, the multiplicity of ρ(5,2,1)n is 4 in
ρ(2,1,0)n ⊗ ρ(2)n ⊗ ρ(3)n .
Next, we observe that each sequence of Young diagrams D0 v D1 v D2 v · · · v Dh





















2 · · · d(h)n
(2.7)
2.3 Generalized Iterated Pieri Rules for GLn 15




2 , . . . , d
(s)
n ) for 1 ≤ s ≤ h. Each entry d(s)t has (at most) 4 entries














The interlacing condition implies that
d
(s−1)
t−1 ≥ d(s)t ≥ d(s−1)t and d(s+1)t ≥ d(s)t ≥ d(s+1)t+1 .
That is, the two entries to the left of d
(s)
t are larger than or equal to d
(s)
t and the two
entries to the right of d
(s)
t are less than or equal to d
(s)
t . These conditions are similar
to those which define a Gelfand-Tsetlin (GT) pattern . In view of this, we also
call the pattern (2.7) a Gelfand-Tsetlin (GT) pattern. Later, we will consider other
variants of these patterns and allow the entries to take integer values. We will again
call them GT patterns.
Lemma 2.3.4. There is bijection between SST(F/D, α) and the set of all the GT
patterns of the form (2.7) with nonnegative integer entries satisfying




2 , . . . , d
(0)















t for 1 ≤ s ≤ h.
Proof. This follows from Lemma 2.3.3.
2.3.2 Generalized Iterated Pieri Rule
Recall that for Young diagram D = (d1, . . . , dn), |D| = d1 +d2 + . . .+dn is the total
number of boxes in D. We now extend this notation to the elements of Λ+n : For
λ = (λ1, . . . , λn) ∈ Λ+n , let
|λ| = λ1 + . . .+ λn. (2.8)
The following is a more general version of the Pieri rule, which can be considered as
folklore. Since we could not find an explicit reference, we give a proof here.
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Theorem 2.3.5 (Generalized Pieri Rule). Let λ ∈ Λ+n and α ∈ Z≥0. Then













Proof. (a). We may assume that λ = (λ1, . . . , λn) is not an element of Λ
++
n . Then
λn < 0. Let D = (d1, d2, . . . , dn) where dj = λj − λn for 1 ≤ j ≤ n. Then D ∈ Λ++n
and ρλn
∼= detλnn ⊗ρDn . By the Pieri rule,
ρλn ⊗ ρ(α)n ∼= det λnn ⊗ (ρDn ⊗ ρ(α)n )















det λnn ⊗ ρFn ∼= ρµn
where F = (f1, . . . , fn), µ = (µ1, . . . , µn) and µj = fj + λn for 1 ≤ j ≤ n. Since
D v F ,
f1 ≥ d1 ≥ f2 ≥ d2 ≥ . . . ≥ fn ≥ dn,
so that
f1 + λn ≥ d1 + λn ≥ f2 + λn ≥ d2 + λn ≥ . . . ≥ fn + λn ≥ dn + λn,
that is,
µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ . . . ≥ µn ≥ λn.
This shows that λ v µ. Moreover, Since
|µ| − |λ| =
n∑
j=1
(µj − λj) =
n∑
j=1




(fj − dj) = |F | − |D| = α,
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|λ|+ α = |µ|. This proves (a).




















Since λ∗ interlaces µ′,
µ′1 ≥ −λn ≥ µ′2 ≥ −λn−1 ≥ . . . ≥ −λ2 ≥ µ′n ≥ −λ1.
This gives
λ1 ≥ −µ′n ≥ λ2 ≥ . . . ≥ λn−1 ≥ −µ′2 ≥ λn ≥ −µ′1,
which means µ′∗ v λ.
We now let µ := µ′∗. Then













(λi − (−µ′n−i+1)) = |λ| − |µ′∗| = |λ| − |µ|,








By iterating the formulas in Theorem 2.3.5, we obtain the following theorem.
Theorem 2.3.6 (Generalized Iterated Pieri Rule). Let λ ∈ Λ+n , α = (α1, . . . , αh) ∈
Zh≥0 and β = (β1, . . . , βl) ∈ Zl≥0.













where the multiplicity Kµ/λ,α is equals to the number of sequences
λ(0) v λ(1) v λ(2) v . . . v λ(h)
satisfying
1). λ = λ(0), µ = λ(h) and
2). |λ(s−1)|+ αs = |λ(s)| for 1 ≤ s ≤ h.





















2 · · · λ(h)n
(Type I)
where
1). λ = (λ
(0)
1 , . . . , λ
(0)
n ), µ = (λ
(h)
























where the multiplicity Kµ/λ,−β is equals to the number of sequences
µ(0) w µ(1) w µ(2) w . . . w µ(l)
satisfying
1). λ = µ(0), µ = µ(l) and
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2). |µ(s−1)| − βs = |µ(s)| for 1 ≤ s ≤ l.


















2 · · · µ(l)n .
(Type II)
where
1). λ = (µ
(0)
1 , . . . , µ
(0)
n ), µ = (µ
(l)






























where the multiplicity Kµ/λ,(α,−β) is equals to the number of sequences
λ(0) v λ(1) v λ(2) v . . . v λ(h) = µ(0) w µ(1) w µ(2) w . . . w µ(l)
satisfying
1). λ = λ(0), µ = µ(h),
2). i). |λ(s−1)|+ αs = |λ(s)| for 1 ≤ s ≤ h, and
ii). |µ(j−1)| − βj = |µ(j)| for 1 ≤ j ≤ l.
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2 · · · µ(l)n .
(Type III)
where
1). λ = (λ
(0)
1 , . . . , λ
(0)
n ), µ = (µ
(l)
1 , . . . , µ
(l)
n ) and

















t for 1 ≤ j ≤ l.
Remark 2.3.2.
(a). We shall call the GT patterns in part (a), (b) and (c) Type (I), (II) and (III)
respectively.
(b). In part (c) of the above theorem, we may replace λ by a pair of Young diagrams
(D,E) and write ρλn by ρ
D,E
n . Let k, p ∈ Z≥0 and suppose that depth(D) ≤ k,

















decomposes is called a ((k, p), h, l)-Pieri rule for GLn. Similarly, those in
part (a) and (b) are called ((k, p), h, 0)-Pieri rule and ((k, p), 0, l)-Pieri
rule respectively.
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2.4 Posets and Hibi Cones
2.4.1 Posets
In this subsection, we review some basic definitions related to posets. A standard
reference is [Stan1].
Definition 2.4.1. Let Γ be a nonempty set. A binary relation  on Γ is called a
partial ordering if the following conditions are satisfied:
1). For all x ∈ Γ, x  x. (reflexivity)
2). If x  y and y  x, then x = y. (antisymmetry)
3). If x  y and y  z, then x  z. (transitivity)
A partially ordered set (poset) is a nonempty set with a partial ordering.
Notation: If x  y and x 6= y, then we write x ≺ y.
Definition 2.4.2.
(a). A subposet of Γ is a nonempty subset S of Γ together with the partial ordering
inherited from Γ. That is, for x, y ∈ S, x  y in S if and only if x  y in Γ.
(b). A chain of a poset Γ is a subposet C of Γ in which any two elements are
comparable.
(c). A multichain of a poset Γ is a sequence (x1, x2, . . . , xm) such that
x1  x2  . . .  xm.
The following are some standard ways to construct new posets from old.
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Definition 2.4.3.
(a). The dual of a poset Γ is the poset Γ∗ with the same underlying set Γ such
that x  y in Γ∗ if and only if y  x in Γ.
(b). Let P and Q be two posets.
(i). The direct sum of P and Q is the poset P +Q on the union P ∪Q such
that x  y in P +Q if and only if
1). x, y ∈ P and x  y in P , or
2). x, y ∈ Q and x  y in Q.
(ii). The ordinal sum of P and Q is the poset P ⊕ Q on P ∪ Q such that
x  y in P ⊕Q if and only if
1). x, y ∈ P and x  y in P ,
2). x, y ∈ Q and x  y in Q, or
3). x ∈ P and y ∈ Q.
(iii). The direct product of P and Q is the poset P ×Q on the set
{(x, y) : x ∈ P and y ∈ Q}
such that (x, y)  (x′, y′) in P ×Q if and only if x  x′ in P and y  y′
in Q.
2.4.2 Increasing Subsets and Decreasing Subsets
In this subsection, we define an increasing subset and a decreasing subset of a poset.
Definition 2.4.4 ([Ho05]). Let Γ be a poset.
(a). A subset S of Γ is called increasing if for any x ∈ S and any y ∈ Γ,
y  x⇒ y ∈ S.
The collection of all increasing subsets of Γ is denoted by J∗(Γ,).
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(b). A subset S ′ of Γ is called decreasing if for any x ∈ S ′ and any y ∈ Γ,
y  x⇒ y ∈ S ′.
The collection of all decreasing subsets of Γ is denoted by J(Γ,).
Lemma 2.4.1. Let Γ be a poset. The following statements are equivalent.
(a). S ∈ J∗(Γ,).
(b). Γ \ S ∈ J(Γ,).
(c). Γ \ S ∈ J∗(Γ∗,).
Proof. This is clear.
Note that both J∗(Γ,) and J(Γ,) are posets, where the partial ordering is defined
by set inclusion, i.e., S1  S2 if and only if S1 ⊆ S2. It is also clear that J∗(Γ,)
and J(Γ,) are close under union and intersection. In fact, each of them forms a
distributive lattice [Stan1].
2.4.3 Hibi Cones
In this subsection, we introduce the notion of a Hibi cone and review its structure.
Definition 2.4.5. Let Γ be a poset and B be a nonempty subset of R.
(a). A map f : Γ→ B is called order preserving if f(x) ≥ f(y) for x  y.
(b). A map g : Γ→ B is called order reversing if g(x) ≤ g(y) for x  y.
We shall denote the set of all order preserving maps from Γ to B by BΓ,.
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Lemma 2.4.2. If B is a subsemigroup of R containing 0, that is, it is closed under
addition, then BΓ, form a semigroup under addition of functions.
Proof. First note that the zero function is in BΓ,. Let f , g ∈ BΓ,. If x and y in
Γ such that x  y, then
f(x) ≤ f(y) and g(x) ≤ g(y),
so that
(f + g)(x) = f(x) + g(x) ≤ f(y) + g(y) = (f + g)(y).
Thus f + g is in BΓ,.
We are interested in the case when B = Z≥0 and B = Z:
ZΓ,≥0 = {f : Γ→ Z≥0|f is order preserving },
ZΓ, = {f : Γ→ Z|f is order preserving }.
Clearly, ZΓ,≥0 is contained in ZΓ,. The semigroup Z
Γ,
≥0 is called a Hibi cone . This
is because the semigroup algebra generated by ZΓ,≥0 is called a Hibi algebra [Ho05]
[Hi]. Moreover, ZΓ,≥0 can be identified with the set of integral points in a rational
convex polyhedral cone [HKL].
Proposition 2.4.3. The product of two Hibi cones is a Hibi cone.
Proof. Let Γ1 and Γ2 be two posets. We want to prove that
ZΓ1,≥0 × ZΓ2,≥0 ∼= ZΓ1+Γ2,≥0 (2.11)
as a semigroup.
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Fix fj ∈ ZΓj ,≥0 for j = 1, 2. Define φf1,f2 : Γ1 ∪ Γ2 → Z≥0 by
φf1,f2(γ) =
 f1(γ) for γ ∈ Γ1f2(γ) for γ ∈ Γ2.
We claim that φf1,f2 is an element of Z
Γ1+Γ2,
≥0 . Let x and y be two elements of
Γ1 + Γ2 and x  y. By the definition of the direct sum of two posets, either x,
y ∈ Γ1 or x, y ∈ Γ2. Without lost of generality, assume that x and y ∈ Γ1. Then
φf1,f2(y) = f1(y) ≥ f1(x) = φf1,f2(x).
This proves the claim.
We now define a map φ : ZΓ1,≥0 × ZΓ2,≥0 → ZΓ1+Γ2,≥0 by
φ(f1, f2) = φf1,f2 for (f1, f2) ∈ ZΓ1,≥0 × ZΓ2,≥0 .
Then it is clear that the map φ is a semigroup isomorphism.
Definition 2.4.6. For any subset S of Γ, the indicator function of S is the map
χS : Γ→ {0, 1} defined by
χS(x) =
 1 x ∈ S0 x /∈ S. (2.12)
The following proposition gives us the relation between increasing subsets of Γ and
the order preserving maps in ZΓ,≥0 .
Proposition 2.4.4.
(a). For f ∈ ZΓ,≥0 , the support of f
Supp(f) := {γ ∈ Γ : f(γ) 6= 0} (2.13)
is an increasing subset of Γ.
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(b). If S is an increasing subset of Γ, then χS is in ZΓ,≥0 .
Proof. (a). Let x and y be two elements of Γ. Assume x ∈ Supp(f) and x ≺ y.
Then f(x) > 0. Since f ∈ ZΓ,≥0 , f(y) ≥ f(x). Therefore y ∈ Supp(f).
(b). This is clear.
The Hibi cone ZΓ,≥0 has a very simple semigroup structure. It turns out that the
indicator functions of the increasing subsets of Γ generate ZΓ,≥0 . Moreover, for two
increasing sets S1 and S2 of Γ, we have the relation
χS1 + χS2 = χS1∪S2 + χS1∩S2 . (2.14)
Note that if S1 ⊆ S2, then the relation is trivial.
Theorem 2.4.5 ([Ho05]). The semigroup ZΓ,≥0 is generated by {χS : S ∈ J∗(Γ,)}.





where aj are positive integers for 1 ≤ j ≤ h and ∅ ( S1 ( S2 ( · · · ( Sh is a chain
in the poset J∗(Γ,).
In Chapter 3, we shall study the structure of ZΓ, and its subsemigroups. In partic-
ular, we will extend Theorem 2.4.5 to ZΓ,. We will also give an explicit expression
for the coefficients.
2.4.4 The Hibi Cone ZΓn,k,h,≥0
We revisit GT patterns in this subsection. We shall show that Type I GT-patterns
with nonnegative integer entries can be identified with the elements of a Hibi cone.
2.4 Posets and Hibi Cones 27
Let n, k, h be positive integers. We shall define a poset (Γn,k,h,) in which the
elements can be thought as the placeholders for the entries of a GT-pattern. The
underlying set is
Γn,k,h = {η(s)t : 1 ≤ t ≤ min{n, k + s}, 0 ≤ s ≤ h} (2.15)
and the partial ordering on it is defined by the interlacing conditions
η
(s−1)
t−1  η(s)t  η(s−1)t (2.16)
for every s and t. There are two ways to visualize this poset. The first way is to























2 · · · η(h)k η(h)k+1 · · · η(h)k+h
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2 · · · η(h)k η
(h)
k+1 · · · η
(h)
n
when k + h > n.
We can also identify Γn,k,h with a subposet of Z2. Recall the partial ordering on Z2
is given by
(x, y)  (x′, y′)⇐⇒ x ≥ x′ and y ≥ y′.
As a poset, Z2 is the direct product of Z with itself. Define the map
ψ : Γn,k,h → Z2
η
(s)
t 7→ (s− t,−t) .





t′ ∈ Γn,k,h, it is easy to check that η(s)t  η(s
′)
t′ in Γn,k,h if and only if
ψ(η
(s)
t )  ψ(η(s
′)
t′ ) in Z2 ([HKL], [HL12]).






t ) t ≤ min{k + s, n}























2 · · · f (h)n
is a Type I GT-pattern with nonnegative integer entries. Let




2 , · · · , f (s)n ).
Then f (s) ∈ Λ++n . We define the weight of f by
wt(f) := (|f (1)| − |f (0)|, |f (2)| − |f (1)|, . . . , |f (h)| − |f (h−1)|).
Finally, we let






where the union is taken over all Young diagrams D and F such that depth(D) ≤ k
and depth(F ) ≤ n and all α ∈ Zh≥0.







Here, for a set S, #(S) is its cardinality.
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Proof. Let T ∈ SST(F/D, α). We define the function fT : Γn,k,h → Z≥0 as follow:
By Lemma 2.3.3, T corresponds a sequence
D0 v D1 v . . . v Dh
of Young diagrams, where
Ds = (d
(s)
1 , . . . , d
(s)




t ) = d
(s)
t
for s and t. Then fT ∈ ZΓn,k,h,≥0 .
It can be checked that T → fT is a bijection.
































































2.5 Standard Monomial Theory for Hibi Algebras
In this section, we recall the definition of the standard monomial theory and show
that the semigroup algebra on a Hibi cone has a standard monomial theory on a set
of generators.
2.5.1 Standard Monomial Theory
Definition 2.5.1 ([Pro]). Let R be a complex algebra and let G be a finite set of
elements of R with a partial ordering .
(a). If g1  g2  . . .  gs is a multichain in G, then we call the product g1g2 · · · gs
a standard monomial on G.
(b). Let B be the set of all standard monomials on G. If B forms a basis for R,
then we call B a standard monomial basis and say that R has a standard
monomial theory for G.
If a complex algebra R has a standard monomial theory for G, then G is a set of
algebra generators for R. Moreover, every element of R has a canonical expression
as a linear combination of standard monomial on G. Hence, there is no need to
determine the relations among the elements of G.
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2.5.2 Semigroup Algebras
Let S be a semigroup. We can construct an algebra from S as follows: Let C[S] be
the vector space with basis
B := {Xf : f ∈ S},
and define for f , g ∈ S,
XfXg = Xf+g.
Then the vector space C[S] together with the multiplication operation forms a com-
plex algebra, called the semigroup algebra on S ([BH]). For example, if S = Zm≥0,
then C[S] = C[x1, . . . , xm] is the polynomial algebra on m free variables x1, . . . , xm.
2.5.3 Semigroup Algebras on Hibi Cones
The result of this subsection is due to Howe ([Ho05]). We let Γ be a finite poset
and consider the semigroup algebra C[H] on the Hibi cone H = ZΓ,≥0 . Then
B := {Xf : f ∈ H} is a basis for C[H].
For each A ∈ J∗(Γ,), we shall write
XA := XχA .
Let
G := {XA : A ∈ J∗(Γ,)},
and define a partial ordering on G by
XA  XB if and only if A ⊆ B,
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where each as is a positive integer for 1 ≤ s ≤ h and
A1 ( A2 ( · · · ( Ah






XasχAs = (XA1)a1(XA2)a2 · · · (XAh)ah .
Since
XA1  XA2  · · ·  XAh ,
Xf is a standard monomial on G. Conversely, any standard monomial on G is
an element of B. It follows that B is a standard monomial basis and C[H] has a
standard monomial theory for G.
2.6 (GLn, GLk) Duality
In this subsection, we review an important result in Classical Invariant Theory which
will be used in our constructions.
Let n and k be positive integers, and let Mnk be the space of all complex n × k
matrices. Define τn,k : GLn×GLk → GL(Mnk) and τ ′n,k : GLn×GLk → GL(Mnk)
by
τn,k(g, h)(T ) = g
−tTh−1 (2.18)
and
τ ′n,k(g, h)T = gTh
−1 (2.19)
for (g, h) ∈ GLn×GLk and T ∈ Mnk. It is clear that (τn,k,Mnk) and (τ ′n,k,Mnk)
are rational representations of GLn×GLk, and they induce the following actions of
GLn×GLk on the algebra P(Mnk) of all complex polynomial functions on Mnk:(
τ ∗n,k(g, h)(f)
)
(T ) = f(τn,k(g
−1, h−1)T ) = f(gtTh) (2.20)




(T ) = f(τ ′n,k(g
−1, h−1)T ) = f(g−1Th). (2.21)
Since this actions τ ∗n,k and τ
′∗








are locally regular representations of GLn×GLk.
Theorem 2.6.1 ((GLn, GLk) duality, [Ho95]).
(a). Under the action τ ∗n,k by GLn×GLk defined in equation (2.20), P(Mnk) is




ρDn ⊗ ρDk .







n ⊗ ρDk .
2.7 An Overview of Pieri Algebras
Recall from equation (2.10) that if k, p, h, l ∈ Z≥0 and D, E are Young diagrams
such that depth(D) ≤ k, depth(E) ≤ p and depth(D)+depth(E) ≤ n, a description















decomposes is called a ((k, p), h, l)-Pieri rule for GLn. We are interested in alge-
bras whose structure encode the ((k, p), h, l)-Pieri rule, and we will loosely call these
algebras Pieri algebras for GLn. More specifically, we have the following types
of Pieri algebras:
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(a). The polynomial iterated Pieri algebra Rn,k,h: This is an algebra whose
structure encodes the polynomial iterated Pieri rule, which describes how ten-
sor products of the form
ρDn ⊗ ρ(α1)n ⊗ . . .⊗ ρ(αh)n
decompose into irreducible representations. The structure of this algebra is
well known, and will be reviewed in next section.
(b). The general iterated Pieri algebra An,k,p,h,l: This is an algebra which en-
codes the ((k, p), h, l)-Pieri rule without specific restriction on the parameters
k, p, h and l. In [HKL], the authors constructed this algebra and determine
its structure under the stable range condition k + p + h + l ≤ n. The case
when k + p+ h+ l > n is still open.
(c). The anti-row iterated Pieri algebra An,k,l: This is an algebra whose struc-




n ⊗ . . .⊗ ρ(βl)
∗
n
decompose into irreducible representations. One of the main goals of this thesis
is to determine the structure of this algebra. Note that we do not impose the
stable range condition.
(d). The iterated Pieri algebras for On and Sp2n: There are analogues of the
Pieri rule for On =On(C) and Sp2n = Sp2n(C). In [KL], the authors con-
structed algebras which encode the iterated Pieri rule for these groups. They
also determined the structure of these algebras under a stable range condition.
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as a GLn×GLk representation. It is called the double Pieri algebra . It was
shown in [HKL] that the structure of the stable range Pieri algebras for GLn, On
and Sp2n can all be described using the double Pieri algebras.
We will briefly review the structure of some of the Pieri algebras in the next section.
2.8 Polynomial Iterated Pieri Algebras
In this section, we review in some details the structure of the polynomial iterated
algebras as described in [HKL], [HL12] and [Kim2]. We do this for 2 reasons: First,
the polynomial iterated Pieri algebras can be considered as the most basic type of
Pieri algebras and they have very simple structure. Second, our analysis on the
structure of the anti-row iterated Pieri algebras will follow an approach similar to
one used for the polynomial iterated Pieri algebra.
2.8.1 The Construction of the Polynomial Iterated Pieri Al-
gebras
Let n, k and h be positive integers such that k ≤ n. Consider the algebra P(Mn,k+h)
of polynomial functions on the space Mn,k+h of n × (k + h) complex matrices. We
















where Cns is a copy of Cn for 1 ≤ s ≤ h. Let GLn×GLk act on P(Mn,k) by
τ ∗n,k and GLn×GL1 act on each P(Cns ) by τ ∗n,1. In this way, P(Mn,k+h) becomes a
representation of
(GLn×GLk)× (GLn×GL1)h ∼= (GLn×GLhn)×GLk×GLh1 ∼= GLh+1n ×GLk×Ah,
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where GLh1
∼= Ah. Here, for a group G,
Gh =
h︷ ︸︸ ︷
G×G× · · · ×G (2.23)



















ρDn ⊗ ρ(α1)n ⊗ · · · ⊗ ρ(αh)n












⊗ ρDk ⊗ ψαh ,
where the representation ρ
(α1)
1 ⊗ · · · ⊗ ρ(αh)1 of GLh1 is identified with the character












⊗ (ρDk )Uk ⊗ ψαh .







⊗ (ρDk )Uk ⊗ ψαh














We now restrict the above action of GLh+1n ×GLk×Ah to GLn×GLk×Ah where
GLn ∼= 4(GLh+1n ) is the diagonal subgroup of GLh+1n . Then, we define
Rn,k,h := P(Mn,k+h)Un×Uk =
{P(Mn,k+h)Uk}Un .
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where the direct sum is taken over all Young diagrams D and F such that depthD ≤
k, depthF ≤ n and all α ∈ Zh≥0, and the subspace RF,D,α is the ψFn × ψDk × ψαh
eigenspace of An × Ak × Ah in Rn,k,h. In fact, Rn,k,h is a graded algebra and equa-
tion (2.24) is a decomposition of Rn,k,h into homogeneous components.
Lemma 2.8.1. dimRF,D,α = KF/D,α.
Proof. Note that RF,D,α is the ψ
F







⊗ (ρDk )Uk ⊗ ψαh .







of weight ψFn . Consequently, its dimension coincides with
the multiplicity of ρFn in this tensor product. By the polynomial iterated Pieri rule,
this multiplicity is KF/D,α.
By Lemma 2.8.1, we see that the algebra structure of Rn,k,h encodes the polynomial
iterated Pieri rule. In view of this property, we call Rn,k,h a polynomial iterated
Pieri algebra .
2.8.2 Polynomials Associated with Tableaux
By Lemma 2.8.1, the dimension of RF,D,α is equal to KF/D,α, which is equal to the
number of semistandard tableau in SST(F/D, α). In this subsection, we shall attach
an element δT of RF,D,α to each T in SST(F/D, α).
Definition 2.8.1. A column skew tableau T is a skew tableau of shape F/D
where F = 1p+q and D = 1p for some positive integers p and q. (The notation 1p
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is defined in equation (2.5).) Thus T consists of p empty boxes at the top, followed






In this case, we denote T by T = T(p,S). If T is semistandard, then S is strictly
increasing:
s1 < s2 < · · · < sq.
We denote the standard coordinates on Mn,k+h by
x11 x12 · · · x1k y11 y12 · · · y1h







xn1 xn2 . . . xnk yn1 yn2 · · · ynh
 .
So that P(Mn,k+h) can be regarded as the polynomial algebra
C[xij, yst]1≤i,s≤n,1≤j≤k,1≤t≤h.
Let p be a positive integer and S = (s1, . . . , sq) be a strictly increasing sequence of
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positive integers such that p ≤ k, p+ q ≤ n and sq ≤ h. Define
δ(p,S) =
∣∣∣∣∣∣∣∣∣∣∣∣
x11 x12 · · · x1p y1s1 y1s2 · · · y1sq







x(p+q)1 x(p+q)2 . . . x(p+q)p y(p+q)s1 y(p+q)s2 · · · y(p+q)sq
∣∣∣∣∣∣∣∣∣∣∣∣
. (2.25)
Then we attach the polynomial δ(p,S) to the column tableau T(p,S) and write
δT(p,S) = δ(p,S). (2.26)
Next we let T ∈ SST(F,D, α). Assume that T has c columns and Tj = T(pj ,Sj) is








It is easy to check that δT ∈ RF,D,α if T ∈ SST(F,D, α). Finally, we let
BF,D,α = {δT : T ∈ SST(F,D, α)}.
We shall show that BF,D,α is a basis of RF,D,α. Since RF,D,α contains the right
number elements, we only need to prove that it is linearly independent. This will
be done in a later subsection after we have introduced some relevant concepts and
results.
2.8.3 Monomial Ordering and Sagbi Basis
Consider the polynomial algebra C[x1, . . . , xm]. A monomial in C[x1, . . . , xm] is an
element in the form
xα = xα11 · · ·xαmm
with α = (α1, . . . , αm) ∈ Zm≥0. Let M := {xα : α ∈ Zm≥0}.
Definition 2.8.2 ([CLO]). A monomial ordering on C[x1, . . . , xm] is a total ordering
≥ on M satisfying:
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1). If xα ≥ xβ and xγ ∈M, then xα+γ ≥ xβ+γ.
2). Every nonempty subset of M has a smallest element under ≥.
There are many ways to define a monomial ordering on C[x1, . . . , xm] [CLO]. Here,
we will describe one monomial ordering which will be used in this thesis.
Definition 2.8.3. On a complex polynomial algebra C[x1, . . . , xm], we first choose
a total ordering ≤ on the variables. Given two monomials u and v, we can write
u = xi1xi2 · · ·xic and v = xj1xj2 · · ·xjd
where the variables are arranged in decreasing order with respect to ≤. We say
u > v if either
1). the total degree of u is higher than that of v, i.e., c > d; or
2). c = d and for some r > 0,
xia = xja for 1 ≤ a ≤ r, and xir+1 > xjr+1 .
We call this monomial ordering the graded lexicographic order with respect to
the ordering ≤.
In the rest of the section, we shall assume that C[x1, . . . , xm] has been given a
monomial ordering.
Definition 2.8.4 ([CLO]). Let f =
∑
α cαx
α be a nonzero polynomial in C[x1, . . . , xm].
Then the leading monomial of f is defined as
LM(f) = max{xα : cα 6= 0},
where the maximal is taken respect to the monomial ordering on C[x1, . . . , xm].
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Leading monomials can be used to prove a set of polynomials is linearly independent.
Lemma 2.8.2. If F is a set of nonzero polynomials in C[x1, . . . , xm] and if the
elements of F have distinct leading monomials, that is, LM(f) 6= LM(g) whenever
f , g ∈ F and f 6= g, then F is linearly independent.
Proof. Let S = {f1, . . . , fh} be a finite subset of F , and assume that
LM(f1) > LM(f2) > · · · > LM(fh).
Suppose that g =
∑h
j=1 kjfj is a nontrivial linear combination. Then there exists
1 ≤ j0 ≤ h such that all the kj = 0 for 1 ≤ j < j0 and kj0 6= 0. So g is of the form





where for each α ∈ Zn≥0 in the sum, xα < LM(fj0), so that g 6= 0. Therefore,∑h
j=1 kjfj = 0 if and only if kj = 0 for all j. This shows that S is linearly indepen-
dent.
Lemma 2.8.3.
(a). If f , g ∈ C[x1, . . . , xm] are nonzero polynomials, then
LM(fg) = LM(f) LM(g).
(b). Let R be a subalgebra of C[x1, . . . , xm] and let
LM(R) = {LM(f) : 0 6= f ∈ R}.
Then LM(R) forms a semigroup.
Proof. (a). Follows from condition (1) of Definition 2.8.2.
(b). Follows from part (a).
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Definition 2.8.5. Let R be a subalgebra of C[x1, . . . , xm].
(a). The subalgebra of C[x1, . . . , xm] generated by LM(R) is called the initial
algebra of R. It is denoted by C[LM(R)].
(b). A set S of nozero polynomials in R is called a Sagbi basis for R if the set
LM(S) = {LM(f) : f ∈ S}
generates the initial algebra C[LM(R)] of R.
Remark 2.8.1. Since LM(R) is a semigroup, the initial algebra C[LM(R)] is the
semigroup algebra on LM(R).
If the initial algebra C[LM(R)] of R is finitely generated, then a general result says
that C[LM(R)] is a good approximation to R in the following sense.
Theorem 2.8.4 ([CHV]). Let C[x1, . . . , xm] be given a monomial ordering and let
R be a subalgebra of C[x1, . . . , xm]. If the initial algebra C[LM(R)] is finitely gen-
erated, then there exists a flat one-parameter family of C-algebras with general fibre
R and special fibre C[LM(R)].
2.8.4 The Structure of Rn,k,h








with all aij and bst ∈ Z≥0. We now let P(Mn,k+h) be given the following monomial
ordering: It is the graded lexicography order with respect to the following total
ordering on the variables xab and ycd.
1). xab > xcd if and only if b < d or b = d and a < c,
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2). yab > ycd if and only if b < d or b = d and a < c,
3). xab > ycd for all pairs (a, b) and (c, d) of indices.
Thus, we have
x11 > x21 > · · · > xn1 > x12 > x22 > · · · > xnk
> y11 > y21 > · · · > yn1 > y12 > y22 > · · · > ynh.
For a nonzero polynomial g ∈ P(Mn,k+h), LM(g) shall denote the leading monomial
of g with respect to the above monomial ordering.

























t ) t ≤ min{k + s, n}
0 t > min{k + s, n}
.
for 1 ≤ t ≤ n, 1 ≤ s ≤ h, as in the equation (2.17).
Recall that by Lemma 2.4.6, we have a bijection SST(F/D, α)→ ZΓn,k,h,≥0 given by
T → fT . Note that if T = Tp,S is a column tableau, then
fT = χA(p,S)
for some A(p,S) ∈ J∗(Γn,k,l,).
Lemma 2.8.5 ([HL12]). For each T ∈ SST(F/D, α),
LM(δT ) = mfT .
The following theorem mainly follows from Lemma 2.8.5.
44 Chapter 2. Preliminaries
Theorem 2.8.6 ([HKL]).






where the union is taken over all Young diagrams F and D with depth(F ) ≤
min(n, k + h) and depth(D) ≤ k, and α ∈ Zh≥0. Then the set
B = {δT : T ∈ SST(n,k,h)}
is a basis for Rn,k,h.
(c). Let G be the set of all the polynomials of the form δ(p,S) in Rn,k,h. Then Rn,k,h
has a standard monomial theory on G and B is a standard monomial basis.
(d). We have
LM(Rn,k,h) ∼= ZΓn,k,h,≥0 ,
so that the initial algebra of Rn,k,h
C[LM(Rn,k,h)] ∼= C[ZΓn,k,h,≥0 ].
(e). There exists a flat one-parameter family of C-algebras with general fibre Rn,k,h
and special fibre C[ZΓn,k,h,≥0 ].
In fact, by Lemma 2.8.5, the elements in BF,D,α have distinct leading monomials.
Hence, by Lemma 2.8.2, BF,D,α is linearly independent. Since the number of elements
in BF,D,α concides with the dimension of RF,D,α, it is a basis.
2.8.5 Reciprocity Algebras
In this subsection, we show that the algebra Rn,k,h in fact encodes another set of
branching information.
2.8 Polynomial Iterated Pieri Algebras 45
Let m := k + h and let GLn×GLm act on P(Mnm) by τ ∗n,m as defined in equation





Next, we restrict the action τ ∗n,m to GLn×GLk×Ah where GLk×Ah is identified
with the subgroup 
g 0
0 a
 : g ∈ GLk, a ∈ Ah

of GLm. Now, by extracting the Un × Uk invariants in P(Mnm), we obtain




Un ⊗ (ρFm)Uk .
For fixed Young diagrams D, F and α ∈ Zh≥0, the ψFn × ψDk × ψαh eigenspace of
An × Ak × Ah, RF,D,α, can now be identified with the space of GLk×Ah highest
weight vectors of weight ψDk × ψαh in ρFm. It follows that the dimension of RF,D,α is
equal to the multiplicity of ρDk ×ψαh in ρFn . Thus, the structure of Rn,k,h also encodes
the branching rule from GLm to GLk×Ah. In view of this property, we call Rn,k,h
a (GLm,GLk×Ah) branching algebra . Since Rn,k,h encodes two set of branching
information, it is a reciprocity algebra in the sense of [HTW2].
Remark 2.8.2. If k = 1, then Rn,k,h is the branching algebra for (GLh+1, Ah+1). In
this case, the basis B given in Theorem 2.8.6 is a basis of ρFn+1 consisting of weight
vectors. This result is originally due to Hodge [Hd] and later refined by Kim [Kim1],
among others.
2.8.6 General Iterated Pieri Algebras
The general iterated Pieri algebras are certain algebras which encodes the ((k, p), h, l)-
Pieri rule with no specific restriction of the parameters n, k, p, h, l. If we set
p = l = 0, then these algebras reduce to the polynomial iterated Pieri algebras, and
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if p = h = 0, it reduces to the anti-row iterated Pieri algebras. The general iterated
Pieri algebras were constructed in [HKL]. In this subsection, we shall briefly review
this construction.
Let n, k, p, h and l be positive integers such that k + p ≤ n. Let
Vn,k,p := Mnk⊕Mnp, (2.29)
and let GLn×GLk×GLp act on the algebra P(Vn,k,p) of polynomial functions on
Vn,k,p by
[pi(g, h1, h2)(f)](x, y) = f(g
txh1, g
−1yh2)
where f ∈ P(Vn,k,p), (x, y) ∈ Vn,k,p and (g, h1, h2) ∈ GLn×GLk×GLp. Let I
be the ideal of P(Vn,k,p) generated by all polynomials of positive degree which are
invariant under the action by GLn. Then the quotient algebra P(Vn,k,p)/I is again





ρD,En ⊗ ρDk ⊗ ρEp .










ρD,En ⊗ ψDk ⊗ ψEp .
Next, we form the algebra













where each Cn1,s and each Cn2,t is a copy of Cn. And let (GLn×Ak×Ap)×(GLn×GL1)h×
(GLn×GL1)l act on Pn,k,p,h,l by
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Now,
(GLn×Ak × Ap)× (GLn×GL1)h × (GLn×GL1)l ∼= GLh+l+1n ×Ak × Ap × Ah × Al.






















⊗ ψDk ⊗ ψEl ⊗ ψαh ⊗ ψβl
where α = (α1, . . . , αh) and β = (β1, . . . , βl) in the sum. For fixed D, E, α and β,
















as the eigenspace of Ak × Ap × Ah × Al in Pn,k,p,h,l corresponding to the character
ψDk × ψEl × ψαp × ψβq . Finally, we let
An,k,l,p,q := PUnn,k,l,p,q
be the subalgebra of Un invariants in Pn,k,p,h,l. Then it is a module for An × Ak ×





where the direct sum is taken over all Young diagrams D, E, F , G and all α ∈ Zh≥0
and β ∈ Zl≥0 such that depth(D) ≤ k, depth(E) ≤ p, depth(D) + depth(E) ≤ n,
depth(G)+depth(F ) ≤ n, and E(G,F ),(D,E),α,β is the eigenspace of An×Ak×Ap×Ah×
Al corresponding to the character ψ
G,F
n ×ψDk ×ψEp ×ψαh ×ψβl . Then the eigenspace
E(G,F ),(D,E),α,β can be identified with the space of GLn highest weight vectors of
weight ψG,Fn in the tensor product (2.31), so that dim E(G,F ),(D,E),α,β coincides with
the multiplicity of ψG,Fn in (2.31). In this sense, the structure of An,k,p,h,l encodes the
((k, p), h, l) Pieri rule. In view of this property, we call An,k,p,h,l a general iterated
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Pieri algebra for GLn or, precisely, the ((k, p), h, l)-iterated Pieri algebra for
GLn.
If n ≥ k+p+h+ l, then the algebra An,k,p,h,l is said to be in the stable range . It
turns out that in the stable range, An,k,p,h,l has a similar structure as the polynomial
iterated Pieri algebra. More precisely, in the paper [HKL] (Theorem 3.4 and 3.5),
the authors proved the following results: Assume that An,k,p,h,l is in the stable range.
(a). An,k,p,h,l can be identified with a subalgebra of a polynomial algebra Q.
(b). An,k,p,h,l has a standard monomial theory on a certain finite set of generators.
(c). There is a monomial ordering onQ such that the initial algebra C[LM(An,k,p,h,l)]
of An,k,p,h,l is a Hibi algebra.
(d). There exists a flat one-parameter family of C-algebras with general fibreAn,k,p,h,l
and special fibre C[LM(An,k,p,h,l)].
We refer readers to the paper [HKL] for more details.
Remark 2.8.3. (i). One can also define iterated Pieri algebras for On and Sp2n
and a stable range condition. It was proved in [KL] that the iterated Pieri algebras
for On and Sp2n in the stable range also have similar properties as (a), (b), (c), (d).
(ii). We will study the structure of the anti-row iterated Pieri algebra without the
stable range condition in Chapter 4. It turns out that outside the stable range, the
initial algebra of the anti-row iterated Pieri algebra is not a Hibi algebra. Neverthe-
less, the anti-row iterated Pieri algebras still retain many of the pleasant properties.
Chapter3
Sign Hibi Cone
Let (Γ,) be a finite poset. Recall that ZΓ,≥0 denotes the set of order preserving
maps f : Γ → Z≥0, and it forms a semigroup which is called a Hibi cone. The
semigroup structure of ZΓ,≥0 is very well understood (see [Ho05] or Section 2.4.3).
We now consider the set ZΓ, of order preserving maps f : Γ → Z. By Lemma
2.4.2, it also forms a semigroup. We will call ZΓ, a sign Hibi cone . In this
chapter, we will develop the structure theory for the sign Hibi cones and some of
their subsemigroups.
3.1 The Structure of the Sign Hibi Cone
In this section, we shall show that a sign Hibi cone is a union of subsemigroups
which are Hibi cones.
Definition 3.1.1. Let B be a subset of the poset Γ. For a function f : B → Z,
define
f(x) =
 f(x) x ∈ B0 x ∈ Γ \B.
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Lemma 3.1.1. Let P be an increasing subset of Γ and let N be a decreasing subset
of Γ.
(a). If f ∈ ZP,≥0 , then f ∈ ZΓ,.
(b). If g ∈ ZN∗,≥0 , then −g ∈ ZΓ,.
(c). The map
φ : ZP,≥0 × ZN
∗,
≥0 → ZΓ,
(f1, f2) 7→ f 1 − f 2
is a semigroup homomorphism.
Proof. Let x and y be two elements of Γ such that x  y.
(a). If x ∈ P , then since P is an increasing set, y ∈ P . So f(x) = f(x) ≤ f(y) =
f(y). If x ∈ Γ \ P , then f(x) = 0 ≤ f(y). Hence, f ∈ ZΓ,.
(b). If y ∈ N , then since N is a decreasing set, x ∈ N . Since y  x in N∗,
g(y) ≤ g(x). Therefore, −g(x) = −g(x) ≤ −g(y) = −g(y). If y ∈ Γ \ N ,
−g(y) = 0 ≥ −g(x). Thus, −g ∈ ZΓ,.
(c). By part (a) and (b), if (f1, f2) ∈ ZP,≥0 × ZN
∗,
≥0 , then f 1 − f 2 ∈ ZΓ,. For f1,
g1 ∈ ZP,≥0 ,
f1 + g1(x) =
 f1(x) + g1(x) x ∈ P0 x ∈ Γ \ P = f 1(x) + g1(x).
Similarly, f2 + g2(x) = f 2(x) + g2(x) for f2, g2 ∈ ZN
∗,
≥0 . Therefore,
φ((f1, f2) + (g1, g2)) = φ((f1 + g1, f2 + g2)) = f1 + g1 − f2 + g2
= f 1 + g1 − f 2 − g2 =
(
f 1 − f 2
)
+ (g1 − g2)
= φ((f1, f2)) + φ((g1, g2)).
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For S ∈ J∗(Γ,), define
ZΓ,(S) := {f ∈ ZΓ, : f(S) ≥ 0, f(Sc) ≤ 0}, (3.1)
where Sc = Γ \ S. Clearly, ZΓ,(S) is a subsemigroup of ZΓ,.
Proposition 3.1.2.
(a). For each increasing subset S of the poset Γ, ZΓ,(S) is a Hibi cone. In fact,
we have








Hence, ZΓ, is a union of subsemigroups which are Hibi cones.
Proof. (a). For each f ∈ ZΓ,(S), f |S ∈ ZS,≥0 . Although −f |Sc is a nonnegative
function on Sc, it reverses the ordering on Sc inherited from Γ. Thus −f |Sc ∈
Z(S
c)∗,





ΦS(f) = (f |S,−f |Sc). (3.3)
Clearly, ΦS is a semigroup homomorphism.
We now consider the map φ : ZS,≥0 × Z(S
c)∗,
≥0 → ZΓ, defined in Lemma 3.1.1.
Clearly, for (f1, f2) ∈ ZS,≥0 × Z(S
c)∗,
≥0 , φ((f1, f2)) ∈ ZΓ,(S). Moreover,
ΦS(φ((f1, f2))) = ΦS(f 1 − f 2) = (f 1|S, f 2|Sc) = (f1, f2)
and
φ(ΦS(f)) = φ((f |S,−f |Sc)) = f |S −−f |Sc = f.
Hence, ΦS is a semigroup isomorphism.
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(b). For each f ∈ ZΓ, and γ ∈ Γ, define
f+(γ) = max{f(γ), 0} and f−(γ) = min{f(γ), 0}. (3.4)
Clearly f+ ∈ ZΓ,≥0 , f− ∈ ZΓ, and f = f+ + f−. By Proposition 2.4.4, Supp(f+) is
an increasing subset of Γ. Let S = Supp(f+). Then f ∈ ZΓ,(S).
Remark 3.1.1. In general, if f ∈ ZΓ, satisfies Supp(f+) ⊆ S and Supp(f−) ⊆ Sc,
then f ∈ ZΓ,(S). Thus the semigroups ZΓ,(S) for different S may have nontrivial
intersection. In fact, for increasing subsets S and S ′ of Γ,
ZΓ,(S) ∩ ZΓ,(S ′) ∼= ZS∩S′,≥0 × Z(S
c∩S′c)∗,
≥0 .
Example 3.1.1. Consider the poset Q = {x, y, z} with ordering x  y  z. Note
that (Q,) is a totally ordered set. Each function f in ZQ, can be represented by
a triple
(a, b, c) = (f(x), f(y), f(z)) ∈ Z3.
Thus we can identify Q with the subset of Z3 consisting of all elements (a, b, c) with
a ≥ b ≥ c. It is easy to check that Q1 = {x}, Q2 = {x, y}, ∅ and Q are all the
increasing subsets of (Q,). Then we have
ZQ,(Q) = ZQ,≥0 = {(a, b, c) ∈ Z3 : a ≥ b ≥ c ≥ 0},
ZQ,(∅) = {(a, b, c) ∈ Z3 : 0 ≥ a ≥ b ≥ c},
ZQ,(Q1) = {(a, b, c) ∈ Z3 : a ≥ 0 ≥ b ≥ c}
and
ZQ,(Q2) = {(a, b, c) ∈ Z3 : a ≥ b ≥ 0 ≥ c}.
By Proposition 3.1.2,
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Moreover,
ZQ,(Q1) ∩ ZQ,(Q2) = {(a, 0, c) ∈ Z3 : a ≥ 0 ≥ c} ∼= Z{x},≥0 × Z{z}
∗,
≥0 ∼= Z2≥0.
Example 3.1.2. Consider the poset (P,) where P = {x, y, z, w} and the partial
ordering is given by
x  y  w , x  z  w,
where y and z are uncomparable. We represent each function f in ZP, by the
4-tuple
(a, b, c, d) = (f(x), f(y), f(z), f(w)).
Thus P can be identified with the subset of Z4 consisting of elements (a, b, c, d) such
that a ≥ b ≥ d and a ≥ c ≥ d. Let P1 = {x, y} and P2 = {x, z}. It is easy to check
that they are both increasing subsets of P . Then we have
ZP,(P1) = {(a, b, c, d) ∈ Z4 : a ≥ b ≥ 0 ≥ c ≥ d},
ZP,(P2) = {(a, b, c, d) ∈ Z4 : a ≥ c ≥ 0 ≥ b ≥ d}
and
ZP,(P1) ∩ ZP,(P2) = {(a, 0, 0, d) ∈ Z4 : a ≥ 0 ≥ d} ∼= Z{x},≥0 × Z{w}
∗,
≥0 ∼= Z2≥0.
3.2 Subsemigroups of Sign Hibi Cone
In this subsection, we shall fix a poset (Γ,) and study the structure of a class of
subsemigroups of the sign Hibi cone ZΓ,.
Let A and B be two subsets of Γ. Define
ΩA,B := {f ∈ ZΓ, : f(A) ≥ 0, f(B) ≤ 0}. (3.5)
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Clearly, it forms a subsemigroup of ZΓ,. It is clear that ZΓ,(S) = ΩS,Sc . More-
over, if A = B = ∅, then ΩA,B = ZΓ,, and if A = Γ and B = ∅, then ΩA,B = ZΓ,≥0 .
Therefore, the semigroup ΩA,B is a more general construction than Hibi cones and
sign Hibi cones.
Lemma 3.2.1. If A ⊆ A′ ⊆ Γ and B ⊆ B′ ⊆ Γ, then
ΩA′,B′ ⊆ ΩA,B.
Proof. This is clear from the definition of ΩA,B and ΩA′,B′ .
The following proposition says that in the definition of ΩA,B, we can always assume
that A is increasing and B is decreasing.
Proposition 3.2.2. Let A, B ⊆ Γ, and let PA be the smallest increasing subset of
Γ containing A and NB the smallest decreasing subset of Γ containing B. Then
ΩA,B = ΩPA,NB .
Proof. Since PA is the smallest increasing subset of Γ containing A and NB is the
smallest decreasing subset of Γ containing B, by Lemma 3.2.1, ΩA,B ⊇ ΩPA,NB .
For each f ∈ ZΓ,, define
Pf := {x ∈ Γ : f(x) ≥ 0} and Nf := {y ∈ Γ : f(y) ≤ 0}.
Then Pf ∈ J∗(Γ,) and Nf ∈ J(Γ,). Moreover, if f ∈ ΩA,B, Pf ⊇ A and Nf ⊇ B.
Therefore PA ⊆ Pf and NB ⊆ Nf , which means that f(PA) ≥ 0 and f(NB) ≤ 0.
This shows that f ∈ ΩPA,NB . Thus, ΩA,B = ΩPA,NB .
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Lemma 3.2.3. Let A, B ⊆ Γ. Define
Γ+A,B := Γ \NB and Γ−A,B := Γ \ PA. (3.6)
(a). If f ∈ ΩA,B, then f(x) = 0 for all x ∈ PA ∩NB,
Supp(f+) ⊆ Γ+A,B and Supp(f−) ⊆ Γ−A,B, (3.7)
where f+ and f− are defined in equation (3.4).





≥0 and ΩPA,Γ ∼= Z
Γ−∗A,B ,
≥0 . (3.8)
Proof. (a). It is clear that f(PA ∩NB) = 0. Note that, if x ∈ PA, then f(x) ≥ 0, so
that, f−(x) = 0. So Supp(f−) ⊆ Γ \ PA = Γ−A,B. Similarly, Supp(f+) ⊆ Γ+A,B.
(b). Since Γ ⊇ A and NB ⊇ B, by Lemma 3.2.1, ΩΓ,NB ⊆ ΩA,B. Similarly, ΩPA,Γ ⊆
ΩA,B.




≥0 . It is clear that, for each f ∈ Z
Γ+A,B ,
≥0 , f ∈
ΩΓ,NB . If g is another element of Z
Γ+A,B ,
≥0 , then
f + g(x) =
 (f + g)(x) x ∈ Γ+A,B0 x ∈ NB = f(x) + g(x).
Therefore, the map f → f is a semigroup homomorphism from ZΓ
+
A,B ,
≥0 to ΩΓ,NB . In
fact, this map is an isomorphism.





≥0 ∼= ΩPA,Γ as semigroups.
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Remark 3.2.1. We have used the notation Γ+A,B for Γ\NB although it depends only
on B. This is because we want to view Γ+A,B as an object attached to the whole semi-
group ΩA,B. In fact, it is easy to check that χΓ+A,B
















By Lemma 3.2.3, ΩA,B contains the two Hibi cones ΩΓ,NB and ΩPA,Ω. We now show
that ΩA,B is generated by these two Hibi cones.
Theorem 3.2.4. The semigroup ΩA,B is generated by ΩΓ,NB and ΩPA,Γ. That is, it
is the smallest subsemigroup of ZΓ, which contains ΩΓ,NB and ΩPA,Γ.
Proof. Let Ω be the semigroup generated by ΩΓ,NB and ΩPA,Γ. Since ΩΓ,NB and
ΩPA,Γ are subsemigroups of ΩA,B, Ω ⊆ ΩA,B.
Conversely, if f ∈ ΩA,B, then by part (a) of Lemma 3.2.3, f+ ∈ ΩΓ,NB and f− ∈
ΩPA,Γ. Therefore, f ∈ Ω. Thus, Ω = ΩA,B.
Since the subsemigroups ΩΓ,NB and ΩPA,Γ of ΩA,B are Hibi cones, we know their
generating sets. The union of these two generating sets will generate ΩA,B.
Corollary 3.2.5. Let
G+A,B = {χP : P ∈ J∗(Γ+A,B,)} (3.11)
and
G−A,B = {−χQ : Q ∈ J∗(Γ−∗A,B,)}. (3.12)
Then the semigroup ΩA,B is generated by G+A,B ∪ G−A,B.
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≥0 is generated by G+A,B and ΩPA,Γ ∼= Z
Γ−∗A,B ,
≥0
is generated by G−A,B. So the corollary follows from this and Theorem 3.2.4.
Recall from Theorem 2.4.5 that every nonzero element of a Hibi cone ZΓ,≥0 can be
expressed uniquely as a linear combination (with positive integer coefficients) of the
indicator functions of the increasing subsets in a chain of J∗(Γ,). We now establish
a parallel result for the semigroup ΩA,B.
Definition 3.2.1. Let
GA,B = G+A,B ∪ G−A,B
and define the partial ordering on GA,B as follows: For P1 and P2 ∈ J∗(Γ+A,B,), Q1
and Q2 ∈ J∗(Γ−∗A,B,),
(a). χP1  χP2 if and only if P1 ⊆ P2;
(b). −χQ1  −χQ2 if and only if Q1 ⊇ Q2; and
(c). χP1  −χQ1 if and only if P1 ∩Q1 = ∅.









χP1  · · ·  χPs  −χQ1  · · ·  −χQt
is a chain in GA,B and a1, . . . , as and b1, . . . , bt are positive integers.
Proof. For f ∈ ΩA,B, f+|Γ+A,B ∈ Z
Γ+A,B ,
≥0 and −f−|Γ−A,B ∈ Z
Γ−∗A,B ,
≥0 . By Theorem 2.4.5,
there exist unique chains
∅ ( P1 ( · · · ( Ps
58 Chapter 3. Sign Hibi Cone
in J∗(Γ+A,B,) and
∅ ( Qt ( · · · ( Q1


























χP1 ≺ χP2 ≺ . . . ≺ χPs
and
−χQ1 ≺ −χQ2 ≺ . . . ≺ −χQt
are two chains in GA,B. We only need to prove that Ps∩Q1 = ∅. Since
∑s
i=1 aiχPi =
f+, f+(x) ≥ as > 0 for x ∈ Ps. Therefore, Ps ⊆ Supp(f+). Similarly, Q1 ⊆
Supp(f−). Since Supp(f+) ∩ Supp(f−) = ∅, Ps ∩Q1 = ∅. Thus,
χP1 ≺ χP2 ≺ . . . ≺ χPs ≺ −χQ1 ≺ −χQ2 ≺ . . . ≺ −χQt
is a chain in GA,B.









where ci and dj are positive integers for 1 ≤ i ≤ h and 1 ≤ j ≤ l and
χP ′1 ≺ χP ′2 ≺ . . . ≺ χP ′h ≺ −χQ′1 ≺ −χQ′2 ≺ . . . ≺ −χQ′l
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Now f+ ∈ ZΓ
+
A,B ,
≥0 , so the expression of f
+ is unique by Theorem 2.4.5. It follows
that s = h, ai = ci and Pi = P
′
i for 1 ≤ i ≤ s. Similarly, l = t, bj = dj and Qj = Q′j
for 1 ≤ j ≤ t.
Remark 3.2.2. The elements of G+A,B and G−A,B satisfy the usual relations:
(a). For χA, χB ∈ G+A,B, we have
χA + χB = χA∩B + χA∪B.
(b). For −χC , −χD ∈ G−A,B, we have
−χC + (−χD) = −χC∩D + (−χC∪D).
Now there is a new relation between an element of G+A,B and an element of G−A,B: For
χS ∈ G+A,B and −χT ∈ G−A,B,
χS + (−χT ) = χS\T + (−χT\S).
But it is easy to check that the relation between two elements in a chain of GA,B is
trivial.
Finally, we consider the semigroup algebra C[ΩA,B]. Define
BA,B := {Xf : f ∈ ΩA,B}. (3.13)
Then BA,B is a basis for C[ΩA,B]. Let
GA,B := {Xf : f ∈ GA,B}, (3.14)
and define a partial ordering on GA,B by
Xf1  Xf2 if and only if f1  f2 in GA,B.
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Theorem 3.2.7. The set BA,B is a standard monomial basis for C[ΩA,B] and
C[ΩA,B] has a standard monomial theory for GA,B.









χP1 ≺ . . . ≺ χPs ≺ −χQ1 ≺ . . . ≺ −χQt (3.15)






= (XχP1 )a1(XχP2 )a2 · · · (XχPs )as(X−χQ1 )b1(X−χQ2 )b2 · · · (X−χQt )bt ,
where by (3.15),
XχP1 ≺ XχP2 ≺ · · · ≺ XχPs ≺ X−χQ1 ≺ X−χQ2 ≺ · · · ≺ X−χQt .
Therefore, Xf is a standard monomial on GA,B. Conversely, since ΩA,B is a semi-
group, any standard monomial on GA,B is an element of BA,B. It follows that
BA,B is a standard monomial basis and C[ΩA,B] has a standard monomial theory
for GA,B.
Remark 3.2.3. (a). An analogue of Proposition 3.1.2 holds for ΩA,B. That is, ΩA,B
is a union of Hibi cones. We will prove this in Proposition 3.4.3.
(b). It is somewhat surprising that the algebra C[ΩA,B] has a standard monomial
theory even though the semigroup ΩA,B is not Hibi cone when G+A,B ∩ G−A,B 6= ∅
(Proposition 3.4.2). Philosophically, this could be because ΩA,B is locally a Hibi
cone.
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3.3 The semigroup Ωn,k,l
Let n, k and l be positive integers such that k ≤ n. Recall that we have defined the
poset Γn,k,h in equation (2.15). In this subsection, we shall study a subsemigroup
Ωn,k,l of the sign Hibi cone ZΓn,l, where
Γn,l := Γn,n,l.
The semigroup Ωn,k,l will be used to describe the structure of the anti-row Pieri
algebras in Chapter 4.
Recall that the underlying set for Γn,l is given by
Γn,l = {η(s)t : 0 ≤ s ≤ l and 1 ≤ t ≤ n}.
























2 · · · γ(l)n .
(3.16)
Definition 3.3.1. We define Ωn,k,l := ΩA,B where
A = {γ(0)n } and B =
 {γ
(0)
k+1} k < n
∅ k = n.
(3.17)
For each f ∈ Ωn,k,l, let




2 ), · · · , f(γ(s)n )) (0 ≤ s ≤ l). (3.18)
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We also define the weight of f by
wt(f) := (|f (1)| − |f (0)|, |f (2)| − |f (1)|, . . . , |f (h)| − |f (h−1)|). (3.19)
For a Young diagram D with depth(D) ≤ k, λ ∈ Λ+n and α ∈ Zl≥0, let
Ωλ,D,α = {f ∈ ZΓn,l, : f (0) = D, f (l) = λ, wt(f) = −α}. (3.20)
Lemma 3.3.1. For f ∈ Ωλ,D,α and f ′ ∈ Ωλ′,D′,α′,
f + f ′ ∈ Ωλ+λ′,D+D′,α+α′ .







where the union is taken over all Young diagrams D with depth(D) ≤ k,
λ ∈ Λ+n and α ∈ Zl≥0.
(b). The number of elements in Ωλ,D,α is equal to Kλ/D,−α where Kλ/D,−α is defined
in Theorem 2.3.6.
Proof. (a). Let f ∈ Ωλ,D,α with depth(D) ≤ k, λ ∈ Λ+n and α ∈ Zl≥0. Since D is
a Young diagram, f(γ
(0)
n ) ≥ 0. If k < n, then f(γ(0)k+1) = 0. If k = n, then B is an
empty set. Therefore, f ∈ Ωn,k,l.
Conversely, let f ∈ Ωn,k,l. Since f ∈ ZΓn,l,, f (0) and f (l) ∈ Λ+n . Since γ(s−1)t  γ(s)t
in Γn,l for 1 ≤ s ≤ l and 1 ≤ t ≤ n, |f (s)| − |f (s−1)| ≤ 0. So, −wt(f) ∈ Zl≥0. Since
A = {γ(0)n }, f(γ(0)n ) ≥ 0. Therefore, f (0) is a Young diagram. If k = n, B = ∅,
then depth(f (0)) ≤ n = k. If k < n, f(γ(0)k+1) ≤ 0. Since f(γ(0)k+1) ≥ f(γ(0)n ) ≥ 0,
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f(γ
(0)
k+1) = 0. Then depth(f
(0)) ≤ k. Thus, f ∈ Ωλ,D,α with λ = f (l), D = f (0) and
α = −wt(f).
(b). This is clear.




n ⊗ . . .⊗ρ(al)∗n
equals the cardinality of Ωλ,D,α. In Chapter 4, we will use the elements of Ωλ,D,α to
label the elements in anti-row iterated Pieri Algebras.









Then f 6= f1 but f (0) = f (0)1 = (2, 1), f (2) = f (2)1 = (1, 0, 0), wt(f) = wt(f1) =
(−1,−1). So f , f1 ∈ Ω(1,0,0),(2,1),(1,1).
We shall apply the results of Section 3.2 to the semigroup Ωn,k,l. Before that, we




n,k,l, G+A,B, G−A,B in this case:
Recall that
A = {γ(0)n } and B =
 {γ
(0)
k+1} k < n
∅ k = n.
By (3.16),
γ(0)n  γ(1)n−1  · · ·  γ(s)n−s  · · · .














t : 0 ≤ s ≤ l, k + 1 ≤ t ≤ n
}
when k < n
∅ when k = n.









t : 0 ≤ s ≤ l, 1 ≤ t ≤ k
}
when k < n








t : 1 ≤ s ≤ l, max{n− s, 1} ≤ t ≤ n
}
.
By Corollary 3.2.5, ΩA,B is generated by G+A,B and G−A,B.
Definition 3.3.2.
(a). For a positive integer c and a subset I of {1, 2, . . . , l} such that 1 ≤ c ≤ k and
#(I) ≤ c, define
A(c, I) = {γ(s)t ∈ Γn,l : 1 ≤ t ≤ as, 0 ≤ s ≤ l},
where a0 = c, ai =
 ai−1 if i /∈ Iai−1 − 1 if i ∈ I.
Recall that #(I) denotes the number of elements in I.
(b). For a nonempty subset J of {1, 2, . . . , l} such that #(J) ≤ n, define
B(J) = {γ(s)t ∈ Γn,l : 0 ≤ s ≤ l, bs ≤ t ≤ n},
where b0 = n+ 1, bj =
 bj−1 if j /∈ Jbj−1 − 1 if j ∈ J.
It is easy to check that A(c, I) ∈ J∗(Γ+n,k,l,) and B(J) ∈ J∗(Γ−∗n,k,l,).
Proposition 3.3.3. We have
J∗(Γ+n,k,l,) = {A(c, I) : 1 ≤ c ≤ k, I ⊆ {1, 2, . . . , l}, #(I) ≤ c}
and
J∗(Γ−∗n,k,l,) = {B(J) : J ⊆ {1, 2, . . . , l}, 1 ≤ #(J) ≤ n} .
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Proof. This follows from similar arguments as the proof of Lemma 4.4 in [HKL].
By Corollary 3.2.5,
G+n,k,l := G+A,B =
{
χA(c,I) : A(c, I) ∈ J∗(Γ+n,k,l,)
}
and
G−n,k,l := G−A,B =
{−χB(J) : B(J) ∈ J∗(Γ−∗n,k,l,)} .
Corollary 3.3.4. Let Gn,k,l := G+n,k,l ∪ G−n,k,l and (Gn,k,l,) be the poset defined in
Definition 3.2.1. Then Ωn,k,l is generated by Gn,k,l. More precisely, each nonzero








where as and bt are positive integers for 1 ≤ s ≤ p, 1 ≤ t ≤ q and
χA(c1,I1) ≺ · · · ≺ χA(cp,Ip) ≺ −χB(J1) ≺ · · · ≺ −χB(Jq)
is a chain in (Gn,k,l,).
Proof. By Proposition 3.3.3 and Theorem 3.2.6.
































Here we use the indicator functions of PA and NB instead of the sets themslves for
clarity. The following are the elements of G3,2,2:









































Among them, χA(1,{1}), χA(1,{2}), χA(1,∅), χA(2,{1,2}), χA(2,{1}), χA(2,{2}) and χA(2,∅) are
elements of G+3,2,2 with A(2, ∅) = Γ+3,2,2. And −χB({1,2}), −χB({1}) and −χB({2}) are






It is easy to check that f ∈ Ω3,2,2 and
f = 2χA(1,{1}) + χA(2,{1,2}) + χA(2,{2}) − χB({1,2}) − χB({2}).
Obviously,
χA(1,{1})  χA(2,{1,2})  χA(2,{2})  −χB({1,2})  −χB({2})
is a chain in G3,2,2.
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3.4 Further Results
In this section, we include some further results on sign Hibi cones and the semigroup
ΩA,B. These results are not needed in Chapter 4.
3.4.1 Expression of Elements in a Sign Hibi Cone
In this subsection, we fix a finite poset (Γ,) and consider the sign Hibi cone ZΓ,.
We shall derive an explicit expression for each nonzero element f of ZΓ,. Thus our
results generalize and extend Theorem 2.4.5.
For f ∈ ZΓ, and a ∈ Z, let
Sfa := {γ ∈ Γ : f(γ) ≥ a}. (3.21)
Then Sfa is an increasing subset of Γ, and S
f
a ⊆ Sfb if a ≥ b.
Definition 3.4.1. For f ∈ ZΓ,, let
f(Γ) = {b1, b2, . . . , bh}
where b1 < b2 < ... < bh. We let C
f be the chain
Sfbh ( S
f




Note that bs = min f(S
f
bs
) for 1 ≤ s ≤ h and Sfb1 = Γ.
Example 3.4.1. Consider the poset (Γn,l,) defined in Section 3.3 with n = 3 and






























where each aS is a non-negative integer for S 6= Γ, aΓ is an integer only, and
all the increasing sets S satisfying aS 6= 0 form a chain in J∗(Γ,).
(b). The expression of f satisfying the conditions in part (a) is unique.
(c). For each S ∈ J∗(Γ,),
aS =
 max{0,min f(S)−max f(Sc)}, S 6= Γmin f(Γ), S = Γ . (3.23)
Proof. (a). Let the integers bj for 1 ≤ j ≤ h and the chain Cf of increasing sets be
as given in Definition 3.4.1.
Let γ ∈ Γ. Then f(γ) = bj0 for some 1 ≤ j0 ≤ h. So γ ∈ Sfbs for all s ≤ j0 and
γ /∈ Sfbt for all t > j0. It follows that χSfbs (γ) = 1 for s ≤ j0, and
f(γ) = bj0 − bj0−1 + bj0−1 − bj0−2 + . . .+ b2 − b1 + b1
= (bj0 − bj0−1)χSfbj0
(γ) + (bj0−1 − bj0−2)χSfbj0−1
(γ) + . . .




(bs − bs−1)χSfbs (γ) + b1χSfb1 (γ)
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Since χSfbt




(bs − bs−1)χSfbs (γ) + b1χSfb1 (γ).




(bs − bs−1)χSfbs + b1χSfb1 . (3.24)
Here bs − bs−1 ∈ Z≥0 for 2 ≤ s ≤ h and b1 ∈ Z. The chain consisting of all the







Sh ( Sh−1 ( · · · ( S1 = Γ
is a chain C in J∗(Γ,), dh, . . . , d2 are positive integers and d1 is an integer. There-
fore,
Γ = Sh ∪ (Sh−1 \ Sh) ∪ · · · ∪ (S1 \ S2).
For x ∈ Γ, there exists 1 ≤ t0 ≤ h such that x ∈ St0 \ St0+1 (where Sh+1 = ∅). Then
f(x) =
∑t0
i=1 di. Therefore, for 1 ≤ t ≤ h,




By equation (3.21), St = S
f∑t
i=1 di










Therefore, the expression is unique.
(c). Let S ∈ J∗(Γ,). If S = Sfbt for some t 6= 1, then min f(S) − max f(Sc) =
bt − bt−1 > 0, so that aS = aSfbt = bt − bt−1. If S = S
f
b1
= Γ, aS = min f(Γ) = b1. If
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S 6= Sfbt for all 1 ≤ t ≤ h, then there are γ1 ∈ S and γ2 /∈ S such that f(γ1) ≤ f(γ2),










(bs − bs−1)χSfbs + b1χSfb1 = f.
Remark 3.4.1. (a). Since ZΓ,≥0 ⊆ ZΓ,, the theorem also applies to all the nonzero
elements f of ZΓ,≥0 . In fact, explicit expressions of the coefficients aS have not been
determined before even when f is in ZΓ,≥0 .
(b). In a semigroup, only linear combinations with nonnegative integer coefficients
of its elements are defined. However, by Theorem 3.4.1, the coefficient aΓ can be






where we regard −χΓ as an element of ZΓ,.
(c). Formula (3.22) is not very useful for elements of the subsemigroup ΩA,B. For









are not in Ω3,2,2. In this case, Theorem 3.2.6 is more useful.
3.4.2 Further Structure of ΩA,B
In this subsection, we shall fix A, B ⊆ Γ and revisit the semigroup ΩA,B. Recall









≥0 . We shall also show that
an analogue of Proposition 3.1.2 holds for ΩA,B.
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≥0 to ΩA,B. Moreover, if Γ
+
A,B ∩Γ−∗A,B = ∅, then φ is a semigroup
isomorphism.





≥0 . Then φ((f1, f2)) = f 1−f 2. By the definition of Γ+A,B and Γ−A,B,
f 1 − f 2 ∈ ΩPA,NB = ΩA,B.
Moreover, if f ∈ ΩA,B, then f+|Γ+A,B ∈ Z
Γ+A,B ,
≥0 and −f−|Γ−∗A,B ∈ Z
Γ−∗A,B ,
≥0 , so that
φ(f+|Γ+A,B ,−f
−|Γ−∗A,B) = f+|Γ+A,B(x)−−f−|Γ−∗A,B(x) = f
+ − (−f−) = f.





Next, we assume that Γ+A,B ∩ Γ−∗A,B = ∅. Define






f 7→ (f+|Γ+A,B ,−f
−|Γ−∗A,B).
Since Γ+A,B ∩Γ−∗A,B = ∅, Supp(f+)∩ Supp(f−) = ∅ for all f ∈ ΩA,B. Therefore, for f1
and f2 ∈ ΩA,B,
(f1 + f2)
+ = f+1 + f
+
2 and (f1 + f2)
− = f−1 + f
−
2 .
Thus, ΦA,B is a semigroup homomorphism. Moreover, it is easy to check that ΦA,B
is the inverse of φ.





≥0 [Hw]. Moreover, when Γ
+
A,B ∩ Γ−∗A,B = ∅, ΩA,B is a Hibi cone.
(Note that Γ+A,B ∩ Γ−∗A,B = ∅ is equivalent to PA ∪ NB = Γ.) For the semigroup
Ωn,k,l, Γ
+
A,B ∩ Γ−∗A,B = ∅ if and only if k + l ≤ n, which is called the “stable range
condition”.[HTW1]
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(b). When Γ+A,B ∩ Γ−∗A,B 6= ∅, ΦA,B is not a semigroup homomorphism. Consider the
semigroup Ω3,2,2 (see Example 3.3.2). In this case, Γ
+





















Next, we shall show that ΩA,B is a union of Hibi cones.
Proposition 3.4.3. For each f ∈ ΩA,B, there exist subsets A′ and B′ of Γ such
that f ∈ ΩA′,B′ ⊆ ΩA,B and ΩA′,B′ is a Hibi cone.
Proof. For f ∈ ΩA,B, let
A′ = Γ \ Supp(f−) and B′ = Γ \ Supp(f+).
Then A′ is an increasing subset of Γ and B′ is a decreasing subset of Γ. It is easy
to check that f ∈ ΩA′,B′ , A ⊆ A′ and B ⊆ B′. By Lemma 3.2.1, ΩA′,B′ ⊆ ΩA,B.
In this case, Γ+A′,B′ = Supp(f
+) and Γ−A′,B′ = Supp(f
−). It is clear that Γ+A′,B′ ∩












Therefore, ΩA′,B′ is a Hibi cone.
Remark 3.4.3. By Proposition 3.4.3, ΩA,B is a Hibi cone locally. Thus Proposition
3.4.3 generalizes Proposition 3.1.2, which is on sign Hibi cones.
Chapter4
Anti-row Iterated Pieri Algebras
Let n, k and l be positive integers such that k ≤ n. Recall that the ((k, 0), 0, l)-Pieri
rule describes how tensor products of the form
ρDn ⊗ ρ(α1)
∗
n ⊗ . . .⊗ ρ(αl)
∗
n (4.1)
decompose into irreducible representations, whereD is a Young diagram with depth(D) ≤
k and α1, . . . , αl ∈ Z≥0. In this Chapter, we shall study the structure of an algebra
An,k,l called an anti-row iterated Pieri algebra which encodes the ((k, 0), 0, l)-
Pieri rule. It turns out that An,k,l is closely related to the semigroup Ωn,k,l defined in
Section 3.3. In particular, using the results of Chapter 3, we shall show that An,k,l
has a standard monomial basis indexed by Ωn,k,l.
4.1 Construction
Consider the algebra P(Mn,k+l) of polynomial functions on the space Mn,k+l of n×
















where Cnj is a copy of Cn for 1 ≤ j ≤ l. Let GLn×GLk act on P(Mn,k) by τ ∗n,k
and GLn×GL1 act on P(Cnj ) for 1 ≤ j ≤ l by τ ′∗n,1 where the actions τ ∗n,k and τ ′∗n,1
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are defined in equations (2.20) and (2.21) respectively. Then P(Mn,k+l) becomes a
representation of
(GLn×GLk)× (GLn×GL1)l ∼= (GLn×GLln)×GLk×(GL1)l ∼= GLl+1n ×GLk×Al.




























n ⊗ · · · ⊗ ρ(αl)
∗
n














⊗ ρDk ⊗ ψαl ,
where the representation ρ
(α1)
1 ⊗ · · · ⊗ ρ(αl)1 of GLl1 is identified with the character














⊗ (ρDk )Uk ⊗ ψαl .









⊗ (ρDk )Uk ⊗ ψαl
of P(Mn,k+l)Uk is the ψDk × ψαl eigenspace of Ak × Al and it is also a realization of







We now restrict this action to GLn×GLk×Al where GLn ∼= ∆(GLl+1n ) is the diago-
nal subgroup of GLl+1n . We shall denote the resulting GLn×GLk×Al-representation
on P(Mn,k+l) by (ρ,P(Mn,k+l)). More explicitly, for each (g, h, a) ∈ GLn×GLk×Al,
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f ∈ P(Mn,k+l) and (T, v1, . . . , vl) ∈ Mn,k+l ∼= Mn,k⊕(
⊕l
j=1Cnj ),
ρ(g, h, a)(f)(T, v1, . . . , vl) = f(g
tTh, a1g
−1v1, . . . , alg−1vl). (4.2)
Here a = diag(a1, . . . , al). Define
An,k,l := P(Mn,k+l)Un×Uk . (4.3)





where the direct sum is taken over all Young diagrams D such that depthD ≤ k, all
λ ∈ Λ+n and all α ∈ Zl≥0 and Aλ,D,α is the ψλn×ψDk ×ψαl eigenspace of An×Ak×Al.
In fact, An,k,l is a graded algebra and equation (4.4) is a decomposition of An,k,l into
homogeneous components.
Lemma 4.1.1. dimAλ,D,α = Kλ/D,−α.
Proof. The proof is similar to that of Lemma 2.8.1. Note that Aλ,D,α can be identified
with the space of GLn highest weight vectors of weight ψ
λ
n in the tensor product (4.1)
and Kλ/D,−α is the multiplicity of ρλn in this tensor product.
By Lemma 4.1.1, we see that the algebra structure of An,k,l encodes the ((k, 0), 0, l)-
Pieri rule. Thus, we call An,k,l an anti-row iterated Pieri algebra .
4.2 Generators of An,k,l
Recall the semigroup Ωn,k,l defined in Section 3.3, and the subset Ωλ,D,α of Ωn,k,l
defined in equation (3.20). By Lemma 4.1.1, dimAλ,D,α is equal to Kλ/D,−α, which
is equal to the cardinality of Ωλ,D,α by Lemma 3.3.2. In this section, we shall attach
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an element vf of Aλ,D,α to each f ∈ Ωλ,D,α. In a later section, we shall show that the
set {vf : f ∈ Ωλ,D,α} is linearly independent, so that it forms a basis of Aλ,D,α. It
will follow from this and Part (a) of Lemma 3.3.2 that the semigroup Ωn,k,l indexes
a basis for the algebra An,k,l.
We denote the standard coordinates on Mn,k+l by
x11 x12 · · · x1k y11 y12 · · · y1l







xn1 xn2 . . . xnk yn1 yn2 · · · ynl
 . (4.5)
So that P(Mn,k+l) can be regarded as the polynomial algebra
C[xij, yst]1≤i,s≤n,1≤j≤k,1≤t≤l.





Note that these polynomials generate the algebra P(Mn,k+l)GLn of GLn invariant
polynomials in P(Mn,k+l) ([GW], [Ho95]).
Lemma 4.2.1. Let g = (gij) ∈ GLn, h = (hij) ∈ GLk and (ρ,P(Mn,k+l)) be the









psysq for 1 ≤ p ≤ n, 1 ≤ q ≤ l, where g−1 = (g′ij).
(b). ρ(h)xij =
∑k
s=1 hsjxis for 1 ≤ i ≤ n, 1 ≤ j ≤ k and
ρ(h)ypq = ypq for 1 ≤ p ≤ n, 1 ≤ q ≤ l.
(c). ρ(h)rij =
∑k
q=1 hqirqj for 1 ≤ i ≤ k, 1 ≤ j ≤ l.
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Proof. (a). Let T = (Tij) ∈ Mn,k. Then























for 1 ≤ s ≤ n.
(b). Let T = (Tij) ∈ Mn,k. Then










for 1 ≤ i ≤ n, 1 ≤ j ≤ k. By equation (4.2), it is clear that ρ(h)ypq = ypq for

















By Corollary 3.3.4, the semigroup Ωn,k,l is generated by Gn,k,l. Thus we shall first
define vf for f in Gn,k,l. We now recall the definitions of the increasing set A(c, I)
and the decreasing set B(J) given in Definition 3.3.2.
Definition 4.2.1.
(a). For an integer 1 ≤ c ≤ k and a subset I = {i1 < i2 < . . . < ip} of {1, 2, . . . , l}
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with p ≤ c, let
MA(c,I) =

x11 x12 . . . x1c
...
... . . .
...
xc′,1 xc′,2 . . . xc′,c
r1,ip r2,ip . . . rc,ip
...
... . . .
...
r1,i1 r2,i1 . . . rc,i1

,
where c′ = c− p. Define
vA(c,I) := det(MA(c,I)). (4.6)
(b). For J = {j1 < j2 < . . . < jq} ⊆ {1, 2, . . . , l} with 1 ≤ q ≤ n, let
MB(J) =

yd,jq yd,jq−1 . . . yd,j1




yn,jq yn,jq−1 . . . yn,j1
 ,
where d = n+ 1− q. Define
vB(J) := det(MB(J)). (4.7)
Recall that for f in Ωn,k,l and 0 ≤ s ≤ l, f (s) is defined in equation (3.18) and wt(f)
is defined in equation (3.19).
Proposition 4.2.2. Let vA(c,I) and vB(J) be defined in Definition 4.2.1. We have:
(a). vA(c,I) ∈ Aλ,D,α, where λ = χ(l)A(c,I), D = χ(0)A(c,I) and α = −wt(χA(c,I)).
(b). vB(J) ∈ Aλ′,D′,α′ , where λ′ = −χ(l)B(J), D′ = −χ(0)B(J) and α′ = −wt(−χB(J)).
Proof. (a). First, we shall prove that vA(c,I) ∈ An,k,l. Since vA(c,I) ∈ P(Mn,k+l), it
suffices to prove that vA(c,I) is invariant under Un and Uk. Let g = (gij) ∈ Un and
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h = (hij) ∈ Uk. Then gij = 0 for i > j and gij = 1 for i = j and similar conditions




x11 x12 . . . x1c
g12x11 + x21 g12x12 + x22 . . . g12x1c + x2c
...
... . . .
...∑c′−1
j=1 gjc′xj1 + xc′1
∑c′−1
j=1 gjc′xj2 + xc′2 . . .
∑c′−1
j=1 gjc′xjc + xc′c
r1,ip r2,ip . . . rc,ip
...
... . . .
...







x11 h12x11 + x12 . . .
∑c−1
j=1 hjcx1j + x1c
x21 h12x22 + x22 . . .
∑c−1
j=1 hjcx2j + x2c
...
... . . .
...
xc′1 h12xc′2 + xc′2 . . .
∑c−1
j=1 hjcxc′j + xc′c
r1,ip h12r1,ip + r2,ip . . .
∑c−1
j=1 hjcrj,ip + rc,ip
...
... . . .
...
r1,i1 h12r1,i1 + r2,i1 . . .
∑c−1
j=1 hjcrj,i1 + rc,i1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= vA(c,I),
Therefore, vA(c,I) ∈ An,k,l.
Recall that for a positive integer β, 1β is defined in equation (2.5). Now for a subset
I of {1, 2, . . . , l}, we define 1I be the l-tuple whose ith entry is 1 if i ∈ I and 0
if i /∈ I. By equations (3.18) and (3.19), χ(l)A(c,I) = 1c−p = 1c′ , χ(0)A(c,I) = 1c and
wt(χA(c,I)) = −1I . We shall prove that vA(c,I) is a ψλn × ψDk × ψαl -eigenvector of
An × Ak × Al with λ = 1c′ , D = 1c and α = 1I :
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Let a = diag(a1, . . . , an) ∈ An, a′ = diag(a′1, . . . , a′k) ∈ Ak and a′′ = diag(a′′1, . . . , a′′l ) ∈
Al. Then we have
ρ(a)vA(c,I) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a1x11 a1x12 . . . a1x1c
a2x21 a2x22 . . . a2x2c
...
... . . .
...
ac′xc′,1 ac′xc′,2 . . . ac′xc′,c
r1,ip r2,ip . . . rc,ip
...
... . . .
...
r1,i1 r2,i1 . . . rc,i1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
















































x11 x12 . . . x1c
x21 x22 . . . x2c
...
... . . .
...
xc′,1 xc′,2 . . . xc′,c
a′′ipr1,ip a
′′
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(b). Let J = {j1, . . . , jq} ⊆ {1, 2, . . . , l} with q = #(J) ≤ n and j1 < . . . < jq. Let




















g′n−1,nyn,jq + yn−1,jq g
′
n−1,nyn,jq−1 + yn−1,jq−1 . . . g
′
n−1,nyn,j1 + yn−1,j1
yn,jq yn,jq−1 . . . yn,j1
∣∣∣∣∣∣∣∣∣∣∣∣
= vB(J),
where d = n− q + 1, vB(J) is invariant under Un. Therefore, vB(J) ∈ An,k,l.
It is clear that −χ(l)B(J) = 1∗q, −χ(0)B(J) = 0 and wt(−χB(J)) = −1J . It suffices to prove
that vB(J) is a ψ
λ′
n ×ψD′k ×ψα′l -eigenvector of An×Ak×Al with λ′ = 1∗q, D′ = 0 and
























d+1 · · · a−1n vB(J) = ψ
1∗q
n (a)vB(J).
Since vB(J) is invariant under GLk, ρ(a
′)vB(J) = vB(J) = ψ0k(a
′)vB(J). Finally, we
have
ρ(a′′)vB(J) = a′′j1 · · · a′′jqvB(J) = ψ1Jl (a′′)vB(J).
Example 4.2.1. Refer to the Example 3.3.2. Let n = 3, k = 2, l = 2. The following
are the elements in A3,2,2 defined in Definition 4.2.1.
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∣∣∣∣∣∣, vB({1}) = y31, vB({2}) = y32.
Example 4.2.2. Refer to Example 3.3.2 and Example 4.2.1. For χA(2,{2}),
χ
(0)
A(2,{2}) = (1, 1, 0), χ
(l)
A(2,{2}) = (1, 0, 0) and wt(χA(2,{2})) = (0,−1).
For −χB({1,2}),
−χ(0)B({1,2}) = (0, 0, 0), χ(l)B({1,2}) = (0,−1,−1) and wt(χB({1,2})) = (−1,−1).
Therefore, χA(2,{2}) ∈ Ω(1,0,0),(1,1,0),(0,1) and −χB({1,2}) ∈ Ω(0,0,0),(0,−1,−1),(1,1). And it is
easy to check that vA(2,{2}) is an ψ
(1,0,0)
3 ×ψ(1,1,0)2 ×ψ(0,1)2 eigenvector of A3×A2×A2
and vB({1,2}) is an ψ
(1,1,0)∗
3 × ψ(0,0,0)2 × ψ(1,1)2 eigenvector of A3 × A2 × A2.
Definition 4.2.2. Let
Gn,k,l = {vf : f ∈ Gn,k,l}
= {vA(c,I) : A(c, I) ∈ J∗(Γ+n,k,l,)} ∪ {vB(J) : B(J) ∈ J∗(Γ−∗n,k,l,)},
and define a partial ordering  on Gn,k,l as follows:
(a). vA(c,I)  vA(c′,I′) if and only if χA(c,I)  χA(c′,I′);
(b). vB(J)  vB(J ′) if and only if −χB(J)  −χB(J ′);
(c). vA(c,I)  vB(J) if and only if χA(c,I)  −χB(J).
Note that the partial ordering on Gn,k,l is inherited from (Gn,k,l,).
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where as for 1 ≤ s ≤ p and bt for 1 ≤ t ≤ q are positive integers, and all the χA(cs,Is)








The following example shows the importance of the requirement “all the χA(cs,Is)
and −χB(Jt) form a chain in Gn,k,l” in Definition 4.2.3.






Then f = χA(2,{1}) + χA(1,{2}) and f (0) = (2, 1), f (2) = (1, 0, 0), wt(f) = (1, 1). Note
that f also equals χA(2,{1,2}) + χA(1,∅), but {A(2, {1, 2}), A(1, ∅)} is not a chain in
J∗(Γ+n,k,l,). By Definition 4.2.3,






xi1yi2)[x11(x22y21 + x32y31)− x12(x21y21 + x31y31)].




Therefore, vA(2,{1,2})vA(1,∅) 6= vA(2,{1})vA(1,{2}).
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Corollary 4.2.3. Let λ ∈ Λ+n , Young diagram D with depth(D) ≤ k and α ∈ Zl≥0.
Then for f ∈ Ωn,k,l,
vf ∈ Aλ,D,α if and only if f ∈ Ωλ,D,α
Proof. For f ∈ Ωλ,D,α, f (l) = λ, f (0) = D and wt(f) = −α. By Lemma 3.3.1 and
Proposition 4.2.2, vf ∈ Af (l),f (0),−wt(f) = Aλ,D,α.
Definition 4.2.4.
(a). For λ ∈ Λ+n , Young diagram D with depth(D) ≤ k and α ∈ Zl≥0, define
Bλ,D,α = {vf : f ∈ Ωλ,D,α}. (4.9)
(b). Let
Bn,k,l = {vf : f ∈ Ωn,k,l}. (4.10)
By Lemma 3.3.2 (a), Bλ,D,α ⊆ Bn,k,l and Bn,k,l is the disjoint union of all Bλ,D,α.
By Corollary 4.2.3, Lemma 3.3.2 (b) and Lemma 4.1.1,
#(Bλ,D,α) = #(Ωλ,D,α) = Kλ/D,−α = dimAλ,D,α. (4.11)
Therefore, Bλ,D,α is a basis of Aλ,D,α if it is linearly independent.
4.3 Leading Monomials
In this section, we shall prove that, for λ ∈ Λ+n , a Young diagram D with depth(D) ≤
k and α ∈ Zl≥0, the set Bλ,D,α defined in Definition 4.2.4 is linearly independent.
By Lemma 2.8.2, we only need to prove that all the elements of Bλ,D,α have distinct
leading monomials.
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First, we let P(Mn,k+l) be given the graded lexicographic order , which is defined
in Definition 2.8.3, with respect to the following total ordering  on the variables
xst and yij:
1). xst  xs′t′ if and only if t < t′ or t = t′ and s < s′;
2). yij  yi′j′ if and only if j < j′ or j = j′ and i > i′;
3). xst  yij for all pairs (s, t) and (i, j) of indices.
Thus, we have
x11  x21  · · ·  xn1  x12  x22  · · ·  xn,k
 yn,1  yn−1,1  · · ·  y11  yn,2  · · ·  y1,l.
For f ∈ P(Mn,k+l), denote LM(f) the leading monomial of f with respect to the
above monomial ordering.
Definition 4.3.1. Let 1 ≤ c ≤ k, I = {i1 < i2 < . . . < ip} and J = {j1 < j2 <













Note that in the special case when I = ∅, mA(c,I) =
∏c
s=1 xss.
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Proof. By Definition 4.2.1,
vB(J) =
∣∣∣∣∣∣∣∣∣∣∣∣
yd,jq yd,jq−1 . . . yd,j1




yn,jq yn,jq−1 . . . yn,j1
∣∣∣∣∣∣∣∣∣∣∣∣
.
with J = {j1 < j2 < . . . < jq} and d = n + 1 − q. Since vB(J) is a homogeneous
polynomials, all its monomials have the same degree. We first note that yn,j1 is
the maximal variable which occur in vB(J) because j1 < jt for t 6= 1. Therefore,
LM(vB(J)) is the product of yn,j1 with the leading monomial of the (q; q)-minor of
vB(J). That is,
LM(vB(J)) = yn,j1 LM

∣∣∣∣∣∣∣∣∣∣∣∣
yd,jq yd,jq−1 . . . yd,j2




yn−1,jq yn−1,jq−1 . . . yn−1,j2
∣∣∣∣∣∣∣∣∣∣∣∣
 .
Now in (q, q)-minor of vB(J), yn−1,j2 is the maximal variable. Therefore, LM(vB(J)) is
the product of yn,j1yn−1,j2 with the leading monomial of the (q− 1, q; q− 1, q)-minor
of vB(J). By induction, we obtain LM(vB(J)) = yn,j1yn−1,j2 · · · yd,jq = mB(J).
Next we consider vA(c,I). If I is an empty set, the proof is the same as that of
LM(vB(J)) = mB(J). So we only consider the case of I 6= ∅.
Let I = {i1 < i2 < . . . < ip} and recall that vA(c,I) = det(MA(c,I)) where
MA(c,I) =

x11 x12 . . . x1c
...
... . . .
...
xc′,1 xc′,2 . . . xc′,c
r1,ip r2,ip . . . rc,ip
...
... . . .
...
r1,i1 r2,i1 . . . rc,i1

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and c′ = c− p. Define a new square matrix
M ′A(c,I) =








xc′,1 xc′,2 . . . xc′,c 0 0 . . . 0







r1,i1 r2,i1 . . . rc,i1 0 0 . . . 0
xc′+1,1 xc′+1,2 . . . xc′+1,c 1 0 . . . 0








xc,1 xc,2 . . . xc,c 0 0 . . . 1

.
Here the size of M ′A(c,I) is c + p and the bottom right p × p submatrix is an iden-
tity matrix. Then det(M ′A(c,I)) = det(MA(c,I)) × 1 = vA(c,I) and LM(vA(c,I)) =
LM(det(M ′A(c,I))).





xb1 xb2 . . . xbc 0 . . . 0
)





r1,ic−b+1 r2,ic−b+1 . . . rc,ic−b+1 0 . . . 0
)





xb−p,1 xb−p,2 . . . xb−p,c 0 . . . 1 . . . 0
)
with 1 on the bth
entry, when c+ 1 ≤ b ≤ c+ p.
Recall rij =
∑n
s=1 xsiysj. For c
















s=c+1 ys,ic−b+1xs1 . . .
∑n
s=c+1 ys,ic−b+1xsc −yc′+1,ic−b+1 . . . −yc,ic−b+1
)
.






















′ + 1 ≤ b ≤ c, we obtain a new matrix M ′′A(c,I),
which is






xc′,1 xc′,2 . . . xc′,c 0 . . . 0∑n
s=c+1 ys,ipxs1
∑n
s=c+1 ys,ipxs2 . . .
∑n








s=c+1 ys,i1xs2 . . .
∑n
s=c+1 ys,i1xsc −yc′+1,i1 . . . −yc,i1







xc,1 xc,2 . . . xc,c 0 . . . 1

.
Since M ′′A(c,I) is obtained from M
′
A(c,I) by elementary row operations,
det(M ′′A(c,I)) = det(M
′
A(c,I)) = vA(c,I)
and LM(vA(c,I)) = LM(det(M
′′
A(c,I))).
By the variable ordering, x11 is the maximal element which appears in det(M
′′
A(c,I)).
Therefore, LM(det(M ′′A(c,I))) is the product of x11 and the leading monomial of the
(1; 1)-minor of det(M ′′A(c,I)). The maximal element which appears in the (1; 1)-minor
of det(M ′′A(c,I)) is x22. By induction, LM(det(M
′′




−yc1,ip . . . −yc,ip
...
...
−yc1,i1 . . . −yc,i1
∣∣∣∣∣∣∣∣∣ .
By a similar argument, the leading monomial of the minor is
∏p
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Theorem 4.3.2. Let f ∈ Ωn,k,l and let vf be the element of Bn,k,l defined in Defi-
nition 4.2.3. Then
LM(vf ) = mf .
Proof. Define a map
m : Ωn,k,l → An,k,l
f 7→ mf .












































































Therefore, m is a semigroup homomorphism. Note that for χA(c,I) in G+n,k,l,
m(χA(c,I)) = mA(c,I)
and for −χB(J) in G−n,k,l,
m(−χB(J)) = mB(J).
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where as and bt for 1 ≤ s ≤ p and 1 ≤ t ≤ q are positive integers and
χA(c1,I1) ≺ · · · ≺ χA(cp,Ip) ≺ −χB(J1) ≺ · · · ≺ −χB(Jq)
forms a chain in Gn,k,l. Let vf be as defined in Definition 4.2.3. By Lemma 2.8.3
and Theorem 4.3.1,

































= m(f) = mf .
This proves the theorem.





and f = 2χA(1,{1}) + χA(2,{1,2}) + χA(2,{2}) − χB({1,2}) − χB({2}). By Definition 4.3.1,
mA(1,{1}) = x11y11, mA(2,{1,2}) = x11x22y21y12, mA(2,{2}) = x11x22y22, mB({1,2}) =
y31y22 and mB({2}) = y32. Then




















Corollary 4.3.3. For λ ∈ Λ+n , a Young diagram D with depth(D) ≤ k and α ∈ Zl≥0,
Bλ,D,α is a basis of Aλ,D,α. Then Bn,k,l forms a basis of An,k,l.
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Proof. Since #(Bλ,D,α) = dim(Aλ,D,α), we only need to prove that all the vf with
f ∈ Ωλ,D,α are linearly independent. By Lemma 2.8.2, it suffices to prove that all
the vf have distinct leading monomials. By Theorem 4.3.2, it is equivalent to prove
that all the mf are distinct. By Definition 4.3.2, mf1 6= mf2 if f1 6= f2. Therefore,
Bλ,D,α is a basis of Aλ,D,α. By equation 4.4, Bn,k,l forms a basis of An,k,l.
4.4 Structure of Anti-row Iterated Pieri Algebras
We can now state the following theorem on the structure of the anti-row iterated
Pieri algebra An,k,l.
Theorem 4.4.1. Let n, k, l be positive integers such that k ≤ n.
(a). An,k,l has a standard monomial theory on Gn,k,l and Bn,k,l is a standard mono-
mial basis for An,k,l.
(b). We have
LM(An,k,l) ∼= Ωn,k,l,
so that the initial algebra of An,k,l
C[LM(An,k,l)] ∼= C[Ωn,k,l].
(c). There exists a flat one-parameter family of C-algebras with general fibre An,k,l
and special fibre C[Ωn,k,l].
Proof. (a). By Corollary 4.3.3, it suffices to prove that Bn,k,l is the set of all standard









vA(c1,I1) ≺ · · · ≺ vA(cp,Ip) ≺ vB(J1) ≺ · · · ≺ vB(Jq)
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is a chain in Gn,k,l. Therefore, vf is a standard monomial on Gn,k,l.













vA(c′1,I′1) ≺ . . . ≺ vA(c′r1 ,I′r1 ) ≺ vB(J ′1) ≺ . . . ≺ vB(J ′r2 )













(−χB(J ′t)) . (4.15)














Therefore, Bn,k,l is the set of all standard monomials on Gn,k,l.





with ds ∈ C for 1 ≤ s ≤ p. Then there exists 1 ≤ s0 ≤ p such that
LM(h) = max{LM(vfs) : 1 ≤ s ≤ p} = LM(vfs0 ) = mfs0 .
Therefore,
LM(An,k,l) = LM(Bn,k,l) = {mf : f ∈ Ωn,k,l}.
By Lemma 2.8.3, LM(An,k,l) is a semigroup. Therefore, the map m : f 7→ mf
is a semigroup homomorphism from Ωn,k,l to LM(An,k,l). It is clear that the map
mf 7→ f is its inverse. Thus, Ωn,k,l ∼= LM(An,k,l) and C[LM(An,k,l)] ∼= C[Ωn,k,l].
(c). The algebra C[LM(An,k,l)] is generated by {mf : f ∈ Gn,k,l}. So it is finitely
generated. The theorem now follows from Theorem 2.8.4.
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4.5 Applications to Howe Duality
For each positive integer m, let glm = glm(C) be the general Lie algebra of all m×m
complex matrices. In this subsection, we consider the lowest weight modules of glk+l
which occur in P(Mn,k+l). For each of these lowest weight modules, we will show
that a subset of Bn,k,l can be identified with a basis for the subspace of this module
spanned by all the glk highest weight vectors.
Definition 4.5.1 ([GW]). Let V be an n-dimensional vector space over C and let
x1, . . . , xn be coordinates on V relative to a basis. We denote by PD(V ) the algebra
of polynomial coefficient differential operators on V . This is the subalgebra




and Mxi = multiplication by xi (i = 1, . . . , n).
The algebra PD(V ) is called the Weyl algebra .
We now let V = Mn,k+l with k ≤ n. Define a GLn action Ad on End(P(Mn,k+l)) by
Ad(g)T = ρ1(g)Tρ1(g)
−1 for g ∈ GLn, T ∈ End(P(Mn,k+l)),
where ρ1 is the restriction of the action ρ of GLn×GLk×Al on P(Mn,k+l) defined
in equation (4.2) to GLn. Then PD(Mn,k+l) is invariant under GLn relative to the
action Ad. We let
PD(Mn,k+l)GLn = {T ∈ PD(Mn,k+l) : Ad(g)T = T for all g ∈ GLn}. (4.16)
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for 1 ≤ i, j ≤ k, 1 ≤ s, t ≤ l. By the First Fundamental Theorem of Invariant
Theory for GLn ([Ho89], [GW]), all these operators are elements of PD(Mn,k+l)GLn .
Let
g′ := p− + k+ p−, (4.21)
where
p− = Span {Mij : 1 ≤ i ≤ k, 1 ≤ j ≤ l}

















δst : 1 ≤ s, t ≤ l
}
.
Then g′ is a Lie subalgebra of PD(Mn,k+l)GLn isomorphic to glk+l and it generates
PD(Mn,k+l)GLn as an associative algebra ([Go]).





ρE,Fn ⊗ LE,Fk,l , (4.22)
where E and F are two Young diagrams such that depth(E) ≤ k, depth(F ) ≤ l,
depth(E)+depth(F ) ≤ n and LE,Fk,l is an irreducible lowest weight module of g′ with
its lowest weight uniquely determined by (E,F ).






)Un ⊗ LE,Fk,l .
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Hence the g′ representation LE,Fk,l can be identified with the ψE,Fn -eigenspace of An
in P(Mn,k+l)Un .































v ∈ LE,Fk,l : Tv = 0 for all T ∈ n+k
}





identified with the ψE,Fn eigenspace of An in An,k,l.
Corollary 4.5.2. For two Young diagrams E and F satisfying depth(E) ≤ k,
depth(F ) ≤ l and depth(E) + depth(F ) ≤ n, define
B(E,F ) = {vf ∈ Bn,k,l : (f (l))+ = E, (f (l))−∗ = F}. (4.23)





Proof. This follows from Corollary 4.3.3 and the fact that B(E,F ) is contained in the
ψE,Fn eigenspace of An.
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where Cn1,i and Cn2,j are copies of Cn for 1 ≤ i ≤ k and 1 ≤ j ≤ l. Define the action
of
(GLn×GL1)k+l ∼= GLk+ln ×Ak × Al
on P(Mn,k+l) by
τ ∗n,1 ⊗ · · · ⊗ τ ∗n,1︸ ︷︷ ︸
k
⊗ τ ′∗n,1 ⊗ · · · ⊗ τ ′∗n,1︸ ︷︷ ︸
l
,
where τ ∗n,1 and τ
′∗
n,1 are defined in equation (2.20) and equation (2.21) respectively.
We restrict the action to GLn×Ak × Al where GLn = ∆(GLk+ln ) and denote it by
(ρ′,P(Mn,k+l)).


































































⊗ ψαk ⊗ ψβl .
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and recall that by equation (2.10), a description on how this tensor product decom-
poses is called a ((0, 0), k, l)-Pieri rule . We now define
En,k,l := P(Mn,k+l)Un . (4.24)
Then En,k,l is a module for An×Ak×Al and it encodes information on the ((0, 0), k, l)-
Pieri rule.
In a future project, we shall extend the methods and techniques which we have
developed in this thesis to study the structure of the algebra En,k,l. In particular,







)Un ⊗ LE,Fk,l .
Therefore, the ψE,Fn -eigenspace of An in En,k,l is a realization of LE,Fk,l . Thus using
the basis for En,k,l, we will obtain a basis for LE,Fk,l .
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