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The problem description of data models and types of databases has generated and gives rise to 
extensive controversy generated by their complexity, the many factors involved in the actual 
process of implementation. Grids encourage and promote the publication, sharing and 
integration of scientific data, distributed across Virtual Organizations. Scientists and researchers 
work on huge, complex and growing datasets. The complexity of data management within a grid 
environment comes from the distribution, heterogeneity and number of data sources. 
Early Grid applications focused principally on the storage, replication and movement of file-
based data.. Many Grid applications already use databases for managing metadata, but 
increasingly many are associated with large databases of domain-specific information.  In this 
paper we will talk about the fundamental concepts related to grid-database access, management,  
OGSA  and integration. 
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1 Introduction 
 
A data grid is a grid computing system that 
deals with the controlled sharing and 
management of large amounts of distributed 
data. Data grids should provide a low level 
framework for data management activities. 
The size and number of data collections has 
been growing rapidly (petabytes), the costs 
of computation and data storage decrease 
and performances increase. 
Data grids allow to store, manage and share 
large data collections, huge amount of files, 
geographically distributed databases across 
virtual organizations.  
Data management represents the real 
challenge for the next generation petascale 
grid environments. In the last few years, 
there was an increasing interest in fine 
grained (database related) grid data 
management activities and services 
connected with database access, metadata 
management, data integration, data 
transformation, data flow. Grid Services for 
database access and integration play a 
strategic role and provide added value to a 
production grid environment since they 
allow to aggregate data, join datasets stored 
at different sites, infer new knowledge by 
analyzing structured and distributed data, 
manage monitoring and accounting 
information.[4] 
Research and development activities relating 
to the Grid have generally focused on 
applications where data is stored in files. 
Grid Services for database access and 
integration play a strategic role and provide 
added value to a production grid 
environment since they allow to aggregate 
data, join datasets stored at different sites, 
infer new knowledge by analyzing structured 
and distributed data, manage monitoring and 
accounting information. 
 
2 Grid Computing and Common Benefits 
 
Grid computing is a term that has been 
applied to various architectures designed to 
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deliver the benefits of an IT grid. It is an 
approach to computing that detaches the 
software functionality from the specifics of 
hardware deployment by blending system 
and storage resources into a continuum of 
resources that can be allocated to, and 
deallocated from a particular function or 
functional locus, in this case, a database. 
It enables administrators to assign 
computing tasks to computing resources, and 
it assigns data to storage resources in a way 
that enables such resources to be easily 
added or removed or tasks and data to be 
moved as needed. 
In the case of database workloads, grid 
computing contrasts with the classic model 
that involves dedicated servers associated 
with dedicated storage in that the servers and 
storage are fluid. They can be assigned, 
added, and reassigned as necessary without 
upsetting the overall topology of the 
database server environment. 
 
The key benefits of grid computing come in 
the form of resource flexibility, scalability, 
and optimization of operations through 
parallel processing. These benefits are 
expressed through an architecture that gives 
users the following capabilities: 
• To avoid unnecessary hardware, power, 
and staffing costs of overprovisioning 
IT systems, commonly done to avoid 
capacity upgrades. 
• When capacity upgrades are necessary, to 
scale incrementally by adding (or in some 
cases, redeploying) system and storage 
resources without expensive "forklift 
upgrades" or time-consuming and error-
prone upgrade procedures. 
• To ensure  continuous  availability through 
the provisioning of redundant resources, 
ensuring automatic failover when necessary. 
• To increase transaction throughput through 
parallelization of tasks. 
All these benefits combine to enable better 
business agility in responding to changes 
in load or business priorities. 
 
3 Metadata – importance in Grid 
 
The use of metadata in Grid applications 
tends to be quite simple it is mainly for 
mapping the logical names for datasets into 
the physical locations where they can be 
accessed. 
Metadata will be important for many Grid 
applications, in the following activities: 
 
• Management or scheduling through 
provision of system and administrative 
information. 
• Data discovery or interpretation through 
provision of data structure and content 
information. 
• Resource or access method selection, 
through indexes or summaries.  
• Data selection or evaluation, to inform 
human judgements about the data. [13] 
 
Almost all aspects of metadata can have 
components that are application specific. 
[13] 
Many applications involve portals, 
workflows or bespoke code that first 
examines metadata according to user 
requirements and then uses these metadata to 
locate the data, describe which data are 
accessed, determine what transformations 
are necessary, to steer analyses and 
visualizations, and to carry forward 
information into automatically generated 
metadata associated with result sets. 
As users and developers develop more 
sophisticated applications, more 
sophisticated metadata systems and tools 
will be required.  
The use of metadata to locate data has 
important implications for integrating 
databases into the Grid because it promotes a 
two-step access to data . [13] 
In step one, a search of metadata catalogues 
is used to locate the databases containing the 
data required by the application. Those data 
are then accessed in the second step. A 
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consequence of two-step access is that the 
application writer does not know the specific 
resource that will be accessed in the second 
step. The application must be general 
enough to connect and interface to any of the 
possible resources returned in step one. [13] 
Ideally the two-step approach requires that 
all resources should provide the same 
interfaces, but variation in facilities, 
interfaces and representations is inevitable. 
[13]  
OGSA-DAI services provide metadata about 
the DBMS, e.g. whether it is an Oracle, DB2 
or MySQL, DBMS (Database Management 
System), system that are being exposed to 
the Grid. Also metadata are provided about 
the capabilities of the DBMSs that are being 
exposed to the Grid through the service 
interfaces as well as any inherent capabilities 
of the services themselves. The connection 
technology that is employed to connect to 
the databases is also exposed for clients 
capable of using such information.  
The metadata may be provided statically, 
that is when the service is configured, or 
dynamically, which may require additional 
coding. On the whole the static metadata 
model is extensible so that communities that 
employ OGSA-DAI to access databases 
within a Grid context can provide 
community-specific metadata for the 
databases they expose to the Grid. 
 
 
 
 
4 The need for databases in Grid   
environments 
 
Early Grid applications were often closely 
associated with devices or tools that read 
and/or generated flat files. Consequently, 
support for files rather than for the 
management of structured data had the 
highest profile in the early Grid toolkits. 
However, over time, the file management 
systems and registries associated with Grid 
toolkits themselves became complex, and 
database management systems (DBMSs) 
were increasingly used to store Grid 
metadata. Contemporaneously, the 
requirements of the scientific computing 
community have become more sophisticated 
with, for example, biological and 
astronomical communities generating large 
quantities of data that increasingly use 
databases for storage and retrieval. 
Similarly, engineering, medical research, 
healthcare and many governmental systems 
can also take advantage of Grids that access 
and  integrate multiple and distributed 
collections 
of structured data. [13] 
Researchers, initially led by Globus and 
IBM, began in 2001 developing new Grid 
standards and technology. The result was the 
Open Grid Services Architecture (OGSA).   
OGSA presents a picture of the Grid where 
Grid resources and services are represented 
by instances of Grid services.  
Grid services, are stateful service instances 
supporting reliable and secure invocation, 
lifetime management, notification, policy 
management, credential management, and 
virtualization. The OGSA-DAI project is 
developing Grid services that represent data 
resources, where, by a data resource, we 
mean any physical or logical entity that is 
able to source or sink data. These underlying 
data sources and sinks, together with any 
associated management infrastructure, are 
referred to as physical data resources. The 
term data resource is then used to represent 
the aspects and capabilities that are exposed 
to the Grid. 
 If the OGSA is to support a wide range of 
communities, then database integration is 
vital. As the Grid becomes commercially 
important, database vendors will embed the 
middleware functionality directly into their 
products to provide support for OGSA Grid 
integration.  
Similarly, it is vital that those designing 
standards for Grid middleware take into 
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account the special requirements to easily 
integrate databases across a Grid. One of the 
motivations for OGSA-DAI is to expose and 
formulate such requirements. Together, 
these converging developments will reduce 
the amount of middleware required to 
integrate databases into the OGSA Grid. 
OGSA-DAI has designed, developed and 
released a collection of services for 
integrating database access and description 
with the core capabilities of OGSA, this 
allowing structured data resources to be 
seamlessly integrated into OGSA Grid 
applications. 
Relational database vendors support the 
integration of their products with Web 
Services from within SQL queries, the 
creation of Web Services from stored 
procedures, and the publication of Web 
Services based on database requests. 
The European Data Grid has developed 
Spitfire, in a Grid settings, a Web Service 
interface to relational databases for metadata 
management. Spitfire has developed an 
infrastructure that allows a client to query a 
relational database over GSI-enabled 
HTTP(S). An XML-based protocol is used 
to represent the query, and its result. Provide 
a number of facilities for automating the 
management of data and its referential 
integrity.  
OGSA-DAI currently only provides 
interfaces to relational and XML database 
management systems. [3] 
OGSA-DAI allows developers to define 
their own activities and make them available 
to consumers. This feature has been 
exploited by a number of research groups 
and could, for example, be used to expose 
specialist functionality such as local data 
mining capability to database consumers. 
There is clearly also a relationship between 
OGSA-DAI and other data Grid 
functionalities. [3] 
 
The prime goals of OGSA-DAI were: 
• Provide controlled exposure of physical 
data resources to the Grid. 
• Support access to heterogeneous physical 
data resources through a common interface 
style. 
• Provide base services that allow higher-
level data integration services to be 
constructed. 
• Leverage emerging Grid infrastructure for 
security, management, accounting etc. 
• Standardise data access interfaces through 
the GGF DAIS WG. 
• Provide a reference implementation of the 
DAIS specification. 
OGSA-DAI should be seen as one of a range 
of components that together support access, 
sharing, management and coordinated use of 
data on the Grid. [3] 
 
5 Operations on a Data Resource    
 
Managing the interaction between a data 
resource and the Grid involves defining the 
operations that may be performed on a 
physical data resource and the data 
requirements for these operations.  
• Update operation, data must be delivered to 
the data source. 
• Query operation, data may be transported 
away, via a delivery mechanism, from the 
data resource. 
OGSA-DAI is not defining any new query 
languages; the GDS is acting as a conduit 
through which existing query languages may 
be directed to the physical data resource. 
Figure 1 presents primary mode of operation 
employed by OGSA-DAI: a Grid service 
presents some view of a data resource, a 
query document is submitted to the Grid 
service, and is evaluated to produce a result 
document, usually returned to the client. The 
nature of the query document submitted to 
the Grid service and the subsequent result 
document depends on the type of the data 
resource that the Grid service is configured 
to represent. For example, a relational 
database may accept SQL queries. [3] 
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Fig.1. GDS mode of operation 
 
If the data in question is transported 
somewhere else in the Grid then a GDSF 
may be used to represent the data at the 
destination point. Alternatively, the data may 
be represented in some other non-Grid-
enabled storage system in which case it may 
be referenced using out-of-band techniques. 
GDSF (Grid Data Service  ) is defined to 
represent the point of presence of a physical 
data resource on the Grid. It is through the 
GDSF service instances that a physical data 
resource’s capabilities and meta-data are 
exposed.  
 
Consider the case where a GDS is used to 
request data from a physical data resource: 
 
• If the results are anticipated to be small 
then the client may request that the data is 
returned synchronously, i.e. in-lined in the 
response to the original query.  
• Out-of-band delivery mechanisms might be 
used to transfer data resulting from a query. 
A new GDSF could then be created against 
the physical data resource to which results 
have been delivered - see Figure 2. [3] 
 
 
Fig.2. GDS delivery to file system. 
 
• Delivery from one GDS to another may be 
used as a mechanism for transferring data. 
The results could then be served by a new 
GDS. 
 It is not the intention of OGSA-DAI to build 
delivery technology or indeed Grid services 
that represent the data that is being 
delivered. The interface to delivery and the 
specification of what is to be delivered 
across a particular interface is of interest to 
OGSA-DAI. 
 
6 Grid-DBMS: Key Issues 
A grid database management system should 
provide transparent, secure and efficient 
management of data sources in a grid 
environment. Since the beginning of the grid 
era many efforts were directed towards 
computational access and storage 
management. Grid database management 
was addressed starting from the year 2000 
(EDG-Spitfire (Bell et al. 2002), GRelC 
(Aloisio et al. 2005), and OGSA-DAI 
(Antonioletti et al. 2005)). In the following 
we describe some basic elements connected 
with database management in distributed 
environments, highlighting how they impact 
on the application domains and why they are 
so relevant for end users. 
Next subsections will be devoted to the 
discussion of data representation, data 
organization, data models, query languages, 
data access, data integration, access control 
and data flow. [4] 
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Data Representation 
To be domain-independent, data grids must 
provide support (in terms of access and 
management) to every type of data format, 
structure and representation. 
Data can be both structured and 
unstructured, 
characterized by different formats, coding, 
precision, accuracy and semantics. 
Some examples concern bioinformatics (i.e. 
textual files, relational data sources), 
astrophysics (i.e. relational DBMS with 
postGIS extensions), climate scientists (i.e. 
XML) data banks. [4] 
 
Data Organization, Data Models and 
Query Languages 
Data can be organized following several data 
models such as relational and hierarchical. 
Support in terms of relational or XML 
engines is widely provided by existing 
systems: Postgres, MySQL, IBM/DB2, as 
well as XIndice, eXist. Such DBMSs 
provide full support in terms of database 
access and management functionalities. 
Different data models adopt different query 
languages such as SQL (for the relational 
one) and XPath and XQuery (for the 
hierarchical one). Data grids must provide 
support to all of them. [4] 
 
Data Access 
Even if DBMSs provide a lot of 
functionalities for the management of data 
sources, they are not fully compatible with 
existing grid middleware. They can be 
accessed in grid by using a “grid-DBMS” 
interface. This grid interface must provide 
full support to all of the query languages 
(SQL, XQuery, XPath, etc.) concerning the 
target data resources (transparency 
requirement with regard to the query 
language). The specific part of the grid-
DBMS that makes a data resource accessible 
in grid (or “grid enabled”) is called Grid 
Database Access Service (Grid DAS). 
It must provide secure, transparent, robust 
and efficient access to heterogeneous and 
distributed databases exposing standard 
interfaces to enable interoperability with 
other grid components and/or services. 
Several research projects exploit the service-
in-themiddle or front-end approach to 
provide such kind of functionalities, that is, 
they focus on the development of a 
transparent, secure and robust grid interface 
to existing DBMSs. On the contrary, vendor-
specific products (i.e. Oracle 11g) generally 
exploit an embedded approach providing 
within the product, software modules to run 
on a grid environment. [4] 
 
Data Integration 
While the Grid DAS is a basic service to 
expose databases in grid (it provides a first 
level of virtualization), the Grid Data 
Integration Service (Grid DIS) is a further 
necessary building block if we want to 
provide aggregation capabilities (second 
level of virtualization).  
A Grid DIS can be centralized or distributed 
and in some cases it is integrated into the 
related Grid DAS providing what we call a 
Grid DAIS. 
Data integration is strongly challenging 
since it allows both to integrate data within 
several application-level domains 
(bioinformatics, astrophysics, financial, etc.) 
and system-level distributed environments 
for monitoring and accounting purposes. [4] 
 
Data Access Control 
Data access control is more important to 
ensure that the confidentiality of the data is 
preserved/maintained  against unauthorized 
accesses. 
The facilities that the Grid provides to 
control access must be very flexible in terms 
of the combinations of restrictions, available 
policies, etc. User-centric and  VO-centric 
(Virtual Organization), data access control 
allow managing policies 
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at each level of granularity addressing local 
site autonomy and user-level policies 
management (in the first case) and 
flexibility, scalability and manageability in 
the VO-level policies management (in the 
second case). 
A combined User-VO data access control 
allows mixing the benefits related to the two 
approaches (any combination of insert, 
update, and delete privileges can be defined 
with the right level of granularity). 
The Grid must provide the ability to control 
access based on user role (as it usually 
happens for DBMSs). Role based access 
control is fundamental for collaborative 
working, when several individuals may 
perform the same role at the same time and 
provides a scalable and manageable way to 
split users in subclasses with specific and 
well-known privileges. 
Granting and revoking activities must be 
dynamically performed by administrators 
and should be easily carried out by using 
high level interfaces such as data grid 
portals. 
Data access policies should be managed at 
the Grid- DBMS layer, without entirely 
relying on the back-end framework. This 
could enable data access control for trivial 
data resources such as text files and prevent 
the access attempts to the back-end systems 
for unauthorized users. [4] 
 
7  Transparency, Efficiency and 
Interoperability 
Transparency is a common requirement for 
grid services and fundamental to make 
virtualization a reality. There are various 
possible types of transparency in a 
distributed environment.  
• Physical data location: the physical 
location of a database in the grid must be 
hidden/virtualized by the grid service. 
• Naming: an application must be able to 
access a data source without knowing its 
name or location. 
These kind of information must be managed 
by means of mapping, alias, which conceal 
data that are not relevant to the end-user, 
such as connection string for the databases, 
DBMS port, login and password. 
• Data replication: replication of data 
improves performance, availability and fault 
tolerance. The user must not be aware of the 
existence/management of multiple physical 
copies of the same data source, has just to 
deal with the logical (virtualized) data 
source name. 
• DBMSs heterogeneity: many different 
RDBMSs exist, such as ORACLE, 
IBM/DB2, MySQL, SQLite. An increasing 
number of applications interact with not 
relational databases such as flat files and 
XMLbased documents in the bioinformatics 
and climate change domains. This kind of 
heterogeneity must be properly handled in 
order to provide a uniform access interface 
to different data sources and a grid database 
access service independent of the back-end 
systems. [4] 
 
Efficiency 
Performance plays a fundamental role in the 
data grid environment. High throughput, 
concurrent accesses, fault tolerance, reduced 
communication overhead, are important 
goals that must be achieved by exploiting 
among the others data localization and query 
parallelism. Efficient data delivery 
mechanisms can reduce the connection time 
and the amount of transferred data. [4] 
 
Security is crucial for the management of a 
database in data grid environment. Data 
security aims at protecting data against 
unauthorized accesses by  preventing 
unauthorized users from accessing data and  
protecting information exchanged in the data 
grid network. Authentication is strongly 
required to check user’s identity, 
authorization concerns privileges and 
read/write permissions. Users must be able 
to "log on" (authenticate) just once and then 
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have access to any resource in the Grid that 
they are authorized to use, without further 
user intervention. 
Most important production/research grids 
adopt the de-facto standard for security 
Globus Grid Security Infrastructure (GSI). 
It provides full security support concerning 
data encryption, data integrity, protection 
against replay attacks and detection of out of 
sequence packets. GSI is widely used both in 
gLite and Globus based grid environments. 
The Spitfire (European DataGrid Work 
Package 2, Project Spitfire ) has 
implemented a security architecture based on 
transport-level SSL security and mapping of 
Grid credentials to database roles. [4] 
 
Interoperability  can be achieved by 
standard adoption. To achieve 
interoperability, using the method of 
defining and adopting common open 
standards and architectures is a common 
approach, which relies heavily on 
standardization and implementation 
processes. Because comprehensive 
implementations and roll-outs spanning 
different Grid communities are difficult, 
costly and often politically charged, in 
certain scenarios a coupling of the 
architectures is a reasonable alternative. 
The loss of interoperability in a Grid of 
middlewares may lead to problems in the 
Grid’s operation. [4] 
 
8 Grid Integration 
The full integration of database technologies 
with Grid middleware is widely recognized. 
There are two main dimensions of 
complexity to the problem: reconciling 
implementation differences between server 
products within a single database paradigm 
(IBM, Oracle, Microsoft, etc.) and the 
variety of database paradigms (object, 
relational, XML, etc.). Each DBMS is the 
result of many hundreds of person-years of 
effort to provide a wide range of 
functionality, valuable programming 
interfaces and tools, and important 
properties such as security, performance and 
dependability. 
Grid Data Integration service (GDI), this 
service provides XML schema mapping 
utilities for semantically connected XML 
data sources. To this aim the GDI extends 
the OGSA-DAI by introducing a new 
activity devoted to the reformulation of an 
XPath query by using the XMAP 
reformulation algorithm. 
There is a considerable history in database 
research of semantic data modelling and data 
integration techniques, both being 
dimensions of the problem outlined above 
for Grid data services required in the earth 
sciences. 
Data modelling has evolved from Codd's 
relational model through the ER model of 
Chen to semantic and fully object-oriented 
models incorporating inheritance, 
aggregation, and behaviour.  
The databases literature also contains a 
considerable history of data integration 
methods. These have been developed for a 
rich range of problems including reverse and 
re-engineering, schema translation, and 
database integration. 
Proven approaches for DBMS integration 
that might be examined for their 
applicability in a file-based data Grid 
include: data warehousing where data is 
imported enmasse from legacy databases and 
transformed into a common data model, and 
wrapper/mediator architectures where 
heterogeneous local sources are mapped to a 
global schema and integrated through 
middleware. 
For integration of heterogeneous file-stores 
in a data Grid, the warehousing and 
federation models are impractical. Instead, a 
wrapper/mediator approach is required, with 
a common data model exposed through 
semantic data services. 
The requirement for data integration on the 
Grid has led to a significant amount of 
activity in the GGF DAISWG, with 
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specifications developed for relational and 
XML Grid Database Services. 
What is really needed in a data Grid is a 
semantic data integration framework that 
allows the request on this global geographic 
dataset.  
 
9 Conclusions 
Data services for the Grid have focussed so 
far primarily on encapsulating data syntax 
(distributed relational databases, file format 
and location). 
The elements of a generic framework would 
include:  
• A meta-model for constructing 
semantically-rich domain specific data 
models independent of storage concerns 
• A data storage description language for 
describing the construction of semantic data 
object instances. 
• A canonical process for serialising 
semantic data instances in service 
workflows. 
Both implicit and explicit knowledge-bases 
or ontologies are supported by the general 
framework.  
Data access services may be built on top of a 
data model constructed according to the 
framework. These could be exposed through 
Activity extensions in OGSA-DAI.  
 
10 Acknowledgement 
 
The language used to convey requests to a 
database service, the database can be SQL 
for relational database services and XQuery 
for XML database services.  
A single database system may support 
multiple paradigms. 
With Grid  Control can be manage a lot of 
things than just the database. For example, if 
you run Siebel, PeopleSoft, E-Business 
Suite, BI-EE, or custom Java application 
along with Oracle database you can manage 
them together with Grid Control. 
Data grids provide what we need to can 
manage distributed data, the logical name 
spaces needed to assemble collections, a 
common infrastructure base upon which 
multiple types of data management 
environments may be implemented.  
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