We give results for the effect of Born and of resonant impurity scattering on the imaginary part of the infrared conductivity (⍀) of a d x 2 Ϫy 2 superconductor. Inelastic scattering is included in our work through an electron-boson spectral density which also causes the pairing. We emphasize the product of ⍀ times the imaginary past of (⍀). Its zero frequency limit gives the penetration depth, while around twice the gap value it shows smooth behavior as is observed in YBa 2 Cu 3 O 6.95 , which has d x 2 Ϫy 2 symmetry. This is in sharp contrast to the case of an s-wave superconductor which would display a sharp characteristic dip at this energy as seen in BaKBiO. ͓S0163-1829͑96͒10026-6͔
I. INTRODUCTION
Optical conductivity measurements in the infrared can give valuable information 1, 2 about the properties of the low lying charge excitations in metallic systems. In particular, in conventional superconductors, measurements of the real part of the conductivity, which describes the absorption, have given a measure of the size of the superconducting energy gap. While conventional superconductors display an s-wave gap and are in the dirty limit, the high-T c copper oxides are different. Not only do they have much higher values for their critical temperature T c , but their coherence length is sufficiently small that they usually fall in the clean rather than in the dirty limit. A feature of the oxides different from the conventional case, and which is not in dispute, is the fact that, at T c , the inelastic scattering rate is very large and of the order of T c ͑Refs. 1 and 2͒ itself. Further, while the symmetry of the gap is not yet unambiguously established, it is clear that it is not isotropic s-wave. Many experimental data, including optical conductivity results, are consistent with a d-wave order parameter, belonging to [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] the d x 2 Ϫy 2 irreducible representation of the two-dimensional CuO 2 tetragonal lattice. Of these various experiments, however, many require only that the gap goes through zero [8] [9] [10] [11] [12] [13] [14] [15] at points on the Fermi surface and such experiments do not probe directly the phase of the gap. Others have been designed specifically to probe this phase, [3] [4] [5] [6] [7] but not all give the same results and some controversy remains. The optical conductivity is not a phase sensitive quantity so we expect that a simple model in which the gap has an angular dependence on the two-dimensional Fermi surface of the form cos (2) , to be representative of any case for which the gap has zeros on the Fermi surface.
On the theoretical side, there now exists a large literature [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] on d-wave superconductivity. These works extend some of the previous calculations of superconducting properties performed for a p-wave gap, [35] [36] [37] [38] [39] which were motivated primarily by experiments on the heavy fermion superconductors. Much of the d-wave literature is general and is quite independent of the mechanism that leads to such a gap. One of many possibilities for mechanism is the nearly antiferromagnetic Fermi liquid [20] [21] [22] [23] [24] [25] in which the pairing is envisaged to be due to the exchange of antiferromagnetic spin fluctuations. We have nothing new to say about this possibility here. Rather we will simply assume d-wave symmetry for the pairing interaction which is taken to be separable in initial and final momentum and then proceed to the calculation of the conductivity. We will present results for the infrared conductivity in a formalism which includes inelastic scattering through an electron-boson spectral density. This spectral density is also assumed to cause the superconductivity. In addition, impurity scattering will be treated in the unitary limit ͑strong scattering͒ and in Born approximation ͑weak scattering͒. 40 It is now well established that Zn and Ni in YBa 2 Cu 3 O 6.95 ͑YBCO͒ can have very different effects on superconducting properties. [41] [42] [43] [44] As an example, Ni in small concentrations does not change the power law observed for the low temperature dependence of the penetration depth, while additions of Zn changes it from T to a T 2 law. This is what is expected for resonant scattering in the unitary limit. 37 Thus Ni may be in the Born limit ͑weak scattering͒ while Zn is in the opposite limit, namely the unitary limit.
The formalism employed involves generalized 44 Eliashberg equations in which the interaction kernel is taken to be a product of two separate functions of momentum and frequency and as a further simplification, a separable model is used for the angular dependence of the pairing. These assumptions lead to a gap which is proportional to cos (2) where is an angle along the cylindrical Fermi surface in the two-dimensional CuO 2 planar Brillouin zone. The frequency dependence of the pairing interaction is accounted for, in the usual way, through an electron-boson spectral density ␣ 2 F(). The form of this function is not our primary interest here and will be modeled. It is fixed for a spin function mechanism throughout the calculation. Impurity scattering enters as an extra term in both of the generalized Eliashberg equations for the gap and renormalization function. The form of the impurity term is different depending on resonant or Born scattering, but the general structure of the equations is not. The two coupled nonlinear Eliashberg equations must be solved numerically by successive iteration for each impurity concentration. From the solution of these equations on the real frequency axis, the conductivity is computed from an appropriate Kubo formula for the current-current correlation function. The ratio of the real to imaginary part of the conductivity is used to define an inelastic scattering rate as a function of frequency which is compared with experimental results.
In Sec. II, we present the necessary formalism. Numerical results are found in Sec. III and a brief conclusion in Sec. IV.
II. FORMALISM
In Nambu notation, the conductivity at frequency v, which is denoted by (v), can be written in terms of the 2ϫ2 matrix Green's function G s (p,) in the superconducting state with p momentum and energy. The expression for (v), the in-plane conductivity, is [45] [46] [47] [48] [49] [50] [51] [52] ͑͒ϭ i
where tr denotes the trace and the brackets ͗ ͘ indicate an average over the angles on the Fermi surface. The Fermi velocity is v F ,e is the charge on the electron, N͑0͒ is the electronic density of states taken out of the energy integral and pinned to its value at the Fermi surface, and f (⍀) is the Fermi Dirac thermal distribution. The integration over energy ⑀ p in Eq. ͑1͒ can be carried out and, after considerable algebra, we arrive at a formula for (v) of the form in the above, the star refers to the complex conjugate. Here, p ()ϵ (;) and ⌬ p ()ϵ⌬(;) are the renormalization and pairing function, respectively, taken on the real frequency axis and written for an anisotropic state. They are solutions of the real frequency axis Eliashberg equations. First, these equations need to be written on the imaginary Matsurbara frequency axis with i n ϵi(2nϩ1)T with T the temperature. For a separable pairing potential for scattering from k to kЈ at the Fermi surface, which is attractive, and of the form g cos(2)(nϪm)cos(2Ј) ͑Ref. 44͒ in the pairing channel and, for simplicity, assumed to be isotropic and equal to (nϪm) in the renormalization channel, they are
where g is a measure of the d-to s-wave admixture in the interaction. The numerical results, to be presented in the next section, do not depend critically on the value of g. Here we will present results only for gϭ0.8 although we have carried out calculations for other values. The quantity (mϪn) has the usual form
where ␣ 2 F(⍀) is the electron boson spectral density involved in the interaction. Its precise value will depend on mechanism. Here, for convenience, we will take it to have the shape of the spectral density derived from the antiferromagnetic spin susceptibility rather than from phonons. 53, 54 In as much as this choice is not critical to the numerical results obtained, we are not committing ourselves exclusively to an underlying spin fluctuation mechanism involving antiferromagnetic paramagnons. The form of ␣ 2 F(⍀) chosen is a constant times (/ SF )/͓1ϩ(/ SF ) 2 ͔ with the paramagnon frequency SF Х30.0 meV. 54 The ratio of T c / SF is the relevant strong coupling index. 54 The absolute strength of the spectral density in ͑6͒ is, of course, what determines the size of T c which we can think of as typically 100 K for the high-T c oxides. It also causes the inelastic scattering which in our work corresponds to a rate of order T c at the critical temperature.
As written, Eqs. 5͑a͒ and 5͑b͒ do not depend on impurity scattering. To include this possibility, we need to add onto the right-hand side of 5͑b͒ a term of the form
where ⌫ ϩ is proportional to the impurity concentration and c is related to the electron phase shift for scattering off the impurity. For unitary scattering, it is equal to zero while c→ϱ gives the Born approximation. The actual value of ⌫ ϩ will not be specified here. As impurities are added to a d-wave superconductor, the value of T c is reduced below its pure case magnitude (T c0 ) and the ratio of T c to T c0 will be used as an index of impurity scattering instead of ⌫ ϩ . To complete the specification of ͑7͒, we have
Note that the average ͗D(i n ;)͘ of Eq. ͑7͒ will exactly vanish for pure d-wave symmetry as we have assumed here. While certain quantities, such as the penetration depth, can be obtained quite directly from the numerical solution on the imaginary frequency axis, i.e., from ⌬(i n ;) and (i n ), the real frequency axis solutions are needed for the calculation of the conductivity. The real frequency axis equations for ⌬(ϩi␦;) and (ϩi␦) with ␦ infinitesimal are much more complicated than Eqs. ͑5a͒ and ͑5b͒. They can be written in the form 44 ,55
where
and
In Eqs. ͑9a͒ and ͑9b͒, n(z) and f (z) are, respectively, the Bose-Einstein and Fermi-Dirac distribution functions at temperature T. We note that in our simplified model for the momentum dependence of the interaction, the renormalized Matsurbara frequency (ϩi0 ϩ ) does not itself depend on angles. In principle, we could also have taken a different form for (nϪm) in the two channels of Eqs. ͑5a͒ and ͑5b͒ but this would introduce a new uncontrolled function into the theory, which we want to avoid, and only g is introduced with the same form of ␣ 2 F(⍀).
III. NUMERICAL RESULTS
As we will be mainly interested in a comparison of our results for resonant impurity scattering ͑strong scattering͒ with similar results for Born scattering ͑weak scattering͒ and do not want to commit ourselves to a particular value of the plasma frequency, we will present results for the conductivity in arbitrary units. What is left out of our computer programs is the factor 2/3 e 2 v F 2 N(0) in formula ͑1͒. To get the actual conductivity, it is therefore necessary to multiply the results presented by ne 2 /2m where n is the electron density and m the electron mass. Also, all our results in the superconducting state will be given with reference to reduced sample temperature T/T c where T c is the critical temperature of the sample which can contain impurities. In a d-wave superconductor, adding impurities, of course, leads to a reduction in critical temperature.
Results for the real part of the conductivity have already been discussed by Carbotte, Jiang, Basov, and Timusk 40 although the amount of inelastic scattering included in their work was considerably less than the amount included here. They also employed a Pb spectrum to model the boson spectral density ␣ 2 F(⍀) and the coupling strength, as measured by the strong coupling parameter T c / log , 53, 54 was set equal to 0.1 where log is the characteristic boson energy involved. Here we use instead a form for ␣ 2 F(⍀) which may be more appropriate to a spin fluctuation spectrum, namely
͑13͒
with h chosen to get critical temperature value T c of 100 K for the pure case ͑no impurities͒. This is typical for the oxides. The other parameter, which fixes the boson energy scale, SF , was set equal to 30 meV so that the strong coupling parameter T c / log is now equal to 0.31. Different choices of this spectrum could be made particularly if one wished to model some other known and definite mechanism. In particular, models that include enhanced low frequency scattering, discussed below. Here we will stay with the choice ͑13͒ as the actual mechanism causing the superconductivity in the oxides is not yet known.
In Fig. 1͑a͒ , we show our results for the real part of the conductivity in the superconducting state 1 S (⍀) as a function of frequency ⍀ in meV for the clean limit, i.e., ⌫ ϩ ϭ0 in Eqs. ͑7͒ and ͑9͒. In this limit, inelastic scattering remains, and at any finite temperature, there will be a finite scattering rate dependent on he assumed spectral density ␣ 2 F(⍀) of Eq. ͑13͒. In out numerical work, we have taken gϭ0.8 in Eqs. eters T c / log , where log is the characteristic boson frequency in the model for ␣ 2 F(⍀), it has gone to 0.31 from 0.1. One characterization of the amount of inelastic scattering present is to form the ratio
which we will denote by 1/(⍀). In Eq. ͑14͒, both real 1 s (⍀) and imaginary part 2 s (⍀) are taken in the superconducting state. As defined by Eq. ͑14͒, 1/(⍀) has units of energy and would reduce to the impurity scattering rate in a simple Drude model of the normal state. The form given by Eq. ͑14͒ has its origin in the extended or generalized Drude form written as ͑⍀ ͒ϭ ne
where m(⍀)/m is a frequency dependent mass renormalization factor given by
and (⍀) is given by formula ͑14͒. The forms ͑15͒ and ͑16͒ are a general representation of any complex function (⍀) but Ϫ1 (⍀) so defined, while equal to the impurity scattering rate in the Drude model, is not easily related to the inelastic quasiparticle scattering rate for a coupled electron-boson system. This is true even in the normal state as discussed by Dolgov, Maksimov, and Shulga. 51 Nevertheless, we will use ͑14͒ even in the superconducting state as some characteristic scattering rate.
Results for the pure case ͑no impurity scattering͒ are shown in Fig. 1͑b͒ for two temperatures, namely TϭT c ͑light long dashed curve͒ in the normal state and Tϭ0.1T c ͑dark long dashed curve͒. What is plotted is the ratio ͑14͒ for the rate 1/(⍀) in meV as a function of energy ⍀ in meV. Note that over a considerable range at the higher frequencies, the curves nearly, but not perfectly, linear. The variation with ⍀, in this region, could be changed with a different form of the assumed spectrum ͑13͒, but this will not be done here since we are only interested in a qualitative comparison with experiments, and we do not want to do any fitting. In Fig. 2 , we show our experimental results for the scattering rate ͑14͒ 1/ a (⍀) in ͑cm͒ Ϫ1 as a function of wave number in ͑cm Ϫ1 ) up to 2000 cm Ϫ1 for the case of twinned, high quality crystals of YBa 2 Cu 3 O 6.95 with electric field in the CuO 2 plane of the sample oriented along the a axis. At high frequencies, in the normal state at a temperature just above the critical temperature (T c ), the scattering rate 1/(⍀) exhibits a quasilinear behavior over a wide range of frequency and its slope, in dimensionless units, is approximately 0.75 in both theory and experiment. From this good agreement, we conclude that our theoretical approach, which is based on a Fermi liquid ͑FL͒ picture, is well able to describe the absolute magnitude and frequency dependence of the observed inelastic scattering in this region. As the frequency ⍀ is reduced towards zero, however, theory and experiment begin to deviate. While both show a positive intercept at ⍀ϭ0, which is somewhat smaller in the data than in the theory (ϳ20 meV͒, the quasilinear behavior is found to persist all the way to ⍀ϭ0 in the data. By contrast, a saturating behavior, characteristic of a Fermi liquid approach, is seen in the theoretical curve. This may indicate a breakdown of FL theory in optimally doped samples.
Turning next to the superconducting state, both theory and experiment fall a little below the TϭT c normal state curve at high frequency. At lower frequencies, the suppression in the superconducting state increasing rapidly with decreasing frequency and 1/(⍀) is very small below 50 meV in both theory and experiment. Theory, however, predicts smooth behavior for the suppression in the superconducting state on an energy scale of about 110 meV in frequency ⍀, while the data indicates some threshold behavior centered around ⍀ϭ90 meV. This sharp drop could be simulated in our theory if a different spectrum was used instead of ͑13͒. Also, it may well be that the spectrum ␣ 2 F(⍀) is different in superconducting and normal state so that a reasonable fit to both normal and superconducting state could be achieved this way. Changing the shape of the assumed spectrum ͑13͒, to gain better agreement with experimental data on 1/(⍀), however, is not our aim here. Achieving such a fit could be misleading and obscure the need for a different explanation. What is important is that the amount of inelastic scattering included in our work is of the same order of magnitude as is observed and that the overall predicted frequency dependence of 1/(⍀) is also in reasonable agreement with experiment. At lower frequencies, however, we have noted some important qualitative differences which could, at least partially, be accounted for through appropriate changes in the boson spectrum ͑13͒. We have chosen not to do this, however, because the differences could also be due to a breakdown of the Fermi liquid approach used in this work. In Fig. 3 , we show our theoretical results for the imaginary part of the conductivity. Instead of presenting 2 (⍀), it is convenient to multiply first by a factor of frequency ͑real energy in meV in our case͒. One reason for making such plots is that the penetration depth () is related to 2 s () through
and the London penetration depth L is the zero frequency limit of ͑15͒. Here c is the velocity of light. Figure 3͑a͒ gives our results for the pure case, i.e., no impurity scattering included in the generalized Eliashberg equations ͑5͒ and ͑9͒. Of course, inelastic scattering remains. The top curve is for Tϭ0.1T c ͑long dashed line͒, the second for Tϭ0.5T C ͑short dashed line͒, the next for Tϭ0.7T c ͑dot-ted line͒, the second lowest for Tϭ0.9T c ͑solid line͒, and the lowest for Tϭ0.995T c ͑short dashed dotted line͒ which is almost at the critical temperature T c . The first thing to be noted is that the zero frequency limit of these curves is proportional to the inverse square of the penetration depth. To obtain Fig. 3͑a͒ , we have solved numerically the real frequency form of the Eliashberg equations given in formulas   FIG. 3 . The product of frequency ⍀ times the imaginary part of the infrared conductivity 2 s (⍀) in the superconducting state as a function of frequency ⍀ in meV. Results for five temperatures are shown, namely Tϭ0.995T c ͑short dashed-dotted curve͒, Tϭ0.9T c ͑solid curve͒, Tϭ0.7T c ͑dotted curve͒, Tϭ0.5T c ͑short dashed curve͒, and Tϭ0.1T c ͑long dashed curve͒. The zero frequency limit of ⍀ 2 s (⍀) gives the inverse of the square of the penetration depth in the London limit according to Eq. ͑15͒. The units on the conductivity are ne 2 /2m and frame ͑a͒ is for the pure case with pure crystal critical temperature value of T c ϭ100 K. Frames ͑b͒ and ͑c͒ apply respectively to an impure case with T c reduced to 80 K by the elastic scattering due to impurities in Born ͑weak scattering͒, limit and unitary ͑strong scattering͒, respectively. ͑9a͒ and ͑9b͒ and used these solutions in Eq. ͑2͒ for the conductivity. For the penetration depth, however, a much simpler procedure is to use the imaginary frequency solutions and the Matsurbara representation form for the London penetration depth, namely
which serves as a check on our numerical evaluation using a real frequency axis formalism. It is quite clear from the figure that optical experiments would need to be carried out at rather low values of frequency if one wishes to get accurate values of the penetration depth from this method because ⍀ 2 s (⍀) is seen to be a rapidly varying function of ⍀ in the relevant region. Note that multiplication of the results of Fig.  3 by ne 2 /2m, as is also the case for the real part of the conductivity 1 s (⍀) in Fig. 1 , will restore units but a choice of the plasma frequency is still needed to compare with experimental quantities. This is not the case for the scattering times presented in Fig. 2 which are independent of plasma frequency and are in units of energy.
We note that the largest changes in ⍀ 2 s (⍀) as the temperature is changed occurs for low frequencies below roughly 40 meV which is between 4 to 5 times T c . The last curve shown in Fig. 3͑a͒ , which applies for a temperature very close to T c , almost reaches zero at ⍀→0. In this case, the conductivity ⍀ 2 (⍀) is not very different from its normal state value at TϭT c ϭ100 K. However, because we have included inelastic scattering in our calculated results through the spectral density ͑13͒, the normal state results for ⍀ 2 s (⍀) do not reduce to a simple Drude of the form
with some scattering time which would hold for all frequencies. This was discussed in the work of Marsiglio, Carbotte, Puchkov, and Timusk. 56 These authors have found that only the low frequency part of the curve for ⍀ 2 s (⍀) at T c fits the Drude from ͑19͒ with m and in Eq. ͑17͒ replaced by a renormalized mass m* and * with each of these two quantities having a very specific form which is given in Ref. 56 but which applies only in a very narrow energy region near ⍀ϭ0 and fails outside this region. What we are saying is that the inelastic scattering, even in the normal state, profoundly changes the shape of the imaginary part of the conductivity and no Drude form with constant m and will fit the theoretical results over an extended frequency range. Of course, the extended Drude form of formula ͑15͒ will always produce a fit.
Figures 3͑b͒ and 3͑c͒ include impurities and apply respectively to Born scattering, i.e., the limit c→ϱ in Eqs. ͑7͒ and ͑9͒ and unitary scattering c→0, respectively. The temperature values are the same as for Fig. 3͑a͒ . On examination of the figures, it is clear that the curves for ⍀ 2 s (⍀) vs ⍀ are least affected by the introduction of impurity scattering in the high energy region near 120 meV. At low frequencies, the curves are strongly reduced over the corresponding pure case by the introduction of impurity scattering rate which is equal to 3.252 meV. This is the value needed to reduce the critical temperature from 100 to 80 K, i.e., by 20% of its pure value, and increase the penetration depth.
The penetration depth increases with increasing impurity content in analogy to ordinary s-wave BCS theory where the penetration depth l (0), at zero temperature, for a sample with a finite mean free path (l), is related to its clean value ( ϱ ) with lϭϱ ͑infinite mean free path͒ by
where is the superconducting coherence length.
In Fig. 4 , we show experimental results for ⍀ 2 s (⍀) vs ⍀ for a single crystal high purity sample of YBa 2 Cu 3 O 6.95 at reduced temperature T/T c ϭ0.1. The upper solid curve has a T c0 value of 93.5 K, whereas the lower curve was obtained with the same crystal after it was damaged by irradiation with low energy He ions. 57 The critical temperature of the disordered material was suppressed down to a value equal to 0.91T c0 . It is clear from the plot that ⍀ 2 S (⍀) is significantly affected by disorder in the entire range shown up to ⍀р350 cm Ϫ1 and that the qualitative behavior predicted in Fig. 3 ͑long dashed curves͒ is confirmed in the experiments. Note that in our theoretical curve, the critical temperature of the impure samples is 0.8T c0 , while in the experiments, it is only 0.91T c0 . We also note that the low frequency limit of our experimental results coincides with our estimate of the penetration depth made from the sum rule analysis of the real part of 1 s (⍀). 59 Also, infrared experiments carried out on YBCO 124 crystals doped with Zn show the same tendency. 58 We point out that the general behavior of ⍀ 2 s (⍀) vs ⍀ shown in a larger energy scale in the inset of Fig. 4 is also in qualitative accord with our theoretical results. More importantly, however, is the smooth behavior predicted and observed for ⍀ 2 s (⍀) vs ⍀ in the region of twice the gap value. This is in sharp contrast to the case of an s-wave superconductor with impurities ͑but not necessarily phonon mediated͒, for which Marsiglio, Carbotte, Puchkov, and Timusk 56 have found that a prominent distinct dip is expected in ⍀ 2 s (⍀) vs ⍀ at twice the gap value. While this structure is modified somewhat with increasing impurity content, it remains distinct and prominent and can be easily used to identify a gap value. This has been observed in the case of BaKBiO ͑Refs. 57-60͒ and leaves little doubt that this material is an s-save superconductor although Marsiglio, Carbotte, Puchkov, and Timusk 56 conclude that the amount of inelastic scattering observed in this material ͑from a study of the temperature dependence of the width of the Drude peak͒ is too weak for it to be a conventional electron-phonon superconductor. By contrast, for YBa 2 Cu 3 O 6.95 , the results presented in Fig. 4 show smooth behavior with no gap structure as predicted for a d-wave superconductor with impurities and shown in our Fig. 3 . There can be little doubt that YBa 2 Cu 3 O 6.95 is not isotropic s-wave and that the observed behavior of ⍀ 2 s (⍀) vs ⍀ is consistent with d-wave. It should be pointed out, however, in making this identification, that the imaginary part of the conductivity is a quantity that is only sensitive to the nodes in the gap and not to its phase and so falls in the same category as the thermodynamics, the penetration depth, the angular resolved photo emission, etc.
IV. SUMMARY AND CONCLUSION
Within a generalized Eliashberg formalism, which includes an angular dependence of the gap of the form cos(2) with an angle over the Fermi circle in the twodimensional Brillouin zone of copper oxygen plane, we have computed the conductivity in the infrared region including impurities in Born and in the resonant scattering limit ͑uni-tary͒. In our formalism, the electron boson spectral density appearing in the set of two coupled nonlinear Eliashberg equations for the gap and renormalization factor determines the inelastic scattering as well as describes the pairing mechanism. A form was chosen for this function which was motivated by a spin fluctuation mechanism but the results obtained for are not entirely specific to this case and should illustrate the effect of large amounts of inelastic scattering in general.
We have given results for the real part of the conductivity as a function of frequency for the pure case when the amount of inelastic scattering at T c is of the order of T c . The results are further analyzed in terms of frequency dependent scattering rate 1/(⍀) defined as ⍀ 1 s (⍀)/ 2 s (⍀) and when compared with our experimental results are found to be in qualitative agreement with the data on pure high quality twinned crystals of YBa 2 Cu 3 O 6.95 as to order of magnitude of the scattering and its high frequency dependence. Differences between theory and experiment at low frequencies could be reduced with a different choice of electron-boson spectral density but may also find its explanation in the breakdown of the Fermi liquid approach used here.
Consideration of ⍀ times the imaginary part of the conductivity shows that finite frequency results can be used to safely obtain informtion on the impurity dependence of the penetration depth ͓which strictly depends on the limit ⍀ 2 (⍀), as ⍀ goes to zero͔ only if sufficiently small values of ⍀ are available. More importantly, the frequency dependence of this quantity in the gap region is found to be quite smooth and shows no dip in impure samples at twice the gap value (2⌬) in sharp contrast to the s-wave case. Experimentally, smooth behavior in qualitative agreement with our predictions is observed in disordered YBa 2 Cu 3 O 6.95 and YBa 2 Cu 4 O 8 while corresponding results in BaKBiO show the unmistakable characteristic sharp minimum at 2⌬ which is expected for the isotropic s-wave case. Thus ⍀ 2 (⍀) vs ⍀ data in the infrared can be used to distinguish clearly between an s-wave superconductor with a definite gap and one with a distribution of gaps that go through zero on the Fermi surface. The method is only sensitive to the size of the gap and not to its phase, however.
