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Abstract
We consider a class of autonomous Hamiltonian systems subject to small, time-periodic
perturbations. When the perturbation parameter is set to zero, the energy of the system
is preserved. This is no longer the case when the perturbation parameter is non-zero.
We describe a topological method to show that for every suitably small, non-zero pertur-
bation parameter, there exist diffusing orbits along which the energy changes by an amount
independent of the perturbation, as well as orbits along which the energy makes chaotic
jumps. The method yields quantitative estimates: an explicit range of the perturbation
parameter for which these phenomena occur, the speed at which the energy changes along
diffusing orbits, and the Hausdorff dimension of the set of initial conditions that exhibit
chaotic behavior. In addition, the distributions of energies along orbits starting from some
sets of initial conditions converge to a Brownian motion with drift as the perturbation pa-
rameter tends to zero. Moreover, we can obtain any desired values of the drift and of the
variance for the limiting Brownian motion, for appropriate sets of initial conditions. Our
results address some conjectures made by Arnold and Chirikov.
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A key feature of our topological method is that it can be implemented in computer
assisted proofs. As an application, we show the existence of Arnold diffusion, and provide
quantitative estimates, in a concrete model of the planar elliptic restricted three-body
problem describing the motion of an infinitesimal body relative to the Neptune-Triton
system.
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1 Introduction
1.1 Motivation and overview
The Arnold diffusion phenomenon represents a universal mechanism of global instability in
Hamiltonian dynamics. Through this mechanism, arbitrarily small, time-dependent perturba-
tions of integrable systems can produce large effects over time, reflected by orbits that move
chaotically in phase space, and explore macroscopic regions of the action-space. The energy of
some orbits can grow in the long run to levels much higher than the size of the perturbation.
While Arnold illustrated this mechanism of instability in a particular example, he conjectured
that that “is applicable to the general case (for example, to the problem of three bodies)” [1].
Quantitative properties of this mechanism were first explored by Chirikov [2], who conjectured
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that the energy growth follows a diffusion process. For this reason he coined the term “Arnold
diffusion” to describe this instability phenomenon. We will refer to the underlying orbits as
‘diffusing orbits’.
Arnold diffusion is relevant to physics applications, such as celestial mechanics, dynamical
astronomy, statistical physics, particle accelerators, and plasma confinement. From this perspec-
tive, one is particularly interested to detect global instability in concrete models under the effect
of specific perturbations. The classical approach is to study diffusion in generic systems under
sufficiently small, generic perturbations. This poses some challenges for applications, such as,
some generic type of conditions may not be verifiable in concrete examples, and the perturbation
parameters obtained from the theory may be much smaller than the ones observed in physical
systems. An alternative approach is to resort to numerical studies, but this also poses some
challenges, such as, how to run computations with perturbation parameters that are very small,
and how to control the growth of numerical errors over very long times. Moreover, numerically
computed orbits, even fitted with error bounds, are meaningless if one does not prove that they
can be realized by genuine orbits of the given system.
In this paper, we develop a topological method to study Arnold diffusion in concrete models
under verifiable conditions. Our results address the two conjectures formulated by Arnold and
Chirikov, respectively. We establish qualitative results on the existence of orbits that experience
large displacements, as well as of chaotic orbits. We also provide a comprehensive quantitative
description of diffusing orbits: an explicit interval of perturbation parameters for which diffusing
orbits and symbolic dynamics occur; an explicit estimate on the diffusion speed; an explicit
estimate on the Hausdorff dimension of the sets of initial conditions for drift/chaotic orbits; and
an explicit description of the stochastic process that drives diffusing orbits. We underscore that
our estimates are expressed as explicit formulas depending on the perturbation parameters with
explicit bounds on all constants involved.
We apply this method to study diffusion in the elliptic restricted three-body problem in a
concrete example: the motion of a small body (e.g., asteroid or spaceship) relative the Neptune-
Triton system. There is nothing special about this system, and we only use it to work with
realistic parameters, such as mass ratio and eccentricity of the moon orbit. We consider the
eccentricity as a perturbation parameter, and we show that for every positive value of the
parameter between zero and the true value of the moon orbit, there exist orbits that diffuse
in energy. Further, we extract quantitative information on the diffusing orbits, of the type
mentioned in the previous paragraph. The upshot of our method is that we obtain results for
infinitely many values of the perturbation parameter (in fact, a whole interval) by verifying only
a finite number of explicit conditions, and up to finite precision. We do this using validated
numerical methods. As outcomes, we obtain rigorous theorems and computer assisted proofs.
1.2 Brief description of the main results
We consider a class of Hamiltonian systems of the form
Hε(xu, ys, I, θ) = H0(xu, ys, I, θ) + εH1(xu, ys, I, θ, t; ε),
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where (xu, ys, I, θ) takes values in some sub-domain of Ru×Rs×Rd×Td, where u = s > 0 and
d > 0, t ∈ T1. Here Tk, k ≥ 1, stands for the k-dimensional torus, and the symplectic form is
ω = dys ∧ dxu + dI ∧ dθ.
Suppose that, for the unperturbed system, when ε = 0, there exists a (2d)-dimensional nor-
mally hyperbolic invariant manifold Λ0, corresponding to xu = ys = 0, which can be described
via action-angle coordinates (I, θ), where I is an integral of motion; that is I = const. along
each trajectory in Λ0. Suppose that the stable and unstable manifolds W
s(Λ0) and W
u(Λ0)
of Λ0 intersect transversally. The energy H0 is preserved along trajectories; in particular, each
homoclinic orbit is bi-asymptotic to the same action level set I = const. in Λ0. There is no
diffusion in the action variable I.
When we add the perturbation, i.e., we let ε ∈ (0, ε0], with ε0 sufficiently small, we have
persistence of the normally hyperbolic invariant manifold Λ0 to some manifold Λε. The stable
and unstable manifolds W s(Λε) and W
u(Λε) of Λε continue intersecting transversally. Take a
neighborhood of Λε where the action variable I is well defined, and a family of return maps
to that neighborhood. To show the existence of diffusing orbits, that is, orbits along which I
changes by O(1), as well as symbolic dynamics relative to I, it is sufficient to show that these
properties can be achieved by iterating the return maps in suitable ways.
The class of systems considered above, when the unperturbed Hamiltonian has periodic/quasi-
periodic orbits whose stable and unstable manifolds intersect transversally, is sometimes referred
to as a priori chaotic.
In the case of the Planar Elliptic Restricted Three Body Problem (PER3BP), the normally
hyperbolic invariant manifold Λ0 is a 2-dimensional manifold consisting of a family of Lyapunov
periodic orbits around one of the relative equilibrium points for the Planar Circular Restricted
Three Body Problem (PCR3BP). The dynamics restricted to Λ0 is integrable and can be de-
scribed in action-angle coordinates (I, θ) on Λ0; each Lyapunov orbit corresponds to a unique
value of I. The action coordinate I is a proxy for the energy of the PCR3BP. The stable and un-
stable manifolds W s(Λ0) and W
u(Λ0) turn around the main bodies and intersect transversally.
When we let ε > 0 small, the dynamics of the PER3BP restricted to Λε is no longer integrable.
There exist diffusing orbits that follow Wu(Λε), W
s(Λε) and return to a neighborhood of Λε
with a change in the action coordinate I, and implicitly a change in their energy.
While the class of systems that we are concerned with are Hamiltonian systems as above,
we formulate our main results in a more general setting, in terms of the dynamics of an iterated
function system of maps, depending on a parameter ε. In our setting, we do not need to establish
the existence of the normally hyperbolic invariant manifold, or the transverse intersection of the
stable and unstable manifolds. Also, we do not need to use the symplectic structure of the
problem.
We summarize the main results as follows:
• There exists an explicit range (0, ε0] of the perturbation parameter, and an explicit con-
stant C > 0, independent of the perturbation, such that, for each ε ∈ (0, ε0], there exists
orbits for which ‖I(T )− I(0)‖ ≥ C, for some T = T (ε);
• The diffusion time from above satisfies T ≤ C ′(1/ε) for some explicit constant C ′ > 0.
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This order of time for diffusion is optimal for the class of a priori chaotic systems considered
in this paper.
• Given a sequence of action level sets (Iσ)σ≥0, with ‖Iσ+1 − Iσ‖ > 2η, for some suitable
η > 0, there exists an orbit with ‖I(tσ)− Iσ‖ < η, for some tσ > 0 and all σ ≥ 0;
• The set of all initial points whose orbits η-shadow, in terms of the action variable I, any
prescribed sequence of action level sets (Iσ)σ≥0 as above, has Hausdorff dimension at least
s+ 2d;
• Consider the stochastic process Xεt (z) given by the evolution of the energy along an orbit
starting from z, with appropriately rescaled time t. Then, for any µ, σ ∈ R there exists a
set of initial points z for which Xεt −Xε0 converges in distribution to µt+ σWt, where Wt
is the standard Wiener process. There are no non-resonance conditions required on the
set of initial points above.
1.3 Methodology
This work relies on topological methods and their implementation into computer assisted proofs.
The main topological tools are horizontal discs, cone conditions, and covering relations; see [3,4].
A horizontal disc is graph over a ball in the unstable variables.The horizontal discs that we
consider satisfy a cone condition, meaning that they do not deviate too much from graphs of
constant functions. Every iterate of a horizontal disc with cone condition contains a horizontal
disc with cone condition. In the setting from Section 1.2 we use horizontal discs to show the
existence of orbits whose action coordinate changes by O(1), as well as of orbits whose action
coordinate exhibits symbolic dynamics. Namely, we find such orbits by starting with a suitable
horizontal disc and taking suitable iterates of that disc.
While horizontal discs are the key instruments for inferring information about orbits, we do
not use them directly in the computer assisted proofs. Instead, we are using so called h-sets
(windows) and covering relations (correctly aligned windows). An h-set is a multidimensional
rectangle, and two h-sets satisfy a covering relation if the image of the first h-set crosses the
second h-set in a topologically non-trivial fashion. Assuming a sequence of h-sets, such that each
pair of consecutive h-sets satisfies a covering relation, and moreover satisfies a cone condition,
any given horizontal disk in the first h-set in the sequence contains a topological disc inside
it, which gets mapped onto a horizontal disc inside the last disc in the sequence; those discs
also satisfy cone conditions. Thus, we can derive information on horizontal discs and their
iterates by constructing h-sets satisfying covering relations. Such constructions can be validated
numerically.
As mentioned in Section 1.2, a geometric object of interest is a normally hyperbolic invariant
manifold (NHIM) whose stable and unstable manifolds intersect transversally. We consider
some neighborhood of the NHIM, where the action variable I is well defined, and a family of
return maps to that neighborhood. We construct a finite family of finite sequences of h-sets
satisfying covering relations. The initial and the final h-set in the sequence are contained in
that neighborhood, and the remaining h-sets are positioned along the intersecting stable and
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unstable manifolds. We show that along each return to the neighborhood, after passing through
the h-sets, the action is increasing (or decreasing, as we please) by O(ε). There are horizontal
discs inside these h-sets, as discussed above, which contain orbits that increase (decrease) the
action coordinate in the desired way. There are conditions on the h-sets that ensure that a
horizontal disc that returns to the neighborhood is contained in another finite sequence of h-
sets from the family, so it can be iterated again. Thus, the procedure of iterating a horizontal
disc throughout a sequence of h-sets can be continued for an arbitrarily large, or even infinite,
number of steps. However, the verification of covering relations of the h-sets needs to be done
only for a finite family of finite sequences of h-sets, and it requires finite precision computation.
We underscore that in this paper the concept of a computer assisted proof is used quite
differently from other works. In many papers, computer assisted proofs are used as to rigorously
validate observations made via numerical experiments, and the subsequent results are a mere
reflection of the ones indicated by the numerical experiments. In this paper, computer assisted
proofs are used to establish rigorously certain properties of the dynamics which cannot ordinarily
be inferred via typical numerical simulations. These are macroscopic properties of infinite sets of
points that are shown to occur for all parameters values ε within some range (0, ε0]. Of course,
checking such properties numerically for a finite number of ‘relatively small’ values of ε, and for
a finite number of orbits, would not amount to a rigorous proof of those facts, and this is not
what we do in this paper.
1.4 Related works
In the recent years, the Arnold diffusion problem has taken a central role in the study of Hamil-
tonian dynamics. Significant works, using variational method or geometric methods, include,
e.g., [5–33]. There are also numerical approaches, including, e.g., [34–42].
Part of the interest in Arnold diffusion is owed to the seminal work of John Mather in the
field [43, 44], as well as to possible applications to celestial mechanics, dynamical astronomy,
particle accelerators, and plasma confinement; see, e.g., [45–47].
In particular, various mechanisms for Arnold diffusion in the N -body problem have been
examined in several papers, including, e.g., [48–55]. The present work is closely related to [55],
in which Arnold diffusion is shown in the PERTBP, using a shadowing lemma for NHIM’s ([30])
and numerical arguments. The paper [55] assumes the existence of a NHIM, and does not
provide quantitative estimates on diffusion; also, the numerical experiments are non-rigorous.
The present paper is based on an entirely new methodology, and in particular it does not need
to assume the existence of a NHIM. Moreover, as previously mentioned, it provides quantitative
estimates via computer assisted proofs. In particular, we provide an explicit range of parameters
for which diffusing orbits exist.
Several works, including e.g. [10, 16, 17, 22, 56–61], obtain estimates on the diffusion time.
A novelty of the results in this paper is that we provide sharp estimates on the diffusing speed
with explicit constants, and for explicit ranges of parameters.
Estimates on the Hausdorff dimension of the set of initial conditions for unstable orbits
appear for example in [62], where they study oscillatory motions in the Sitnikov problem and
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in the PCR3BP. In this paper we provide estimates on the Hausdorff dimension of the initial
condition of the set of initial conditions for orbits undergoing Arnold diffusion.
Related works that provide analytic results on the stochastic process followed by diffusing
orbits in random iterations of the maps appear in, e.g., [63–66]. There are also heuristic ar-
guments and numerical works that describe the stochastic process followed by diffusing orbits,
e.g., [2, 67, 68]. In [66] the authors consider a nearly integrable system given by the product
of a pendulum and a rotator with a small perturbation from some open set of trigonometric
functions, and show the existence of a Normally Hyperbolic Invariant Lamination (NHIL) and
of a probability measure supported on this NHIL that weakly converges to a diffusion process,
as the perturbation parameter tends to zero. The result in [66] applies to initial points whose
action variable is outside certain non-resonant domains. A novelty of the results in this paper is
that we provide results on the diffusion process underlying diffusing orbits, as the perturbation
parameter tends to zero, for a concrete system with a given, physical perturbation. We do not
require any non-resonance conditions on the initial conditions on diffusing orbits. Moreover, we
can obtain in the limit any diffusion process, that is, any value of the drift and variance.
1.5 Structure of the paper
In Section 2 we state the Main Theorem on Arnold diffusion in the context of the PER3BP. For
this model, we provide quantitative estimates on diffusing orbits and describe the corresponding
diffusion process. We also provide some geometric intuition for the mechanism of diffusion
involved, and describe informally the tools that are going to be used later in the proof. In
Section 3 we describe the main topological tools: horizontal discs, cone conditions, and covering
relations. In Section 4 we describe a setting under which we prove general results which will
yield to the proof of the Main Theorem. We start by providing general results on the existence of
diffusing orbits, with quantitative estimates on the parameter range and on the diffusion speed,
in Section 5. These results are first formulated in terms of horizontal discs, and then in terms of
covering relations, where the latter can be directly applied in rigorous numerical verifications.
We give general results on symbolic dynamics in Section 6. The Hausdorff dimension of sets
of initial points undergoing symbolic dynamics is estimated in Section 7. Section 8 states that,
for sets of initial points undergoing symbolic dynamics, the distributions of energies along the
corresponding orbits tend to a diffusion process, as the perturbation parameters tends to zero.
The application of the general results mentioned above to the PERTBP is shown in Section 9,
which concludes the proof of the Main Theorem.
2 Main theorem and geometric intuition
The particular system of interest in this paper is the Planar Elliptic Restricted Three Body
Problem (PER3BP), which can be written as a perturbation of the Planar Circular Restricted
Three Body Problem (PCR3BP). For the PER3BP, we show that there is Arnold diffusion in the
energy, and obtain a detailed quantitative description of this phenomenon. Our results for this
model are derived from more general results obtained in this paper; see Theorems 19, 24 and
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28. These general results and the underlying methodology can be applied to other models, for
instance in the case of time-dependent, generic perturbations of the geodesic flow (the so called
“Mather’s acceleration theorem”); see, e.g., [12, 15, 69]. However in this work we only focus on
the PER3BP, whose distinctive feature is that the corresponding perturbation is concrete.
2.1 Model
We first briefly introduce the model and then state our main results. More details on the
PRE3BP model and on the implementation of our method will be given in Section 9.
Our model describes the motion of a massless particle (e.g., an asteroid or a spaceship) in
normalized units, under the gravitational pull of two large bodies, which we call primaries, of
masses µ and 1 − µ. The primaries rotate on a plane along Keplerian elliptical orbits with
eccentricity ε, while the massless particle has no influence on the movement of the primaries.
The motion of the massless particle is described via the the Hamiltonian Hε : R4 × T→ R of
the form
Hε (X,Y, PX , PY , θ) =
(PX + Y )
2
+ (PY −X)2
2
− Ω (X,Y )
1 + ε cos(θ)
, (1)
where
Ω (X,Y ) =
1
2
(
X2 + Y 2
)
+
(1− µ)
r1
+
µ
r2
,
r21 = (X − µ)2 + Y 2,
r22 = (X − µ+ 1)2 + Y 2.
The corresponding Hamilton equations are:
dX
dθ
=
∂Hε
∂PX
,
dPX
dθ
= −∂Hε
∂X
,
dY
dθ
=
∂Hε
∂PY
,
dPY
dθ
= −∂Hε
∂Y
.
(2)
The system (1) is described relative to a frame of ‘pulsating’ coordinates that rotates together
with the primaries, making their position fixed on the horizontal axis. The X,Y ∈ R are the
position coordinates of the massless particle, and PX , PY ∈ R are the associated linear momenta.
The variable θ ∈ T is the true anomaly of the Keplerian orbits of the primaries, where T denotes
the one-dimensional torus. The system is not autonomous, thus we consider it in the extended
phase space, of dimension 5, which includes θ as an independent variable. The energy is not
preserved along trajectories.
An important feature of the model is that for ε = 0 the Hamiltonian is autonomous, hence
the energy is preserved. In this case, the corresponding Hamiltonian H0 describes the PCR3BP,
and the variable θ represents the physical time. Our main objective is to investigate the changes
in the energy when ε > 0.
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2.2 Main theorem
Below we state our main theorem. The statements outline the main results; a detailed formu-
lation is in Theorem 34.
Main Theorem Consider the Neptune-Triton PER3BP, with mass ratio µ = 0.0002089 and
eccentricity ε1 = 1.6 · 10−5. Then we have the following results:
1. (Diffusing orbits) There exist explicit constants C > 0 and T > 0, depending only on the
unperturbed system, such that, for every ε ∈ (0, ε1], there are trajectories which increase
their energy by C. Such diffusion in energy occurs in time no longer than T/ε.
2. (Symbolic dynamics) For every prescribed sequence of energy levels within some energy
interval of length C, there is a set of points whose trajectories η-shadow the given sequence,
for some explicit η > 0.
3. (Hausdorff dimension) The Hausdorff dimension of the set of orbits that exhibits symbolic
dynamics is at least 4 (in the 5 dimensional extended phase space).
4. (Stochastic behavior) There exist a set of initial points such that the distributions of the
energy of the trajectories that start from this set converge to a Brownian motion with drift
dH = µdt+ σdWt
as ε tends to zero. Moreover, any Brownian motion with drift, for any µ, σ, can be obtained
as a limit of distributions as above.
Remark 2 With our method we can prove the result for explicit constants. In Theorem 34 we
have C = 2 · 10−9, η = 10−10 and T = 5.7 · 10−4.
2.3 Geometric intuition
In this section we will use the PER3BP model to provide intuition on the method to obtain
diffusing orbits. We will not make precise statements and omit technical details. The complete
construction is carried out in full detail in Section 9.
We start with what happens when ε = 0. (The case of ε > 0 is discussed lower down, and
the place where this discussion begins is clearly marked.)
When ε = 0 we have the PCR3BP, which has 5 equilibrium points. One of these points,
denoted by L1, is located between the primaries, and is of center-stable linear stability type.
For energy levels sufficiently close to the energy level of L1, the PCR3BP possesses a family
of Lyapunov periodic orbits about L1; one such orbit is depicted in Figure 1. Each Lyapunov
periodic orbit is uniquely characterized by some fixed value of the energy which we denote I;
recall that for ε = 0 the energy is preserved. Different Lyapunov orbits correspond to different
values of I. The family of Lyapunov orbits form a normally hyperbolic invariant manifold in
the phase space.
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Figure 1: A Lyapunov orbit, which contains a point with X = −0.98 and Y = 0.
When we fix such a Lyapunov orbit and intersect it with the section {Y = 0}; the intersection
point returns to itself after an iteration of the return map to {Y = 0}. In the extended phase
space, this intersection point gives rise to a closed invariant curve ' T1, which points we can
describe in terms of an angle coordinate θ; see Figure 2 (middle). We now have a system of
coordinates (I, θ) that can be used to describe the Lyapunov family of orbits.
We denote by Σ0 the section corresponding to {Y = 0} in the extended phase space. We
define f0,ε=0 to be the Poincare´ map on Σ0. The map f0,ε=0 restricted to the invariant curve
from above is a rotation θ 7→ θ + ∆(I).
Choose a neighborhood N0 in Σ0 of the closed invariant curve T1 corresponding to the
intersection point of the Lyapunov orbit with {Y = 0}; see Figure 2 (top). It can be shown that
the stable and unstable manifolds of this curve intersect transversally (on fixed energy level).
Figures 2 (top and middle) represent the same picture, but the latter includes the angle θ.
In our construction of diffusing orbits we will use the transverse intersection of the sta-
ble/unstable manifolds. To do so, we consider a section Σ1 = {Y = 0} ∩ N1 where N1 is a
neighborhood in the extended phase space of the intersection of the two manifolds; see Figure 2
(top). We consider the section-to-section mapping along the flow of the ODE f1,ε=0 : Σ0 → Σ1.
We also consider N2 to be a neighborhood in the extended phase space of a different intersection
of the manifolds, and let Σ2 = {Y = 0} ∩N2 and f2,ε=0 : Σ0 → Σ2. The domains of f1,ε=0 and
f2,ε=0 can be different and smaller than Σ0. This is emphasized on the plot from Figure 2 (top)
by the grey regions on N0. On the left we see how the subset is mapped to N1 and on the right
we see a different grey subset of N0 which is mapped to N2.
We also consider two additional maps f3,ε=0 : Σ1 → Σ0 and f4,ε=0 : Σ2 → Σ0 that return to
the neighborhood N0 along the stable manifold.
Now we switch on the perturbation and consider ε > 0. The Lyapunov orbit can be destroyed
by such perturbation, but we still have the section-to-section mappings along the flow of the
ODE f0,ε : Σ0 → Σ0, f1,ε : Σ0 → Σ1, f2,ε : Σ0 → Σ2, f3,ε : Σ1 → Σ0 and f4,ε : Σ2 → Σ0. For
small ε > 0 the dynamics in the directions of the hyperbolic contraction and expansion is very
10
Figure 2: Top: A point on the intersection of a Lyapunov orbit with {Y = 0} is represented by
a dot. It possesses a stable manifold (in grey) and an unstable manifold (in black).
Middle: the invariant curve for the map f0,ε=0 associated with a Lyapunov orbit is represented
by the line in the θ direction. The curve has a stable manifold (in grey) and unstable manifold
(in black). The manifolds intersect transversally, which is indicated by the dotted line.
Bottom: For points from Sa we increase energy when passing through an outer map. For points
from Sb energy is decreased.
close to the dynamics for ε = 0. Our objective will be to use
f0,ε : Σ0 → Σ0,
f3,ε ◦ f1,ε : Σ0 → Σ0,
f4,ε ◦ f2,ε : Σ0 → Σ0,
to construct orbits which diffuse in energy for ε > 0.
We shall refer to f0,ε as the ‘inner map’. This is because it drives the local dynamics in a
neighborhood of a Lyapunov orbit. We refer to f3,ε ◦ f1,ε and f4,ε ◦ f2,ε as ‘outer maps’, since
they return to the neighborhood after an excursion along a homoclinic.
As we will show, for ε > 0 there is a change in energy after passing through either one of the
outer maps. This change depends on the angle θ. We find two strips Sa and Sb, corresponding
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to two different ranges of the angle θ, depicted in Figure 2 (bottom). When an orbit starts at
a point with the angle coordinate in Sa and returns to a point with the angle coordinate in Sa,
then it increases in energy; if it starts at a point with the angle coordinate in Sb and returns
to a point with the angle coordinate in Sb, then it decreases in energy. The idea behind our
construction is to use an outer map to change energy, and then to use the inner map to arrive
to either Sa or to Sb, as one wishes. If we want to gain energy, then we need to make successive
passes through Sa. To decrease energy we need to make successive passes through Sb.
We need to make sure that we have an orbit that passes through the strips in a manner of
our choosing. We ensure this by using horizontal discs (see Definitions 3 and 4). In the setting
of the PER3BP horizontal discs are one dimensional curves aligned with the unstable direction.
In Figure 2 (middle) we see a horizontal disk h0 in the set N0. It can be propagated using
the map f1,ε to a horizontal disc h1 in N1. What we mean by this is that h1 is an image of a
subset of h0. We can take a different fragment of h0 and propagate it to a horizontal disc h2 in
N2 by the map f2,ε. We can then propagate the discs h1 and h2 using the maps f3,ε and f4,ε,
respectively, so that they return to N0 as horizontal discs h
′
0 and h
′′
0 , respectively.
If we want to increase the energy we take the initial disc h0 inside of the strip S
a. This
ensures that we increase in energy by traveling through an outer map. The discs h′0 and h
′′
0 can
return at a different angle coordinates. We can propagate them using f0,ε until they return to
Sa. After this, we can pass through an outer map once again, increasing energy once again after
the excursion. This way we can ensure that a small fragment of the original disc h0 will travel
through the outer maps always passing through Sa, which allows us to increase energy. This is
the mechanism behind our diffusion result from the Main Theorem.
If we wish to decrease in energy, we can take h0 with angle coordinate in S
b and propagate
it through the outer maps so that corresponding fragments of h0 pass successively through S
b.
In our construction we ensure that we can make outer excursions starting from either Sa or
Sb, in any order prescribed by us. This is what allows us to obtain the symbolic dynamics and
stochastic behavior from the Main Theorem.
The setting presented in this section is simplified. For our proof of Main Theorem in section
9 we take more sections, so the outer maps are compositions of larger numbers of functions.
The underlying mechanism though remains the same as described here. Theorems 19, 24 and
28 can be applied in more general, higher dimensional setting than the PER3BP. Nevertheless
we can use the intuition presented here when reading these results.
3 Preliminaries
For p ∈ Rn we will use the notation Bn (p, r) to stand for a ball of radius r centered in p in Rn.
We will write Bn = Bn (0, 1). The balls will be considered under some chosen norm on Rn. For
a set A ⊂ Rn we use intA to denote its interior, ∂A to denote its boundary and A¯ to denote its
closure. For a point q = (x, y) we will write pixq and piyq for the projections onto the x and y
coordinates, respectively.
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Figure 3: Cones {Q = 0} with n1 = 1, n2 = 2 and ‖x‖Q,n1 = |x|. On the left the ‖y‖Q,n2 is the
Euclidean norm. On the right ‖y‖Q,n2 = max (|y1| , 2 |y2|).
3.1 Horizontal discs with cone condition
In this section we briefly review horizontal discs and cone condition, following [4], and obtain
some auxiliary lemmas.
Define Q : Rn1 × Rn2 → R as
Q (x, y) = ‖x‖2Q,n1 − ‖y‖
2
Q,n2
, (3)
where ‖·‖Q,ni , for i = 1, 2, are some norms on Rni .
In our applications we will consider norms ‖·‖Q,n = ‖·‖a given by
‖(p1, . . . , pn)‖a := max
{
1
ai
|pi| : i = 1, . . . , n
}
, (4)
for some fixed a1, . . . , an > 0. Note that in [4] for ‖·‖Q,n the Euclidean norm was used.
Given a point (x, y), we can associate to a Q-cone a geometric cone based at (x, y), defined
as the singular hyper-surface in Rn1+n2 consisting of all points (x′, y′) for which ‖x− x′‖Q,n1 −
‖y − y′‖Q,n2 = 0; the points (x′, y′) with ‖x− x′‖Q,n1 − ‖y − y′‖Q,n2 > 0 are deemed as ‘inside’
the cone, and those with ‖x− x′‖Q,n1 −‖y− y′‖Q,n2 < 0 are deemed as ‘outside’ the cone. The
cones are depicted in Figure 3 both for Euclidean norms (left) and for norms of the form (4)
(right). We note that the choice of the norms ‖·‖Q,ni determines the sharpness of the cones.
Let B¯n1 be a unit ball in Rn1 under some norm. (This norm can be different from ‖ · ‖Q,n1 .
Let U ⊂ Rn2 be a set, and consider a set N = B¯n1 × U ⊂ Rn1 × Rn2 .
Definition 3 A horizontal disc is a continuous map h : B¯n1 → Rn1 ×Rn2 that satisfies a graph
condition h(x) = (x, piy(h(x))), for all x ∈ B¯n1 . A horizontal disc h with h(B¯n1) ⊆ N is said
to be a horizontal disc in N .
Definition 4 Given a cone Q : Rn1 × Rn2 → R, a horizontal disc hQ : B¯n1 → Rn1 × Rn2 is
said to satisfy a Q-cone condition if Q(hQ(x)− hQ(x′)) > 0, for all x, x′ ∈ B¯n1 with x 6= x′.
The image hQ(B¯
n1) of a horizontal disc is a n1 -dimensional topological disc. In the sequel
we will use the same notation hQ for the image hQ(B¯
n1) of the map hQ as for the map itself.
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Remark 5 Definition 3 is an analogue of the definition of a horizontal disc from [4]. It is
slightly simplified compared to [4]. A horizontal disc in the sense of [4], which satisfies the cone
condition, is a horizontal disc satisfying cone conditions in the sense of Definition 3; and vice
versa. (See [4, Lemma 5].)
Definition 6 Let Q1, Q2 : Rn1 × Rn2 → R be cones of the form (3). We say that a continuous
map f : Rn1+n2 → Rn1+n2 satisfies a (Q1, Q2)-cone condition if
Q1(z − z′) > 0 implies Q2(f(z)− f(z′)) > 0 (5)
for all z, z′. When Q1 = Q2 = Q, then we will simply say that f satisfies a Q-cone condition.
Condition (5) means that if z′ is inside the Q1-cone based at z, then f(z′) is inside the
Q2-cone based at f(z).
Lemma 7 Assume that hQ1 : B¯
n1 → Rn1 × Rn2 is a horizontal disc satisfying the Q1-cone
condition, and f is a continuous map satisfying a (Q1, Q2)-cone condition. If h˜ : B¯
n1 →
Rn1 × Rn2 is a continuous map with h˜ ⊆ f(hQ1) and pix(h˜) = B¯n1 , then h˜ is a Q2-horizontal
disc.
Proof. By assumption h˜ : B¯n1 → Rn1 ×Rn2 . Since h˜ is contained in f(hQ1), any pair of points
z˜ = (x˜, y˜), z˜′ = (x˜′, y˜′) ∈ h˜ is given by z˜ = f(z), z˜′ = f(z′) for some z, z′ ∈ hQ1 . Since hQ1
is a Q1-horizontal disc, for z, z
′ ∈ hQ1 , z 6= z′, we have x 6= x′ hence Q1(z − z′) > 0. Since f
satisfies a (Q1, Q2)-cone condition, we have Q2(f(z)− f(z′)) > 0, that is
‖x˜− x˜′‖2Q2,n1 > ‖y˜ − y˜′‖2Q2,n2 .
So x˜ = x˜′ implies y˜ = y˜′, hence h˜ is a graph over the x-coordinate, and since pix(h˜) = B¯n1 ,
h˜(x, y) = (x, piy(h˜(x)) for all x ∈ B¯n1 . The above inequality also implies that h˜ satisfies a
Q2-cone condition.
3.2 Propagation of horizontal discs
In this section we present how horizontal discs can be propagated by using topological alignment
and cone conditions.
For a set of the form N = B¯n1 (x, r)× B¯n2 (y,R) we define
N− := ∂B¯n1 (x, r)× B¯n2 (y,R) ,
N+ := B¯n1 (x, r)× ∂B¯n2 (y,R) .
We refer to such sets N as h-sets (the letter h suggesting the hyperbolic-like directions), or
windows1. We refer to N− as the exit set, and to N+ as the entry set. Here the balls are
considered under some norms on Rn1 and Rn2 . These norms can be different than the norms
used to define the cones.
1The terms of a ‘window’, and ‘correctly aligned windows’ – see Definition 8 – were first used in [70]
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Figure 4: The covering N
f
=⇒M in the case when n1 = n2 = 1 on the left, and n1 = 1, n2 = 2
on the right.
Definition 8 (see [3, Definition 6]) Assume that N and M are h-sets, and let f : N → Rn1+n2
be continuous.
We say that N f -covers (or is correctly aligned to) M , and write
N
f
=⇒M
if the following conditions are satisfied:
1. There exists a continuous homotopy χ : [0, 1] × N → Rn1 × Rn2 , such that the following
conditions hold true
χ0 = f,
χ
(
[0, 1] , N−
) ∩M = ∅,
χ ([0, 1] , N) ∩M+ = ∅.
2. There exists a linear map A : Rn1 → Rn1 such that
χ1 (x, y) = (Ax, 0) , for x ∈ B¯n1 , y ∈ B¯n2 ,
A (∂Bn1) ⊂ Rn1 \ B¯n1 .
Intuitively, Definition 8 states that f(N) is topologically aligned with M as in Figure 4. The
coordinate x is the coordinate of topological expansion, and y is the coordinate of topological
contraction. In Figure 4 the balls in Rn1 and Rn2 are under the maximum norm.
If a function f satisfies the (Q1, Q2)-cone condition, and also N1 f -covers N2, then we shall
write
(N1, Q1)
f
=⇒ (N2, Q2).
Theorem 9 [4, Theorem 7] Assume that for i = 0, ..., k, we have h-sets Ni, and cones Qi :
Rn1×Rn2 → R which are of the form (3). Assume that hQ0 is a horizontal disc in N0 satisfying
the Q0-cone condition. If, for i = 0, ..., k − 1,
(Ni, Qi)
fi
=⇒ (Ni+1, Qi+1)
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then there exists a topological disc D ⊂ hQ0 such that for all z ∈ D holds
(fi−1 ◦ fi−2 ◦ . . . ◦ f0) (z) ∈ Ni, for i = 1, . . . , k,
and (fk−1 ◦ fk−2 ◦ . . . ◦ f0) (Z) is a horizontal disc in Nk satisfying the Qk-cone condition.
Remark 10 In [4, Theorem 7] instead of (5) it is required that
Q2 (f (z)− f (z′)) > Q1 (z − z′) . (6)
Theorem 9 is true under (5). The result follows by simply replacing (6) with (5) in the proof
[4, Theorem 7]. The condition (6) is stronger than (5) and in [4] it is used for proofs of invariant
manifolds for hyperbolic fixed points. For Theorem 9, (5) is sufficient.
From Theorem 9 it follows that we can find topological discs Dk ⊂ Dk−1 ⊂ . . .D1 ⊂ h0, for
which (fi−1 ◦ fi−2 ◦ . . . ◦ f0) (Di) is a horizontal disc in Ni, for i = 1, . . . , k.
3.3 Verification of cone conditions
Let a1, . . . , an2 > 0 and a = (a1, . . . , an2). We consider some norm ‖·‖n1 and take
‖y‖n2 = ‖y‖a := max
{
1
a1
|y1| , . . . , 1
an2
|yn2 |
}
. (7)
We consider
Qa (x, y) = ‖x‖2n1 − ‖y‖
2
a . (8)
For a = (a1, . . . , an2) let Ba ⊂ Rn2 be a set defined as
Ba := [−a1, a1]× . . .× [−an2 , an2 ] ,
then
{Qa > 0} =
{
t (x, y) : t ∈ R, ‖x‖n1 = 1, y ∈ intBa
}
. (9)
Let n = n1 + n2. Let N ⊂ Rn be an n-dimensional cube (a product of closed intervals) and
E ⊂ R. For fε (·) = f (ε, ·), with f : R× Rn → Rn, we shall write[
∂fi
∂zj
(E,N)
]
:=
[
min
ε∈E,z∈N
∂fi
∂zj
(ε, z) , max
ε∈E,z∈N
∂fi
∂zj
(ε, z)
]
,
and
[Dfε] :=
{
(dij)i,j=1,...,n : dij ∈
[
∂fi
∂zj
([0, ε0] , N)
]
, i, j = 1, . . . n
}
,
where by [, ] we denote an interval of reals. (We shall switch between notation fε (·) and f (ε, ·)
depending on which is more convenient in the given context.)
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Theorem 11 Take
C := min
{‖pix [Dfε] (x, y)‖n1 : ‖x‖n1 = 1, y ∈ Ba} ,
and assume that for i = 1, . . . , n2 we have constants bi satisfying
bi > max
{ |piyiA (x, y)|
C
: ‖x‖n1 = 1, y ∈ Ba, A ∈ [Dfε]
}
. (10)
Then
Qa (z1 − z2) > 0 =⇒ Qb(fε (z1)− fε (z2)) > 0. (11)
Proof. The proof is given in Appendix A.
3.4 Parameter dependent cones
We now consider the norm on coordinate y to be dependent on ε:
‖y‖n2 = ‖y‖a,ε,β := max
{
1
a1
|y1| , . . . , 1
an2−1
|yn2−1| ,
1
εβ
|yn2 |
}
,
where β > 0. We consider cones defined as
Qa,ε,β (x, y) = ‖x‖n1 − ‖y‖a,ε,β . (12)
Lemma 12 If h : B¯n1 → Rn1×Rn2 is a horizontal disc which satisfies the Qa,ε,β cone condition,
then for any x1, x2 ∈ B¯n1 ∣∣piyn2 (h(x1)− h(x2))∣∣ ≤ 2εβ.
Proof. For x1, x2 ∈ B¯n1 we have ‖x1 − x2‖n1 ≤ 2. Since h satisfies Qa,ε,β cone condition
Qa,ε,β (h(x1)− h(x2)) ≥ 0, which gives
2 ≥ ‖x1 − x2‖n1 = ‖pix (h(x1)− h(x2))‖n1
≥ ‖piy (h(x1)− h(x2))‖a,ε,β,n2 ≥
1
εβ
∣∣piyn2 (h(x1)− h(x2))∣∣ ,
as required.
We see that for the set
Ba := [−a1, a1]× . . .× [−an2−1, an2−1] ⊂ Rn2−1
we have
{Qa,ε,β > 0} =
{
t (x, y) : t ∈ R, ‖x‖n1 = 1, y ∈ int (Ba × [−εβ, εβ])
}
. (13)
Let a = (a1, . . . , an2−1) be fixed. Our objective will be to find b = (b1, . . . , bn2−1) and β so
that Qa,ε,β (z1 − z2) > 0 will imply Qb,ε,β (fε(z1)− fε(z2)) > 0.
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Let
A :=

[
∂f1
∂z1
(0, N)
]
· · ·
[
∂f1
∂zn−1
(0, N)
]
...
. . .
...[
∂fn−1
∂z1
(0, N)
]
· · ·
[
∂fn−1
∂zn−1
(0, N)
]
 ⊂ Rn−1 × Rn−1.
Let us use the notation y = (v, yι), where v = (y1, . . . , yn2−1) and yι = yn2 ; then z = (x, v, yι).
Assume that for all z ∈ N
piyι (fε=0 (z)) = piyι (z) . (14)
Theorem 13 Assume (14) and that f (ε, z) is C2. Assume also that for some C ∈ R, C > 1,
we have
C < min
{‖pixA (x, v)‖n1 : ‖x‖n1 = 1, v ∈ Ba, A ∈ A} .
If for i = 1, . . . , n2 − 1,
bi > max
{ |piyiA (x, v)|
C
: ‖x‖n1 = 1, v ∈ Ba, A ∈ A
}
, (15)
then there exists a β > 0 and a sufficiently small ε∗ > 0 such that for all ε ∈ (0, ε∗] and
z1, z2 ∈ N we have
Qa,ε,β (z1 − z2) > 0 =⇒ Qb,ε,β (fε(z1)− fε(z2)) > 0. (16)
Proof. The proof is given in Appendix B.
4 Set-up for the general results
We shall prove the Main Theorem based on results in a more general context. We will consider
the phase space
M = Ru × Rs × Rd × Td,
where u = s and Td = Rd/Zd is the d-dimensional torus. (We will keep using different notations
for the dimensions u, s just to make the underlying variables more transparent. The u and s
will refer to the ‘unstable’ and ‘stable’ coordinates, respectively.)
We will denote by x = xu the variable corresponding to the unstable directions, by ys the
variable corresponding to the stable directions, and by (I, θ) the variables corresponding to the
centre directions, with I ∈ Rd and θ ∈ Td; that is, (I, θ) play the role of action-angle coordinates.
Furthermore, we denote y = (ys, I, θ).
We consider a Hamiltonian Hε : M × T→ R of the form
Hε (z, t) = H0 (z) + εH1 (z, t; ε) , (17)
where z = (xu, ys, I, θ) ∈M . The associated ODE is
z′(t) = J∇Hε (z(t), t; ε) . (18)
18
Note that for ε = 0 the system is autonomous, so H0 is preserved.
We denote by Φεt (z, σ) the flow induced by (18) in the extended phase space, where (z, σ) ∈
M × T.
In our general results which lead to the proof of the Main Theorem, we use a system of maps
as defined below, rather then the flow.
Let Σ1 . . . ,Σk be a finite system of sections in M × T, which are (locally) transverse to the
flow. We assume that the sections are locally given by
Σj ' Ru × Rs × Rd × Td. (19)
For a given pair j1, j2 ∈ {1, . . . , k}, we define
τ j2j1 (z, σ) := inf {t > 0 : (z, σ) ∈ Σj1 and Φεt (z, σ) ∈ Σj2} .
We assume that we have a finite set I of indices and a finite family of maps fi,ε : Σj1(i) → Σj2(i),
for i ∈ I , defined as
fi,ε := Φ
ε
τ
j2(i)
j1(i)
. (20)
The dynamics that we shall study from now on is given by the iterated function system (IFS)
Fε = {fi,ε}i∈I
that depends on ε ∈ [0, ε0]. For a fixed ε, an orbit of a point z0 ∈M is given by
zn =
(
fin,k(n),ε ◦ . . . ◦ fin,1,ε
) ◦ . . . ◦ (fi1,k(1),ε ◦ . . . ◦ fi1,1,ε) (z0)
for some choice of i1,1, . . . , in,k(n) ∈ I . Note that the same point z0 can yield different orbits
depending on the choice of successive maps that are applied.
Remark 14 A geometric framework to keep in mind is the following. Assume that there exists
a normally hyperbolic invariant manifold (NHIM) for the Hamiltonian flow of (18), which is
homeomorphic to a cylinder [0, 1]d × Td, and has stable and unstable hyperbolic invariant man-
ifolds of dimensions u + 2d, s + 2d, respectively. In this case, u represents the dimension of
the unstable bundle, s the dimension of the stable bundle, and c = 2d the dimension of the nor-
mally hyperbolic cylinder. Moreover, assume that the hyperbolic invariant manifolds intersect
transversally.
Along the NHIM and along the homoclinic orbits we define a system of hyper-surfaces of
section of the form as in (19). Also, we define a system of maps of the form as in (20); each
map is obtained by following the flow from one section to another. Moreover, assume the NHIM
for the flow induces a NHIM for one of the maps in the system.
In order to construct orbits which diffuse in the variable I (as well as orbits that undergo
symbolic dynamics relative to the variable I), the main idea is to iterate the maps defined along
the homoclinic orbits and iterate the map defined along the NHIM, for suitable number of iterates.
A significant advantage of our method is that we do not need to verify the existence of a
NHIM, as we do not make an explicit use of it. Also, we do not need to verify that the stable
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and unstable manifolds intersect transversally. Instead, we only need the existence of system
of maps as above that satisfy certain explicit conditions on some subsets of the phase space, as
described in Section 5. Such conditions imply the existence of orbits along which the variable I
changes by O(1).
Remark 15 Our methodology can be applied in non-Hamiltonian setting. It does not rely on
the Hamiltonian nature of the system or on any symplectic structure. We in fact do not need
for I, ω to be the action-angle coordinates. It is enough that I is constant along the flow prior
to the perturbation. In our application to the PER3BP we take I = H0.
5 Diffusing orbits
In this section we formulate general results on the existence of diffusing obits. These are the
main tools used by us to prove part 1 of Main Theorem.
Since horizontal discs drive our construction, when formulating our results we first give an
abstract Theorem 16, which is based on assumptions about the behavior of horizontal discs
under the dynamics. We then give Theorem 19, which is the main result on establishing the
existence of diffusing orbits.
5.1 Diffusing orbits under conditions on horizontal disks
By a vertical strip we mean a set of the following form
S = B¯u × B¯s × Rd × Sθ
where Sθ represents a closed rectangle in Rd of the form
Sθ =
∏
j=1,...,d
[Sj1, S
j
2].
Setting n1 = u and n2 = 2d+ s, on the vertical strip S we consider cones given by
Q : Rn1 × Rn2 → R,
where Q is of the form (3).
We single out one Iι from I1, . . . , Id, since we are interested to obtain change in action along
some specific coordinate.
Theorem 16 Let c > 0 and ι ∈ {1, . . . , d} be fixed. Assume that for every ε ∈ (0, ε0], and for
every horizontal disc hQ ⊆ S, there exists a sequence of functions fi1,ε, . . . , fik,ε in Fε satisfying
the following:
(i) Each map fi,ε satisfies a Q-cone condition;
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(ii) There exists a topological disc h˜Q : B¯
u → S with pix(h˜Q) = B¯u and
h˜Q ⊆ (fik,ε ◦ . . . ◦ fi1,ε)(hQ);
(iii) For each z ∈ hQ with z˜ = (fik,ε ◦ . . . ◦ fi1,ε)(z) ∈ h˜Q, we have that
piIι(z˜)− piIι(z) > cε (resp., piIι(z)− piIι(z˜) > cε). (21)
Then, for every C > 0, and every ε ∈ (0, ε0], there exists z ∈ S and a sequence of functions
fj1,ε, . . . , fjm,ε in Fε, such that z˜ = (fjm,ε ◦ . . . ◦ fj1,ε)(z) satisfies
piIι(z˜)− piIι(z) > C (resp., piIι(z)− piIι(z˜) > C). (22)
Proof. Fix ε ∈ (0, ε0].
Since h˜Q ⊆ (fik,ε ◦ . . . ◦ fi1,ε) (hnQ), by Lemma 7 h˜Q is a Q-horizontal disc in S.
We will assume the first inequality condition in (21), as the second case goes similarly.
Start with a Q-horizontal disk h0Q : B¯
u → S. There exists a Q-horizontal disk h1Q ⊆
(fi0k,ε◦. . .◦fi01,ε)(h0Q) as in (ii). The set of points z0 ∈ h0Q for which z1 = (fi0k,ε◦. . .◦fi01,ε)(z0) ∈ h1Q
forms a u-dimensional topological disk D0 ⊆ h0Q, which is the image under h0Q of a u-dimensional
disk in B¯u. We have piIι(z1)− piIι(z0) > cε.
Inductively, at the n-th step, there exists a topological disc Dn−1 ⊆ h0Q, a Q-horizontal disk
hnQ, and a sequence of functions fln,ε, . . . , fl1,ε in Fε such that zn = (fln,ε◦. . .◦fl1,ε(z0) ∈ hnQ for
every z0 ∈ Dn−1, with the disc Dn−1 satisfying Dn−1 ⊆ Dn−2 ⊆ . . . ⊆ D0, where Dn−2, . . . ,D0
are the discs constructed at the previous steps. Also, piIι(zn)− piIι(z0) > cnε.
For the induction step, there exists a Q-horizontal disc
hn+1Q ⊆ (fink ,ε ◦ . . . ◦ fin1 ,ε)(hnQ).
The set of points zn+1 = (fink ,ε ◦ . . . ◦ fin1 ,ε)(zn) ∈ hn+1Q with zn ∈ hnQ of the form zn =
(fln,ε ◦ . . . ◦ fl1,ε)(z0) corresponds to a set of points z0 ∈ Dn−1 that contains a Dn ⊆ Dn−1. We
also have piIι(zn+1)− piIι(zn) > cε. We obtain that
zn+1 = (fink ,ε ◦ . . . ◦ fin1 ,ε) ◦ (fln,ε ◦ . . . ◦ fl1,ε)(z0)
for z0 ∈ Dn, and piIι(zn+1)− piIι(z0) > c(n+ 1)ε.
Repeating the iterative procedure for m-steps, with m > C/(cε), yields an orbit along which
the change in the action I is more than cmε > C, which concludes the proof of the theorem.
For future reference, note that the points z0 ∈ h0Q, for which zm = (fjm,ε ◦ . . . ◦ fj1,ε)(z) is as
in the statement of the theorem, form a disc Dm−1, and we have Dm−1 ⊆ Dm−2 ⊆ . . . ⊆ D0.
Remark 17 Under the assumptions of Theorem 16, there also exists an orbit along which the
action variable I grows unboundedly, that is, for every ε ∈ (0, ε0], there exists z ∈ S, such
that, for every C > 0, there exists a sequence of functions fj1,ε, . . . , fjm,ε in Fε, such that for
z˜ = (fjm,ε ◦ . . .◦fj1,ε)(z) we have piIι(z˜)−piIι(z) > C (resp., piIι(z)−piIι(z˜) > C). Note that, in
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this statement, the point z can be chosen independently of the constant C. This follows from the
fact that the construction of discs Dm−1, with Dm−1 ⊆ Dm−2 ⊆ . . . ⊆ D0, as in the proof of the
theorem, can be repeated for infinitely many steps. The Nested Compact Set Theorem implies
the existence of an orbit with unbounded growth of the action I.
Of course, in order to establish the existence of orbits with unbounded growth of the action
variable I, we need to make sure that the assumptions of Theorem 9 can be verified for all
values of I ∈ Rd within the vertical strip S. This can be done, for example, in the case of
time-dependent, generic perturbations of the geodesic flow, following [12, 15,71].
However, for the rest of the paper we will only ensure the assumptions of Theorem 9 within
some bounded range of I’s, e.g., for I ∈ [0, 1]d. As a consequence, we will only show the existence
of orbits for which I grows by a certain fixed constant C > 0.
5.2 Connecting sequences
Theorem 16 is based on abstract assumptions about the behavior of horizontal discs. We will
provide sufficient conditions in order for such assumptions to be satisfied. We will do this in
terms appropriate sequences of covering relations (see Definition 8). This section introduces
such sequences.
In the sequel we will consider h-sets of the form:
N = B¯u × B¯s ×
∏
ι=1,...,d
[I1ι , I
2
ι ]×
∏
ι=1,...,d
[θ1ι , θ
2
ι ],
where B¯u and B¯s are unit balls under some norms on Ru and Rs, respectively. (We will use the
maximum norm in our applications.) The exit set of N is defined by
N− = ∂(B¯u)× B¯s ×
∏
ι=1,...,d
[I1ι , I
2
ι ]×
∏
ι=1,...,d
[θ1ι , θ
2
ι ],
and the entry set by
N+ = B¯u × ∂
B¯s × ∏
ι=1,...d
[I1ι , I
2
ι ]×
∏
ι=1,...d
[θ1ι , θ
2
ι ]
 .
In particular, the u-coordinate is considered as the unstable-like direction, and the (ys, I, θ)-
coordinates are considered as the stable-like directions for the covering relations.
Consider two vertical strips
Sa = B¯u × B¯s × Rd × Saθ and Sb = B¯u × B¯s × Rd × Sbθ,
where
Saθ =
∏
ι=1,...,d
[Sa,1ι , S
a,2
ι ] and S
b
θ =
∏
ι=1,...,d
[Sb,1ι , S
b,2
ι ].
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We will assume that we also have two cones Qa, Qb : Ru×Rs+2d → R, of the form (3). (We can
use different norms for Qa and Qb in (3).) Throughout the reminder of the discussions, Qa and
Qb are fixed.
Definition 18 (Connecting sequence)
1. A connecting sequence consists of a sequence of h-sets N0, . . . , Nk, a sequence of cones
Q0, . . . , Qk, and a sequence of maps fij ,ε in Fε, j = 1, . . . , k, such that the following
covering relations hold:
(N0, Q0)
fi1,ε=⇒ (N1, Q1)
fi2,ε=⇒ . . . fik−1,ε=⇒ (Nk−1, Qk−1)
fik,ε=⇒ (Nk, Qk) . (23)
2. Let κ1, κ2 ∈ {a, b}. A connecting sequence from Sκ1 to Sκ2 is a connecting sequence
N0, . . . , Nk as above, such that N0 ⊆ Sκ1 , Nk ⊆ Sκ2 , Q0 = Qκ1 and Qk = Qκ2 .
To simplify notation we refer to a connecting sequence (23) by writing out the sequence of
sets (N0, . . . , Nk).
In the sequel we will always assume that for a connecting sequence from Sκ1 to Sκ2 , the cone
corresponding to initial h-set is Qκ1 , the cone corresponding to the final h-set is Qκ2 , and the
cones corresponding to the intermediate h-sets depend on those h-sets. To simplify notation,
when writing a connecting sequence we will not explicitly write the corresponding cones.
5.3 Diffusing orbits under conditions on connecting sequences
In this section we reformulate the results on the existence of diffusing orbits from Section 5.1 in
terms of connecting sequences. The main point is that the conditions that we will require below
on connecting sequences are verifiable by checking a finite number of conditions, and with finite
precision. This makes the results that we obtain in this section applicable for computer assisted
proofs.
We will consider a finite collection of connecting sequences
{(N l0, . . . , N lkl)}l∈L,
where L is a finite set of labels.
We will assume below that following condition holds:
Condition C1.
(C1.i) For each l ∈ L and each ε ∈ (0, ε0], (N l0, . . . , N lkl) is a connecting sequence from Sa to Sa;
(C1.ii) The respective I-components of N l0 and N
l
kl
satisfy:
piI(N0) =
∏
ι=1,...,d
[I0,1ι , I
0,2
ι ] = [0, 1]
d, and
piI(N
l
kl
) =
∏
ι=1,...,d
[Ikl,1ι , I
kl,2
ι ] ⊇ [0, 1]d;
(24)
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(C1.iii) The projections of the θ-components of the h-sets N l0 cover the angle domain S
a
θ of the
vertical strip Sa:
piθ(
⋃
l∈L
N l0) = S
a
θ ; (25)
(C1.iv) There exists a δI , δθ, such that for every Q
a-horizontal disc hQa in S
a ∩{I ∈ [0, 1]d} there
exists I∗, θ∗ such that
hQa ⊂ B¯u × B¯s × B¯d(I∗, δI)× B¯d(θ∗, δθ).
(C1.v) Whenever N l0∩N l
′
0 6= ∅, for every (I∗, θ∗) ∈ piI,θ(N l0∩N l
′
0 ) the multi-dimensional rectangle
B¯u × B¯s × B¯d(I∗, δI)× B¯d(θ∗, δθ) is contained in N l0 or in N l
′
0 .
(C1.vi) There exists a fixed ι ∈ {1, . . . , d} and fixed c1 > 0 such that, for each each z ∈ N l0 with
z˜ = (filkl ,ε
◦ . . . ◦ fil1,ε)(z) ∈ N lkl , we have
piIι(z˜)− piIι(z) > c1ε ( or piIι(z)− piIι(z˜) > c1ε). (26)
Theorem 19 (Existence of diffusing orbits) Assume that condition C1 holds. Then there
exists a constant C > 0 such that, for each ε ∈ (0, ε0], there exists z ∈ Sa and a sequence of
functions fj1,ε, . . . , fjm,ε in Fε, such that z˜ = (fj1,ε ◦ . . . ◦ fjm,ε)(z) ∈ Sa satisfies
‖piI (z˜)− piI (z)‖ > C, (27)
for some
m ≤
(
KC
c1
)(
1
ε
)
,
where K = max{k1, . . . , kl}.
Remark 20 The diffusion time of order O(1/ε) is optimal for a priori chaotic Hamiltonian
systems (see, e.g., [16,69]). Indeed, the energy Hε(z(t), t) cannot grow in time faster than O(ε),
as we can easily show. By (17), we have that
d
dt
Hε(z(t), t) = ε
∂H1
∂t
(z(t), t; ε),
with ∂H1∂t bounded when we restrict the dynamics to a compact domain, as we do in our setting.
Before we prove Theorem 19, we provide some explanations on the statement. The goal is
to provide a theoretical foundation for an algorithmic method that can be implemented in a
computer assisted proof for the existence of diffusing orbits. The idea is to find a strip Sa such
that for every point z ∈ Sa that returns to a point z˜ ∈ Sa, after a number of iterations, there
is a change in one of the action coordinates Iι by at least c1ε between z and z˜. Starting now
with z˜ ∈ Sa, there is a returning point ˜˜z ∈ Sa, so that Iι changes again by c1ε. Repeating this
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O(1/ε) times will yield an orbit for which Iι, hence the action I, changes by O(1). (See section
2.3 for more intuition.) It is also possible that the orbit of a point z ∈ Sa will leave Sa after
finitely many steps. By choosing the initial horizontal disc in a suitable way, we can ensure that
along the orbit of such z the action I will still change by O(1) before it leaves Sa. In this case,
however, we cannot guarantee that a given component Iι of I changes by O(1).
To translate these ideas into a rigorous numerical algorithm, we need to ‘replace’ individual
points by h-sets, and orbits of points by connecting sequences of h-sets. Moreover, since com-
puter assisted verification only works for finitely many steps, we have to utilize only a finite
number of h-sets, we need that the returns to the strip are given by some finite combination
of iterates, and we need that the covering relations between successive h-sets in the sequence
hold for all parameter values ε ∈ (0, ε0]. This is the essence of condition C1; if this condition is
verified, we obtain the existence of diffusing orbits.
Proof of Theorem 19. The result follows from an analogous construction to the proof of
Theorem 16, which is based on propagating horizontal discs from Sa to Sa. There are some
technical differences though that we will point out below. In this new construction, we choose
the initial horizontal disc h0Qa to be h
0
Qa : B¯
u → Sa (see proof of Theorem 16), defined as
h0Qa (x) := (x, 0, θ
∗, I∗), for some fixed θ∗ ∈ Saθ and for I∗ =
(
1
2 , . . . ,
1
2
)
. The reason for the
choice of I∗ is that if we show that there are orbits that diffuse in I starting from this I∗ and
ending outside of [0, 1]
d
, then we have proved diffusion in the sense of (27) for C = 12 .
Below we discuss how assumptions of Theorem 16 follow from C1, making additional clari-
fication when appropriate.
Condition (i) of Theorem 16 follows from (C1.i). The (C1.i) implies that maps from con-
necting sequences satisfy Qi-cone conditions for i = 0, . . . , k, along each connecting sequence
(see Definition 18). One point that needs to be made here is that instead of assuming that each
map satisfies Q-cone condition with the same cone Q (as in (i) of Theorem 16), we allow to
have different cones Qi along the sequence. The important fact though is that Q0 = Qk = Q
a,
meaning that we start and finish with Qa-cones, which has the same effect as working with the
same Q.
By Theorem 9, assumption (ii) from Theorem 16 follows from (C1.i–C1.v). (For Q in
Theorem 9-(ii) we take Qa.) In more detail, conditions (C1.iii–C1.v) ensure that each Qa-
horizontal disc hQa in S
a∩{I ∈ [0, 1]d} is contained in some set N l0 from a connecting sequence.
By (C1.i) combined with Theorem 9, there exists the Qa-horizontal disc h˜Qa in S
a. This means
that condition (ii) from Theorem 16 holds for any hQa in S
a ∩ {I ∈ [0, 1]d}. We note that
by (C1.ii) we can only ensure that h˜Qa is in N
l
kl
⊂ Sa. This means that is possible that
after repeatedly propagating the horizontal disk hQa to h˜Qa , the resulting h˜Qa is no longer
contained in Sa ∩ {I ∈ [0, 1]d}, since we only know that piIN lkl ⊃ [0, 1]
d
. In that case, we
might not be able to keep propagating h˜Qa further along another connecting sequence. Having
h˜Qa 6⊂ Sa ∩ {I ∈ [0, 1]d} implies that, for some z ∈ h˜Qa we have piIz /∈ [0, 1]d, in which case
(27) is obtained, and we do not need to propagate further. In short, for any horizontal disc hQa
in Sa ∩ {I ∈ [0, 1]d} we can either obtain the horizontal disc h˜Qa in Sa ∩ {I ∈ [0, 1]d}, as in
(ii) from Theorem 16, which enables us to continue with another step of the construction, or
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the horizontal disc h˜Qa contains a point outside of {I ∈ [0, 1]d}, implying that we have already
achieved a change in I of order O(1) and we do not need to propagate the horizontal disc any
more.
Condition (C1.vi) is the condition (iii) from Theorem 16. It implies that the horizontal discs
which are propagated from Sa to Sa by our construction must exit {I ∈ [0, 1]d} after a finite
number of iterates of the maps.
Each connecting sequence is of length smaller than K. By propagating a horizontal disc
from Sa ∩ {I ∈ [0, 1]d} to Sa ∩ {I ∈ [0, 1]d} the action component Iι increases by at least c1ε at
each step. This means that by doing at most K 1/2c1ε of iterates of the maps, we will increase from
Iι = 1/2 to above Iι = 1. It is possible that we will exit {I ∈ [0, 1]d} through some Ij 6= Iι after
a smaller number of iterates. The K 1/2c1ε is a bound that ensures that after a number m ≤ K
1/2
c1ε
of iterates we will surely exit {I ∈ [0, 1]d}.
In the above proof, it is possible that the orbit of the IFS that we produce will escape
{I ∈ [0, 1]d} through some Ij 6= Iι. This is the reason why on (27) we have that the change
in I is O(1) and not necessarily the change in the specified I-component Iι. A mildly stronger
condition will insure that the diffusion will occur in the specified Iι variable.
Corollary 21 Assume that condition C1 holds, and we additionally assume the following con-
dition
(C1.vii) There exists a c2 > 0 such that, for each each z ∈ N l0 with
z˜ = (filkl ,ε
◦ . . . ◦ fil1,ε)(z) ∈ N lkl , for any j ∈ {1, . . . , d}:
c2ε >
∣∣piIj (z˜)− piIj (z)∣∣ . (28)
Then there exists a constant C > 0 such that, for each ε ∈ (0, ε0], there exists z ∈ Sa and a
sequence of functions fj1,ε, . . . , fjm,ε in Fε, such that z˜ = (fj1,ε ◦ . . . ◦ fjm,ε)(z) ∈ Sa satisfies
|piIι (z˜)− piIι (z) | > C (29)
for some
m ≤
(
KCc2
c21
)(
1
ε
)
,
where K = max{k1, . . . , kl}.
Proof. In the case when the disc propagation ends up with a horizontal disc h˜Q whose I-
component escapes from [0, 1]d through some Ij 6= Iι, by (28) this will require at least 1/2c2ε disc
propagation steps. The change in the Iι coordinate in
1/2
c2ε
steps is at least C˜ := (c1ε)
(
1/2
c2ε
)
=
1/2c1
c2
. Such a change in Iι will take at most
1/2
c1ε
steps. By proportionality, a change in Iι by
C > 0 will take at most
(
Cc2
c21
) (
1
ε
)
steps, hence at most
(
KCc2
c21
) (
1
ε
)
iterates. In the case when
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the disc propagation ends up with some h˜Q whose I-component escapes from [0, 1]
d through Iι,
then one achieves a change in Iι by C > 0 in at most
C
c1ε
steps, hence
(
KC
c1
) (
1
ε
)
iterates, which
is still less than
(
KCc2
c21
) (
1
ε
)
.
6 Symbolic dynamics
In this section we provide the tools which we use to prove part 2 and part 3 of the Main Theorem.
We first formulate Theorem 22, which is based on assumptions on the propagation of horizontal
disc. We then follow up with Theorem 24 where we show how such assumptions can be verified
in terms of connecting sequences. We finish this section with results on the Hausdorff dimension
of the set of diffusing orbits, formulated in Theorem 26.
6.1 Symbolic dynamics under conditions on horizontal disks
Consider two vertical strips
Sa = B¯u × B¯s × Rd × Saθ , Sb = B¯u × B¯s × Rd × Saθ ,
where Saθ , S
b
θ are closed rectangles in Rd of the form
Saθ =
∏
ι=1,...,d
[Sι,a1 , S
ι,a
2 ], S
b
θ =
∏
ι=1,...,d
[Sι,b1 , S
ι,b
2 ].
As before, we consider cones Q of the form (3).
Theorem 22 Let ι ∈ {1, . . . , d} be fixed, and δ > 0. Assume that for κ ∈ {a, b} and for any
Q-horizontal disk hQ ⊆ Sκ, for I∗ι := piIι (hQ(0)) we have piIι (hQ(x)) ∈ [I∗ι − δ, I∗ι + δ], for all
x ∈ B¯u. Assume also that there exist constants c1 > 0, c3 > c2 > 0 such that for any horizontal
disk hQ ⊆ Sκ (for κ ∈ {a, b}):
1. There exists a sequence of functions fi1,ε, . . . , fik,ε in Fε such that, for all ε ∈ (0, ε0] we
have:
(1.i) Each map fij ,ε satisfies a Q-cone condition;
(1.ii) For κ′ ∈ {a, b} \ {κ} there exists a topological disk h˜Q : B¯u → Sκ′ with pix(h˜Q) = B¯u
and
h˜Q ⊆ (fik,ε ◦ . . . ◦ fi1,ε)(hQ);
(1.iii) For each z ∈ hQ with z˜ = (fik,ε ◦ . . . ◦ fi1,ε)(z) ∈ h˜Q, we have that
|piIι(z˜)− piIι(z)| < c1ε.
2. There exists a sequence of functions fi′1,ε, . . . , fi′k,ε in Fε such that, for all ε ∈ (0, ε0] we
have:
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(2.i) Each map fi′j ,ε satisfies a Q-cone condition;
(2.ii) There exists a topological disk h˜Q : B¯
u → Sκ with pix(h˜Q) = B¯u and
h˜Q ⊆ (fi′k,ε ◦ . . . ◦ fi′1,ε)(hQ);
(2.iii) For each z ∈ hQ with z˜ = (fi′k,ε ◦ . . . ◦ fi′1,ε)(z) ∈ h˜Q, we have that
c2ε < piIι(z˜)− piIι(z) < c3ε if κ = a, (30)
c2ε < piIι(z)− piIι(z˜) < c3ε if κ = b. (31)
If we choose a constant η = 2δ + c3ε0, then for any infinite sequence of I-level sets (I
σ
ι )σ∈N
with
∣∣Iσ+1ι − Iσι ∣∣ > 2η there exists an orbit (zσ)σ∈N of the IFS such that for every σ ∈ N we
have
|piIι(zσ)− Iσι | < η. (32)
Proof. The main idea is the following. If we want to increase the Iι-coordinate we move the
horizontal disc by iterating from the vertical strip Sa to itself. If we want to decrease the Iι-
coordinate we iterate the disk from the vertical strip Sb to itself. If we want to switch from
increasing the Iι-coordinate to decreasing the Iι-coordinate, or from decreasing the Iι-coordinate
to increasing the Iι-coordinate, we move the horizontal disc from S
a to Sb, or from Sb to Sa,
respectively. We provide the details below.
The topological discs h˜Q in (1.ii) and (2.ii) areQ-horizontal discs in S, by Lemma 7. Without
further mention, all horizontal discs in the argument below are assumed to satisfy the Q-cone
condition.
Case 1.A. Assume I0ι < I
1
ι . Start with any horizontal disk h
0 in Sa, such that piIι(h
0) ⊆ (I0ι −
η, I0ι +η). By assumption (2.ii) there is a sequence i
′
k1
, . . . , i′1 and a horizontal disk h˜ in S
a such
that h˜ ⊆ (fi′k1 ,ε◦. . .◦fi′1,ε)(h
0). By (30) for each point z0 ∈ h0 with z˜ = (fi′k1 ,ε◦. . .◦fi′1,ε)(z
0) ∈ h˜
we have
c2ε < piIι(z˜)− piIι(z0) < c3ε.
That is, moving the horizontal disc h0 along the composition of maps to a horizontal disk h˜,
each point on h0 that lands on h˜ changes its Iι-coordinate by at least c2ε and at most c3ε. This
means that, by repeating this procedure for finitely many times we can obtain a horizontal disk
h1 such that, for some point z∗ ∈ h1 we have ∣∣piIι (z∗)− I1ι ∣∣ < c3ε. Then for any z1 ∈ h1,∣∣piIι (z1)− I1ι ∣∣ ≤ ∣∣piIι (z1)− piIι (z∗)∣∣+ ∣∣piIι (z∗)− I1ι ∣∣ < 2δ + c3ε ≤ η, (33)
as required for (32).
Case 1.B. If I0ι > I
1
ι , we proceed with a similar construction starting with any horizontal
disk h0 contained in Sb, and moving the disk from Sb to Sb, until we obtain a horizontal disk
h1 satisfying
∣∣piIι (z1)− I1ι ∣∣ ≤ η for all z1 ∈ h1.
Case 2.A. Assume that we are as in Case 1.A, and that I1ι < I
2
ι . Then, starting with the
horizontal disk h1 obtained at the end of the construction, we proceed in the same way as in
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Case 1.A, moving the disk h1 repeatedly by passing from Sa to Sa (by doing so we increase Iι),
until we obtain a horizontal disk h2 satisfying∣∣piIι(z2)− I2ι ∣∣ < η, (34)
for all z2 ∈ h2.
If we are as in Case 1.B, and I1ι > I
2
ι , we proceed in a similar fashion.
Case 2.B. Assume that we are as in Case 1.A, and that I1ι > I
2
ι , that is I
0
ι < I
1
ι and I
1
ι > I
2
ι .
Consider the horizontal disk h1 obtained at the end of the construction of Case 1.A. If for some
z ∈ h1 we have piIι (z) − I2ι < c1ε, then we iterate the disc h1 by passing from Sa to Sa (by
doing so we increase Iι) until we end up with a horizontal disc h
∗,1 such that for any z ∈ h∗,1,
piIι (z) − I2ι > c1ε. Once this is achieved, we choose a sequence ik1 , . . . , i1 from assumption
(1.i–1.iii) and obtain a horizontal disc h˜ in Sb, h˜ ⊆ (fik1 ,ε ◦ . . . ◦ fi1,ε)(h∗,1). For any z˜ ∈ h˜,
z˜ = (fik1 ,ε ◦ . . . ◦ fi1,ε) (z) for some z ∈ h∗,1, we have
piIι (z˜)− I2ι = (piIι (z˜)− piIι (z)) +
(
piIι (z)− I2ι
)
> (−c1ε) + (c1ε) = 0.
If for all z ∈ h˜ we have ∣∣piIι(z)− I2ι ∣∣ < η, then we take h2 = h˜, and the step is finished. If not,
then we proceed with the construction from Case 1.B. i.e. iterate the disc h˜ by passing from Sb
to Sb, as in Case 1.B (by doing so we decrease Iι) until we end up with h
2 for which for some
z2 ∈ h2 we have |piIι
(
z2
)− I2ι | < η.
If we are as in Case 1.B, and I1ι < I
2
ι , that is I
0
ι > I
1
ι and I
2
ι > I
1
ι , we proceed in a similar
fashion, but switching from the vertical strip Sb to the vertical strip Sa.
Repeating these constructions for all {Iσι }σ∈N, we obtain at each step a horizontal disk hσ
such that for all zσ ∈ hσ we have
‖piIι(zσ)− Iσι ‖ < η. (35)
We reach a horizontal disc hσ by iterating the horizontal disc hσ−1 by a sequence of compositions
of maps, i.e., hσ ⊆ (fjσnσ ,ε ◦ . . . ◦ fjσ1 ,ε)
(
hσ−1
)
, for some jσ1 , . . . , j
σ
nσ in I . This means that there
exists a topological disc Dσ ⊂ h0 such that
hσ =
((
fjσnσ ,ε ◦ . . . ◦ fjσ1 ,ε
)
◦ . . . ◦
(
fj1n1 ,ε
◦ . . . ◦ fj11 ,ε
))
(Dσ) .
Since Dσ ⊆ . . . ⊆ D1 ⊆ D0, using the Nested Compact Set Theorem, we obtain an orbit (zσ)σ∈N
of the IFS as in the statement of the theorem.
Remark 23 The assumption of Theorem 22 that piIι (hQ) is contained in an interval of length
δ is natural since the projection of a horizontal disk onto the action coordinates I is confined to
a ball of radius δ, with δ determined by the cone condition Q; see (3).
6.2 Symbolic dynamics under conditions on connecting sequences
In this section we reformulate the results on the existence of symbolic dynamics from Section
6.1 in terms of connecting sequences. The main point is that the conditions that we will require
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below on connecting sequences are finitely verifiable conditions. For simplicity, we restrict
ourselves to the case when d = 1. A result on the existence of symbolic dynamics can also be
obtained for d ≥ 1, but the statement will be more complicated.
We assume that there is a finite collection of connecting sequences, for l ∈ L, labeled by a
set L = Laa ∪ Lab ∪ Lba ∪ Lbb, with Lij , i, j ∈ {a, b}, mutually disjoint. We assume that the
connecting sequences for l ∈ Lij are from Si to Sj for i, j ∈ {a, b}. Moreover, we assume that
each connecting sequence for l ∈ Lij for i, j ∈ {a, b}, starts with a cone Qi and finishes with the
cone Qj . The cones Qa and Qb are fixed throughout the discussion.
We assume that the following condition:
Condition C2.
(C2.i) For each l ∈ Lij , i, j ∈ {a, b}, and each ε ∈ (0, ε0], (N l0, . . . , N lkl) is a connecting sequence
from Si to Sj ;
(C2.ii) The respective I-components of N l0 and N
l
kl
satisfy:
piI(N
l
0) = [0, 1] and piI(N
l
kl
) = [Ikl,1, Ikl,2] ⊇ [0, 1];
(C2.iii) For each pair i, j ∈ {a, b}, the projections of the θ-components of the h-sets N l0, for l ∈ Lij ,
cover the angle domain Siθ of the departing vertical strip S
i:
piθ(
⋃
l∈Lij
N l0) = S
i
θ;
(C2.iv) There exist δI , δθ, such that for any Q
i-horizontal disc hQi in S
i ∩ {I ∈ [0, 1]d}, for
i ∈ {a, b}, there exists I∗, θ∗ such that
hQi ⊂ B¯u × B¯s × B¯d(I∗, δI)× B¯d(θ∗, δθ);
(C2.v) Whenever N l0 ∩ N l
′
0 6= ∅ for l, l′ ∈ Lij , for every (I∗, θ∗) ∈ piI,θ(N l0 ∩ N l
′
0 ) the multi-
dimensional rectangle B¯u × B¯s × B¯d(I∗, δI) ∩ [0, 1] × B¯d(θ∗, δθ) is contained in N l0 or in
N l
′
0 .
(C2.vi) There exists c1 > 0, such that, for each l ∈ Lij with i 6= j and each z ∈ N l0 with
z˜ = Fl;ε(z) ∈ N lkl , we have |piI(z˜)− piI(z)| < c1ε;
(C2.vii) There exist c3 > c2 > 0, such that, for each l ∈ Lii, for i ∈ {a, b}, and each z ∈ N l0 with
z˜ = Fl;ε(z) ∈ N lkl , we have:
(C2.vii.a) if l ∈ Laa, then c2ε < piI(z˜)− piI(z) < c3ε;
(C2.vii.b) if l ∈ Lbb, then c2ε < piI(z)− piI(z˜) < c3ε.
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Theorem 24 Let η = 2δI + c3ε0. Assume that condition C2 holds, and that ε0 satisfies the
smallness condition c1ε0 < η. Then, for every infinite sequence of I-level sets (I
σ)σ∈N with
2η ≤ Iσ ≤ 1 − 2η and |Iσ+1 − Iσ| > 2η, there exists an orbit (zσ)σ∈N of the IFS such that for
every σ ∈ N we have
|piIzσ − Iσ| < η.
Proof. The proof follows from the same construction as the proof of Theorem 22.
As in the proof of Theorem 19, assumptions (1.i–1.iii) of Theorem 22 follow from (C2.i–
C2.vi), combined with Theorem 9. Assumptions (2.i–2.iii) of Theorem 22 follow from (C2.i–
C2.v,C2.vii), combined with Theorem 9. The shadowing of Iσ is therefore performed identically
as in the proof of Theorem 22.
Conditions (C2.i–C2.v,C2.vii) ensure that any Qi-horizontal disc in Si ∩ {I ∈ [0, 1]}, for i ∈
{a, b}, can be propagated to Sa and to Sb. The one issue that should be commented on is that we
can control the propagation of the horizontal discs so that they never leave (Sa∪Sb)∩{I ∈ [0, 1]}.
Conditions (C2.i–C2.vii) ensure that any horizontal disc from Si ∩ {I ∈ [0, 1]} for i ∈ {a, b} can
be propagated to a horizontal disc in Sj for i ∈ {a, b}. We propagate discs which are η close to
Iσ. We have four cases to consider to ensure that while we propagate we do not need to leave
(Sa ∪ Sb) ∩ {I ∈ [0, 1]}:
Case 1. A horizontal disc h is in Sa, Iσ < Iσ+1 and piIh < I
σ+1 − η (if this inequality
is not satisfied, then we have already reached the vicinity of Iσ+1 and there is no reason to
propagate). In this case we need to propagate the disc h from Sa to Sa to increase I. Let h˜ be
the horizontal disc which lands in Sa after passing through a connecting sequence from Sa to
Sa. By (C2.vii.a), the increase in I between h and h˜ is no greater than c3ε0 < η, so
piI h˜ < max
z∈h
piIz + c3ε0 < I
σ+1 − η + c3ε0 < Iσ+1 ≤ 1− η < 1.
We see that in this case, the horizontal disc will not leave Sa ∩{I ∈ [0, 1]} while increasing in I.
Case 2. A horizontal disc h is in Sb and Iσ+1 < Iσ and piIh > I
σ+1 + η (if this inequality
is not satisfied, then we have already reached the vicinity of Iσ+1 and there is no reason to
propagate). The fact that h˜ will not leave {I ∈ [0, 1]} follows from mirror arguments to those
in Case 1.
Case 3. A horizontal disc h is in Sa and Iσ+1 < Iσ. This means that we need to jump from
Sa to Sb. Assume that piIh > I
σ+1 + η; otherwise we would be η-close to Iσ+1 and there would
be no need to propagate. Let h˜ be the horizontal disc that is obtained by passing through a
connecting sequence from Sa to Sb. Then from (C2.vi)
piI h˜ > min
z∈h
piIz − c1ε0 > Iσ+1 + η − c1ε0 > Iσ+1 > 0
piI h˜ < max
z∈h
piIz + c1ε0 < I
σ + η + c1ε0 < I
σ + 2η < 1
which means that the disc has not left {I ∈ [0, 1]}. If now piI h˜ ∩
[
Iσ+1, Iσ+1 + η
]
is nonempty,
then we have reached the vicinity of Iσ+1 and we do not need to propagate. If piI h˜ > I
σ+1 + η,
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we can successively propagate h˜ from Sb to Sb during the further construction in order to reach
Iσ+1, meaning that we control that the disc does not leave {I ∈ [0, 1]} as in Case 2.
Case 4. A horizontal disc h is in Sb and Iσ < Iσ+1. The fact that the disc does not leave
{I ∈ [0, 1]} follows from mirror arguments to Case 3.
7 Hausdorff dimension
We now show that from our constructions in Section 6 we can deduce a lower bound for the Haus-
dorff dimension of the set of orbits that follow the symbolic dynamics established in Theorems
22 and 24.
Let us recall the definition of the Haursdorff dimension. For U ⊂ Rn we define the diameter
as
|U | = sup {‖x− y‖ : x, y ∈ U} .
We say that a countable collection {Ui}∞i=1 is a δ-cover of V ⊂ Rn, if V ⊂
⋃∞
i=1 Ui and each Ui
has diameter no greater than δ. We define
HDδ (V ) = inf
{ ∞∑
i=1
|Ui|D : {Ui} is a δ-cover of V
}
,
and define the D-dimensional Hausdorff measure of V as
HD (V ) = lim
δ→0
HDδ (V ) .
The limit exists for any set V , though the limiting value can be 0 or ∞.
The Hausdorff dimension of a set V is defined as
dimH (V ) = inf
{
D ≥ 0 : HD (V ) = 0} .
Let pi stand for the orthogonal projection on some selection of cartesian coordinates of Rn.
It is a standard result [72], which follows directly from the definition, that
dimH (V ) ≥ dimH (piV ) . (36)
Let now all assumptions of Theorem 22 hold. Let I = (Iσι )σ∈N be some chosen sequence of
action levels satisfying
∣∣Iσ+1ι − Iσι ∣∣ > 2η, and let z = (zσ)σ∈N be an orbit of the polysystem,
which follows from Theorem 22, meaning that for every σ ∈ N we have (32). An orbit z depends
on the choice of I, so let us emphasize it by writing z = z(I) = (zσ(I))σ∈N. For a fixed sequence
I we define the following set
VI :=
{
z0(I) ∈ Sa ∪ Sb : z0(I) is an initial point of z(I), for which (32) holds} .
We note hear that, depending on the sequence I, there is a unique κ ∈ {a, b} such that z0(I) is
in Sκ.
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Lemma 25 If assumptions of Theorem 22 are satisfied, then for any I = (Iσι )σ∈N, for which∣∣Iσ+1ι − Iσι ∣∣ > 2η, we have
dimH (VI) ≥ s+ 2d.
Proof. Recall that the proof of Theorem 22 was based on taking an arbitrary horizontal disk
h0 in Sκ, where κ ∈ {a, b} is uniquely determined by the choice of I, such that piIι(h0) ⊆
(I0ι −η, I0ι +η), and showing that on that disc there exists an initial point z0(I) ∈ h0(B¯u) for an
orbit z(I) of the polysystem that satisfies (32). Take h0 a horizontal disk of the form h0(x) =
h0y∗,I∗,θ∗(x) = (x, y
∗, I∗, θ∗) for a fixed y∗ ∈ B¯s, a fixed I∗ ∈ {I ∈ Rd : piιI ∈ (I0ι − η, I0ι + η)},
and fixed θ∗ ∈ Sκθ . Thus, there exists an x∗ such that we have z0 (y∗, I∗, θ∗) = h0y∗,I∗,θ∗(x∗) ∈
VI . Note that every different choice of (y∗, I∗, θ∗) corresponds to a different horizontal disc
h0y∗,I∗,θ∗ , and each such a disc yields an initial point z
0 (y∗, I∗, θ∗) of an orbit z(I) for which
piy,I,θ(z
0 (y∗, I∗, θ∗)) = (y∗, I∗, θ∗).
This implies that
piy,I,θVI ⊃ B¯s × {I ∈ Rd : piιI ∈ (I0ι − η, I0ι + η)} × Sκθ .
The set on the right hand side has nonempty interior in Rs × Rd × Td, hence by (36)
dimH (VI) ≥ dimH (piy,I,θVI) = s+ 2d,
as required.
In Section 6.1 we have obtained a result on the existence of a set of points that exhibit
symbolic dynamics which was given in terms of conditions on horizontal disks. In Section 6.2,
we have obtained a similar result which was given in terms of connecting sequences. Below we
provide a lower bound on the Hausdorff dimension on the underlying set in each case.
Theorem 26
1. Under the assumptions of Theorem 22 for d ≥ 1, the set of orbits that exhibits symbolic
dynamics in Iι has Hausdorff dimension greater or equal to s+ 2d.
2. Under the assumptions of Theorem 24 for d = 1, the set of orbits that exhibit symbolic
dynamics in I has Hausdorff dimension greater or equal to s+ 2.
Proof. The proof of the first statement follows directly from Lemma 25. The second statement
corresponds to the case d = 1.
Remark 27 In some cases we can obtain that the set of orbits that exhibits symbolic dynamics
in Iι has Hausdorff dimension strictly greater than s + 2d. For instance, when u = 1, a single
horizontal disc is a one dimensional curve. A prescribed sequence of actions determines its
fragment that shadows them. By choosing different sequences we obtain a Cantor set, with
Hausdorff dimension strictly bigger than zero. The union of such Cantor sets constitutes a set
with Hausdorff dimension strictly greater than s+ 2d. (For details on techniques that give such
estimates see [72, chapter 4].)
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8 Stochastic behavior
In this section we consider a section Σ ⊂ Ru × Rs × Rd × Td × T and assume that each map
from Fε is the first return map of the flow from Σ to itself2.
We assume that the familyFε is finite. (For each ε we have the same finite number of maps.)
The maps from Fε can be in different local coordinates. What is important for us is that
they are driven by iterating a single map. We will denote this map as fε and assume smooth
dependence of fε on ε. What we mean by the above is that for fi,ε ∈ Fε we can have fi,ε =
Ψ−1i,2 ◦ fε ◦ Ψi,1, where Ψi,1,Ψi,2 : Ru+s+d × Td → Ru+s+d × Td are local coordinate changes.
Under such assumptions, when considering a composition of k maps from Fε we can say that
this is a k-th iterate of fε (possibly expressed in some local coordinates).
As in the previous sections we shall measure the change of action along one fixed choice of
coordinate Iι from I1, . . . , Id. Our objective will be to discuss the distribution of piIιf
j
ε as the
parameter ε converges to zero. We will show that when we choose an appropriate domain of fkε ,
and choose a suitable number of iterates k = k (ε), then the distribution of piIιf
j
ε for j = 1, . . . , k
will converge to a diffusion process. We now express this result in detail.
For a Borel set A we will write |A| to denote its Lebesgue measure. For x ∈ R by dxe we
denote the smallest integer greater or equal to x.
Let Ωε ⊂ Ru×Rs×Rd×Td be a set of positive Lebesgue measure. (We add the subscript ε
in Ωε since in the result stated below the choice of this set will depend on ε.) On Ωε we define
a probability space (Ωε,Fε,Pε) by taking Fε to be the sigma field of Borel sets on Ωε and
Pε (B) :=
|B|
|Ωε| . (37)
Let γ > 32 be a fixed constant and define a stochastic process
Xεt : Ωε → R, (38)
Xεt (z) : = piIι (fε)
dtε−γe (z).
The stochastic process Xεt represents the evolution of Iι as we iterate fε. The time t is the
rescaled number of iterates of the map. The rescaling depends on our choice of γ and on ε.
Consider a family of parameter dependent cones Qε such that for any Qε-horizontal disc hQε
‖piIι (hQε (x1)− hQε (x2))‖ ≤ εc4, for x1, x2 ∈ B¯u, (39)
for a constant c4 > 0. (See (12) and Lemma 12 for how such Qε can be chosen.) From now on
we shall assume that all assumptions of Theorem 22 hold, with Q from Theorem 22 replaced
with Qε. Moreover, we assume that each sequence of functions fi1,ε, . . . , fik,ε and fi′1,ε, . . . , fi′k′ ,ε
from the assumptions of Theorem 22 is of length smaller than k¯.
We are now ready to state our theorem concerning the convergence to a diffusion process.
2This assumption is satisfied in the PER3BP model, for which we have that Σ is the Poincare´ section {Y = 0},
and fε is the first return Pε to {Y = 0}. See Section 9.
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Theorem 28 Let µ, σ ∈ R be any fixed numbers, with σ > 0. Let the assumptions of Theorem
22 hold (with Q replaced with Qε). Assume also that for each sequence of functions fi1,ε, . . . , fik,ε
and fi′1,ε, . . . , fi′k′ ,ε from the assumptions of Theorem 22 and for any z from the domains o these
sequences
|piIι (fil,ε ◦ . . . ◦ fi1,ε(z)− z)| ≤ εc4 for l = 1, . . . , k,∣∣∣piIι (fi′l,ε ◦ . . . ◦ fi′1,ε(z)− z)∣∣∣ ≤ εc4 for l = 1, . . . , k′. (40)
Then for sufficiently small ε there is an open set Ωε ⊂ Ru × Rs × Rd × Rd such that:
1. Ωε projects to a measure one set along the y, I, θ coordinates, i.e. |piy,I,θΩε| = 1. (Here we
consider the Lebesgue measure on Rs × Rd × Td.)
2. For any t ∈ [0, 1]
lim
ε→0
(Xεt −Xε0) d= µt+ σWt, (41)
where Wt is a Wiener process and
d
= in (41) stands for convergence in distribution.
3. As ε tends to zero the increments of the process Xεt become independent.
Remark 29 As we see from Theorem 28 there is some flexibility regarding the choice of the
parameters µ and σ, as well as the time rescaling parameter γ in (38). The theorem demonstrates
that from symbolic dynamics we can obtain various stochastic behaviors depending on the choice
of the set of initial conditions from which our trajectories start.
Before we prove Theorem 28 we give a remark and a technical lemma.
Lemma 30 Let the assumptions of Theorem 28 hold and let M = c1 + c3 + 2c4. (The c1 and c2
are the constants from the assumptions of Theorem 22 and c4 is from (39) and (40).) Then for
every L ∈ R for every Qε-horizontal disc h ⊂ Sa ∪ Sb and every n ≥
⌈
Lk¯ (c2ε)
−1
⌉
there exists
a z ∈ h such that
piIι (f
n
ε (z)− z) ∈ (L− εM,L+ εM) . (42)
Proof. The proof goes along similar lines as the proof of Theorem 22. The intuition behind
the proof is depicted in Figure 5.
The discs h˜Qε in assumptions (1.ii) and (2.ii) of Theorem 22 are Qε-horizontal discs, by
Lemma 7. Without further mention, all horizontal discs in the argument below are assumed to
satisfy the Qε-cone condition.
Suppose that L > 0. If h ⊂ Sb, then using a sequence fi1,ε, . . . , fik,ε from assumption 1. of
Theorem 22 we can propagate h to a horizontal disc h˜ in Sa. It follows that there exists a point
in h that will pass to h˜. We denote h˜ as h1. We can then repeatedly propagate the disc h1 from
Sa to Sa, obtaining successive horizontal discs hj , until Iι of some disc hj reaches the interval
L + piIιh(0) + [0, ε (c1 + c3)] . (See figure 5.) This can be done by less than L (c2ε)
−1
iterates
of the sequences fi′1,ε, . . . , fi′k,ε from assumption 2. of Theorem 22. In total, this requires no
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Figure 5: The construction for the proof of Lemma 30 for L > 0. Here we plot piIι(f
k
ε (z)−h(0)).
We take the point z ∈ h for which at the beginning we have consecutive transitions that increase
Iι until we reach L + ε(c1 + c3)(−1, 1); and afterwards oscillate around L. The points on the
horizontal axis indicate the lengths of the sequences from Sa ∪ Sb to Sa ∪ Sb. These can be of
different lengths, but not longer than k¯. As the last sequence reaches the n-th iterate of fε we
are sure not to go outside L+ εM(−1, 1) at fnε .
more than
⌈
Lk¯ (c2ε)
−1
⌉
iterates of the map fε. Again, from the construction it follows that
there is a point in h whose iterates will pass through h1, . . . , hj . We now proceed as follows.
If piIιh(0) + L ∈ piIιhj and hj ∈ Sκ, for some κ ∈ {a, b}, then we propagate the disc again to
hj+1 in S
κ (using sequences from assumption 2.). If piIιh(0) + L < piIιh, then we propagate
hj disc to hj+1 in S
b. If piIιh(0) + L > piIh then we propagate hj disc to a disc hj+1 in S
a.
Propagating the discs repeatedly using these rules, we will always have a point v in hj for
which v ∈ [piIιh(0) + L− ε (c1 + c3) , piIιh(0) + L+ ε (c1 + c3)] . We can iterate this procedure
repeatedly until the total number of the iterates of the map fε will exceed n after using the
last sequence (from assumption 1. or 2.), at which time we stop. By this time we would have
constructed h1, . . . , hm horizontal discs, for some m > 0. By passing from hm−1 to hm the total
number of iterates of fε passes through n. By (40), on the exact n-th iterate of fε we have a
point z in h0, which passes through h1, . . . , hm−1 and for which
piIιf
n
ε (z) ∈ [piIιh(0) + L− ε (c1 + c2 + c3) , piIιh(0) + piIιL+ ε (c1 + c2 + c3) .]
From (39) we know that |piIιz − piIιh(0)| ≤ εc4, so we have piIιfnε −piIιz ∈ [L− εM, piIιL+ εM ],
as required.
When L < 0, we make an analogous construction, but using transitions from Sb to Sb in its
first phase.
Proof of Theorem 28. The intuition behind the proof is to construct Ωε as a set of points in
Sa ∪Sb for which the changes in Iι shadow at an ε distance a random walk from Figure 6. This
random walk is driven by a sequence of independent identically distributed random variables
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Figure 6: The idea behind the proof of Theorem 28 is to shadow the changes of Iι so that they
would follow a random walk from the above tree.
Y εi
Y εi =
{
µε+
√
εσ with prob. 12 ,
µε−√εσ with prob. 12 .
By the central limit theorem the sum
∑dε−1e
i=1 Y
ε
i converges to a random variable with normal
distribution N
(
µ, σ2
)
as ε tends to zero. This was just an informal overview. Now we present
the details.
Let M be the constant from Lemma 30, let
nε =
⌈
ε1−γ
⌉
, (43)
and consider the following two sets
Au =
{
z ∈ Sa ∪ Sb : piIιfnεε (z)− piIι (z) ∈ µε+ σ
√
ε+ (−εM, εM)} ,
Ad =
{
z ∈ Sa ∪ Sb : piIιfnεε (z)− piIι (z) ∈ µε− σ
√
ε+ (−εM, εM)} .
The set Au is a set of points whose nε-th increment along the Iι coordinate by the map fε will
reach the interval µε + σ
√
ε + (−εM, εM). This means that these points will travel ‘up’ in Iι.
This is the reason for the choice of u in the subscript. Similarly the d in Ad stands for ‘down’.
We consider ε small enough so that Au and Ad do not overlap.
We will now show that the sets Au and Ad are nonempty and project subjectively onto
Sa ∪ Sb along the y, I, θ coordinates. We shall take L = µε + σ√ε and apply Lemma 30. We
can do this because since γ > 32 , for sufficiently small ε we will have
nε =
⌈
ε1−γ
⌉
>
⌈(
µε+ σ
√
ε
)
(c2ε)
−1
⌉
.
By Lemma 30 we obtain that Au 6= ∅ and Ad 6= ∅. We obtain in fact more. Taking any fixed
y0 ∈ B¯s, I0 ∈ Rd, and θ0 ∈ Saθ ∪ Sbθ , and choosing the horizontal disc h for Lemma 30 as
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Figure 7: Plots of piI∗f
k(z) − piI∗z for a point z ∈ Auu (on the left) and for a point z ∈ Aduu
(on the right). (Compare with Figures 5 and 6.)
h(x) = (x, y0, I0, θ0) we obtain a point z ∈ h ⊂ Au with piy,I,θ (z) = (y0, I0, θ0) . This means
that piy,I,θAu = piy,I,θ
(
Sa ∪ Sb). By mirror arguments piy,I,θAd = piy,I,θ (Sa ∪ Sb).
We now define the following subsets of Au and Au
Auu = Au ∩
{
z ∈ Sa ∪ Sb : piIιf2nεε (z)− piIι (z) ∈ 2µε+ 2σ
√
ε+ (−εM, εM)} ,
Adu = Au ∩
{
z ∈ Sa ∪ Sb : piIιf2nεε (z)− piIι (z) ∈ 2µε+ (−εM, εM)
}
,
Aud = Ad ∩
{
z ∈ Sa ∪ Sb : piIιf2nεε (z)− piIι (z) ∈ 2µε+ (−εM, εM)
}
,
Add = Ad ∩
{
z ∈ Sa ∪ Sb : piIιf2nεε (z)− piIι (z) ∈ 2µε− 2σ
√
ε+ (−εM, εM)} .
The set Auu is the set of points which went up twice along Iι (first at the nε iterates and then
after 2nε). This is the reason for the subscript uu. The set Adu is the set whose points went
first up along Iι (at the nε-th iterate) and then down (at 2nε-th iterate). This is the reason for
the subscript du. Similar goes for the subscripts of Aud and Add.
By Lemma 30 the set Auu is nonempty (see Figure 7). By mirror arguments to those made
for Au we also have piy,I,θAuu = piy,I,θ
(
Sa ∪ Sb). Same statements are also true for Adu, Aud
and Add.
Observe that the sets Auu, Adu, Aud, Add are disjoint.
We will now continue to subdivide these sets in a similar manner using an inductive proce-
dure. First we introduce the following notation. For a given sequence of symbols ω = ωk . . . ω1,
where ωi ∈ {u, d}, we define |ω| := k
U (ω) := # {ωi : ωi = u, i = 1, . . . , |ω|} ,
D (ω) := # {ωi : ωi = d, i = 1, . . . , |ω|} ,
N (ω) := U (ω)−D (ω) .
We can think of |ω| as the length of ω, of U (ω) as the number of ‘up’ steps and of D (ω) as the
number of ‘down’ steps along a path ω. The N (ω) is the net number of up-down moves.
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For a given ω = ωk−1 . . . ω1 and κ ∈ {u, d} we now inductively define
Aκω = Aω ∩ {z ∈ Sa ∪ Sb :
piIιf
knε
ε (z)− piIι (z) ∈ kµε+N (κω)σ
√
ε+ (−εM, εM)}.
By Lemma 30 and mirror arguments to those made for Auu, the sets Aω are nonempty and
project subjectively onto Sa ∪ Sb along the coordinates y, I, θ.
By the continuity of fε, if z ∈ Aω, then there exists an open neighborhood of z which is
contained in Aω. This means that for any ω we have |Aω| > 0. From our construction we see
that sets Aω with ω of the same length are disjoint i.e. if |ω| = |$| and ω 6= $ then Aω∩A$ = ∅.
Take
Kε :=
⌈
ε−1
⌉ ∈ N. (44)
From now on we will consider only paths of length |ω| = Kε. Let B ⊂ Rs ×Rd × Td be any
set of measure one |B| = 1. For a fixed ε we can choose subsets Aεω of Aω ∩ {Ru ×B} so that
|Aεω| = |Aε$| <∞ for any ω,$ such that |ω| = |$| = Kε. (45)
We can do this by ‘shrinking’ the sets Aω along the Ru coordinate. This allows us to choose Aεω
which satisfy piy,I,θA
ε
ω = B.
We are now ready to define our set Ωε. We take
Ωε :=
⋃
|ω|=Kε
Aεω.
By our construction, since piy,I,θA
ε
ω = B our set Ωε satisfies the claim from point 1. from
our theorem because |piy,I,θΩε| = |B| = 1.
We now define a sequence of random variables Y εi : Ωε → R as
Y εi (z) =
{
µε+
√
εσ if z ∈ Aεω and ωi = u,
µε−√εσ if z ∈ Aεω and ωi = d.
Since the sets Aεω satisfy (45), the Y
ε
i are independent and identically distributed random
variables. Moreover, Pε (Y εi = 1) = Pε (Y εi = −1) = 12 , so the distribution of Y εi is independent
of ε. From the Central Limit Theorem, for any t ∈ (0, 1] and
Y ε1 + . . .+ Y
ε
dtKεe,
converges to a normal random variable with mean µt and variance tσ2.
From our construction of the sets Aω and from the definition of Y
ε
i we see that for z ∈ Ωε∣∣Y ε1 (z) + . . .+ Y εk (z)− piIιfknεε (z)∣∣ < εM < σ√ε, for k = 1, . . . ,Kε.
From our construction (see Figure 7) we also have∣∣piIιfknεε (z)− piIιfknε+lε (z)∣∣ < 2σ√ε for l = 0, . . . , nε.
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This means that ∣∣∣Y ε1 (z) + . . .+ Y εdtKεe (z)−Xεt (z)∣∣∣ < 3σ√ε, (46)
hence Xεt (z) converges to a normal random variable with mean µt and variance tσ
2 (since so
does Y ε1 + . . .+ Y
ε
dtKεe). This proves point 2. from our theorem.
For any 0 ≤ r < u < t ≤ 1, independence of Xεu(z)−Xεr (z) and Xεt (z)−Xεu(z) as we pass to
the limit, follows from (46) and the independence of Y ε1 , . . . , Y
ε
Kε
. This concludes our proof.
We shall now formulate a theorem that enables us to establish the stochastic behavior under
the finitely verifiable conditions C2 (see page 30). To establish our result, we need to assume
that in place of Qa and Qb used for the connecting sequences in C2 we have Qaε and Q
b
ε which
both satisfy condition (39). As in section 6.2 we shall assume that d = 1 and study the change
of Iι ∈ [0, 1].
Since condition C2 controls only the dynamics for Iι ∈ [0, 1], we shall need to stop the
processes as they reach the boundary of {Iι ∈ [0, 1]}. To do so we introduce the following
notation.
For a stochastic process Xt we define a stopping time τX as
τX (ω) := inf {t : Xt (ω) > 1 or Xt (ω) < 0}
and a stopped process Xt∧τ as
Xt∧τ (ω) := Xmin(t,τX(ω)) (ω) .
We now formulate our result.
Theorem 31 Let µ, σ ∈ R be any fixed numbers, with σ > 0. Assume that condition C2 is
satisfied with Qiε in place of Q
i, for i ∈ {a, b}, and that Qiε ensure condition (39). Consider Xεt
defined by (38) with initial condition Xε0 = x0 ∈ (0, 1) and let
Yt := x0 + µt+ σWt.
Then we can choose (Ωε,Fε,Pε) with an open set Ωε, sigma-field Fε taken as Borel sets on Ωε,
and Pε defined by (37), such that for any t ∈ [0, 1]
lim
ε→0
Xεt∧τ
d
= Yt∧τ .
Proof. The same way as in the proof of Theorem 24, it follows that C2 implies the assumption
of Theorem 28.
We have assumed that the family Fε is finite, that the maps are smooth and that each
sequence of functions fi1,ε, . . . , fik,ε and fi′1,ε, . . . , fi′k′ ,ε from the assumptions of Theorem 22 is
of length smaller than k¯. We consider these maps on compact domains, so assumption (40) is
fulfilled for some c4 > 0. We can take this constant large enough so that we also have (39).
The claim therefore follows from the same construction as for the proof of Theorem 28, with
the only difference that once Xεt leaves the set {Iι ∈ [0, 1]} the assumption C2 can no longer be
used to propagate horizontal discs. This is why we stop the considered processes as soon as the
barrier Iι = 0 or Iι = 1 is reached.
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Remark 32 1. We noted earlier that the choice of the time rescaling parameter γ > 32
in (38) is arbitrary. In fact, we can choose γ ≥ 32 if in (43) we take nε = Nε−1/2,
with N sufficiently large. Then we would obtain the same result as in Theorem 28 for
Xεt (z) = piIι (fε)
dNtε−γe (z), with γ ≥ 3/2; instead of γ > 3/2 as in (38).
2. By a small modification of the proof of Theorem 28, by shadowing a random walk with
time dependent coefficients, we can obtain convergence to µ(t) +σ(t)Wt for deterministic,
continuous µ(t), σ(t).
9 Proof of the Main Theorem
In Section 2 we have introduced the PER3BP, which studies the behavior of a massless particle
moving in the same plane as the primaries, under their gravitational pull, but without affecting
their orbits. The system is described by the Hamiltonian (1), with the equations of motion
given by (2). The coordinates have the following meaning. The X, Y are the positions of the
massless particle in the plane, and PX , PY are the associated momenta:
PX = X˙ − Y, PY = Y˙ +X.
The PER3BP is considered in a coordinate system in which the primaries are in fixed position
on the
−→
X -axis. To do so, the coordinate system needs to rotate with the primaries, but also
to ‘pulsate’, to account for the movement towards and away from the center of mass as the
primaries travel along the ellipses. We refer the reader to [73] for details.
The θ ∈ S1 in (2) is the true anomaly of the larger primary, whose time evolution is given
by dθ/dt = (1 + ε cos(θ))2/(1− ε2)3; note that when ε = 0 then θ coincides with the time t. We
treat the true anomaly in (2) as the time variable, i.e., we redefine time as t = θ. We extend the
phase space adding θ as an additional variable, with θ′ = 1, making the system (2) autonomous
in the 5 dimensional state space. We shall write Φεt for the flow induced by (2) in the extended
phase space.
In our considerations the section {Y = 0} will play an important role. We define τε :
{Y = 0} → R, as
τε (X,PX , PY , θ) := inf{t > 0 : piY Φεt (X,Y = 0, PX , PY , θ) = 0}.
The τε is the return time to the section {Y = 0}. We also define
Pε : {Y = 0} → {Y = 0} ,
Pε (q) : = Φτε(q) (q) .
Remark 33 The τε and Pε are not defined globally on the whole {Y = 0}. Whenever we
consider these maps, we do so on small domains on which they are well defined. Also note that
on the Poincare´ section we do not impose the usual condition PY > 0 (or PY < 0). Thus, a
periodic orbit for the flow will correspond to a period-two point for Pε.
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We consider the Neptune-Triton PER3BP. The normalized mass of Triton is µ = 0.0002089.
The Neptune-Triton system was chosen by us, since the trajectory of Triton has eccentricity
ε1 = 1.6 · 10−5, which is the smallest amongst the bodies in our solar system. (Triton orbits
around Neptune on a nearly circular orbit.) When eccentricity is small, it is hard to observe
diffusion directly by integrating the system and measuring the change in energy along the
trajectory. This is what motivated our choice.
We now formulate our main theorem.
Theorem 34 Consider the Neptune-Triton PER3BP, with mass ratio µ = 0.0002089 and ec-
centricity ε1 = 1.6 · 10−5. Let C = 2 · 10−9 and ε0 = 10−8. We have the following results:
1. (Diffusing orbits) For every ε ∈ (0, ε1], there exists a point z (ε) and t(ε) ∈ R, t (ε) ∈
(0, T/), with T = 5.7 · 10−4, such that
H0
(
Φεt(ε) (z(ε))
)
−H0 (z(ε)) > C. (47)
2. (Symbolic dynamics) Let η = 10−10. For any ε ∈ (0, ε0] and any sequence {Iσ}σ∈N,
Iσ ∈ [2η, C − 2η] such that ∣∣Iσ+1 − Iσ∣∣ > 2η there exists a point z and an increasing
sequence of times tσ > 0 such that
|(H0 (Φεtσ (z))−H0(z))− Iσ| < η for all σ ∈ N.
3. (Hausdorff dimension) The Hausdorff dimension of the set of orbits which undergo the
symbolic dynamics from point 2. is greater or equal to 4 (in the 5 dimensional extended
phase space).
4. (Stochastic behavior) Let µ, σ ∈ R, Y0 ∈ (0, C), and γ > 32 . Consider the stochastic
processes
Yt := Y0 + µt+ σWt, for t ∈ [0, 1] .
Let Ωε be an open set in {Y = 0} and define Xεt : Ωε → R as
Xεt (z) := H0
(
(Pε)dtε−γe (z)
)
, for t ∈ [0, 1] .
Let
τX : = inf {t : Xεt ≥ C or Xεt ≤ 0} ,
τY : = inf {t : Yt ≥ C or Yt ≤ 0} .
Then for any 0 < ε < ε0 we can choose Ωε with a probability measure Pε as the normalized
Lebsegue measure on Ωε (i.e. Pε (Ωε) = 1) so that for any t ∈ [0, 1]
lim
ε→0
Xεt∧τ
d
= Yt∧τ .
(Above convergence is in distribution.)
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9.1 Two homoclinic orbits
Our proof is based on constructing connecting sequences of h-sets. These connecting sequences
will be constructed along certain orbits, which are described in this section.
Throughout this section we consider the PCR3BP, meaning that we take ε = 0. Since
PCR3BP problem is autonomous, for now we consider the four dimensional state space.
In the PCR3BP the Hamiltonian is autonomous, so the energy H0 is preserved along the
solutions. The flow has five equilibrium points, denoted L1, L2, L3, L4, L5. The first three are
collinear with the primaries and their linear stability is of center-saddle type; in particular, L1
is located between the primaries. The last two are at the vertices of two equilateral triangles
with the primaries, and are of linear stability of center-center type.
The PCR3BP admits the following reversing symmetry
s(X,Y, PX , PY ) = (X,−Y,−PX , PY ), (48)
meaning that we have
s(Φt(x)) = Φ−t(s(x)), (49)
where Φt is the flow induced by (2), with ε = 0.
Around the equilibrium point L1 there exists a family of periodic orbits, called Lyapunov
orbits. These orbits intersect the
−→
X axis at points of the form (X,Y, PX , PY ) = (X, 0, 0, PY (X)),
where PY (X) is suitably chosen depending on X. We have chosen one such orbit (see Figure
1), with
X = −0.98, (50)
PY (X) = −0.85991278423261.
(This is just a non-rigorous, numerical approximation of a point on a Lyapunov orbit.) The value
of the H0 energy of this Lyapunov orbit is h1 = −1.5035234851444. We find two homoclinic
trajectories to our Lyapunov orbit; see Figure 8. We shall refer to the one on the left (in red)
as the ‘first’ orbit, and the one on the right (in blue) as the ‘second’ orbit.
Remark 35 Numerical evidence shows that there are many more homoclinic trajectories than
just the two considered by us. We focus on these two since they are symmetric, which makes
them easy to find numerically. We drew our inspiration for the choices of these homoclinic
orbits from [74].
We now consider the problem in the extended phase space. We shall construct our h-sets
on the section {Y = 0}. This section is four dimensional, and is described in terms of the
coordinates (X,PX , PY , θ) ∈ R3 × T.
We will define two connecting sequences. We will first describe the h-sets that constitute the
sequences in the coordinate system (X,PX , PY , θ), but later it will be convenient to describe
them in a coordinate system of the form (x, y, I, θ), where the action I represents the energy H0
(rescaled), and the angle θ represents the true anomaly. More precisely, I represents the energy
variable H0 shifted by the constant value h1, so that the energy level h1 corresponds to I = 0.
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Figure 8: The homoclinic orbits. The vertical cross is the smaller primary.
The h-sets for the first connecting sequence follow the first homoclinic, making one turn
around the small primary, with the first h-set and the last h-set in the sequence near the
Lyapunov orbit. More precisely, these h-sets are placed around points of intersection of the first
homoclinic orbit with the section {Y = 0}. The first connecting sequence is of length k = 16.
The h-sets on {Y = 0} are placed around the following points
q1i =
(
X1i , P
1
X,i, P
1
Y,i, θ
1
i
)
for i = 0, . . . , 15,
q116 = q
1
0 .
The coordinates of these points are given in Section C[Table 1].
We have chosen the point q10 to be on the Lyapunov orbit, meaning that
piX,PX ,PyPε=0 ◦ Pε=0
(
q10
)
= piX,PX ,Pyq
1
0 .
The point q11 was chosen to lie on the homoclinic orbit. (It is chosen so that q
1
1 is close to
Pε=0 (q10).) The points q1i for i = 2, . . . , 15 are chosen as q1i = Pε=0 (q1i−1).
We choose
piθq
1
0 =
3
4
pi ≈ 4.71238898.
(The reason for the choice of this angle will be discussed later on.) For ε = 0, the angle θ is the
physical time t. In Section C [Table 1] we also include t to provide more intuition. As the orbit
travels along the homoclinic the time t increases, and the angle θ = t mod 2pi wraps around S1.
The homoclinic has the following important property:
piθPε=0
(
q115
)
= 4.79532814,
which means that we have a shift in the angle between q10 and Pε=0
(
q115
)
equal to
piθ
(Pε=0 (q115)− q10) = 0.082939. (51)
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This is important for us for the construction of our h-sets later on, since such shift in the angle
to the right will enables us to obtain correct topological alignment in the θ coordinate.
In the same fashion, we will also consider 15 h-sets following the second homoclinic, placed
around points at the intersection of the second homoclinic with {Y = 0},
q2i =
(
X2i , P
2
X,i, P
2
Y,i, θ
2
i
)
for i = 0, . . . , 13,
q214 = q
2
0 ,
whose coordinates are given in Section C [Table 2]. We take q20 = q
1
0 , which means that we start
with the same angle piθq
2
0 = piθq
1
0 =
3
4pi. The second homoclinic has the important feature that
piθPε=0
(
q213
)
= 4.41271211.
This means that we have the shift to the left in the angle between q20 and Pε=0
(
q213
)
:
piθ
(Pε=0 (q213)− q20) = −0.299 68. (52)
In (51) we see that a transition along the first homoclinic shifts the angle to the right
(counterclockwise), and in (52) we see that the transition along the second homoclinic shifts the
angle to the left (clockwise). When establishing connecting sequences this fact will help us to
control the angle. Depending how we want the angle to shift we will choose either the first or
the second homoclinic.
Remark 36
1. The points qki are depicted in Figure 8, as crosses on the Y -axis. The q
1
0 , . . . , q
1
16 are on
the left plot, and q20 , . . . , q
2
14 are on the right hand plot. Some of these points are very close
to each other, hence they are impossible to tell apart. Also, due to the symmetry (48) some
points overlap in the plot. (The symmetry can clearly be observed when looking at the data
from Section C[Tables 1 and 2].)
2. The relatively large numbers of h-sets in the connecting sequences along the first and the
second homoclinic – 16 and 14 respectively – are needed in order to be able to verify the
covering relation with cone conditions with rigorous bounds on numerical error.
9.2 Coordinate changes and local maps
In this section we will align local coordinates around q10 , . . . , q
1
16 and q
2
0 , . . . , q
2
14 in the direction
of hyperbolic expansion, contraction, and single out the coordinate I, which is invariant under
ε = 0. This will be done in two steps below. The first consists of changing coordinates so that
PY is replaced with H. The second coordinate change aligns the dynamics with the hyperbolic
contraction/expansion using an affine change of coordinates.
For the first change of coordinates we define two functions
ψ+ : R3 ⊃ dom(ψ+)→ R,
ψ− : R3 ⊃ dom(ψ−)→ R,
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ψ± (X,PX , H) := X ±
√
2 (H + Ω (X, 0))− P 2X .
In a neighborhood of a point q ∈ {Y = 0} we consider a change of coordinates
(X,PX , PY , θ) = Ψ (X,PX , H, θ) ,
where
Ψ (X,PX , H, θ) :=
{
(X,PX , ψ+ (X,PX , H) , θ) if piPY q − piXq > 0,
(X,PX , ψ− (X,PX , H) , θ) if piPY q − piXq < 0.
Note that Ψ−1 : {Y = 0} → R3 × S1 is
Ψ−1 (X,PX , PY , θ) = (X,PX , H (X,Y = 0, PX , PY ) , θ) .
After this change, we are in a setting where the last coordinate is in T, and the third coordinate
is an integral of motion for ε = 0.
Our second coordinate changes are used to (roughly) align the expansion and contraction
coordinates around qki . We consider affine changes
(X,PX , H, θ) = R
k
i (x, y, I, θ) := Ψ
−1 (qki )+Aki (x, y, I, θ) , (53)
where Aki are linear functions. The matrices A
k
i are chosen to be of the form
Aki =

c11(i, k) c12(i, k) c13(i, k) 0
c21(i, k) c22(i, k) c23(i, k) 0
0 0 1 0
0 0 0 1
 . (54)
Note that Aki do not change the I, θ coordinates. (The particular choices of the matrixes A
k
i
are written out in Section C [Tables 5 and 6]; where the A˜ki stand for the 2 × 3 matrices
A˜ki = (clm(i, k))l=1..2,m=1..3.)
We consider local maps of the form(
Rki
)−1 ◦Ψ−1 ◦ Pε ◦Ψ ◦Rki−1.
Such maps will be used to establish two connecting sequences in Section 9.3.
Remark 37 In Tables 5 and 6 we see that A116 = A
1
0 = A
2
0 = A
2
14. Since we also have
q116 = q
1
0 = q
2
0 = q
2
14, from (53) we see that R
1
16 = R
1
0 = R
2
0 = R
2
14.
Remark 38 Note that
piH
(
Rki (q)−Rki (q′)
)
= piI (q − q′) , for all q, q′.
In other words, H and I differ only by a constant. Thus, if we can prove that we have diffusion
in I over an interval of a given length, then we will have diffusion in H over the same length.
Remark 39 We note that all choices discussed above regarding the coordinate changes are in
many ways arbitrary. Coordinate changes just need to align the dynamics reasonably well; there
is freedom of choice how this is to be done.
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9.3 Proof of Diffusion
In this section we will apply Theorem 19 to obtain a computer assisted proof of point 1. (Diffus-
ing orbits) from Theorem 34. This is done in two steps. First, in Section 9.3.1 we prove (47) for
ε ∈ (0, ε0], with ε0 = 10−8. Then in Section 9.3.2 we prove (47) for ε ∈ [ε0, ε1] = [10−8, 1.6·10−5]
9.3.1 Diffusing orbits for small eccentricities
We consider a strip Sa ⊂ R3 × S1 defined as
Sa = [-9e-10,9e-10]× [-5e-10,5e-10]× R× [-0.25,0.25] (55)
The set Sa is in the local coordinates given by the local map R10. From Remark 37 we know
that
R10 = R
2
0. (56)
For the condition C1 (see page 23) needed for Theorem 19 we choose the set L composed of two
indices
L = {aa1, aa2} .
We consider two h-sets, in the local coordinates R10 = R
2
0,
Naa10 = [-9e-10,9e-10]× [-5e-10,5e-10]× [0,2e-09]× [-0.25,0.11],
Naa20 = [-9e-10,9e-10]× [-5e-10,5e-10]× [0,2e-09]× [0.1,0.25].
Our dimensions are u = s = d = 1. Instead of treating Bu and Bs as unit balls (i.e. intervals
[−1, 1]) we take
Bu = [-9e-10,9e-10] and Bs = [-5e-10,5e-10].
Also, the energy range that we consider is I ∈[0,2e-09] instead of [0, 1]. This is an issue of
simple rescaling of the coordinates. We choose not to rescale, since our coordinates reflect the
actual size of the sets when transported to the original coordinates.
Remark 40 We see that piθ
(
Naa10 ∪Naa20
)
= piθS
a, which means that condition C1.iii (see
page 24) is satisfied.
We also take
Naa116 = N
aa2
14 := S
a ∩ {I ∈ [−10−8, 10−8]} =
= [-9e-10,9e-10]× [-5e-10,5e-10]× [-e-08,e-08]× [-0.25,0.25].
Remark 41 From our choice of Naa10 , N
aa2
0 , N
aa1
16 and N
aa2
14 we can see that condition C1.ii
is satisfied.
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We consider local maps
faa1i,ε : =
(
R1i
)−1 ◦Ψ−1 ◦ Pε ◦Ψ ◦R1i−1 i = 1, . . . , 15,
faa116,ε : =
(
R10
)−1 ◦Ψ−1 ◦ Pε ◦Ψ ◦R115. (57)
and
faa2i,ε : =
(
R2i
)−1 ◦Ψ−1 ◦ Pε ◦Ψ ◦R2i−1 i = 1, . . . , 13,
faa214,ε : =
(
R20
)−1 ◦Ψ−1 ◦ Pε ◦Ψ ◦R213. (58)
Remark 42 All the sets: N10 , N
2
0 , N
1
16, N
2
14 and S
a are in the same local coordinates. This is
ensured by (56). From (57–58) we see that compositions faa116,ε ◦ . . . ◦ faa11,ε and faa214,ε ◦ . . . ◦ faa21,ε
are between the same local coordinates.
We equip Naa10 , N
aa2
0 , N
aa1
16 and N
aa2
14 with the cone
Qα (x, y, I, θ) := |x|2 −
(
max
{
1
α1
|y| , 1
α2
|I| , 1
α3
|θ|
})2
, (59)
where
α1 = α2 = 10
−3 and α3 = 5.
With computer assistance, we have checked that for any ε ∈ [0, 10−8]
(
Naa10 , Qα
) faa11,ε
=⇒
(
Naa11 , Qbaa11
) faa12,ε
=⇒ . . . f
aa1
15,ε
=⇒
(
Naa115 , Qbaa115
) faa116,ε
=⇒ (Naa116 , Qα) , (60)
where the baa1i are computed using Theorem 11. The h-sets are specified in Section C [Table 7],
and the cone parameters baa1i =
(
baa1i,1 , b
aa1
i,2 , b
aa1
i,3
)
for i = 1, . . . , 15 are in Section C [Table 8].
In Section C [Table 7] we see that the sets are expanded in the I and θ directions. This
is because we treat I, θ as topologically contracting, which means that we need to expand the
h-sets in these coordinates. In our computation we have verified that
piθf
aa1
16,ε
(
Naa115
)
= [-0.167064, 0.192946] ⊂ [ -0.25,0.25] = piθNaa116 .
This means that the initial angle piθN
aa1
0 =[ -0.25,0.11] has been shifted to the right after
passing throughout he connecting sequence. Due to this we have the covering by the map faa116,ε
along the θ coordinate. This observed shift to the right along θ is associated with our choice of
the points q1i at which N
aa1
i are centered. This shift is explained by (51). In the left plot on
Figure 9 we add a schematic picture of the covering.
The maps faa1i,ε in (60) are the return maps to the section {Y = 0} of the flow of our ODE.
We check that the time needed for our flow to pass through the connecting sequence (60), which
we denote here as T aa1, satisfies
T aa1 < 25.5757. (61)
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Figure 9: Projection onto the x, y, θ coordinates of the initial h-sets Naa10 , N
aa2
0 , f
aa1
16,ε(N
1
15),
faa214,ε(N
2
13) the final h-sets N
aa1
16 = N
aa2
14 (indicated by transparent outline). Due to the shifts in
the angle the sets return to the strip Sa.
In Section C [Table 8] we see the parameters of the cones. The smaller the coefficients
baa1i,1 , b
aa1
i,2 , b
aa1
i,3 the sharper the cones. We observe that as we reach i = 8 the cones are not
sharp. This is because we do not have strong hyperbolic expansion/contraction as we reach half
way along the homoclinic, and the cones ‘swell up’. As i increase towards 15 the homoclinic is
closer and closer to the Lyapunov orbit, where the hyperbolicity is very strong, which makes
the cones become sharper as they are propagated.
We also check that for any ε ∈ [0, 10−8] we have a second connecting sequence
(
Naa20 , Qα
) faa21,ε
=⇒
(
Naa21 , Qbaa21
) faa22,ε
=⇒ . . . f
aa2
13,ε
=⇒
(
Naa213 , Qbaa213
) faa214,ε
=⇒ (Naa214 , Qα) . (62)
The sets Naa2i and cone coefficients b
aa2
i look similar to those for the first connecting sequence,
so we do not write them out. We should mention though that in the last step of (62), where
covering by faa214,ε is validated, we obtain that
piθf
aa1
14,ε
(
Naa213
)
= [-0.199679,-0.0496708] ⊂ [-0.25,0.25] = piθNaa214 ,
which means that the initial angle piθN
aa2
0 =[ 0.1,0.25] is shifted to the left. This shift to the
left is associated with the choice of q2i around which N
aa2
i are centered; see (52) in particular.
A schematic picture for the covering is given in the right hand side plot in Figure 9.
We also check that the time needed for our flow to pass through the connecting sequence
(62), which we denote here as T aa2, satisfies
T aa1 < 24.9831. (63)
Remark 43 From (60) and (62) follows that condition C1.i is satisfied.
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We now address the condition C1.iv. Let hQα be a horizontal disc in S
a, which satisfies the
Qα cone condition. For any two points q1, q2 ∈ hQα , q1 = (x1, y1, I1, θ1), q2 = (x2, y2, I2, θ2)
from the cone condition it follows that Qα (q1 − q2) ≥ 0, so (see (7–8))
|x1 − x2| ≥ max
{
1
α1
|y1 − y2| , 1
α2
|I1 − I2| , 1
α3
|θ1 − θ2|
}
.
The points x1, x2 ∈[ -9e-10,9e-10] (see (55 )) so
|I1 − I2| ≤ α2 |x1 − x2| ≤ 10−3 · 2 · 9 · 10−10 = 18 · 10−13, (64)
|θ1 − θ2| ≤ α3 |x1 − x2| ≤ 5 · 2 · 9 · 10−10 = 9 · 10−9.
Any horizontal disc hQα in S
a ∩ {I ∈ [0, 2 · 10−9]} is therefore contained in
hQα ⊂ B
u ×Bs ×Bd (I∗, δI)×Bd (θ∗, δθ) , (65)
for δI = 2 · 10−12, δθ = 10−8, I∗ = piIhQα(0) and θ∗ = piθhQα(0).
Remark 44 From (65) we see that condition C1.iv is satisfied.
Remark 45 Since
Naa10 ∩Naa20 = [-9e-10,9e-10]× [-5e-10,5e-10]× [0,2e-9]× [0.1,0.11],
we see that for any θ∗ ∈[0.1,0.11] and I∗ ∈[0,2e-9] the rectangle
B
u ×Bs ×Bd (I∗, δI) ∩ [0,2e-9]×Bd (θ∗, δθ)
is contained in Naa10 or in N
aa2
0 . We thus see that condition C1.v is satisfied.
To check condition C1.vi we use the following lemmas:
Lemma 46 Consider two families of functions f1,ε, f0,ε for ε ∈ [0, ] . Consider also two h-sets
N0 and N1. If for any q0 ∈ N0 and q1 ∈ N1 and any ε ∈ [0, ]
piIf0,ε(q0) > piIq0 + εc0,
piIf1,ε(q1) > piIq1 + εc1,
then for any q0 ∈ N0, for which f0,ε(q0) ∈ N1, and for any ε ∈ [0, ],
piIf1,ε ◦ f0,ε(q0) > piIq0 + εc0 + εc1.
Proof. Taking q1 = f0,ε(q0) we have
piIf1,ε ◦ f0,ε(q0) = piIf1,ε(q1) > piIq1 + εc1 = piIf0,ε(q0) + εc1 > piIq0 + εc0 + εc1,
as required.
Lemma 46 can be iterated by passing through a connecting sequence. One can verify as-
sumptions of Lemma 46 as follows: (Below we use the notation fi (ε, q) instead of fi,ε (q), since
in this notation the meaning of partial derivatives is more clear.)
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Lemma 47 Assume that[
∂piIf
∂ε
([0, ε0] , N)
]
:=
[
min
(ε,q)∈[0,ε0]×N
∂piIf
∂ε
(ε, q), max
(ε,q)∈[0,ε0]×N
∂piIf
∂ε
(ε, q)
]
> c, (66)
then for every q ∈ N and every ε ∈ [0, ε0]
piIf(ε, q) > piIq + εc.
Proof. For any q ∈ N and any ε ∈ [0, ]
piIf(ε, q) = piIf(0, q) +
∫ 1
0
d
ds
piIf(sε, q)ds = piIq + ε
∫ 1
0
∂
∂ε
piIf(sε, q)ds
∈ piIq + ε
[
∂piIf
∂ε
([0, ] , N)
]
> piIq + εc,
which completes the proof.
Lemmas 46 and 47 are suitable for interval arithmetic. With their help we have verified
that for each each z ∈ Naa10 and z˜ = (faa1,16,ε ◦ . . . ◦ faa1,1,ε)(z) ∈ Naa116 , for ε ∈ (0, ε0], where
ε0 = 10
−8,
piI(z˜)− piI(z) > c11ε, (67)
with c11 = 5.45492 · 10−5.
We also verified that for each each z ∈ Naa20 and z˜ = (faa2,14,ε ◦ . . . ◦ faa2,1,ε)(z) ∈ Naa214 , for
ε ∈ (0, ε0],
piI(z˜)− piI(z) > c21ε, (68)
with c21 = 8.97787 · 10−5.
Remark 48 Conditions (67–68) ensure C1.vi for c1 = max{c11, c21} = 8.97787 · 10−5.
We can now formulate and prove our diffusion result for ε ∈ (0, ε0].
Theorem 49 Let C = 2 · 10−9. For every ε ∈ (0, ε0], where ε0 = 10−8, there exists a point
z (ε) and t(ε) ∈ (0, T/ε), where T = 5.7 · 10−4, such that
H0
(
Φεt(ε) (z(ε))
)
−H0 (z(ε)) > C.
Proof. The result follows from Remarks 40, 43, 41, 44, 45 and 48, which ensure that assumption
C1 of Theorem 19 is satisfied.
Note that by Remark 38 the change in I is equal to the change of the energy H.
We increase by at least c1ε in energy as we pass through (60) or (62). To increase by C =
2 ·10−9 we need no more than C/(c1ε) passes. Each pass takes no longer than max
(
T aa1, T aa2
)
.
This, together with the estimates (61) and (63) gives that t (ε) ∈ (0, T/ε) , for T = 5.7 · 10−4.
51
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
Y
X
Figure 10: A non-rigorous plot of an orbit Φεt (qθ) for t ∈ [0, T¯ ] for T¯ = 6.75 in red (thick line),
and for t ∈ [T¯ , 20] in black (thin line). We also see the Lyapunov orbit in blue, and the two
primaries marked with crosses.
9.3.2 Diffusing orbits for larger eccentricities
To prove diffusion for ε ∈ [ε0, ε1], where ε0 = 10−8 and ε1 = 1.6 · 10−5, we no longer need to use
Theorem 19, since ε ≥ 10−8 is sufficiently large so that we can observe it directly. We consider
a point
q = (−0.96861665, 0, 0.05,−0.8911665, 3.1415926) . (69)
We can obtain the following.
Theorem 50 Let C = 2 · 10−9, ε0 = 10−8, ε1 = 1.6 · 10−5, and T¯ = 6.75. For any ε ∈ [ε0, ε1]
H0
(
ΦεT¯ (q)
)−H0 (q) > C. (70)
Proof. The result is validated by direct interval arithmetic integration of the system.
Corollary 51 For T = 5.7 · 10−4, ε0 = 10−8, ε1 = 1.6 · 10−5, since
min
ε∈[ε0,ε1]
{T/ε} = T/ε1 = 35.6 > T¯ ,
we see that from Theorem 50 it follows that T¯ ∈ (0, T/ε).
The point q was chosen to be roughly on the unstable manifold of a Lyapunov orbit. In
Figure 10 we give the plot of the trajectory starting from q. In red (thick line) we have the
plot up to time T¯ , and in black the trajectory which continues further on. For all ε ∈ [ε0, ε1]
the plots look the same at this resolution. We have chosen the particular point (69) since the
energy change for trajectories which start from it is large; see Figure 11.
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Figure 11: A non-rigorous plot of (t,H0(Φ
ε
t (q)) − H0(q)) with t ∈ [0, T¯ ] for T¯ = 6.75 in red
(thick line) and t ∈ [T¯ , 20] in black (thin line). On the left the plot is for ε = 10−8 and on the
right for ε = 1.6 · 10−5.
Remark 52 In Fig. 10 we see that Φε
T¯
(q) is not close to the Lyapunov orbit. Thus, the mech-
anism in this section to grow energy for larger eccentricity is different from the one in Section
9.3.1. While the mechanism of growing energy in Section 9.3.1 is reminiscent of the Arnold
transition chains on invariant tori – in this case, of Lyapunov orbits –, the mechanism in Sec-
tion 9.3.2 is simply due to large oscillation of the energy along the perturbed unstable manifold.
This latter mechanism may be more relevant in applications to dynamical astronomy than the
previous one, since the typical eccentricities of orbits of celestial bodies are not that tiny.
Proof of point 1. (Diffusing orbits) from Theorem 34. The result follows from Theorems
49 and 50 together with Corollary 51.
9.4 Proof of symbolic dynamics, Hausdorff dimension and stochastic
behavior
In this section we prove points 2, 3 and 3 from Theorem 34. These follow from Theorems 24, 26
and 31, respectively. All these results are based on the assumption C2, which is why we prove
all the points in this section.
For C2, in addition to the strip Sa, which was introduced in (55), we also consider a strip
Sb ∈ R3 × S1 defined as
Sb = Sa + (0, 0, 0, pi) .
We need to validate the condition C2 from Section 6.2. In particular, this requires a con-
struction of connecting sequences from Sa to Sa (which we have taken care of in Section 9.3.1;
so this is done), from Sb to Sb, from Sa to Sb and from Sb to Sa.
The local maps and connecting sequences from Sb to Sb are practically the same to the
connecting sequences from Sa to Sa; the only difference is that they are shifted in the angle θ
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by pi. Since this is practically identical, we do not write out the details. The main issue of the
key importance is that when passing from Sa to Sa the energy is increased, but when we pass
from Sb to Sb the energy is decreased. The validation of this fact is performed using mirror
statements to Lemmas 46 and 47 (but with reversed directions of the inequalities).
To obtain connecting sequences from Sa to Sb we consider two sequences of points (p1i )
31
i=0,
and (p2i )
15
i=0. We take
p1i = q
1
i for i = 0, . . . , 15,
p2i = q
2
i for i = 0, . . . , 13,
(where the q1i and q
2
i are the points from Section 9.1) and the remaining p
1
i and p
2
i are written
out in Section C[Tables 3 and 4], respectively. It will turn out important for us that
piθPε=0
(
p131
)
= 1.30221605, piθPε=0
(
p215
)
= 1.61987861.
This is because when comparing with q10 and q
2
0 (see Tables 1 and 2) we can see that
piθPε=0
(
p131
)− piθq10 = pi − 0.268580277, (71)
piθPε=0
(
p215
)− piθq20 = pi + 0.049082283. (72)
From (71) we see that as we pass along the points p1i from S
a to Sb, the angle increases by
less than pi. Since Sb = Sa + (0, 0, 0, pi), this in other words means that when going from local
coordinates of strip Sa to local coordinates of the strip Sb, the angle is decreased. On the other
hand, from (72) we see that when we pass along p2i then the angle is increased. We have an
analogous feature as in (51–52), which allowed us to obtain topological alignment along θ.
By looking at the X,PX , PY coordinates in Section C [Table 3] we observe that the points p
1
i
for i = 16, . . . , 31, oscillate. This is because these are chosen as the points on the intersection of
the Lyapunov orbit with {Y = 0}. As we make additional turns along the Lyapunov orbit, the
θ changes as the time increases. We continue to rotate until the angle ends up in Sb. The same
comment can be made about the points p2i , but here it is enough to make a single additional
turn (two half turns) along the Lyapunov orbit.
Regarding the linear changes, needed for the local maps in which we position the h-sets,
we take the same matrices Aki as for q
k
i , and in the points associated with the additional turns
along the Lyapunov orbit we choose:
A1i =
{
A115 if i > 15 is odd,
A10 if i > 15 is even,
A2i =
{
A213 if i > 13 is odd,
A10 if i > 13 is even.
We take
Nab10 = [-9e-10,9e-10]× [-5e-10,5e-10]× [0,2e-9]× [0.1,0.25],
Nab20 = [-9e-10,9e-10]× [-5e-10,5e-10]× [0,2e-9]× [-0.25,0.11],
Nab132 = N
ab2
16 = S
b × {I ∈ [−10−8, 10−8]},
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and let Qα be the same cone as in (59). We define the local maps as
fab1i,ε : =
(
R1i
)−1 ◦Ψ−1 ◦ Pε ◦Ψ ◦R1i−1 i = 1, . . . , 31,
fab132,ε : =
(
R10
)−1 ◦Ψ−1 ◦ Pε ◦Ψ ◦R131.
and
fab2i,ε : =
(
R2i
)−1 ◦Ψ−1 ◦ Pε ◦Ψ ◦R2i−1 i = 1, . . . , 15,
fab216,ε : =
(
R20
)−1 ◦Ψ−1 ◦ Pε ◦Ψ ◦R215.
Recall that R10 = R
2
0, so we are using the same local coordinates at the beginning and at the
end of our two connecting sequences.
The h-sets and cones for our connecting sequences
(
Nab10 , Qα
) fab11,ε
=⇒
(
Nab11 , Qbab11
) fab12,ε
=⇒ . . . f
ab1
31,ε
=⇒
(
Nab131 , Qbab131
) faa132,ε
=⇒ (Nab132 , Qα) ,(
Nab20 , Qα
) fab21,ε
=⇒
(
Nab21 , Qbab21
) fab22,ε
=⇒ . . . f
ab2
15,ε
=⇒
(
Nab215 , Qbab215
) faa216,ε
=⇒ (Nab216 , Qα) ,
for ε ∈ [0, 10−8] are constructed analogously to what was described in Section 9.3. We skip
writing them out, since this would not bring new insight. (If we were to do so, the output would
be very similar to Section C [Tables 7, 8].)
The connecting sequences from Sb to Sa are practically identical to the connecting sequences
from Sa to Sb, with the only difference that they are shifted in θ by pi; we therefore do not go
into the details of writing them out. In total, we consider eight connecting sequences indexed
by
L = Laa ∪ Lbb ∪ Lab ∪ Lba
= {aa1, aa2} ∪ {bb1, bb2} ∪ {ab1, ab2} ∪ {ba1, ba2} .
We use these for computer assisted validation of the condition C2 (see page 30). This goes
along the same lines as the validation of C1 in Section 9.3.1. We ended up with the following
constants from C2:
c1 = 9.38015 · 10−3, c2 = 8.97787 · 10−5,
c3 = 8.27621 · 10−3, δI = 2 · 10−12. (73)
Proof of point 2 (Symbolic dynamics) from Theorem 34. The result follows from the
computer assisted validation of the condition C2 and Theorem 24. From Theorem 24 it follows
that we can shadow any Is at the distance η as long as η > 2δI + ε0c3 and η > ε0c1. Looking
at the validated coefficients from (73) we see that these inequalities are satisfied.
Proof of point 3 (Hausdorff dimension) from Theorem 34. In Section 9.2 we have
introduced the coordinates (x, y, I, θ) on the section {Y = 0}. The x and y are the unstable and
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stable coordinates, respectively, and I, θ are central coordinates. This means that the dimensions
u, s, d from (19) are u = s = d = 1. From our computer assisted validation of condition C2
and from Theorem 26 it follows that we have a set, which we denote here as C0, of Hausdorff
dimension s+2 = 3, which consists of points which follow the symbolic dynamics. This set lives
on the section {Y = 0}. The symbolic dynamics is carried out by return maps to the section
{Y = 0}.
By the smooth dependence of the flow on the initial conditions it follows that for nearby
sections {Y = δ}, for δ sufficiently close to zero, the return maps to the section {Y = δ} will also
satisfy the condition C2. This means that for each δ we obtain a set Cδ, of Hausdorff dimension
at least s+ 2 = 3, which consists of points which follow the symbolic dynamics. We thus obtain
the set C = ⋃ Cδ of orbits which follow the symbolic dynamics of Hausdorff dimension at least
4.
Proof of point 4 (Stochastic behavior) from Theorem 34. In our computer assisted
validation of the condition C2 we used Theorem 13, which by Lemma 12 implies that condition
(39) is fulfilled, and thus the result follows from applying Theorem 31.
The computer assisted validation of the condition C1 took 1 hour and 14 minutes on a single
3GHz Intel Core i7 processor. The validation of C2 took additional 3 hours and one minute.
A Proof of Theorem 11
Proof. We shall use the fact that
fε(z1)− fε(z2) ∈
∫ 1
0
d
dt
fε (z2 + t (z1 − z2)) dt
=
(∫ 1
0
∂fε
∂z
(z2 + t (z1 − z2)) dt
)
(z1 − z2)
= A (z1 − z2) .
for
A = A (z1, z2, ε) :=
∫ 1
0
∂fε
∂z
(z2 + t (z1 − z2)) dt
We drop the dependence of A on z1, z2, ε from the notation for simplicity. Observe that A ∈
[Dfε].
By (9), to establish (11) it is enough to show that for Qa (z1 − z2) > 0 we have
|piyi (fε(z1)− fε(z2))|
‖pix (fε(z1)− fε(z2))‖n1
< bi. (74)
Take z1, z2 satisfying Qa (z1 − z2) > 0, meaning that (z1 − z2) = t (x, y), where t ∈ R, ‖x‖n1 = 1
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and y ∈ Ba. Then
|piyi (fε(z1)− fε(z2))|
‖pix (fε(z1)− fε(z2))‖n1
=
|piyiA (t (x, y))|
‖pixA (t (x, y))‖n1
=
|piyiA (x, y)|
‖pixA (x, y)‖n1
≤ max
{|piyiA (x, y)| : ‖x‖n1 = 1, y ∈ Ba}
C
< bi,
where the last inequality follows from (10) and the fact that A ∈ [Dfε] . We have established
(74), which concludes our proof.
B Proof of Theorem 13
Proof. By (13), to establish (16) it is enough to show that we have a β and ε∗ > 0 such that
for all ε ∈ (0, ε∗] and z1, z2 ∈ N satisfying Qa,ε,β (z1 − z2) > 0 we have
|pivi (fε(z1)− fε(z2))|
‖pix (fε(z1)− fε(z2))‖n1
< bi for i = 1, . . . , n2 − 1, (75)
|piyι (fε(z1)− fε(z2))|
‖pix (fε(z1)− fε(z2))‖n1
< βε. (76)
Take Qa,ε,β (z1 − z2) > 0, which means that z1 − z2 = t (x, v, yι) for some t ∈ R and
‖x‖n1 = 1, v ∈ Ba and yι ∈ [−εβ, εβ] . Let
A = A (z1, z2) :=
∫ 1
0
∂fε=0
∂ (x, v)
(z2 + s (z1 − z2)) ds,
B = B (z1, z2) :=
∫ 1
0
∂fε=0
∂yι
(z2 + s (z1 − z2)) ds.
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(We drop the dependence of A,B on z1, z2 to simplify notation.) Clearly A ∈ A. We compute
pivi (fε(z1)− fε(z2))
= pivi
(∫ 1
0
∂fε
∂ (x, v)
(z2 + s (z1 − z2)) ds
)
(pix,v (z1 − z2))
+ pivi
(∫ 1
0
∂fε
∂yι
(z2 + s (z1 − z2)) ds
)
(piyι (z1 − z2))
= pivi
(∫ 1
0
(
∂fε=0
∂ (x, v)
(z2 + s (z1 − z2)) +O (ε)
)
ds
)
t (x, v)
+ pivi
(∫ 1
0
(
∂fε=0
∂yι
(z2 + s (z1 − z2)) +O (ε)
)
ds
)
tyι
= pivi
(∫ 1
0
(
∂fε=0
∂ (x, v)
(z2 + s (z1 − z2))
)
ds
)
t (x, v) + tO (ε)
+ pivi
(∫ 1
0
(
∂fε=0
∂yι
(z2 + s (z1 − z2))
)
ds
)
tyι + tO (ε)
= t (piviA (x, v) + piviByι +O (ε))
It is important for us that the term O(ε) is uniformly bounded for all z1, z2 ∈ N .
By mirror computation
pix (fε(z1)− fε(z2)) = t (pixA (x, v) + pixByι +O(ε)) , (77)
for O(ε) uniform for all z1, z2 ∈ N .
We now turn to establishing (76). For z1, z2 ∈ N we consider a 1 × (n2 − 1) matrix G and
H ∈ R defined as follows:
G = G (z1, z2) = piyι
∫ 1
0
(
∂fε=0
∂ε∂ (x, v)
(z2 + s (z1 − z2))
)
ds
H = H (z1, z2) = piyι
∫ 1
0
(
∂fε=0
∂ε∂yι
(z2 + s (z1 − z2))
)
ds.
(We drop the dependence of G,H on z1, z2 from the notation for simplicity.)
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We now compute
piyι (fε(z1)− fε(z2))
= piyι (fε=0(z1)− fε=0(z2))
+ εpiyι
∫ 1
0
(
∂fεu
∂ε
(z1)− ∂fεu
∂ε
(z2)
)
du
= tyι + εpiyι
(∫ 1
0
(∫ 1
0
∂fεu
∂ε∂ (x, v)
(z2 + s (z1 − z2))
)
duds
)
pix,v (z1 − z2)
+ εpiyι
(∫ 1
0
(∫ 1
0
∂fεu
∂ε∂yι
(z2 + s (z1 − z2))
)
duds
)
piyι (z1 − z2)
= tyι + εpiyι
(∫ 1
0
(
∂f0
∂ε∂ (x, v)
(z2 + s (z1 − z2)) +O (ε)
)
ds
)
t (x, v)
+ εpiyι
(∫ 1
0
(
∂f0
∂ε∂yι
(z2 + s (z1 − z2)) +O (ε)
)
ds
)
tyι
= tyι + εpiyι
(∫ 1
0
(
∂f0
∂ε∂ (x, v)
(z2 + s (z1 − z2))
)
ds
)
t (x, v) + tO (ε)
+ εpiyι
(∫ 1
0
(
∂f0
∂ε∂yι
(z2 + s (z1 − z2))
)
ds
)
tyι + tO (ε)
= t (yι + εG (u, v) + εHyι +O (ε)) . (78)
(The term O(ε) is uniformly bounded for all z1, z2 ∈ N .) The bound (78) combined with (77)
gives
|piyι (fε(z1)− fε(z2))|
‖pix (fε(z1)− fε(z2))‖n1
=
|yι + εG (u, v) + εHyι +O (ε)|
‖pix (A (x, v) +Byι +O (ε))‖n1
= ε
|yι +G (u, v) +Hyι +O (1)|
C +O (ε)
< βε.
The last inequality holds by fixing small ε1 > 0 so that for all ε ∈ [0, ε1] we have C +O (ε) > 1.
Then we take large enough β. This is possible since C > 1, yι ∈ [−εβ, εβ] and |G (x, v)|, |H| are
bounded on ‖x‖ = 1, v ∈ Ba, and ε ∈ [0, ε1].
We now turn to (75). By (77) and (78) and since yι ∈ [−εβ, εβ]
|pivi (fε(z1)− fε(z2))|
‖pix (fε(z1)− fε(z2))‖n1
=
|pivi (A (x, v) +Byι)|
‖pix (A (x, v) +Byι)‖n1
=
|pivi (A (x, v) + βO (ε))|
‖pix (A (x, v) + βO (ε))‖n1
< bi.
The last inequality holds for all ε ∈ (0, ε∗) by taking sufficiently small ε∗ < ε1. For this last
inequality we do not modify β. It holds for small ε∗ since we have (15). This establishes (75).
We have established (75–76), which concludes our proof.
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C Tables of data
i X PX PY θ t
0 -0.98 0 -0.859912784 4.71238898 4.71238898
1 -0.948862141 -1.14050748e-10 -1.04040651 0.174379576 6.45756488
2 -0.980000001 -4.4230379e-09 -0.859912781 1.91955546 8.20274077
3 -0.948862177 -8.3966597e-08 -1.04040652 3.66473153 9.94791684
4 -0.980000695 -3.05087543e-06 -0.859910744 5.40989525 11.6930806
5 -0.948887383 -5.7930754e-05 -1.04040954 0.872002516 13.4383731
6 -0.980472143 -0.00210065421 -0.85850489 2.60884643 15.175217
7 -0.969096097 -0.0535840789 -1.04489045 4.43353789 16.9999085
8 -1.00422721 1.66294929e-14 -0.710343487 4.75385856 17.3202292
9 -0.969096097 0.0535840789 -1.04489045 5.07417924 17.6405498
10 -0.980472143 0.00210065421 -0.85850489 0.615685389 19.4652413
11 -0.948887383 5.7930754e-05 -1.04040954 2.3525293 21.2020852
12 -0.980000695 3.05087543e-06 -0.859910744 4.09782187 22.9473778
13 -0.948862177 8.3966597e-08 -1.04040652 5.84298559 24.6925415
14 -0.980000001 4.4230379e-09 -0.859912781 1.30497636 26.4377176
15 -0.948862141 1.14050748e-10 -1.04040651 3.05015224 28.1828935
Table 1: The points on {Y = 0} along the first homoclinic.
i X PX PY θ t
0 -0.98 0 -0.859912784 4.71238898 4.71238898
1 -0.948862141 -5.97533761e-10 -1.04040651 0.174379576 6.45756488
2 -0.980000005 -2.19915923e-08 -0.85991277 1.91955539 8.2027407
3 -0.948862323 -4.17456638e-07 -1.04040653 3.66473213 9.94791744
4 -0.980003453 -1.51678471e-05 -0.859902641 5.40984747 11.6930328
5 -0.948987739 -0.000288377731 -1.04042162 0.872418194 13.4387888
6 -0.982221034 -0.0103949678 -0.852883935 2.5774832 15.1438538
7 -1.01364767 3.1504313e-14 -1.16478703 4.56255054 17.1289212
8 -0.982221034 0.0103949678 -0.852883935 0.264432583 19.1139885
9 -0.948987739 0.000288377731 -1.04042162 1.96949759 20.8190535
10 -0.980003453 1.51678471e-05 -0.859902641 3.71525362 22.5648095
11 -0.948862323 4.17456638e-07 -1.04040653 5.46036895 24.3099249
12 -0.980000005 2.19915923e-08 -0.85991277 0.922360391 26.0551016
13 -0.948862141 5.97533761e-10 -1.04040651 2.66753621 27.8002774
Table 2: The points on {Y = 0} along the second homoclinic.
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i X PX PY θ t
16 -0.98 0 -0.859912784 4.79532814 29.9280694
17 -0.948862141 -1.4077281e-15 -1.04040651 0.257318739 31.6732453
18 -0.98 0 -0.859912784 2.00249464 33.4184212
19 -0.948862141 -1.4077281e-15 -1.04040651 3.74767054 35.1635971
20 -0.98 0 -0.859912784 5.49284645 36.908773
21 -0.948862141 -1.4077281e-15 -1.04040651 0.954837043 38.6539489
22 -0.98 0 -0.859912784 2.70001295 40.3991248
23 -0.948862141 -1.4077281e-15 -1.04040651 4.44518885 42.1443007
24 -0.98 0 -0.859912784 6.19036475 43.8894766
25 -0.948862141 -1.4077281e-15 -1.04040651 1.65235535 45.6346525
26 -0.98 0 -0.859912784 3.39753125 47.3798284
27 -0.948862141 -1.4077281e-15 -1.04040651 5.14270715 49.1250043
28 -0.98 0 -0.859912784 0.604697747 50.8701802
29 -0.948862141 -1.4077281e-15 -1.04040651 2.34987365 52.6153561
30 -0.98 0 -0.859912784 4.09504955 54.360532
31 -0.948862141 -1.4077281e-15 -1.04040651 5.84022545 56.1057079
Table 3: The points p1i for i = 16, . . . , 31.
i X PX PY θ t
14 -0.98 0 -0.859912784 4.41271211 29.5454533
15 -0.948862141 -1.4077281e-15 -1.04040651 6.15788801 31.2906292
Table 4: The points p2i for i = 14, 15.
A˜10 =
(
0.22767 0.22767 −3.9439
1 −1 3.173e-06
)
A˜11 =
(
0.43579 0.43579 1.8067
1 −1 −3.9705e-08
)
A˜12 =
(
0.22767 0.22767 −3.9439
1 −1 −4.0741e-06
)
A˜13 =
(
0.43579 0.43579 1.8067
1 −1 −5.6002e-05
)
A˜14 =
(
0.22766 0.22768 −3.944
1 −1 −0.0017238
)
A˜15 =
(
0.43568 0.43534 1.7979
1 −1 −0.017956
)
A˜16 =
(
2.2187 0.23680 −3.9874
10 −1 −0.44237
)
A˜17 =
(
17.107 −0.57394 2.5326
55 −1 5.3773
)
A˜18 =
( −0.50552 −0.016851 −2.8601
30 −1 4.0072e-10
)
A˜19 =
( −1.1479 0.31103 2.5326
2 −1 −5.3773
)
A˜110 =
(
0.23680 0.22187 −3.9874
1 −1 0.442368
)
A˜111 =
(
0.43534 0.43568 1.7979
1 −1 0.017956
)
A˜112 =
(
0.22768 0.22766 −3.9442
1 −1 0.0017238
)
A˜113 =
(
0.43579 0.43579 1.8067
1 −1 5.6003e-05
)
A˜114 =
(
0.22767 0.22767 −3.9439
1 −1 4.11187e-06
)
A˜115 =
(
0.43579 0.43579 1.8067
1 −1 7.5588e-07
)
A˜
1
16 = A˜
1
0
Table 5: Linear coordinate changes for the first connecting sequence.
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A˜20 =
(
0.22767 0.22767 −3.9439
1 −1 3.173e-06
)
A˜21 =
(
0.43579 0.43579 1.8067
1 −1 −3.8313e-07
)
A˜22 =
(
0.22767 0.22767 −3.9439
1 −1 −1.4422e-05
)
A˜23 =
(
0.43579 0.43578 1.8067
1 −1 −1.6735e-04
)
A˜24 =
(
0.22763 0.22772 −3.9445
1 −1 −0.0045346
)
A˜25 =
(
0.43528 0.43361 1.7964
1 −1 −0.012601
)
A˜26 =
(
0.20014 0.28029 −3.5829
1 −1 0.45277
)
A˜27 =
(
0.23687 0.23687 3.0204
1 −1 −2.3114e-05
)
A˜28 =
(
0.28029 0.20014 −3.5829
1 −1 −0.45277
)
A˜29 =
(
0.43361 0.43528 1.7964
1 −1 0.012601
)
A˜210 =
(
0.22772 0.22763 −3.9445
1 −1 0.0045346
)
A˜211 =
(
0.43578 0.43579 1.8067
1 −1 0.00016735
)
A˜212 =
(
0.22767 0.22767 −3.9439
1 −1 1.4426e-05
)
A˜213 =
(
0.43579 0.43579 1.8067
1 −1 4.5154e-07
)
A˜
2
14 = A˜
2
0
Table 6: Linear coordinate changes for the second connecting sequence.
i y I θ
0 [-5e-10, 5e-10] [0, 2e-09] [-0.25, 0.11]
1 [-4.68e-11, 2.7e-10] [-3.28e-11, 2e-09] [-0.2500000365, 0.1100002795]
2 [-1.2e-10, 3.01e-10] [-3.74e-11, 2.05e-09] [-0.2500001928, 0.1100006531]
3 [-2.52e-10, 4.46e-11] [-3.98e-11, 2.05e-09] [-0.250000233, 0.1100009412]
4 [-5.3e-10, 1.04e-10] [-8.68e-11, 2.06e-09] [-0.2500003685, 0.1100013358]
5 [-4.81e-11, 2.44e-10] [-8.94e-11, 2.08e-09] [-0.2500004185, 0.1100016201]
6 [-1.31e-10, 7.19e-10] [-9.78e-11, 2.15e-09] [-0.2500005724, 0.1100019985]
7 [-4.58e-10, 5.52e-10] [-1.79e-10, 2.18e-09] [-0.2500009002, 0.110002638]
8 [-5.81e-08, 5.34e-08] [-7.77e-10, 2.81e-09] [-0.2500012743, 0.1100031736]
9 [-2.73e-08, 2.58e-08] [-8.23e-10, 2.87e-09] [-0.2500015966, 0.110003644]
10 [-2.45e-09, 1.67e-09] [-9.36e-10, 2.93e-09] [-0.2500018948, 0.1100042459]
11 [-2.38e-10, 1.17e-10] [-9.39e-10, 2.99e-09] [-0.2500020643, 0.1100046384]
12 [-1.41e-10, 7.35e-10] [-9.48e-10, 3.02e-09] [-0.2500023091, 0.1100051511]
13 [-7.57e-11, 2.47e-10] [-1e-09, 3.02e-09] [-0.2500024591, 0.1100055609]
14 [-5.65e-10, 1.32e-10] [-1.02e-09, 3.03e-09] [-0.2500027304, 0.110006057]
15 [-2.79e-10, 7.74e-11] [-1.03e-09, 3.08e-09] [-0.2500028994, 0.1100064594]
16 [-5e-10, 5e-10] [-1e-08, 1e-08] [-0.25, 0.25]
pixN
aa1
i = [−9 · 10−10, 9 · 10−10], for i = 0, . . . , 16.
Table 7: The projections onto the y, I, θ coordinates of the h-sets Naa1i from the first connecting
sequence are in the table. The projection onto the x coordinate is kept the same and written
out directly below the table.
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i baa1i,1 b
aa1
i,2 b
aa1
i,3 i b
aa1
i,1 b
aa1
i,2 b
aa1
i,3
1 5.3491e-05 5.5372e-05 2.2852 9 4.5832 0.12008 125.32
2 0.00017087 1.3307e-05 4.0575 10 0.0073084 0.0032169 7.7305
3 4.123e-05 1.793e-06 2.2286 11 9.1685e-05 0.00017085 2.4325
4 0.00017258 1.1929e-05 4.0556 12 0.00026609 2.2936e-05 4.0626
5 4.3283e-05 1.7935e-06 2.2272 13 7.3161e-05 3.0471e-06 2.229
6 0.0018311 0.00013132 40.015 14 0.0002714 1.8695e-05 4.0562
7 0.019477 0.001536 59.438 15 7.413e-05 2.8353e-06 2.2287
8 40.905 0.47778 265.13
Table 8: Coefficients of the cones along the first connecting sequence.
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