The vapor pressure of rhenium was measured by the Langmuir method in the temperature ran"e 2350-3050 oK using a vacuum microbalance. The least squares line through the four series of da~a points is 4.5756 log P(atm) = 32.26 -180700/T. Least squares lines for each of the four series yield heats and entropies of sublimation higher than the corresponding third law values. The vapor pres· sure equation based on the average heat and entropy is, 4.5756 log P(atm) = 33.36 -183500/T.
Introduction
The only published experimental data on the rate of sublimation of rhenium is due to Sherwood et ai., [1).3 Their data were obtained by the Langmuir method using a modification of the hot wire technique and utilizing an emissivity correction to obtain absolute temperatures. 4 Although there is no special reason to question the accuracy of their results, past experience has shown that large systematic errors often occur and are difficult to detect in high temperature vaporization measurements. Hence, in view of this and the interest in rhenium as a useful material for particular high temperature applications, it was considered worthwhile to undertake additional meas urements.
Experimental Method
The specimen used in this work came from a sample of zone refined rod supplied by MRC Corporation, Orangeburg, New York and was fabricated by arc erosion at NBS into a right circular cylinder about 1.5 cm long and 0.25 cm in diameter. A hole 0.1 cm in diameter and 1.0 c m long, assumed to represent blackbody conditions, was drilled along the cylinder axis and a suspension hole 0.025 cm in diameter was drilled along a diameter near the other end of the sample. A "typical" analysis according to the supplier showed the principal metallic impurities to be Fe , Mo, and Si with impurity contents of < 10, 40, and 10 PPM, respectively, while the principal nonmetallic impurity was 12 PPM O~.
A semiquantitative spectrochemical analysis performed at NBS indicated the presence of Cu and Si in the range of 10-100 PPM and Ca, Fe, and Mg in the range of 1-10 PPM.
The density of a piece of the rhenium stock was determined by weighing in water and was 20.95 g cm - 3 , close to the theoretical x-ray density of 21.04 g cm-:J [2] .
The measurements were made using the vacuum microbalance apparatus previously descri bed [3] .
Samples were heated directly by 1' 1' indu ctio n at 450 kHz. Vacuum in the ultra-high vacuum range (10-7 to 10 -~1 torr) was maintained by a 90 liter per second ion pump. Weight los ses i n the microgram range were determined by meas uring balance beam displacement with a cathetom eter.
The sample was suspended from one arm of an equal-arm quartz bea m mi cro balance at the end of a c hain of 0.025 cm diam fused sili ca and sapph ire rods by a loop of 0.0075 cm diam tungsten wire which passed through the s us pensio n hole in the sample and over a hook on the lowest rod . The chain of sapp bire and fused silica rod s was connected at each e nd by V-shaped hooks mad e by heating and bending the rods.
The arm of the vacuum c hamber in which the sample hung was a 16 mm O.D. fused sili ca tube with a graded seal and Pyrex window at the bottom for temperature measurement. The window was protec ted from vapor deposition during the sublimation experiments by a magnetically operated s hutter.
A Vycor sleeve of 13 mm O.D . fitted snugly inside the 16 mm O.D. fused silica tube of the vacuum system. A thin platinum coating deposited on the inner surface of this sleeve helped prevent static charge buildup in the vicinity of the sample from interfering with the weighing but did not heat inductively.
An NBS-calibrated optical pyrometer with a magnifying objective lens was used to measure temperatures by sighting on the blackbody hole through the calibrated window and mirror. Calibration corrections for the mirror and window were determined in situ, before and after a series of experiments, by sighting the pyrometer on a band lamp located above the vacuum apparatus on a rotatable mount. With the pyrometer and band lamp in one position, readings on the band lamp filament could be made using the same optical path as was used during the vapor pressure measurements except that the source was further away. By rotating the band lamp 90 degrees and raising the pyrometer, temperature readings could be made directly on the band lamp filament. The calibration correction was obtained from the difference between reciprocal absolute temperatures with and without the window and mirror in the optical path.
In obtainin g eac h datum point the following sequence of operations was performed: 0) The rest point of the microbalance was determined, (2) the sample was slowl y heated to a temperature several hundred degrees below the temperature of the experiment, (3) the sample was rapidly heated to the operating temperature and maintained as nearly constant as possible, (4) the sample was rapidly cooled to a temperature well below the experimen tal temperature, the power slowly reduced, and the oscillator then turned off, and (5) the rest point of the balance was redetermined. The slow heating and cooling portions of the cycle were necessary to a void lateral motion of the specimen caused by the rf field while the rapid heating and cooling portions of the cycle made the measurement of the duration of the experiment more accurate. The duration of the experiment was measured from the time the oscillator was set at a predetermined power setting to the time the power was decreased. Hence , the deficiency in vaporized material resulting from the fact that the sample is not yet at temperature at zero time is compensated for by the excess of material vaporized after the experiment has been terminated. The mass change of the sample was determined from the displacement of the beam of the microbalance and the previously determined sensitivity of the balance which was about 0.5 micrograms/micron.
The change in sensitivity with load was sufficiently small so that the weight change of the sample during a series of experiments had negligible effect. As in our previous studies [4, 5] duplicate rest points usually agreed to within ± 2 f.L: however, on several occasions during the present experiments, long term drifts of 20 to 30 f.L were noted, indicating that errors due to the weight loss measurement could become important for the experiments with the smaller weight losses.
Data and Thermodynamic Treatment
Vapor pressures were calculated using the equation:"
where m is the mass of material sublimed, t is the duration of the experiment, a is the projected surface area of the sample, T is the absolute temperature, R is the gas constant, M is the atomic weight of the vaporizing species, monatomic rhenium, and 0' is the vaporization coefficient, which was assumed equal to unity. The value of the sample area a, at tempera· ture T was calculated from the area measured at room temperature (10, by assuming that the equation a = ao[l + 2{3(T-300)] was valid in the temperature range where vapor pressure measurements were car· ried out. In this equation {3is the coefficient of linear thermal expansion which was assumed to be 7.2 X 10-1 ; O K -I based on the work of Sims et aI., [2] . The sample area at room temperature ao, is calculated from the measured length and diameter of the cylindrical speci men.
In general, the heat of sublimation can be computed from vapor pressure data in two ways. In the second law method, one can make use of the experimental data to evaluate both constants in the equation (2) where !::.Ho is the heat of sublimation at the average temperature, !::.So is the entropy change at the same temperature and R I is equal to RlnlO. It should be noted that this equation is only approximate since it ignores the temperature dependence of !::.HO and !::.So.
Although a more exact second law treatment can be made by inclusion of the temperature dependence of !::.HO and !::'So, the error introduced into the second law heat and entropy of sublimation by use of eq (2) in the present case is small in comparison with the error in these quantities resulting from scatter in the vapor pressure data. As a matter of interest, a correct second law treatment for each series of data in the present work was carried out and the values for !::.Ho and !::.So at the average temperatures agreed within 0.1 kcal mol-1 and 0.05 cal mol-1 °K-l with those obtained from the simpler treatment.
In the third law method, one makes use of absolute entropies, usually obtained from heat content and spectroscopic data, to calculate the entropy change for the assumed sublimation process at each temperature. These values and the experimental pressures can then be substituted in eq (2) to obtain the experimental values of !::.Ho at the specified temperatures.
In practice, use is generally made of free energy functions which allow one to calculate a value for the 
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T ' IS t e ree energy unctIOn. Differences between t1H~(298) obtained by the second law and the third law methods can give information concerning the consistency of the vapor pressure data obtained, the free energy function data used, the sublimation reaction assumed, or the existence of a vaporization coefficient other than unity. Frequently, a 0:> lac k of trend in the heat of sublimation calculated as a function of the experimental temperature is taken as an indication that no important systematic errors are present in the data. Actually, because of random error in the data points and limited temperature ranges, it is usually easier to find a discrepancy by comparing second and third law heats of sublimation .. or the experimental entropy change with that found , from heat content and spectroscopic data.
Results
The basic data from four se r ies of s ublim a ti o n experiments are li sted in table 1. The major differences bet ween the first two seri es and the la st two se ri es of measurements are that different pyrometers were used for temperature measurement s and different observers made the temperature a nd weight Joss meas urements. In add ition to these differences , de termination s of the window and prism factors ("A" values) before and after eac h of the first three seri es of measurements indicated th a t substa nti al in creases in th ese quantities had tak e n place _ It did not prove ? possible to determine what was responsible for th e increase in A values_ It is believed th a t a sufficie nt temperature gradient exists in the sample region of the vacuum system during measurements so that any Re~07 in the sa mple region would evapora te and be able to migrate pas t th e s hutter to the sight window. which was used afte r th e series I and II meas urements to remove small amounts of rhenium not collected by th e Vycor inse rt tube. Another possibility is that Re ~ reac ted with the Vycor insert tube to form R e O~(g) a nd a stable rhenium silicide. Calculation indi ca tes that rh en ium di sili cide is sufficiently stable so that ReO~(g) might be formed in appreciable quantities assuming it s s tandard free energy of formation is zero , if the temperature of the rhenium-Vycor interface were 1400 O K or hi gheL A n x-ray diffractogram of ~ mate rial scra ped from th e side of the Vycor inse rt tub e at th e co nclu s ion of th e seri es III data indi cated th e prese nce of a phase other than Re whi c h, however, co uld not be identified as either ReS i~, R eS i, SiO~, or a Pt-Re alloy. Evidence that the observed in crease in A value was not simply due to deposition of Re on the window was obtained from the series IV data in whic h about 3450 p.g of Re was vaporized with no meas urable change in the A value of the window and during a series of experiments performed between series III and IV during which 2000 p.g of Re were vaporized without the shutter interposed between the sample and the window with no resulting change in A value. Likewise, the fact that the increase in A values for the senes I, II, and III data was all about the same while the total amount of Re vaporized was about 7000, 1150, and 6000 p.,g, respectively, is inconsistent with this hypothesis. Initially, it was thought that the change in A value had taken place during preliminary outgassing by volatilization of a rhenium oxide contaminant and that the A value measured at the end of the series was the appropriate one to use. However, analysis of the least squares residuals for the series II and series III data show a trend suggesting that at least part of the shift took place during the series. Therefore, for each of the first three series of measurements, the average of the A values determined before and after the series was used to correct the observed temperature to absolute temperature.
It should be noted that the adoption of any constant A value will have practically no effect on the heat of sublimation calculated by the second law method while the third law heat will be changed if the A value is changed as will the second law entropy. Also, if the temperatures are varied randomly during the series, a systematically changing A value will have little effect on the second law heat. Table 2 summarizes the second law heats and entropies of sublimation calculated by least squares for each series of data in the present 'work and adjusted to temperatures of 298 and 2600 oK, respectively, using Stull and Sinke's tables [6] ; similarly adjusted values based on those reported by Sherwood et al.
[1]; mean third law heats of sublimation based on the free energy functions listed by Stull and Sinke; and the standard errors computed for each of these quantities as well as the estimated overall uncertainty in the third law heats of sublimation.
The final heat and entropy of sublimation based on the second law method were obtained by averaging the individual results obtained in the four series of it Calculated frum Stull and Sinke [6] . .6.S~t;11I.1 = :3 1.86 cal 11101 -1 0 1-\ _ 1. h Th ese s tandard errors were ca lcula ted /"rum the data givl'n in I I] .
(· These error estimates are:3 X s tandard errur . experiments. These values lead to the equation 4.5756 log P(atm) = 33_36 -183500lT which can be used to represent the vapor pressure of rhenium in the temperature range (2350-3050 OK). in table 2 are higher than the mean third law heats J reflecting the fact that the second law entropy changes " are greater than the value based on the tables. Among the possibilities which could account for this fact is that the vapor above Re(c) contains vapor species other than Re(g), the tabulated entropy and free energy functions for Re(c) are too high , or a systematic error occurred in temperature measurements due to nonblackbody conditions in the "blackbody hole" of the sample. However, the difference between the second law entropies and third law entropy are not very large and it is questionable as to whether or not the differences are significant. For example, two or three standard errors are frequently accepted as a reasonable measure of the uncertainty in a value and within these limits, agreement of the second and third law heats and entropies of sublimation is satisfactory. The least squares line through all four series of data is 4.5756 log P(atm) = 32.26 -180700IT, which yields values of the heat and entropy of sublimation in excellent agreement with the tabulated entropy and the third law heat based on the tabulated entropy. The only reason for not recommending these values is that serious biases can be introduced into seco nd law treatments when sets of data points having slight systematic differences are treated as a single set. This is particularly true when the data involved cover different temperature ranges. Since we would not recommend the second law heat and entropy derived in this way if it led to poorer agreement between the second and third law values, it would be rather arbitrary to recommend them because they are in better agreement.
The standard errors (standard deviations in the mean) li sted in table 2 are computed from the scatter of the individual determinations about the mean or fitted line. The overall uncertainties for the third law heats of sublimation are the square root of the sum of the squares of the uncertainties arising from random scatter in the data points, uncertainty due to pyrometer calibration and uncertainty in the A value.
The uncertainties due to random scatter are taken as three times the standard error while that in the pyrometer calibration is based on the overall uncertainty listed on the NBS calibration certificate. For the first three series of data the overall uncertainty in the A values were assumed to be equal to one-half of t.he increase in the A value that took place during , I
'" 1 . . each series. For the series IV data the uncertainty in the A value was three times the standard error.
The uncertainties due to pyrometer calibration and A value were converted to eq uivalent uncertainties in the third law heat using the mean value of 6.H~ (298) and the mean temperature for the series. Th ese were then combined with the random uncertainty to yield the overall un certainty listed in the last column of table 2.
In terms of uncertainties in temperature, th e un· certainties in the pyrometer calibration, A value , random scatter and the overall temperature uncer· tainty were; series 1-7, 22, 9, 25 oK; series II-6, 19,4,20 oK series III -6, 16,6, 18 O K and series IV -6,2,6,9 O K.
Summary and Conclusions
The mean third law heat of sublimation selected from the data in the present study as the most reliable is in excellent agreement with the mean value derived from the data of Sherwood et al. [11, while the agree· ment between the second and third law heats of sub· limation is somewhat improved.
The question as to whether the second or third law heat of sublimation is the more reliable in the present case appears to be worthy of comment.
For metallic rhenium, heat content data obtained by conventional methods is available only to 1474 oK. Low temperature calorimetric data reported by Smith, Oliver, and Cobble [7] agrees within about one·half percent with the high-temperature data of Jaeger and Rosenbohm [8] in the range 0-20 °C. High temperature heat capacity data obtained by Taylor and Finch [9] in the range 300 to 2200 OK by the pulse heating method is systematically lower than the data of Jaeger and Rosenbohm; however, the estimated uncertainty of the former data is ± 4 percent while that of the latter is ± 0.5 percent and the data are in satisfactory agreement within these error limits. Between 1500 and 2600 OK, the contribution of the extrapolated heat capacity data to the free energy fun ction and entropy of Re(c) is 3.34 and 4.53 cal mol-1 0 K-I, respectively, or about 20 percent. Hence, an extremely pessimistic view of the errors involved in the heat capacity of Re(c) would be necessary in order to justify the preference of the second law results. Because of thi s, the vapor pressure equation based on the third law heat of sublimation and tabulated entropies is reco mm e nded.
