We consider the problem of remote two-qubit state creation using the two-qubit excitation pure initial state of the sender. The communication line is based on the optimized boundary controlled chain with two pairs of properly adjusted coupling constants. The creation of the two-qubit Werner state is considered as an example. We also study the effects of imperfections of the chain on the state-creation.
I. INTRODUCTION
Information processing devices, be they classical or quantum in nature, consist of storage elements, gates, and interconnections along which information can be transferred. In a quantum device information is contained in the quantum state of one or more quantum bits, or qubits. For the transfer of information between different locations several concepts have been developed. Quantum state transfer [1] [2] [3] [4] [5] [6] [7] [8] denotes the transport of an existing state to a different place by the dynamics of an underlying Hamiltonian with or without time-dependent control parameters. In contrast, remote state creation [9] [10] [11] [12] [13] [14] [15] means the preparation of a desired state in a desired location by manipulations performed at an earlier time in a different location. Although this technique was first realized in quantum optics [12, 13, 15] , systems of coupled spins have also been studied in this context and may be used for short-distance communication, for instance, within a quantum information processing device.
The principal setup for remote state creation used in our previous papers [16] [17] [18] [19] [20] is as follows. There are two small sets of qubits called sender and receiver, respectively, connected by a chain of other qubits serving as a transmission line. The state of the sender is characterized by a set of parameters which may be adjusted in order to create the desired state in the receiver subsystem. These are the control parameters. The state of the receiver is also characterized by a set of parameters, the target parameters. The possible states of the receiver occupy a certain region in the space of target parameters. In recent papers we have studied various aspects of the remote creation of single-qubit states: the creatable region [16] , i.e. the region in the target parameter space corresponding to states which can actually be remotely created by adjusting the control parameters, the creation of states from pure one-excitation initial states [17] , the enhancement of performance by unitary transformations on the receiver side [18] , the remote creation of quantum correlations (discord) [19] as well as the control of polarization and coherence intensity of the created state [20] .
For transmission lines (spin chains) designed for perfect state transfer [2, 4] the creatable region covers all possible states of the receiver. However, these chains require careful adjustment of all couplings along the chain which is difficult and sensitive towards "manufacturing errors", small imperfections in the coupling constants which reduce the perfect state transfer to a high-probability state transfer. Since a high-probability state transfer may also be achieved much more simply by boundary-controlled [5, 6] or optimized boundary controlled chains [21] [22] [23] [24] , we study this type of systems in the present paper.
Our goal here is the remote creation of two-qubit states. For that purpose we have to employ initial states with two excitations instead of the one-excitation states studied previously. While the creatable region for a one-qubit receiver is essentially (i.e. up to an unimportant phase) defined by the values of two parameters and thus can be shown in a single picture [16, 17] , this becomes much more complicated for a two-qubit receiver. There, the density matrix depends on 15 parameters and thus is difficult to visualize. Therefore we have to employ other means of controlling the creatable states. We show that the communication line is characterized by a finite number of Hamiltonian-dependent parameters and this number is defined by the dimensions of the sender and receiver and does not depend on the whole length of the chain.
The structure of this paper is as follows. In Sec.II we present the general protocol of two-qubit state creation without specifying the interaction Hamiltonian. Then, in Sec.III, we apply this protocol to a particular spin-1/2 model governed by the XY Hamiltonian and describe the creation of the Werner state as an example. The effect of imperfections of the Hamiltonian on the state creation is considered in Sec. IV. Sec.V contains concluding remarks .
II. GENERAL PROTOCOL OF REMOTE TWO-QUBIT STATE CREATION
Our protocol employs a N-node spin-1/2 chain and assumes that the evolution of this chain is governed by a Hamiltonian commuting with the z-projection of the total spin momentum I z : [H, I z ] = 0. Then the spin dynamics can be described in the subspace spanned by the vectors
whose dimensionality is N + 1 +
. In eqs.
(1), |k means the state with the kth spin excited, |nm means the state with the nth and mth spins excited, and |0 is the state without excitations.
A. General form of the two-excitation initial state
In this section we do not restrict the size N S of the sender and consider the general form of the two-qubit initial state:
with normalization
Here a i and a jk are the amplitudes of the inital state. The initial state |Ψ 0 evolves according to the Schrödinger equation as |Ψ(t) = e −iHt |Ψ 0 , where H is the Hamiltonian governing the spin-dynamics.
B. State of he two-qubit receiver and its characteristics
The density matrix ρ R of the state of the two-qubit receiver is reducible from the density matrix |Ψ(t) Ψ(t)| of the state of the whole system by tracing over all nodes except for the two nodes of the receiver. In the basis |0 , |N − 1 , |N , |(N − 1)N , the matrix ρ R reads:
In (4), all elements ρ ij ≡ ρ ij (t) are expressed in terms of the transition amplitudes f i and f ij from the inital state to the basis states:
where
are the transition amplitudes between the basis vectors. In addition, we assume that the state |0 corresponds to zero energy, hence f 0 = 0|Ψ(t) = 0|Ψ 0 = a 0 , and a 0 is a real number. Notations (5) and (6) show that (i) the transition amplitudes f i and f ij are linear functions of the initial state amplitudes a i and a ij , and (ii) the dependence on the Hamiltonian (in particular, on the coupling constants characterizing the transmission line) is confined to the parameters p i;k and p ij;nm . Hence, these parameters can be considered fixed for a given transmission line while the amplitudes a i and a ij serve as control parameters of the sender which can be varied in order to create the desired state of the receiver. We collect these parameters in the list a:
This list consists of N 2 S + N S independent real parameters. The direct calculation of the elements of the density matrix ρ R yields:
Here we introduce the following notations:
Formulas (9) (10) (11) (12) (13) (14) (15) (16) (17) show that the receiver's density matrix depends on the set of parameters 
All parameters in P can be directly defined for a given chain at any preferred time instant t = t 0 (see Sec.II C) and do not change during operation of the communication line.
It is important that the number of these parameters depends only on the dimensionality of the sender and receiver and does not depend on the length of the communication line.
Below, for our convenience we use the notation P without subscript for a general element of the set P: P ∈ P.
C. Defining the characteristics (19) of the communication line
Although there are exact formulas (7) and (18) involving the Hamiltonian H and the time t, the actual values of these parameters for a given communication line can differ from the analytically calculated ones because of imperfections in the Hamiltonian. Therefore, before proceeding to operating a particular communication line, we have to define its parameters P. For this purpose we create a set of preliminary states of the receiver using the following set of specially selected pure inital states of the sender:
with some known values of the real constants a k and a nm . Then, the resulting states of the receiver will provide us with information about the set of parameters P. This process can be considered the solution of a direct problem. On the contrary, finding the set of control parameters needed for the creation of a desirable receiver's state is an inverse problem and therefore is more tricky.
Now we proceed to defining the set of parameters P using the formulas (9-17) for the elements of the density matrix (4) and the above set of initial conditions (21-24) at the prescribed time instant t = t 0 (the way of fixing this time instant will be discussed in Sec.III).
Initial condition (21) yields (we give only the nonzero entries of the density matrix ρ R in formulas (25-27))
Initial condition (22) yields
Finally, initial condition (23) yields, in virtue of symmetry (20) ,
defining the real parts of P (N −1)(N −1);klnm , P (N −1)N ;klnm and P N N ;klnm , (kl) = (nm). The imaginary parts of these parameters can be obtained using the initial condition (24) .
As a result, we obtain the whole list of parameters P (19) for a given communication line at the prescribed time instant t 0 . In order to create the desired state A of the receiver, we have to solve the following system of algebraic quadratic equations (the inverse problem):
for the control parameters a i , a ij subject to the normalization condition (3) . Here the elements of the receiver's density matrix ρ R are given by formulas (9-17) and a is a list of all control parameters (8) . If a solution of system (28,3) exists, then the state A may be exactly created using our communication line. However, in many cases we cannot create the state A exactly even if the system (28,3) is solvable. This may happen due to any of the following reasons.
1. The set of parameters P cannot be exactly defined in general, see Sec.III B. So, system (28) must be replaced with the following one [26] :
with approximate parameters P apr .
2. The set of control parameters a found as a solution to system (29,3) cannot be exactly implemented in the experiment, see Sec.III C. We implement the set a apr which approximates the set of ideal parameters a up to some accuracy 3. The Hamiltonian contains imperfections (for instance, the coupling constants between nodes differ from the anticipated values), see Sec.IV.
Thus we have to estimate the difference between the matrix ρ R (P, a apr ) (in this formula, P is the set of exact parameters because ρ R is the matrix created in the experiment) and the desired matrix A. For this purpose we introduce the matrix discrepancy δ(ρ R (P, a apr )) by the following formula:
where we use the standard matrix norm defined for a matrix x as follows
If δ(ρ R (P, a apr )) < ε ≪ 1, then we say that the desired state A is created with the accuracy ε.
III. A PARTICULAR SPIN MODEL A. Interaction Hamiltonian
The parameters (19) described in the previous section depend on the Hamiltonian governing the dynamics of a spin chain. Although the best result (the largest creatable space)
is anticipated for the chain engineered for the perfect state transfer, we base our study on a simpler boundary-controlled model described by the nearest-neighbor XY Hamiltonian with two end-pairs of properly adjusted coupling constants:
where D, δ 1 and δ 2 are the coupling constants between the nearest neighbors, I jα (j = 1, . . . , N, α = x, y, z) is the jth spin projection on the α-axis. Below we put D = 1 which corresponds to using dimensionless time. The values of the coupling constants δ i , i = 1, 2,
are chosen in such a way that they maximize the probability |p N ;1 (t 0 )| at some time instant Formulas (33) complete the definition of the Hamiltonian (32) and allow us to uniquely define the set of parameters P (19). We chose the dimensionality of the sender by the requirement that the number of real control parameters is not less than the number of creatable real parameters which is 15 for the two-qubit receiver. Thus, the minimal dimensionality of the sender is N S = 4 (20 independent real control parameters in initial state (2)) which is used hereafter.
B. Classification of parameters (19) by absolute value
Parameters (19) differ by their absolute values which are determined by two main factors.
First, the mirror symmetry in p i;j , p kl;nm appearing in the definitions (18) of parameters P.
Due to the spatial symmetry of the chain the transition amplitudes (7) By adjusting all of the coupling constants in the Hamiltonian (32), we may approach the chain engineered for perfect state transfer. In this limiting case the transition amplitudes 
C. Example of remote state creation: Werner state
As a particular example we use a chain of 20 nodes to create the Werner state [25] which in the two-qubit case reads as follows: 
To create the zero entries in this matrix with our tool of four node sender we have to put
The system of equations (29) for the control parameters a ij can be written equating the corresponding elements of the density matrices ρ R (P apr , a) and ρ W (we use the parameters P apr from the Tables I and II and from the Appendix) :
N S k,l,n,m=1 m>n,l>k
In turn, eq. (37) splits into the real and imaginary parts:
m>n,l>k
In addition, we have the normalization condition (3) for the control parameters which now reads:
All in all, we have a system of 6 real equations (35,36,38,39), so that we need 6 real control parameters to solve it. Consequently, since we are interested in particular solutions, we may consider only the real parameters a ij . The numerical investigation of this system shows that it is solvable for a ij if p is in the interval 0 ≤ p ≤ 0.8744. We collect the results of the calculations for the parameter values p = 0.1n, n = 0, 1 . . . , 8, in Table III to five digit accuracy (the same accuracy is used for the parameters P in Sec.III B). The appropriate discrepancies δ(ρ R ) are given in the last column.
There is one more simplification of the model which follows from the fact that the absolute values of the parameters P from Family III are small and thus we can put all of them equal to zero as the first approximation. Solving the system (35,36,38,39) for a ij in this case we obtain new values for the control parameters collected in in Table IV together with appropriate discrepancies δ(ρ R ) (the last column).
IV. EFFECT OF IMPERFECTIONS IN THE CHAIN
Considering a set of chains of equal length governed by the same Hamiltonian H we can expect minor differences between them owing to the unavoidable imperfections in the preparation of these chains. Consequently, the parameters P (19) vary slightly passing from one chain to another. Although the parameters P can be defined for any of these chains using the protocol of Sec.II C, the procedure is rather complicated. Instead we can calculate the parameters P for one of these chains and take into account the possible variations of these parameters in working with other chains. In this way, we, generally speaking, prepare an approximate state instead of the exactly required one. However, this can be done if the approximate state is acceptable for our purposes.
Thus, below we assume that only the two pairs of the coupling constants δ 1 and δ 2 close to the ends of the chain in Hamiltonian (32) are perfectly adjusted. All other coupling constants are only manufactured with a certain accuracy ε, i.e.
where ε is the amplitude of random perturbations and ∆ i are random numbers in the interval −1 ≤ ∆ i ≤ 1. Below we present results for the randomness amplitudes ε = 0.025 and ε = 0.05.
A. Deviations of parameters (19) due to imperfections of the Hamiltonian
To characterize the effect of random imperfections of the Hamiltonian, we consider N p independent chains of the same type and characterize the parameters P associated with these chains by their mean values and standard deviations. Thus, for some parameter P ∈ P, the mean value P and standard deviation σ(P ) are calculated by the usual formulas:
where P i is the value of P for the ith chain.
As a result, the value P (ε) can be approximated as The quantities P (ε) − P (0) (P (0) denotes parameter obtained in Sec.III B for the unperturbed Hamiltonian) are represented in Fig.1 for the three families I, II, and III of parameters P and for the two values of the randomness amplitude ε = 0.025, 0.05, averaging over N p = 100 chains. Fig.1 shows that the mean values P (ε) of the parameters from the The parameters a calculated in Sec.III C were determined for the chain with unperturbed coupling constants. In this section we use these parameters to create the Werner state using the chain of 20 nodes with imperfections and characterize the effect of imperfections by the mean value of the density matrix discrepancy, δ(ρ R (ε)) , and its standard deviation σ(δ(ρ R (ε))). Results of our calculations are shown in Fig.2 . From this figure we see that the imperfection ε = 0.025 yields discrepancy δ 0.02 and imperfection ε = 0.05 yields discrepancy δ 0.05 (compare with the discrepancy δ in the unperturbed case, Table III), i.e. the considered values of imperfection strength yield a reasonable approximation of the density matrix. This figure shows also that both the mean value δ and the standard deviation σ(δ) depend only slightly on the parameter p of the Werner state, i.e., the effect of imperfections of the Hamiltonian on the realization of Werner states is almost independent of p.
V. CONCLUSIONS
We consider the problem of remote creation of a two-qubit state using a two-qubit excitation initial state of the sender. The number of qubits of the sender is not important for the protocol, although it affects the creatable region of the receiver's state space. We Since determining the parameters P for any particular chain is a rather complicated We also observe a symmetry among the parameters P 12,20;klnm in lines N = 90, . . . , 99 of the above Table. This is an "approximate" symmetry which is destroyed in higher order approximation. In addition, P 19,20;klnm = 0, k = l = n = m. Both of these facts appear due to the assumption of nearest-neighbor couplings in Hamiltonian (32) and the mirror symmetry of the chain.
plemented in the inital state of the sender. Then the matrix ρ R ij (P, a) obtained after evolution of the implemented initial state is a correct density matrix by construction, and this matrix is used in formula (30) introducing the matrix discrepancy.
