A once-through flow-calorimetric facility for measuring the enthalpy of mixing of binary gas mixtures at elevated pressures is described. The design of a new flow calorimetric incorporated in the facility is presented. Results for N2+CO2 from mole fraction of nitrogen 0.22 to 0.73 are reported at the nominal conditions 40 °C: 34.02 and 64.64 atm, and 31 °C: 34.02 and 64.64 arm. The experimental results are interpreted and smoothed, and compared with predictions using the Benedict-Webb-Rubin equation of state. The probable accuracy of the results is discussed, along with a check on the assumption of adiabaticity in the calorimeter.
Introduction
Precise enthalpies of pure compounds and mixtures are essential for purposes of evaluating theoretical calculations needed for engineering design. Enthalpies of mixing (or excess enthalpies) are particularly important since they link directly the enthalpy of a mixture to the enthalpies of its pure components. The molar enthalpy HA+ B of a mixture of A + B can be obtained by combining the molar excess enthalpy H E with the molar enthalpies H A and HB of its pure components:
HA + B = XA HA + XB HB + H E, (1) where x denotes mole fraction.
Many calorimetric determinations of the enthalpy of mixing of liquids have, been made, but very few gas mixtures have been so investigated. Pioneering work was done at the Kamerlingh Onnes laboratory °-4) where the enthalpy of mixing of binary mixtures of H2, He, N2, At, and CH 4 were measured in a flow calorimeter. Klein ~5) made similar measurements on N2 + CH4. The only available excess enthalpies of N2 + CO2 are the published results of Lee and Mather. ~6) They also report excess enthalpies of N2 + H2. Jacobsen and Barieau ~7) have investigated He + N2. These are the only direct calorimetric measurements of the enthalpy of mixing of gases under pressure known to the authors.
This contribution describes the design of a new calorimetric facility and presents results for the enthalpy of mixing of N 2 + CO2. Considerable effort was expended to obtain accurate results as will be revealed in a discussion of the precision of the individual measurements.
Experimental FLOW DIAGRAM
In this flow-calorimetric facility, two gases at the same temperature and pressure are brought to the calorimeter where they are mixed. Enough electrical energy is added to the gases so that there is a negligible temperature difference between the incoming pure gases and outgoing mixture streams. Each pure gas stream is metered and the mixture exiting from the calorimeter is sampled. Figure 1 presents the flow meters, 5 and 6. t Following the metering, the gases are expanded through manually operated valves, 21 and 22, to the conditioning coils (15 m in length) in the calorimeter bath on the way to the calorimeter. A low pressure (5 atm) flow meter, 19, is installed for metering the mixture but is used only for operational control. Under conditions of normal operation, the mixture is vented to the atmosphere. The two way solenoid valve, 23, is used only during flowmeter calibration to divert the flow of gas temporarily into the calibration tank.
CALORIMETER
The calorimeter is shown in figure 2 . The primary feature of the calorimeter is to mix gases and add heat so that the mixture is returned to the inlet temperature before it is exposed to the surroundings. The two gases are mixed at 7 and then passed over an electrical resistance coil on the innermost of a series of concentric cylindrical shells which provide both mixing and a heat shield. The gas leaving the Outermost shell passes through a helical tube, 9, wound around the capsule, conveying the gas to the thermocouple well, 1 la. An added (gold plated) heat shield, 22, surrounds the helical coil to reduce radiant heat transfer. All of the above described are within a jacketed and evacuated space (1 to 5 m Torr pressure). A thin silver-plated copper radiation shield (dotted line), 23, stands between the mixing assembly and the outer vacuum jacket.
MEASUREMENTS AND CALIBRATIONS
The prime measurements are pressure, temperature, flow rate, gas composition, and electrical power input.
The temperature of the calorimeter bath is measured with an NBS-calibrated mercury-in-glass thermometer (range -1 to 51 °C and 0.1 °C smallest division on the International Practical Temperature Scale) with an uncertainty of -t-0.03 °C. The temperature of the entering nitrogen stream is assumed to be equal to the bath temperature. The temperature differences are measured between the two inlet streams (wells 4) by duplicate pairs of 6-junction copper-to-constantan thermopiles (these did not exceed 0.002 °C) and likewise with similar duplicate thermopiles between the inlet, 1 lb, and the outlet, i la, thermowells. One of the latter thermopiles was calibrated by the NBS. A Leeds and Northrup Null Potentiometer was used to measure the output of the thermopiles. The accuracy of the temperature difference is estimated to be + 0.006 °C based on the accuracy of the potentiometer, thermopile calibration, and the calorimeter bath control.
Pressures are measured within __ 0.02 atm at the calorimeter outlet tap, 10, by using a Mansfield & Green Model 13Q dead weight pressure balance with a certificate traceable to NBS. The technique suggested by Cross (8~ is employed in reducing deadweight gauge readings to pressures. Atmospheric pressure is read to +0.5 Tort on a Fortin-type Eberbach barometer which has been calibrated against a standard barometer. Details of these measurements will be presented elsewhere. (9~ The pressure differences between pairs of taps 5, 6, 10 in the calorimeter are measured to establish both the uniformity of the entrance pressures and the pressure drop across the calori-"~ Throughout this paper atm= 101 325 N m-2 and Tort = atm/760. The sketch on the right shows details of the inlet assembly and mixing chamber. During an enthalpy of mixing measurement the pressure drop in the flow meters is monitored continuously with the manometer and telescope-cathetometer arrangement. However, the pressure drop in the calorimeter is read immediately after taking an experimental enthalpy of mixing reading with the same manometer. Hence, though the accuracy of the pressure drop measurement in the flow meter is ___0.4 Tort, for the calorimeter the accuracy of this measurement is believed to be just _ 10 Torr.
Power is supplied to the calorimeter by a Kepco CK40-0.8M d.c. power supply with regulation to _+ 0.01 per cent, and is determined by measuring potential drops across NBS calibrated standard resistors with the K-3 potentiometer. The Leeds and Northrup 7309 standard cell used in these measurements is checked at frequent intervals against a standard cell calibrated by NBS. Precautions were taken so that the limit of accuracy of the power input measurement was 0.1 per cent. Details of the wiring diagram will be given elsewhere. (9) Metering of the flow rate is the most critical of all the measurements since the accuracy of the flow measurement is the limiting factor in the entire set of measurements. Only the salient features are given here. Details will be presented elsewhere. 
The accuracy of the flow metering of each gas is estimated to be 0.48 to 0.57 per cent based on the precision of the measuring instruments and the accuracy of the calibration tank volume determination. (9) The gas composition of the stream leaving the calorimeter is measured by a modified gas density technique of which details will be given elsewhere. ° a/The uncertainty of the mole fraction determined with this technique is believed to be better than 0.006. The uncertainty in the mole fraction as calculated from a knowledge of the pure gas flow rates is estimated to be __+ 0.002 to 0.003. Table 1 lists the mole fractions for a few cases determined by the two independent methods. The agreement is within the combined uncertainty of the two methods. This analytical technique provides a valuable check on the crucial measurements of the flow rates of the pure gases. Further, since a sample is taken and analyzed for every composition, temperature, and pressure in the calorimeter corresponding to a measurement, the flow-meter calibrations are automatically checked for drifts and changes. The impurities in the gases used are 0.09 mole per cent 02 and 0.05 mole per cent N2 in the CO2, and 0.02 mole per cent 02 in the N2.
OPERATION Before starting a run, the calorimeter and flow meter baths are set at predetermined temperatures and the valves on the gas supply cylinders are opened. The pressure in the flow meters is set initially at 75 atm by regulators, 3, (figure 1). The flow rates of the two pure gases are established by adjusting the metering valves, 21, thereby setting the mole fraction of the gas mixture in the calorimeter within 0.01 to 0.02 of a preselected value. Simultaneously the pressure in the calorimeter is brought to within ___0.07 arm of the desired value by adjusting pressure reducing valve, 18. The power input to the calorimeter is then varied until the temperature of the outlet gas mixture is within 0.05 °C of the inlet pure gas temperature. Steady conditions are achieved 1 to 2 h after commencing gas flows. The calorimeter itself can attain a steady state within 15 to 20 min after a change in the input power setting if the initial values of the outlet and inlet gas temperatures differ by no more than 0.5 °C. When all instrument readings indicate steady state conditions; readings are taken every 2 min and averaged over a 4 to 6 rain period. Simultaneously, the mixture leaving the calorimeter is sampled for analysis. At the conclusion of the temperature measurements, the pressure differential measurements are made.
Results
Results are reported at the following nominal conditions in each case for at least four compositions: t~ = 40 °C, p. = 34.02 arm and p, = 64.64 atm; and t, = 31 °C, p~ = 34.02 arm and p. = 64.64 atm. The first four columns of table 2 give the raw results from the calorimetric and flow measurements for the outlet temperature t o and pressure Po, mole fraction x(N2) of N2, and ratio P/F of power input P to molar flow rate F.
Analysis of results
The flow calorimeter has two reasonably pure streams entering it: one of A at temperature t~ and pressure p x and one of B at t 2, P2; and one stream of a mixture of A + B leaving it at t o, P0. The first law of thermodynamics, when applied to this system at a 
where P denotes power input to the calorimeter, 4 rate of heat leak into the calorimeter, F molar flow rate, x mole fraction, H molar enthalpy, and Ek molar kinetic energy.
The excess enthalpy H e as defined by equation (i) cannot be calculated directly from this equation because there are minor but measurable differences between inlet and outlet temperatures and pressures. It is convenient to determine HE at the outlet conditions to andpo in the calorimeter. Combining equations (1) 
The quantities in parentheses in equation (4) 
PO to
Po to where = (aU/ap)T,
C,p = (~H/~T)p. (6d)
The two quantities ~b and Cp are related to the Joule-Thomson coefficient/~ by = -~/G.
Thus a set of primary corrections defined by equations (5) and (6) have to be applied to P/F according to equation (4) to obtain Ho ~ at the conditions at the outlet of the calorimeter, t o and Po. The correction for kinetic energy differences is defined by (5) and requires the densities of the two pure components and of the mixtures. The corrections for pressure drops and temperature differences in (6) require thermodynamic data on the pure components only. Corrections are also made for the impurities in the inlet gas streams. A set of secondary adjustments (hereafter called secondary corrections) is applied to Ho ~ calculated from equation (4) to obtain H~. The data are normalized to a common temperature t, and pressure Pn in order to compensate for the small operational variations in outlet conditions, t o and Po. Thermodynamic data on the mixture are required: Primary corrections: applied to P/F The effect of impurities in the two inlet gas streams is taken into account by assmning that oxygen and nitrogen have negligible enthalpy of mixing. Corrections are then calculated by assuming that the nitrogen stream contains no impurities and the carbon dioxide stream contains 0.14 mole per cent of nitrogen. The experimental results of this research are used to make the corrections for the nitrogen in the inlet carbon dioxide stream. The derivation of the equations used to make these corrections will be presented elsewhere. 
SECONDARY CORRECTIONS
These are applied to the excess enthalpies Ho ~ at the outlet conditions of the calori. meter, and are also illustrated in table 3. Uncertainties in the corrections for pressure and temperature level exceed the uncertainties in the previous corrections because there are no direct experimental data available on ~b ~ and Cp E defined by equation (8) 
Smoothing of results
Primary and secondary corrections having been applied, the excess enthalpies are smoothed by a least squares analysis. Smoothed results obtained at several flow rates are used to make a check on the assumption of adiabaticity.
Regular solution theory predicts:
Therefore the equation used in correlating the results is
where x is used to denote the mole fraction x(N2) of nitrogen. COz, from regular solution theory. Thus the peak in figure 3 is skewed toward high mole fractions of CO2 and the curves in figures 4 and 5 slant sharply instead of being horizontal as predicted by regular solution theory.
CHECK ON THE ASSUMPTION OF ADIABATICITY This is essential since the application of equation (4) f-1/kg-1 rain FIGURE 6. Excess enthalpy measurements of N2 +02 at 34.02 atm, 40 °C, and mole fraction 0.50 of nitrogen as a function of the specific flow rate f of the mixture. ©, experimental value of H~. average value by 0.31 per cent--which is the same as the experimental precision. Hence a horizontal line was drawn, as shown in figure 6 , and the assumption made that the heat leak ~ is smaller than the experimental uncertainty.
ACCURACY
There are two factors that affect the accuracy of the experimental results. They are (1) inaccuracies in the instruments and experimental techniques and (2) errors introduced in the analysis of the results. The uncertainties introduced by the various factors are compounded using a procedure t22) which involves adding weighted individual accuracies. The weighting factors are obtained from a functional relation between the independent variables e.g. potentiometer accuracy, standard resistor accuracies. This method of error analysis yields an estimate of the maximum inaccuracy of the results. The estimated uncertainty in the measurement of temperature is 0.04 °C and of pressure is 0.02 arm at the calorimeter outlet. The uncertainty in the mole fraction is believed to be 0.002 to 0.003. The limit of accuracy of the primary corrections is believed to be 1.1 to 0.3 per cent based on the combined accuracy of the temperature and pressure difference measurements and of the heat capacity and isothermal Joule-Thomson coefficient. Based on the uncertainty in the calorimeter outlet pressure and temperature and in the excess heat capacity and excess isothermal Joule-Thomson coefficient, the maximum accuracy of the secondary corrections is estimated to be 0.1 to 0.3 per cent for the results at 34.02 arm and 0.3 to 1 per cent for the results at 64.64 atm. Adding the estimated accuracy of the electrical power input to the estimated accuracies of the primary and secondary corrections yields an accuracy of 0.8 to I per cent for the excess enthalpies at calorimeter outlet conditions, Ho E, and 0.9 to 2 per cent for the normalized excess enthalpies, H E.
COMPARISON WITH PREVIOUS WORK
The only data on N2 + CO2 mixtures available to the authors were the published results of Lee and Mather. 
