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     Industry 4.0 in Germany using IoT (Internet of Thing) which data link layer on production site is leading the  
     world. Using IoT quality control in production can cost down and increase production efficiently. In production  
     line, the three systems – production management system, maintenance management system, quality control  
     system, interlock with one another rigidly to find out the error and adjustment immediately. For gathering  
     and analyzing data, each production line utilizes edge computing to visualize the process status, and records the 
     data in production management system. Maintenance management system stem utilizes robot preservation system  
     to sense data around the equipment, it operates and analyzes collecting date immediately. To link these three  
     system is the best way to detect the outlier and abnormality occur. 
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1. 背景と目的 
1.1  背景 
CPS と IoT によって、ものづくりの現場が大きく変
革する可能性がある。製造業生産現場にデータが行き
かう世界に向かっている。生産をデータとして見える
化。また、センサーを介して得たモノデータを収集・処
理・活用して、生産したモノの品質をリアルタイムで把
握することで、即時的に品質管理を行うことができる。
そして、生産過程中の情報を分析し、生産性の向上に活
かすことができる。さらには、保全管理システムと連動
して、収集していたデータをそれぞれの要素に分け、要
素に対して分析を行うことで、要因を見つけることも
期待できる。 
1.2  目的 
本研究のシステムは、CPS と IoT の考え方を活用し
た、中小製造業の製造生産現場向けの仕組みである。 
	 保全情報の収集用巡回する人型ロボットのネットワ
ークとエッジコンピューティングによる分散管理シス
テムを用いることで品質管理システム、生産管理シス
テム、保全管理システムをリアルタイムで連携させる
仕組みを提案する。 
	 本研究では、システムの確認のために、自作シミュレ
ーションに対して動作実験を行い、有効性と即時性を
検証する。また、個別ケースに対して、柔軟性や実現可
能性を示す。[1] 
 
2. 対象とする問題 
2.1  システム全体の対象とする問題 
	 本研究が対象とする問題では、生産ラインの一連中
に生産管理システム、保全管理システム、品質管理シス
テム、この三つシステムそれぞれエッジコンピューテ
ィングによる分散管理システムを用いることを想定す
る。 
	 生産ラインの一連の中に生産管理システムがあり、
生産進捗をリアルタイムに見える化する。そして、生産
進捗と生産管理システムと品質管理システムを連携し、
生産途中データ、設備の稼働データや、環境データや、
製品の値を収集し、収集したデータをリアルタイムに
分析する。そうすることで、即時的に、調整することが
可能である。そして、品質管理システムと保全管理シス
テムを連携し、品質管理システムからの情報に対して、
保全管理システムの方が設備や監視項目を自動的に追
加することを可能であることを想定する。また、保全管
理システムを連携し、設備や機器を計測するか判断を
行い、状況に応じて生産設備を変更することは可能で
あることを想定する。 
 
3. 提案するシステム 
3.1  システムの概要 
本研究では、工場でエッジサーバを活用する際、生産
管理システム、保全管理システム、品質管理システムの
データを動的に連携する手法を提案する。 
3.1.1 生産管理システムと保全管理システムの連携 
生産担当者が生産管理システムに生産指示を入力す
ると生産管理システムから自動で保全管理システムに
データが送られる。生産指示から保全スケジュールを
作成し、巡回ロボットに巡回スケジュールを伝える。そ
のやり取りを表したのが図 1 である。 
 
 
図 1	 巡回スケジュール作成までの順序 
 
次に、保全管理システムから新たな生産指示変更ま
での手順を説明する。それを表したのが図 2 である。巡
回ロボットは保全スケジュールに従って動作する。巡
回ロボットが収集した設備の情報は生産管理システム
と連携することで、その設備状況が異常なのか異常で
ないのか識別する。異常が無かった場合はそのまま生
産を行い、異常があった場合、保全担当者が設備の修正
を行う。また、現時点で修正ができない場合は生産設備
を自動で変更する。 
  
 
 
図 2	 生産指示の変更までの手順	
 
3.1.2 生産管理システムと品質管理システムの連携 
生産管理システムと品質管理システムとのやり取り
には仲介としてエッジサーバと連携管理システムを用
いる。その関係を表したのが図 3 である。 
	 エッジサーバには生産管理システムから設備に対応
した生産指示が送られており、エッジサーバは設備か
ら作業実績を計測する。生産管理システムと品質管理
システムの連携では、生産時、実績が１つ増える毎にパ
ーツの個数やセンサーの情報を使い、正規分布にて品
質の確認を行う。 
また、想定している品質から外れた場合、連携管理シ
ステムにそのデータ送り、ステータスを変更する。変更
後、生産管理システムにそれを伝え、その設備の生産を
停止させる。 
 
 
図 3	 生産管理システムと品質管理システムの連携 
 
3.1.3 品質管理システムと保全管理システムの連携 
品質管理システムと保全管理システムの連携は、前
項で想定したような連携管理システムの作業ステータ
スが変更された時のみに行われる。作業ステータスが
変更されると図 4 のように設備状態がエッジサーバか
ら、連携管理システムを通して保全管理システムに送
られる。そして、保全管理システムは保全スケジュール
に異常のあった設備を追加し、巡回ロボットに指示す
る。 
 
図 4	 巡回スケジュールの変更 
 
巡回ロボットが異常のある設備を確認し、異常があ
った場合の手順を図 5 に示す。巡回ロボットは保全管
理システム、連携管理システムを通して生産管理シス
テムに設備情報を送り、生産管理システムは、別の設備
で生産するように指示を出す。設備に異常がなかった
場合、同じ設備で生産を行う。 
 
 
図 5	 設備変更の手順	
 
3.2  システム構成 
3.2.1 システムの全体構成 
4.1 節のシステムの概要をまとめたものが図 6 のシス
テムの全体構成である。作業員は、生産ラインの存在す
る複数の設備に対して、それぞれの生産指示に基づき
生産を行う。異常を感知した場合、品質に問題があった
場合それぞれのシステムが連携することでその問題に
適した対処を行う。 
 
 
図 6	 システムの全体構成	
 
3.2.2 エッジサーバの構成 
	 エッジサーバの、エッジコンピュータを含むローカ
ルなシステムの構成は、図 7 に示すように、小型ボード
コンピュータがあり、今回は Raspberry pi 2 MODEL Type 
B を使用した。そして、計測部はスイッチやセンサー、
そして必要に応じて PLC などの機器の一部も接点とし
て接続可能となっている。こうしたエッジサーバは、そ
れぞれ分散された生産ラインごとに設置され、Wi-Fi モ
ジュールが USB 接続されているによって生産管理シス
テムと通信可能になっている。 
こうしたエッジサーバが生産管理システムから生産
指示の情報をもらい、生産時には生産実績データを記
録する。生産終了ときは、生産した生産実績データを生
産管理システムに送る。表示用タブレットは、生産指示
を作業員に伝えるために取り付けており、その時点で
の作業番号、作業場、生産予定数が表示されている。 
 
 
図 7	 エッジサーバの構成	
 
3.2.4 システムのデータ構造	  
システム全体のデータ構造を図 8 に示す。 
	 生産管理システム、品質管理システム、保全管理シス
テム、エッジサーバ、巡回ロボットのデータベースには
それぞれ対応したテーブルが作成されており、それに
より、本システムの連携を行う。全てのテーブルはそれ
ぞれの id で管理されている。 
  
 
図 8 システム全体のデータ構造 
 
4. 動作実験 
4.1  実験概要 
実装したシステムを使用し、動作実験を行う。本動作
実験を通して提案システムの実現可能性を示す。対象
とする問題に対し、生産管理システム側、保全管理シス
テム側、品質管理システム側の想定した場面において
正常に動作し、正しい流れで行うことができるかにつ
いて検証する。 
4.2  実験評価基準 
実験の項目を表 1 のように定めた、これらの項目を満
たしている場合は、実装したシステムが正しく動作し
たといえる。 
 
表 1	 実験項目	
項目番号	 実験項目	
① 
WEB サイトに生産指示を入力すると生産管理システムに
反映され、保全管理システムの保全スケジュールが自動
生成される。	
➁ 
巡回ロボットが保全管理システムから巡回スケジュール
を取得し、そして、スケジュールに基づいて作業を行う	
➂ 
エッジサーバの生産実績に合わせて、品質システムが計
算を行う。	
➃ 
③	が実行して、異常の場合はメッセージを連携管理シ
ステムに送信する。	
⑤ ④が生産システムにも反映される。	
⑥ 
保全管理システムの監視項目を計測し、判断を行い、状
況に応じて生産設備を変更する。	
 
4.3  実験結果 
動作実験の結果、実装したシステムが 6 個の実験項
目全に対して正常に動作することができた。 
その中の項目番号⑥について説明を行う。保全管理
システムが連携管理システムから取得したデータが表
2 であり、そのデータを元に、追加された巡回スケジュ
ールデータが表 3 である。また、今回設備の変更が可能
であるため、生産指示データが表 4 から表 5 に変更さ
れた。 
 
表 2	 連携管理システムからのデータ 
QCM_list_id work_id time Error_message edge_rpi_id 
4 5 2017-01-22 
13:40:27 
2 2 
 
表 3	 追加された巡回スケジュールデータ 
todo_list_id machine_id time robot_id status  
5 2 
2017-01-22 
13:41:00 
2 0 
 
表 4	 生産指示データ 
work_lis
t_id 
edge_rp
i_id 
pre_start_ 
time 
start_time 
stat
us 
target_qua
ntity 
5 2 
2017-01-22 
13:30 
2017-01-22 
13:30 
4 24 
 
表 5	 変更された生産指示データ 
work_lis
t_id 
edge_rp
i_id 
pre_start_ 
time 
start_time 
stat
us 
target_qua
ntity 
5 3 
2017-01-22 
13:30 
2017-01-22 
13:30 
0 24 
 
5. 結論と今後の課題 
5.1  結論 
	 エッジコンピューティングを用いることで、より拡
張性の高い品質管理システム、保全管理システム、生産
管理システムがリアルタイムで連携する仕組みを提案
することが可能となる。本研究の目的は個別のケース
に対して、柔軟性や実現可能性を示すことであった。動
作実験の結果から、生産計画と保全計画の連動、保全対
象となる設備や監視項目の動的な追加などの実験項目
を全てクリアすることができたため、実現可能性を示
すことができたと言える。これは、人による保全作業を
補完し、さらに生産管理システムに連動し、状況に応じ
て設備の自動変更が可能となる。また、保全システム全
体として、そこで得られたビッグデータを活用するこ
とで、予知保全のしくみとしても展開かできるであろ
う。しかし、今回の実装は、エッジサーバのセンサーは
温湿度のみであったため、今後の展開として工場さま
ざまな状況があるので、もっと幅広い、個別ケースでの
実験や柔軟性、など実用化するためには必要なことは
多い。そして品質管理システム部分では、判断要素が少
ないため、今後の展開として工場の品質管理の中、いま
までのノウハウと対応できる機能が必要となる。	
5.2  今後の課題 
	 今後の課題として、本研究では対象モデルの設備と
ユーザ最小数として最低限を想定した。実際の製造現
場、工場に対して実証実験を行い、本システムを実用化
できるように近づけていく必要がある。	
	 また、ビッグデータを活用することで予防保全、予知
保全の仕組みにとしても展開することができる。そし
て、生産管理システムや品質管理システムや保全管理
システムを、それぞれのエッジコンピュータでディー
プラーニングすることで予知は可能になる。システム
の拡張をすることで、システムの拡張ことで、「考える
工場」に近づけていく必要がある。	
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