1
In the second of the three AMS colloquium talks, recently masterfully 2 presented by Algebraic
Combinatorics guru Richard Stanley, he talked about the random variable "length of the largest alternating (i.e. up-down) subsequence" in a random permutation of length n. This was in analogy with the celebrated random variable "length of the largest increasing subsequence". For the latter, it was famously proved by Baik-Deift-Johansson that the limiting distribution (after it is centralized and divided by the standard deviation) is the intriguing Tracy-Widom distribution.
Stanley humorously narrated that when he investigated the limiting distribution for the former random variable, he was hoping that the limiting distribution would be equally interesting, and has already fantasized that he would be immortalized (along with Gauss, Poisson, Cauchy, and Tracy-Widom) by having an exotic new probability distribution named after him. To his dismay, it turned out (because of a general theorem of Robin Pemantle and Herb Wilf) that the limiting distribution is the utterly boring Gaussian (aka normal) distribution. So much for Stanley's dream of immortality (of course, there is a Stanley-Reisner Ring, but "Stanley Distribution" has a better ring to it!).
Stanley found that the expectation µ n and the variance σ and he deduced (from the explicit generating function that he derived, using the above-mentioned Pemantle-Wilf theorem) that
converge to the normal distribution, i.e.:
This is equivalent to the statement that the moments of Z n converge to the moments of the Gaussian distribution (0 for odd moments and 1 · 3 · . . . · (2r − 1) = (2r)! 2 r r! for the even, 2r-th, moment), to wit:
So the leading terms for the asymptotics for the moments are indeed the boring, normal ones. But, thanks to the amazing Maple package HISTABRUT, written by my master, Doron Zeilberger, that will soon be released with an accompanying article explaining how to use it, one can get:
(r − 1) 1760 r 3 − 381744 r 2 + 1430752 r + 150351
These formulas tell you how fast the moments of the (discrete) Stanley Distribution (Z n ) converge to those of the normal distribution.
Zeilberger's Maple package HISTABRUT can yield even higher-order asymptotics, but who cares?. Also, I have to admit that the above formulas are not yet rigorous, but they are certainly rigorizable. So there exists a rigorous proof, but who cares?
