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In this paper we study the convergence properties of a coupling time marching
algorithm solving convection–diffusion problems on two domains using incompat-
ible approximations. Convergence properties are obtained using local and global
estimates of the solutions of convection–diffusion problems. © 1999 Academic Press
1. INTRODUCTION
The coupling of different models and/or approximations has recently be-
come an efficient tools for solving problems in applied sciences and engi-
neering [1, 5, 8–11, 12, 14–16]. In this paper we shall provide the analysis of
a general methodology that can be applied to such situations. This method-
ology was introduced and studied by Bourgat, Le Tallec, and Tidriri [9], Le
Tallec and Tidriri [11], Tidriri [14–16].
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This approach was introduced in order to solve several difficulties that oc-
cur in fluid mechanics and kinetic theory. A particular case of this method-
ology is to locally introduce an enriched model next to a domain boundary
for an exterior domain problem. In this case, we propose to couple the so-
lutions through natural “friction” (Neumann) forces acting on the internal
boundary of the domain, these friction forces being updated inside the cou-
pling time marching algorithm used for the solution of the initial boundary
value problem. For practical applications of this coupling by friction we re-
fer to [9, 11, 14–16]. Another coupling corresponds to a coupling by half
fluxes, the practical aspects of which has been considered in [8, 10]. In
the present study, we shall focus on the theoretical aspects of the previous
methodology.
Several versions of this methodology have been studied in [11]. In this
paper, we shall continue our theoretical investigations of this methodology.
The theoretical study of our method will be done on a convection–diffusion
problem, which will serve as our model problem. The analysis will be made
at the continuous level, independently of any (space) discretization strategy,
which means that the derived results will be mesh independent. This study is
based on local and global estimates for the solution of convection–diffusion
problems with Dirichlet and Dirichlet–Neumann boundary conditions de-
veloped in [17].
In the next section we present the model convection–diffusion problem
together with local and global estimates of the solution of this problem de-
veloped in [17]. In Section 3, we present an explicit version of our coupling
time marching algorithm and its analysis. In Section 4, we present and study
a fixed point method for an implicit version of our coupling time marching
algorithm [11, 14]. Finally, in Section 5 we give a brief description of some
applications of these types of algorithms to fluid mechanics and kinetic the-
ory. Practical applications of the coupling time marching algorithm to real
life CFD and kinetic problems can be found in [8–10, 14–16].
2. LOCAL AND GLOBAL ESTIMATES
Let loc be a connected domain of n with loc   (Fig. 1). The bound-
aries of the two subdomains are defined as follows,
0b D @ \ @loc (internal boundary);
0i D @loc \ (interface);
01 D @n0b (farfield boundary):
We denote by n the external unit normal vector to @ or @loc.
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FIG. 1. Description of the computational domain.
Let V be a given velocity field of an inviscid incompressible flow such
that 
div V D 0; in ;
V  n D 0; on 0b:
(1)
Consider the following Dirichlet–Neumann problem,
Lv D − 1v C V  rv C 1

v D 0; in ; (2)
v D 0; on 01; (3)
@v
@n
D g; on 0b; (4)
where the function g is given in H−1=20b, the coefficient  is strictly pos-
itive, and  is the diffusion coefficient. Moreover, we assume that the coef-
ficients  and  satisfy the following relation,
  1: (5)
Let d denote the distance as described in Fig. 2 of [17]. Let  be a real
number such that
0 <  <
3
p

d
;
and set
k D 

p

:
In [17] we have established a global H1 estimate of the solution of the
problem Lv D 0 with the boundary conditions (3) and (4) in terms of the
boundary data g.
Lemma 2.1. There exists a constant c0 such that
v1;  c0g−1=2; 0b: (6)
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This lemma is exactly the same as Lemma 3.1 of [17]. In [17], we also
established the following estimate for the solution of problems (2)–(4).
Theorem 2.1. Let v be the solution of problems (2)–(4). If  is sufficiently
small, we have
v1=2; 0i  C1
p
C2=d

1C 1

V 1
p
d=C2
1=2
exp

−kd
2
36

g−1=2; 0b;
where C1 and C2 are constants, with C1 depending only on d, , γ, and , but
not on . The parameter  and γ are defined in Section 2 of [17].
We shall now present estimates of the solution of the following Dirichlet
problem,
Lv D −1v C V  rv C 1

v D 0; in loc; (7)
v D h; on 0i; (8)
v D 0; on 0b; (9)
where the function h is given in H1=20i, the coefficient  is strictly positive,
and  is the diffusion coefficient. The velocity field V is given by (1).
We first have a global estimate for the solution of the problem Lv D 0
with boundary conditions (8) and (9) [17].
Lemma 2.2. The solution v of problems (7)–(9) satisfies
v1;loc  21C −21=2

1C 1C V 
2
1
2
1=2
h1=2; 0i : (10)
Another estimate is given in the following theorem [17].
Theorem 2.2. For  sufficiently small, the solution v of problems (7)–(9)
satisfies∥∥∥∥@v@n
∥∥∥∥
−1=2; 0b
 C1
p
C2=d

1C 1C V 
2
1
2

1C V 1

p
d=C2
1=2


1C 1
2

exp

−kd
2
36

h1=2; 0i ; (11)
where C1 and C2 are constants with C1 depending only on d, v, , and . The
parameter  is defined in Section 2 of [17].
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3. CONVERGENCE ANALYSIS OF AN EXPLICIT COUPLING
TIME MARCHING ALGORITHM
Consider the following problem,8>>><>>>:


C V:r− 1 D 0; in ;
 D 1; on 01;
 D 0; on 0b;
(12)
that we would like to solve by the fundamental algorithm of [11] and [14].
This algorithm can be written in this case as
• set 0loc D 0l and 0 D 0.
• then, for n  0, nloc and n being known,
solve 8>>>><>>>>:
nC1loc

C V:rnC1loc − 1nC1loc D 0; in loc;
nC1loc D n; on 0i;
nC1loc D 0; on 0b;
(13)
8>>>>>><>>>>>>:
nC1

C V:rnC1 − 1nC1 D 0; in ;
nC1 D 1; on 01;

@nC1
@n
D  @
nC1
loc
@n
; on 0b:
(14)
We show in this section that this algorithm converges, and the converged
solution corresponds to the solution of the original boundary value problem
(12). More precisely we have the following theorem.
Theorem 3.1. For  sufficiently small,  being the solution of problem
(12), we have
(i) @nC1loc =@n converges to @=@n in H
−1=20b,
(ii) nC1 converges to  in H1=20i,
(iii) nC1 converges to  in H1,
(iv) nC1loc converges to  in H
1loc.
Proof of Theorem 3.1. By the transformation nC1 ! nC1 −  with 
the solution of problem (12), this problem can be reduced to the case
1 D 0. Multiplying the equation in (13) by w 2 W and integrating by
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parts, we obtainZ
loc
nC1loc

w C
Z
loc
V:rnC1loc w C 
Z
loc
rnC1loc rw
D 
Z
0i
@nC1loc
@n
w; 8w 2 W: (15)
We now apply Theorem 2.2. We then obtain∥∥∥∥@nC1loc@n
∥∥∥∥
−1=2; 0b
 c01
q
c02=d

1C 1
2
1CV 21

1C 1

V 1
q
d=c02
1=2


1C 1
2

exp

−kd
2
36

n1=2; 0i : (16)
On the other hand, multiplying the equation in (14) by w 2 W and inte-
grating by parts we obtain the equality,Z

nC1

w C
Z

V:rnC1w C 
Z

rnC1rw D 
Z
0b
@nC1loc
@n
w; (17)
with w 2 H1 and w D 0 on 01. Applying Theorem 2.1 to this problem
yields
nC11=2; 0i  c1
p
c2=d

1C 1

V 1
p
d=c2
1=2
 exp

−kd
2
36
∥∥∥∥@nC1loc@n
∥∥∥∥
−1=2; 0b
: (18)
Combining (16) and (18), we then have∥∥∥∥@nC1loc@n
∥∥∥∥
−1=2; 0b
 c01
q
c02=d

1C 1
2
1C V 21

1C 1

V 1
q
d=c02
1=2
 c1
p
c2=d

1C 1

V 1
p
d=c2
1=2


1C 1
2

exp

−kd
2
18
∥∥∥∥@nloc@n
∥∥∥∥
−1=2; 0b
;
with k D =p . Therefore for  sufficiently small, the coefficient of re-
duction will be dominated by the exponential term and will then be strictly
less than 1, implying the linear convergence to zero of∥∥∥∥@nC1loc@n
∥∥∥∥
−1=2; 0b
:
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This corresponds exactly to the statement (i). This statement combined with
(18) leads to the convergence of nC1 to 0 in H1=20i. Applying now (6)
with g D @nC1loc =@n, we get
nC11;  c0
∥∥∥∥@nC1loc@n
∥∥∥∥
−1=2; 0b
;
and therefore nC11; converges to zero at the speed of∥∥∥∥@nC1loc@n
∥∥∥∥
−1=2; 0b
:
Applying now (10) with h D n, we obtain
nC1loc 1;loc  2

1C 1
2
1=2
1C 1
2
1C V 21
1=2
n1=2; 0i :
Then nC1loc 1; also converges to zero at the speed of n1=2; 0i .
4. CONVERGENCE OF A FIXED POINT METHOD FOR AN
IMPLICIT COUPLING TIME MARCHING ALGORITHM
Consider the following convection–diffusion problem,8<:
V:r− 1 D 0; in ;
 D 1; on 01;
 D 0; on 0b;
(19)
The implicit time marching algorithm of [11] and [14] applied to solve
the preceding problem, couples the global and the local problem. More
precisely, this algorithm can be written as follows:
• Set 0loc D 0l and 0 D 0y
• then, for n  0; nloc and n being known, solve8>>>>><>>>>>:
nC1 −n
1t
C divvnC1 − 1nC1 D 0; in ;
nC1 D 1; on 01;

@nC1
@n
D  @
nC1
loc
@n
; on 0b;
(20)
8>>>><>>>>:
nC1loc −nloc
1t
C divvnC1loc  − 1nC1loc D 0; in loc;
nC1loc D nC1; on 0i;
nC1loc D 0; on 0b:
(21)
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To uncouple them, it is advisable to use the following fixed point algo-
rithm
• set 0loc; 0 D  0l and 0 D  0,
• then for k  0, nC1k0i being known, solve8>>>>><>>>>>:
nC1loc; kC1 −nloc
1t
C divvnC1loc; kC1 − 1nC1loc; kC1 D 0; in loc;
nC1loc; kC1 D nC1k ; on 0i;
nC1loc; kC1 D 0; on 0b;
(22)
8>>>>>><>>>>>>:
nC1kC1 −n
1t
C divvnC1kC1 − 1nC1kC1 D 0; in ;
nC1kC1 D 1; on 01;

@nC1kC1
@n
D  @
nC1
loc; kC1
@n
; on 0b:
(23)
Now we shall study this algorithm. Setting
 loc; k; q D nC1loc; kC1 −nC1loc; qC1; (24)
 k;q D nC1k −nC1q ; (25)
we can see that  loc; k; q and  k;q satisfy the following equations,8>>><>>>:
 loc; k; q
1t
C divv loc; k; q − 1 loc; k; q D 0; in loc;
 loc; k; q D  k−1; q−1; on 0i;
 loc; k; q D 0; on 0b;
(26)
8>>>>><>>>>>:
 k;q
1t
C divv k; q − 1 k;q D 0; in ;
 k;q D 0; on 01;

@ k; q
@n
D  @ loc; k; q
@n
; on 0b:
(27)
If 1t is sufficiently small, we can apply the analysis of the previous sec-
tion to this algorithm and we conclude that  k;q and  loc; k; q converge lin-
early to zero. Hence the sequences nC1k and 
nC1
loc; k are Cauchy sequences,
which converge linearly to the unique solutions nC1 and nC1loc of the im-
plicit scheme. This guarantees the convergence of the previous fixed point
algorithm.
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5. APPLICATIONS TO FLUID MECHANIC AND KINETIC THEORY
We describe in this section some important applications of the algorithms
studied in the previous sections to problems arising in fluid mechanics and
kinetic theory. More details about these applications can be found in [8–10,
14–16].
5.1. Coupling Navier–Stokes Equations
Let us consider the compressible Navier–Stokes equations which we for-
mally write either as
@W
@t
C divFW  D 0; on  (conservative form);
or as
@U
@t
C T U CDU D 0; on  (nonconservative form);
with W D ; v; E and U D ; v;  the conservative and nonconser-
vative variables, F D FC C FD the total flux (convective and viscous part),
T and D the convective and viscous terms in the nonconservative form of
the Navier–Stokes equations. The problem consists in computing a steady
solution of these equations, with boundary conditions,
v; E given on 01 (exterior limit of the domain);
 given on 01 \ x; vx  n  0 (inflow);
v D 0 on the body 0b; (no-slip);
 D 0 on the body 0b:
The global numerical treatment of these equations faces the following dif-
ficulties:
(i) in a conservative calculation, the numerical viscosity of the dis-
cretization scheme interferes with the physical viscosity and for a mesh of
reasonable size leads to an overprediction of the boundary layer. Moreover,
no-slip boundary conditions on the body are difficult to handle for many
TVD schemes;
(ii) in a nonconservative calculation, the correct calculation of a
shock requires locally a very fine grid if we want to satisfy the Rankine
Hugoniot conditions.
In this framework, our strategy is to couple a global conservative scheme
defined on the whole domain and based, for example, on a finite volume
space discretization [4], and a local approximation, defined in the neigh-
borhood of the body and based, for example, on a mixed finite element
approximation of the nonconservative Navier–Stokes equations [13].
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The coupling problem corresponds then to solving the following systems.
In , we solve the conservative Navier–Stokes equations,
@W
@t
C divFW  D 0; in ;
FW   n D
26664
0
n  W   n
  Uloc  n
−qUloc  n
37775 on the wall.
W D given imposed value on 01:
In loc, we solve the nonconservative Navier–Stokes equations,
@U
@t
C T U CDU D 0; in ;
Uloc D 0; on 0b;
Uloc D W; on 0i:
The terms n::n and ::n, respectively, denote the normal and the tan-
gential forces exerted by the body on the flow, with n the unit normal vector
to the wall oriented toward its interior. Notice that in the global conser-
vative problem the matching conditions are of Neumann type as in (20),
while for the local nonconservative problem these matching boundary con-
ditions are of Dirichlet type as in (21) (but with explicit boundary condition
on 0i). From this, we see how it is possible to generalize algorithms (20)
and (21) to more complex system, such as the Navier–Stokes equations.
This coupling provides an efficient strategy to circumvent the difficulties
mentioned in (i) and (ii) at the beginning of this subsection. More details
about this type of coupling can be found in [14–16].
5.2. Coupling Boltzmann Equation and Navier–Stokes Equations
Another important application is the coupling of different models. Such
coupling is fundamental for the solution of transitional regimes for which
the aerodynamic models break down [6]. In this case the coupling cor-
responds to solving simultaneously the Boltzmann equation and Navier–
Stokes equations. A brief description is given in what follows.
Let us consider the geometry described in Fig. 1. Let f x; v; t denote the
particle distribution in the Boltzmann region loc, which is a small region
surrounding the body. Let W D ; u; E be the value of the conservative
variable as computed by a Navier–Stokes model in the whole domain . In
loc, we solve the Boltzmann equation [6],
@f
@t
C v @f
@x
D Qf; f ;
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with boundary conditions,
f v D Mu;T v; on 0i if v  n < 0;
f v D kMuw;Tw v; I; on 0b if v  n < 0:
Everywhere in , we solve the Navier–Stokes equations,
@W
@t
C divFW  D 0;
with flux boundary conditions,
W D W 1; on 01;
FW   n D
26664
0
n  W   n
  Bol  n
−qBol  n
37775; on 0b:
Here,   Bol  n and qBol  n are the total friction fluxes predicted and com-
puted by the Boltzmann model. The coupling from Boltzmann to Navier–
Stokes is therefore achieved by imposing these wall fluxes. Conversely, the
Navier–Stokes model acts on the Boltzmann solution by imposing the in-
coming velocity distribution Mu;T v on the interface 0i, where ; u; T 
are the density, velocity, and temperature locally predicted by the Navier–
Stokes model.
Notice that this coupling is a generalization of the Navier–Stokes–
Navier–Stokes coupling described in the foregoing subsection to the
case of coupling of different models. Hence, it is also derived from the
algorithms described and analysed in the previous sections.
For larger Knudsen number the Navier–Stokes equations are no longer
valid in the region next to the body. For such a case, the domain of validity
of Navier–Stokes equations is E D  nloc and the Boltzmann equation
is applied in the domain loc. The matching boundary conditions are of
Neumann type as in (20). More details about the coupling of Navier–Stokes
equations with the Boltzmann equation can be found in [8–10, 14, 15].
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