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Abstract
The basic requirement of Newtons method in solving systems of
nonlinear equations is, the Jacobian must be non-singular. Violating
this condition, i.e. the Jacobian to be singular the convergence is too
slow and may even be lost. This condition restricts to some extent
the application of Newton method. In this paper we suggest a new
approach for solving fuzzy nonlinear equations where the Jacobian is
singular, via incorporating extra updating and restarting strategies in
Newton’s method . The anticipation has been to bypass the point(s)
in which the Jacobian is singular. Some numerical experiments have
been reported, to show the efficiency of our approach and the results
are compared with classical Newton’s method.
Mathematics Subject Classification: 65H11, 65K05
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1 INTRODUCTION
Solving nonlinear systems has great applications in various areas of science
and engineering (e.g Robotics, Radiative transfer, Chemistry, Economics, op-
erational research, physics, statistics, engineering, and social sciences e.t.c).
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When the parameter of the coefficients of the nonlinear systems is imprecise ,
it may be convenient to represent some or all of them with fuzzy numbers [14].
Therefore, it is vital to explore some possible numerical methods for solving
fuzzy nonlinear equations. It is important to mention that, the basic concept
of fuzzy numbers were first presented in [13, 14, 15], and the famous applica-
tion of fuzzy number arithmetic is systems of nonlinear equations in which its
coefficients are given as fuzzy numbers [5, 12]. Moreover, the standard ana-
lytical technique presented by [3, 9] cannot be suitable for handing the fuzzy
nonlinear equations such as:
(i) ax3 + bx2 + cx− e = f
(ii) d sin(x)− gx = h
(iii) ix2 + f cos(x) = a
(iv) x− cos(x) = d
where, a, b, c, d, e, f, g, h, i are fuzzy numbers. In general, we consider these
equations as
F (x) = c, (1)
where c is constant.
Numerous authors have proposed different approaches to find the solution
of fuzzy nonlinear systems with fuzzy coefficients involving fuzzy variables.
Nevertheless, the famous iterative method is Newton’s approach. It is im-
portant to mention that, [14] presented a Newton’s method for solving fuzzy
nonlinear equations, which was extended to solve dual fuzzy nonlinear systems
by [10]. In the work of [6] the numerical solution of fuzzy nonlinear systems via
steepest descent scheme has been presented. Via midpoint approach on New-
ton’s method, [16] proposed an iterative method for solving fuzzy nonlinear
systems. Different approaches for solving fuzzy nonlinear systems have also
been given by many researchers, such as [1], [7] etc. All the existing methods
are based on Newtonian approach. It is remarkable to point out that, the
major weakness of Newton’s method arise from the non- singularity of the Ja-
cobian matrix in the neighborhood of the solution for successful quadratic rate
of convergence [2] . Violating this condition, i.e. the Jacobian to be singular
the convergence is too slow and may even be lost. Based on this fact, Newton’s-
type method that required Jacobian computation may not be suitable always
for solving singular fuzzy nonlinear equations. This is what motivates us to
suggest a new approach for solving singular fuzzy nonlinear equations. The
anticipation has been to bypass the point at which the Jacobian is singular.
The method proposed in this work is computationally cheaper than Classical
Newton’s method. This paper has been arranged as follows; we present brief
overview and some basic definitions of the fuzzy nonlinear equations in section
2, description of Newton’s method is given in section 3. Section 4 presents our
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approach for solving singular fuzzy nonlinear systems. Numerical results are
reported in section 5, and finally conclusion is given in section 6 .
2 Preliminaries
This section presents some vital definitions of fuzzy numbers.
Definition 1. A fuzzy number is a set like u : R → I = [0, 1] which sat-
isfies the following conditions [4]:
(1) u is upper semicontinous,
(2) u(x) = 0 outside some interval [c,d],
(3) there are real numbers a, b such that c ≤ a ≤ b ≤ d and
(3.1) u(x) is monotonic increasing on [c, a]
(3.2) u(x) is monotonic decreasing on [b, d]
(3.3) u(x) = 1, a ≤ x ≤ b.
The set of all these fuzzy numbers is denoted by E. An equivalent para-
metric is as also given in [11].
Definition 2. [4]. A fuzzy number in parametric for a pair u, u of func-
tion u(r), u(r), 0 ≤ r ≤ 1, which satisfies the following:
(1) u(r) is a bounded monotonic increasing left continous function,
(2) u(r) is a bounded monotonic decreasing left continous function,
(3) u(r) ≤ u(r), 0 ≤ x ≤ 1
For more on types of fuzzy numbers (see [4, 8, 11] ). In the following section
we present our approach.
3 Derivation Process
A new approach for solving singular fuzzy nonlinear equations has been pre-
sented in this section. We continue in the sprit of Newton’s method by letting
identity matrix to be the initial Jacobian approximation. Then continue the
iterations as Newtonian until the magnitude of the equations is closer to the
stoping criterion , then we restart by letting the subsequent Jacobian to be
identity matrix again. The anticipation has been to bypass the points in which
the Jacobian is singular. The basic idea of this section is to obtain a solution
for singular fuzzy nonlinear equations
F (x) = c. (2)
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The parametric version of (2) is given as follows
F (x, x¯, r) = c(r)
F¯ (x, x¯, r) = c¯(r) ∀r ∈ [0, 1] (3)
Assume that x = (λ, λ) is the solution to the above fuzzy nonlinear equation,
then
F (λ, λ¯, r)− c(r) = 0
F¯ (λ, λ¯, r)− c¯(r) = 0 ∀r ∈ [0, 1] (4)
Hence, if xk = (xk, xk) is an approximate solution to this system, then there
exist p(r) and q(r) and ∀r ∈ [0, 1] such that
λ(r) = xk(r) + p(r)
λ¯(r) = x¯k(r) + q(r), k = 0, 1, 2, ... (5)
Without loss of generality, consider the Taylor expansion of the functions F
and F about a point (xk, xk) and by eliminating the terms with highest order
∀r ∈ [0, 1] , we have
F (λ, λ¯, r) = F (xk, xk, r) + pF x(xk, xk, r) + qF x(xk, xk, r) = c(r)
F (λ, λ¯, r) = F (xk, xk, r) + pF x(xk, xk, r) + qF x(xk, xk, r) = c(r). (6)
After little simplifications, (6) transforms to
J(xk, xk, r)
(
p(r)
q(r)
)
=
(
αk
βk
)
(7)
where αk = F (xk, xk, r)− c(r), βk = F (xk, xk, r)− c(r) and
J(xk, xk, r) =
(
F x(xk, xk, r) F x(xk, xk, r)
F x(xk, xk, r) F x(xk, xk, r)
)
hence , we have (
p(r)
q(r)
)
=
(
αk
βk
)
J−1(xk, xk, r). (8)
We propose the approximation of the initial Jacobian J(x0, x0, r) matrix by
an identity matrix In. i.e.
J(x0, x0, r) ≈ In, (9)
Hence, first iteration is : (
p(r)
q(r)
)
=
(
α
β
)
In. (10)
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Then (8) gives the remaining iterations until ‖Wk‖ < 10−3 then we restart via
(10) till stoping criterion are satisf where Wk = (αk, βk).
Now, we can describe the algorithm for our proposed method as follows:
Algorithm: Extra Updating and Restart Strategies Newton’s Method(EURN)
Step 1. Transform the fuzzy nonlinear equations into parametric form.
Step 2. Given J0 = In , 1 = 10
−3and determine the initial guess x0 .
Step 3. : If k := 0 define x1 = x0 − InW (x0)
Step 4 : For k > 0 Compute W (xk). Check if ‖Wk‖2 ≥ 1
If yes
Let xk+1 = xk − J−1k W (xk),
Else
Set, xk+1 = xk − InW (xk),
Step 5. Repeat Step 4 and continue with the next k until tolerance ‖Wk‖ ≤
10−5 is satisfied.
4 Numerical results
In this section, we compared the performance of our method(EURN) with that
of the Newton’s method (NM) for solving singular fuzzy nonlinear equations
derived by us . The computations are done in MATLAB 7.0 using double
precision computer. The identity matrix has been chosen as an initial approx-
imate Jacobian inverse. In the following, some details on the benchmarks test
problems are given as:
Problem 1. Consider
(4, 6, 8)x2 = (2, 4, 6). (11)
With out loss of generality, let x be positive, hence the parametric form of
(11) is give as:
(4 + 2r)x2(r) = (2 + 2r)
(8− 2r)x2(r) = (6− 2r) (12)
Therefore
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α = (4 + 2r)x2(r)− (2 + 2r)
β = (8− 2r)x2(r)− (6− 2r) (13)
and Jacobian is given as
J(x, x; r) =
[
2(4 + 2r)x(r) 0
0 2(8− 2r)x(r)
]
. (14)
Hence, the Jacobian inverse is
J(x, x; r)−1 =
[
1
2(4+2r)x(r)
0
0 1
2(8−2r)x(r)
]
. (15)
To obtain the initial values, we set r = 0 and r = 1 in (12) respectively,
hence
4x2(0) + 0x(0)− 2 = 0.
8x2(0) + 0x(0)− 6 = 0. (16)
And
6x2(1) + 0x(1)− 4 = 0.
6x2(1) + 0x(1)− 4 = 0. (17)
Moreover,(16) and (17) yields x(0) = 0.7071, x(0) = 0.8660 and x(1) = x(1) =
0.8165.
One can observe that from (15), the singular points of the Jacobian matrix
is either x(r) = 0 or x(r) = 0 ∀r ∈ [0, 1] respectively. We consider the case
where x(r) = 0 ∀r ∈ [0, 1]. Hence, in order to illustrate the performance of our
approach, for example we let x0 = (0.4000, 0.0000, 0.5000). Using, Algorithm
(EURN) after seven iterations the solution was obtained with maximum error
less than 10−5. But, Classical Newton’s method has failed to obtain the so-
lution ∀r ∈ [0, 1], due to singularity of the Jacobian. We present the details
of the solution ∀r ∈ [0, 1] of our proposed method(EURN), in Figure 1 and 2
where x1 represents positive roots with respect to x(r) and x2 with respect to
x(r) ∀r ∈ [0, 1].
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Figure 1. Analytical Positive Solution of problem 1
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Figure 2. Positive Solution of the Proposed method(EURN) for problem 1
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Problem 2. Consider
(3, 5, 7)x2 = (1, 2, 3). (18)
With out loss of generality, lets assume x is positive, then we have the para-
metric equation as:
(3 + 2r)x2(r) = r + 1
(7− 2r)x2(r) = 3− r (19)
Therefore
α = (3 + 2r)x2(r)− (r + 1)
β = (7− 2r)x2(r)− (3− r) (20)
and Jacobian is given as
J(x, x; r) =
[
2(3 + 2r)x(r) 0
0 2(7− 2r)x(r)
]
. (21)
Hence, the Jacobian inverse is
J(x, x; r)−1 =
[
1
2(3+2r)x(r)
0
0 1
2(7−2r)x(r)
]
. (22)
We obtained the initial point by letting r = 0 in (19)
3x2(0) + 0x(0)− 1 = 0.
7x2(0) + 0x(0)− 3 = 0. (23)
For r = 1 we have
5x2(0) + 1x(1)− 2 = 0.
5x2(0) + 1x(1)− 2 = 0. (24)
We have, x(0) = 0.5774, x(0) = 0.6545 and x(1) = x(1) = 0.6325. The sin-
gular points of the Jacobian matrix is either x(r) = 0 or x(r) = 0 ∀r ∈ [0, 1]
respectively. We consider the case where x(r) = 0 ∀r ∈ [0, 1]. Hence, we let
for example x0 = (0.2000, 0.0000, 0.6000). The proposed algorithm(EURN)
has obtained the solution ∀r ∈ [0, 1] in seven(7) iterations with maximum er-
ror less than 10−5, whereas, Classical Newton’s methods has fails to converge
∀r ∈ [0, 1]. . The performance profiles of the solution for r ∈ [0, 1] are pre-
sented in Figure 3 and 4.
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Figure 3. Analytical Positive Solution of problem 2
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Figure 4. Positive Solution of the proposed method(EURN) for problem 2
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Figure 1-4 present the performance of our approach on solving singular
fuzzy nonlinear equations. Due to singularity of the Jacobian, classical New-
ton’s method fails to converge ∀r ∈ [0, 1]. This indicates that, EURN method
appear to be the best option for solving singular fuzzy nonlinear equations.
5 Conclusion
In this paper we present a new approach for solving singular fuzzy nonlinear
equations. Our approach is based on extra updating and restart strategies on
Newton method. The fact that our method(EURN) throughout the numerical
experiments never failed to converge. Hence we can claim that our method
(EURN) is a good alternative to Classical Newton’s methods for solving sin-
gular fuzzy nonlinear equations.
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