The potential modification of hydrodynamic factors such as waves is a source of concern for many coastal communities because of its potential impact on shoreline evolution. In the northern Atlantic, swell is created by storm winds that cross the Atlantic following west-east tracks. These tracks are shifted more southward or northward depending on the season and on recurring large scale atmospheric pressure anomalies, also called teleconnection patterns. This study investigates the trends of sea wave patterns in the Bay of Biscay and re lates their interannual variability to teleconnection patterns. 
Introduction
Recently, there have been many studies presenting evidence of increasing sea wave height since the 1970's in the North Atlantic. In the context of the increasing attractiveness of coastal areas, there is growing concern that this trend will continue in the future and combine with predicted sea level rise to intensify shoreline erosion (Wang et al. 2004 , Nicholls et al. 2007 , Dodet et al. 2010 . Coastal sea waves are one of the ma jor factors of shoreline evolution: they are created either by local winds (wind waves) or by storm winds in the deep ocean, which then propagate to the coast (swell). Coastal wave patterns are thus a function of offshore sea state conditions, nearshore winds, and local bathymetry. Therefore, large scale North Atlantic storminess contributes to the local hydrodynamic forcing. This paper investigates the relationship between large scale and local forcing by analysing the evolution of trends of sea wave states in the Bay of Biscay and relating them to climate variability in the northern Atlantic.
The trend of increasing sea wave height in Northern Atlantic is confirmed by analysis of visual data (Gulev and Grigoreva 2004) , in-situ measurements ( Figure 1 ; Table 1 ; Bacon and Carter 1991) , hindcast models (Kushnir et al. 1997; Wang and Swail 2001 , Dodet et al. 2010 , and remote sensing altimetry (Woolf et al. 2002) . The trend was rela ted to recurrent large scale atmospheric pressure anomalies, also called teleconnection patterns. Bacon and Carter (1993) established a positive correlation between two in-situ sea wave height time series of the northern Atlantic and the North Atlantic Oscillatio n (NAO), whic h is the dominant teleconnection pattern (Wallace and Gutzler 1981) . This result is consistent with the fact that the positive phase of the NAO is associated with northward-shifted storm tracks (above 50°N) with a pronounced northeastern orientation and an in crease in storm intensity (Rogers 1990 ). Moreover, Woolf et al. (2002) (between 35°N and 50°N) and have a zonal orientation (Rogers 1990) . Therefore, indices of northern Atlantic climate variability appear to be re levant features in explainin g sea wave variability and trends. This is consistent with the fact that teleconnection patterns affect storminess in regions of the North Atlantic in Figure 1 . The teleconnection patterns used in this paper are described in Table 2 , together with the associated trends in storminess, as identified by Seierstad et al. (2007) .
In the southern Bay of Biscay, however, the situation is less clear. Dupuis et al. (2006) investigated the relationship between sea wave parameters and teleconnection patterns. They analysed a 20-year time series from a waverider buoy moored at 26 meters depth off of Biscarosse in the Bay of Biscay ( Figure 1 , Table 1 ) and found a positive correlation between the NAO and the wave period, but could not relate the NAO to sea wave heights. Moreover, they could not identify a significant trend during the 20-year period because the signal was highly instationary, the time series was relatively short, and the buoy was positioned near the coast and was likely influenced by coastal processes. More recently, Dodet et al. (2010) provided more insight on this issue by examining the spatial patterns of the correlation between the winter NAO index and single sea wave parameters in the Northeast Atlantic.
They modelled waves using the NCEP/NCAR reanalysis winds and found that this index is well correlated with the peak wave period over all of the Bay of Biscay, but fits poorly with the 90th percentile sea wave height. With respect to the mean wave direction, the correlation worsens near the coast. These spatial patterns are consistent with the conclusions obtained by Dupuis et al. (2006) from the data of a single waverider buoy.
In this paper, a different approach is used to investigate how climate variability relates to local sea states in the Bay of Biscay: rather than lookin g for a possible influence of teleconnection patterns on a single sea wave parameter such as wave height or period, a link with the hal-00640021, version 1 -10 Nov 2011 5/33 observable sea states is investigated. Similar to Butel et al. (2002) , observable sea states are defined here as a combination of the significant wave height, mean wave period and mean wave direction. As a matter of fact, large scale atmospheric patterns influence not only the wave height but also the period and direction, and these are the three most important parameters to describe the sea wave state from a coastal morphodynamics point of view. This study tests this approach on the Bay of Biscay and investigates the following two questions:
1. Can we re late the variability of local sea wave states to large scale atmospheric conditions?
2. How can we explain the long term trend of increasing sea wave height in terms of observable sea states? This paper will proceed as follows: in section 2 (data and methods), long term wave data and methods for analysing sea states are presented together with the teleconnection pattern data.
The results of the trend analysis and the relationship found between observable sea states and various teleconnection patterns are presented in section 3 and discussed in section 4. In section 5, the results are summarized, discussing their ability to answer the questions raised in the introduction.
Data and methods

a) wave data
This study uses the ERA-40 reanalysis of the ECMWF (Uppala et al. 2005) , where the winds at 10m above sea level were used to model sea wave parameters from September 1958 to August 2002 (Sterl and Caires 2004) , providing 6-hour estimates of spectral significant wave height, mean wave period (T), and mean direction (D) on a global 2.5°la titude x 2.5°l ongitude grid. The sign if icant wave height (SWH), which is defined at the average height of the one-third largest waves, is a more common sea wave parameter than the spectral sign if ic ant wave height. In deep water, these two terms can be considered as equal. In the following, it will be just referred to SWH.
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The ERA40 data point located at 45°N/5°W near the Bay of Biscay was chosen for this study because of its offshore location, where it is minimally influenced by local coastal processes such as wave refraction, diffraction and bottom friction, but it is also close to the Gascogne buoy of Meteo France (45.2°N/5°W).
The ERA-40 reanalysis is not a homogeneous dataset because it progressively assimilates more and more data (e.g. remote sensing data since the 1970's). A de ta iled review of these inhomogeneities can be found in Caires and Sterl (2001) . Nevertheless, Caires et al. (2004) validated the use of ERA-40 data for the analysis of wave climate variability with comparisons to several datasets. However, they also pointed out that using the ERA-40 dataset for the analysis of extremes is not recommended, as SWH peaks are not well modelled. Thus, this study is focused on the analysis of averaged wave modes.
Since the ERA-40 waves are generated using the ERA-40 wind forcing only (there is no assimilation of waves observations), Caires and Sterl (2003) validated this dataset against available independent datasets, namely buoy and altimeter measurements. They reported a bias in the ERA-40 significant wave height data, with an underestimation of the highest values, and they pointed out that this bias tends to increase slightly with the mean wave period. An underestimation of the monthly mean period in the Atlantic Ocean of approximately -0.5s was re ported (Caires and Sterl 2001) , but no validation was performed at the basin scale for the directional wave data: due to inhomogeneities in the quality of the dataset, a proper validation would require in-situ directional wave observations during the entire span of the ERA-40 data.
As an additional evaluation of the precision and accuracy of ERA-40 wave parameters, we compared the ERA40 wave parameters from the point 45°N/5°W with the data of the Gascogne buoy of Meteo France (45.2°N/5°W) during the time period in which the datasets overlap, from July 1998 to August 2002. Twenty-nine outliers were excluded from the hal-00640021, version 1 -10 Nov 2011 7/33 Gascogne buoy dataset that was then resampled at 6-hour interval to match the ERA-40 dataset (see Figures 2 and 3) . The ERA-40 SWH appears to be underestimated with a bias of -0.39m (Table 3 ). The linear correlation between the two datasets (see Figure 2) 
In the next steps of the analysis, sea wave parameters are normalized, so the effects of this correction are limited to presenting more realistic SWH in the final results. With respect to the period, the correlation is lo wer (R 2 =0.75, significant at the 0.05 confidence level), but it still shows good agre ement compared to the operational models studied by Bidlot (2006) . While Caires and Sterl (2001) identified an average negative bias in the North Atlantic basin for the period, the bias for the ERA-40 45°N/5°W point is about +2s (Figure 3 ). The scatter index, which represents the dispersion of the dataset, is about 17% for both SWH and T, with a RMS error of 60cm and 2.5s, respectively (Table 3) . It should be noted that the resolution of the buoy dataset (0.1m for SWH and 1s for the period) reduces the quality of the comparison.
b) Sea state clustering
Clustering algorithms enable to obtain a synthetic picture of complex datasets, by classifying them in homogeneous classes based on defined resemblance criteria. Each class obtained by the clustering algorithm is identified by its barycentre. Data clustering classification seeks to partition the data such that each barycentre properly re presents its class by minimizing the dispersion around it. Butel et al. (2002) hal-00640021, version 1 -10 Nov 2011
, are the significant wave height, mean period, and mean direction at timestep i, and X σ is the standard deviation of the subscripted parameter. The wa ve direction was rotated to avoid to arbitrary separate a homogeneous class possibly centred on the direction 0°: as there are very few waves coming from East North East direction (around 60°), the parameter D was rotated of +60° before the dataset clustering. Other norms could be considered: for example, replacing SWH by SWH 2 in formula (2) would lead to classifications of sea wave states based on wa ve energy density modes. Bertin et al. (2008) used this to identify a gre ater number of energetic wa ve classes. As the longshore transport is a function of SWH 2 and the peak period and direction, the energetic waves classes found through this approach were relevant for analysing longshore transport. However, this paper is limited to the analysis of hydrodynamic conditions, and all three parameters are considered as equally important to classify sea wave states.
Classification algorithms use various techniques to minimize the cost function (Butel et al. 2002 ) with a convergence criterion:
identifies the barycentre of class C for a given partition P of the sea wave state dataset. The cost function is a function of the barycentres { }
, which has many local minima. Th is led Butel et al. (2002) to prefer the simulated annealing method of classifying sea wave state datasets, since this algorithm is able to escape from local optima to find a better minimum. However, our simulations show that the classical K-Means hal-00640021, version 1 -10 Nov 2011
9/33 clustering algorithm gives similar results to simulated annealing, providing sea state estimates consistent with those of Abadie et al. (2006) .
An important site-dependant parameter of these clustering algorithms is the number of predefined classes. Choosing a higher number of classes allows more accurate representation of the original dataset, but it makes the interpretation of the results more difficult. Although mathematical criteria, such as the Bayesian Information Criterium, exist to help define the number of classes to use in the analysis, it is usually defined in an empirical way, after the analysis of several trials. In the Bay of Biscay, 12 sea wave classes were used to identify the most common sea wave states as well as rarer storm sea wave states (Butel et al. 2002) .
c) Biv ariate diagrams
In order to provide quantitative criteria for analysing sea wave states obtained by classification, Butel et al. (2002) present biv ariate diagra ms that display the empirical probability density of SWH versus T, as well as the barycentre obtained by classification.
Se veral additional curves are added to support the analysis and distinguish wind seas, created by the local wind from swell and intermediary sea states. The so called "fully-developed" seas correspond to a theoretical limit of wind waves created by wind blowing over a long time and a large distance, so that the waves reach a theoretical equilibrium with the wind. This corresponds to a constant wave steepness ξ of 1/19.7 in deep water (Pierson-Moskowitz, 1964 ):
where g is the Earth's gravity. This relationship forms a parabolic curve in the { } . The wave age is a nondimensional parameter.
In deep water, the total wave energy in one wavelength per unit crest width is given by the equation (USACE, 2008):
where ρ is the sea water density and L the wavelentgh. This relationship forms hyperbolic curves in the { } T SWH , space.
Finally, once these curves are drawn in the bivariate diagram, the waves classes found by unsupervised clustering can be grouped using the following criterion:
-Waves lying between the Pierson-Moskowitz curve (Steepness=1/19.7) limit and the curve Age=0.8 can be considered as wind seas -The most aged waves are usually considered as swell. Typically, Butel et al. (2002) consider that waves lying bellow the constant age curve that separates the wave dataset in two equal parts can be considered as swell.
-Other waves lying between the curve Age=0.8 and the swell limit used for the previous criteria can be considered as intermediate waves between swell and wind sea (Aarnes and Krogstad, 2001 ).
-Curves showing iso-energy fluxes also enable to identify more energetic wave conditions associated to storms as well as low energy waves.
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Using these criteria allows to better identify the nature of each wave class and to eventually group them upon these similarity criteria.
d) Teleconnection patterns
Time series of teleconnection patterns are obtained from the NOAA Climate Prediction Center. The teleconnection patterns used here are those described by Barnston and Livezey (1987) and are obtained by applying an orthogonal rotated principal component analysis of monthly 700mb heights means over the northern hemisphere.
Results
a) Wave climate in the Bay of Biscay
The 1958-2001 corrected sea wave data from ERA-40 were classified into 12 modes using the K-means algorithm (Table 4 ) and plotted in the bivariate diagram (Figure 4) . Each identified class is described by its barycentre. The seasonality of these wa ve classes, shown in Figure 5 , reveals more energetic winter waves and lo wer energy summer waves. The criteria provided in § 2c provide an objective framework based on wave age and energy flux to distinguish these classes using the bivariate diagram (Figure 4 ). This enables the grouping of the 12 classes into three wa ve types: swell, wind sea waves, and intermediate sea states.
As stated in § 2c, the duplets lying between the curve Age=0.8 and Steepness=1/19.7 in Figure 4 can be considered as wind seas. Since class A is lying on the curve Age=0.8, and an eastern wind is associated with this class, class A can be considered as wind waves associated with winds coming from the continent.
The most aged waves (over Age=6.56) are swell (classes G, H, I, J). They can be divided into low energy summer swell (c la sses G and H) and high energy winter swell (classes I and J), (Table 5) , with a probability higher than 99.3% for this trend to be significant. According to the ERA-40 model, the trend le ads to an increase of about 25 cm in SWH at the 45°N/5°W node for the last 31 years of the re-analysis.
Three different assumptions can be made to interpret this trend in terms of observable sea states: the increase in sea wave height could correspond to (1) which provides an approximation for small variations of SWH over a given period of time:
In this equation, the variations due to SWH changes within a given class X and those due to the relative frequency of occurrence changes X p are isolated. In practice, the re la tive importance of the Table 6 ).
Finally, the annual relativ e frequency of occurrence of SWELL 1 and INTER 1 remain more stationary than the other wave types over the ERA-40 reanalysis period (Table 7) .
Using the annual mean relative frequency of occurrence of waves types, no evidence of the influence of other teleconnection patterns on sea wave climate in the Bay of Biscay could be found, with the exception of EA, which is correlated with INTER 1 relative frequency of occurrence and of EP/NP (a northern pacific pattern), which is correlated with SWELL 2 + STORM. These results are discussed in § 4.
d) Links between teleconnection patterns and sea wave states: winter means
During winter months, SWELL 1 waves become less frequent so that SWE LL 2 and STORM wave groups become dominant ( Figure 5 ). Thus, during this season, the sensitivity of waves to teleconnection pattern variability is expected to be most apparent.
As a matter of fact, the correlation between the NAO index and the SWELL 2 + STORM relative frequency of occurrence during winter is signif ic ant at the 0.05 confidence level (R=0.58), and in addition, the East Atlantic pattern also is correlated with STORM + SWELL 2 re la tive frequency of occurrence anomaly during the winter (R=0.56; significant at the 0.05 confidence level) (Table 7) . If the period of interest is restricted to single months during the winter, the correlations show that the relative influence of the NAO, EA, and EA/WR varies from one month to another: while in January, February and March, the NAO accounts for most of the variance of the SWELL 2 + STORM relative frequency of occurrence variability behaviours, the EA explains most of this variance in December (R=0.56). As an attempt to explain this, one can notice that EA explains 11% of the variance of mean 700mb height in hal-00640021, version 1 -10 Nov 2011
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December, while this value is below 9.5% for all other months and is even below 5% when February is excluded (Barnston and Livezey, 1987) . Thus, this teleconnection pattern is expressed mostly in December so that during this month, a larger manifestation of EA would be expected.
Discussion a) Use of clustering algorithm
Instead of analysing a single sea wave para me te r, we used a clustering algorithm to consider three wave parameters (significant height, period and direction) equally to finally enable the identification of obse rvable sea states and attempt to explain previously observed trends.
From a methodological point of view, th is technique provides a practical framework to describe long time series of wave parameters with only several dominant modes.
An important issue is the sensitivity of the final results to the classification. A key parameter
to define is the number of classes defined by the user prior to applying the K-Means algorithm. As stated above (see § 2b), there is a trade-off between (1) few classes, potentially causing oversimplification and poor representation of the observed sea wave signal, and (2) many classes, ignoring the initial objective of simplifying the signal. Using their knowledge of the hydrodynamic conditions in the Bay of Biscay, Butel et al. (2002) showed that 12 classes was an appropriate trade off, but this value is site-dependant and would need to be reconsidered in other seas of the world.
Once the number of classes is chosen, bivariate diagrams can be used to qualify each class and group them. Here, quantitative criteria can be used: mean direction of each class, PiersonMoskowitz (1964) , wave iso-age curves such as in Butel et al. (2002) , and also energy fluxes (see § 2c and § 3a). Our experience from the number of tests performed within this study is that the sensitivity of the final results to the classification and grouping mainly lies in the choice of an appropriate number of classes. In other terms, once the classes correspond to the hal-00640021, version 1 -10 Nov 2011
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b) Links between teleconnection patterns and sea wave states: annual means
Our results confirm that large scale atmospheric anomalies partly control the sea wave climates in the Bay of Biscay. With respect to the annual means, the correlations found in Table 6 show that a more intense positive NAO index generally leads to higher relative frequency of occurrence of SWELL 2 and STORM and a smaller frequency of occurrence of INTER, particularly INTER 2. This can be related to typical storm tracks associated to NAO+ and NAO-: NAO+ is associated with stronger, northward-shifted winds over the northern Atlantic, while NAO-is associated with weaker southward-shifted winds. This agrees with the interpretation of Dupuis et al. (2006) : as storm tracks shift northward to the GreenlandIcelandic region during NAO+, the waves travel a longer distance to reach the Bay of Biscay.
Consequently, when these waves propagate to the Bay of Biscay, their height is attenuated and their wavelength increases because of the dispersive character of sea wave propagation.
The fact that the largest wa ves and longest periods are associated with positive phases of NAO is thus consistent with an intuitive analysis.
Other correlations can be also related to intuitive analysis: winds coming from the continent will typically occur when the NAO index is negative, explaining the significant correlation observed between WIND SEA relative frequency of occurrence and NAO-.
With respect to the significant correlation between EP/NP and SWELL 2 + STORM relative frequency of occurrence, this result might seem surprising, but it is consistent with the results of Seierstad et al. (2007) who found an increase of one standard deviation of the EP/NP index to be associated with a statistically significant increase of storminess in the Bay of Biscay.
As INTER 1 does not correspond to stormy winds, this kind of wave was not a point of focus in previous studies. However, Table 6 shows that the correlation of the INTER 1 relative hal-00640021, version 1 -10 Nov 2011
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Having mentioned those two specific cases, Table 6 confirms that when considering annual means, the NAO remains the most relevant teleconnection pattern to consider when relating the Bay of Biscay's sea wave states to teleconnection patterns. Table 7 confirms the links between local wave climate and NAO in winter, but also the influence of other teleconnection patterns on sea can be highlighted: in Table 7 
c) Links between teleconnection patterns and sea wave states: winter means
Conclusion
One major motivation to study sea wave variability is its possible consequences in terms of erosion of the shoreline. West in the Bay of Biscay, the 240km-long Aquitaine sandy coast is exposed to energetic and slightly shore-oblique waves that account for longshore currents and drift (Komar and Inman 1970) . Castelle et al. (2007) extensively described the very active morphodynamic processes of this environment, showing waves as an important forcing agent. Dodet et al. (2010) even suggested that changing wave patterns could be an additional explanation for increased erosion over the last 50 years in Western Europe. In this context, this study focused on the two questions set out in the introduction:
A link exists between the annual relative frequency of occurrence of wave types in the Bay of Biscay and in terannual variability of the NAO. During NAO+ periods, stronger winds cross the northern Atlantic and create larger wa ves, here classified as SWELL 2 + STORM. NAOis characterized by weaker winds and more southern oriented winds over the north Atlantic. Figure 1 . Map of the North Atlantic indicating the location of sea wave data (see Table 1 ) and wave generation regions (see Table 2 ) considered in this study. Table   1 ) and wave generation regions (see Table 2 ) considered in this study. 6 0 1 9 6 2 1 9 6 4 1 9 6 6 1 9 6 8 1 9 7 0 1 9 7 2 1 9 7 4 1 9 7 6 1 9 7 8 1 9 8 0 1 9 8 2 1 9 8 4 1 9 8 6 1 9 8 8 1 9 9 0 1 9 9 2 1 9 9 4 1 9 9 6 1 9 9 8 2 0 0 0 Year Yearly NAO index mean 
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