Abstract-Data clustering is a common technique for data analysis and is used in many fields, including data mining, pattern recognition and image analysis. K-means clustering is a common and simple approach for data clustering but this method has some limitation such as local optimal convergence and initial point sensibility. Firefly algorithm is a swarm based algorithm that use for solving optimization problems. This paper presents a new approach to using firefly algorithm to cluster data. It is shown how firefly algorithm can be used to find the centroid of the user specified number of clusters. The algorithm then extended to use k-means clustering to refined centroids and clusters. This new hybrid algorithm called K-FA. The experimental results showed the accuracy and capability of proposed algorithm to data clustering.
INTRODUCTION
Clustering is a most important unsupervised classification technique. Clustering algorithms have been applied to a wide range of problems, including data mining [1] , pattern recognition [2] , data compression [3] , machine learning [4] , etc. When the number of clusters, K, is known a priori, clustering may be formulated as distribution of n objects in N dimensional space among K groups in such a way that objects in the same cluster are more similar in some aspects than the others in different clusters. This involves minimization of some optimization criterion. The K-means algorithm [5] , starting with k random cluster centers then partitions a set of objects into k subsets. This method is a one the most popular and simple method that widely used in clustering. However, the k-means clustering has several drawbacks such as being trapped in local optima, as well as local maxima and being sensitive to initial cluster centers. One method to refined kmeans algorithm is hybridizing it with efficient optimization method. There is different optimization algorithm like Particle Swarm Optimization (PSO) [6] , Ant Colony Optimization (ACO) [7] , Artificial Fish Swarm Algorithm (AFSA) [8] and Bee Colony [9] .
The Firefly algorithm was recently introduced by XIN-SHE YANG in Cambridge University [10] . This swarm intelligence optimization technique is based on the assumption that solution of an optimization problem can be shown as a firefly which glows proportionally to its quality in a considered problem setting. Consequently, each brighter firefly attracts its partners, which makes the search space being explored efficiently. Yang used the FA for nonlinear design problems [11] and multimodal optimization problems [12] and showed the efficiency of the FA for finding global optima in two dimensional environments.
In this paper, we use the firefly algorithm to find initial optimal cluster centroid and then initial k-means algorithm with optimized centroid to refined them and improve clustering accuracy. Proposed method experimental results compared with PSO [13] , K-means, K-PSO method on standard datasets of Iris, WDBC, Sonar, Glass and Wine. The results show that the proposed algorithm has a higher efficacy than the other algorithms.
The rest of the paper is organized as follows: Section 2 describes the Firefly Algorithm. Section 3 gives a detailed description of the k-means algorithm. The proposed algorithm is introduced in section 4. The experimental results are discussed in Section 5, and Section 6 concludes the paper.
II. FIREFLY ALGORITHM
Most of fireflies produced short and rhythmic flashes and have different flashing behavior. Fireflies use these flashes for communication and attracting the potential prey. YANG used this behavior of fireflies and introduced Firefly Algorithm in 2008 [10] .
In Firefly algorithm, there are three idealized rules: 1) All fireflies are unisex. So, one firefly will be attracted to other fireflies regardless of their sex; 2) Attractiveness is proportional to their brightness. Thus, for any two flashing fireflies, the less brighter one will move towards the brighter one. The attractiveness is proportional to the brightness and they both decrease as their distance increases. If there is no brighter one than a particular firefly, it will move randomly; 3) The brightness of a firefly is determined by the landscape of the objective function. For a maximization problem, the brightness can simply be proportional to the value of the objective function [10] . The pseudo code of these three rules can be shown as Fig. 1 . In the firefly algorithm there are two important issues including variation of light intensity and the formulation of the attractiveness. For simplicity, it ' s assumed that the attractiveness of a firefly is determined by its brightness which associated with the objective function of the optimization problem. Since a firefly's attractiveness is proportional to the light intensity seen by adjacent fireflies, we can now formulate the attractiveness of a firefly by: where, 0 β is the attractiveness at r = 0 and γ is the light absorption coefficient at the source. It should be noted that the r i,j which is described by equation 2, is the Cartesian distance between any two fireflies i and j at x i and x j , where, x i and x j are the spatial coordinate of the fireflies i and j, respectively.
Firefly algorithm
The movement of a Firefly i, which is attracted to another more attractive Firefly j is determined by:
where, the second term is the attraction while the third term is randomization including randomization parameter α and the random number generator rand which its numbers are uniformly distributed in interval [0, 1].
For the most cases of implementations, β 0 = 1 and α ∈ [0, 1]. The parameter γ characterizes the variation of the attractiveness and its value is important to determine the speed of the convergence and how the FA behaves. In the most applications, it typically varies from 0.01 to 100.
III. K-MEANS CLUSTERING
The K-means algorithm groups D-dimensional data vectors into a predefined number of clusters on the basis of the Euclidean distance as the similarity criteria. Euclidean distances among data vectors are minimum for data vectors within a cluster as compared with distances to other data vectors in different clusters. Vectors of the same cluster are associated with one centroid vector, which represents the center of that cluster and is the mean of the data vectors that belong together. The standard K-means algorithm is summarized as follows:
1. Initialize k cluster center randomly. 2. Repeat a. For each data vector, allocate the vector to the cluster with the less Euclidean distance to centroid vector, where the distance to the centroid is determined using following equation, b.
uation (4) where, x p denotes the pth data vector, z j denotes the centroid vector of cluster j, and d subscripts the number of features of each centroid vector. b. Refine the cluster centroid vectors, using
where, n j is the number of data vectors in cluster j and C j is the subset of data vectors that form cluster j, until a stopping criterion is satisfied. The K-means clustering algorithm will be terminates when any one of the following criteria is satisfied: when the maximum number of iterations has been exceeded, when there is little change in the centroid vectors over a number of iterations, or when there are no cluster membership changes. In the proposed hybrid algorithm of this research, the algorithm terminates when there is little change in the centroid vectors over a number of iterations.
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IV. PROPOSED CLUSTERING APPROACH
In this section at first to improve standard firefly algorithm we proposed a modified firefly algorithm and then use this new algorithm to hybrid with k-mean algorithm to data cluster.
A. Modified firefly algorithm (MFA)
In the standard Firefly Algorithm (FA), in each iteration the brighter firefly (local optima) exerts its influence over other fireflies and attracts them towards itself in maximization optimization problems. In fact, in the standard FA, fireflies move regardless of the global optima and it decrease the ability of the firefly algorithm to find global best. In this paper, to eliminate weaknesses of FA and improve the collective movement of fireflies, we propose a modify firefly algorithm (MFA).
In the proposed firefly algorithm, we use global optima in firefly's movement. Global optimum is related to optimization problem and it can be a firefly that has the maximum or minimum value. And the global optima will be update in any iteration of algorithm. In the proposed algorithm, when a firefly compared with other firefly instead of the one firefly being allowed to influence and to attract its neighbors, global optima (a firefly that have maximum or minimum value) in each iteration can be allowed to influence others and affect in their movement.in the MFA, when a firefly compare with correspond firefly, if the correspond firefly be brighter, the compared firefly will move toward correspond firefly, considered by global optima.
In the MFA, we use Cartesian distance to compute the distance of fireflies to global optima same as the standard FA as it shows in equation 6, (6) But for movement of the firefly, equation (3) is replaced by: g best is global optimal and x gbes is the coordinate of global optima.
B. Proposed clustering algorithm
As it mentioned before, k-means clustering is the one of the famous and simple method for data clustering. In the k-means algorithm, at first k random cluster center defined and then each data vector will be assign to each cluster based on Euclidean distance. Each data vector compared with k center of clusters and then allocates to closer cluster and then refined the center of cluster by using equation 5. In the k-means clustering, k center of cluster initial randomly because of this the algorithm may trapped in local optima. In this paper To improve and increase the accuracy of k-means algorithm we initialize the k-means algorithm with optimal centers, which calculated by firefly algorithm.
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Figure2: Structure of a firefly position in clustering problem space.
In the proposed method, the clustering has two stage at first we initialize fireflies with random values. as it shows in figure 2, Since data is D-dimensional and there are K clusters, so each firefly has K×D dimension. The objective function, which must be minimum, is Euclidean distance. The mechanism of firefly algorithm must do till predefine iteration. In the second stage, the k-means will initialize with the position of best firefly. The k-means clustering refine the centers. The proposed hydride clustering algorithm can be summarized as the pseudo code show in Figure3: pseudo code of proposed algorithm.
V. EXPERIMENTAL RESULTS
Experiments have been performed on five data sets including Iris, WDBC, Sonar, Glass and Wine that were selected from standard data set UCI [14] . Which the characteristics of each of them are described in the following:
Iris (fisher's iris plants database):
This data set is according to the Iris flowers recognition that has three different classes Glass (glass identification database): this data set is about several types of glass that has totally 214 samples in 6 classes. These classes are about building_windows_float_processed, vehicle_windows_float_processe, containers،, ableware, building_windows_non_float_processed and headlamps and each data has 9 attributes.
Wine (wine recognition data):
This data set is regarding to drinks recognition that totally has 178 samples classified into three different classes including 59, 71 and 48 samples, respectively. In this data set, each sample has 13 attributes.
In the first step of proposed method, to improve the final results we initial fireflies with k vector of dataset, which select randomly between the vectors of data set. Because of this the initial points of centers for fireflies will be among the data and doesn't be outside of the data areas. In the proposed algorithm, the population size set as 150 with 50 inner iteration. Also, we set γ = 1, α= 0.7 and β 0 = 1.
In the second step we initialized the k-means clustering with optimal cluster center, that calculated by firefly algorithm. K-means refine the centers till the little change in the centroid vectors over a number of iterations happen. We set this value 0.1.
In PSO c1 and c2 values are considered 2 and inertia weight on each attempt is obtained by W=rand/2 + 0.5 [15] . Experiments were repeated 30 times.
For evaluation of obtained results we use intra-cluster distance, calculated by equation 4 and clustering error, calculated by equation 8.
where, N is total number of samples. Class (i), is the class of data vector of i, and cluster (i), is the number of the cluster of the data vector. With this equation we can calculate the clustering error.
The best, mean and standard division of Intra-cluster distance for PSO, K-means, K-PSO and the proposed algorithm of KFA for different data set including Iris, WDBC, Sonar, Glass and Wine are shown in tables 1 to 5.
As it shown in tables, the proposed method could decrease the intracluster distance of each cluster in all cases and its cause the proper initialization of the k-means algorithm. 
