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ADSTRACT 
This paper considers an extended recursive least squares 
(RLS) adaptive bilinear predictor. It is shown that the 
extended RLS adaptive bilinear predictor is guaranteed to 
be stable in the sense that the time average of the squared 
a-posteriori prediction error signal is bounded whenever the 
input signal is bounded in the same sense. It also shows that 
the a-priori prediction error itself is bounded whenever the 
desired signal is bounded. This paper also contains simula-
tion results to demonstrate the usefulness of the extended 
RLS adaptive bilinear predictor. 
1. INTRODUCTION 
Linear prediction has found a variety of applications in 
many areas including those in spectral estimation, speech 
analysis/synthesis, control theory, image processing, com-
munications, and economic forecasting [8, 15]. While lin-
ear models provide adequate performance in many applica-
tions, there are several instances where they can give mis-
leading results since many systems are inherently nonlin-
ear. In such cases, there may be advantages in consider-
ing nonlinear predictors. Consequently, there has been a 
large amount of activity in the recent past on fitting sig-
nals with nonlinear models. Examples of nonlinear mod-
els include threshold linear models, polynomial models and 
others [12]. The Volterra system model has built up some 
popularity in many areas of nonlinear filtering [6, 9, 11, 13]. 
Another polynomial model that has attracted some atten-
tion recently is the bilinear system model [4, 6-7, 9-10]. 
In this paper, we consider the prediction of a bilinear time 
series satisfying the following difference equation 
h 
x(n) L ai77(n - i) + L bix(n - i) 
.=1 i=1 
+ L L c',j(n)77(n - i)x(n - j), (1) 
.=1 ;=1 
where 77(n) belongs to a stationary and zero-mean white 
process. In statistical literature, the above model is often 
referred to as the BL(m,h,s,r) model [14]. This model is 
particularly attractive since it shares several features with 
linear system models. In particular, if c. ,j = 0 for all i's 
and j's, we have the familiar ARMA model. 
In spite of the simplicity of bilinear system models, there 
is a large class of nonlinear systems that can be adequately 
modeled as bilinear systems. For example, it has been 
shown under fairly mild conditions that a bilinear system 
with finite number of coefficients can be used to approxi-
mate any Volterra system with arbitrary precision [2]. Con-
sequently, such system models have found a variety of appli-
cations including those in control systems, population mod-
els, biological systems, economic models, etc. An overview 
of continuous-time bilinear models and their applications 
can be found in [10]. 
An important issue associated with the bilinear system 
model is that of its stability. Due to the nonlinear struc-
ture, the stability problem is much more complicated than 
that associated with recursive linear systems. For example, 
it is possible to find bounded input signals that can cause 
the output of almost all bilinear systems to be unbounded. 
Some recent work in adaptive bilinear filtering that used 
the extended RLS adaptation of algorithm either did not 
address this very critical stability issue [1] or proposed con-
siderably more complex variants of the recursive prediction 
error method - by employing extra Kalman filters - to han-
dle the stability problem [4]. It was only very recently that 
the extended RLS adaptive bilinear filter was shown to be 
stable in the sense that the time average of the squared 
residual is bounded whenever the desired signal is bounded 
in the same sense [6-7]. 
In this paper, we provide some stability results for the ex-
tended RLS adaptive bilinear predictor. This result differs 
from the one in [6-7] in that the input signal that generates 
the desired signal is not observable in our case. The rest 
of the paper is organized as follows. Section II presents an 
extended RLS adaptive bilinear predictor. In Section III, 
we provide two stability results for the bilinear predictor. 
Section IV contains simulation results that demonstrate the 
usefulness of the extended RLS bilinear predictor. The con-
cluding remarks are made in Section V. 
2. THE EXTENDED RLS BILINEAR 
PREDICTOR 
The task of the adaptive bilinear predictor is to adaptively 
predict the input signal x( n), based on delayed versions of 
x(n), using the bilinear system model. We consider a bilin-
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ear predictor satisfying the following difference equation: 
h m 
Zen) L aie(n - i) + L bix(n - i) 
i=1 .=1 
+ L L Ci,J(n)e(n - i)x(n - i), (2) 
i=1 j==l 
where e( n) is the a-posteriori prediction error signal defined 
as 
e(n) = x(n) - WJ Zn. (3) 
Let us also define a( n), the a-priori prediction error signal 
as 
(4) 
In (3) and (4), coefficient vector Wn and data vector Zn are 
defined as 
and 
Wn [al(n), ... ,ah(n),bl(n), ... ,bTn(n), 
Cl,l (n), Cl,2 (n), ... , Cr,.( n)f, 
Zn [e(n - 1), ... , e(n - h), x(n - 1), ... , x(n - m), 
e(n -1)x(n - 1), e(n - l)x(n - 2), ... , 
(5) 
e(n - r)x(n - s)f, (6) 
respectively. 
The adaptive bilinear predictor may be implemented us-
ing several algorithms currently available in'literature. In 
this paper, we will focus on the extended RLS bilinear pre-
dictor, mainly because of its good convergence properties 
and its guaranteed stability, which will be discussed in Sec-
tion III. In the extended RLS approach, we solve for the co-
efficient vector W n at each time instant, so that a weighted 
sum of the squared prediction errors, given by 
len) = L .xn-k(x(k) - WJ zd (7) 
k=O 
is minimized. In (7), .x is the forgetting factor which is 
bounded above and below by 1 and 0, respectively. In real 
applications, we always set .x slightly less than 1 so that 
it can track slowly varying parameters in the input signal 
statistics. 
It is well known that the optimum solution to the above 




On = L .xn- k ZkZ[, (9) 
k=O 
and 
Pn = L .x n - k Zkx(k), (10) 
k=O 
Recursive implementation of the above solution is straight-
forward. Much more efficient implementations of the above 
scheme are also possible. 
The extended RLS adaptive bilinear predictor is an iter-
ative realization of the above solution, and may be summa-
rized as follows: 
For each instant of time, n = 1,2, ... 
1. zen) = WJ_lZn 
2. a(n) = x(n) - zen) 
4. wn = w n- l + Kna(n) 
5. O~l = .x-I 0;':'1 - .x-I KnZJO;':'l 
The applicability of the extended RLS algorithm requires 
that On is nonsingular all the time. It is known that On 
may become singular if the input signal is not persistently 
exciting. Dasgupta has studied the persistent excitation 
issue of bilinear systems [3]. In this paper, we assume that 
there exists 0'1, 0'2 > 0, such that 
(11) 
for all n. 
As previously mentioned, adaptive bilinear predictors are 
not guaranteed to be stable. While not very much can be 
stated about the overall stability of the bilinear models gen-
erated by the extended RLS approach, in the next section, 
we present two stability theorems. The first theorem is an 
extension to the one given in [7). 
3. STAllILITY RESULTS 
Theorem 1 The extended RLS adaptive bilinear predictor 
is stable in the sense that ~ L:;=o e2 (k) is bounded when-
ever ~ L:;=o x 2 (k) is bounded. 
Although the construction of data vector Zn is slightly 
different from that in [7], we can still use techniques similar 
to those used in [7] to prove theorem 1. The extension of 
the proofs in [7] is straightforward, and is omitted here. 
In the following, we present another stability result under 
the situation that the forgetting factor is less than 1. 
Theorem 2 The extended RLS adaptive bilinear predic-
tor that employs a forgetting factor less than 1 is stable in 
the sense that the a-priori prediction error a(k) is bounded 
whenever the input signal .r:(k) is bounded. 
Proof We can again extend a result in [7] to show that 
Because fh is nonnegative definite, the left-hand-side, and 
hence the right-hand-side of (12) is positive. Therefore, we 
have the following inequality. 
(13) 
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Let D denote the least upper bound of x 2 (k). By applying 
the above inequality iteratively k times, we get the following 
result: 
yV[fhWk ::; D+'\¥vLlrh_I~Vk_1 
::; (1 +,\ + ... + ,\k-1)D. (14) 
Here, without loss of generality, we assume that yV -I is 
a zero vector, i.e., the coefficient vector is initialized with 
zero values. Because, yV[ fh Wk , the last term on the right-
hand-side of (12) is nonnegative, we have 
e
2 (k)(1 + ,\-1 Z[n;~IZk) ::; x 2 (k) + '\~VLlnk-1 Wk - I 
::; D + '\(1 +,\ + ... + ,\k-2)D 
::; L~,\}D. (15) 
Since we have assumed that ,\ is less than 1, it follows that 
e2 (k), and hence e(k) is finite. 
It is straightforward to show that 
(16) 
Since 1 + ). -I z[n;~1 Zk is finite [5], it follows that a(k) 
also is bounded. This completes the proof. 
4. SIMULATION RESULTS 
In this section, we present some simulation results that 
demonstrate the usefulness of the extended RLS adaptive 
bilinear predictor. The problem considered is that of esti-
mating the parameters of a bilinear time series using the 
extended RLS algorithm. The bilinear time series model is 
governed by the following equation 
3 2 
x(n) I>~1)(n - i) + L b~x(n - i) 
i=l 
3 2 
+ LLc?J1)(n-l)x(n-J). (17) 
;=1 J=I 
The coefficients are given in Table 1. In (17), 1)( n) belongs 
to a stationary and zero-mean white Gaussian process with 
variance 0.05. The adaptive bilinear predictor was run with 
the same structure and the same number of coefficients as 
that of (17). All the results presented are ensemble averages 
over 50 independent runs. The steady state squared predic-
tion error and the predictor coefficients were measured by 
time-averaging the corresponding ensemble average in the 
range [HOOl, 20000] and were given in Table 1. These are 
then compared to the true values of the coefficients. Note 
that the mean values of the estimated parameters show 
very good match with the actual parameters. We also illus-
trate the evolution of some predictor coefficients in Figure 
1. Note that coefficients a; 's and C;,J 's converge slower than 
the coefficients b; 'so This is so because we use the prediction 
error signals in place of the unobservable input 1)( n). 
We also evaluated the performance of the adaptive bilin-
ear predictor for the case when 1)( n) belongs to a uniformly 
distributed random process. Results comparable to those 
presented here were obtained in these experiments also. 
5. CONCLUDING REMARKS 
In this paper, we presented an extended RLS adaptive bi-
linear predictor. We showed that the predictor is stable in 
the sense that the time average of the squared a-posteriori 
prediction error is bounded whenever the input signal is 
bounded in the same sense. We also showed that the a-
priori prediction error is bounded if the input signal is 
bounded. This paper also provided simulation results that 
demonstrate the usefulness of the adaptive bilinear predic-
tor. 
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Parameter ,\=0.999 '\=0.9995 '\=0.9999 
mean variance (10 -") mean variance (10 ~y mean variance (10 -") 
al :::: 0.7 0.6797 0.665 0.6882 0.427 0.6833 0.218 
a2 - 0.5 0.4848 0.345 0.4916 0.223 0.4877 0.086 
a3 - -0.3 -0.2998 0.503 -0.3011 0.337 -0.3143 0.168 
-01 - -1.4 -1.3874 0.646 -1.3923 0.413 -1.3879 0.186 
b2 - -0.48 -0.4676 0.592 -0.4727 0.382 -0.4698 0.176 
CI,! - 0.5 0.4949 2.004 0.4988 1.318 0.5017 0.518 
cI.2 - 0.5 0.4964 2.257 0.4999 1.526 0.5008 0.613 
C2.! = 0.7 0.6780 5.584 0.6929 3.626 0.6785 1.069 
C2.2 - 0.7 0.6769 5.145 0.6910 3.278 0.6780 0.926 
C3.! - -0.6 -0.6015 1.946 -0.5994 1.256 -0.6101 0.686 
CJ.2 - -0.6 -0.6007 1.677 -0.5992 1.126 -0.6125 0.706 
u~ :::: 0.05 0.0513 0.00176 0.0506 0.00170 0.0502 0.00161 
Table 1. Steady state predictor coefficients and squared a-priori prediction error. 
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Figure 1: Evolution of predictor coefficients. 
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