An efficient and accurate numerical approximation methodology useful for obtaining the observed information matrix and subsequent asymptotic covariance matrix when fitting models with the EM algorithm is presented. The numerical approximation approach is compared to existing algorithms intended for the same purpose, and the computational benefits and accuracy of this new approach are highlighted. Instructive and real-world examples are included to demonstrate the methodology concretely, properties of the estimator are discussed in detail, and a Monte Carlo simulation study is included to investigate the behaviour of a multi-parameter item response theory model using three competing finite-difference algorithms.
Introduction
The expectation maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977 ) is a popular estimation tool that is used to tackle a wide variety of statistical models that are difficult to estimate (McLachlan & Krishnan, 2008) . The purpose of the EM algorithm is to locate maximum likelihood estimates (MLEs), or maximum a posteriori estimates (MAPs) if Bayesian prior parameter distributions are included, by applying complete-data marginalization techniques to simplify the computational problem through a divide-andconquer strategy. The robustness and stability of the EM algorithm have consistently been demonstrated in many empirical applications (McCulloch & Searle, 2001; McLachlan & Krishnan, 2008) . In educational and psychological modelling applications in particular, such as when fitting item response theory (IRT) models to categorical response data (Embretson & Reise, 2000; Lord & Novick, 1968) , the EM algorithm often dramatically simplifies the estimation task so that psychological measurement instruments, questionnaires and surveys can be properly analysed using optimal probabilistic response models (Bock & Aitkin, 1981; Thissen, 1982) .
One unfortunate consequence when applying the EM algorithm, however, is that a suitable asymptotic covariance matrix (ACOV), which would be useful for quantifying the sampling variability of the parameter estimates, is not available upon convergence. To circumvent this issue, several algorithmic techniques have arisen in the literature, many of which have appeared in simulation studies with IRT models. These include, but are not limited to, the cross-product approximation (Pawitan, 2001 ) and the related exact method to obtain the observed information matrix described by Louis (1982) , the supplemented-EM (S-EM) algorithm (Meng & Rubin, 1991) , the identity provided by Oakes (1999) , finite *Correspondence should be addressed to R. Philip Chalmers, Department of Educational Psychology, University of Georgia, 323 Aderhold Hall, Athens, GA 30602, USA (email: rphilip.chalmers@uga.edu).
approximations that perturb the observed-data log-likelihood function (McLachlan & Krishnan, 2008; Richardson, 1911) , or inversion of the Fisher (expected) information matrix (Tian, Cai, Thissen, & Xin, 2012) . Of these methods, only the S-EM algorithm, Oakes' identity, and the cross-product approximation scale linearly with the number of parameter estimates and sample size.
Of the above estimators previously studied for IRT models, it is worth noting that the cross-product approach is only asymptotically equivalent to the ACOV constructed using the observed-data information matrix, and generally displays suboptimal behaviour due to its conservative nature (e.g. Chalmers, Pek, & Liu, 2017; Paek & Cai, 2014) . Additionally, the Fisher information matrix often becomes too computationally demanding for psychological tests with many categorical items (Tian et al., 2012) . Hence, for larger problems only the S-EM and Oakes identity methods appear to be reasonable solutions to obtaining the ACOV matrix. However, applying the analytical Oakes identity in practice to obtain the observed information matrix is often difficult when the EM equations are complex.
The purpose of this paper is to present an accurate and efficient finite-difference approximation approach to obtain the observed information matrix, based on the components in Oakes' (1999) identity, that can be implemented for any EM problem. This paper also highlights important considerations that researchers and software developers should be aware of when applying this numerical scheme. The paper begins by reviewing the EM algorithm and Oakes's identity for obtaining the observed information matrix and ACOV matrix analytically. A numerical approximation approach based on finite differences is then presented for Oakes's identity which does not require the (often difficult) evaluation of the missing-data information components, and instead only relies on the functions used within the EM algorithm itself. A simple and tractable one-parameter example from Dempster et al. (1977) and Oakes (1999) is used to demonstrate the required concepts and computations, while multi-parameter examples are presented for a family of IRT models to demonstrate how this numerical scheme can be used effectively in practice. Finally, a Monte Carlo simulation study comparing three finite-difference algorithms, along with the computational method presented by Louis (1982) , is presented and evaluated.
Before beginning, it should be noted that this paper is not the first body of work to investigate a finite-difference approach for Oakes's identity. To the best of the author's knowledge, Pritikin (2017) was the first to apply a numerical estimate of Oakes's identity to multi-parameter IRT models (Embretson & Reise, 2000; Lord & Novick, 1968) by using a simple forward difference approximation. Overall, Pritikin demonstrated the potential superiority of this numerical approximation in terms of computational efficiency and relative precision compared to techniques in current use for four multidimensional IRT models. However, the details of how this approach is and should be implemented in practice, why this particular finite-difference method was selected, the theoretical properties of the estimator, and how well the elements of the true observed information and ACOV matrix could be recovered were entirely omitted from their presentation. In light of these important omissions, this paper aims to explicitly present the components of the EM algorithm required to apply this technique, discuss the attractive pragmatic properties that the estimator boasts, demonstrate how the numerical operations for Oakes's identity are performed in practice, and investigate conditions where the numerical approximation will optimally replicate the true observed information and subsequent ACOV matrices.
The EM algorithm and Oakes's identity
In ideal circumstances, maximum likelihood estimation problems will involve direct optimization of the observed-data log-likelihood, Lðw; yÞ, using efficient numerical optimizers (e.g. Newton and quasi-Newton algorithms). However, when the observeddata log-likelihood is too difficult to efficiently obtain, causing the required derivative functions to be too computationally demanding as well, alternative approaches are required. It is in these situations that the EM algorithm is useful because optimization can be carried out on more manageable complete-data components. The goal of the EM is to create a 'complete' data set whereby missing data elements are 'filled in' by taking suitable expectations over the data y. Note that the choice of how to organize a complete-data problem is often arbitrary (McLachlan & Krishnan, 2008) , however it ultimately makes sense to select a form such that the computations are more manageable than optimizing Lðw; yÞ directly. The task is then to optimize the completedata log-likelihood, Lðw; xÞ, after using the filled-in values created by the expectation over y.
The EM algorithm consists of two steps: the first is to compute the conditional expected values given a vector of suboptimal parameter estimates w (the E-step) to form the map Qðw 0 jwÞ ¼ EðLðw 0 ; xÞjy; wÞ; the second is to maximize Qðw 0 jwÞ to obtain improved w 0 estimates (the M-step). After the M-step is performed, the more optimal w 0 -values are used in place of the previously suboptimal w-values, and these two steps are repeated in succession until some termination criterion is reached. There are various termination criteria for the EM: (a) the (relative) difference in the parameter estimates; (b) the (relative) difference in the observed-data log-likelihood values; (c) halting the algorithm after a fixed number of iterations have been executed. The EM algorithm is known to have a slower rate of convergence than Newton-based algorithms (Meng & Rubin, 1991) , which is why in practice it is often terminated earlier than many Newtonbased optimizers. However, compared to many other high-dimensional estimation algorithms, the EM algorithm boasts the important and robust property that Lðw; yÞ is always increasing after each successive iteration until a (local) maximum is reached.
With respect to obtaining the ACOV matrix, Oakes (1999) demonstrated that the observed information matrix (i.e. the negative of the Hessian with respect to Lðw; yÞ) can be computed using only elements from Qðw 0 jwÞ. 1 This is achieved by the matrix expression o 2 Lðw; yÞ
Note that in the above equation,
xÞ owow > ; which is commonly known as the Hessian of the complete-data log-likelihood function. Multiplying equation (1) by À1 provides an expression for the observed information, Iðw; yÞ, in terms of the completedata information, Iðw; xÞ, and missing information, Iðw; xjyÞ. Oakes's simple but elegant identity demonstrates that the observed information can easily be expressed as the difference between the complete-and missing-data information components, which is an instantiation of the missing-data principle (Orchard & Woodbury, 1972) , 1 See Meng (2000) for a more direct route to discovering Oakes' identity in the EM algorithm.
Iðw; yÞ ¼ Iðw; xÞ À Iðw; xjyÞ: ð2Þ Ultimately, Oakes' identity is realized by treating w and w 0 both as variables, and differentiating Qðw 0 jwÞ with respect to each variable set to obtain Iðw; xjyÞ. Note that the complete-data information Iðw; xÞ is often readily or easily available from code used to implement the EM algorithm, particularly if the Newton-Raphson optimizer was used in the M-step. Dempster et al. (1977) presented a simple multinomial genetics example in which 197 animals were distributed into four categories according to the probability model
Example
where 0 ≤ w ≤ 1. The sample data for this probability model are y ¼ ð125; 18; 20; 34Þ.
The goal of the analysis is to estimate w via maximum likelihood by assuming the data were drawn from a multinomial distribution. The observed log-likelihood for this multinomial problem is
which is straightforward to maximize directly. After maximizing the above equation given the data vector y, the MLE isŵ % 0:6268. Finally, the Hessian function is o 2 Lðw; yÞ
which, when multiplied by À1 and inverted, provides the large-sample ACOV matrix estimate (in this case, a 1 9 1 matrix). In this example, the Hessian approximately equals À377.52 at the MLE, and the associated large-sample SEðŵÞ ¼ 1= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi À1 Â ðÀ377:52Þ p % 0:051. To approach the above problem from an EM perspective, one can conceptualize that y 1 is a composite formed by the missing data elements x 1 and x 2 , and organize the problem as a complete-data multinomial distribution with five (rather than four) distinct categories. The complete-data log-likelihood for this approach is 
where w 0 is selected to maximize the above function. Oakes (1999) adopted the above genetics example in his seminal paper, and demonstrated that the required complete-and missing-information terms could easily obtained with standard univariate calculus, whereby 
Numerical approximations of Oakes's identity
One practically limiting issue with the identity provided by Oakes (1999) is that it is often tedious and convoluted to explicitly express the missing-information equation when the expectation step is complex. In these situations, numerical approximations can be both attractive and preferable, particularly if the ACOV is only of interest after suitable MLEs have been located, or if relevant inferential statistics, such as the score test (e.g. Pawitan, 2001) , are of interest. This section outlines a selection of finite-difference techniques for obtaining various Oakes identity approximations (OIAs) to obtain the observed information matrix and subsequent ACOV. In Oakes's identity, the missing-data information component is obtained by differentiating with respect to two vectors, w 0 and w, both of length p, to obtain a p Â p Jacobian. To obtain this matrix numerically, where w 0 ¼ w, the Jacobian is built column-wise by differentiating Qðw 0 jwÞ with respect to each parameter in w 0 using the available completedata gradient function, and perturbing the w-values by some numerical constant. More specifically, the gth column estimate of the Jacobian is obtain by perturbing the gth parameter in w by some value D, recomputing the E-step terms, and evaluating the gradient Qðw 0 jw AE DÞ=ow 0 using a given numerical derivative method. This finitedifference process is repeated for each element in w until every column vector in o 2 Qðw 0 jwÞ=ow 0 ow has been constructed. Two of the simplest numerical derivative methods for a given parameter (here, w 1 ) are the forward difference method
which has a truncation error of OðDÞ for each element, and the central difference method
which has a truncation error of OðD 2 Þ for each element. Both the forward and central difference approximations are studied here because of their computational simplicity and efficiency. In turn, these methods will provide estimates of the ACOV after applying a matrix inversion, where the follow proof describes the properties of this inverse operation.
Proof. Let A represent a matrix that has been estimated with order OðDÞ accuracy in each element, where the respective errors are represented by the matrix E. The matrix inverse is then
under the assumption that the matrix norm jjA À1 Ejj 2 ( 1. The final line is realized due to a Neumann series expansion.
h If the previous finite-difference methods are not sufficiently accurate then potentially more accurate numerical approximations can also be obtained using, for example, Richardson's (1911) extrapolation method. This numerical method requires the central difference in equation (4) to be evaluated at successively smaller D constants so that the behaviour of the truncation errors can be improved via extrapolation. Where applicable in this paper, Richardson extrapolation is obtained using four iterations, beginning at D ¼ 1 Â 10 À4 , and halved at each iteration; hence, equation (4) must be computed four times in total whenever this method is used. Note that the above number of iterations and behaviour of D are commonly used as the defaults in popular software packages that apply Richardson's extrapolation (e.g. Chalmers, 2012; Gilbert & Varadhan, 2016) .
Advantages of the Oakes' identity approximation
The OIA scheme has multiple attractive benefits when compared to more intensive algorithms, such as those provided by Louis (1982) and Meng and Rubin (1991) . First, depending on the numerical derivative scheme selected, the E-step and complete-data gradient terms need only be computed a fixed and small number of times -often less than the number of EM iterations required to obtain suitable MLEs. For instance, if the forward difference estimate is used then only p þ 1 complete-data gradient terms and E-step computations must be collected; if the central difference estimate is used then a total of 2p E-steps and gradient vectors will be required; and, if the Richardson extrapolation is used, then 8p E-steps and gradient vectors must be computed. Because these operations are generally inexpensive, the amount of computational effort required to obtain the Jacobian numerically using any of these described methods is typically a non-issue in practice.
Another advantage of the OIA with respect to the S-EM algorithm in particular is that reestimation of the model to obtain sufficiently close MLEs, or to obtain a better-behaved EM iteration history, is not required; hence, there will be no issues related to non-convergence when building the numerical Jacobian. As was highlighted in the simulation work presented by Pritikin (2017) , non-convergence is a common occurrence with the S-EM algorithm, particularly for models with a larger number of estimated parameters from nonexponential families. When non-convergence does occur, the quality of the entire ACOV matrix must be called into question because the inversion of a poorly approximated observed-data information matrix will result in unpredictably distorted, and potentially misleading, ACOV estimates.
Additionally, Oakes (1999) noted that his mathematical identity holds not only at the MLE but also at all locations of w. This property is important because, in addition to providing a means to compute the ACOV at the MLE, the observed information matrix can be obtained at any specified w 0 location of interest. Hence, performing score tests, for example, is straightforward when considering Oakes's identity. The OIA approach shares this same property, and therefore may be computed at any arbitrary w 0 location as well. In contrast, the S-EM method, for example, can only compute the observed information at the MLE, and therefore investigating inferential statistics such as the score test is not feasible with this method.
Compared to Louis' (1982) approach now, the OIA can more easily accommodate prior parameter distributions used during the EM implementation because this information is built into the complete-data gradient vector directly; in Louis' form, it is currently unclear how this information should be included in the computational form (Chalmers et al., 2017) . Also, the OIA scales considerably better than Louis' method for models with a larger number of estimated parameters, and especially for larger sample sizes, because the observed information matrix provided by Louis' method requires evaluating and summing over each data element in y in isolation. However, Louis' approach does provide an exact representation of the ACOV, and may still be useful in practice if there are sufficient resources available. In particular for this presentation, Louis' approach may be adopted for comparative reasons to determine the quality of numerical approximation methods, provided that the computation time required is not restrictively large.
Finally, it is worth mentioning that all of the aforementioned methods for evaluating the observed information matrix, whether these use the observed log-likelihood function or the EM map, will be reasonable approximations only when the evaluation of the respective functions is numerically optimal. For instance, if the observed log-likelihood is computed using marginal maximum likelihood (where numerical integration using quadrature rules is required; e.g. Bock & Lieberman, 1970) then the EM map and observed log-likelihood functions may be suboptimal if the select numerical integration scheme is too inaccurate, resulting in suboptimal instantiations of the theoretical equations. Using an inaccurate numerical integration method will not only negatively affect locating the vector of MLEs due to the optimization of numerically distorted likelihood functions, but will also negatively impact any subsequent gradient and Hessian computations based on these same functions. While numerical integration issues generally do not occur for low-dimensional models, such as those studied below, for higher-dimensional models this could be an issue (Cai, 2010a) . For Monte Carlo variants of obtaining the observed information matrix, which may be more suitable when estimating higher-dimensional models, see Cai (2010a) , Wei and Tanner (1990) , and Robert and Casella (2004, pp. 186-187) .
3.1.1. Example (cont.) Returning to the previous example, suppose that instead of computing o 2 Qðw 0 jwÞ=ow 0 ow analytically we are now interested in obtaining the matrix numerically using the OIA approach with a central difference method given D ¼ 10 À5 . First, the gradient of Qðw 0 jwÞ with respect to w 0 is expressed as
where in practice this function is often computed using efficient computer code due to its importance in the M-step with Newton-based optimizers. Next, the above gradient is evaluated at two locations, Qðw 0 jw þ DÞ=ow 0 and Qðw 0 jw À DÞ=ow 0 , where updated values of x ¼ Eðxjy 1 ; w AE DÞ are required; hence, the E-step must be evaluated twice before computing the associated complete-data gradient values. Given these perturbed gradient evaluations, the Jacobian is approximated by substituting the respective values into equation (4) 3.2. Multi-parameter models with the OIA and S-EM While the OIA approach can be computed at any arbitrary w 0 location to obtain a suitable estimate of the observed information matrix, for multi-parameter models a minor caveat will arise in the computations. Specifically, the off-diagonal elements present in the observed information matrix estimate will not be exactly symmetric due to the numerical approximation of the independent columns in the Jacobian. This asymmetry issue is also present in the S-EM methodology (Meng & Rubin, 1991) , though to a considerably more troublesome and problematic extent compared to the OIA because the S-EM algorithm can result in markedly asymmetric estimates.
In particular for the S-EM algorithm, when the MLE location is not sufficiently reached prior to estimating the proportion of missing information with the "forced-EM" operations (Meng & Rubin, 1991) , as well as when the convergence criterion for each respective parameter is not attained because of a suboptimal EM history, the resulting observed information matrix will often be unacceptably asymmetric. Meng and Rubin (1991) claim that this is an added benefit for S-EM, because asymmetry in the resulting information matrix provides diagnostic evidence as to whether suitable MLEs have been obtained with sufficient accuracy. However, in practice this so-called benefit is often more negative than positive because it requires the EM algorithm to be executed with considerably more iterations than analysts typically prefer, and by and large is a waste of computational resources when one or more columns in the numerical Jacobian matrix fail to converge during the forced-EM updates.
The S-EM algorithm also has a number of other unattractive features which can negatively affect the symmetry, accuracy and efficiency in obtaining the observed information matrix. Specifically, it requires an unaccelerated EM history (e.g. Ramsay, 1975; Varadhan & Roland, 2008) ; can only be calculated if the MLEs are sufficiently close to the true MLEs; requires an entirely new EM algorithm history if one or more columns from the Jacobian fail to converge; requires non-trivial computational resources to obtain the forced-EM operations for each of the p parameter estimates; performs suboptimally for difficult-to-linearize models that often occur from the non-exponential family (Meng & Rubin, 1991) ; will typically provide a less optimal approximation to the observed information matrix in practice compared to other numerical methods (see the example below, as well as Pritikin, 2017) , and so on. In situations where the information matrix is markedly suboptimal, rerunning the S-EM algorithm with alternative starting values, different convergence criteria for both the EM and forced-EM updates, different convergence criteria in the M-step, and so on, may provide reasonable ad hoc modifications to potentially amend these issues. Clearly, however, this problem is multifaceted and situation-specific, generally making it difficult to recommend universally optimal defaults for this approximation algorithm.
In both the OIA and S-EM methods, however, Iðw; yÞ can be forced to be symmetric simply by computing Iðw; yÞ ¼ ½Iðw; yÞ þ Iðw; yÞ > =2. Importantly, though, this operation should only be performed when combining upper and lower diagonal terms yields an unbiased estimate of the true diagonal term in the observed information matrix. For the OIA, this adjustment should always result in more accurate estimates because each offdiagonal is unbiased (though see below with respect to applying the forward difference approximation in this context), while for the S-EM algorithm applying this adjustment is highly questionable if and when the accuracy of the Jacobian is suboptimal.
Applying the OIA to IRT models
Item response theory is a statistical framework for modelling educational and psychological measurement instruments used in a wide variety of empirical settings (DeMars, 2010; Embretson & Reise, 2000; Lord, 1980; Reckase, 2009; Thissen & Wainer, 2001 ). This statistical framework provides a collection of response models that describe how individuals and items interact in probabilistic terms. The flexibility of the modelling framework has allowed for a number of response models to arise in the literature, ranging from simple monotonic response functions (Lord & Novick, 1968 ) to more complex nonmonotonic functions (Luo, 2001; Roberts, Donoghue, & Laughlin, 2000) , multidimensional models (Reckase, 1997) , mixture models (Bolt, Cohen, & Wollack, 2002) , and so on. While the presentation below is limited to unidimensional IRT models for a family of ordered categorical data, the material readily generalizes to other IRT models, as well as other multi-parameter models, which have been estimated with the EM algorithm. Due to the dependence on estimating models with the EM algorithm, obtaining the ACOV matrix in IRT models has been a long-standing issue (Cai, 2008) . More recently, a number of researchers have investigated various analytical approaches to obtain estimates of the ACOV, such as the cross-product, Louis, and sandwich covariance matrix (White, 1982) based on the Louis (1982) method. For instance, the cross-product approximation was evaluated by Paek and Cai (2014) for unidimensional and multidimensional IRT models, while Louis' exact method and the sandwich covariance matrix were investigated by Yuan, Cheng, and Patton (2014) . Unfortunately, however, these particular analytical approaches are often limited in routine IRT applications because they do not provide a means of including prior parameter distribution information when Bayesian priors are included in the EM model (Chalmers et al., 2017) , do not scale well with larger sample sizes or larger parameter sets (Paek & Cai, 2014) , and generally require highly optimized computer subroutines for the gradient and Hessian expressions.
In addition to the above analytical methods, ACOV and standard error recovery investigations for IRT models with numerical approximation techniques have also appeared in the literature. Methods for perturbing the observed-data log-likelihood function directly (Pritikin, 2017; Tian et al., 2012) , as well as numerically approximating the information matrix from the EM iteration history via the supplemented-EM algorithm (Cai, 2008; Meng & Rubin, 1991) , have been studied, and even witnessed some success in IRT models with large numbers of parameters (e.g. Woods, Cai, & Wang, 2012) . However, both of these approaches are somewhat limited in that they either do not scale well when increasing sample sizes or number of parameters, which occurs when the observed-data log-likelihood is directly manipulated, or are prone to convergence issues that render the reliability of the ACOV questionable (Pritikin, 2017) .
In light of these mixed properties regarding how to obtain suitable ACOV estimates for IRT models, the OIA appears to be an attractive alternative that shows much promise for IRT estimation applications when applying the EM algorithm is reasonable (i.e. in lowerdimensional IRT models). The following material explicitly demonstrates how the OIA can be used in IRT applications, and different finite-difference methods are compared throughout to demonstrate their properties. In particular, the S-EM algorithm is compared in two brief examples to highlight the computational efficiency improvements offered by the OIA, as well as demonstrate the accuracy that the OIA typically boasts.
Unidimensional graded response model
Although presenting an overview of popular IRT models is beyond the scope of this paper, in order to understand the present material only the unidimensional graded response model (GRM; Samejima, 1969) is described. The GRM is a probabilistic response model for categorical item responses with K options ordered from lowest to highest. This model is often used for rating-scale type items, such as those collected from Likert scale stimuli (Chalmers, 2015 (Chalmers, , 2017a . The GRM process can be understood as a sequence of successive two-parameter response models of the form Pðkjh; a;
, where a is the slope parameter, d k the intercept, and h the unobserved latent trait value of a given participant. Using these models, the probability of a response to category k is determined by the difference
In order to identify this model, the two-parameter response function for k ¼ 0 is fixed to Pðkjh; a; d k Þ ¼ 1, while for the category k ¼ K À 1 the expression Pðkjh; a; d kþ1 Þ is fixed to 0. In the unidimensional GRM there are K parameters to be estimated for each item: one slope parameter, and K À 1 ordered intercept terms. Finally, to identify the response model, the distribution of the h variables is assumed to follow N (0, 1).
EM estimation of IRT models
Given the type of IRT model to be fitted, the item parameters must be estimated using sample data according to a given optimization criterion, such as (marginal) maximum likelihood (Bock & Aitkin, 1981; Bock & Lieberman, 1970; Muraki, 1992; Thissen, 1982) . Prior to presenting the likelihood functions, it is useful to first define an indicator function
for k 2 ð0; 1; . . . ; K j À 1Þ. Using this indicator function, MLEs are obtained by maximizing the observed-data log-likelihood function
where
In the above equations, Y is an N Â J a matrix containing the response patterns for each individual and item combination, w represents the complete set of item and group-level parameters (e.g. mean and variance of a Gaussian distribution), y i represents the observed response vector for the ith individual, w j is the subset of parameters relevant to the jth item, and w h is the subset of hyper-parameters for the probability density function /ðÁÞ. Evaluating the integral in (2) using Q numerical quadrature (X q ) gives the equatioñ
which in practice is evaluated and substituted into (6) (Baker & Kim, 2004; Bock & Aitkin, 1981; Bock & Lieberman, 1970) . Because (6) becomes increasingly more difficult to evaluate as the numbers of items and parameters increase, the MLEs are typically obtained using more manageable complete-data components with the EM algorithm (Bock & Aitkin, 1981) . The EM algorithm begins by constructing a Q Â P J j¼1 K j table of expected frequencies,
by treating the current estimates of w as provisionally known (the E-step). After computing the table of expected responses, the EM map is expressed as
This equation is then used in the M-step by maximizing the function to obtain the improved w 0 estimates. Clearly, differentiating this particular EM map with respect to w will result in highly convoluted and difficult-to-manage sets of equations to build the Jacobian. Therefore, the OIA approach is an attractive alternative for this IRT application with the EM algorithm. To obtain a given OIA for this IRT model, the respective w values in equation (8) are perturbed to obtain the associated perturbed r qjk terms, and equation (9) is then numerically differentiated with respect to w 0 to obtain the required complete-data gradient elements.
Example with the science assessment test
To demonstrate how the OIA is used in practice, an example is presented below using the estimation engine from the mirt package (Chalmers, 2012) , Version 1.22. The data consist of a sample of 600 grade 12 student responses collected from a 32-item Science Assessment Test (SAT) pertaining to the topics of biology, chemistry and physics. Each of the 32 items was scored as correct (1) or incorrect (0) according to a predefined scoring key, and therefore K j ¼ 2 for each item. This data set was taken from the TESTFACT 4 (Wood, Wilson, Gibbons, Schilling, Muraki, & Bock, 2003) software manual (du Toit, 2003) , where examples using these data were presented in Chapter 13 (sections 7-10).
In total, there are 64 parameters to be estimated. After obtaining a suitable set of MLEs, four symmetric numerical ACOV estimators were computed: S-EM, the OIA with the forward and central difference approximation (D ¼ 10 À5 ), and the OIA with Richardson extrapolation. To compare the precision of the four estimators a true ACOV matrix is also required, which can be obtained using a number of different approaches (e.g. computing the ACOV directly from the observed log-likelihood function, obtaining a high-precision proxy using techniques such as Richardson extrapolation given the observed-data loglikelihood, obtaining the identity described by Louis, 1982, etc.) . In this paper, the true ACOV matrix is always obtained using Louis' approach.
To satisfy the requirements for the S-EM algorithm for IRT modelling applications (see Cai, 2008 ; for details), the EM algorithm was terminated when all parameter estimates differed by <10 À10 across successive iterations, the S-EM tolerance was set to 10 À5 , and no EM acceleration technique was included. The reason for using changes in parameter sets in the EM instead of (relative) changes in the observed log-likelihood is that the metric of the parameter estimates is easier for applied researchers to comprehend, the criterion does not require the EM algorithm to generate the observed log-likelihood terms (which may be quite difficult to evaluate in other EM applications; McLachlan & Krishnan, 2008) , and because this is generally how poplar IRT software terminates the EM algorithm (e.g. Cai, 2015; Chalmers, 2012; Zimowski, Muraki, Mislevy, & Bock, 2003) . In models where the magnitude of the parameter estimates provide important information with respect to whether the EM algorithm has sufficiently reached a stationary location, the relative difference in the parameter estimates should be used instead.
The IRT model converged after 110 EM iterations with an observed log-likelihood of À9,488.955 on a single-core 3.8 GHz i7 processor running a 64-bit Linux distribution. The EM algorithm took approximately 1.036 s to converge, while the respective ACOV estimates took approximately 15.856 s for the Louis approach, 7.128 s for the S-EM, 1.912 s for the OIA with Richardson extrapolation, 0.478 s for the OIA with the central difference method, and 0.257 s for the OIA with the forward difference method.
To express the overall discrepancy of the OIA and S-EM from the true ACOV, a matrix variant of the relative difference formula À4 with a maximum value of 2.14 9 10 À3 , generally indicating that the ACOV matrix was approximated relatively well. Additionally, S-EM returned a condition number (Belsley, Kuh, & Welsch, 1980 ) of 96.431, which was close to Louis' value of 96.419. However, even under these favourable conditions the S-EM results appeared to be inferior to the OIA. For the OIA with forward differences, the mean of the RD values was 2.59 9 10 À7 , the maximum value was 2.94 9 10 À6 , and the condition number of the ACOV estimate was the same as the condition number for Louis' ACOV up to the fifth decimal place. For the OIA with central differences, the mean of the RD values was 2.50 9 10 À11 , the maximum value was 8.34 9 10 À10 , and the condition number of the ACOV estimate was identical to the Louis result up to the ninth decimal place. For the OIA with Richardson extrapolation, the mean of the RD values was 3.05 9 10 À11 , the maximum value was 1.12 9 10 À9 , and the condition number of the ACOV estimate was identical to the Louis result up to the eighth decimal place.
To more clearly demonstrate the recovery of the individual elements of the ACOV using these methods, Table 1 presents the element-wise ratios, d
ACOV Ü ACOV, for the first six rows and columns of the S-EM and OIA ACOV estimates (pertaining to the first three slopes and intercepts in alternating order). The forward difference OIA behaved similarly to S-EM in terms of the recovery behaviour, while the central difference and Richardson extrapolation OIAs showed ratios much closer to 1. Based on the results from this table, as well as the summary of the RD values and the condition numbers above, these last two approaches appear to perform noticeably better than the forward difference OIA and S-EM approaches.
This example demonstrates that, even under favourable conditions, S-EM is suboptimal compared to the OIA both in terms of accuracy and computation time. For many other empirical situations where S-EM contains convergence issues this comparison would not even be possible because the S-EM algorithm's Jacobian matrix would be too inaccurate and unstable. Hence, terminating the EM algorithm earlier than 10 À10 , for example, will only negatively affect S-EM, while this will have little to no affect on the OIA estimates. Additionally, this example highlights that the forward difference approximation may not be the most optimal finite-difference method to use for the OIA, and that in practice the central difference or Richardson extrapolation algorithms may provide noticeably more accurate results.
Example with an attitude to science and technology survey
This second example adopted a collection of ordered survey responses from the ltm package (Rizopoulos, 2006) . The data were obtained from a sample of 392 individuals in Great Britain who responded to the Consumer Protection and Perceptions of Science and Technology section of the 1992 Euro-Barometer Survey (Karlheinz & Melich, 1992) . Item responses for four Likert-type items (with responses from "strongly disagree" to "strongly agree") were collected for the questions:
1. Science and technology are making our lives healthier, easier and more comfortable. 2. Environment scientific and technological research cannot play an important role in protecting the environment and repairing it. 3. The application of science and new technology will make work more interesting. 4. Thanks to science and technology, there will be more opportunities for the future generations.
The GRM was fitted to these data using the default arguments in the mirt package, the EM algorithm was terminated when the parameter estimates differed by less than 10 À8 across successive iterations, the S-EM tolerance was set to 10 À4 , and no EM acceleration technique was included. Finally, symmetric ACOV estimates were obtained using the OIA OIA (central) 1 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 2 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 3 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 4 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 5 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 6 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
OIA (Richardson) 1 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 2 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 3 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 4 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 5 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 6 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
with the forward and central difference method given the perturbation constant of D ¼ 10 À5 , the Richardson extrapolation described above, the S-EM algorithm, and with Louis' method for the 16 estimated parameters. Note that the convergence criterion for S-EM is slightly higher than in the previous example, and therefore the quality of the ACOV may in turn suffer.
The model converged in 134 EM iterations with a log-likelihood of À1,608.869. The results in this example were similar to those in the previous example in that the central difference OIA performed very well, returning a mean RD value of 1.0 9 10 À10 , maximum value of 1.5 9 10 À9 , and a condition number of 99.6249 -equivalent to the condition number obtained from Louis' method up to the ninth decimal place. Also, the Richardson extrapolation provided virtually the same estimates as the central difference OIA, while the forward difference OIA had a mean RD of 8.23 9 10 À7 , a maximum value of 2.83 9 10 À5 , and a condition number of 99.6227, which matches Louis' condition number only up to the second decimal place. The S-EM algorithm, on the other hand, was highly suboptimal in this example, returning a condition number of 116.76 (approximately 17% larger than Louis' condition number), and demonstrated the worst ACOV recovery with a mean RD of 0.0282 and maximum of 0.215. Finally, Table 2 presents the element-wise ratios d ACOV Ü ACOV for the first four rows and columns of the S-EM and OIA ACOV estimates, which pertain to the parameter estimates ½a; d 1 ; d 2 ; d 3 for the first item.
The examples above generally demonstrate that the central difference and Richardson extrapolation approaches provide practically equivalent results, while, based on the summary statistics, condition numbers, and element-wise ratio estimates, the forward difference method is slightly less optimal. The suboptimal behaviour of the forward difference method is primarily because each column is constructed using simple forward differences which are each evaluated in the same positive D direction. Therefore, the truncation errors for each element in the observed information matrix will typically be positively biased because of this systematic directional effect in the numerical derivatives. In general, when this type of propagation effect is present, performing the subsequent matrix inversion operation will negatively affect the precision of the ACOV as a whole, as well as generally producing negatively biased estimates for each element (witnessed in Table 2 specifically). Additionally, these examples suggest that the S-EM algorithm is the most suboptimal in terms of estimation efficiency and accuracy, even under ideal conditions. To investigate many of these properties further, the following Monte Carlo simulation study explores several important empirical characteristics that may influence the OIA, and compares the behaviour of the three finite-difference techniques.
Simulation study
The following simulation study investigated a number of potentially important properties when obtaining an estimate of the ACOV matrix with the OIA for multiparameter IRT models. To accomplish this, the GRM with five response categories was studied with a number of varying conditions, including number of items (n = 5, 10, 15), sample size (N = 250, 500), type of numerical derivative to adopt (forward difference, central difference, Richardson extrapolation), and whether the ACOV should be forced to be symmetric or allowed to remain asymmetric. Coupled with the select IRT models, the test lengths imply that the models have 25, 50 and 75 parameters, and therefore serve as an evaluation of whether the number of unique elements in the ACOV is a factor. Of particular importance in this simulation study is that the IRT models are estimated with the EM algorithm using an acceleration technique described by Ramsay (1975) , and that the EM algorithm was terminated if the parameter estimates differed by less than 10 À4 across successive iterations. Both of these properties, which are frequently the default in IRT estimation software, cannot be used when the S-EM algorithm is selected to approximate the ACOV. This is because, as stated above, acceleration techniques distort the EM parameter history, and because the convergence tolerance is much too low for S-EM to behave accurately (Meng & Rubin, 1991) . Also, we focus only on unidimensional IRT models because, as Pritikin (2017) demonstrated, the OIA with even the simplest forward difference method outperforms the S-EM algorithm in multidimensional IRT models. Using improved numerical derivative techniques, as this simulation study demonstrates, should therefore only improve upon Pritikin's previous observations. Slope parameters in equation (5) were drawn from a log-normal distribution, a $ log N (1/4, 1/4), and the ability parameters were drawn from a standard normal distribution h $ N (0,1). The intercept parameters were constructed by adding a unique standard normal deviate to each value in the vector [1.5,0.5,À0.5,À1.5] for each item. The pattern for these intercepts was chosen such that sparse categories were less likely to occur. If the EM algorithm did not converge within 500 iterations then data were discarded and redrawn. Finally, the absolute difference between the condition numbers of the ACOV estimates and the condition number from Louis' ACOV were collected (denoted by jCj), as well as the mean, maximum, and Euclidean norm of the RD matrix in equation (10) (denoted by jjRDjj 2 ) for the three finite-difference approximations. Each condition was repeated using 500 independent replications using the SimDesign package (Sigal & Chalmers, 2016) . Table 3 contains the results of the simulation for each OIA method. Based on these results, a few conclusions can be drawn. Specifically, for the central difference and Richardson extrapolation approaches, forcing the ACOV estimate to be symmetric tended to improve the estimation accuracy. However, for the forward difference method this effect was somewhat mixed in that while the precision of the overall results improved, the maximum difference between the estimates was systematically larger. Also, sample size and the number of parameters in the model did not appear to be a factor in determining the recovery accuracy of the ACOV for any of the finitedifference methods, which generally is to be expected. Overall, every finite-difference method appeared to be estimating the ACOV consistently, and the central difference and Richardson extrapolation methods were practically equivalent across the simulation conditions. That said, the forward difference method was visibly less accurate than the central difference and Richardson extrapolation approaches in every condition investigated.
Results
Evidently, the truncation errors borne of the simple forward difference method systematically propagate when constructing the missing information matrix. As stated above, this propagation issue primarily relates to the positively biased nature of the forward difference method for each element in the observed information matrix. To avoid this issue, adopting either the central difference or the Richardson extrapolation method appears to be a simple and viable solution. Given that only p À 1 or 7pÀ1 additional functional evaluations are required to obtain the central and Richardson extrapolation compared to the forward difference method, respectively, the amount of computation time added is generally inconsequential, and better ensures that highly accurate results are obtained. Therefore, the author recommends using either of these more intensive approaches as the default method in practice when overall accuracy, as opposed to speed, of the ACOV is of utmost importance.
Discussion
This paper described a numerical approximation approach with known truncation errors for Oakes's (1999) identity which is useful for obtaining estimates of the observed information matrix and subsequent ACOV matrix. Important properties regarding how practitioners should apply this technique in their unique EM applications were also discussed. Specifically, it was highlighted that the OIA technique is primarily influenced by the quality of the numerical derivative technique selected, and by whether or not the observed information matrix was constrained to be symmetric. Examples were presented to highlight the performance of the numerical approximation relative to a selection of other available methods, and a Monte Carlo simulation using a polytomous IRT model was included to investigate the performance of three finite-difference techniques.
Based on the results from a small Monte Carlo simulation study, as well as two IRT analysis examples, the author recommends using either the central difference method or the more involved Richardson extrapolation over the less accurate and biased forward Notes. jCj represents the absolute difference between the true and estimated condition number, and jjRDjj 2 represents the Euclidean norm of RD. All results are reported using scientific notation. difference method. Also, it was concluded that the observed information matrix should be forced to be symmetric with either of these finite-difference methods, but not necessarily for the forward difference method due to the biased nature of the estimator. Given that the central difference method only requires 2p functional evaluations (compared to p þ 1 for the forward difference method), the computational consequences of selecting this approach are typically trivial, while the improved precision and unbiasedness of the results may not be. In statistical applications where the quality of every element in the ACOV is important (e.g. Chalmers, 2017b; Chalmers, Counsell, & Flora, 2016; Woods et al., 2012) , obtaining an accurate and reliable representation for all elements of the ACOV matrix is essential so that any systematic effects borne of numerical inaccuracies can faithfully be avoided.
Due to the efficiency with which the OIA can be computed, and the fact that the method naturally supports computing the numerical derivatives for each p parameter independently (hence, easily supports parallel computing architectures), the algorithm may be useful in other computing applications outside obtaining accurate ACOV estimates. For example, the OIA could be used to accelerate the convergence of the EM algorithm through methods such as those described by Louis (1982) , may be used for the set of goodness-of-fit criteria proposed by Cai (2008) , for computing the ACOV of penalized likelihood estimates (Lee & Pawitan, 2014) , and may be adopted in dimensionreduction integration methods where the EM map is still realistically optimal (Cai, 2010a (Cai, , 2010b Gibbons & Hedeker, 1992) .
Finally, computing the observed ACOV estimate with the OIA will help obtain the sandwich covariance matrix (White, 1982) more efficiently compared to Louis' method (see, for example, Yuan et al., 2014) . While the cross-product approximation is generally efficient to obtain in practice (Paek & Cai, 2014) , the observed-data information matrix with Louis' method is often considerably more difficult, despite their intimate relationship. In this situation, the OIA can be used in place of Louis' exact method for obtaining the observed information matrix to accomplish the same goal. Analogous benefits also appear when computing the score test statistic, whereby the observed information matrix must be accurately computed at parameter locations other than the MLE.
Conclusion
The overall quality of the ACOV is important in many inferential statistics applications, including single-and multi-parameter Wald and score tests, generating large-sample symmetric confidence intervals, determining whether the EM algorithm has reach stationary MLEs (i.e. is positive definite with a reasonably small condition number), and so on. While it remains possible that the OIA method is influenced by other characteristics not explored in this paper (e.g. the magnitude of the perturbation constant, parameter perturbation values that fall outside a given theoretical bound, etc.), the numerical OIA method in its current form appears to be a very promising alternative to competing computational approaches in common use. Due to its simplicity and use of the components which are built directly into EM implementations, the OIA serves as an important numerical tool which naturally complements a large variety of modelling applications with the EM algorithm.
