The estimation of Linear Time Invariant (LTI) models is a standard procedure in System Identification. Any real-life system will however be nonlinear and t i m e varying, and the estimated model will converge to t,he LTI second order equivalent (LTI-SOE) of the true system. In this paper we consider some aspects of this convergence and the distance between the true system and its LTI-SOE. JVe show that there may he cases where event.he slightest nonlinearity may cause big differences in the LTI-SOE. We also show a result that gives condibions that guarant,ee that the,LTI-SOE is close to "t,he natural'? LTI approximant. Finally, an upper.bound on the distance between the LTI-SOE of a nonlinear FIR system with a white input signal and the linear part of t,he system is derived.
LTI M o d e l Identification
To estimate Linear Time Inizariant (LTI) models from observed data is a standard tool in systems and control, see e.g. 111. A brief summary of the basic procedure is as follows:
A general LTI-model of a dynamical system can always h e described as Here, 9 is the shift operator, and G and H are the transfer matrices from t.he measured input U and the noise source e , which is modeled as white noise (sequence of independent random variables). For notational convenience we will from now on only consider SingleInputSingleoutput, systems, but t,he t.heory is the saoie in the multi-variable case.
The transfer functions are parameterized by a finitedimensional parameter vector 8, and this parameterizat.ion can be quite arbit,rary. For black-box models, it is common to parameterize G aod H in t,erms of t.he CD. efficients of numerator and denominator polynomials, The model parameterizations could also correspond to statespace models in discrete or continuous time.
Whatever the parameterization, the problem is to estimate t,he parameters in (1) based on observed input-
A common approach is formed by Prediction error methods that first determine the prediction errors associat,ed with (1): 
t=1 N is determined, typically by numerical search How will these methods perform? Well, that depends on the input-output data. A typical approach to analysis is to assume that the data indeed have been generated by a system like (1) for some particular parameter vector Bo, and for e being a sequence of independent random variables. In that case the asymptotic statistical properties (convergence and asymptotic distribution) of IN can be calculated readily. We refer to [I] for an analysis of this kind, as well as for more details on model structures and estimation techniques.
Estimating LTI M o d e l s of Nonlinear Systems
The question we discuss in this paper is axhat happens with the model ON in case the data originate from a non-LTI system. The use of linear models of nonlinear systems can be discussed in several different frame works and related material can be found e.g. in [3] , [4] , [5] and 161. In this paper we will consider input and output signals that are jointly quasi-stationary (cf. [l] ) and that have well-defined spectral densities according to the following definition.
Two'szgnals u ( t ) and y ( t ) are said to be jointly quasistationary if they, in addition to being quasi-stationary by themelves, are subject to
Let @,(z) and @, , (z) denote the z-trnnsfoms ofR,(r) and % u (~) , respectively. 
7=-m
The spectrnl densities @. (e'") and O,,(e") will then be well-defined for all w E [ -~, ? r ] .
Note that the class of quasi-stationary signals contains both purely stochastic and purely deterministic signals as well as signals that have both stochastic and deterministic components.
The basic result that is used in our context is as follows (cf. [l] and 121). Suppose that the input-output signals fulfill the requirements in Definition 2.1 and that the The convergence theory is thus rather straightforward, and we shall in the following section investigate how GO, the LTI Second Order Equzvalent (LTI-SOE) .depends on the true underlying system and the input properties.
Before that, let us however note a few special features of the convergence to the LTI-SOE:
Even if the true system is causal, the ratio @yuj@u may correspond to a non-causal function, so taking the causal part in ( 5 ) is essential. This resembles the situation in linear systems, when output feedback is present.
Even if the data from the system is noisefree, the convergence of the estimates will exhibit "stochastic features": The LTI-SOE will he a p proached typically with the rate l / f i and the path taken to the limit will depend on the actual realization of the input.
P r o p e r t i e s of LTI-SOEs for Almost Linear I Systems
The use of a linear model is very natural when the true system is close to being linear. In many cases, the behavior of an almost linear system can be understood, at least intuitively, from the theory of linear systems. Hence, it is a legitimate question to ask whether this linear intuition can be extended also to LTI-S0E:s for almost linear systems.
For example, if the nonlinear contribution to the output is small for a certain input one might assume that the corresponding LTI-SOE would be close to the linear part of the syst.em in :some sense. However, as we will see in the following example, this is not always the case. The distance between the LTI-
where GL(q) = 1 + 0.49-' and where h is a static noulinearity with h(z) = $-z3. The parameter a defines how close the system is to t.he linear system GL. For a bounded input, small values of a will give a system output t.hat is close to the output from GL. Assume that the input signal is
where E = 0.001. For this input, a small value of a, like for example a = 0.01, will give an output that is very similar t o the ont.put from G L (i.e. the output when a = 0).
The small differences between these output signals will however give rise to totally different LTI-S0E:s. This can be seen if we estimate two output error models with n, = nb = 2, and n k = 0 (cf. [l] ). The parameters of these models have been estimated from two data sets consisting of 10000 noisefree input output measurements with a = 0 and a = 0.01, respectively. The estimated model G I that is obtained when a = 0 is of course equal to G L . This is however not the case for the model estimate Gz that is obtained for a = 0.01. Figure 1 shows the differences between G L , G I and Gz in the frequency domain. If we use many measurements we know from (4) that the estimated LTI model will approximate the LTI-SOE of the system for this particular input. The estimated models will be as close to the LTI-SOEs as possible at the frequencies 0.1 and 0.3 rad/s. Thus we can conclude from Figure 1 that the two systems (with a = 0 and a = 0.01) have very different LTI-S0E:s.
The dramatic change in the estimated LTI model that can be seen when a small nonlinearity is introduced is a clear indication on that the LTI-SOE not always can be understood from linear theory. It should be noted that a small linear, time-invariant deviation from G L only would hat-e given rise to a small deviation in the estimated LTI model as an LTI system cannot generate harmonics.
In our example, no matter how small a we choose we can always choose an even smaller E in U and thus get an LTI-SOE far from GL. That is, no matter how linear we make the system there is always a U that have an LTI-SOE far from G L .
In the previous example we have seen that the LTI-SOE in some cases can be far from the linear part of the sys- 
(q)u(t) (8)
denote the LTI-SOE that is obtained for a k=O Let certain input signal U and a certain a.
The conclusion that we can draw from Example 3.1 is that we cannot in general assume that will approach 0 when a + 0. (The supremum is taken over all quasi-stationary U ) . For some systems we can, whenever there is a small nonlinear term in the system output, find a U for which the LTI-SOE is far from GL.
On the other hand, in cases where the nonlinear parts of the system are more significant, the LTI-SOE will be a much better model of the system for signals that are similar to the signal that was used to generate the LTI-SOE.
Despite the fact that we even for a n almost linear system cannot prove that the LTI-S0E:s are close to the linear part of the system for all inputs it is often possible to say something of the behavior of the LTI-SOE for a particular input signal. As a matter of fact, for a fixed input signal and a nonlinear system that fulfill some additional requirements we have the following theorem.
Theorem 3.1 Let y ( t ) = f(ut,,a) be a nonlinear
system and let U be a given deterministic sequence that i s quasi-stationary. Let R,,u,a(r) (zii) a = 0 gives a stable, causal LTI system
and f(u!.,,a) -f(u?,,O), a + 0 pointwise for each t E Z.
that GO,^,,, = GL.
Proof:. First we want to show that Ryu+ + Ry,,o.
Take an arbitrary 81 > 0.
We continue by proving that s: T Theorem 3.1 gives conditions on the system and input that guarantee a continuous behavior of the LTI-SOE of the system in the point where a = 0, i.e. when the system is linear. This is of course not surprising, it is rather the kind of behavior one would expect the system to possess. Hence, the interesting part of the theorem is rather the conditions that are required to prove the result than the result itself.
The previous theorem tells us that the LTI-SOE will converge towards the linear part of the system when the nonlinearity tends to zero but not how fast this convergence is. In order t o be able to derive an upperbound on the distance between the LTI-SOE and the linear part of a system with a nonzero nonlinearity of a certain size we will have to make some new restrictions on the types of systems and excitation signals.
Hence, we will from now on only consider nonlinear FIR systems with white stochastic inputs that can be written like y ( t ) = f (~: -~, )
and that are close to a linear system z ( t ) = gL(k)u(t-k). 
Then
Proof: We start hy proving the following inequality
The assumption that u ( t ) consists of independent random variables implies that @"(e'") = R y ( 0 ) and that Ryu(7) = 0 when 7 > A4 or 7 < 0. This, together with Parseval's identity and equation (13) give Finally, Schwarz' inequality gives LT IGo(e") -GL(e")ldw 5 0 Theorem 3.2 tells us that the distance hetween the LTI-SOE and GL is less than a hound that is proportional to a (where a is the size of the nonlinearity-in equation (11)). Furthermore, this theorem shows the effect on the LTI-SOE of a scaling of the input signal.
The use of Ci = cu as input instead of u will result in a new LTI-SOE. The distance between this new LTI-SOE and GL will have an upper hound in equation (12) that is 1 times the original bound. When a white input signal is used it is thus possible to reduce the distance between the LTI-SOE and the linear part of a nonlinear FIR system that fulfill equation (11) simply hy scaling the input signal.
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Conclusions
It is an important task in system identification to understand how general systems are approximated hy LTI models. This includes the problem how to decide the LTI-SOE and to assess its "distance" to the true, nonlinear system. This task is technically difficult, and in this paper we have only investigated the "skin" of the set of LTI models in the set of general systems. JVe have shown that an LTI-SOE of an almost linear system can he far from the linear part of the system for some inputs. Furthermore, we have given conditions on the system and input that guarantee that the LTI-SOE approaches the linear part of the system when the nonlinear elements of the system approach zero. We have also derived an upper bound on the distance between the LTI-SOE of a nonlinear FIR system with a white input signal and the linear part-of the system.
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