Minimax and maximin efficient designs for estimating the location-shift parameter of parallel models with dual responses  by Lo Huang, Mong-Na & Lin, Chun-Sui
Journal of Multivariate Analysis 97 (2006) 198–210
www.elsevier.com/locate/jmva
Minimax and maximin efﬁcient designs for
estimating the location-shift parameter of parallel
models with dual responses
Mong-Na Lo Huang1, Chun-Sui Lin∗
Department of Applied Mathematics, National Sun Yat-sen University, 70 Lien-hai Road, Kaohsiung, Taiwan,
80424, ROC
Received 22 April 2004; received in revised form 23 January 2005; accepted 25 January 2005
Available online 16 March 2005
Abstract
Minimax designs and maximin efﬁcient designs for estimating the location-shift parameter of a
parallel linear model with correlated dual responses over a symmetric compact design region are
derived. A comparison of the behavior of efﬁciencies between the minimax and maximin efﬁcient
designs relative to locally optimal designs is also provided. Bothminimax ormaximin efﬁcient designs
have advantage in terms of estimating efﬁciencies in different situations.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Consider a bioassay experiment designed to estimate the relative potency of a test prepa-
ration relative to a standard. By deﬁnition, the relative potency is the amount of the standard
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equivalent of one effective unit. In a bioassay experiment, suppose that a dose of a standard
preparation is chosen and administered to an experimental unit and the response y1 at this
dose level, d, is measured. In the bioassay, a commonly used function to describe the relation
between the dose and the expected response is E(Y1|d) = 0 + 1 log(d). The expected
response for the test preparation is E(Y2|d) = 0 + 1 log(d), where , which represents
the relative potency is unknown. Finney [6] and Brown and Mire-Sluis [1] have provided a
more detailed description.
Let xi = log(di) ∈ Xi ⊂ R, i = 1, 2, be the dosage levels for the standard and the test
preparations on logarithmic scale respectively, the expected responses can be expressed as
E(Y1|d1) = 01 + 1x1,
E(Y2|d2) = 02 + 1x2 = 01 + 1(x2 − ), (1)
where  = − log() ∈ B ⊂ R denotes the location-shift parameter. In such a design, if all
the responses are uncorrelated, we may assign a p1 proportion of responses to the standard
preparation and a p2 proportion to the test, in which case, a design point is denoted by
x, x ∈ X1 ∪ X2. On the other hand, if dual responses are observed from two preparations
with different doses d1 and d2, a design point is denoted by x = (x1, x2), x ∈ X1 × X2.
If the dual responses are correlated, then the covariance matrix between the dual responses
is denoted by  = Cov(Y1, Y2) = 2((1 − )I2 + J2), where I2 is the 2 × 2 identity
matrix and J2 is a 2×2 matrix of one’s, and without loss of generality, assume that 2 = 1.
Throughout, we assume that Xi = [−1, 1], i = 1, 2 and the unknown parameter vector
˜ = (01, 02, 1).
The form of the dose–response relationship assumed above has been discussed by Finney
[6] and Gaines Das [7] with further discussions of the statistical issues concerning the
design and analysis of parallel line assays. Huang et al. [8] discussed the situation where
the design aspects under the assumptions that the dual responses may be correlated, and
provided locally optimal designs for estimating the location-shift parameter . An optimal
design is called “locally optimal’’, when some type of prior information concerning the
parameter values is needed for the design of an experiment. Other types of design criterion
such as the maximin efﬁcient criterion has been introduced by Müller [9], which put the
robustness of the designs into consideration to overcome the -dependence of the locally
optimal design. There has been some research related to minimax and maximin efﬁcient
designs, see for example, Dette and Sahm [4], Dette and Biedermann [2] and Dette et al. [3],
where their interest was mainly in nonlinear regression models with single response. In this
work, closed form formulae for two types of optimal designs are provided for estimating
: the minimax design and the maximin efﬁcient design. The interesting point of this work
is that both minimax and maximin efﬁcient designs do not depend on the speciﬁc value of
the correlation coefﬁcient , when  is positive, but they are highly dependent on , when
 is negative. Even more, the maximin efﬁcient designs do not depend on the range of 
when the responses are uncorrelated or the dual responses are positively correlated. The
efﬁciency performances of the two designs relative to the locally optimal design also appear
in an attractive manner.
In the next section, we introduce the deﬁnitions of the minimax and maximin efﬁcient
designs, and the corresponding equivalence theorem. A necessary and sufﬁcient condition
for the minimax design has been presented by Fedorov [5] with only an indication of the
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proof. Wong [11] provided a uniﬁed approach for the construction of minimax design. A
modiﬁed general equivalence theorem using a directional derivative approach can be found
inMüller and Pázman [10]. Sections 3 and 4 give theminimax andmaximin efﬁcient designs
for various ranges of possible values for the unknown parameter respectively.A comparison
of the efﬁciencies between the two designs is also provided in Section 4. Section 5 ends
with discussion.
2. Preliminaries
A design measure  with ﬁnite support points on a compact design space T is denoted by
 = ∑mi=1 witi , where ti denotes the one-point measure on ti , each ti ∈ T is weighted
wi > 0 and
∑m
i=1 wi = 1. Let 	 be the set of all possible designs on T . When designs are
chosen by the criterion, 
(, ) :  × 	 −→ R, which under circumstances depends on
some parameter , and if 
(, ) is a convex criterion for all  ∈ , then an optimal design
should minimize the maximum with respect to . The deﬁnition of a minimax design is
given below.
Deﬁnition 2.1. ∗ is a minimax design with respect to 
(, ) in 	 if and only if ∗ ∈
argmin{max∈ 
(, );  ∈ 	}.
As shown by Huang et al. [8], an optimal design for minimizing the asymptotic variance
of the estimate of the location-shift parameter  in model (1) depends on the unknown
parameter , and only a locally optimal design can be found. In this particular case, set

(, ) = c()T M()−1c() (2)
to be the asymptotic variance of the estimate of  with c() = (1,−1,−)T ,  ∈ B. A
minimax design minimizes the maximum of the asymptotic variance.
When the experimental responses are uncorrelated, that is  = 0, two different designs,
1 and 2, can be assigned to each response. In this case, design  can be expressed as
 = p11 + p22, where each pi > 0, and p1 + p2 = 1. We measure information on ˜
contained in  by its information matrix
M() = p1M1(1) + p2M2(2) =
(
p1 0 p1c1
0 p2 p2d1
p1c1 p2d1 p1c2 + p2d2
)
, (3)
where Mi(i ) =
∫
Xi fi(xi)fi(xi)
T di , i = 1, 2, f1(x1) = ( 1 0 x1 )T , f2(x2) =
( 0 1 x2 )T and ci =
∫
X1 x1
i d1, di =
∫
X2 x2
i d2, i = 1, 2. The asymptotic vari-
ance of the estimate of  is
c()T M()−1c() = 1
p1
+ 1
p2
+ ( − (d1 − c1))
2
p1c2 + p2d2 − p1c12 − p2d12
. (4)
The responses from different preparations are observed in pairs for different doses d1 and
d2. The dual responses are then assumed to be correlated, that is  = 0. A design in this
case is denoted by  = ∑mi=1 wixi , xi ∈ X1 × X2. The information matrix of design  is
Mong-Na Lo Huang, Chun-Sui Lin / Journal of Multivariate Analysis 97 (2006) 198–210 201
M() = ∫X1×X2 F(x)−1F(x)T d, where F(x) = ( I2 X )T , matrix X = ( x1 x2 )T .
That is
M() = 1
1 − 2
( 1 − c1 − d1
− 1 d1 − c1
c1 − d1 d1 − c1 c2 + d2 − 2
)
,
recall ci =
∫
X1×X2 x1
id, di =
∫
X1×X2 x2
id, i = 1, 2, and the variance of  is
c()T M()−1c() = 2(1 − ) + (1 − 
2)( − (d1 − c1))2
c2 + d2 − 2 − c12 − d12 + 2c1d1
. (5)
A straightforward extension of the equivalence theorem for minimax designs in Müller
and Pázman [10] is described below, when responses are observed in pairs from model (1)
with correlation coefﬁcient  = 0.
Theorem 2.1. Let M(∗) be regular and  = argmax∈B c()T M(∗)−1c() be a ﬁnite
set. If  :  −→ [0, 1] with∑∈ () = 1, and if
∑
∈
()
c()T M(∗)−1M(x)M(∗)−1c()
c()T M(∗)−1c()
1, (6)
for all x = (x1, x2) ∈ X1 × X2, then ∗ is a minimax design in 	. The converse is true if B
is compact.
When  = 0, apply inequality (6) with the asymptotic variance in (4) and the information
matrix in (3) for all x = x ∈ X1 ∪ X2.
An alternative concept to the minimax design is the maximin efﬁcient design introduced
by Müller [9]. This design maximizes the minimum relative efﬁciency with respect to the
locally optimal design.
Deﬁnition 2.2. Let ∗ ∈ argmin{c()T M()−1c();  ∈ 	} denote the locally optimal
design for  ∈ B. The efﬁciency of design  relative to design ∗ is deﬁned as (, ) =
c()T M(∗)−1c()
c()T M()−1c() . Then a design measure 
∗ is called maximin efﬁcient for  in 	 if and
only if ∗ ∈ argmax{min∈B (, );  ∈ 	}.
In Deﬁnition 2.2, it can be seen that a maximin efﬁcient design ∗ is also minimax in
terms of the weighted variances (see [10]), since
∗ ∈ argmax{min
∈B (, );  ∈ 	}
= argmin{max
∈B (, )
−1;  ∈ 	}
= argmin{max
∈B
c()T M()−1c()
c()T M(∗)−1c()
;  ∈ 	}.
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Denoting Υ (, ) = c()T M()−1c()
c()T M(∗)−1c()
and knowing that it is an convex criterion, by the
equivalence theorem of minimax design presented by Müller and Pázman [10] we obtain
the equivalence theorem for  = 0 described as follows.
Theorem 2.2. Let M(∗) be regular and  = argmax∈B c()
T M(∗)−1c()
c()T M(∗)−1c()
be a ﬁnite set.
If  :  −→ [0, 1] with∑∈ () = 1, and if
∑
∈
()
c()T M(∗)−1M(x)M(∗)−1c()
c()T M(∗)−1c()
1, (7)
for all x = (x1, x2) ∈ X1 × X2, then ∗ is a maximin efﬁcient design in 	. The converse is
true if B is compact.
When  = 0, the results may be obtained by applying inequality (7) with the asymptotic
variance in (4) and the information matrix in (3) for all x = x ∈ X1 ∪ X2.
3. Minimax designs
In this section we assume that the location-shift parameter  is located on interval [−b, b]
or [0, b], b > 0. If prior experience cannot be used to indicate the sign of  clearly, then the
symmetrical interval [−b, b] can be considered for . The minimax designs are presented
below for cases for  ∈ [−b, b] or [0, b] respectively.
Theorem 3.1. Suppose model (1) holds and  ∈ [−b, b]. The design ∗ is a minimax
design for  if (i) ∗ = 12∗1 + 12∗2, ∗1 = ∗2 = 12−1 + 121 provided  = 0; (ii) ∗ =
1
2(−1,1) + 12(1,−1) provided 0 <  < 1; (iii) ∗ = 12(−1,−1) + 12(1,1) provided −1 <
 < 0.
When  ∈ [0, b], b > 0, the minimax designs described below are found by ﬁrst restrict-
ing attention to a subclass of designs and ﬁnding the designs that minimize the largest upper
bound for the variance of the estimate.
Theorem 3.2. Suppose model (1) holds with  = 0,  ∈ [0, b] and ∗i is a design supported
on Xi , i = 1, 2. The design ∗ = 12∗1 + 12∗2 is a minimax design for  if (i) ∗1 =
( 12 + b8 )−1 + ( 12 − b8 )1 and ∗2 = ( 12 − b8 )−1 + ( 12 + b8 )1 provided 0 < b2
√
2; (ii)
∗1 = ( 12 + 1b )−1 + ( 12 − 1b )1 and ∗2 = ( 12 − 1b )−1 + ( 12 + 1b )1 provided b > 2
√
2.
The next two results concern correlated responses from the standard and test preparations
where  = 0 and || < 1.
Theorem 3.3. Suppose model (1) holds with 0 <  < 1 and  ∈ [0, b]. The design ∗ is a
minimax design for  if (i) ∗ = ( 12 + b8 )(−1,1) + ( 12 − b8 )(1,−1) provided 0 < b2
√
2;
(ii) ∗ = ( 12 + 1b )(−1,1) + ( 12 − 1b )(1,−1) provided b > 2
√
2.
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Theorem 3.4. Suppose model (1) holds with −1 <  < 0 and  ∈ [0, b]. The design
∗ = w1(−1,−1) + w2(−1,1) + w1(1,1) is a minimax design for  if
(i) w1 = 12 − b8 , w2 = b4 provided 0 < b 3+
√
8+2
1+ ;
(ii) w1 = b−22b−4+2b , w2 = 2−2+bb−2+b provided 3+
√
8+2
1+ < b2 − 2 ;
(iii) w1 = 12 , w2 = 0 provided b > 2 − 2 .
All the results described above are proved by similar arguments and therefore only the
proof of Theorem 3.4 is provided and is deferred to the Appendix A.
4. Maximin efﬁcient designs
In this section, we investigate the maximin efﬁcient designs and compare the efﬁciencies
with the minimax designs obtained in Section 3. From Deﬁnition 2.2, it can easily be seen
that a maximin efﬁcient design ∗ satisﬁes ∗ ∈ argmin{max∈B (, )−1}, therefore it is
also minimax in terms of the weighted variances, i.e. the inverse of efﬁciencies with respect
to the locally optimal design. Under various conditions of  and b, the maximin efﬁcient
designs are derived and presented as follows. For the corresponding locally optimal designs
∗ under different  and  values, the values of 
(, ∗) as deﬁned in (2) are listed in
Table 1. In the case of  ∈ [−b, b], we obtain that the maximin efﬁcient designs are the
same as the minimax designs.
Theorem 4.1. Suppose model (1) holds with  ∈ [−b, b]. The designs ∗ in Theorem 3.1
are maximin efﬁcient designs for .
When 0 < 2, 
(, ∗) is a constant equals to 4 provided  = 0 and to 2(1 − )
provided  = 0, therefore, themaximin efﬁcient designs are the same as theminimax design
provided  ∈ [0, b] and 0 < b2. Those minimax designs can be found in Theorems 3.2–
3.4. When b > 2, the maximin efﬁcient designs are different from the minimax designs and
are presented in the following theorems.
Table 1
The values of 
(, ∗) = c()T M(∗)−1c() for the corresponding locally optimal designs ∗ under different
 values
  
(, ∗)
 = 0 ||2 4
|| > 2 2
0 <  < 1 ||2 2(1 − )
|| > 2 (1 − )2/2
−1 <  < 0 ||2 2(1 − )
2 < ||2 − 2 (1 − )(|| + || − 2)2/2
|| > 2 − 2 (2 + 2 + 4 − 4)/2
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Table 2
Efﬁciencies of the minimax design ∗ relative to the locally optimal design for parameter  provided  ∈ [0, b]
under different  values
 b  Efﬁciency of ∗
0 < 1 0 < b2
√
2 0 < 2 16−b24(2−b+4)
2 < b 
2(16−b2)
16(2−b+4)
b > 2
√
2 0 < 2 4(b2−4)
b(b2−8+4b)
2 < b 
2(b2−4)
b(b2−8+4b)
−1 <  < 0 0 < b < 3+
√
8+2
1+ 0 < 2
(4−b)(4+b−4+b)
4(4−b+2−4+2b−b+2)
2 < b (4−b)(4+b−4+b)(−2+)216(4−b+2−4+2b−b+2)
3+
√
8+2
1+ < b2 − 2/ 0 < 2 16p
∗(1−p∗−p∗)
8p∗(−2+)+(−2)2(1+)
a
2 < b 4p
∗(1−p∗−p∗)(−2+)2
8p∗(−2+)+(−2)2(1+)
b > 2 − 2/ 0 < 2 4(1−)4+2−4+2
2 < 2 − 2/ (1−)(−2+)24+2−4+2
2 − 2/ < b 1
a p∗ = b−22b−4+2b .
Table 3
Efﬁciencies of the maximin efﬁcient design ∗ relative to the locally optimal design for parameter  provided
 ∈ [0, b] under different  values
 b  Efﬁciency of ∗
0 < 1 0 < b2 0 < 2 16−b24(2−b+4)
b > 2 0 < 2 33+(−1)2
2 < b 3
2
12+4(−1)2
−1 <  < 0 0 < b < 2 0 < 2 (4−b)(4+b−4+b)4(4−b+2−4+2b−b+2)
2 < b2 − 2/ 0 < 2 11+(−1)2(1+)/(3−)
2 < b (−2+)24+4(−1)2(1+)/(3−)
b > 2 − 2/ 0 < 2 16w∗(1−w∗−w∗)
(−2)2(1+)+8w∗(−2+)
a
2 < 2 − 2/ 4w∗(1−w∗−w∗)(−2+)2
(−2)2(1+)+8w∗(−2+)
2 − 2/ < b 4w∗(1−w∗−w∗)(4+2−4+2)
(1−)((−2)2(1+)+8w∗(−2+))
aw∗ = (b−2)∗(1−)4(4−2b+b2−4+2b) .
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Fig. 1. Plots of (, ∗) versus (, ∗) for  = 0.2 and  ∈ [0, 8].
Theorem 4.2. Suppose model (1) holds with  ∈ [0, b], b > 2. The design ∗ is a maximin
efﬁcient design for  if (i) ∗ = 12∗1 + 12∗2, ∗1 = 34−1 + 141 and ∗2 = 14−1 + 341
provided  = 0; (ii) ∗ = 34(−1,1) + 14(1,−1) provided 0 <  < 1.
When 0 and b > 2, the maximin efﬁcient designs are not dependent on  and b. This
property is invariant when −1 <  < 0 provided 2 < b2 − 2 .
Theorem 4.3. Suppose model (1) holds for −1 <  < 0 and  ∈ [0, b]. The design
∗ = w1(−1,−1) + w2(−1,1) + w1(1,1) is a maximin efﬁcient design for  if (i) w1 = 14 ,
w2 = 12 provided 2 < b2 − 2 ; (ii) w1 = (b−2)
2(1−)
4(b2−2b+2b+4−4) , w2 = 1 − 2w1 provided
b > 2 − 2 .
The proof of Theorem 4.1 is provided and is deferred to the Appendix B. The others
are proved by similar arguments. Tables 2 and 3 display the efﬁciencies of the minimax
designs ∗ and the maximin efﬁcient designs ∗ relative to locally optimal designs under
various conditions. A comparison of the behavior of the efﬁciencies between a minimax
design ∗ and a maximin efﬁcient design ∗, where  = 0.2, and  ∈ [0, 8] is shown, for
example, in Fig. 1. It is evident that the efﬁciencies of ∗ and ∗ are quite different. The
lower bound of the efﬁciencies of ∗ is higher than ∗ since the maximin efﬁcient criterion
is to maximize the minimum efﬁciency. Nevertheless, the efﬁciencies of ∗ are higher than
∗ and approximates to 1 when  tends to 0 or b. From Tables 2 and 3 and Fig. 1, an
experimenter may need to decide which optimal criterion to use.
5. Discussion
Under a situation inwhich observations aremade for the same subject with k experimental
periods, it is of interest to simultaneously estimate the corresponding relative potency for
each period. We may then generalize the parallel model for k responses, k3. In this case,
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assume that the covariance matrix of k responses is k = (1 − )Ik + Jk . The expected
responses for design points xk = (x1, . . . , xk)T ∈ X1 × · · · × Xk can be expressed as
E(Yi |xi) = 0i + 1xi = 01 + 1(xi − i ), i = 1, . . . , k,
where 1 = 0, i ∈ B, i = 2, . . . , k are the location-shift parameters for each period. The
information matrix for the unknown parameter vector ˜k = (01, . . . , 0k, 1) of design
 becomes Mk() =
∫
X1×···×Xk F (xk)
−1
k F (xk)
T d. Take the mean dispersion of the
estimates of the location-shift parameters as the criterion

(u, ) = tr{C(u)T M()−1C(u)},
where matrix C(u) = (1k−1 − Ik−1 − u)T , 1k−1 is a (k − 1)-dimensional vector of one’s
and u = (2 · · · k)T is the location-shift parameter vector. Provided that  = 0 and
i ∈ [−b, b], b > 0, i = 2, . . . , k, the minimax design ∗ assigns the same design with the
same weights to the test preparation at different periods, that is
∗ =
√
k − 1 − 1
k − 2 
∗
1 +
k∑
i=2
k − 1 − √k − 1
(k − 1)(k − 2) 
∗
i ,
where ∗i = 12−1 + 121, for each i. In the other cases, closed form formulae for opti-
mal designs are not easy to ﬁnd. Wong [11] provided an approach for the construction of
minimax variance optimal designs. It would be interesting to know how the optimal de-
signs would behave. For example, when k = 3,  = 0 and 1, 2 ∈ [0, b], after some
numerical computations it is found that when 0 < b < 2.714, the minimax design is
∗ = (√2 − 1)∗1 +
∑3
i=2(1 −
√
2
2 )
∗
i , where 
∗
1 = ( 12 + b8 )−1 + ( 12 − b8 )1 and ∗2 =
∗3 = ( 12 − b8 )−1 + ( 12 + b8 )1. Compared with the minimax design for dual responses, the
design for the test preparation is simply replicated at later k − 1 periods. The number of the
periods and the endpoint of the range of  will affect only the weighting at its support points.
In this work, it is noteworthy that one of the characteristics of these optimal designs is
that with a positive , the optimal designs are supported on points (−1, 1) and (1,−1) and
with a negative , the design points are (−1,−1) and (1, 1) and (−1, 1). It seems when the
two responses are positively correlated, the optimal designs choose end points with opposite
signs, and vice versa for responses with a negative correlation. Lastly, it is observed that
the minimax and maximin efﬁcient designs are invariant with scale changes on the design
regions Xi , i = 1, 2 and the range of  simultaneously, that is, if Xi , i = 1, 2 is extended to
[−a, a] and the range of  is [−ab, ab] or [0, ab], then the optimal designs are invariant,
except the design points are changed to the corresponding new vertices.
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Appendix A. Proof of Theorem 3.3
To recall from Huang et al. [8] that when −1 <  < 0, an optimal design for estimating
 must satisfy c1 = −d1. Accordingly, we focus on designs of the form,  = w1(−1,−1) +
w2(−1,1) + w3(1,−1) + w1(1,1). The asymptotic variance in (5) becomes 
(, ) =
2(1 − ) + (1−2)(−2d1)22−2−2d21 (1+) , where  =
∫
X1×X2 x1x2 d. To ﬁnd the minimax design, the
process is divided into two parts.
Part (I): Consider B = [0, b], 0 < b4.
(1) Let  ∈ 	1 = {| b4d11}, we have argmax∈B 
(, ) = {0}. The design ∗1 =
( 12 − b8 )(−1,−1) + b4(−1,1) + ( 12 − b8 )(1,1) is a minimax design in 	1 with 
(, ∗1) =
16(1−)(2−2+b)
(4−b)(4+b−4+b) .
(2) Let  ∈ 	2 = {| − 1 < d1 b4 }, we have argmax∈B 
(, ) = {b}.
(i) if 0 < b 3+
√
8+2
1+ , the design 
∗
2 = ( 12 − b8 )(−1,−1) + ii4 (−1,1) + ( 12 − b8 )(1,1) is
a minimax design in 	2 with 
(, ∗2) = 16(1−)(2−2+b)(4−b)(4+b−4+b) ;
(b) if 3+
√
8+2
1+ < b4, the design 
∗
3 = b−22b−4+2b(−1,−1) + 2−2+bb−2+b(−1,1) +
b−2
2b−4+2b(1,1) is a minimax design in 	2 with 
(, 
∗
3) = 12 (1 − )(b − 2 + b)2.
We observe from the above that when 3+
√
8+2
1+ < b4, 
(, 
∗
3) is less than 
(, 
∗
1).
It follows that ∗1 is a minimax design in 	 provided 0 < b
3+
√
8+2
1+ and 
∗
3 is a minimax
design in 	 provided 3+
√
8+2
1+ < b4.
Part (II): Consider B = [0, b], b > 4. The minimax designs can be found by using the
similar technic as in part (I). We have argmax∈B 
(, ) = {b}.
(1) if 4 < b2− 2 , the design∗3 = b−22b−4+2b(−1,−1)+ 2−2+bb−2+b(−1,1)+ b−22b−4+2b(1,1)
is a minimax design in 	;
(2) if b > 2 − 2 , the design ∗4 = 12(−1,−1) + 12(1,1) is a minimax design in 	 with

(, ∗4) = 12 (4 + b2 − 4 + b2).
Combining the results in Parts (I) and (II), we obtain the minimax designs described
in Theorem 3.5. This candidate design can be veriﬁed to be the minimax design through
equivalence Theorem 2.1, as shown in the following. If 0 < b 3+
√
8+2
1+ , we have  =
{0, b}. Take (b) = 2(4−4+b)
(4−b)(4+b−4+b) and (0) = 1 − (b),
∑
∈
()
c()T M(∗)−1M(e(x1,x2))M(∗)−1c()

(, ∗)
= (32 − 4b2 + b2x21 + b2x22 − 64 + 32b − b3 + 2b2x1 + b2x21
−2b2x2 − 2b2x1x2 + b2x22 + 322 − 32b2 + 12b22 − b32 + 2b2x12
−2b2x22 − 2b2x1x22)/((4 − b)(4 + b − 4 + b)(2 − 2 + b))
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 32 − 2b
2 − 64 + 32b − b3 + 322 − 32b2 + 10b2 − b32
(4 − b)(4 + b − 4 + b)(2 − 2 + b) = 1,
∀ (x1, x2) ∈ X1 × X2. The others results are proved by similar arguments and are omitted
here.
Appendix B. Proof of Theorem 4.1
Throughout, we denote that IA() = 1, if  ∈ A and IA() = 0, if  /∈ A, and verify
the candidate designs to be maximin efﬁcient through inequality (7).
(1) Consider  = 0,
(i) if b < 2, then 
(, ∗) = 4 is a constant and
∗ ∈ argmin{max
∈B Υ (, );  ∈ 	}
= argmin{max
∈B

(, )
4
;  ∈ 	}
= argmin{max
∈B 
(, );  ∈ 	}
which implies a minimax design is a maximin efﬁcient design for  ∈ [−b, b], b < 2.
(ii) if b > 2, the minimax design is ∗ = 12∗1 + 12∗2, with ∗1 = ∗2 = 12−1 + 121, we
obtain that 
(, ∗) = 2 + 4, then
Υ (, ∗) = (2 + 4)(1
4
I{||2}() + 1
2
I{||>2}()),
and  = {−2, 2}.
Consider the one-point measures x1 with x1 ∈ X1 on the ﬁrst regression of the
parallel model, it yields that
c()T M(∗)−1M(x1)M(∗)−1c()
= ((1,−1,−)M(∗)−1(1, 0, x1)T )2
= (x1 − 2)2.
Take (−2) = (2) = 12 , then∑
∈
()
c()T M(∗)−1M(x1)M(∗)−1c()
c()T M(∗)−1c()
= 1
2
(2x1 + 2)2 + (2x1 − 2)2
(22 + 4) 1,
∀x1 ∈ X1. Similar result can be obtained when the one-point measures x2 with
x2 ∈ X2 on the second regression of the parallel model is taken. The desired result
follows.
(2) Consider 0 <  < 1,
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(i) if b2, then 
(, ∗) = 2(1 − ) is a constant which implies a minimax design is a
maximin efﬁcient design for  ∈ [−b, b], b < 2, as in (1)(i) of the proof of Theorem
4.1.
(ii) if b > 2, the minimax design is ∗ = 12(−1,1) + 12(1,−1), we obtain that 
(, ∗) =
(1 − )(2 + 2/2), and
Υ (, ∗) = (1 − )(2 + 2/2){ 1
2(1 − ) I{||2}() +
1
(1 − )2/2 I{||>2}()},
and  = {−2, 2}. Take (−2) = (2) = 12 , then∑
∈
()
c()T M(∗)−1M((x1,x2))M(∗)−1c()
c()T M(∗)−1c()
= (1 − )(x
2
1 + x22 − 2x1x2 + 2 + 2)/(1 + )
(1 − )(2 + 22/2) 1,
∀(x1, x2) ∈ X1 × X2. Hence, ∗ is maximin efﬁcient.
(3) Consider −1 <  < 0, the minimax design is ∗ = 12(−1,−1) + 12(1,1), we obtain that

(, ∗) = 2(1 − ) + (1 + )2/2, and
Υ (, ∗) = [2(1 − ) + (1 + )2/2]
{
1
2(1 − ) I{||2}()
+ 1
(1 − )(|| − 2 + ||)2/2 I{2<||2−2/}()
+ 1
2(1 − ) + (1 + )2/2 I||>2−2/()
}
.
(i) If b2, ∗ is maximin efﬁcient.
(ii) If b > 2, then  = {−2, 2}. Taking (−2) = (2) = 12 , we obtain that∑
∈
()
c()T M(∗)−1M((x1,x2))M(∗)−1c()
c()T M(∗)−1c()
= 2 + x
2
1 + x22 − 4 + x21 − 2x1x2 + x22 + 22 − 2x1x22
4(1 − ) 1.
Inequality (7) holds ∀(x1, x2) ∈ X1 × X2. Hence, ∗ is maximin efﬁcient.
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