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Abstract 
Geometric numerical i ntegration i a relat ive ly new area of numerical analysi 
The aIm is  to pre erve the geometric propert ie of the flow of a dif ferent ia l  equat ion 
,uch as ymplecti i ty or re er ib i l i ty. A conventional numerical in tegrator approxi ­
mates the flow of the cont inuou, - time equation us ing only the information about the 
vector tleld, ignoring the ph ical law and the properLies of the origi nal trajectory. I n  
th i s  way, ,mall inaccuracies accumulated over long periods o f  t ime wi l l  s ign ificantly 
d imini .  h the operational l ifespan of uch di crete olut ion . Geometric integrator , on 
the ther hand, are bu i l t  in a way that preserve the structure of cont i nuou dynamic , 
o maintain ing the quali tat i  e behavi ur  of the exact ftow even for long-time in tegra­
t ion .  The aim of th is thes i s  is to de, ign ef ficient geometric integrators for Hamil ton ian 
,y tem and to i 1 1u  trate the i r  effect ivene s . These methods are impl ic i t  for general 
(11on- eparab le) Hami l tonian ystems making them diff icul t  to implement . However, 
We how that expl ic i t  i n tegrator are po ib le i n  some cases . Both geometric and non­
geometric i ntegration methods are appl ied to several problems, then We do a com­
pari on between the e method , in order to detemune which of those quant i t ie are 
pre erved better by the e methods. I n  partiCU lar, We develop expl ic i t  i ntegrators for a 
pecial ca e of the re tricted 3 -body problem known as H i l l' s  problem. 
Keywords: Hami ltonian sy tems, geometric i ntegrators, dynamical sy tem , H i l l' 
problem, Sp l i t t ing and Composi t ion methods. 
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Chapter 1: Introduction 
The t pic of thi the i i geometric i ntegra tor wi th appl icat ions to Hami l tonian  
S , terns. We wi l l  concentra te to give an  i ntroduction to the rela tively new area of 
numerica l  a na ly  i ca l led geometric i ntegrat ion .  Thi i an  overview applied to a se­
rie of numerica l  methods, tha t  a im  to preserve the qua l i ta t ive fea tures of a d iffrent ia l  
equat ions. 
Duri ng the pa t decade there ha been an  i ncreas ing intere t in tudying 
numerica l  method tha t  pre erve certa i n  propert ies of some d ifferentia l  equa tions. The 
rea on i. tha t  orne phy ica l  y tem po e conserved quant i t ie , and tha t  the solu­
tion of the ystem a l  0 hould  conta i n  the e i nvariant . 
I n  till the i we a re ma i nly concerned with ymplect ic geometric i ntegra­
t ion method ' .  We wi l l  g ive the defi n i t ion of symplectic maps, and ca l l  any numerical 
cherne which i nduce a symplectic map as the ymplectic numerica l  method. The 
re u l t  obta i ned i n  thi the i s  center around o lv ing some certa i n  types of dyna mi ca l  
ystem o f  Hami l ton ia n  type us ing ymplectic i ntegrat ion .  More deta il s  o n  the e topics 
can be found in evera l  recen t  book [3 , 7, 1 4] ,  and urvey articles [ 1 , 2 , 4, 8 , 9 , 1 2] .  I n  
part icu lar, we solve a ,pecia l  case o f  the restricted three body problem by fi rst spl i t t ing 
the Ham iltonia n  i nto L inear and nonl inear part and solv ing each part separa te ly. We 
then combine both parts using a ymplectic method of order two. 
The out l i ne of th is thesi i s  a fol lows. F irst, we desclibe Hamil tonian  
y terns and the rela tionship wi th  Lagrange' Equat ion . We then out l i ne the ma in  
propertie of Ham i l ton ia n  systems.  F i na l ly, we  give a brief descript ion of Poi on 
brackets and i t  propertie . I n  chapter 2, we start by desclibing one step methods 
i ncluding an error a na ly  i s; we a 1  0 i l l ustrate the tab i l i ty  of uch methods. We the 
de cri be in deta i l  severa l  popular numerica l  methods. In chapter 3,  we d i  cuss the 
2 
matn  propertie of ge metric in tegra t ion .  I n  chapter 4, we apply ymplectic and non 
ymplectic method to Wee wel l known problem , namely, the pendulum, Kepler 
problem, and H i l l' problem. 
3 
Chapter 2: Hamiltonian Systems 
l n  thi chapter Hami l tonian y tern and Poi on brackets wi l l  be i ntroduced with 
thei r mai n propertie, . 
2.1 Hamilton' Equations 
Gi en a Lagrangian function L(q.q), then Lagrange' equation of motion are given 
by 
d 
qL(q.q) - \lqL(q,q) = O. 
dt 
( 2 . 1 )  
where q = (q 1, .. ... q'l f i the po i t ion of a mechanical system, with n degree of free­
dom.  Thi equation can be reduced to a system of first-order equat ion , by i ntroducing 
the conjugate momenta 
p=\lqL(q,q). ( 2 . 2 )  
The relation define a one to  one map between p and q, for fixed q. We ee  that using 
equation (2 .2 ) ,  Lagrange' equations ( 2 . 1 )  can be reformulated a 
The Hami l tonian i defined by l7J 
H(p. q) = pT q - L(q,q). 
( 2 . 3 )  
( 2 .4) 
2.2 Exa mples of Hamil tonian 
Example 2.2.1 (The pendu lum). The mathemat ica l  pendulum i a sy tern with one 
degree of freedom ba ing the Hami ltonia n  
1 '") 
H(p,q) = 2P- - co q. 
Exa m ple 2.2.2 (K pIer' problem). The Kepler problem con iders the movement of a 
bod around a center  of gra i ty. It can be de clibed by the Ha mi ltonian 
Example 2.2.3 ( Henon-Hei le problem). The polynomia l  Hamiltonian  i n  two degrees 
of freedom 
is a Hami l ton ia n  dif ferent ia l  equa tion tha t  can have chaotic olutions. 
Example 2.2.4 (The Restric ted 3-Body Problem). The restricted 3-body problem is 
defined by the Hami ltonian :  
1 2 T H = - II qll - p Kq - U 2 
where 
and U i the elf-potent ia l 
J1 I - J1 u--+ --
dl d2 
5 
The idea i to con ider two bod ies with ma c es J1 and 1 - �L re pect ively, where J1 E 
[0, 1 with d, the di lance from the i n fin i te imal body to the i -th primary, or 
Defi n i t ion 2.2.1. A Hamil tonia n  y tem i a y tern of second order differentia l equa-
t ion of the form: 
(2.5) 
where t he Hami l tonian H = H(t.q,p) is a real va lued function, the vector q = (q l , . . . ,qn ) 
and P = (Pl . . . . . . Pn ) a re ca l led the posit ion and momentum vectors, respectively, and 
l i s  the t ime. The variable q and P are sa id to be conjugate variables and the i n teger n 
the n umber of degree of freedom of the system. 
Here we consider only au tonomou Hamil tonia n  sy terns, i . e . ,  time invari -
an t  y terns of the fOlm H(q,p). I n  genera l ,  i ntroduce the 2n vector z, the 211 X 2n skew 
ymmetri c  matrix i. and the gradient H b 
i = ill = 
[0 11 ' -1 0 VH = dH 
aZ2n 
6 
where 0 i the Il x II zero matrix and 1 i the II x 11 ident i ty matri x .  So the nota t ion of 
the Hami l ton ia n  y tern be orne 
�=i H (l , �) .  ( 2 .6) 
An important c Ia of Hamil tonia n  are tho e that a re eparable into k inetic and poten-
t ia l  energy 
H (p. q) = T (p ) + V (q) . 
In th i ca e the equat ions of motion take the fmm 
(2.7) 
( 2 . 8 )  
Theorem 2.2.1 .  Lagrange's equations are equivalent to Hamilton's equations [3 J 
dH 
Pk = -� (p , q) , uqk 
dH 
qk = � (p ) q) , k = 1 ,  . . .  ,d. U Pk 
Proof The defin i tions for the momenta p and the Hami l tonia n  H i mply that: 
dH .T T dq dL dq .T 
-=q + p  - - --=q dP dp dq p 
dH Tdq dL dLdq dL 
- =p - - - - --dq dq dq dq dq dq 
7 
herefore the Lagrange equat ion are equiva lent to Hami l ton' equat ion . 0 
2.3 M a i n  Propertie  of Ham i l tonian System 
onsider the Hami ltonia n  y tern 
wl lh flow 
We introduce the notion of a fi r�l in tegra l .  
Defi n i t ion 2.3.1. A non-con tant function l (y) i a fi rst integra l  of y = f(y) i f  
I'(y)f(y) = 0 \fy. 
(2.9) 
(2.10 )  
Till i equiva lent  to the property tha t  every olut ion ) (t) of); = j(y) sa t isf i e  I(y(t) )  = 
COllSt. 
Example 2.3.1 (Fir t i ntegra l  of the Lotka -Vol terra Model ). For two pecies with u(t) 
denot i ng the number of predator and v(t) the number of prey, the Lotka-Volterra , 
models the growth of the two specie wi th equa t ions of motion given by 
It=u(v - 2) 
v=v(1 - u) 
(2.11 ) 
(2.12) 
I f  we divide by each other and do. epara ti on of a riable we get: 
1-l/ v-2 d 
0= --li - -- i' = -l(l/, v) . l/ v dt 
with the tirst In tegral 
l(lf.V) =lnll-ll+2lnv-t' 
8 
(2 . 1 3 ) 
(2 . 1 4) 
Exam ple 2.3.2 ( Fi rst integra l  for the pendu lum). The equat ions of motion for the math-
emat ica l l endu lum are gi en by 
/)=- m q, q=p 
ow let 
dH 
-,- = pjJ+ i n qq ( t 
sub t i tu t ing in to the equa tion of motion we obta i n  
dH _ _ p ( _ ) ( ) i n q + s in q p = 0 cll 
which how tha t  H i a fi rst i ntegra l .  
(2 . 1 5 ) 
Defi n ition 2.3.2 (Integrable Systems). A Hami l ton ia n  system i s  sa id to be completely  
i n tegrable, i f  i t  has n first integra ls  ( including the  Hami ltonia n i tse l f) ,  where n i s  the 
number of degree' of freedom. In mechanica l systems, the fi rst in tegra l s  are often 
fam i l iar  quant i t ies .  
9 
orne of the important pr pert ie  of the Hami l ton ia n  H (q . p )  are l i  ted 
below. 
1. Con ervat ion of the total energy: The Ha mi ltonian  H ( p , q) i con ta nt a long the 
solut ion of ( 2 .9 ) and H ( p,q ) i a nr t i ntegral . 
Exam ple 2.3.3. We how tha t  the Hami l tonia n  i a con tan t  of the mot ion :  
,., Con erva tion of the total l i near and angular momentum.  
Example 2.3.4. We consider a y tem of  of  N partic les i nteract ing pa i rwise with 
potent ia l  force depending on the di ta nce of the part ic les .  This is a Hamj l to-
n ia n  y tem wi th tota l  energy 
l I N (- I 
H(p,q) = -2 L -. pT Pi + L L Vij(11 qi - qj II)· . I /7 1 (' . 2' I 1= 1= )= 
Here qi.Pi E R3 repre ent the posi t ion and momentu m of the i th particles of 
rna mi, and Vij(r) , (i > j) i the in teract ing potent ial between the i th and jth 
part ic le .  
The equations of mot ion are given by 
N 
Pi = L Vij(qi - qj) 
j=1 
where for i> j, we have Vij = Vji = -V//rij)jrij with rij =11 qi - q) I  . The 
e n ervat ion f the tota l  l i near and angular momentum 
P= L P" 
1=1 
L= Lq, XPi 
i=1 
a con. equence of the ymmetry rela t ion Vij = Vjl ' We can see that 
3 .  The flow CPt (2. J 0) i a symplect ic map, i .e .  
We d i  cu ymplect ic i ty i n  deta i l  later. 
2.4 Poisson B rackets 
Con ider Hami l ton '  equat ions 
dH 
p = ­dq 
dH 
if = -dp' 
10 
(2.16) 
(2.17) 
(2.18) 
We can rewrite the e equat ions i n  a imple form by us ing the Poi son brackets .  So we 
need to define two funct ions j,g depending on the same variables (p,q). By defin it ion 
of the Poisson bracket we have 
djdg djdg 
{j(p,q),g(p,q)} = dp dq - dq dp 
o Hami lton' equa t ion become: 
/) - {q. H(p. q)} 
q = {p , H(p , q)} 
F rom ab ve the equa t ion appear ymmetrica l .  So for any function p, q 
d df. dJ. df dH df dH 
-1 f(p , q) = -=j P + -=::;- Cf = -=j --:I + -=::;- ( - --:I) = {f·H}. G fOp uq up uq aq up 
We can write i t  a lso with re pect to t ime as :  
d df 
dtf(p.q,r) = {f,H} + 7ft 
2.4.1 Properties of Poi on Brackets 
The ma in  propert ie are l isted below. 
1. {f.g} = -{gJ} which implies tha t  {fJ} = O. 
2. {f,g+h} = {f,g} + {f,II}, {f + g,h} = {f.h} + {g,h}. 
3 .  F rom the cha in rule for partia l deriva t ive we can see tha t :  
{f,gh} = g{f. h} + {f·g}1z 
{jg,h} = {j,h}+ {g,h}. 
4 .  An importan t  property :  
{j, {g,h}} + {h, {f,g}} + {g, {hJ}} = 0 
11 
(2 .19) 
(2.20) 
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Chapter 3: Numerical Methods 
I n  any numerica l  rudy, we hou ld fi r  t examine any geometric or  structural prop­
erl ie� of the different ial equat ion or i t  flow. Then we de ign numerical method wh ich 
a lso ha e the e tructura l  propert ie and e am ine the consequence . A l l  of which 
hou ld encourage u to confront questions of pha e pace and degree of freedom and 
think about the ign ificance of loca l ,  globa l ,  and qua l itat ive errors, and fina l ly think 
about the tool and function a l lowed in numerica l  ana ly  i s .  
We now review orne ba ic fact of the theory of numerica l  method for 
the i ntegrat ion of y tem of d ifferent ia l  equa t ions. We re trict our a ttention to ol1e­
step methods. Genera l  reference on numerica l  i ntegra tors can be found in [3, 4, I I ). 
Here we are ma in ly  i n terested in Hami l tonian problems though we poi nt out that the 
method we pre ent can be appl ied to genera l  ystem of  different ia l  equat ion . 
A numeri ca l  method when appl ied to an  ordi na ry different ia l  equa tion, 
approx imates the solut ion of the problem, Consider the ODE:  
y' =I(t,y), t ?to, y(to) =Yo· (3.1 ) 
We a ume tha t  1 i s  sufficient ly wel l  behaved and )'0 E ]R1l i s  a g iven vector. We requ ire 
tha t  1 obeys the L ip chi tz condi t ion 
11 (t,x) - l(t,y)11 S; Allx- YI\, \lx,y E ]Ril, t? to· (3.2) 
The rea l con tan t  A > 0 i i ndependent of the choice of x and y a nd i known a the 
L ipsch i tz constant .  I f  the L ipsch i tz condit ion i s  veri fied, then the system of ordinary 
differential equations has a unique solut ion. 
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3.1 O n e  tep Method 
Given a di crete trajectory up t t ime til' YO,YI, ... 'YII, there are many way of 
con, truct ing Lhe next approximation YII I . One common approach i to con truct the 
next appro imation fr m the I previou points Yn-I+1, ... ,YII and then nnd the deriva-
t ive al these point. )'1/ 1+1,···,)·'n whereYi = f (  i ) .  
l i near mul t i, tep method i a l i near reCUlTence relat ion, 
11+1 11+ I 
[, a,y,+ [, 
, /I 1+1 iI/I 
b(f'i = O. 
I 
We wi l l  primari ly  be concemed wi th one-step method 
where lfIh i general ly  non- l i near and wi l l  depend on f and its derivat ives. 
(3 .3 )  
( 3 .4) 
Becau e one tep method generate a mapping of phase space, there i s  a natural COITe-
ponden e \\l i th the ftow map [7]. 
3.1.1 Derivat io n  of One Step Methods 
One tep method can be derived in many ways. One way i to apply the fun-
damental theorem of calculus by i n tegrati ng both ide on a mal l  i nterval [t,t + hl 
obtain i ng 
Y(I+17) -y(t) = J f(y(t+'r))d'r. 
The right-hand ide can then replaced by a sui table quadrature formula re u l t i ng in an 
approximation of the form 
with quadrature weight {bi} and quadrature point  {'ri} [ 7 ] .  
3.1.2 Error A nal i 
Error analy i for a one-step method i. concerned with :  
1 4  
• Local error: which i a compari on of the Taylor ene with the true solut ion 
and the numelical approximat ion . 
• Global error: i t  i the accumulated error duri ng the computat ion of a trajectory. 
le(2I/;zl) 
�----
Figure 3.1: Local error i n  numerical i ntegration [7] .  
The term local error is u ed  for the d i fference between the exact and approximate 
olut ion for a t ime- tep 17, start i ng at a poin t� .  Then by using Taylor expansion, we 
obta in: 
- (;::) n. ('7) -[ (/. =) - (=)/ p+l + (;:: ) hP+2 + ifill � - '/'11 � e 1,<. Cp+l � I Cp+2 � . . .  
where pi termed the order of the method. 
3.1.3 Convergence of O ne-Step Methods 
( 3 . 5 )  
Lemma 3.1.1 (D iscrete Gronwal l  Lemma). Let a positive sequence {y }�=o satisfy 
Yn+l :::; aYn+b 
for con fants a, b > O. Then 
.1'" � a � 1 (all - 1) + allyo ({or ai-I) and,Vn � nb + Yo (Jor a = 1) 
3.1.4 Convergence of gener a l ized One-Step Methods 
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Let the I ca l error be giv n by: /e(h;y) = \[Ih(Z) -¢h(Y), where o/h(Z) i the 
num rica l  method, a nd ¢"Cy) i the exact o lut ion .  
In genera l  
We further, uppo e that 
where in genera l  L i ' not the same as the L ipsch i tz con tant for the vector fi eld. Then :  
£11 I =YII+ I -)(t,,+ I ) 
(3.6) 
We add and subtract ljih(y(tn) ) , which i the n umerica l  solut ion at fl1+1 obta i ned from 
the exact olut ion at t ime til' 
11£,,+1 II = II\[Ih(YI1) -ljih(y(t,, ) )  + ljih(y(f,,) )  - ¢h(y(tn) ) 1 1  
� II\[Ih(YIl ) -\[II1 (z( t,, ) ) 11 + Illjihy(t,, ) )  -¢h(y(t,, ) ) II 
� (1 + hL)IIYn -Y(tl1 ) II + c(y(tn) )hP+1 
= (I + hL) l I enl l + c(y(IIl) )hp+1 
� (1 + hL) II£n l l + chP+1 
(3.7) 
Then by the O i  'crete Gronwall lemma, 
chP I I En I :S k _ 1 (j(' - 1) + k" l l  Eo I I  
c . :S hP L ( E TL - 1) 
e can find the global error by: 
which impl ie, that the global error ali fie maxn=O, ... ,N I I En l 1 = O(hP) 
3.2 tabil ity of Numerical Methods 
1 6  
(3 .8 )  
For a l i near y tem of ODE , �;' = Ay, where A i an x n matrix with a ba i s  of 
elgen e tOL, the general solut ion i gi en by 
Il 
Y(I) = I. c,eA,1 �i 
i=1 
\ here A.i' are the e igenvalues , and �,' the correspond ing eigenvectors. The stabi l i ty i s  
then detemli ned by the e igenvalues. For example, i f  a l l  the eigenval ues have negat ive 
rea l  part, the orig in  i asymptot ical ly  table .  I f  the e igenvalues are i n  the left-hal f plane 
the origi n  i Lyapunov table. 
• A- table :  a method is  A -stable i f  the stabi l i ty region i nc ludes the ent ire left plane. 
An A - table method ha the property that the orig in is stable regardless of the 
tep i ze .  
• L - table :  L-stabi l i ty i s  concerned with the asymptotic behaviour a )1 ---7 00. 
A method i L-S tabl e  i f: 
• i t  i A - table 
• R()1 ) ---7 0 as )1 ---7 00. 
1 7  
3.3 t iff Different ia l  Equat ion 
In a . t i ff di fferent ial equation the olut ion component evo lve on very different 
t ime cale . Thi cau e a problem a a numerical method, po sibly choose a tep 
s i7e for the mo t rapidly evolv ing component, even if it con tribution to the olut ion 
is neghgable .  Th i leads to very smal l tep s izes, h ighly ineffic ient computat ions and 
long wait for the u er. The rea on for thi i an in tabi l i ty i n  the method, where a 
mall eITor rna grow rapidly w ith each tep. 
3..t Expl ici t  Euler Method 
The mo t basic expl ic i t  method of i ntegrat ion known as Euler's method i glven 
by 
)'11+ I =)'n + ill f (\'1/ ) . 
The quadrature rule u ed i j u  t :  
Th i  method is easy to  u e and each step is fast a no equations need to be evaluated 
and there i only one function evaluat ion per step. The Euler method i t i l l  u ed when 
f i hard to evaluate and there are a large number of s imul taneous equations. Problems 
of th i  k i nd ari e, for example, i n  weather foreca t i ng .  The main problem with th i  
method i that there are often severe restIict ion on the size of h = ill. 
Local  Error 
For the expl ici t Euler method, the eITor after one step of the method tart i ng from 
the exact o lut ion, i s  cal led the local eITor, i g iven as 
By e t imat ing the rema i nder term i n  the Taylor e pansion of y(t" + h) at  tIl' we can 
bound ell 1 by 
? 1 I le,,+lll '5:Ch-withC=- max 11/'(t)11 2 (o9�T 
provided tha t  the olut ion i twice cont i nuously d i fferent iable, which i the ca e i f  f i 
cont inuou ly di fferent iable .  
3.4.1 Global Error 
The globa l eITor w i l l  be the summat ion of loca l  eITors, and is given by : 
We note tha t  the overa l l  eITor i proport iona l  to h, and to max Il'l. We say tha t  thi lS 
an order 0(/7) or a nr t order method. 
There are therefore two restri ct ion on h, i t mu t be sma l l  both for accuracy at each 
tage and for tab i l i ty to stop the eITors grow ing. S t i ffness a ri ses when the re tric t ion 
on h for tab i l i ty i much more evere than  the re trict ion for accuracy. 
3.4.2 Stabi l ity a nd Instabi l ity 
A numerica l  method to olve a d i fferent ia l  equa t ion  i unstable i f  the errors i t  
makes grow more rapidly than  the underlyi ng  solut ion .  I f  the eITors decay then i t  i s  
table. 
To check the S tab i l i ty for Expl ic i t  Euler method if h > 0 a nd A = p + iq then 1 1 + hA I < 
1 i mpl ies tha t  
( 1  +hpf + (hq)2 < 1 
2p+hp2+hq2<O 
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')0 tha t  the method i. table i f  (p, q) l i e  i n  the c i rcle of rad iu * a hown i n  F igure 1 .  
T n  lh i� figure the �haded reg ion 'h ws  the a l ue' of  p and  q for which the numerica l  
method i table. Reca l l  that the orig ina l  d i fferent ia l  equa t ion i s  stable provided tha t  p 
l ie i n  the ha lf-plane p < O. The haded region only occupie a fraction of this hal f-
plane, a l though the i ze of the haded region i ncrea e a h O. Thu , for a fi xed va lue 
of I I  the numerica l  method wi l l  only have en'or which do not grow if the e igenva lues 
of Ii are �evere ly COIl, tra i ned 
10 
10 
·20 
Figure 3.2 : Stabi l i ty region for the Expl ic i t  Euler method 
3.5 Impl icit E uler Method 
For non-st iff equa t ion we can u e impl i c i t  Euler method with fixed poin t  ilera -
t ion .  
Yn+l = Yll + h,J(Yn+l) 
I n  the Imp l ic i t  Euler method, YII+1 i s  not given as an  expl ic i t  expression . I nstead, 
)'II+! i given as the olut ion of a n  equat ion . I f  function Fey, t )  is non- l inear i n  y, the 
equat ion i s  a non- l i near  equat ion .  But i n  ca e of a st iff d i fferent ia l  equat ion for which 
certa i n  numerica l  method for solving the equat ion are numerica l l y  unstable, unless 
the tep i ze i s  taken to be extremely ma l l ,  we can use i mpl ic i t  Euler w ith Newton 
i terat ion :  
.I'll l=)'n +hf(Yn+!) (3.9) 
.I'll J - .I'll - hItI'll J) = 0 
"k 1 - v" + 0 " -' 11 J . II 1 .' 11+ I 
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( 3.10) 
(3 .11 ) 
where k i the i terat ion counter. The e i terat ion are performed a t  every i ntegration 
step. 
ow to ee when hould we u 'e fixed point  iterat ion or Newton i tera tion we should  
check the con tract iv i ty, i .e .  i f  we take the l i near  equat ion)' = A)' then tbe  contractivi ty 
wil l  be Iq/ (1l)1 = I17AI < I .  
The Impl ic i t  Euler method ba tbe arne order of error of the Expl ic i t  Euler method .  
i .e . the globa l error i proport iona l  to h. If we now apply th is to the equation )'/ = A)' 
we have 
.1'11+ 1 = .I'll + hAYI1+ I 
Thi a l i near  y tem which we need to i nvert to give: 
)'17+ 1 = (I - hA) 1)"11 
( 3.12) 
(3.13 )  
Now i f  the  eigenva lues of A are Aj t ho  e of  (I - hA)-1 are (1 - hAj ) - I wi th  the same 
eigenvectors. 
Thu the contribut ion to YI1 i n  the d irection of l/>j i nvolves: 
ow let AJ = P + iq, i t  fol lows tha t  
( 3.14) 
( 3.15) 
Therefore the error decay and the method i stable i f  
I f  
or 
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the. tabi l i ty reg ion i. haded in F igure 1. Thi picture  i i n  complete contra t to the one 
lhal we obtai ned for the Expl ic i t  Euler method . The stab i l i ty region is now very large 
and certain l  i nc lude the  ha lf-plane p < 0. Thus any enors in  the  numerical method 
wi l l  be rapidly damped out .  Unfortunately the numelical olut ion can decay even i f  
p 2: 0, '0 that neutral or grow ing terms i n  the underly i ng solut ion can be damped 
out as wel l .  Thi i a source of (potent ia l )  long term enor e pec ia l ly i n  Hamil tonian 
problems [ 7 ] .  I mpl ic i t  Euler method ha order one thi means the local truncat ion enor 
F igure 3.3 : Stabi l i ty region for the I mpl ic i t  Euler method 
(defined as the error made in one step ) is o(h2) the error a t  a spec ific  t ime t i s O(h) 
Global en or -t EN(h) = O(h) 
I n  general , for a fir t order method we reduce the t ime step h by a factor of 2 the 
g lobal error EN(h) = O(h) decreases only by a factor of 2 we l i ke to have higher order 
method. 
3.6 ymplectic Eul r M et h od 
P" 1 = p" - hHq (PII+ I . qll ) 
qll t- I  = ql/ - IzHp (p!l+ I .  q,, ) 
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or Pn+ 1  = PI/ - hHq (pl/ , QI1+ I )  
are ymplectic method. f order 1. The method i table and can be u ed for non-
separable , tern [3 ] .  Th i , method wi l l  be di cu ed i n  deta i l  later. 
3.7 Trapezoidal  R u le 
The trapezoidal rule i ba ed on : 
rll 1 
10 f(Y(1 + r ) )dr = 2h [f(y(t ) )  + f( '(I + h) ) ]  + 0(h
3 ) 
The trapezoidal method i an impl ic i t  method. This method i a lso symmetric, i . e. i f  
you  know )'11 and you want to fi nd .1'1/+ 1 with step-size h then th is i s  the arne method 
for finding YI1 g iven )'1/+ 1 with tep- ize -h, Thi property i important for finding 
approximation to the sol ut ions equation uch as y + y = 0 which are the ame both 
forward and backward in t ime.  
The Local Truncation Error: 
The Global Error EN ( !l ) = O(h'2 ) i of second order. 
3.8 Impl icit M id point Met hod 
The i mpl ic i t  m idpo in t  rule is a symmetric Runge-Kutta method c losely 
related to the trapezi um rule .  I t  i .  g i  en by 
(YTl + YIJ I ) YIl+ I = YI1 + h! 2 . 
The quadrature ru le i defined a. : 
rh [ y(t ) + !(V ( I + h) ] 
Jo f(y(t + -r))d-r = h Ie i ) + 0(h
3 ) 
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When appl ied to the l i near ODE .). = Ay the method give exact l y  the arne sequence of 
i terate' a the trapezium rule .  Thu it tab i l i ty propert ies are identica l  to the Trapez-
ium Rule and hence are opt ima l .  L ike the Trapezi um Ru le the global e lTor of the 
I mpl ic i t  M idpoin t  Ru le varie as /12 and a function o lve i requ ired to find )'IJ+ I . 
The I mpl ic i t  M idpoint  rule i the implest example of a equence of impl ic i t  Runge-
Kutta methods cal l ed Gau -Legendre methods. The olul ion by U i ng t ill method wi l l  
be very accurate for long t ime wi th  exce l lent stabi l i ty, but regardles of co t .  Impl icit 
midpoin t  i a ymplecti c  method of order 2. 
3.9 StOr mer-Verl et Method 
The S tbrmer-Verlet Method i s  expl ic i t  for separable Hami l tonian problem . The 
method i g iven by 
h 
Pn+ 1 '2 = Pn - 2 Hq (PIl+ I /2 , qlJ ) 
h 
qn+ l = qn + 2 (Hp(Pn+ I /2 , QI1 ) + Hp(Pn+ I /2 , QIl+ I ) )  
h 
PI1+ 1 = Pn+ I /2 - 2 Hq (PIl+ l /2 QIl+ I )  
(3 .16) 
and al. 0 it can be wri tten a [ 3 ] :  
h 
CfIl+ I /2 = qll + 2Hq(PIl , qll 1 /2 ) 
h 
PII 1 = PIl + 2 (Hp(Pn , QIl 1 /2 ) + Hp(PIl-r I , QIl+ l /2 ) )  
II 
C/1l+ 1 = Qll 1 /2 - 2 Hq(PIl+ 1 , QIl+ I /2 ) 
We wi l l  di cus [hi method in detai l  later. 
3.10 R u n ge- Kutta Methods 
( 3 . 1 7) 
Defi nition 3.10.1. L t o'l , b, ( i . j = L . . . . . , 5) be real numbers and let Ci = EJ= ' aij ' An 
- ,  tage Runge-Kutta method i g iven by 
s 
ki = j(lo + Cih ,Yo + h I oijkj ) , i = 1 ) . . . . , 5  
j= 1  
s 
)' 1 = yo + h I biki . 
i= 1 
In thi ca e we w i l l  have a fu l l  matrix w ith a non zero coefficients. so the lope ki can 
no longer be computed expl ic i t ly and even ometime do not exist [ 3 ] .  
I n  a B utcher table the coeffic ient are u ual ly di splayed as fol low The 
Table 3.1: Runge-Kutta method 
number of tage 5 and the con tant coefficients {bi } ,  {aij } completely characterize a 
Runge-Kutta  method. I n  general, such a method i impl ic i t  and lead to a nonl i near 
y tern i n  the 5 i n ternal tage variables Yn . 
25 
Defi n i t ion 3.1 0.2. Runge-Kutta melh d (or a general one- tep method) ha order p, 
i f f  r ai l  'u ftlc iemly regular problems }' = f(t , y) , y(to) = )'0 , the local error )' 1 - '(to + 
h) sat I s fies 
)'1 y(to +lz) = O(hP+ l) a h -t O. 
To check the order of a Runge-Kutta method one has to compute the Taylor 
"eries expan ion of Y(lo + h) and Y I  around h = O. 
The algebraic condit ion for the coefficients for orders 1 ,2 and 3 :  
1 .  L b; = 1 for order 1 
The Runge-Kutta method of  order 4 is given by the fol lowing equat ions :  
[/1+ 1 = til + 11 
" here the )'n+ 1 i s  the approximation of y(tn+ 1 ) and 
kl = f(ln , Yn) 
1 1 
k2 = f(t/1 + '2h . )'n + '2hkl ) 
1 1 
k3 = f(l/1 + '2h , )'/1 + 2hk2) 
1 1 
k4 = f(l/1 + '2h . Yn + '2hk3) 
( 3 . 1 8 ) 
I t  can be show n  that there is a value C which depends on f i n  a complex 
Table 3.2:  Runge-Kutta method of order 4 
0 0 0 0 0 
I I 0 0 0 '1 2" 
T 0 I 0 0 ." :2 
0 0 0 
6 3" 3" (; 
way such lhat a local truncation enor E = 1),(1 + h) - )'11+ I I i bounded by: 
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Over a large number of step the e enor a cumulate a before to g ive a g lobal error £ 
of the form: 
The error i s  propoI1ional to /74 ;  hence the name of an order 4 method. The 
error for a g iven h i much mal ler than for the expl ic i t  Euler method. 
Runge-Kutta i very famou and widely favoured becau e :  
• I t  i s  a one tep method. 
• It i ea y to start and code . 
• I t  i ea y to u e and no equation needs to be solved at each tage. 
• I t  i h ighly accurate for moderate h values. 
• The method i s  stable. 
However, this method ha some di advantage . When the function i hard to evaluate 
it w i l l  be difficult  to evaluate it 4 t imes each iterat ion, enor accumulate rapidly a t 
i ncrea e and for some kind of problem i t  can not be u ed u nIes h i s  very mal l .  
3.1 1 Pa rti t ioned R u nge- K u tta Method 
We consider di fferent ial equation in the part i t ioned form : 
)', = f(y, -) , ..: = g(y z) 
where y and � may be vector of different dimension . 
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The idea i .  to take two di fferent Runge-Kutta method , and to treat the v-variables with 
the fi r t method (aij , bi) ,  and the --vmi able w i th 1h  econd method (aU))i) . 
Defi n i t ion 3.1 1 . 1 .  Let b" a;} and bi , aU be the coeffic ients of two Runge-Kutta meth-
od ' .  A part i t ioned Runge-Kutta method for the olut ion of the above equation is g iven 
by [3 ] :  
s S 
k, = f(yo + II L aijki ' Zo + h L Qijlj) 
j=1 j=1 
s s 
Ii = g(yo + h L aijki �o + h L QijI)) 
j=1 j=l 
s 
V I = Y + h " bk,  . - 0 1.... I I 
i=l 
s 
::1 =::o + h [ bili 
i=l 
Method of th i  type have orig ina l ly been proposed by Hofer ( 1 976) and 
Griepent rog ( 1 978) .  Their importance for Hamil ton ian y tern has been di scovered 
only very recent ly. 
An i ntere t i ng example i the symplect ic Euler method, where the impl ic i t  Euler method 
bl = 1 ,  al l  = 1 is combi ned w ith  the expl ic i t  Euler method b l  = 1 ,  al l  = O. The 
Stonner-Verlet method can be written in the prev ious fonn by the coeffi cient g iven In  
Table( 3 ) .  
Table 3.3: Stormer-VerIet a s  a part i t ioned Runge-Kutta method 
� I i i 2 2 
I 1 
t t 
2: 2: 
3.1 2 p l i t t i n g  and ornpo it ion Met hod 
The e meth d can e ploit the nalural decompo i l ion of Hami l tonian ystem and ha e 
b en u ed wi th great ucces in tudies of the olar y tern and of molecu lar dynamics 
( ee for e ample [10]) . The main idea behind ,pl i t t ing meth ds i to decompo e the 
discrete R w l/fh as a c mpo i t ion of , impJer now, : 
l/fh = l/f] ,h 0 l/f'2,h 0 1f/3,h . . . 
where each of the sub-flow, i cho en uch that each represent a s impler in tegrat ion 
of the orig inal .  A geometrical per 'pect ivc on this approach is to fi nd useful  geometric 
propert ie of each preserved under combination, symplectici ty i s  j ust such a property, 
but we often eek to pre er e rev I' ib i l i ty and other tructures .  Suppose that a d iffer-
ent ial equation take the form: 
dll 
- = I = I I +h dt -
Here the funct ion It and 12 may w i l l  repre ent d i fferen t  physical processe in which 
case there i a natural decomposi t ion of the problem (say i nto terms to kinet ic and 
potent ial energy). 
The mo t d i rect form of spl i t t i ng method decompose the equation i nto two problems: 
dLl 1 
= It dt 
and 
dU2 
= 12 dt 
cho en uch that these two problem can be i n tegrated in c losed form to give expl i c i ty 
computable flow 1f/1 (t ) and 1f/2 (t ) . We denote l/fi,h the re ul t  of apply i ng the corre­
ponding con ti nuous Row 1f/i (t ) over a t ime t .  A simple (fir  t order) pl i t t ing i s  then 
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given by the Lie-Trotter formula  
ifill = IfIl , h  0 IfIvl 
uppo e the rigi naJ problem ha Hamiltonian H = H I + H2 then we can ay the com­
po i t ion of two problem wi th re pect to Hami l Lonian HI and H2 . The di fferent ial 
equat ion corre ponding to each Hami l tonian leads to an evolut ionary map IfIt ( t ) of the 
form de. cri bed abo e. 
The Lie-Trotter pl i t t ing i ntroduce local error proportional to h2 at each tep and 
more accurate decompo i t ion i the Strang pl i t t ing given by 
Thi pl i t t ing method ha a l ocal error proportional to h3 . 
Example 3.12.1. Suppose that a Hamil tonian system has a Hami l ton ian which can be 
e pre ed a a combination of k i netic energy and a potent ial energy term as fol lows :  
dp dH2 
dt dq 
dq dH] 
dt dp 
Thi spl i t t i ng of H i  u ua l ly referred to as a separable or P-Q spl i tt ing, we immediately 
have that 
o/I .h = 1 - hH2.q and 1f12,h = 1 + hH] .p 
Where 1 represents the ident i ty mapping. Apply ing the Lie-Trotter formu Ia  directly to 
the p l iu ing gi e the symplect i c  Euler method 
3.13 Backwa rd E r ror A nalysi 
Cons ider an ord inary different ia l  equat ion 
.. �. = f(y) 
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and a numerical method ¢h (Y) which produces the approximation Yo )' 1 Y2 , . . .  
forward error analy i con i t  of the tudy of the enor Y I - CP,, (Yo) ( local error) and 
)'11 - CP,lh (:Yo) (Global enor) in the olut ion pace. The idea of the backward analysis is 
to , earch for a mod i fi ed d ifferen t ial equat ion .v = ftlY) of the form 
y = f(Y) + Izh (-Y) + h2 h(-y) + . . .  (3 . 1 9) 
uch that YI/ = y(nh)  considering the d ifference of the vector f ield f(y) and ftl (Y) ' This 
w i l l  give a good i ndication of the behaviour of the numerical solut ion and the global 
enor wi th the fu l l  awareness of the converges i ssues. 
For computation of the modified equation )', = f(y) we put y : =  y(t ) for a fi xed t and 
we expand the solut ion i nto Taylor eries 
y(t + h) = y + h(J(y) + hh (y) + h2 h(y) + . . .  ) + �: (J' (Y) + hf� (Y) + . . .  ) (J(y) + hh (Y) + . . . ) + . . .  
( 3 . 20) 
Then we a ume that the numerical method ¢h (y) can be expanded as 
(3 .2 1 )  
3 1  
"" here the functi n<,; jl (Y) are compo ed of f(y) and i t  derivat ive . For example, the 
expl ic i t  Euler method give jl Cv) = 0 for al l  i � 2 .  In order to get )"";(nh) = YII for a l l  fl, 
we mu<;l hm e .Y(l + h) = cf>h (Y) . By comparing l i ke power of !z in expre ion (3 .20) 
and (3 .2 1 )  w i l l  gi e u a recurrence re lat ion for the function fi (Y) 
h (Y) = h (Y) 
- � f'f(y) 
I /I I I 1 I I 
h ev) = h (Y) - 3 !  (f (f, J) (y) + f f f(y) )  - 2 ! (f h (Y) + h(Y) + f(y) )  
(3 .22 )  
Theorem 3.13.1 ( [ 3 ] ) . Suppo. e that the method Yn+ l = cf>h (YIl ) is of order p 
where CPr (y) denote the exact flo I I '  of of 5' = f(y) and hP+ 1 Op+ 1 (y) the leading term of 
the local truncation errOl: The JI1od�fied equation l!zen sali.�fies 
y = f(y) + liP fp+ l en + hp+ 1 fp+2 (Y) + . . . ) y(O) = Yo 
H'ith fp-+ l (y) = Op+ l (y ) .  
Proof The can truct ion o f  the funct ion fi haws d1at fi (Y) = 0 for 2 � i � P i f  and 
only i f  cf>h (Y) - CPh (Y) = O(lzp+l ) . A fir t appl icat ion of the modi fied equation ( 1 )  is  
the exi tence of an a ymptotic of the global error . Indeed, by the nonl i near variation 
of can (ant formu la, the d ifference between i t  o lut ion y(t ) and the sol ut ion y(t) of 
5' = f(y) sati · ties 
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i nce y" = y(nh) + O(hN) for the olut ion of a truncated modi fied equation, th i  prove 
the e i stence of an a ymplotic expan ion i n  power of h for the global error Yn - )'(l1h) . 
o 
Example 3.13. 1 .  Con ider the Lotka-Vol terra equation 
(j = q(p - 1 ) . p =p(2 - q) . (3 .23) 
0 \  we appl expl ici t Euler method, and the symplectic Euler method,both with con-
stant rep s ize h = 0. 1 .  The fir t term of the modified equations are 
a. 
b. 
h 2 ') jJ = -p(q 2) - 2P(q - pq - 3q + 4) + 0(h-) 
h ") 
( 2 ) q = q(p - 1) - -q(p- + pq - 4p + 1 ) + 0 h 2 
h ") 2 ) jJ = -p(q - 2) - -p(q- -pq - Sq + 4) + 0(17 
2 
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Chapter 4 :  Geometric Integration 
Geometric i ntegration i the numerical i nt egration of a d ifferent ia l equat ion wi th 
the goal of pre. erv i ng certain geometr ic propert ie ' ;  Thee geometric properties t o  be 
preserved are, u ua l Jy pre ervat i on of energy, momentum, angu lar momentum, phase 
. pa e volume, mmetrie" t ime-re ersal ymmetry, symplectic structu re and dissipa­
t ion .  To ee lhi , con ider the i n i t ia l  value problem 
S' = f()') · )' (0) = )'0 (4. 1 )  
The a im is Lo compute the solut ion of (4 . 1 )  as effic ient ly as po sible. The 
type of method u ed, its order, l ocal enor and choice of t ime tep are a l l  tai lored to 
th is end I I  ] ]  By  exploi t ing the tructure of the problem, the appl ication of a geometri c  
integrator wou ld  al low u s  t o  fi x  a l arger than n0I111a1 t ime step and compute very long 
orb i t  w i thout compromj ing the emerging pha e portra i t .  Here we concentrate on 
Hami l tonian �y terns and on methods that preserve thei r  symplectic structure, first 
i n tegra] . ymmetrie , or phase- pace vol ume.  ote that no method can pre erve both 
energy and ymplect ic i ty at the arne t ime ( i n  genera l ) .  
Theorem 4.0.2 (Conservat ion of L inear I nvariant ) . All explicit and implicit Rllnge-
Kulla methods can erve linear illvariants. Partitioned Runge-Kuua rnethod conserve 
linear i71I'Qrial1Ts if hi = hi for all i, or if the invariants depends only on p or only on q 
[3 ]. 
Proof Let l (y) = dT y with a constant vector d, so that dT f(y) = 0 for a l l  y. I n  the 
case of Rungc-Kutta metb d we tbu bave dT kj = 0, and con equently 
s 
dTYl = dTyo + hdT ([ b/k/ ) = dTyo . 
1 = 1 
The tatement f r part i t ioned metbod i proved im i l arly. 
ow we w i l l  con ider d i fferent ia l equation of the form 
Y = A (Y )Y  
where Y can be a vector or a matri x .  
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o 
(4 .2)  
Theorem 4.0.3. If A ( Y )  is skew-sYll7metric for all Y ( i. e .  AT = -A ), thell the quadratic 
function I (Y )  = y T y  is an il11'arial1[ . 111 particular if the initial vallie Yo cOl 1sists of 
ortlz01l017llal colullln ( i .e . Y[Yo = 1 ) ,  then the CO/UIIlI 1S of the olulion Y(t) of equation 
(4.2) remains orthollol7J1al for all t. 
Proof The deri ative of I (Y )  i I' ( Y )H = yTH + HTy. Thus we bave 
1' ( Y )f(Y )  = I' ( Y ) (A (Y ) Y )  = yT A ( Y ) Y  + yT A (y ) T y 
for a l l  Y which vanishe because A ( Y )  is kew- yrnmetric. o 
Exa m p l e  4.0.2 ( Rig id Body [3 ] ) . The motion of a free rig id body, whose center of 
rna i at the orig in ,  i described by the Euler equations 
(4 .3 )  
3 
where the eel r y = (y 1 , )'2 ,  Y3 ) T repre ent  the angular momentum i n  the body frame, 
and 11 . 12 . 13 are the pri nciple moment  of i nert ia .  Th i problem can be can be written 
as: 
o 
)'2 )'2 (4 .4) 
o )'3 
which i. of the form (4 .2 ) ,  with a kew-symmetric matrix A (Y ) . By theorem ( 2 ) YT + 
yi + yj i .  an i nvariant and a econd quadratic i nvariant is 
which represent the k inet ic energy. 
I n  [ 3 ] ,  the author appl ied the impl ic i t  m idpoint  rule and the expl ic i t  Euler method 
to the rig id body problem which i l l u  trates very wel l  the advantages of a geometric 
i nt egrator i n  comparison w i th a c las i ca1 i ntegrator. A hown in  F igure (4 . 1 )  below 
the phere w i l l  be represented wi th some of the solut ion of corre ponding to I I  = 2 ,  
h = 1 and 13 = 2/3 .  They l ie  on the i nter ection of the sphere wi th the e l l ipsoid  given 
by HCY I . Y2 , )'3 ) = Const . The impl ic i t  midpoint  ru le  was appl ied ( 30 teps) with tep 
i ze h = 0.3 and i n it i al value ),o = (co ( 1 . 1 ) , 0 sin ( 1 . 1 ) )  T. I t rays exactly on a solut ion 
curve. Thi s  fol lows from the fact that the impl ic i t  midpoin t  rule preserves quadratic 
i nvariant exactly. 
On the right ide of the picture from figure ( 1 ) , the expl ic i t  Euler method wa u ed for 
320 teps wi th h = 0.05 and with tbe same i n i t ial value. As the authors conclude i n  [ 3 ] ,  
we  can ee  that the n umerical solut ion ha a wrong qual i tative behaviour ( i t  shou ld l i e  
on a clo -ed cur e) .  The numerical olut ion e en dlifts away from the phere . 
.. � - - - - - - - .. ... 
implicit midpoint explicit ElIlcr 
Figu re 4.1 : olu l ion of the Euler equations for the rigid body [ 3 ] .  
4.1 y m met ricity a n d  Revers i b i l i ty 
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I n  this ection we w i l l  talk about ymmetric method and how they play an im­
portant role i n  geometric i n tegration of d ifferenti al equat ions. We wi l l  d iscuss also 
rever ible d ifferential equations and revers ible  maps, and then explain the relation be­
tween symmetric in tegrator and rever ible d i fferent ial equations. 
4.1.1 Reversible Differe n t i a l  Equat i o ns and .Maps 
Con ervative mechanical sy terns have the property that i nvert ing the i n i tial d i rection 
of the veloc i ty vector and keeping the i n i tia l  po i tion does not change the solut ion 
trajectory, i t  only i nverts the d irection of motion .  Such systems are aid to be revers ib le .  
Defi n i t ion .. 1.1.1. Let p be an invert ible l inear transfom1ation i n  the phase space of 
). = f(y) .  This  different ia l equation and the vector field f(y) are cal led p -reversible i f  
pf(y) = -f(py) \fy . (4 .5 )  
Thi s  property i i l l ustrated i n  the picture on the left s ide of figure(4 .2 ) .  For 
l 
J. yo ;:t 
' I /p ·� 
� 
II I \� 
Figure 4.2:  Rev rs ib le vector fie ld and rever ' ible map [ 3 1  
p-reversible di fferent ia l  equations, the e act flow CPI ( ,) atisfi e  : 
, p o CPI = CP_I 0 P = CPI 0 p ,  
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(4.6) 
a een i n  figure (4 .2) ,  on the the right ide. The iden t i ty i s  a con equence of the group 
propelty CPI 0 CPs = CPI+ and the left ident i ty fol l ow from: 
d 
dt (p 0 PI ) (} )  = p f( CPI (y) )  = -f( (p 0 CPI ) (y) )  
becau e e pression (4 .6) at isfy the ame d i fferent ial equat ion wi th the same in i t ia l  
value,  (p 0 CPo) (y) = (CfJo 0 p) (y) = py . ow we can get a new defi n i t ion from equation(4.6) .  
Definit ion 4. 1 .2. A map ¢ (y) i s  cal led p -reversible i f  
p o ¢ = ¢ - ' o p 
Example 4. 1 . 1 .  An i mportant example i the part i t ioned system :  
(l = f(lI · v) v = g(u , v) , (4 .7 )  
3 
\\ here /(ll . - v) = - /(ll ,  v) and g( l l ,  - v) = g( l l .  v) . Here the tran formation p i given 
by p (l / .  \') = ( l l . - v) . I f  we cal l a ector fie ld r a map rever ible (without pec i fying 
the tran . format ion p , we mean that i t  i p -rever ib le wi th rhi s part icu lar p .  
I t '  alway true that ii = g(u )  i a rever ib le y tern when li = v and v = 
g(l I ) . 
Defi n i t io n  4. 1 .3. A numerical one-step method <Ph i cal l ed ymmetric or t ime re­
ver ib le .  i f  it sar i fie 
<Ph 0 <P-II = id 
or equivalently <Ph = <p-,� . With the defin i tion of the adjoint method (<P,; = <P-,; ) the 
condi t ion for ymmetry read <Ph = <p,; . A method )' I = <Ph (Yo ) i s  ymmetric if exchang­
i ng Yo B YI and h rl - 11 l eave the method unaltered . 
Theo rem 4. 1 . 1 .  If a nllmerical method, applied to a p - rel ersible differeluial equation 
satisfies 
(4 .8 )  
then the numerical flow <Pi is  a p -reversible map if and only if <Ph is  a synnnetric 
Inethod. 
Proof A a con equence of equation (4 .8) ,  the numerical flow <Ph i s  p-rever ib le i f  and 
only if <P-h 0 P = <P,� I 0 p .  S ince p i an i nvert ib le tran format ion thi is equ ivalent to 
the ymmetry of the method <Ph . o 
I t  i also true that a symmetric method i s  p-reversible i f  and only i f  the 
condi t ion (4 .8 )  hold , that is automatical l y  sati Red by most numerical methods. 
Let u d iscus the val id i ty of (4 .8)  for the d ifferent  c las es of methods [ 3 ] :  
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• Runge-Kulla melhod ' (expl ic i t  or i mpl ic i t )  at i fie (4 .  ) i f  (4.5) hold . I n  par­
t icul ar, the proof for the e p J ic i t  Euler method <Ph (Yo) = Yo + hj(yo) i : 
P 0 <Ph (YO ) = P (YO + h j (YO )  ) 
= P (YO) + phf(yo)  
= P (Yo) - Jz j P (yo ) 
= <P-h (PYO) 
(4 .9 )  
• Part i t ioned Runge-Kutta Meth d appl ied to a part i t ioned y tern atisfy the con-
d i l ion (4. ) i f  p ( l I ,  v) = (P I (U) , P2 ( V) )  wi lh i nvert ib le P I and P2 . The proof is the 
same a for Runge-Kutta method . otice that the mapping p (u ,  v) = (u ,  - I') L 
of th is special form .  
• Compo i t ion methods. I f  two methods <Ph and lfIh atisfy (4.8) ,  then 0 doe the 
adjoin t  <P,; and the compo i t ion <Ph 0 lfIh . Con equent ly, the compo i tion methods, 
which compose a ba ic  method <Ph and i t  adjo int w i th  d ifferent step sizes, have 
the property (20) provided the ba ic method <Ph has i t .  
• Spl i t t ing method are based on  a p l i t t ing }' = j[ l ]  (y) + j[2] (y) of the different ia l  
equat ion .  If both vector field , f[ ! ]  (y) and j[2] (y) , satisfy (4 .5) ,  then the ir  exact 
ftow. <p}ll and <p}12] sat i fy (4.6) . Ln tb i  s i tuat ion ,  the spl i t t ing method ha the 
property (4.8 ) .  
4.1.2 Symmetric Methods 
The expl ic i t  and i mpl ic i t  Eu ler method are not symmetr ic methods. 
The fol lowing method are symmetric :  
• M idpoin t  Rule :  
(YI1+ 1 + YI7 ) 
YI1+ 1 = Yll + hj 2 
. (4. 1 0) 
By exchanging Iz H -h and (n +  1 ) H (n ) we wi l l  get : 
(YI1 + YI1+ I ) Yn = )'11+ I - II! 2 
(YII-I I + )'11 ) )'11+ 1 = Yn + hj 2 
o midpoin t  ni le i a ymmetric method . 
• Trapezoidal Rule :  
h 
Yn+ I = YII + 2 ( ()'n ) + !(Yn+ I ) ) 
By exchanging h H -h and ( 11 + 1 )  H (11 ) we wi l l  get :  
h 
)',1 = )'11+ I - 2: ( (YII+ I ) + ! (YII ) ) 
h 
.1 11+ 1 = )'n + 2 (f(YI1 )  + f(Yn+ I ) ) 
So trapezoidal nile i s  a ymmetric i ntegrator. 
Theorem -1.1.2. The Stormer- Verlet Method given by 
h 
PII-l- I /2 = PIl - 2:Hq (PIl+ I /2 , ql1 )  
h 
qll-r l = qll + 2 (Hp(PII+ I /2 , Qn )  + Hp (PI1+ I /2 , QIl+ I ) ) 
h 
PIl-t- l = Pn+ I /2 - 2 Hq(PII+ I /2 , QIl+ I )  
is a symmetric method. 
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(4 . 1 1 )  
(4 . 1 2 ) 
(4. 1 3) 
(4 . 1 4) 
Proof By e changing (n ) (n + 1 ) and h H -h e get: 
h 
Pn-;- I /2 = PII+ I + 2 Hq (PI1+ I /2 , QIl+ l ) 
h 
qll = Qn+ 1 - 2 (Hp(PII+ I /2 , Qn+ J )  + Hp(PII+ I /2 qn ) )  
h 
PII = PII+ I /2 + "2Hq (Pn+ I / 2 , qn )  
then w e  ha e 
lz 
1711+ 1 = PII+ I /2 - 2 Hq (PJl+ I ; 2 , Qn+ l )  
h 
qll+ l = qn + "2 (Hp(Pn+ 1  2 , qn ) + Hp (PII+ I /2 , QIl+ I ) )  
h 
PII 1 /2 = PIl - 2 Hq (PII+ I /2 , QIl ) 
4 1  
(4 . 1 5 ) 
(4 . 1 6) 
o 
Theo rem 4.1.3. The adjoint method of al1 s- rage Runge-Kuua method i again an 
s- tage RlIl1ge-Klitta method. Irs coefficients are given by 
bj = bs+ l -i . 
If 
then the Runge-Kutta method is symmetric. [ 3 J 
Proof Exchanging Yo H Y l and h -h i n  the Runge-Kutta formula y ie lds 
s 
ki = f(yo + h  L (bj - aij )kj )  
j= ! 
s 
Y L =Yo + h L biki . 
i= l 
(4. 1 7 ) 
(4 . 1 8) 
(4. 1 9) 
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i nce the \ alue. [� ) (b) - a,} = 1 - C, appear i n  the re er e order, we repla e kj by 
k\ I j i n  ( 2  ) and then we ub. t i tute al l  i ndi e i and j by + 1 - i and + 1 - j, 
respect ivel thi . prove (4 . 1 7 ) .The a umption (4 . 1 8 ) implie aij = alj and bi = bl , 0 
that 9,; = </>11 ' o 
Expl ic i t  Runge-Kutta method cannot fu lfi l l  condi t ion (4. 1 8 ) w i th i = j and no ex­
pl i i t  Runge-Kutta can be ymmetric .  ow, con ider diagonal ly impl ic i t  Runge-Kutta 
method for which atj = 0 [or i < j, but with diagonal e lement that can be non-zero. 
In this en 'e condit ion (4 . 1 ) b come : 
for i > j, ajj + as+ l -j,s+ l -j = bj (4 .20) 
The Runge-Kutta table of such a method i s  thus of the form ( for = 5), with a33 = 
c )  a" 
C'2 b l a22 
CJ b l b2 a33 
1 - C2 b )  b2 b3 a44 
1 - c )  b l b2 b3 b2 ass 
b l b2 b3 b2 b l 
b3/2, a-14 = b'2 - an and ass = b l  - a ) ) .  I f  one of the bi vani shes, then the corre-
ponding 'tage doe not i nfluence the numerical resul t .  Th is  tage can therefore be 
uppre ed, 0 that the is equivalent to one wi th fewer stage . 
�.2 Symplectic Tra nsformation 
The ba i c  objects to be studied are two-dimensional paral le lograms in  ]R2d. We sup-
po e the paral lelogram to be panned by two vector 
� = r�:] . 1)  � r�:] i n  the (p q) space W. � q 1) P 1) q  E Rd ) as 
p = {l � + s 17 10 :::; t :::; 1 )  0 :::; s :::; I } (4 .2 1 )  
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:: :::a::): :et 
l[;pe c��ls id:��eqo:::,:: ar a 
� q 17 q 
as , een on the lefl pi l ure of figure (4.3) .  I n  h igher dimension, we replace thi by the 
um of the projection of P ont the coordinate plane (pi , ql) '  i .e .  by 
(4 .22) 
Th l dennes a b i l inear map act i ng on ector of lR2d which wi l l  play a central role for 
Hami l tonian y tem' .  I n  matri notat ion, thi map ha the form 
(4 .23 )  
q 
A .  
p 
Figure 4.3: Symplect ic i ty ( area preservation)  of a l i near mapping 
Definition 4.2. 1 .  A l i near mapping A : 1R2d -t 1R2d i s  cal led symplectic i f  
o r  equivalent ly, i f  w(A �  , A' 17 ) = w(  � , 17 ) , Vf, 17 E 1R2d . 
I n  the ca. e d = 1 ,  where the expre ion w( � . T] ) repre ent the area of the 
paral le logram P, mplectic i ty of a l i near mapping A i therefore the area pre ervation 
f , a� we can see in figure (4.3 ) . I n  the general case d > I ,  symp1ect ic i ty mean that 
the sum of the oriented area of the projection of P onto (PI , Qi ) is the ame a that for 
the transformed paral le logram. A (P). 
e now tum our attention to nonl i near mappings. Different iable function can be 
local ly approximated by l i near mapping" This ju, t i ne. the fol lowing denn it ion . [ 3 ] 
Def i n i t i o n  ... . 2.2. A different ia le map g : U -t ]R_d (where U C ]R2d i an open set) i 
cal led . mplect i c  i f  the Jacobian matIi x  g' (p. q) i everywhere ymplect ic ,  i .e . ,  i f: 
g' (p . q)T J g' (p. q) = J or w(g' (p, qg .g' (p . q) T] ) = w( � . 11 ) 
Theorem 4.2.1. Let H(p , q) be a {l.-vice continuol/sly differentiable junction on U C 
]R2d. thell for each ji:red t. the flow <PI is a symplectic transjormation l,vhenever it is 
defined [3]. 
Theorem 4.2.2. The symplectic Euler methods 
PIl+ I = Pn - hHq (Pn+ I )  qn ) or 
are symplectic method. 
Proof Consider the Hami l tonian problem 
jJ 
q 
-Hq (p, q) 
Hp (p, q ) .  
(4.24) 
We con ider ymplectic Euler i s  given by 
Differ nt ia l ing (34)  w i th respect to ( Pn , qn ) ,  
a pn+ l _ a pn _ I  (H aqn + H· apn+ l ) - J - I H apn+ l 
a - a 
1 . qq a qp a - 1 qp Pn P" PI! PII a Pit 
a pn 1 _ a pn _ I  (H aq" + H a pl1+ 1 ) - -hH - I H 
apn+ l 
a - a 
1 qlj a qp a 
- qq 1 qp qll qn Cjll qn aqll 
aqll+ l _ aq" + 1 (H aqll + H apn+ 1 ) - I H apl!+ 1  
a - a 
1 PC! a PP a 
I PP a Pn Pn Pn Pn Pn 
aqll 1 _ aqn + 1 (H aqn + H apn+ 1 ) - J + f H + I H aplI+ 1 
a - a 
1 pq a PP a 
7 
pq 1 PP a ql1 qll qn qn q" 
oting that Hqp = HJq , we can write the above i n  matlix form a fol lows 
[ J + hHqp 
- hHpp 
and thu 
Next we need to show that 
[ J + hHqp 0 I - I [ 1 -hHq; I -hHpp J 0 J + Hqp 
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(4 .25)  
(4.26)  
(4 .27)  
where J = 
[ 0 1 l
i e 
-I 0 
. . 
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[ I -hH: ] T [ / + hHqp 0 ] _T 
J 
[ I + hHqp 0 ] _ 1 r I -hHq; 1 = J  
o 1 + Hqp -hHpp 1 -hHpp 1 0 1 +  Hqp 
which i equ ivalent to show ing thal 
[ 1 + hHqp 0 ] J- I [ 1 + hHqp 0 I T [ I -hHq; ] J- I [ I -hHq; I T -IzHpp 1 -hHpp 1 0 1 + Hqp 0 1 + Hqp 
Because Hpp and Hqq are symmetric matrice , and using J- I = -J the l ast expression 
can be written a 
[ / + hHqp O ]
J
[ I + hH;p -hHPP ] [ I -hH: ] J [ I 0 ] 
-hHpp I 0 I 0 I + Hqp -hHqq 1 + Hqp 
which i fair ly ea y to verify. 
Theorem 4.2.3. The implicit midpoint rule 
Yn+ I = Y1I + h1- 1 V H (Y1I+ I +)'11 ) /2 ) 
is a symplectic rnethod. 
Proof let )'11+ 1 = lPn (Yn ) we need to show that 
'T I lPn JlPl1 = 1 
o 
(4 .28 )  
By d i fferent iat ing 4.28 we get : 
'T , _  . o </>" j </>" - j mean . 
We get 
Then 
h . h h2 j _ _  j\l2Hj- l + _j- l \l2Hj _ _  j- l \l2HJ\l2Hj- l 
2 2 4 
= J + �J\l2Hj- l  - �j - l  \l2HJ _ h
2 
J- 1 \l2Hj\l2Hj- 1 
2 2 4 
And we find 
.+7 
o the implici t midpoi nt rule i . ymplecti . 
Theorem 4.2.4. The Stonner- Verlet Illethod is a s)'mpletic method of order 2. 
4.3 on er ation of the Hamiltonian 
4 
o 
We know that the Hamj ] tonian H (p, q) i con lant along the exact olut ion of the 
Hami l tonian 'y rem. i nce the local enor of the rlh order i ntegrator i s  of ize O(l1r+ I ) , 
nov. i f  we have 
By tili ng the u lTImation of these enor, we obtain 
H (PIl , qll )  - H (po · qo) = O(n/{+ I  = O(t/{) ,  t = nh 
Si nce no cancel lat ion of errors can be expected for genera] i ntegrators. For ymplect ic 
i n tegrator , however, we have the much more favourable est imate: 
H (PIl . qll ) - H (po , qo) = OUI'" ) for nh < T (4.29) 
With an extremely large T, provided that the numerical solut ion stays in a compact set. 
We w i l l  U e the error in the Hamil tonian equation 4 .29 in chapter 5 .  
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Chapter 5 :  Examples 
T n  th i  chapter we wi l l  numerical l y  olve three we l l  known problem u ing symplectic 
method ' a wel l a, the c la, ical method . We perform a compari on between the 
method and then decide which of the methods give the better olut ion . For the 
ca. e when the Hami l tonian i non- eparable we w i l l  u e a pl i t t ing method. 
5.1 The Mathematica1 Pendulum 
cia s ic example i the pendu lum, i t  i a two-dimen ional system wi th  pha e space 
�� hav ing th Hami l tonian 
1 ') H(p. q) = 2P- - cosq. 
o that the equation of motion are 
p = - s inq ,  if = p 
( 5 . 1 )  
( 5 . 2 )  
where p i the angular momentum and q i s  the angle of the pendulum. Here are ome 
Figure 5.1:  Mathemat ical Pendu l um 
of the properties of the pendulum:  
• I t  con erves the total energy H . That i s, i t s  flow stay on the level et are curves 
i n  the plane . 
• Being a Hami ltonian "'y�t m. it Aow i�  ympleet ic. For tw -dimen. ional 
tCIll , thl.., i equ i \  alent to being area-pre erv i ng. 
':-0 
• The <, mmetry. ( p . q ) ( -p . -9) .  map. the . y tem into i t�e Jf: whi le the rever -
ing . )  mmetr) (p .  q ) r--1 ( -p.  q) map_ the vect r neld into minu. i t�elf. 
Becau. e thi� I �  <,uch a _ impl <,y<,tem, pre�erv ing any of these three propert ie� give a 
geometric i ntegrator with good long-time behaviour for almo t al l i n i t ial e ndi t ion� .  
We appl) the above numerical methods to the p ndu lum equat ion . We con ider the 
int ia l  condit ion (0. I )  wi th t ime step h = 0. 1 .  Ob 'erve that the numerical olut ions 
of the e\pl ic i t  Euler and the impl ic i t  Euler method ( see fig ) piral outwards or in­
wards. The S) mple t ic Eu ler show the conect qual i tati e behaviour of the problem. 
The energ) ( Hamil tonian) even though i not exact ly con erved by ymplectic Euler. 
o c i l l ate. in certain l imi t . . whi le both the exp l ic i t  and impl ic i t  Euler go away from the 
\'a lue of the hamil tonian a i. we e peeled. 
" 
" 
5 1  
5.2 Kepler' Problem 
Kepler's problem describe the motion in a plane of a material point that i attracted 
to\Vard. the orig in  with a force inversely proport ional to the di tance qUaI·ed. The 
Hami ltonian of the sy. tem i [ 3 . 1 3 ]  
1 T 1 H (p. q) = 2P P - I l q l l ' 
or equivalent ly 
( 5 .3 ) 
( 5 .4 ) 
where the fir t term of the Hami l tonian i the k i netic energy and the second the poten-
t ia l .  The equation of mot ion are 
i = 1 .  2 .  ( 5 .5 )  
The trajectory i n  the plane i a closed curve, given by an e l l ip  e ,  i .e . ,  the  o lu t ion i 
periodic .  S i nce the problem i autonomou , the Hami l tonian (energy ) H i s  a con erved 
quant i ty. For th i ..,  � e  ch ose the in i t ial ondit ion� p = (O . I ) T and q = ( J .  O) T , with 
t Ime \tep h = 0.0 I .  The behaviour of the energy 'W hen we apply the three different 
method" i d ifferent .  . in  the pre\ ious example, the energy although i '  not exactly 
consen ed b) S) mplectic Euler, osc i l lates in erta in l imi t .  . even in  the long t rm . How-
e\ er with expl ic i t  Eu ler. i t diverges i thout a l imi t ,  going away from the a lue of the 
Hamt l tonian .  We remar� that the angu lar momentum L(p . q) given by 
L(p . q )  = Q I J7;. - Cj2 jJ I · ( 5 .6 )  
exactly olLerved b the  mplecti Euler. 
.... ,
.... 
-<> .... 
-0 soc, 
-0 soc. 
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5.3 The Re t ricted 3-Body Problem 
Thi s  i a pecia l  case of the 3-body problem . A deta i led derivat ion of th i  problem 
can be found in [ 1 3 ] .  The idea i to con ider two bodie with mas es )1 and 1 - )1 
re pect ivel where J.1 E [0. n Both bodie are mov ing under the i nfl uence of their 
mutual grav i tat ional attract ion in a c i rcu lar orbi t .  The heavier of these two bodie is 
cal led the primary and the other one the secondary. To complete the picture, a th ird 
body i i ntroduced w i th a negl igible ma that w i l l  not affect the motion of the primary 
and the econdary bodie moving under the i nfluence of their gravity. The Restricted 
3-body problem ha the Hami l tonian :  
I 2 T J.1 I - J.1 H (p . q) = - l l p l l - q Jp - - - --2 rl  r2 (
5 . 7 ) 
\\ here q. p E ;:::2 repre ent the pO"'l t ion and momen tum. 
and J", the dl <.,tance from the i nfin i te imal bod to the ith primar . 
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� � impl ir) maller ... . \'" e  con, ider a l imi t  case of the re tricted 3-body problem known 
a� H i l l 's lunar prob lem. This  problem was i ntroduced by G. H i l l  in  [ 6 ]  as an approxi-
mat ion of the Moon-Earth-Sun y tern, i n  order to · tudy the mot ion of the Moon under 
the i nfl uence of the Eal1h and perturb d b  a di tant Sun .  A fu l l  deri ation of th is  prob-
lem can be found in [ 1 5 ] . H i l l "  problem i �  defined by the ( normal i ed) Hami lton ian 
where 
- [ -2 0 1 
A - . 
o 1 
The equations of mot ion are given by 
. q P =Kp - Aq - l l q I 1 3 
= 
-Hq 
q =p + Kq = Hp 
( 5 . 8 )  
( 5 .9) 
( 5 . 1 0) 
where q = (Q I . q2 f and p = (P I . P2 f . otice that un l ike the re tricted problem, the 
normal ized form of H i l l aAZs equation are parameterle ' 
S4 
5.3. 1 Appl icat ion of 'mmetric and on-Symmet ric I e t h od 
The R u ngc- K u t t a  met hod of order 4 
To ppl) the Runge-Kutta algori thm t H i l l ' s problem, put y = (q. p) T and f = ( Hp . _Hq ) T . 
Thi g l \  e 
k l = h ( (y,, ) 
1 
k� = IIf (y" + -k l ) 
I k �  = hf(y" -l- -k2 )  
I 
kof = hf(YII + "7k:, )  
The updated po�i t jon i then obtained fr m 
Symplectic Euler Method 
The general �ymplectic Euler method can be ho en a [ 3 ]  
Sub t i t ut ing the equation of mot ion (5 . 1 0) we obtain 
Pn 1 = P" - 17 (KT Pn 1 + Aq" + 11�/tI3 ) 
qn 1 = qn 17 (p" 1 -l- Kqn ) 
( 5 .  I I  ) 
( 5 . 1 2 ) 
( 5 . l 3 ) 
(5 . 1 4 ) 
where the matrices K and A are defined i n  (5 .9 )  above. otice that at th i  tage. al-
gori thm (5 . 1 4) i �  impl ic i t .  However, I t  can be made expl ic i t  by determin ing P,, + I a 
1711 j I = 1711 - IIKT PII 1 +  h ( +Aqll l l�
1
1
1
1 3 ) 
=? PII 1 + hKl plI I = 171) - II ( Aqll I �II .3 )  
:::::;> (I -r hKT ) PII 1 =  PII - h  0qll , �1I1 3 ) 
=> PII I = ( I  + hKT ) -
I 
[PII - II (Aqll l l
�'
1
1
1 3 
) ] 
The i nver�e of (I + 17K ! ) i� non-singu lar and i s  given by 
(! + hKT ) - I = _1_, r 1 '11 ] . 1 + 17- , - 1 
fOrmer-Verlet :l\Iethod 
( 5 . 1 5 )  
( 5 . 1 6 )  
We �how that the  Stormer-Verlet Method for H i l l '  problem can be  expre ed expl ic i t ly. 
The Stomler-Verlet algori thm j ,  gi  en by [ 3 ]  
h 
PII 1 /:' = PI1 - 2 Hq(qn ' PI1+ I !'::' )  
II 
ql1 + 1  = q11 T 2 [Hp (QI1 , PII+ 1 2 ) + Hp (ql)+ I ' PII 1 /2 )] ( 5 . 1 7 )  
h 
PII 1 = PI1-'-- 1 :' - 2Hq (qn-t- I ' Pn+ 1 /2 ) 
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v. c pr eed a fol Jo� , .  ub l i t u l ing equation ( 5 . ) 0) inlo ( 5 . 1 7 ), we can determine the 
hal r \lep PII I 2 a fal l  w<,: 
I I 
( 
T qn ) PIl I 2 = 1711 - ;- K PIl I 2 + qll + -, , 3 � Cjll 
II r h ( ql/ ) => 1111 I 2 + 2K PIl I 2+ = PII - = Aq" ..,.. I I q,&3 
( h r) 
II 
( Cjll ) => 1 + 2K PI1 I 2 = PII - 1. Aqll + I I qll l 1 3 
( lI T) -
I 
[ 17 ( qn ) ] => PI/ 1 2 = I + =K PII - '2  Aqll + I Iqn l 1 3 
imi larl . we can delermine th fu l l , tep qll I a fol low. : 
II q,l t I = Cfn + 1. (PIlT 1 2 + Kqn + P'l � I 2 + Kqn+ I ) 
h h 
=> qll 1 - 1.Kq,a I = qll + '2 ( 2Pn+ 1 '1 + Kqn ) 
=> (I - �K) CfIl j- 1 = (I + �K) qn + hPII I t=�  
=c> q" ,  I = (l - �Kf [ (I + iK) q,, + hPn+ I / ] 
( 5 . 1 8) 
( 5 . 1 9) 
Final l  . collecting the re, u l ts  of ( 5 . 1 8 ) and ( 5 . 1 9) ,  the method de cribed i n  ( 5 .  J 7 )  can 
be written a 
Here the non-singular matrice (I + �KT) and ( I - �K) are given by 
(5 . 20)  
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The method out l i ned in  ( 5 . 20)  above i the tormer-Verlet for H i l l ' . problem. lot ice 
that the meth d i.., expl i i t  mak ing for ea implementat ion .  
p l i t t i n g  t he H a m i l t o n i a n  
The Hami l ton ian of H I l l " "  pr  b lem H (p. q ) defi ned by equation ( 5 . 8 )  can be effic ient l  
p l t l l llto l i near and non l i near part.., 
H I I , T I T = - p l - - q Kp + -q Aq 2 2 
I 
I q I 
with equat ion. of mot ion 
H I 
where 
o 
- 1  0 
o 
o 
( 5 . 2 1 ) 
( 5 .11 ) 
( 5 . 2 3 )  
2 o 
o - I  
o 
- 1  o 
5 
The equation or mot ion can be ol ved exact !)  to give 
_ - co t 3t - 2 . i n t  3/ - i n l  1 - COS I 
- .  in l 
:- in 1 
2 co. t - I cos f - I 
2 - 2 c  � - co 1 sin r 
( Po ) 
C/o 
- sin !  
and 
2 cos f - 2 4 s in ! - 31 2 .  in f - 31 2 co. 1 - ] 
(5 . 24) 
Denot ing the flow of the e two y tern by <p" l and <p/I . we olve the ystem using 
the econd order composi t ion wi th I I  = ill 
I 2. 1 <t> - {() 0 {() 0 {() . h - 't'h 2. 't'h 't'ht'2. 
which i s  the Strang spl i tt i ng giv ing the algori thm 
11 
(1717 1 2. .  q,l-+- 1 /2 ) = exp( "2 Q) (PI/ ' qn ) .  
ql/+ ] '2 
Pn I 2 =1717+ I 2. - h I I  1 1 3 ' Cfn+ I /2 
h (Pl/-+- l . qn 1 )  = exp( "2Q) (Pn+ 1 /2 . qn+ I I2 ) ' 
( 5 .25 ) 
( 5 . 26) 
The method i equivalent to the S'tormer-Verlet cheme ( 5 . 1 7 ) .  I t  i s  ymp!ectic and 
ymmetric and, as can be een. expl ic i t .  At each step, the term exp( �Q) can be reu ed, 
o we only need one evaluat ion at the fi rst tep. Using the ymmetric composi t ion 
(5 .25 ) .  we can eas i ly  con truct the h igher order symmetric composi t ion methods which 
is beyond the l im i t  of th i  the i s .  
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5.4 ""um rical E peri ment 
To e\,ul uute the qual i t) of ur numeri al "olut ion. for H i ] ] 's problem, we look to the 
Hami l tonian (energy ) H { p. C}) V\ hich i con. tant along exact . ol ution . For -,ympleclic 
I ntegrator . I t  can be h wn [ 3 ] lhat H ( 1711 '  C}II - H ( Po . qo ) = 0 ( /{), where ,. i '  the order 
of the i ntegrator. To th i"  end we Jllea�ure the performance u. ing the relat ive error in  
energy gJ\ en by 
H (pl/ ' C}1I - H (f)(} · C}o ) E = -"-'------"-----'-:-,----=--
H ( po . Cj(l ) 1 ( 5 .27)  
The i n i t ia l  condit ions we u. e are Po = (0 . 0. 509080) and qo = (0 .5090 . 0) .  obtained 
from [ 5 1  and which are known to generate . table H i l l  orbit of fami ly t pe gr .  I n  al l our 
experiment� we i ntegrate from I = 0 to I = 1 00, and we u e tep-, ize ranging from 
II = 0.0 1  to h = 1 0-5 .  I n  figure 5 .2 .  we plot the relat ive error in  energy a a function 
30 
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Figu re 5.2:  Relat ive error i n  energy versu t ime ( left )  for 11 =  1 0--1 , and the max imum 
relat ive energy vel' u a range of Iz ( right ) ,  both for the econd order pl i t t ing ( S  1 )  and 
the tandard Stormer-Verlet (SV) . 
of t ime for the tandard Stdmler-Verlet (SV)  ( 5 . 20) and the econd order compo i t ion 
(S2 )  (5 .25 )  for Iz = 1 0--1 .  We al 0 plot the max imum relat ive energy over the fu l l  
range of h .  I t  i c lear that S2 ha a better performance in  terms of preci ion though 
we ob erve from figure 5 . 3  that i only l ightly fa ter. Here we emphasi e that we are 
not part icularly i n tere ted i n  the overal l evaluation t ime for a part icu lar method, but 
rather in the d ifference in  evaluat ion t ime between methods. Al 0 for h < 1 0-4 we 
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Figure 5.3: Evaluation l ime er Uc a range of I I  for the 'econd order compoc i t ion ( S2) 
and the tandard tOrmer-Ver1et ( S  ) .  
found no real improvement .  � complete our compari on .  we attempted to inc lude the 
resu lts of the c tandard fOU t1h-order Runge-Kutta method. However. The method fai led 
to compute the corre t orbi t  de, p i te u ing a variable step- ize and a very low relat ive 
tolerance. Thi how' that one ha to be careful when select ing appropriate method 
to integrate H i l l " problem. 
6 1  
Chapter 6 :  Concl u IOn 
I n  thi th i we appl ied numerical in tegrat ion method to Hami l tonian y tern . We 
5h wed that ome of the cla i wel l  known i n tegrators, uch as explici t Euler and 
Runge-Kulla . do not produ e good numerical re ults in  the long term in the en e 
that the traje torie are di torted and the hami l tonian funct ion isnaAZt con erved. By 
contra't we h wed that geometric i ntegrator uch a the popular Symplectic Euler 
and the Stormer-Verlet method when appl ied to Hami l tonian y terns, give accurate 
re u l t. over a long period of t ime as our experimants showed. Amongst everal ex­
ample we con idered, a procedure for explici t ly i ntegrat ing H i l l '  equation was pre-
ented u ing a S trang pl i t t ing method. Our computational re u l t  reveal that new the 
propo ed method i. efficient and imple to implement .  Using thi idea i t  i ant icipated 
that h igher order ymplectic method could be constructed by composit ion techniques 
wi th  the m idpoint ru le and Stormer-VerIet as the base method . Thi s  cla of methods 
could be developed to effic ient ly solve many problems i nvolv ing dynamical systems 
i n  general .  
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Appendix 
f u n c  i o n  Y - E u l e r E xp l i c i t ( ode f u n , t s pan , y O ) 
% 
% The f u n ct i o n  i mp l ement s t he f o rwa r d  E u l e r  me t hod o f  o r de r 1 .  
% 
h di f f ( t span ) ; 
i f  a n y ( s l g n ( h ( l » * h  <= 0 )  
e r r o r ( ' E n t r i e s  o f  T S PAN a re n o t  i n  o r de r . ' ) 
end 
y O  - y O  ( : ) ; % Make a c o l umn ve c t o r . 
neq = l e n g  h ( y O ) ; 
N - l e n g  h ( t spa n ) ; 
Y z e r o s ( n eq , N ) ; 
Y ( : , l ) = y O ;  
f o r  1 = 1 : N- 1  
Y ( : , i + 1 )  = Y ( : , i ) + h ( i ) * feva l ( ode f u n , Y ( : , i » ; 
end 
f u n c t i o n  Y Eu l e r I mp l i c i t ( ode f u n , t span , y O ) 
% 
% The f u n c t i o n  i mp l eme n t s t he I mp l i c i t  E u l e r  me t hod o f  o r d e r  1 .  
o "li 
g l ob a l  y o l d  h 
h = t sp a n ( 2 ) - t s p a n ( 1 ) ; 
y O  = y O ( : ) ; % Make a co l umn ve c t or . 
neq = l e n gt h ( y O ) ; 
N l e n gt h ( t span ) ;  
Y z e r o s ( ne q , N ) ; 
y o l d  = y O ;  
f o r  1 = 1 : N- 1  
y o l d  = mynewt o n ( @ J f u n_pend , y o l d ) ; 
Y ( : , i + l )  = y o l d ;  
e n d  
ret u r n  
f u n c t i o n  [ q , p )  S ymp l e c t i c Eu l e r ( dqdt , dpdt , t span , q O , p O ) 
% 
% Symp l e c t i c  E u l e r  f u n ct i o n , e xp l i c i t  met hod . 
% s o l ve s Hami l t o n ' s equat i o n s  dq/ dt = T '  ( p ) , dp / dt 
% 
neq = l e n gt h ( qO ) ; 
N = l e n gt h ( t span ) ; 
- V '  ( q )  
6-+ 
h d i f f ( t s pa n ) ; 
q z e r o s ( n e q , N ) i q ( : , l ) -qO ; 
p - z e r o s ( n e q , N ) ; p ( : , l ) =pO ; 
t o r  1 l : N - l 
p ( : ,  i + l )  
q ( : , i + l )  
p ( : , i ) + h ( l )  * f e va l ( dpdt , q ( : , i ) ) ;  
q ( : , i ) + h ( i )  * f e va l { dqdt , p { : , i + l ) ) ; 
e n d  
f u n c t l o n  [ G , dG ) 
g l oba l y o l d  h 
G l  x ( 1 ) - y o l d ( I ) + h * s i n ( x ( 2 ) ) i 
G 2 =x ( 2 ) - yo l d ( 2 ) - h * x { l ) ; 
G= [ G 1 ; G2 ) ; 
d G 1 d x 1 - 1 ;  
dG l dx 2  h * c o s ( x ( 2 ) ) ; 
dG2dx 1 - -h i  
dG2dx2 - 1 ;  
dG � [ dG l dx l  dG 1 dx 2 ; dG 2 d x l dG2 dx2 ) ; 
f u n ct i o n  x myn ewt on ( J f u n , x O , x t o l , f t o l , ma x i t , verbose , v a r a r g i n )  
% 
% new o n S y s  
% 
i f  n a rg i n  < 
i f  n a r g i n  < 
i f  n a r g i n  < 
i f  n a r g i n  < 
3 
4 
5 
6 
Newt on ' s me t hod f o r  s y s t ems o f  n on l i n e a r  equ a t i o n s . 
i semp t y  ( xt o l ) , 
i s emp t y  ( f t o l )  , 
x t o l  
f t o l  
5 e - 5 ; e n d  
5 e - 5 ;  e n d  
i sempt y ( max i t ) ,  ma x i t  = 1 5 ;  e n d  
l s empt y ( ve rbose ) ,  ve rbose = 0 ; e n d  
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xeps = max ( x t o l , 5 * eps ) i feps = max { f t o l , 5 * ep s ) ; 
i f  v e rbo se , f p r i n t f ( '  \ nNewt on i t e r a t i o n s \ n  k 
% Sma l l e s t  t o l s  a r e  5 * eps 
norm ( f )  n o r m { dx ) \ n ' ) ;  e. 
x = x O ;  k = 0 ;  
wh i l e  k < = max i t  
% I n i t i a l  gue s s  a n d  c u r r e n t  n umbe r o f  i t e r a t i o n s  
k = k + 1 ;  
[ f , J ) fe va l { J f u n , x ) i 
dx = J \ f ; 
x = x - dx ; 
% Re t u r n s  Jacob i a n  mat r i x  a n d  f ve c t o r  
i f  verbose , fpr i n t f ( ' % 3 d % 1 2 . 3 e  % l 2 . 3 e \ n ' , k , n o rm ( f ) , n o r m ( d x ) ) ;  e n d  
i f  ( n o rm { f )  < f e p s ) ( n o r m { dx )  < xeps ) ,  ret u r n ; end 
end 
w a r n i ng ( sp r i nt f { ' S o l u t i o n  n o t  f o u n d  w i t h i n  o l e r a n c e  a f t e r  %d i t e ra t i o n s \ n '  , k ) 
f u n c t i o n  F = pe n d r y )  
p=y ( 1 ) ; q=y ( 2 ) ; 
F = [ - s i n  ( q )  i P ) ;  
f u n ct i o n  o u t  
p=p { : ) ; 
o u t.  p ;  
f u n c � i o n  au - pend_pt ( q )  
q q ( : ) ;  
o u t  - - s i n  ( q ) ; 
f u n c  i o n  F = kepl e r ( y )  
p l -y ( 1 ) ; p 2 = y  ( 2 ) ; q l -y ( 3 ) ; q2=y ( 4 ) ; 
F [ q l / ( q l A 2 + q 2 A 2 ) A ( 3 / 2 ) ; - q 2 / ( q l A 2 + q2 A 2 ) A ( 3 / 2 ) ; p l ; p2 ] ; 
f u n c t i o n  o u t  = kep l e r_qt ( p )  
p 1 �p ( 1 ) ; p 2 =p ( 2 ) ; 
out - [ p l ; p 2 ] ; 
f u n c t i on out = k e p l e r_pt ( q )  
q-q ( : )  ; 
o u t  = -q . / ( q ' * q )  . A ( 3 / 2 ) ; 
% r u n_pe n d . m 
c l e a r  
c l o s e  a l l  
% T i me spa n . 
t = O : . 0 1 : 3 0 ; 
% I n i L i a l  c o n d i t i on s . 
p O = O ; q O = 0 . 7 ; y O = [ pO , qO ] ; 
% E u l e r  e xp l l c i t  
y l  = E u l e rE xp l i c i t ( @ pe n d , t , y O ) ; 
p 2 = y 1 ( 1 ,  : ) ;  q 2 = y l ( 2 , : ) ;  
H I  = 1 / 2 * p 2 . A 2 - c o s ( q2 ) ; 
% E u l e r  impl i c i t  
y 2  = E u l e r l mp l i c i t ( @ J f u n_pe n d , t , yO ) ; 
p 3 = y 2  ( 1 ,  : ) ;  q 3 = y 2  ( 2 ,  : ) ;  
H 2  = 1 / 2 * p 3 . A 2 - c o s ( q 3 ) ; 
% E u l e r  symp l ec t i c  
[ q l p l j =Eu l e r Symp l ecL i c ( @ p e n d_q , @pe n d_pt , t , qO , p O ) ; 
H 3  = 1 / 2 * p l . A 2 - c o s ( q l ) ; 
% p l o  r e s u l t s  
p l ot ( p2 , q2 1 ' r ' , / l i newidt h '  , 3 ) 
x l ab e l  ( '  p ' ) 
y l ab e l  ( '  q '  ) 
t i t l e ( ' e xp l i c i t  E u l e r ' ) 
p r i n t  -dep s c  p l . eps 
f i g u r e  
p l ot ( p 3 ( 2 : l e n gt h ( p 3 ) ) / q 3 ( 2 : l e ngt h ( q 3 ) ) l l r ' 1 ' l i n e w i d t h ' , 3 ) 
x l abe l ( '  p '  ) 
y l ab e l  ( '  q '  ) 
i t l e ( / imp l i c i t  E u l e r ' ) 
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p r i n �  deps c  p2 . e p s  
f I gu re 
plo ( p l , g l , ' r ' , '  l i n e w i dt h ' , 3 )  
x l abe l ( '  p '  ) 
y l abe l ( '  q '  ) 
t I t l e ( ' symp l e c  i c  E u l e r ' ) 
p r i n t  -depsc p 3 . e p s  
f i gu r e  
p l o  ( t I H I , l r ' , ' l i n e w i d  h ' , 2 )  
x l 'l.be l ( ' � ' ) 
y l a be l ( ' H ' ) 
i l e ( ' Con s e rva i o n  o f  e ne rgy : e x p l i c i t  E u l e r ' ) 
p r i n t  -depsc h l . e p s  
f i gu r e  
p l o t  ( t ( 2 : 1 e ngt h ( t ) ) , H 2 ( 2 : l e n g t h ( H 2 ) ) , ' r ' , ' l i n ewid h '  , 2 ) 
x l ab e l  ( '  ' )  
y l abe l ( '  H '  ) 
t i  l e ( ' Con s e rva i o n  o f  e n e rgy : imp l i c i t  E u l e r ' ) 
p r i n - -depsc h2 . e p s  
f I gu re 
p l ot ( , H 3 , ' r ' , '  l i n e w i dt h '  , 2 ) 
a x i s ( [ O 3 0  - 0 . 7 7 - 0 . 7 6 J ) 
x l ab e l  ( '  ' )  
y l abe l ( '  H ' ) 
t l t l e ( ' C on s e rvat i o n  o f  e ne rg y : s ymp l e c t i c  Eu l e r ' ) 
p r i n t -dep s c  h 3 . e p s  
% r u n_k ep l e r  
c l e a r  
c l o s e  a l l  
% T i me s p a n . 
t = O : . 0 1 : 1 0 0 ; 
% I n I t i a l c on d i t i o n s . 
p O = [ O , l J ; qO = [ l , O ) ; y O = [ pO , qO ) ; 
% Eu l e r  e xp l i c i t  
y = E u l e r E x p l i c l t ( @ k e p l e r , t , y O ) ; 
p l =y ( l , : ) ;  p2 =y ( 2 , : ) ;  q l = y ( 3 , : ) ;  q2=y ( 4 ,  : ) ;  
H I  = 1 / 2 *  ( p l . " 2 + p 2 . " 2 )  - 1 . / ( q l . " 2 + q2 . " 2 )  . " 0 . 5 ; 
% Eu l e r  symp l e c  i c  
[ v  u ) = E u l e r S ymp l e c t i c ( @ k ep l e r_qt , @ kep l e r_pt , t , qO , pO ) ; 
u l = u ( l , : ) ; u 2 =u ( 2 , : ) ; v l =v ( l , : ) ;  v2 =v ( 2 , : ) ; 
H 2  = 1 / 2 *  ( u l . " 2 + u 2 . " 2 )  - 1 . / ( v I . " 2 + v2 . " 2 )  . " 0 . 5 ; 
% p l ot: r e s u l t s  
f i gu r e  
p l o t  ( t ,  H I , ' r '  " l i n e w i dt h '  , 2 )  
x l abe l ( ' t ' ) 
y l abe l ( '  H ' ) 
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� i t l e ( ' C o n s e rva I o n  o f  energy : e x p l i c i t  Eu l e r ' ) 
p r i n t  -dep s c  h 1 _kep . e p s  
f i gu re 
p l ot ( t ,  H 2 , ' r '  " l i n e w i dt h '  , 2 )  
a x i s ( [ O 3 0  - 0 . 7 7  - 0 . 7 6 ] ) 
x l abe l ( '  t ' ) 
y l abe l ( '  H ' ) 
i t l e ( ' Con s e rvat i o n  o f  ene rgy : s ymp l e c t i c  Eu l e r ' ) 
a x i s ( [ O 1 0 0  - 0 . 5 0 0 2  - 0 . 4 9 9 8 ] ) 
p r i n t  -depsc h 2_kep . eps 
% Runge - Ku t t a  app l i e d  to H i l l ' s p r ob l em 
f u nct i o n  r k 4 5  = r u n ge k u t t a 4 5 ( e t a O , h , tma x )  
% Mat l ab ' s ODE 4 5 
g l oba l J A 
t i c ;  
% t  = [ O : h : t ma x ] ; 
e a i  - e t a O ;  
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Hi = 1 / 2 * n o rm ( e t a i ( 1 : 2 » � 2  - e t a i ( 3 : 4 ) ' * J * e a i ( 1 : 2 ) + 1 / 2 * e t a i ( 3 : 4 ) ' * A * e t a i ( 3 : 4 )  
% I nt e g r a t i on 
opt i o n s  = odeset ( '  Re I To l '  , l e - 2 2 , ' Abs T o l ' , [ 1 e - 2 2  1 e - 2 2  1 e - 2 2  1 e - 2 2 ] ) ; 
[ t , et a j = ode 4 5 ( ' ph i ' , [ 0 max ] , e t a O , opt i o n s ) ; 
H z e r o s ( l e ngt h ( t ) , 1 ) ;  
E z e r o s ( l e n gt h ( t ) , 1 ) ; 
f o r  j = 1 : l e n g t h ( t )  
e n d  
H ( j ) = 1 / 2 * n o rm ( e t a ( j , 1 : 2 » A 2 - e t a ( j , 3 : 4 ) * J * et a ( j , 1 : 2 ) ' + 1 / 2 * e t a ( j , 3 : 4 ) * A * et 
- 1 / n o rm ( e t a ( j , 3 : 4 » ; 
E ( j ) =  abs « H i - H ( j » / H i ) ; 
Emax = max ( ab s ( E » ; 
i n t t i me = t o c ; 
r k 4 5  = [ t  e t a  H E ] ; 
e n d  
% H i l l - S t o rme r 
c l e a r  
c l o s e  a l l  
t I C  
% P a rame t e r  set 
J [ 0  1 ; - 1 0 ] ; 
A [ - 2 0 ; 0 1 ] ; 
I eye ( 2 ) ; 
% I n i t i a l  dat a at t = O  ( s et A )  : 
p= [ O , O . 5 0 9 0 8 0 ] ; 
q- [ O . 5 0 9 0 8 , O l ;  
% P e r f o rm t he S t o rme r -Ve r l e  
t ma x - 3 0 i  
h � l O "  ( - 3 )  i 
t sp a n � O : h :  t ma x i  
N T  = l e n gt h ( t spa n ) i 
n e q  l e ngt h ( p )  i 
P - z e r o s ( ne q , NT ) i  
Q - z e r o s ( n eq , NT ) i 
H z e r o s  ( N T ,  1 )  i 
H ( l ) "'- O i  
L - [ 2  h i  -h 2 ]  i 
P ( : , l ) P i Q ( : , l ) =q i 
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me t hod 
% t he t i me l i m i t  
% t h e  s t ep s i z e 
% t h e  numbe r o f  s t ep s  
H ( l )  - 1 / 2 * n o rm ( P ( : , 1 } } " 2 - Q ( : , l ) ' * J * P ( : , l ) - Q ( l , l ) "' 2 + 1 / 2 * Q ( 2 , 1 ) " 2  - l / n o r) 
f o r  1 - l : NT - l  
e n d  
t o c  
P h  = 2 / ( 4  + h " 2 )  * L * ( P ( : , i )  - h / 2  * ( A * Q ( : , i ) + Q ( : , i )  / n o rm ( Q  ( : , i )  ) A 3 ) ) i 
Q ( : , i + l )  2 / ( 4 + h " 2 ) * L  * ( I + h / 2 * J ) * Q ( : , i )  + h * P h  ) i  
P ( : , i + l )  = ( I - h / 2 * J ' ) * P h  - h / 2 * ( A * Q ( : , i + l )  + Q ( : , i + l ) / n o r m ( Q ( : , 1 + 1 ) ) " 3 ) i 
% eva 1 u a  e Hami l t o n i a n  
H ( i + 1 )  = 1 / 2 * n o rm ( P ( : , i + 1 ) ) " 2  - Q ( : , i + l ) ' * J * P ( : , i + l )  - Q ( 1 , i + l ) " 2  + 1 / 2 * Q ( 2  
- 1 / n o rm ( Q  ( : , i + 1 )  } i 
H E ( i  1 )  = ab s ( ( H ( l ) - H ( i + l ) ) ) / H ( l ) i 
% s t rang sp l i t t i n g  
f u nc t i o n  S 2  = S p l i t t i n g2 nd ( et a O , h , t ma x }  
% 2 nd o rder s p l i t t i n g  
g l ob a l  J A L 
-c. i C i  
t = [ 0 : h : tmax ] i 
e t a i  = e t a O i 
H z e ro s ( l e n gt h ( t ) , l ) i 
E z e r o s ( l e n gt h ( t ) , l ) i 
% e t ao = z e r o s ( l e n gt h ( t ) , 4 ) i 
H i  = 1 / 2 * n o rm ( et a i ( 1 : 2 ) ) " 2  - et a i ( 3 : 4 ) ' * J * e t a i ( 1 : 2 ) + 1 / 2 * e t a i ( 3 : 4 ) ' * A * e a i ( 3 : 4 )  
- 1 / n o r m ( e t a i ( 3 : 4 ) ) i 
v = expm ( h / 2 * L )  i 
% I n t e g r a t i o n  
f o r  i = l : l e n gt h ( t )  
e t a 1  
e t a 2  
e t a i  
H ( i )  
ph i 1 ( e t a i , v ) i 
p h i 2  ( et a 1 , h )  i 
ph i l ( et a 2 , v ) i 
1 / 2 * n o rm ( e t a i ( 1 : 2 ) ) " 2  - e t a i ( 3 : 4 ) ' * J * e t a i ( 1 : 2 ) + 1 / 2 * e t a i ( 3 : 4 ) ' * A * et -
- 1 / n o rm ( et a i ( 3 : 4 » ; 
E ( 1 )  abs ( H i - H  ( i »  labs ( H i ) ; 
% e a o ( i , : ) = e a i ; 
e n d  
Emax - max i E ) ; 
fav mean ( E ) ; 
i n t t i me = t o c ; 
S 2  � [ h  Emax Eav i nt ime ) ; 
% S 2  [ '  e t a o  H E ) ;  
e n d  
f u n c t I o n  F 
F = v e t a ; 
e n d  
ph i l ( et a , v )  
f u n c  i o n  F = ph i 2 ( e t a , t )  
F - [ e  t a ( 1  : 2 ) - t * e t a  ( 3 : 4 ) I n  0 rm ( e t a  ( 3  : 4 ) ) A 3 ; e t a  ( 3  : 4 )  ] ; 
e n d  
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