How to turn a second-order cellular automaton into a lattice gas: a new inversion scheme  by Toffoli, Tommaso et al.
Theoretical Computer Science 325 (2004) 329–344
www.elsevier.com/locate/tcs
How to turn a second-order cellular automaton
into a lattice gas: a new inversion scheme
Tommaso To$olia ;∗ , Silvio Capobiancob , Patrizia Mentrastib
aElectrical and Computer Engineering, Boston University, 8 Saint Mary’s St., Boston, MA 02215, USA
bDip. di Matematica, Universit"a di Roma “La Sapienza”, USA
Abstract
In second-order cellular automata, the signals made available to the local transition function
include, besides the current state of a site’s neighbors, also the previous state of the site itself.
Some similarities had been noted, especially in physics simulations, between certain second-order
cellular automata and certain lattice gases.
Here we show how to construct, for any second-order cellular automaton, a lattice gas having
isomorphic functional behavior. (Paradoxically, this isomorphism of function is achieved by
compromising on the isomorphism of structure: namely, the group of translation symmetries of
the resulting lattice gas is coarser than that of the original cellular automaton.) The advantage
of our construction is that, while invertibility in cellular automata is not directly deducible from
the local map (indeed, it is in general undecidable), in the second-order case the invertibility
of the cellular automaton goes hand-in-hand with that of the corresponding lattice gas—and for
lattices gases invertibility is trivially decidable on the basis of the local structure.
From a physical viewpoint, our construction illustrates a trade-o$ between two ways of achiev-
ing a “force” of a given range. In a cellular automaton, multiple copies of a signal are made and
distributed in parallel to several sites, explicitly providing the desired fanout width. In a lattice
gas, with our construction, one can let a single signal serially service a number of sites along an
appropriate spacetime route. The latter method is better suited to a nondissipative implementation
of the dynamics.
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1. Introduction
To undo a reversible process, intuitively all one has to do is
perform the inverse operations in the reverse order: (1)
This is one of those fortunate situations in mathematics where the informal recipe is so
simple and clear that little needs to be added for a formal prescription (see Section 4
for the systems of interest to us). 1
Unfortunately, the way certain dynamical systems are customarily presented 2 —and
what we have in mind is cellular automata—makes it e$ectively impossible, even if
the system is invertible, to use the above recipe as a mean to automatically derive the
system’s inverse dynamics (thus allowing one to “run the system in reverse”) or, if the
recipe turns out to be inapplicable, to conclude that the system is not invertible. What’s
worse, such a way of presenting a system makes it diFcult to recognize conservation
laws and similar properties that are intimately tied to the invertible nature of the
system and that would become immediately manifest if the system were given a more
appropriate presentation. For the same reasons, it also makes it hard to separate essential
and accidental sources of dissipation, which instead is essential if one seeks an eFcient
physical implementation [8].
This is especially the case for second-order cellular automata [17]—of which one of
the best known is the Ising spin model of ferromagnetism (cf. [14]). Though certain
similarities of behavior between speciJc second-order cellular automata and speciJc
lattice gases had been noticed (cf., for example [3,16]), no deJnite correspondence
rules between the two classes of systems has yet been proposed. In this paper we give
an explicit construction for transforming second-order cellular automata into lattice
gases. In the latter, invertibility is a structurally manifest feature; thus, either the
inversion scheme (1) becomes immediately applicable—with all the advantages which
that entails—or the original cellular automaton was not invertible in the Jrst place.
1 Incidentally, students always get a kick from seeing the professor go directly from
y =
2a− 1
1 + 3
√
x2 − 4 to x = ±
√(
1
/
y
2a− 1 − 1
)3
+ 4;
thus solving for x in a single pass. Of course the professor will start with y and undo one-by-one—beginning
with the last—the operations that had led from x to y.
2 A presentation—of a group, an algebraic structure, a dynamical system—is a deJnition of it by means
of a structural description (“how it can be constructed”), as contrasted to a functional description (“what it
does”). A group, for example, may be presented by means of generators and relations; the latter may be
Jnite in number even if the group is inJnite. By taking advantage of the regularity and locality of certain
topological dynamics, cellular automata manage to provide a Jnite presentation for systems that have an
uncountable global state set.
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2. Preliminaries
For most general concepts and terms used here, please refer to [17]; the present
section provides some additional prerequisite material. The substantial part of the paper
begins with Section 3.
2.1. Computation as function composition
Computation is the exercise of function composition in a context where the set
of building blocks—interaction and transport primitives—is speciJed once and for
all, so that the originality of the composition lies not in the introduction of novel
components but in obtaining the desired behavior by using only certain given Jnite
primitives (though each in as large a number of occurrences as desired). In brief, what
is constrained is not the number of elements to be used but only their kind.
Conventional notation introduces an asymmetry between function inputs and outputs,
in as much as it makes it easy to separately list the arguments of a function of many
variables, such as in u=f(x; y; z), but makes it awkward to notate a function whose
result is a collection of many variables.
Here we shall routinely deal with functions f :X →Y in which both the domain X
and the codomain Y are Jnite Cartesian products of Jnite sets, 3 namely, X =X1×X2
× · · ·×Xh and Y =Y1×Y2× · · ·×Yk , so that the mapping x → f y takes the form
(x1; x2; : : : ; xh)
f→(y1; y2; : : : ; yk): (2)
In other words, the result of f as well as the argument may be an ordered collection
of variables rather than an individual variable.
It will be convenient to express the above mapping in graphic form as
(3)
The mapping itself can be thought of as an equation relating its input and output
variables. A system of n simultaneous equations will be expressed by combining n
diagrams like (3) into a function composition graph, i.e., a directed graph in which each
arc represents a variable (or “signal”) and each node represents a function (or “event”).
For example, the system{
(x; y)
f→ z
(x; z; r)
g→(x; s)
(4)
3 None of these will be singletons.
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Fig. 1. (a) A cellular automaton; note the fanout nodes. (b) A lattice gas; note that the “amount of state”
that enters and leaves an event is the same.
will be written as
(5)
Note the appearance in (5) of a fanout node for x—a function that takes x as an
argument and returns several copies of x as a result. This node is not speciJed by an
explicit equation in (4), but arises from the fact that x appears there as an argument
in two places.
Owing to the sequential (or, more generally, concurrent) nature of computation, the
function-composition graphs that we shall use here are all, unlike that of (5), acyclic—
i.e., the future does not loop back to a$ect the past. Therefore, the composition induces
a partial order among signals: signal y is later than x if there is directed path from x
to y in the graph.
2.2. Cellular automata and lattice gases
Cellular automata and lattice gases are inJnite function-composition schemes that
display enough regularity in spacetime to admit of a Jnite description. That is, the
system is invariant under a free Abelian group of spacetime translations, and the
“quotient” of the system with respect to this group is a Jnite structure—which can be
thought of as the “unit cell” of a computational “crystal” (cf. [11]).
The free Abelian group itself provides a system of orthogonal space-time coordinates,
specifying the site and the time of each repetition of the unit cell—and thus of the
dynamical variables (the local state) therein contained. The set of variables associated
with each time t (cf. Fig. 1) collectively form the global state or conguration of the
system at time t.
Lattice gases are distinguished from cellular automata by obeying a further discipline,
which we may call signal conservation. Namely,
• At each node of the function-composition scheme, the cardinality (or “size”) of the
output set Y1×Y2× · · ·×Yk (cf. (5)) equals that of the input set X1×X2× · · ·×Xh.
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• Any signal can be used only once as an input to a node; in other words, fanout
(see (5)) is not allowed. 4
The di$erence between a lattice gas and a cellular automaton is captured in essence
by Fig. 1, which displays side-by-side the time evolution of a three-neighbor cellular
automaton and a three-signal lattice gas, both one-dimensional.
Even though there is much in common between the two paradigms, there are also
nontrivial di$erences of substance—and these are of course reinforced by di$erent
usage patterns. Overall, cellular automata are preferred for phenomenological models
of dissipative systems, where much of the microscopic detail is either poorly known
or irrelevant and the emphasis is on macroscopic behavior. On the other hand, lattice
gases are the models of choice when one is interested in a strict accounting of physical
resources (e.g., energy, momentum, particle species) or, more generally, strict account-
ing of information. Perfect conservation of information is tantamount, of course, to an
invertible dynamics.
A cellular automaton is deJned to be invertible if the mapping from the global
state at time t to that at time t + 1 is invertible, and likewise for a lattice gas. As
suggested by Fig. 1, the global state consists of the collection of signals intercepted
by the dotted line at a given time; note that in frame (b) each site contributes several
signal components.
Invertibility is thus a functional feature of the global dynamics, meaningful for an
abstract dynamical system independently of the speciJc “circuit diagram” that may
implement it (the “wires” and “gates” between t and t + 1), and is not obviously
reducible to local structural features in the case of cellular automata [9,6]. On the
other hand, it is well known (this is no more and no less than recipe (1); cf. [17])
that a lattice gas is invertible if and only if each node (the local function g in Fig. 1)
is invertible. We may term the latter property ‘structural invertibility’.
Structural invertibility in lattice gases is an extremely productive resource in con-
structions and proofs. Notable examples can be found in the work of Margolus (e.g.,
[11]), Morita [12,13], Durand-Lose [5], and a number of authors in [1].
We must mention that the converse of the problem addressed in this paper, namely,
the conversion of a lattice gas to a functionally isomorphic cellular automaton, is always
possible and indeed trivial—as one might expect since in that conversion one no longer
has to obey the signal-conservation constraint.
2.3. Coarser crystals
It will be convenient to include among cellular automata and lattice gases structures
that are not uniform all the way down to the node level. That is, we will allow function-
composition lattices whose primitive unit cell (using standard crystallographic parlance)
comprises any Jnite number of nodes (Section 2.1)—not just one. For example, we
4 This second proviso is actually redundant, since it is a consequence of the Jrst, but is explicitly stated
here for sake of clarity. In fact, fanout is a function of the form f :X →X n with n¿1, where clearly
|X |¡|X n|.
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Fig. 2. A cellular automaton in which two kinds of nodes, f and h, alternate in a regular way, yielding a
primitive unit cell (dashed) consisting of two nodes.
Fig. 3. A second-order cellular automaton. The dashed signals carry second-order information.
shall admit as a cellular automaton a structure like that of Fig. 2—similar to Fig. 1a
but with two transition functions alternating in a regular way.
The concept of neighborhood is naturally extended from sites consisting of a single
node to primitive unit cells consisting of a number of nodes. That is, primitive unit
cell u is a neighbor of primitive cell v if any of the nodes in u is a neighbor of any
of the nodes in v.
2.4. Second-order cellular automata
A recurrence scheme involving a time index t is second-order if it formally expresses
the next state of a variable q as a function not only of its current state but also of its
previous one, i.e.,
qt+1 = f(qt ; qt−1): (6)
An analogous relation can be speciJed for a spatially distributed variable qx, e.g.,
qx;t+1 = f(qx−1;t ; qx;t ; qx+1;t ; qx;t−1); (7)
where, besides the current state of the variable qx;t itself, we provide that of its spatial
neighbors. The latter scheme corresponds to the second-order cellular automaton of
Fig. 3 (to be compared with the ordinary cellular automaton of Fig. 1a; cf. [17]).
Note that the global state of the second-order cellular automaton at time t (i.e, the
collection of variables intercepted by the dotted line labeled t in Fig. 3) includes the
second-order information, represented by the dashed signals.
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Fig. 4. (a) Conditional transformation. (b) A variant conditional transformation in which the control signal
“passes through” and reappears unchanged as an output.
2.5. Conditional transformations
A transformation is a mapping of a set into itself. An invertible transformation is
called a permutation.
In computation, frequent use is made of devices that have distinguished “data” and
“control” lines, and transform the data signals in di$erent ways according to the value
of the control signals. 5 Canonical examples of such devices are the NAND gate, 6 the
Fredkin gate [8], and the so called “To$oli gate” used in quantum computation [15,2].
Given an arbitrary two-argument function f : I ×X →X , for each i∈ I consider the
transformation Fi :X →X deJned by
Fi(x) = f(i; x): (8)
Clearly, the collection {Fi} indexed by i∈ I is equivalent to f itself. (Intuitively,
we are treating the table that deJnes f as a collection of subtables Fi, one for each
possible value of the argument i.) We shall call such a collection of transformations a
conditional transformation, with i the conditioning signal.
For each conditional transformation of the form of Fig. 4a one can construct a variant
form (Fig. 4b) in which the control signal “passes through” and reappears unchanged as
an output. The latter form is particularly useful when invertibility or signal conservation
are an issue [8,2].
When several control signals i1; i2; : : : ; in are present, it will be convenient to represent
the conditional transformation of Fig. 5a in the more compact form of Fig. 5b (as used,
for example, in Figs. 8 and 9).
2.6. Conditional permutations
If for each collective value i= 〈i1; i2; : : :〉 of the control lines the function Fi(x)=
f(i; x) is a permutation, then the conditional transformation will be a conditional
permutation. In this case, the circuit encompassed by the dashed box in Fig. 6 can be
treated as a single invertible node—a generalization of the “To$oli gate” of [15].
In this context, the notation of Fig. 6 or, even more simply, Fig. 5b, is especially
convenient. In fact, for a signal-conserving (Section 2.2) circuit where all interactions
5 The very word gate originally denoted a device that would either pass a pulse through a wire or block
it, depending on the ON/OFF value of a separate control wire.
6 Though NAND’s two inputs are logically symmetrical, one of them usually plays the role of control
signal.
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Fig. 5. When several control signals are present, it may be convenient to represent the conditional transfor-
mation of (a) in the more compact form (b).
Fig. 6. When the function f is invertible for each value of the control lines, the circuit enclosed by the dashed
box, which performs a conditional permutation, can be treated as a single invertible gate—a generalization
of the so-called “To$oli gate”.
are conditional permutations notated in the present way, the diagram of the circuit
performing the inverse function is identical to that of the original circuit, provided that
all occurrences of an arrow are interpreted as occurrences of an inverse arrow and all
occurrences of ‘f’ are likewise interpreted as representing f’s inverse, f−1.
3. Second-order cellular automata are reducible to lattice gases
It turns out that many dynamical systems which, because of their conservative na-
ture, conceptually belong to the second class of applications mentioned at the end of
Section 2.2—and thus would be expected to be modeled as lattice gases—are instead
routinely formulated as cellular automata, albeit of a special kind—namely, second-
order. There are practical as well as historical reasons for that. Nonetheless, there are
occasions where it would be desirable, perhaps for convenience of analysis or compu-
tational eFciency, to see those system formulated, if at all possible, in terms of lattice
gases.
Presently we will show how to turn an arbitrary second-order cellular automaton into
an equivalent lattice gas—that is, a lattice gas specifying an isomorphic dynamics.
We remind the reader that, strictly speaking, cellular automata and lattice gases are
not dynamical systems per se, but Jnitary presentations of certain dynamical systems
that, though inJnite, exhibit a high degree of uniformity. The same dynamical system
may have di$erent presentations both in the form of cellular automata and of lattice
gases.
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One should also keep in mind that, when the literature speaks of cellular automaton
A “simulating” cellular automaton B, what is usually meant is that B is embedded in A:
that is, B is isomorphic to a proper subsystem of A. In order to simulate B, system A
typically makes use of “more resources”—typically a larger state set—than B itself. 7
Finally, automaton A may simulate only certain aspects of B, that is, it may describe a
system that is properly homomorphic to B. For example, [3] discusses a lattice gas that
faithfully reproduces the behavior of a second-order cellular-automaton Ising spin model
except for one overall bit (which decides which direction is ‘up’ and which is ‘down’).
Thus, that simulation is only homomorphic—though there the lossage is minimal. At
the same time, that lattice gas subjects the intersite bonds to fewer constraints than
an Ising spin model (and in fact it uses twice as many variables as needed by that
model), and can therewith simulate a more general system called a spin glass. In this
case, system A is in some sense both “less” and “more” powerful than B.
Unlike the above simulations, the construction in the proof of the following theorem
leads to strictly isomorphic dynamical systems. That is, there is a one-to-one corre-
spondence between the global state at time t of the second-order cellular automaton
and that of the corresponding lattice gas, and this correspondence is preserved as each
system evolves in time according to its own dynamics.
Theorem 1. An arbitrary second-order cellular automaton can be rewritten as a lat-
tice gas having isomorphic behavior.
Proof. (i) Scope of the theorem. As stated, the present theorem applies to cellular au-
tomata in any number d¿1 of dimensions. Since our construction only spans a single
time step (the transition from time t to time t + 1), it can be used even if the cellular
automaton’s transition function changes arbitrarily from step to step, i.e., the dynam-
ics is time-dependent. Finally, as explained in Section 2.3, the cellular automaton’s
primitive unit cell need not consist of a single node.
(ii) Use of a su;ciently generic example. For simplicity of exposition, here we shall
illustrate the construction of the target lattice gas by means of a generic one-dimensional
example with a primitive unit cell consisting of a single node. Generalizing this example
to a larger unit cell and an arbitrary number of dimensions is straightforward, as
explained at the end of the proof.
(iii) Nature of the correspondence. Let us begin by briePy describing what kind of
correspondence we intend to establish between cellular automaton and lattice gas, and
how this correspondence will be preserved by the dynamics. Let a block be a par-
allelepiped consisting of n1× n2× · · ·× nd primitive unit cells, large enough to com-
pletely contain a primitive unit cell and all of its neighbors, and let N =pn1 · · · nd be
the number of nodes contained in the block (where p is the number of nodes in a
primitive unit cell). Consider a tiling of the cellular automaton by identical such blocks.
The target lattice gas will be periodic in space with the periodicity of those blocks;
within each block it will contain one node for each node of the cellular automaton.
7 For an analogy, consider that an ordinary computer may easily simulate a 4-bit counter. Of course, a
much larger number of memory bits are used for the program that speciJes the counter’s behavior.
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Fig. 7. Original second-order cellular automaton. This example is in one dimension and has three neighbors
per site (“left”, “center”, and “right of right”)—besides an input from the previous time, indicated by a
dashed line. The signal labels ‘; m; n; : : : ; s are to be matched with those of Fig. 9.
Those N nodes will not be updated all at once at each step; rather, during one step
of the cellular automaton the lattice gas will go through N microsteps or stages, and at
each stage will update only one of the N nodes, in a sequence that is identical for all
blocks. Hence, the primitive unit cell of the lattice gas will span a block in space and
a step in time. The function computed by each lattice gas node will be the conditional
transformation (of a form analogous to Fig. 5b) associated with the transition function
of the cellular automaton’s corresponding node; this will yield the required isomorphic
behavior.
(iv) Structure of the example. Consider the second-order cellular automaton of
Fig. 7, having neighborhood (−1; 0;+2). Though this neighborhood consists of only
three elements, it spans four sites, since there is no neighbor at the intervening site
+1; we will consequently choose as a block a group of four consecutive sites. (We
deliberately chose for the example a neighborhood with no neighbor at o$set +1 to
stress that, though the n1× · · ·× nd block must be of size suFcient to contain the
neighborhood, the latter need not completely Jll it.)
In Fig. 7, circles indicate occurrences of the transition function f. The state at each
site consists of two signals, namely the signal currently being produced by f and
an accompanying signal (dashed) produced one time step earlier; this is the signal
that qualiJes the cellular automaton as “second-order”. The dotted line in that Jgure
intersects the current state and the previous state of each site as of time t. (The global
state of the automaton at time t is of course but the inJnite collection of such local
states.)
(v) A cosmetic step. As a Jrst step of the construction we will make a merely cos-
metic refurbishing of the cellular automaton. In Fig. 8, the transition function, viewed
as a conditional transformation which, when applied to the dashed signal (“previous
state”), returns the new state, has been replaced by a variant in which the control
signals “pass through” (as in Fig. 5b). After that, the control signals are carried no
further (crosses denote “dead ends”).
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Fig. 8. Cosmetic revamping of the cellular automaton. The transition function is explicitly notated as a
conditional transformation acting on the signal from the previous step (dashed). The conditioning signals are
passed through a node and appear as outputs, and then are dumped.
Observe that, in order to simultaneously show to the three neighbors the new state
produced by each node, three extra copies are made of it; after they have been seen,
these copies are dumped. One might wonder whether an alternative, less wasteful trans-
mission scheme is possible. Could one keep a single instance of the new state and show
it sequentially to the neighbors?
Such sequencing must of course be compatible with the partial order of events in
the original cellular automaton. It turns out that the sequential approach just suggested
is not feasible for a generic cellular automaton, as it could lead to inJnite regress, but
becomes possible in a second-order one, owing to the greater timing slack available
there.
(vi) The essential step. A “serial neighborhood” arrangement that exploits this slack
is shown in Fig. 9. In that construction, we tile the cellular automaton into blocks of
four sites (N = n1 = 4 in the present example) and within each block we assign to the
four nodes the numerical labels 0, 1, 2, and 3 and stagger the nodes themselves along
the time direction in that order, so that a computation that was formerly carried out
all at once is now distributed over four distinct moments or stages. With reference to
Fig. 9, consider the data output of a node labeled 0. To maintain the same behavior as
the original cellular automaton, at the next iteration of the dynamics this output must
be routed to the left-of-left, center, and right neighbors (cf. the fanout nodes of Fig. 7).
Of these, the center is the Jrst to be available, since it has been assigned to stage 0
in the schedule.
The next available neighbor, at stage 1, is the right one; Jnally the left-of-left neigh-
bor is available at stage 2. After this, the data signal has been shown as a control signal
to all the relevant neighbors and is ready to be subjected to a new conditional trans-
formation at the next iteration of the dynamics.
That took care of the signal coming out of node 0. A signal coming out of a
node labeled 2, say, may have to touch the left-of-left, center, and right neighbors
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Fig. 9. In this “serial neighborhood” arrangement, the new-state signal produced by one node is sequentially
shown to three other nodes during a time interval corresponding to a cellular automaton step, and then
subjected to a conditional transformation at the following step. The labels ‘; m; n; : : : ; s match signals in this
Jgure with those of Fig. 7.
in a di$erent order than the above, as shown in the Jgure. What matters is that the
four neighbor positions within the block (left-of-left, left, center, and right) are by
construction assigned to di/erent stages and thus all have a chance to be serviced
(as neighbors) by this control signal. It is easy to verify that our construction guarantees
this availability for any number of dimensions and size of blocks.
In essence, in the “serial neighborhood” arrangement of Fig. 9, the new-state signal
produced by one node is sequentially shown to three other nodes during a time interval
corresponding to a cellular automaton step, and then subjected to a conditional trans-
formation only at the following step. Within a step, the precise moment at which a
site sees its neighbors and accordingly updates its state variable is irrelevant, since the
operation only needs to be completed some time after the previous step and before the
next step. The schedule by which a signal is shown to its neighbors is di$erent for
the di$erent sites of a four-site block, so as to allow each conditional transformation
to receive all its conditioning signals at the same time.
(vii) Functional isomorphism. Note that, in the scheme of Fig. 9, a space-like cross-
section spanning one block (four consecutive nodes), indicated by a dotted line in the
Jgure, intercepts exactly eight signals, whose contents is identical to that of the eight
signals (four solid and four dashed) of the second-order scheme of Fig. 7. (The signals
in Fig. 9 have been labeled ‘; m; n : : : ; s for cross-reference with Fig. 7.) The functional
dependence between signals at times t − 1; t; t + 1 remains unchanged in going from
the scheme of Fig. 7 to that of Fig. 9, and in this sense the signals of the cellular
automaton and of the lattice gas obey identical recurrence relations (as of integral
times; no attempt is made to interpret the lattice gas signals in terms of the cellular
automaton during the four intermediate stages), and thus describe isomorphic dynamics.
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(viii) General case. The construction in the general case is substantially identical to
that outlined above. Once the number N =pn1n2 · · · nd has been determined and the
nodes within a block have been arbitrarily numbered 0; 1; : : : ; N−1, nothing in the given
construction needs to make explicit use of the dimensionality of the array, the size of
the primitive unit cell, or the function computed by each node.
4. Invertibility considerations
As mentioned in the Introduction, questions of invertibility represent a major mo-
tivation for the present research. Remarkably, it is in general undecidable whether a
given cellular automaton is invertible, i.e., whether its global transition function 8 is
an invertible function. (After remaining unanswered for a couple of decades, this issue
was Jnally settled by Kari [9] in 1990.)
However, second-order cellular automata clearly represent a privileged class, since,
as we shall see in a moment, for them invertibility is decidable. In fact,
Theorem 2. A second-order cellular automaton is invertible if and only if its local
transition function is a conditional permutation of the previous state of the cell,
arbitrarily parameterized by the current states of its neighbors.
Proof. If the isomorphic lattice gas obtained by means of the construction in the
proof of Theorem 1 is invertible, by construction each of its nodes is a conditional
permutation, and such is the corresponding node of the cellular automaton. Conversely,
if the nodes of the second-order cellular automaton are conditional permutations, then
the corresponding lattice gas is by construction invertible.
Corollary 1. For second-order cellular automata, invertibility is decidable.
Thus we have an e$ective way for telling whether a second-order cellular automaton
is invertible. Nonetheless, as we shall presently explain, Kari’s theorem still exacts a
modest toll.
In 1990, one of us conjectured [17] that if a cellular automaton C is invertible then
it must have an isomorphic realization as a lattice gas L (in other words, its global
invertibility must be explainable in local terms). This conjecture was proved initially
by Kari [10], in 1996, for the one- and two-dimensional cases, and then by Durand-
Lose [7], in 2001, for an arbitrary number of dimensions. The only way Durand-Lose’s
theorem can be reconciled with Kari’s earlier undecidability theorem is if the above
realization L, though it exists, is not, in general, e$ectively constructible.
Now, the size of the blocks in Durand-Lose’s simulation depends (at least in the
general case) on the neighborhood range of both the local map of the cellular automaton
and that of its inverse, and, according to [4], there is no recursive function which, given
8 The mapping from global states to global states induced by the local map—cf. [17].
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Fig. 10. (a) Conventional way for a variable q to exert its inPuence at di$erent places. Several copies of
the variable are made, broadcast, and immediately discarded after use. (b) In the sequential approach, the
variable bodily threads its way through its neighbors before being reprocessed itself.
the neighborhood range of a cellular automaton, provides an upper bound for the range
of its inverse.
Thus, Durand-Lose’s theorem does not demand that the spacetime group of L must
be the same as that of C. In fact, L may well be a subgroup of C, with a quotient
that, though Jnite, may be arbitrarily large: the repetition pitch of the lattice-gas crystal,
though a Jnite multiple of that of the original cellular automaton, need not be e$ectively
computable. As we have seen, in the special case of second-order cellular automata
the “pitch” of the matching lattice gas is indeed coarser—in fact, the unit cell of the
latter has a volume k =N=p times larger that of the unit cell of the former—but in
this case we have an e$ective bound on k since, according to our construction, k is a
simple function of the cellular automaton’s neighborhood size.
Let us remark that the isomorphic lattice gas we obtain starting from an invert-
ible second-order cellular automaton is not any odd lattice gas, but one whose nodes
are all conditional permutations. And it turns out that conditional-permutation “gates”
are among the most convenient primitives for synthesizing or analyzing computational
structures (as can be gleaned from common practice in physics modeling [16], classi-
cal and quantum [2] computation, cryptography, etc.). This “advantage”, however, is
not so much a merit of our construction as the very reason why the construction is
possible. In fact, it is the second-order structure that automatically yields—as Fig. 8
shows—a conditional transformation at each node of the cellular automaton.
5. Discussion
From an intuitive viewpoint, the construction presented in this paper shows an al-
ternative way for the state variables of a spatially-extended dynamical system to exert
their inPuence on other state variables—in other words, for the transmission of “forces”.
The “naive” way for a variable q to exert a remote inPuence on other variables is to
make several copies of itself and “broadcast” these copies to the desired remote sites,
as illustrated in Fig. 10a (and as routinely done in most numerical computation). In the
alternative way discussed here, the variable itself sequentially visits those remote sites,
“threading” its way through spacetime as in Fig. 10b. In computer-science terms, though
this methods requires more sophisticated scheduling and register allocation, it saves one
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the hassles (cache consistency, garbage collection, and all that) of managing duplicated
information. This is particularly valuable if one is interested in writing programs that
can be reversed.
However, this threading approach is feasible only if the variables’ updating schedule
represented by the cellular automaton algorithm is not as tight as possible, but leaves
a certain amount of “slack”. It turns out that the second-order discipline, reminiscent
of leap-frogging (one person hops while the other stays stationary and acts as a pivot;
the roles are then reversed) is able to provide the necessary slack, as explained in step
(vi) of the proof of Theorem 1.
Among the prices to be paid for the advantages of the threading scheme (beside the
need for the above slack) are
• A greater extent of serialization. Though the number of atomic processing events
remains the same, they are rearranged so that bunches of N of them (in terms of
Theorem 1) are strung serially instead of being executed concurrently.
• A coarser crystalline structure. Though the function performed by the alternative
network has the same spatial periodicity as the original one, its structure has a
coarser periodicity. In other words, to obtain the same result, di/erent algorithmic
sequences are used at di$erent places.
The above considerations may have some relevance to the mathematical modeling of
physical interactions by discrete algorithms. After all, following Newton and Lagrange,
the fundamental processes that underly physical dynamics are presumed to obey a
second-order discipline.
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