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Abstract 
To improve our understanding of the fluid physics related to micro air vehicles (MAVs), 
the current work investigates the low chord Reynolds (Re) number, between 102 and 103, 
fluid physics of a 2D flapping airfoil via direct numerical simulation and surrogate 
modeling. Addressed are the impacts of kinematic parameters and Re number under 
freestream/hovering conditions. The kinematic parameters include plunging amplitude, 
angular amplitude, and pitching/plunging phase angle. Composite surrogate models are 
constructed and global sensitivity evaluations of these variables are analyzed. Wake 
capture, delayed stall, and interaction with a jet-like flow feature all influence the 
performance of the airfoil. It is found that the plunging amplitude and reduced frequency 
play a surprisingly small role in determining the airfoil performance in the design space 
examined. Interestingly, in normal hovering studied here, the kinematic variables are 
largely uncoupled, and while the aerodynamics are complex, that the cumulative effect can 
be largely explained with a linear superposition of individual influences. Furthermore, 
delayed stall and the jet interaction exhibit major influence on the overall lift. As expected, 
the kinematics requiring the least amount of power occurred at high angular amplitudes, 
with minimum delayed stall  and angle of attack  at the maximum translational velocity 
(Φ=90).   
I. Nomenclature 
CD  =  drag coefficient 
CL  =  lift coefficient 
CL, vis =  viscous component of the lift coefficient 
 c  =  chord length 
 D  =  partial variance 
dt  =  timestep 
f  =  frequency of oscillation 
h  =  translational position 
ha  =  plunging amplitude 
k  =  reduced frequency 
Lref  =  reference length 
MAV =  micro air vehicle 
N  =  number of design variables 
Preq  =  power required 
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p  =  pressure 
PRESS=  prediction sum of squares; a measure of the cross validation errors  
Re  =  Reynolds number 
T  =  period of oscillation 
t  =  time 
Umax =  maximum velocity 
Uref =  reference velocity 
u  =  velocity 
α  =  angular position 
α0  =  initial angular position 
αa  =  angular amplitude 
ν  =  kinematic viscosity 
ρ  =  density 
Φ  =  phase lag 
< x > =  time averaged value of x 
 
II. Introduction 
he term micro air vehicle generally refers to a vehicle whose maximum dimension is less than 15cm1. The three 
broad classifications used to distinguish them are: (i) the fixed wing variety1, which has been successfully 
designed and flown with a maximum dimension of  smaller than 10 cm and operates at the chord Reynolds number 
of 104-105;  (ii)  the rotor based models which roughly resemble helicopters2; (iii) the flapping wing family, inspired 
by behaviors seen in nature3. While the flapping wing concept can be adopted for larger flyers; a main interest in 
MAVs is for smaller flyers of several cm or less and the chord Reynolds number between 102-104. Various 
aerodynamics and fluid-structure interaction aspects relevant to MAVs can be found in a number of publications, 
e.g., Refs. 3-11. To achieve the performance goals necessary to realize flapping wing vehicles of robust 
performance, further progress in understanding and manipulation of the flow physics will be needed as will guiding 
principles to help in design of proper wing kinematics. 
T 
 While the ultimate goal of this line of research seeks the 3D kinematics yielding the best performance for 
flapping wings with varying sizes, frequency, structural complexity, and capable of handling forward flight, 
hovering and wind gust scenarios, the immediate task presented in this study is to better understand the interaction 
and effects of the unsteady flow mechanisms and compare potential kinematic combinations with the use of 
surrogate models. There has much progress made related to these interests. Reynolds number effects have been 
examined previously, e.g., Ref 12, and one such consequence, the asymmetric forward and back stroke, is seen in 
the current context as a consequence of interactions with the jet like flow feature present. The sinusoidal hovering 
kinematics utilized here have been used in former studies as well (see Refs 13 and 14), and yet there are still 
questions even in the simplified 2D domain. What constitutes “good” kinematics? This is a context specific 
question, e.g., the measure of merit may be lift, but then the next relevant question is why, and at what cost (power 
consumption). Why are certain combinations of variables better than others and can any general trends be stated? 
This is merely a starting point. After a stronger foundation has been set other aspects can be addressed. Transitional 
effects13 are relevant at Reynolds numbers seen by MAVs and are one of the open challenges in the field. The 3D 
effects at relatively low aspect ratios are quite important. The traditional wing tip vortices14 are present but there are 
also highly complex flow field interactions which can be seen in Refs 15 and 16 for computations of a flapping 
hawkmoth. All of these are possible avenues that can be eventually integrated into the current framework. Here we 
build upon the aspects pertaining to 2D hovering. Relevant studies here have been steadily increasing for quite some 
time, early numerical computations can be found in Ref 17 and experimental work later performed in Ref 18. 
 Surrogate modeling is one of the optimization methodologies used in engineering environments. Ref 19 presents 
an overview and highlights the strengths and issues in using surrogate based analysis while Ref. 20 specifically 
addresses shortcomings of the experimental designs. Surrogate modeling provides an efficient method for mining 
information from limited data sets which is usually expensive, be it in computational or experimental costs. 
Examples of engineering applications include shape optimization using response surfaces21 as well as other 
surrogate models22 in the design of rocket injectors and supersonic turbines23. It is seen that alternatives to gradient 
based optimizations are needed, and these examples provide empirical evidence of the utility in using surrogate 
models. In the present study, they are used to get an idea of how the design space behaves away from the known 
data points. Not only does this help clarify the general trends, but when the design of experiment (DOE) is done 
properly, the result is more efficient use of computational resources. 
 This study starts with a verification exercise and then moves to the kinematic consequences on the unsteady 
flight mechanisms. Namely, delayed stall, largely resulting from the leading edge vortex (LEV), wake capturing 
techniques, and a persistent interaction with a jet-like flow feature will interact and greatly influence the wing’s 
aerodynamic performance. The scope of the present investigation is restricted, and various simplifications were 
made in the analysis in order to develop a methodology for quantitatively assessing a design variable’s impact. The 
airfoil is taken to be an ellipse with 15% thickness, while the kinematics are 2D and restricted to limit the degrees of 
freedom. The normal hovering motion used is confined to sinusoidal plunging in one dimension and sinusoidal 
pitching motions. A main effort is to build a framework for classifying the fully 3D unsteady aerodynamics; these 
simplifications provide a logical stepping stone in that direction. This leaves three degrees of freedom which are 
systematically probed with the aid of computational fluid dynamics (CFD) simulations along with the surrogate 
modeling and sensitivity analysis tools. The time averaged lift coefficient, <CL>, and power required are used as the 
objective functions for the normal hovering cases without freestream whereas <CL> and its viscous component 
<CL,vis> are used in the freestream cases. Note that while the surrogate modeling technique is borrowed directly from 
the optimization community, the current purpose is to probe the flow physics and not necessarily find an optimal 
design. 
III. Approaches and Tools 
A. Computational Models 
The governing equations are the laminar, unsteady, Navier-Stokes equations with constant transport properties; 






Here ui is the velocity component in the ith direction, xi is the ith Cartesian position vector, t is time,  is density, 
pressure, and  is the kinematic viscosity. A rule-based software24 , Loci-STREAM25 is used to calculate the 
c
implicit first or second order time stepping (the first order technique is adopted in this study). The convection terms 
order central differencing schemes. The system of equations resulting from the linearized momentum equations are 
p is 
solutions. Loci-STREAM is a three-dimensional, unstructured, pressure based solver. The present alculations use 
are treated using the second order upwind scheme26,27 while pressure and viscous terms are treated using second 
fast to converge27 and are handled with the symmetric Gauss-Seidel28 solver which has relatively low memory 
requirements. The pressure equation, derived in Refs. 25 and 29, is slower to converge, and is handled by the PETSc 
Krylov28 solvers with Jacobi preconditioning. The Loci framework is by design highly parallelizable and can take 
advantage of many processors.  
The translational and rotational airfoil/grid motions are dictated by Eqs. (3) and (4). 
sin 2 (3)
sin 2  (4)
Here h(t) and ha are the translational position and plunging amplitude respectively. Th
le, and angular amplitude are , , and  respectively. The pitching is about th
e angular orientation, initial 
ang e center of the rigid airfoil; 
this is an ellipse having a 15% thickness for all cases under consideration. The phase lag between the two motion
Φ, and the frequency s denoted f whereas the time is again t. While there are a few choices in how to accommodate 
these kinematics computationally, the current implementation forces the grid to rotate and translate with airfoil. T
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 c (cm)  f (Hz) 2ha/c Rewing 
Fruit Fly: 0.15 240 3.5 250 
Drosophila virilis 
Honey Bee: 0.43 240 2.8 1900 
Apis mellifica 
Bumble Bee: 0.73 156
Bombus terrestris 
 2.8 4800 
Hummingbird: 
Archilochus colubris 
1.5 52 3.6 6400 
Ha kmoth: 
Manduca Sexta 
2.5 27.3 2.6 6700 w
Hummingbird: 
Pa na gigas 
4.3 15 3.6 15000 
tago
Table 1. Selected data33,34 on the time and length ncountered in n ples listed do not 
pper or lower bounds for any of the cate e a window which captures 
s and animal able of hovering flight. 
ameter Minimum Maximum 
scales e ature.  The exam
provide u gories listed, but do provid




2ha/c 2.0 4.0 
αa 80˚ 45˚ 
Φ 60˚ 120˚ 
Table 2. Minim
e
um and maxim  values of the plungin tio, angular ampl tude, and phase lag si ated 
 modeling exerc
nd in general, one wants twice this many data points 
r a proper curve fit. A FCCD design provides 2N+2N+1 points: 2N corner points, 2N face points, and one center 
oint. Thus for three design variables, FCCD provides 15 of the 20 points required. The LHS then provides a 
method for efficiently choosing the r n izi ce between the added points, though 
by no means is it the only alternative alance the utational nse these simulations were carried out an 
81x81 grid, a resolution which was  grid i endent, b fficient to capture the relevant behavior 
immediately surrounding the airfoil as seen in Figure abulation e design points and objective function 
Which surrogate model(s) to use is an interesting challenge in and of itself. The current approach utilizes the 





um g ra i mul
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2. Design of Experiment 
The DOE used a face centered cubic design (FCCD)23 and then Latin hypercube sampling (LHS)19 to 
appropriately fill in the remainder of the design space. A 2nd order polynomial response surface construction has 
(N+1)(N+2)/2 coefficients, N being the number of variables, a
fo
p
est of the poi ts by maxim ng the distan
19. To b comp expe
 not strictly ndep ut su
 2. T  of th
values can be found in the appendix, Table A1. 
 
3. Composite Surrogates 
current state of the art work of Refs 
luated based on their respective cross-validation errors, namely PRESS37. In this fashion no extra test points are 
needed, rather the models are constructed with one less training point and the deviation of this point from the 
constructed surrogate  is used calculate one component of the PRESS. Each of the training points is treated in a 
similar manor and one can subsequently quantify how well the respective surrogate model fits. As Ref 37 illustrates 
for problems in lower dimensions, using the best PRESS surrogate model might be justified, whereas in higher 
dimensions it is much riskier to do so. 
The current setup evaluates Kriging19 , 2nd order polynomial response (PRS)38, radial basis neural network 
(RBNN)39, and 6 support vector regression (SVR)40 models noted in Table 3. The two best models in the current 
context, as measured by those exhibiting the lowest PRESS values, are the SVR model using a full spline kernel and 
Kriging. 
Model Comment 1 Comment 2 
Kriging Linear Regression Model Gaussian Correlation Model 
PRS 2nd Order Polynomial ----- 
RBNN Max Neurons = 1000 ----- 
SVR1 Linear Spline Kernel  Full-  infinity as upper bound  
(non-separable case) 
SVR2 Linear Spline Kernel Short- finite upper bound 
SVR3 Exponential Kernel Full 
SVR4 Exponential Kernel Short 
SVR5 Gaussian Kernel Full 
SVR6 Gaussian Kernel Short 
Table 3. Defining surrogate model traits. 
 
. Global Sensitivity Analysis 
global sensitivity analysis is in l for: (i) Determining if a rticularly influential in 
n space, if not perhaps the vari egrees of fre roblem 
anking the importance of uantifying t  design 
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 Sob lobal sensitivity evalua gate model can be written as: 
, (9) 
is decomposition has been calcu ce, 
 
Once th lated the total varian
(10) 
riances, e.g., and partial va
(11) 
an be calculated. In this fashion, individual contributions, such as D1/D, or combinations of variables, e.g., D12/D, 
ing the sensitivity of the variable(s) under consideration. 
A. Grid and Timestep Sensitivity 
Prior to running the DOE simulations, grid and timestep sensitivity tests were performed for a represen e 
case. As can be seen in Figure 2, grid convergence is attained at resolutions of 161x161 and higher. The results 
ther computational algorithm, based on higher-order 
finite difference schemes41,42. For the timestep plots, a case was run at the finest timestep resolution and  
restarted with the timest ps noted. Convergence at a timestep dictated that more subiterations were used f  
 of the computational cost involved in running all of the simulations as well as the 
expected level of accuracy output by the surrogate models, the error encountered with the 81x81 grids was deemed 
acceptable. This is put in the context of the PRESS calculations,see Appendix, and independent testing points  
tely assume repeatable 
am itudes. The changes between cycles had largely plateaued by the 15th cycle for the 81x81 grid resolution, and 
accordingly the time average en over cycles 15 through 20. 
 
de a repeatable force history as will be shown later. The vortex dynamics quickly lead to more and more 
c
can be quantified, effectively captur
 
IV. Results and Discussion 
We now explain the investigation of flapping wing kinematics and the individual and combined effects of the 
plunging amplitude, angular amplitude, and phase lag under hovering and freestream conditions at Re = 100 and Re 
= 1000. 
titiv





suggest that errors were less than 10%. A timestep of T/1000 was chosen because it provided the best accuracy and 
simulation walltime combination (note: dt = T/500 computations required more walltime to reach comparable 
solutions at dt= T/1000). As can be verified in Figure 3, the force histories do not immedia
pl
d values for cases without freestream were tak
For the freestream cases, a prominent flow direction made numerical convergence easier, and the same grid and 
timestep choices were used. For Reynolds number cases at 1000, the normal hovering cases, without freestream, did 
not provi
chaotic interactions, providing little meaning in the surrogate model exercise. With the presence of a freestream at 
Re
 
Figure 2. Left: The grid sensitivity for normal hovering at Re = 75, 2ha/c = 2.8,  αa = 45,  φ = 90. Right: 
Timestep sensitivity once proper convergence criteria were enforced for Re = 100, 2ha/c = 2.8,  αa = 45,  φ = 
90.  
 
igure 3. Illustration of the m nce. The jet's structure has not 
reached a stable configuration during the first few cycles and therefore, most of the discrepancy can be 
attributed to this unsteady flow feature.  
 
B. Force Interpretation  
To better understand the implications and limitations of the surrogate modeling results an example is presented 
of a representative normal hovering case at a Re of 100, see Figure 4. The objective functions for these cases will be 
the time integrated CL and an approximation to the non-dimensional time averaged power required which is 
calculated by multiplying the non-dimensional translational velocity by the CD.  
 
 = 1000, the force histories were again repeatable, though a finer timestep, dt=T/2000, was implemented. 
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act with the 
wa  behind the airfoil at the end of the translation. The root of why the angular amplitude matters so much is seen 
clearly in the wake valley and subsequent delayed stall peak. As the angular amplitude is increased, and the angles 
of attack decreased, the airfoil approaches the jet at less favorable orientations, making the wake valley deeper and 
wider. However, the delayed stall peak also decreases and so we have two effects acting in concert. The lower 
angles of attack experienced do provide diminished (and sometimes no) support for LEV formation and thus a much 
lower maximum lift value. At the same time, the higher angular amplitudes also provide a more streamlined body, 
producing less drag. It is seen that the rule of thumb is higher angles of attack, lower angular amplitudes, provide 
higher lift through a combination of jet interaction and LEV, but at the same time create a higher drag. 
 
 
Figure 9. Snapshots of the effect of the plunging amplitude (2.0, 3.0, 4.0) on the instantaneous force history. 
 
2. Angular Amplitude (αa) 
In direct contrast to the discussion concerning the plunging amplitude, the design space is quite sensitive to the 
angular amplitude, see Figure 10. In general it is found that lower angular amplitudes, thus higher angles of attack, 
lead to higher power requirements and lift. The power required result is expected as higher angles of attack will 
correspond to more drag, and consequently a larger power requirement. The lift result, while not unexpected, is the 
result of interactions of the unsteady aerodynamics and is not entirely intuitive. What is evident is the fact that 
higher lift and lower power required aspirations are in direct competition on either end of the angular amplitude 
spectrum.  
Consider again the force histories, the focus this time is angular amplitude, see Figure 11. The first observation is 
that the amplitude of the wake capturing peak does not change much with angular amplitude. This is somewhat 
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Figure 13. Force histories and airfoil positions illustrating delayed (left) and advanced (right) rotation. 
Here we see the utility in the advanced rotation as it keeps the lift levels high after the influence of the delayed 
stall has subsided. 
 
For Φ 90° , or advanced rotation, the airfoil starts turning earlier such that a positive angle of attack is 
achieved upon wake capture producing favorable lift. This is immediately followed by a pronounced wake valley. It 
was seen that when Φ 90°, the wake valley could severely impede lift. That effect is exaggerated here where 
lower angles of attack encounter the jet. After that interaction, a very favorable delayed stall peak occurs as a higher 
angle of attack, with positive angular velocity, is present at the maximum translational velocity. 
 While one can see from the surrogates the consequences of changing the phase lag, the variable’s influence is 
more than initially implied. As seen from the force histories, the influences on the wake capture, jet interaction, and 
delayed stall partially cancel out thus obscuring its overall importance. 
 
4. Global Sensitivity Analysis 
 There is some sense of importance conveyed by the plots of the design space in Figure 8, Figure 10
. I
or normal hovering) plays a smaller role in determining the unsteady flow physics seen by an 




Figure 12 n low dimensions it may not be difficult to discern relative importance amongst the design variables. 
However, Figure 14 provides a more objective measure of influence. The global sensitivity indices are tabulated 
and a more quantifiable relationship can be determined. As expressed earlier, depending on whether 
instantaneous effects are important or whether the integrated result is sufficient, the role of phase lag could be 
underestimated. Regardless, within the design space examined, the plunging amplitude (and therefore the 
reduced frequency f
q> 
r <C ain (blue) 
and total variances (red) from left to right: plunging amplitude, angular amplitude, phase lag. 
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 Looking at the viscous component, note the scales have been adjusted between Re=100 and Re=1000 and the 
axis rotated relative to total lift as to enhance the regions of activity, once again the phase lag becomes relevant. The 
difference is at lower Reynolds numbers, the phase lag is important in and of itself, whereas the influence at higher 
Reynolds number is largely due to the coupling with the other design variables. The most visible discrepancy 
between Reynolds behaviors occurs when comparing the viscous component of lift at low phase angles and high 
angular amplitudes. At Re=100 this region is red, Figure 18, corresponding to higher lift/lower drag. However at 
Re=1000, this same region is light blue corresponding to lower lift/higher drag relative to the rest of the domain. 
This is due to the situation of having a portion of the cycle that is fairly sensitive to Reynolds numbers, where the 
airfoil is vertical, and then the stagnation flow which would have little influence on the force due to skin friction in 
the vertical direction. The overall impact does not influence the trends present in the total force experienced by the 
re ne s force history vs Re as well as a plot of the integrated viscous 





airfoil. Figu  21 gives a snapshot of the instanta ou




s Figure 19. Design space/sensitivity analysis for freestream cases at Re = 1000. The total lift (left) and viscou
component alone (right); note the axis are rotated 180 degrees from each other. The main (blue) and total 
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emphasized in the literature to date) should be a motivating factor in kinematic design. Higher angles of 
attack being a primary concern for both. 
(vi) From the power required standpoint, the least costly options appeared on the opposite side of the design 
space as the best lift scenarios, favoring the higher angular amplitudes (lower angles of attack) which 
allowed for a more streamlined flow. 
None of the freestream cases examined were able to produce a positive lift. The flow physics and the numerical 
concerns were simplified by the presence of a preferred direction of motion.  
(i) Once again the main variable of concern was the angular amplitude which dictated how much the 
freestream was blocked.  
(ii) Both the plunging amplitude and phase lag became almost negligible factors in the overall forces felt. 
(iii) When examining just the viscous component, both the plunging amplitude and phase lag become more 
significant as does the influence of these variables in combination.  
(iv) As the Re was raised, the flow remained similar in structure in contrast to the normal hovering case 
which quickly tended towards chaos because of the increased number of vortices and their interactions.  
The weighted average surrogates and associated global sensitivity evaluations provided an efficient method for 
mining the data for insight and trends not otherwise easily obtained. The sensitivity analysis provided a quick 
measure of the relative influence of the design variables while the behavior of the design space could be aluated 
g
Future work will look to include expanded kinematics, 3D flow physics, fluid structure interaction, and unsteady 
freestream effects. 
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VI. Appendix 







with the wei hted average surrogate. The use of an ensemble of surrogates in the present context, while not likely to 
beat the best PRESS surrogate, mitigated the risk of having a surrogate model fit the training data well by chance but 














Case 1 2.0 45˚ 60˚ 0.07 0.79 -0.24 -0.74 -0.038 -0.38 
Case 2 2.0 45˚ 120˚ 0.51 1.06 -0.43 -0.58 -0.098 -0.12 
Case 3 2.0 80˚ 60˚ 0.05 0.86 -0.19 -2.70 -0.073 -2.73 
Case 4 2.0 80˚ 120˚ -0.05 0.63 -0.27 -2.32 -0.061 -2.64 
Cas  5 4.0 45˚ 60˚ 0.20 0.74 -0.29 -0.56 -0.076 -0.43 e
Case 6 4.0 45˚ 120˚ 0.62 0.89 -0.36 -0.44 -0.079 -0.07 
Case 7 4.0 80˚ 60˚ -0.02 0.56 -0.27 -1.87 -0.076 -2.23 
Case 8 4.0 80˚ 120˚ 0.08 0.47 -0.23 -1.44 -0.057 -1.53 
Case 9 2.0 62.5˚ 90 .30 -1.17 -0.056 -0.83 ˚ 0.18 0.44 -0
Case 10 4.0 62.5˚ 90˚ 0.34 0.44 -0.32 -1.08 -0.079 -1.05 
Case 11 3.0 45˚ 90˚ 0.50 0.70 -0.40 -0.50 -0.105 -0.11 
Case 12 3.0 80˚ 90˚ 0.07 0.30 -0.28 -2.02 -0.066 -2.30 
Case 13 3.0 62.5˚ 60˚ 0.02 0.65 -0.27 -1.37 -0.079 -1.42 
Case 14 3.0 62.5˚ 120˚ 0.36 0.73 -0.32 -1.11 -0.074 -0.96 
Case 15 3.0 62.5˚ 90˚ 0.28 0.44 -0.32 -1.13 -0.064 -0.98 
Case 16 3.6 66˚ 78˚ 0.21 0.40 -0.28 -1.26 -0.066 -1.38 
Case 17 2.9 47˚ 91˚ 0.48 0.67 -0.40 -0.56 -0.106 -0.18 
Case 18 3.8 69˚ 115˚ 0.27 0.55 -0.29 -1.24 -0.074 -1.12 
Case 19 2.0 52˚ 67˚ 0.11 0.66 -0.24 -0.88 -0.038 -0.51 
Case 20 2.8 77˚ 98˚ 0.07 0.34 -0.28 -1.87 -0.059 -2.12 
Ta
m
values as well as the viscous contribution for freestream cases at Re = 100 and Re = 1000.  
ble A1. The design of experiment variable values for the 20 data points needed to construct the surrogate 
odels as well as their time averaged CL and required power values for the normal hovering case and the CL 
 
 
 KRG PRS RBNN SVR1 SVR2 SVR3 SVR4 SVR5 SVR6 
<CL > 0.075 0.103 0.182 0.048 0.104 0.128 0.139 0.087 0.120 
<Preq> 0.107 0.131 0.361 0.066 0.190 0.291 0.300 0.276 0.313 
Table A2. Normal hovering PRESS calculations for the respective surrogate models giving a quantitative 
measure of the global fit. Lower is better. Kriging(KRG). Polynomial Response Surface (PRS). Radial Basis 
Neural Network (RBNN). Support Vector Regression (SVR). See Table 3 for model properties. 
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