Energy efficient transmission is of vital importance in the design of wireless sensor networks (WSN). Minimizing the sum of energy consumption of all sensor nodes in the network may lead to some nodes with non-rechargeable batteries running out of energy quickly. In this paper, we consider to maximize the time until the first node fails in the network, namely, the network lifetime. Transmission schemes in a WSN where multiple sensors observe a common physical phenomenon are investigated. We show that the optimal joint time and power control (JTPC) takes advantage of "lazy scheduling" and "opportunistic quantization". We then demonstrate that the JTPC can be implemented in a partially distributed manner. Numerical results show that significant lifetime gain can be achieved when compared with existing scheduling algorithms.
INTRODUCTION
Wireless sensor networks (WSN) have enormous potential for situation awareness applications. A WSN usually consists of a set of sensor nodes deployed in a certain region and performs distributed detection or estimation of applicationspecific information. In the context of distributed data collection, each node monitors its surrounding area, collects the data, and transmits it to a fusion center (FC). The FC then makes the final estimation using the collected data. A typicallow cost sensor node has only limited processing capacity and often powered by small batteries. In many situations, battery recharging is impossible. If one or more nodes fail due to lack of energy, the sensor network may not sustain normal functionality. The lifetime of the network thus often refers to the time it takes for the first node in the network to die. Prolonging the network lifetime while maintaining a reasonably low computational cost has become the major challenge in designing communication protocols for WSN.
Energy efficient transmission strategies for single-hop data collection have recently attracted attention. In fundamental communication theory, the transmission rate is an increasing and concave function of the transmission power, and the total amount of energy required for transmitting a given amount of data bits can be reduced by lowering the transmission power. This energy saving is achieved at the expense of increased transmission delay. Making use of this delay-energy tradeoff, Yao et al. proposed an energy-efficient transmission scheduling in [1] . Given that each sensor node has a fixed number of bits to transmit, the total energy consumption is minimized by varying the transmission times assigned to different sensors. Due to limited channel bandwidth, quantization needs to be done for the observed data by each sensor before transmission. An optimal power control policy for such decentralized estimation is proposed by Xiao et ale in [2] . This policy minimizes the energy consumption by varying the transmission power and quantization level. It is suggested that the sensors with better channel condition and/or good observation quality should increase their quantization resolution. It is however important to point out that maximizing energy efficiency does not necessarily lead to network lifetime maximization. In both [1] and [2] , minimizing the total energy consumption or some variants of it may result in some nodes running out of energy quickly.
In this paper we propose to maximize directly the network lifetime by varying both transmission time and power for a single-hop sensor network. Several fundamental features of sensor networks are taken into account in our formulation. First, for a sensor network deployed for decentralized estimation' the estimation accuracy achieved at the FC is usually more important than the total or individual transmission rate. Secondly, since the energy limitation of each node may differ from each other, our lifetime maximization strategy also considers the available energy left on each sensor. Lastly, since FC usually cannot afford high computational cost and high control signaling overhead, our algorithm is designed to be of partially distributed nature. 
taking the first and second derivatives of Uk (L k), it can be shown that Uk is an increasing and concave function of L k when the observation noise variance (J"~is greater than quantization noise variance 6~. The reason that we exclude the case of high observation quality is that when the sensor node has good observation quality (small (J"~), multiple copies of quantized observation cannot bring significant benefit to the system MSE. Meanwhile, the energy wastage brought by the transmission of multiple copies cannot be neglected. This observation motivates the focus on sensor networks with relatively poor observation quality. According to the property of convexity preservation [4] , the function D is convex in L k since D is a decreasing and convex function of Uk. where Tk denotes the lifetime of sensor node k, as defined in (7), with Ek being the total available energy and PkPk being the energy consumed in each time frame. L is defined as (2)). Do is the target average MSE constraint. If we define all the nodes under an estimation accuracy constraint. When MSE is chosen as the performance metric of estimation accuracy, the problem of network lifetime maximization can be formulated as a constrained optimization problem, PI, denoted by
where 6~is the quantization noise variance given by
In (4) Without loss of generality, we let No = 1. It is assumed that gk is known at sensor node k. It is also assumed that each sensor is aware of its own available energy Ek and observation quality measured by (J"~. Our resource allocation strategy aims to find the optimal p and p under the knowledge of (J"~, gk and Ek such that the network lifetime is maximized. Some efficient local quantization schemes and distributed estimators have been discussed in [2, 3] . If the probability density function (PDF) of observation noise is unknown, one can use uniform quantizer. According to the result in [2] , the estimate of () has a mean square error (MSE)
where Wk is a zero-mean random variable with variance (J"ã nd is independent for different k's. Each observation x k is quantized locally by each sensor using Lk bits. The resulting discrete message mk(xk, L k ) is then transmitted to the FC over a common channel shared by all the sensors in the cluster. After collecting the data from all sensors, the FC generates the estimate {). This decentralized estimation procedure with a common source observation is illustrated in Fig. 1 .
We define the interval between two consecutive data reports as a time frame. Without loss of generality, let the duration of each time frame be one unit. Each sensor node takes tum to forward messages and occupies Pk fraction of time in each time frame. The channel gain between each sensor node and FC is assumed to be Gaussian. The channel gains are denoted as gk, for k E IC, and change slowly so as to remain constant during the network lifetime. Assume capacityachieving coding is applied to each link. Thus, the number of quantization bits on each sensor node is given by:
In this section, we will discuss joint time sharing and power control. The goal is to prolong the minimum lifetime among
where Dmin Since the normalized energy consumption in a time frame is equivalent to the inverse of lifetime, Property 1 indicates that all sensors in the network should fail simultaneously.
According to Property 1, we have
It can be shown easily that the function! (p, E g, x) is monotonically decreasing in both P and E g. According to KKT conditions' we have !(pi, Eigi , x*) = !(Pk' Ekgk, x*), for all i, k.
Therefore, to maintain this equality, one must have Pi > Pk (Pi < Pk) if Eig i < Ekgk (Eigi > Ekgk). 0 Property 2 suggests that the sensors with bad channel and/or energy condition will take longer time for transmission. This is in agreement with the idea of "lazy scheduling" [5] , which achieves energy saving by lowering the transmission power and hence taking longer transmission time. Using the Karush-Kuhn-Tucker (KKT) optimality conditions we obtain the following two properties, which describe the relation between the optimal resource allocation and channel condition, initial power and observation quality. 
The dual function of (13) is
k=l Therefore, we propose to decompose P2 into two subproblems: (a) binary search for x* ; (b) partially distributed implementation of time-sharing adaptation using gradient projection method. Subproblem (b) is addressed in detail as follows.
For a given x*, define the Lagrangian Property 3 indicates that for prolonging the network lifetime, the optimal solution takes advantage of "opportunistic quantization", that is, the sensor nodes with high observation qualities should increase their quantization resolution.
Partially Distributed Adaptation
It is observed from the problem P2 that if the optimal x* is given, the optimal time sharing policy p* obviously satisfies The time sharing adaptation and price adjustment have the decentralized nature. To implement the update, the FC needs to know the sum of Pk'S, whereas each node k only needs to know its own function Uk and the price '\. The number of sensor nodes in a WSN to model different sensing environments. We use the normalized deviation VV(t)/IE(t) defined in [7] to measure the heterogeneity of a variable t, where V (t) denotes the variance of t and IE(t) the mean of t.
To illustrate the performance of JTPC, two benchmark schemes are considered: Minimizing the dual function (14) can now be solved by adjusting the price ,\ using gradient projection. That is,
If we interpret).. as the price of time sharing fraction, B k (,\) represents the maximum benefit of node k at the given price '\. The K independent subproblems in (15) can be solved at each node individually, and the resulting optimal Pk ( ,\) is obtained as (17) and Pk(t+ 1 
(t), '\(t)} generated by

) = pk()..(t)) (see (16)) converges to the unique optimal point (p*, )..*).
Theorem 1 holds since the dual objective function F is convex, lower bounded and Lipschitz continuous (see [6, Prop. 3.4] ).
The implementation of binary search can also be realized at the node side only using I-bit control signal from fusion center since each node only needs to know whether Lk Uk (Pk, x) > 1/Do or not.
NUMERICAL RESULTS
The simulation is carried out under various network and channel configurations by varying path loss, available energy, and observation noise variance. The channel gain is modelled as 9 = adn , where dn is the effect of path loss with n being the path loss exponent, and a is an attenuation constant. The distance between sensor node k and the FC, dk' is randomly generated following a uniform distribution in the region [1, 10] . Similar to [7] , observation noise variances a~(Vk E JC) are generated according to the distribution 0.05(1 +ay2), [2] : all nodes also have a same time sharing fraction, but the power is adjusted to minimize the L 2 -norm of transmission power vector. the number of sensor nodes, increasing the number of sensor nodes cannot prolong the lifetime of the network. The performance of PS is worse than that of UTP since PS suggests that the nodes with good channels and/or observation qualities should increase their quantization resolutions which leads them to run out of energy quickly.
Power scheduling (PS)
In the remaining simulations, we study the lifetime gains (defined as the ratio of lifetime) of JTPC over UTP and PS under different sensing environments. The MSE requirement Do is fixed to be 2D min , where D min is the MSE of estimation without quantization noise given in (9). We considered transmission scheduling and power control to prolong the lifetime of WSNs under the estimation accuracy constraint. We focused on the scenario where all sensors observe only one common source. A partially distributed algorithm is developed where the transmission time, power and quantization levels can be computed at each node side using its own local information (channel condition, available energy and observation quality) and little common information broadcast from fusion center. Simulation results show that significant lifetime gain can be achieved when compared with the existing energy efficient schemes. In specific, the gain increases as the network becomes more heterogenous.
Note that the definition of network lifetime considered in this work is a simple one. In a real WSN, the death of some nodes may not affect the functioning of the whole network. More useful definitions of network lifetime, for example, the time when the L th (L < K) node dies, are needed.
channel path losses is varied by adjusting n (2~n~4). In Fig. 4 , the lifetime gain of JTPC over UTP and PS increases when observation noise variances become more heterogeneous. In addition, for fixed normalized deviation noise variances, the lifetime gain increases as the number of nodes increases. The relation between the lifetime gain and the heterogeneity of initial energies is shown in Fig. 5 . 
