Abstract. Let Ω be a smooth bounded domain in R n , n ≥ 3, 0
Introduction
Recently there is a lot of research on the equation [BV1] , [BV2] , [FVWY] , P. Daskalopoulos, M.Del Pino and N. Sesum [DPS] , [DS1] , [DS2] , S.Y. Hsu , K.M. Hui , M.Del Pino and M. Sáez [PS] , L.A. Peletier and H. Zhang [PZ] , etc. This equation arises in many physical models. When m > 1, it is called the porous medium which models the diffusion of gases through porous media [A] . When m = 1, (1.1) is the heat equation. When 0 < m < 1, it is the fast diffusion equation. When m = n−2 n+2 , (1.1) appears in the study of Yamabe flow on R n . In fact the metric g ij = u 4 n+2 dx 2 , u > 0, is a solution of the Yamabe flow [DS2] , [PS] , ∂g ij ∂t = −Rg ij in R n , n ≥ 3, if and only if u is a solution of
where R is the scalar curvature of g ij . We refer the readers to the book [V3] by J.L. Vazquez for the basics of (1.1) and the books [DK] , [V2] , by P. Daskalopoulos, C.E. Kenig and J.L. Vazquez for the most recent results of (1.1).
As observed by L. Peletier [P] and J.L Vazquez [V1] there is a big difference on the behaviour of solutions of (1.1) for (n − 2)/n < m < 1, n ≥ 3, and for 0 < m ≤ (n − 2)/n, n ≥ 3. For example there is a L 1 − L ∞ regularizing effect for the solutions of
with 0 ≤ u 0 ∈ L 1 loc (R n ) for any (n − 2)/n < m < 1 [HP] , [DaK] . However there is no such L 1 − L ∞ regularizing effect for solutions of (1.2) when 0 < m ≤ (n − 2)/n, n ≥ 3, [V2] . When 0 < m < 1, existence and uniqueness of global weak solution of (1.2) for any 0 ≤ u 0 ∈ L 1 loc (R n ) is proved by M.A. Herrero and M. Pierre in [HP] . When 0 < m ≤ (n − 2)/n and n ≥ 3, existence of positive smooth solutions of (1.2) for any 0 ≤ u 0 ∈ L p loc (R n for some constant C 1 > 0 is proved by S.Y. Hsu in [Hs3] .
In this paper we will study the existence of singular solutions of (1.1). Study of singular solutions of nonlinear elliptic equations were also obtained by H. Brezis and L. Veron [BrV] , B. Gida and J. Spruck [GS] , etc. In order to study the singular solutions of (1.1) we will first prove the existence of positive smooth solution of the Neumann problem for (1.1) in smooth bounded domains with a finite numbers of holes when 0 < m ≤ (n − 2)/n, n ≥ 3. When n ≥ 3 and m = (n − 2)/n, we will prove the existence of infinitely many singular solutions of (1.1) in a smooth bounded domain that blow-up at a finite number of points in the domain. More precisely let Ω be a smooth bounded domain in R n , n ≥ 1, a 1 , a 2 , . . . , a i 0 ∈ Ω, δ 0 = min 1≤i≤i 0 dist (a i , ∂Ω),
and Ω = Ω \ {a 1 , . . . , a i 0 }. We will prove the following three main theorems. in Ω δ × (0, ∞). where ∂/∂ν is the derivative with respect to the unit outward normal on ∂Ω.
Then there exists a unique solution u for the equation
where ω n is the surface area of the unit sphere S n−1 in R n . Then there exists a solution of
where ∂/∂ν is the derivative with respect to the unit outward normal on ∂Ω. If g ∈ C([0, ∞)), then the solution u of (1.10) which satisfies (1.11) is unique and u will also satisfies
The plan of the paper is as follows. In section two we will prove some a priori estimates for the solution of (1.4). Section three will be devoted to Theorem 1.1. In the final section (Section 4), we will prove Theorem 1.2 and Theorem 1.3.
Before we explain the main ideas of the paper, let us start with some notations and definitions that we will be using. Let Ω 1 ⊂ R n be a smooth bounded domain and let Σ 1 , Σ 2 be relatively open subsets of ∂Ω 1 such that
, we say that u is a weak solution (subsolution, supersolution respectively) of
for any 0 < t 1 < t 2 < T, and η ∈ C 2 (Ω 1 × (0, T)) satisfying η = 0 on Σ 2 × (0, T), and ∂η/∂ν = 0 on Σ 1 × (0, T) and u has initial value u 0 . We say that u is a solution (subsolution, supersolution respectively) of (
and also satisfies (1.14) (≥, ≤ respectively) for any 0 < t 1 < t 2 < T, and η ∈ C 2 (Ω 1 × (0, T)) satisfying η = 0 on Σ 2 × (0, T), and ∂η/∂ν = 0 on Σ 1 × (0, T).
We say that u is a solution (subsolution, supersolution respectively) of (
and also satisfies
For any a ∈ R, we let a + = max(a, 0) and a − = max(−a, 0). For any set A ∈ R n , we let χ A be the characteristic function of the set A.
A priori estimates
In this section we will prove some a priori estimates for the solutions of (1.4). We will also prove a L p − L ∞ estimates for the solutions of (1.4) for some constant p > 1. We first observe that by an argument similar to the proof of Lemma 2.3 of [DaK] we have the following result.
Lemma 2.1 (cf. Lemma 1.1 of [Hs2] ). Let Ω 1 ⊂ R n be a smooth bounded domain and let Σ 1 , Σ 2 be relatively open subsets of ∂Ω 1 such that
. Suppose u 1 , u 2 , are subsolution and supersolution of (1.13) in Ω 1 × (0, T) with f = f 1 , f 2 , g = g 1 , g 2 and u 0 = u 0,1 , u 0,2 , respectively. Then
By the same argument as the proof of Lemma 3.4 of [Hu1] we have the following result.
Lemma 2.2 (cf. Lemma 3.4 of [Hu1] ). Suppose Ω ⊂ R n is a smooth bounded convex domain. For any x ∈ ∂Ω, x 0 ∈ Ω, let n(x) be the unit outward normal vector at x with respect to Ω and let n 1 (x) be the unit vector along the line segment − − → x 0 x from x 0 to x. If θ(x) is the angle between n(x) and n 1 (x), then there exists
Now, we are going to prove some estimates for the solutions of (1.4).
holds for all 0 < δ ≤ δ 2 where
If Ω is a smooth convex domain and
Proof. We will use a modification of the proof of Lemma 1.3 of [Hs2] to prove the lemma. Without loss of generality it suffices to prove (2.3) for i = i 0 = 1. Let
and let δ ′ ∈ (δ 2 , δ 1 ). For any 0 < t 1 < t 2 < T, let
By (2.6),
(2.10) Hence by (2.8), (2.9) and (2.10) for any
where ∂/∂ν is the derivative with respect to the unit outward normal at the boundary of the domain B δ ′ 1 (a 1 )\B δ (a 1 ). Since u is a subsolution of (2.11), by Lemma 2.1,
and (2.3) follows. Suppose now Ω is a smooth convex domain and (2.4) holds for some constant M 0 > 0. Let n(x), n 1 (x), θ(x) and c 0 be as in Lemma 2.2 with x 0 = a 1 . By (2.3) there exists a constant M > 0 such that
where
Moreover by Lemma 2.2,
for all x ∈ ∂Ω, 0 < t < T. Hence by Lemma 2.1,
and (2.5) follows.
for some constant p > 1 be such that (1.7) holds for some constant C 0 > 0 and 0 < δ 1 < min(1, δ 0 ). Let δ 2 = e −2 δ 1 , 0 < δ < δ 2 , and u be a solution of
If Ω is a smooth domain and
holds for any 0 < δ ≤ δ 2 .
Proof. Without loss of generality it suffices to prove (2.12) for i = i 0 = 1. Let
where r = |x − a 1 | and
Hence by (2.15), (2.20) and (2.22),
By (2.17), (2.18), (2.19) and (2.23) for any
Then by an argument similar to the proof of the Lemma 2.3 we get (2.12) and (2.14) and the lemma follows.
We will now prove a L p − L ∞ estimates for the solution of (2.2). Since the proof is similar to the proof in section 1 of [Hu1] , we will only sketch the argument here. For any smooth bounded domain Ω ⊂ R n , let x 0 ∈ ∂Ω. When n ≥ 2, by rotation and translation of the coordinate axis we may assume that x 0 is at the origin and the tangent plane to ∂Ω at x 0 is R n−1 × {0} and there exists a constant 0 < R 0 ≤ δ 0 /2 and a smooth function
and
where ψ 1 is given by (2.24) if n ≥ 2 and ψ 1 is the identity map if n = 1. For 0 < r < ρ < R 0 /5 and 0
holds for any α > 0, 0 < ρ < R 0 /5, and 0 < m < 1.
Proof. We will use a modification of the proof of Lemma 1.1 of [Hu1] to prove this lemma. We first
) is a subsolution of (1.4), multiplying the equation for v by v α η 2 and integrating over R(t), we get
(2.26)
By an argument similar to the proof of Lemma 1.1 of [Hu1] ,
(2.28) By (2.27) and (2.28) we get (2.25) and the lemma follows.
By Lemma 2.5, an argument similar to the proof in Section 2 of [Hs3] , and a compactness argument we have the following result.
Then for any 0 < t 1 < t 2 < T, r 1 ∈ (0, δ 0 /2), there exists constants θ > 0 and C > 0 depending on M, m, and n such that
where E r 1 = {x ∈ Ω : dist(x, ∂Ω) < r 1 }.
Similarly we have the following result.
Then for any 0 < t 1 < t 2 < T, there exist constants θ > 0 and C > 0 depending on M, δ, m, and n such that
Then for any 0 < t 1 < T there exist constants θ > 0 and C > 0 depending on M, δ, m, and n such that
Proof. Let 0 < a ≤ 1 and v = max(u, a). Since v is a subsolution of (1.4),
By an argument similar to the proof of Lemma 1.1 of [Hu1] there exists a constant C 1 > 0 such that,
By (2.29) and (2.30),
By (2.31) and Theorem 2.7, Theorem 2.8 follows.
Lemma 2.9. Let n ≥ 3, 0
holds for any 0 < δ ≤ δ 2 where δ 3 = (δ 1 + δ 2 )/2 and E r = {x ∈ Ω : dist (x, ∂Ω) < r} for any 0 < r < δ 0 .
Proof. We choose φ ∈ C ∞ (Ω), 0 ≤ φ ≤ 1, such that φ(x) = 1 for all x ∈ E δ 0 −δ 1 , φ(x) = 0 for all x E δ 0 −δ 3 . Let η = φ α for some constant α > 0 to be chosen later and let v = max(u, 1). Since v is a subsolution of (1.4),
By (2.32), (2.33) and (2.34),
We now choose α > max
Since
by (2.35), (2.36) and (2.37),
for some constant C 6 > 0 and the lemma follows.
By a similar argument we also have the following result.
Then for any 0 < t 1 < T, δ < δ 1 < δ 2 ≤ δ 0 , there exist constants θ > 0 and C > 0 depending on M, m, n, t 1 , δ 1 , and δ 2 such that
and for any 0 < t 1 < T, R 2 > R 1 > 0 such that B R 2 (x 1 ) ⊂ Ω δ , there exist constants θ > 0 and C > 0 depending on m, n, t 1 , R 1 and R 2 , but independent of M such that
Existence of solutions for the Neumann problem
In this section we will prove the existence of solutions of the Neumann problem (1.4). We first observe that by an argument similar to the proof of Proposition A.1 of [BV1] we have the following lemma.
Lemma 3.1. Let n ≥ 1, 0 < m < 1, and 0
By Lemma 3.1 and an argument similar to the proof in section 1 of [BV2] we have the following result. 
Since by (3.2) there exists a point
We choose a constant R > 0 such that B 5R (x 0 ) ⊂ Ω. We claim that
Suppose not. Then
which contradicts the fact that x 0 ∈ ∂D(T). Hence (3.4) holds. Let ψ ∈ C ∞ 0 (B 5R (x 0 )) be such that ψ(x) = 1 for all x ∈ B R/2 (x 0 ) and ψ(x) = 0 for all x ∈ B 5R (x 0 )\B R (x 0 ). By the proof of Lemma 3.1 of [HP] there exist constants α > 0 and C R > 0 such that
Hence,
(3.5) Let
. By the discussion on P.537 of [BV2] there exists a unique weak minimal solution v τ of (3.1) with initial value v 0,τ . Let T v 0,τ be the extinction time of v τ . Then by (3.4), (3.6) and Lemma 3.2,
. where
and C 1 > 0 is as in Lemma 3.2.
Let τ 1 = min(c 0 , ε 1 )/2. By Lemma 3.2 there exists a constant c 1 > 0 such that
Since v τ 1 is the unique weak minimal solution of (3.1) with initial value v 0,τ 1 , by the maximum principle,
By (3.7) and (3.8) we get u m (x 0 , T) ≥ c 1 > 0. This contradicts (3.3). Hence D(T) = Ω and the lemma follows. Proof. Let
Lemma 3.4. Let n
.
By direct computation,
Then q satisfies
(3.10)
we have ∂q ∂ν
Let 0 < T 1 < T and suppose q attains a positive maximum on Ω δ × (0, T 1 ] at (x 0 , t 0 ) for some x 0 ∈ Ω δ , 0 ≤ t 0 ≤ T 1 . Suppose x 0 ∈ Ω δ and t 0 > 0. Then q t ≥ 0, ∇q = 0 and △q ≤ 0 at (x 0 , t 0 ). (3.13)
Hence by (3.10) and (3.13),
Contradiction arises. Hence either x 0 ∈ ∂Ω δ or t 0 = 0. Suppose x 0 ∈ ∂Ω δ and t 0 > 0. Without loss of generality we may assume that x 0 ∈ ∂Ω. By the strong maximum principle,
Then by (3.12) and (3.14),
and the lemma follows.
We are now ready for the proof of Theorem 1.1.
Proof of Theorem 1.1. By Lemma 2.1 the solution of (1.4) is unique. Hence it remains to prove the existence of solution of (1.4). We will use a modification of the proof of Lemma 2.1 of [Hs2] to prove this theorem. We divide the proof into three cases.
and f (x, t) = 0 for all (x, t) ∈ ∂Ω × [0, δ ′ ) for some constants δ ′ > 0 and α 1 , · · · , α i 0 ∈ R + , respectively.
for all j ∈ Z + and a sequence of functions
for some constant C 1 > 0 depending on m, α 1 , · · · , α i 0 , δ and
Hence by an argument similar to the proof of Theorem 3.5 of [Hu1] , for each j ∈ Z + , there exists a solution u j ∈ C 2,1 (Ω δ × (0, ∞)) of (1.4) in Ω δ × (0, ∞) with initial value u 0, j such that
integrating over t we have
We will now show that u j converges to a solution u of (1.4) as j → ∞. Let t 2 > t 1 > 0. Then by (3.15) and Theorem 2.8 there exists a constant C 2 > 0 such that has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly on every compact subset of
It remains to show that u has initial value u 0 . For any ψ ∈ C ∞ 0 (Ω δ ), by (3.17), converging to 0 as k → ∞ will have a convergent subsequence
such that u(x, t k l ) converges to u 0 (x) a.e. x ∈ Ω δ as l → ∞. By the Lebesgue Dominated Convergence Theorem
is arbitrary, u satisfies (1.15).
We choose a sequence of functions {u 0,
(3.21)
For each i = 1, · · · , i 0 , we choose a sequence of positive functions
and a sequence of nonnegative functions f j
If f ≡ 0 on ∂Ω × (0, ∞) and g i are nonnegative monotone decreasing function of t ∈ (0, ∞) for i = 1, . . . , i 0 , then we choose f j ≡ 0 on ∂Ω × (0, ∞) for all j ∈ Z + and the functions g i, j such that they are positive monotone decreasing functions of t ∈ (0, ∞) for i = 1, . . . , i 0 and j ∈ Z + . Then by case 1 for any j ∈ Z + there exists a solution u j ∈ C 2,1 (Ω δ × (0, ∞)) of (1.4) in Ω δ × (0, ∞) with initial value u 0, j that satisfies
Let t 2 > t 1 > 0. Then by (3.21) and Theorem 2.8, there exists a constant C > 0 such that (3.18) holds. Since the constant function b j is a subsolution of (1.4) in Ω δ × (0, ∞) with u 0 = b j . By Lemma 2.1, has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly in C 2,1 (K) for
for any t 2 > t 1 > 0, and η ∈ C 2 (Ω δ × (0, ∞)) satisfying ∂η/∂ν = 0 on ∂Ω δ × (0, ∞). Letting j → ∞ in (3.24), by (3.21), (3.22), (3.23) and the Lebesgue Dominated Convergence Theorem, we get that u satisfies (1.5). By Lemma 3.3,
By an argument same as case 1, u satisfies (1.15). Hence u is a solution of (1.4).
, by Theorem 2.8 for any t 2 > t 1 > 0 there exists a constant C such that (3.18) holds. Since u 0, j increases and converges to u 0 as j → ∞, by Lemma 2.1, is uniformly is uniformly equi-Holder continuous in C 2,1 (K) for any compact set K ⊂ Ω δ × (0, ∞). Hence by (3.28), the Ascoli theorem, and a diagonalization argument and the sequence {u j } ∞ j=1 increases and converges in C 2,1 (K) for any compact set K ⊂ Ω δ × (0, ∞) to a solution u ∈ C 2,1 (Ω δ × (0, ∞)) of (1.1) in Ω δ × (0, T). Putting u = u j and u 0 = u 0, j in (1.5), (3.18), (3.26), and letting j → ∞, by (3.18) we get that u satisfies (1.5),(3.26) and u ∈ L ∞ (∂Ω δ × (0, ∞)). It remains to show that u has initial value u 0 .
Let t k → 0 as k → ∞. By the same argument as in the Case 1, the sequence {u(x, t k )} ∞ k=1 has a subsequence which we may assume without loss of generality to the sequence itself such that u(x, t k ) → u 0 weakly in L 1 (Ω δ ) and a.e. x ∈ Ω δ as k → ∞. By the proof of Theorem 2.8, (2.31) holds. Hence u(x, t k ) converges weakly in L p (Ω δ ) to some function v 0 as k → ∞. Then there exists aBy the same argument as the proof of Theorem 1.1 and Lemma 2.1 we have the following two results.
holds. Then there exists a unique solution u for the Neumann problem,
             u t =△u m in Ω × (0, ∞) ∂u m ∂ν = f on ∂Ω × (0, ∞) u(x, 0) =u 0 (x) in Ω which satisfies Ω u(x, t) dx = Ω u 0 dx + t 0 ∂Ω f dσds ∀t > 0. Moreover if f ≡ 0 on ∂Ω × (0, ∞), then u satisfies (1.6) in Ω δ × (0, T). Corollary 3.6. Let n ≥ 3, 0 < δ < R, 0 < m ≤ n−2 n , p > 1 and let f, g ∈ L ∞ loc ([0, ∞)) be two nonnegative functions. Suppose 0 ≤ u 0 ∈ L p (B R \B δ ) is a radially symmetric function such that either u 0 0 on Ω δ or t 0 ∂B R f dσds + t 0 ∂B δ g dσds > 0 ∀t > 0
holds. Then there exists a unique solution of
which is radially symmetric and satisfies (1.5) with Ω = B R , i 0 = 1 and a 1 = 0.
Existence of singular solutions
In this section we will prove the existence of singular solutions of (1.1) inΩ × (0, T). We first start with a lemma. 
which satisfies (1.6) inB R × (0, ∞) and
where ω n is the surface area of the unit sphere S n−1 in R n .
Proof. For any j ∈ Z + , j ≥ 2, let δ j = R/(j + 1). We first assume that β > 0 and divide the existence proof into two cases:
By Lemma 3.4 and Corollary 3.6 for any j ∈ Z + and α > 0 there exists a unique radially symmetric
Similarly there exists a radially symmetric solution v j of (4.4) with α = 0 which satisfies (1.6) in B R × (0, ∞) and
Let 0 < a < R. We choose j a ≥ 3 such that δ j a < min(a/2, e −2 δ 1 ). Then by Lemma 2.1 and Lemma 2.4 for any T > 0 there exist a constant M a,T > 0 such that
and a constant A 2 > 0 such that
where h A 2 is given by (2.13). Hence by (4.7) and P. Sacks' result [S] the sequence {v j } j≥2 is equi-Holder continuous on every compact subset ofB R × (0, ∞). By the Ascoli Theorem and a diagonalization argument the sequence {v j } ∞
j=2
has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly on every compact subset ofB R × (0, ∞) to some continuous function v that satisfies (1.1) inB R × (0, ∞). Letting j → ∞ in (4.7) and (4.8), we get
(4.10) Letting j → ∞ in (4.6), by (4.7), (4.8), and the Lebesgue Dominated Convergence Theorem,
Since v j is a solution of (4.4) with α = 0,
Letting j → ∞ in (4.12), by (4.7), (4.8),
By (4.11) and an argument similar to the proof of (3.20) v(·, t) converges weakly in L 1 (B R ) to u 0 as t → 0. Hence any sequence {t k } ∞ k=1 ⊂ R + converging to 0 as k → ∞ will have a subsequence
such that v(x, t k l ) converges to u 0 (x) a.e. x ∈B R as l → ∞. Then by (4.9) and the Lebesgue dominated convergence theorem,
Now by (4.10),
(4.14)
Letting first t → 0 and then ε → 0 in (4.14) we get
By Theorem 3.5 there exists a unique solution v of
which satisfies (4.11). We claim that v ≡ v inB R × (0, ∞). By direct computation,
Integrating over (t 1 , t 2 ), we get has a subsequence which we may assume without loss of generality to be the sequence itself that converges uniformly in C 2,1 (K) for any compact subset of
Since u j is radially symmetric for all j ∈ Z + and satisfies (1.6) in B R × (0, ∞), u is radially symmetric and satisfies (1.6) inB R × (0, ∞). Letting j → ∞ in (4.5) we get (4.2). By the same argument as before u satisfies (4.13),
and lim
Hence u is a solution of (4.1).
By case 1, for any k ∈ Z + and α > 0 there exists a radially symmetric solution w k of (4.1) with initial value u 0,k which satisfies (1.6) inB R × (0, ∞), (4.3) and
(4.19) for some constant A 2 > 0. By Theorem 2.10 for any 0 < a < R and T > t 1 > 0 there exists a constant
(4.20) For any j, k ∈ Z + , j ≥ 2, and α > 0, let w k, j be the radially symmetric solution of (4.4) given by Corollary 3.6 which satisfies (1.6) in (B R \ B δ j ) × (0, ∞) and (4.6) with u j , u 0 , being replaced by w k, j and u 0,k . By the proof of case 1 we may assume without loss of generality that for each k ∈ Z + , w k, j converges to w k uniformly in C 2,1 on every compact subset ofB R × (0, ∞) as j → ∞. Since u 0,k ≤ u 0,k+1 for all k ∈ Z + , by Lemma 2.1,
By (4.19), (4.20), and (4.21) the sequence {w k } ∞ k=1 is uniformly bounded above and below by some positive constants on any compact subset ofB R × (0, ∞). Then the equation (1.1) for the sequence
is uniformly parabolic on any compact subset ofB R × (0, ∞). Hence by the Schauder estimates the sequence {w k } ∞ k=1 is uniformly Holder continuous on C 2,1 (K) for any compact subset K ofB R × (0, ∞). Hence by (4.21) the sequence {w k } ∞ k=1 increases and converges in C 2,1 (K) for any compact subset K ofB R × (0, ∞) as k → ∞ to some function u ∈ C 2,1 (B R × (0, ∞)) that satisfies (1.1) inB R × (0, ∞). Letting k → ∞ in (4.18) by (4.19), (4.20), and the Lebesgue dominated convergence theorem, u satisfies (4.2). By the same argument as in case 1, u satisfies (4.13).
It remains to show that u(·, t) converges to u 0 as t → 0 in L 1 (B R ). Let 0 < r 1 < min(δ 1 , R)/2. By Lemma 2.9 there exists a constant C > 0 such that
as j → ∞. Then by (4.19) and (4.22),
By an argument similar to the proof of Lemma 3.1 of [HP] there exists a constant C > 0 such that
By (4.23) and (4.24), (4.25) , by the Fatou lemma, Hence u is the solution of (4.1) which satisfies (1.6) inB R × (0, ∞) and (4.2). This completes the proof of the existence of solution of (4.1) when β > 0. Suppose β = 0. Let β k = 1 k . Then, by the previous argument for each k ∈ Z + , there is a solution u k of (4.1) that satisfies (1.6) and (4.2) with u = u k and β = β k . By Lemma 2.1 and the construction of solutions, is equi-Hölder continuous on every compact subset ofB R × (0, ∞). Then, u k decreases and converges uniformly on every compact subset of B R × (0, ∞) to some continuous function u as k → ∞. Then, u satisfies (1.1) and (1.6) inB R × (0, ∞). Putting u = u k and β = β k in (4.2) and letting k → ∞, u satisfies (4.2) with β = 0.
By Lemma 3.3 and (4.28), the equation for u is uniformly parabolic on every compact subset of B R × (0, ∞). Hence, by the Schauder estimate [LSU] , u is smooth solution of (1.1) inB R × (0, ∞). By an argument similar to the proof of Case 2, u is a solution of (4.1). This completes the proof of the existence of solution of (4.1) for any β ≥ 0.
It remains to prove that the solution u of (4.1) that satisfies (1.6) and (4.2) inB R × (0, ∞) will also satisfies (4.3) and solution of (4.1) is unique. We will use a modification of the proof of Lemma 2.6 [Hs2] Since u satisfies (1.6) inB R × (0, ∞), by (4.33) and an argument similar to the proof of Theorem 1.6 of [Hs1] , g(t) = −α ∀t ∈ (0, ∞). Finally by an argument similar to the proof of Lemma 2.6 of [Hs2] but with (4.3) replacing (2.40) there, we get that the solution of (4.1) is unique.
We now observe that by an argument similar to the proof of Lemma 4.1 there exists a solution u of (1.8) which satisfies (1.9). This completes the proof of Theorem 1.2. We are now ready for the proof of Theorem 1.3.
Proof of Theorem 1.3. Existence of solution u of (1.10) which satisfies (1.11) is given by Theorem 1.2. Suppose now g ∈ C([0, ∞)). We will use a modification of the proof of Theorem 2.8 of [Hs2] to prove (1.12). Let t ′ holds for all 0 < r = |x| ≤ r 0 , s j +
