This paper considers the problem of dynamic task allocation, where tasks are unknowingly distributed over an environment. We aim to address the multi-robot exploration aspect of the problem, while solving the task-allocation aspect. To that end, we first propose a novel nature-inspired approach called "hunter and gatherer". We consider each task comprised of two sequential subtasks: detection and completion, where each subtask can only be carried out by a certain type of agent. Thus, this approach employs two complementary teams of agents: one agile in detecting (hunters) and another dexterous in completing (gatherers) the tasks. Then, we propose a multi-robot exploration algorithm for hunters and a multi-robot task allocation algorithm for gatherers, both in distributed manner and based on innovative notions of "certainty and uncertainty profit margins". Statistical analysis on simulation results confirm the efficacy of the proposed algorithms. Besides, it is statistically proven that the proposed solutions function fairly, i.e. for each type of agent, the overall workload is distributed equally. ,
I. Introduction
Multi-robot systems are expected to complete tasks that are unfeasible, laborious or inefficient for a single agent to accomplish [1] . Employing multi-robot systems entails addressing various problems on the subject of task allocation [2] , exploration [3] , coordination [4] , learning [5] , and heterogeneity [6] . Among all these problems, the problem of multi-robot task allocation (MRTA), assigning a group of tasks to individual robots, is the most deep-seated problems of multi-robot systems, where its complexity increases considerably by a wide variety of factors. Regarding, a MRTA problem where tasks are unknowingly distributed over an environment needs to be addressed by solving the problem from both MRTA and multi-robot exploration perspectives. This problem can even get more complicated if each task is divided into two sequential subtasks and each subtask can only be carried out by a certain type of agent. This case poses a less-explored MRTA problem whose exploration and coordination of the complementary robots is the motivation of this work.
According to the taxonomy presented in [7] , problems with single-robot (ST) tasks are the most primitive cases of MRTA problems. For instance, the work in [8] addresses MRTA to coordinate a group of autonomous vehicles by proposing two distributed algorithms based on auction and bundle methods. However, in real-world problems, there are cases where each task requires efforts of multiple robots to be completed. This case taxonomically is known as a multi-robot (MT) task problem and is investigated in [9] and [10] . The former proposes a distributed bees algorithm (DBA) and applies the optimized DBA to distributed target allocation in swarms of robots. The latter presents a novel weighted synergy graph model and then introduces a learning algorithm for the presented model in which the system learns agents' interactions. In both cases, the tasks have been assigned instantaneously, i.e. it is assumed that the tasks are identifiable for robots before the mission. Nonetheless, when tasks ae unknowingly distributed over the environment, instantaneous assignment (IA) is implausible and instead time-extended assignment (TA) must be dragged in.
There are mainly two paradigms of works addressing problems where agents are assigned to accomplish tasks that are unknowingly distributed over an environment: 1) works that address the problem purely from exploration perspective; and 2) works that address the problem from MRTA (TA problems) point of view.
Regarding the first paradigm, [11] and [12] present a very fundamental frontier-based algorithm for autonomous robot and multi-robot exploration respectively. Later on, [13] developed the frontier-based exploration method by introducing a market-based approach to maximize information gain while minimizing incurred costs. In another efforts, [14] and [15] are more focused on information theory and cast the exploration problem as minimization of map entropy by taking into account communication among robots. Taking a step further, [16] proposes an algorithm for distributed multi-robot system to explore nearby zones to reduce the traversed distance, while efficiently using the resources to communicate with the other robots.
Regarding the second paradigm, [17] considers a TA problem, where a system of heterogeneous robots is modeled as a community of species, and develops centralized as well as decentralized methods to efficiently control the heterogeneous swarm of robots. In another effort, in [18] , a novel task allocation method is developed based on Gini coefficient which increases the number of accomplished tasks considering limited energy resources. Although [17, 18] address a time-extended assignment problem, a solution for exploring the environment to detect unknown tasks is not focused. In this regard, [19] investigates the performance of task allocation algorithms in frontier-based multirobot exploration problem. However, theses algorithms are applied to assign frontiers to robots, while still the presence of tasks, besides frontiers, is neglected. Consequently, there is a lack of critical attention paid to addressing exploration and coordination in TA problems in the context of MRTA, while this problem is a pervasive problem in a wide variety of fields such as USAR, agricultural field operations etc.
Consider the USAR in a disaster site in which a number of victims have got stranded in unknown locations and need immediate rescue operations. Each victim is a task that needs to be detected first and then rescued buy a rescue operation that typically needs several dexterity actions which make a rescue robot heavy and incapable of agile search operations. Hence, let us consider each task to be comprised of two sequential subtasks: detection and completion, where each subtask can only be carried out by a certain type of agent. Thus, the case encounters a ST-MR-TA:SP or MT-MR-TA:SP problem.
In this paper, motivated by the problem explained above, we propose a nature-inspired approach called "hunter and gatherer" which employs two teams of robots: a team of agile robots that can quickly explore an environment and detect tasks, called "hunters"; and a team of dexterous robots who accomplish detected tasks called "gatherers". In the USAR challenge, hunters can be a group of small UAVs which search the site to locate victims, and gatherers can be a group of maxi-sized [20] heavy-duty UGVs that rescue detected victims relying on their dexterity capabilities. According to the proposed scheme, we first present the notion of certainty and uncertainty profit margins (CPM and UPM) that respectively determine the levels of confidence and conservativeness of each agent. Further, we contribute a distributed planning algorithm based on the definitions of CPM and UPM. Basically, these algorithms rely on expected gain (EG), which measures density of available information in the surrounding of each task and frontier. Moreover, regarding the coordination factor introduced for gatherer agents, they can mediate from completely indifferent to highly coordinated to hunters' location in the environment.
Statistical analysis on simulation results show that the proposed algorithms function fairly, i.e. the overall workload, as the total costs and accomplishments of a mission, is distributed equally for each type of agent and all agents of a same type behave analogously under similar characteristics. Besides, it is numerically shown that the best strategy for an agent, in its decision-making process, to achieve the maximum effectiveness is neither being completely confident nor being fully conservative, but a combination of both leads to the optimum result. Additionally, statistical analysis on simulation results demonstrates that a coordination factor, introduced for gatherer agents, significantly enhances allocations' effectiveness.
The remainder of this paper is organized as follows. The problem statement is presented in section II. In section III, the methodology and planning algorithms are discussed. Simulation results are presented in Section IV followed by concluding remarks in section V.
II. Problem Statement
In this section, the problem of hunter and gatherer mission planning (HGMP) in the context of dynamic MRTA is explained. Assume that there are m tasks distributed randomly over the environment, E. We consider a case that the number and the locations of tasks are unknown for agents before the execution of the HGMP. The set of tasks is denoted as
in which each task is split into hunting and gathering subtasks, i.e. Assumptions-Throughout the paper, it is assumed that: 1) Tasks are stationary, i.e. they are fixed to their locations.
{ , }
2) The cost of accomplishment of each task is linearly proportional to the distance that an agent moves to do a task.
An agent is considered done with a task when it reaches to the task's location. 3) All agents of a same team are identical. 4) All agents are rational, i.e. they intend to maximize their expected utility. 5) All agents are fully autonomous and have their own utility functions, i.e. no global utility function there exist. 6) Agents from complementary teams can communicate with each other using a stably-connected network. Now, the HGMP problem can be stated as follows. Suppose that there exists a tuple for the mission such that HGMP = (E, , ).  denotes the assignment function which assigns m tasks to hg n n n  agents such that :
 .
Under the assumptions 1-6, the global objective  is to minimize the collective cost of  :
,, ,
where i k x and j k y are binary decision variables for h k t and g k t :
In ( This problem has a global objective  which can be achieved by determining the binary decision variables optimally. These variables need to be determined by the agents throughout explorations and negotiations in a distributed manner. Since agents are rational, each agent's objective is to maximize its own expected utility. As a consequence, the objectives of agents may be conflicting during the HGMP. Hence, the methodology should be developed so that it handles these conflicts in order to maximize the effectiveness of the HGMP and achieve the global objective  .
III. Methodology

A. Conceptual Frameworks
Hunters are assigned to explore the unknown environment for detecting new tasks. According to the hunter and gatherer scheme, the detected task can only be completed by a gatherer. Thus, we need to develop reasoning mechanisms for both type of agents to properly achieve the global objective of the mission. In this section, we first introduce the notion of certainty and uncertainty profit margins, which are the building blocks of agent's reasoning mechanisms. Secondly, we propose a distributed exploration algorithm for hunters by utilizing frontier-based exploration methods.
B. Notion of Profit Margins
In this step, we introduce CPM and UPM as reasoning building blocks of both types of agents. The rationale behind profit margins is to classify potential jobs into profitable, weakly-profitable and non-profitable kinds. When a job is profitable, the agent is confident about taking actions to accomplish it. However, the agent is conservative about potential jobs that are weakly-profitable and ignores non-profitable jobs. The factor that determines whether a job is profitable, weakly-profitable or non-profitable is the effort needed to be accomplished. In this case, the effort made by both types of agents is the distance that they travel to reach the job. For example, the effort that a gatherer makes to accomplish a job is the distance that it travels to reach and accomplish a task. Similarly, the effort that a hunter makes to accomplish its job is the distance that it travels to explore the environment by reaching the frontiers. Now, we define the CPM and UPM more specifically for both types of agents. CPM is a margin to which the travel distance is less than c R from agent's perspective. UPM is a margin to which the travel distance is less that u R and greater than c R from agent's point of view. Fig. 1 shows the CPM and UPM conceptually, as two concentric circles with the agent at the center. In the case of this figure, Job1 is included in agent's CPM so it is considered as a profitable job. Agent's UPM embraces Job2 and it is a weakly-profitable job. Job3 is located beyond the agent's UPM so it is not profitable. The concept of CMP and UMP can also be explained for an agent functioning in an occupancy grid map [??] with presence of obstacles. Figure 2 illustrates an occupancy grid map with an agent located at the center. In this figure, the concept of profit margins has been applied to the probabilistic road maps (PRM) generated for agent's path planning. According to the above hunter and gatherer scheme, a hunter agent relies to its profit margins to explore the environment and a gatherer agent considers its profit margins to accomplish detected tasks. Regarding the definition of UPM and CPM and the way that it can be applied to PRMs, in the following, we focus on developing the reasoning mechanisms for both types of hunter and gatherer agents.
C. Reasoning Mechanism: Hunters
In this section we aim to develop a reasoning mechanism based on profit margins so that hunters explore the environment efficiently. In this regard, we utilize the frontier-based exploration concept to develop a CPM and UPM based exploration algorithm. The basic idea in a frontier-based exploration algorithm for an agent is to select a frontier point first and then move towards the selected frontier to explore unknown areas. Although we intend to develop the reasoning mechanism for hunters in a distributed manner, we need to utilize an online shared map in which certain information of the map and frontiers are accessible for all agents. Hence, before developing the reasoning mechanism, we define a platform in which agents share their gained information.
We define an online board which contains the collective gained information about the environment's map. At the beginning of each mission, all cells of the occupancy grid map are marked as unknown. While hunters explore the map, each explored cell can be marked as obstacle, free, or task cell. Moreover, the unknown cells neighboring a known cell will be marked as a frontier cell. By analyzing the data embedded in the online board, each hunter decides which frontier to select and explore in a distributed manner. Considering that we develop the exploration reasoning mechanism for a hunter agent in a distributed manner. The reasoning mechanism splits into two steps: first, the map updating process, i.e. the hunter updates some additional information on each frontier cell, and the second, the decision process, i.e. the process by which the hunter chooses a frontier cell to explore.
First of all, the hunter agent classifies all frontiers into three categories according to the definition of CPM and UPM, as illustrated in Figure 3 . Then, the hunter updates the location of detected frontiers on the online board and also adds some information about frontiers within its CPM and UPM. To elaborate, each frontier cell keeps two factors called certainty and uncertainty factors (CF and UF). CF of a frontier indicates the number of hunters that the frontier cell is included in their CPM. Similarly, UF of a frontier cell indicates the number of hunters that the frontier cell is within their UPM. Accordingly, the hunter updates CF and UF of all frontiers within its CPM and UPM. In each iteration, the hunter does the map updating process first and then relies on the CF and UF information of frontiers to proceed the decision process. As elaborated above, we need to develop the decision process by which a hunter decides which frontier to choose for exploring. To that end, we propose a method which takes into account the expected gain (EG) available by exploring a certain frontier and chooses a frontier with maximum value of EG. This method has three main features: 1) the algorithmic method is developed in a distributed manner so we propose the decision process for an instance hunter agent, 2) the relative position of other hunters is being considered while using CF and UF of each frontier to calculate their EGs, although each hunter does not take into the account the position of other hunters directly, and 3) to calculate EG for a candidate frontier, the hunter agent not only investigates the candidate frontier's location, CF and UF, but also considers the number, CFs and UFs of other frontiers within candidate frontier's CPM.
As explained for the map updating process, the hunter classifies all frontiers into 3 classes regarding its CPM and UPM. In this step, we clarify how EG is defined for frontiers within agent's CPM. Afterwards, we will develop the EG definition for frontiers within hunter's UPM. Needless to mention, frontiers beyond hunter's UPM are ignored by the agent due to the definition of profit margins.
Suppose that there are c  frontiers within the hunter's CPM where 
The above procedures for selecting a frontier have been considered to develop a frontier selection function. Algorithm 1 illustrates the procedure in which a hunter selects a frontier within its CPM or UPM. In line 3, the hunter uses the definition of profit margins, i.e. c R and u R , to categorize all frontiers and updates the CF and UF of frontiers on the online board. In lines 5 and 9, the agent utilizes (4) and (6) respectively to calculate EGs. Further, the hunter uses (5) and (7) to choose a frontier with highest value of EG in lines 7 and 9 respectively. The frontier selection function explained as algorithm 1 needs to be invoked in the hunter's main algorithm. To that end, algorithm 2 illustrates the main decision procedure for a hunter agent. In line 1, max  denotes the maximum number of iterations at which the main procedure is executed. In line 2, the hunter checks to know whether its frontier buffer is empty to invoke the frontier selection function. In line 4, the agent updates the status of the selected frontier on the online board. When the selected frontier is located within agent's CPM then after updating, the frontier is not selectable for other agents. Otherwise, the agent only updates the status of the selected frontier to pending which still allows other agents, i.e. agents which the selected frontier is within their CPM, to select the frontier. In other words, when the selected frontier is within agent's UPM, then there are still chances for other closer agents to select the frontier. This is actually a reassignment action which results in improving the assignment iteratively. However, when the agent gets close enough to the selected frontier so that the frontier becomes included in its CPM, the agent can update the status of the selected frontier such that no reassignment be allowed anymore. In line 7, the agent checks the condition to make sure whether the selected frontier is still available. Obviously, when the agent selects a frontier within its CPM, then this condition is always true. When a frontier is selected and is still available, then the hunter iteratively moves towards the selected frontier. In line 9, the hunter checks, relying on sensor data, whether a new task is detected while moving toward the selected frontier. In line 16, the hunter updates the new detected frontiers on the online board according to the updated captured data, while moving toward the selected frontier. In this section we aim to develop a reasoning mechanism based on profit margins so that gatherers accomplish the detected tasks efficiently. On this subject, we develop a task-selection algorithm similar to the frontier-selection algorithm in the previous section but we also consider the coordination between gatherers and hunters to develop the reasoning mechanism for gatherers. To that end, the EG for a task is a function of location of both tasks and frontiers. In fact, the locations of tasks play the main role to calculate the EG but the locations of frontiers are also considered to involve the coordination factor between a gatherer and the other hunters. The rationale behind this reasoning is that a gatherer mainly considers the locations of tasks for choosing one of them to accomplish but it also needs to care about the frontiers which indicate the potential locations for upcoming detections. This reasoning rationally performs a coordination between a gatherer, which is accomplishing a detected task, and hunters, which are exploring the environment by visiting the frontiers to detect new tasks.
The reasoning mechanism for a gatherer agent splits into two steps: first, the map updating process, i.e. the gatherer updates some additional information on each task-marked cell, and the second, the decision process, i.e. the process by which the gatherer chooses a task to accomplish. To do the map updating process, the gatherer agent classifies all detected tasks into three categories according to the definition of CPM and UPM. Then, the gatherer updates some information about tasks within its CPM and UPM. To elaborate, each task-marked cell keeps two factors called certainty and uncertainty factors (CF and UF). CF of a task indicates the number of gatherers that the cell is included in their CPM. Similarly, UF of a task-marked cell indicates the number of gatherers that the cell is within their UPM. Accordingly, the gatherer updates CF and UF of all detected tasks within its CPM and UPM. In each iteration, the gatherer does the map updating process first and then relies on the CF and UF information of detected tasks to proceed the decision process.
To develop the decision process for a gatherer agent, we similarly introduce a method which takes into account the EG available by accomplishing a certain task. Hence, we first clarify how EG is defined for tasks within agent's CPM and then, we develop the EG definition for tasks within gatherer's UPM.
Suppose that there are c  tasks within the gatherer's CPM where 1 c   . Then, the set of tasks within its CPM is defined as
The gatherer, denoted as g j a , needs to calculate EG for all members of c T and then choose a task with the highest value of EG. A primary factor which effect EG of a task is the distance between the gatherer and the task such that: 1 EG distance    for all tasks within its UPM and then chooses a task with the maximum value of EG such that:
argsmax( ) f u   where u t  denote the chosen task.
The task-selection procedure is almost similar to the procedure illustrated in Algorithm 1 and algorithm 2. The main difference is the way that a gatherer calculates EG for all detected tasks which has been illustrated by (9) and (10).
IV. Simulation Results
A. Task allocation fairness
To demonstrate that the accomplishment workload is distributed equally for each type of agent, the concept of fairness is introduced. For two main reasons we need to investigate the task allocation algorithms from the fairness perspective: 1) to prove that the allocation is not biased to a particular agent by insuring that agents behave analogously under similar characteristics, and 2) to confirm that there is no imbalance in agent's involvement in a mission which results in an equal wear and tear of individual robots.
We define an effectiveness factor for each agent of both types based on their costs and accomplishment. Then, using the statistical analysis, we prove the fairness of the HGM by comparing effectiveness of different agents of each type. 
Similarly, g j  and g j  denote the effectiveness of g j a and the total number of tasks gathered by the agent respectively, such that:
To investigate the fairness of the proposed algorithms, we ran 100 missions and recorded agents' effectiveness according to (11) and (12) . Then, utilizing statistical hypothesis testing we prove the fairness for each type of agents. The hypothesis testing [21] will be applied on the mean of 100 recorded effectiveness for each hunter and gatherer. Fig. 5(a) Since p value   we must retain the null hypothesis. Therefore, it has been proven that: 1 2 0 -0 gg D  as it is illustrated in Fig. 5(b) . Figure 5 investigating the fairness of the HGMP for: (a) hunter agents, and (b) gatherer agents. Statistically, for each type of agents, there is no significant difference in agents' effectiveness that demonstrates the fairness of the HGMP.
B. Effect of agent's profit margins on the total effectiveness
The proposed algorithms rely strongly on introduced definitions of profit margins, as discussed in methodology section. Accordingly, we need to study the effect of profit margins on a mission's effectiveness to demonstrate their functionality for both types of agents. For this reason, we define the effectiveness for a mission, denoted as t  , which is the ratio of the total number of completed tasks, t  , and the collective cost of the whole mission, t C , as follows:
Regarding (15) The main conclusion to be drawn is that the introduced profit margin parameters for both types of agents have distinct effect on the total effectiveness and there exists a maximum value for t  . Moreover, According to the proposed methodology for both types of agents, when c R decreases, the agent gets less confident and when u R increases, the agent gets less conservative. In this regard, for both types of agents, the best strategy to reach the maximum of t  is neither being completely confident nor being fully conservative, but a combination of both leads to the optimum result.
C. The effect of coordination factor on the total effectiveness
Previously, we introduced the coordination factor for gatherer agents in the methodology section. Now we need to investigate the effect of the coordination factor on the mission effectiveness, as defined in (15) . To that end, we define three different grid maps based on the shape and complication of obstacles: a) a simple gird map containing two simple barriers, b) a sparse-obstacle grid map consisting sparse distributed obstacles, and c) a confined grid map containing narrow corridors and confined rooms, as shown in Fig. 7 . After defining three different grid maps, we ran the algorithm 100 times for each different value of  in each defined grid map and Fig. 8 illustrates the results. First, these results show that there is a value for  in each grid map that leads to a maximum value of t  , denotes the average of t  in 100 tests. Secondly, we want to know that how much t  when coordination factor changes from 0   to max   . For that purpose, we applied a paired T-test to two of collected data sets from Fig. 8(a) Similarly, we applied the same statistical analysis on the data sets collected from two other grid maps, i.e. spareobstacle grid map and confided grid map, as shown in Fig. 8(b) and Fig. 8(c) . According to the analysis for the sparseobstacle grid map, t  increases more than 25 percent by changing  from 0 to it maximum value which is 0.6. In addition, the analysis suggest that by changing  from 0 to it maximum value for the confined grid map, t  increase by 40 percent.
D. Functionality Validation of the hunter and gatherer approach
To validate the functionality of the hunter and gatherer approach, we compared the proposed approach with an alternative approach in which there is only one type of agent doing both exploration and completion of tasks together. The goal of this comparison is to answer two critical questions: 1) is hunter and gatherer more economic than the explained alternative approach? If yes, 2) what criterion needs to be satisfied for that purpose? Since the main distinction of hunters and gatherers is their weighting parameters, this criterion should be expressed regarding the ration of the weighting parameters, i.e. hg . We ran the algorithm for different values of  in each map and compared its total effectiveness, with respect to hg , with the total effectiveness of the alternative approach, as shown in Fig. 9 . According to the results, it is economic to employ the proposed hunter and gatherer approach for a dynamic ST-MR-TA:SP problems if and only if we utilize hunter and gatherer agents that satisfy 0.45 h g    approximately. Figure 9 comparing the hunter and gatherer approach with an alternative approach where each agent does both exploration and completion together.
V. Conclusion
We proposed a distributed decision-making algorithms based on the novel notion of certainty and uncertainty profit margins to address the problem of "MRTA in an unknown environment". To cope with the nature of the unknown environment we proposed the idea of task allocation based on exploration and coordination between complementary teams by utilizing the natural inspired hunter and gatherer approach. We showed that employing two complementary teams of hunters and gatherers can effectually improve the total effectiveness of the task allocation in a mission. To put that in some perspective, we established a criterion which judges the affordability of the proposed scheme by comparing relative costs of each type and is practically satisfiable. We also found that extreme behavior of an agent, being too confident or too conservative, destroys the total effectiveness of the mission. Furthermore, statistical analysis demonstrates a significant improvement of total effectiveness effected by the defined coordination factor for gatherers. According to the investigations, as the environment's map gets more confined, the coordination between hunters and gatherers gets more essential.
