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Abstract
We study the fixed point theory of n-valued maps of a space X using the fixed
point theory of maps between X and its configuration spaces. We give some general
results to decide whether an n-valued map can be deformed to a fixed point free
n-valued map. In the case of surfaces, we provide an algebraic criterion in terms of
the braid groups of X to study this problem. If X is either the k-dimensional ball or
an even-dimensional real or complex projective space, we show that the fixed point
property holds for n-valued maps for all n ≥ 1, and we prove the same result for
even-dimensional spheres for all n ≥ 2. If X is the 2-torus, we classify the homotopy
classes of 2-valued maps in terms of the braid groups of X. We do not currently have
a complete characterisation of the homotopy classes of split 2-valued maps of the
2-torus that contain a fixed point free representative, but we give an infinite family
of such homotopy classes.
1 Introduction
Multifunctions and their fixed point theory have been studied for a number of years, see
for example the books [Ber, Gor], where fairly general classes of multifunctions and spaces
are considered. Continuous n-valued functions are of particular interest, and more in-
formation about their fixed point theory on finite complexes may be found in [Br1, Br2,
Br3, Br4, BK, BL, Bet1, Bet2, Sch1, Sch2, Sch3]. In this paper, we will concentrate our
attention on the case of metric spaces, and notably that of surfaces. In all of what fol-
lows, X and Y will be topological spaces, and φ : X ( Y will be a multivalued function
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i.e. a function that to each x ∈ X associates a non-empty subset φ(x) of Y . Follow-
ing the notation and the terminology of the above-mentioned papers, a multifunction
φ : X ( Y is upper semi-continuous if for all x ∈ X, φ(x) is closed, and given an open
set V in Y , the set {x ∈ X | φ(x) ⊂ V } is open in X, is lower semi-continuous if the set
{x ∈ X | φ(x) ∩ V 6= ∅} is open in X, and is continuous if it is upper semi-continuous
and lower semi-continuous. Let I denote the unit interval [0, 1]. We recall the definitions
of (split) n-valued maps.
Definitions. Let X and Y be topological spaces, and let n ∈ N.
(a) An n-valued map (or multimap) φ : X ( Y , is a continuous multifunction that to
each x ∈ X assigns an unordered subset of Y of cardinal exactly n.
(b) A homotopy between two n-valued maps φ1, φ2 : X ( Y is an n-valued map H : X×
I ( Y such that φ1 = H(·, 0) and φ2 = H(·, 1).
Definition ([Sch1]). An n-valued function φ : X ( Y is said to be a split n-valued map if
there exist single-valued maps f1, f2, . . . , fn : X −→ Y such that φ(x) = {f1(x), . . . , fn(x)}
for all x ∈ X. This being the case, we shall write φ = {f1, . . . , fn}. Let Sp(X, Y, n) denote
the set of split n-valued maps between X and Y .
A priori, φ : X ( Y is just an n-valued function, but if it is split then it is continuous
by Proposition 42 in the Appendix, which justifies the use of the word ‘map’ in the above
definition. Partly for this reason, split n-valued maps play an important roˆle in the theory.
We now recall the notion of coincidence of a pair (φ, f) where φ is an n-valued map and
f : X −→ Y is a single-valued map (meaning continuous) cf. [BK]. Let IdX : X −→ X
denote the identity map of X.
Definitions. Let φ : X ( Y be an n-valued map, and let f : X −→ Y be a single-
valued map. The set of coincidences of the pair (φ, f) is denoted by Coin(φ, f) =
{x ∈ X | f(x) ∈ φ(x)}. If X = Y and f = IdX then Coin(φ, IdX) = {x ∈ X | x ∈ φ(x)}
is called the fixed point set of φ, and will be denoted by Fix(φ). If f is the constant map
cy0 at a point y0 ∈ Y then Coin(φ, cy0) = {x ∈ X | y0 ∈ φ(x)} is called the set of roots of
φ at y0.
Recall that a space X is said to have the fixed point property if any self-map of X has
a fixed point. This notion may be generalised to n-valued maps as follows.
Definition. If n ∈ N, a space X is said to have the fixed point property for n-valued
maps if any n-valued map φ : X ( X has a fixed point.
If n = 1 then we obtain the classical notion of the fixed point property. It is well known
that the fixed point theory of surfaces is more complicated than that of manifolds of higher
dimension. This is also the case for n-valued maps. A number of results for singled-valued
maps of manifolds of dimension at least three may be generalised to the setting of n-
valued maps, see for example the results of Schirmer from the 1980’s [Sch1, Sch2, Sch3].
In dimension one or two, the situation is more complex, and has only been analysed
within the last ten years or so, see [Br1] for the study of n-valued maps of the circle. The
papers [Br4, BL] illustrate some of the difficulties that occur when the manifold is the
2-torus T2. Our expectation is that the case of surfaces of negative Euler characteristic
will be much more involved.
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In this paper, we explore the fixed point property for n-valued maps, and we extend
the famous result of L. E. J. Brouwer that every self-map of the disc has a fixed point to
this setting [Bro]. We will also develop some tools to decide whether an n-valued map
can be deformed to a fixed point free n-valued map, and we give a partial classification
of those split 2-valued maps of T2 that can be deformed to fixed point free 2-valued
maps. Our approach to the study of fixed point theory of n-valued maps makes use of
the homotopy theory of configuration spaces. It is probable that these ideas can also be
adapted to coincidence theory. This viewpoint is fairly general. It helps us to understand
the theory, and provides some means to perform (not necessarily easy) computations in
general. Nevertheless, for some specific situations, such as for surfaces of non-negative
Euler characteristic, these calculations are often tractable. To explain our approach, let
Fn(Y ) denote the n
th (ordered) configuration space of a space Y , defined by:
Fn(Y ) = {(y1, . . . , yn) | yi ∈ Y , and yi 6= yj if i 6= j } .
Configuration spaces play an important roˆle in several branches of mathematics and have
been extensively studied, see [CG, FH] for example. The symmetric group Sn on n ele-
ments acts freely on Fn(Y ) by permuting coordinates. The corresponding quotient space,
known as the nth (unordered) configuration space of Y , will be denoted by Dn(Y ), and the
quotient map will be denoted by pi : Fn(Y ) −→ Dn(Y ). The nth pure braid group Pn(Y )
(respectively the nth braid group Bn(Y )) of Y is defined to be the fundamental group of
Fn(Y ) (resp. of Dn(Y )), and there is a short exact sequence:
1 −→ Pn(Y ) −→ Bn(Y ) τ−→ Sn −→ 1, (1)
where τ is the homomorphism that to a braid associates its induced permutation. For
i = 1, . . . , n, let pi : Fn(Y ) −→ Y denote projection onto the ith factor. The notion of
intermediate configuration spaces was defined in [GG1, GG3]. More precisely, if n,m ∈ N,
the subgroup Sn×Sm ⊂ Sn+m acts freely on Fn+m(Y ) by restriction, and the correspond-
ing orbit space Fn+m(Y )/(Sn × Sm) is denoted by Dn,m(Y ). Let Bn,m = pi1(Dn,m(Y ))
denote the associated ‘mixed’ braid group. The space Fn+m(Y ) is equipped with the to-
pology induced by the inclusion Fn+m(Y ) ⊂ Y n+m, and Dn,m(Y ) is equipped with the
quotient topology. If Y is a manifold without boundary then the natural projections
pm,n : Dm,n(Y ) −→ Dm(Y ) onto the first m coordinates are fibrations. For maps whose
target is a configuration space, we have the following notions.
Definitions. Let X and Y be topological spaces, and let n ∈ N. A map Φ: X −→ Dn(Y )
will be called an n-unordered map, and a map Ψ: X −→ Fn(Y ) will be called an n-ordered
map. For such an n-ordered map, for i = 1, . . . , n, there exist maps fi : X −→ Y such that
Ψ(x) = (f1(x), . . . , fn(x)) for all x ∈ X, and for which fi(x) 6= fj(x) for all 1 ≤ i, j ≤ n,
i 6= j, and all x ∈ X. In this case, we will often write Ψ = (f1, . . . , fn).
The fixed point-theoretic concepts that were defined earlier for n-valued maps carry
over naturally to n-unordered and n-ordered maps as follows.
Definitions. Let X and Y be topological spaces, let f : X −→ Y be a single-valued
map, let y0 ∈ Y , and let n ∈ N.
(a) Given an n-unordered map Φ: X −→ Dn(Y ), x ∈ X is said to be a coincidence of
the pair (Φ, f) if there exist (x1, . . . , xn) ∈ Fn(Y ) and j ∈ {1, . . . , n} such that Φ(x) =
3
pi(x1, . . . , xn) and f(x) = xj. The set of coincidences of the pair (Φ, f) will be denoted by
Coin(Φ, f). If X = Y and f = IdX then Coin(Φ, IdX) is called the fixed point set of Φ,
and is denoted by Fix(Φ). If f is the constant map cy0 at y0 then Coin(Φ, cy0) is called
the set of roots of Φ at y0.
(b) Given an n-ordered map Ψ: X −→ Fn(Y ), the set of coincidences of the pair (Ψ, f)
is defined by Coin(Ψ, f) = {x ∈ X | f(x) = pj ◦Ψ(x) for some 1 ≤ j ≤ n}. If X = Y
and f = IdX then Coin(Ψ, IdX) = {x ∈ X | x = pj ◦Ψ(x) for some 1 ≤ j ≤ n} is called
the fixed point set of Ψ, and is denoted by Fix(Ψ). If f is the constant map cy0 then
Coin(Ψ, cy0) = {x ∈ X | y0 = pj ◦Ψ(x) for some 1 ≤ j ≤ n} is called the set of roots of
Ψ at y0.
In order to study n-valued maps via single-valued maps, we use the following natural
relation between multifunctions and functions. First observe that there is an obvious
bijection between the set of n-point subsets of a space Y and the unordered configuration
space Dn(Y ). This bijection induces a one-to-one correspondence between the set of n-
valued functions from X to Y and the set of functions from X to Dn(Y ). In what follows,
given an n-valued function φ : X ( Y , we will denote the corresponding function whose
target is the configuration space Dn(Y ) by Φ: X −→ Dn(Y ), and vice-versa. Since we are
concerned with the study of continuous multivalued functions, we wish to ensure that this
correspondence restricts to a bijection between the set of (continuous) n-valued maps and
the set of continuous single-valued maps whose target is Dn(Y ). It follows from Theorem 8
that this is indeed the case if X and Y are metric spaces. This hypothesis will clearly be
satisfied throughout this paper. If the map Φ: X −→ Dn(Y ) associated to φ admits a
lift Φ̂ : X −→ Fn(Y ) via the covering map pi then we shall say that Φ̂ is a lift of φ (see
Section 2 for a formal statement of this definition). We will make use of this notion to
develop a correspondence between split n-valued maps and maps from X into Fn(Y ). As
we shall see, the problems that we are interested in for n-valued maps, such as coincidence,
fixed point and root problems, may be expressed within the context of n-unordered maps,
to which we may apply the classical theory of single-valued maps.
Our main aims in this paper are to explore the fixed point property of spaces for n-
valued maps, and to study the problem of whether an n-valued map map can be deformed
to a fixed point free n-valued map. We now give the statements of the main results of this
paper. The first theorem shows that for simply-connected metric spaces, the usual fixed
point property implies the fixed point property for n-valued maps.
Theorem 1. Let X be a simply-connected metric space that has the fixed point property,
and let n ∈ N. Then every n-valued map of X has at least n fixed points, so X has the fixed
point property for n-valued maps. In particular, for all n, k ≥ 1, the k-dimensional disc
Dk and the 2k-dimensional complex projective space CP 2k have the fixed point property for
n-valued maps.
It may happen that a space does not have the (usual) fixed point property but that it
has the fixed point property for n-valued maps for n > 1. This is indeed the case for the
2k-dimensional sphere S2k.
Proposition 2. If n ≥ 2 and k ≥ 1, S2k has the fixed point property for n-valued maps.
Theorem 1 and Proposition 2 will be proved in Section 2. Although the 2k-dimensional
real projective space RP 2k is not simply connected, in Section 3 we will show that it has
the fixed point property for n-valued maps for all n ∈ N.
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Theorem 3. Let k, n ≥ 1. The real projective space RP 2k has the fixed point property for
n-valued maps. Further, any n-valued map of RP 2k has at least n fixed points.
We do not know of an example of a space that has the fixed point property, but that
does not have the fixed point property for n-valued maps for some n ≥ 2.
In Section 4, we turn our attention to the question of deciding whether an n-valued
map of a surface X of non-negative Euler characteristic χ(X) can be deformed to a fixed
point free n-valued map. In the following result, we give algebraic criteria involving the
braid groups of X.
Theorem 4. Let X be a compact surface without boundary such that χ(X) ≤ 0, let n ≥ 1,
and let φ : X ( X be an n-valued map.
(a) The n-valued map φ can be deformed to a fixed point free n-valued map if and only
if there is a homomorphism ϕ : pi1(X) −→ B1,n(X) that makes the following diagram
commute:
B1,n(X)
pi1(X) pi1(X)×Bn(X),
(ι1,n)#
(IdX ×Φ)#
ϕ (2)
where ι1,n : D1,n(X) −→ X ×Dn(X) is the inclusion map.
(b) If the n-valued map φ is split, it can be deformed to a fixed point free n-valued map
if and only if there is a homomorphism ϕ̂ : pi1(X) −→ Pn+1(X) that makes the following
diagram commute:
Pn+1(X)
pi1(X) pi1(X)× Pn(X).
(ι̂n+1)#
(IdX ×Φ̂)#
ϕ̂
where ι̂n+1 : Fn+1(X) −→ X × Fn(X) is the inclusion map.
If φ : X ( X is a split n-valued map given by φ = {f1, · · · , fn} that can be deformed
to a fixed point free n-valued map, then certainly each of the single-valued maps fi can be
deformed to a fixed point free map. The question of whether the converse of this statement
holds for surfaces is open. We do not know the answer for any compact surface without
boundary different from S2 or RP 2, but it is likely that the converse does not hold. More
generally, one would like to know if the homotopy class of φ contains a representative
for which the number of fixed points is exactly the Nielsen number. Very little is known
about this question, even for the 2-torus. Recall that the Nielsen number of an n-valued
map φ : X ( X, denoted N(φ), was defined by Schirmer [Sch2], and generalises the usual
Nielsen number in the single-valued case. She showed that N(φ) is a lower bound for the
number of fixed points among all n-valued maps homotopic to φ.
Within the framework of Theorem 4, it is natural to study first the case of 2-valued
maps of the 2-torus T2, which is the focus of Section 5. In what follows, µ and λ will denote
the meridian and the longitude respectively of T2. Let (e1, e2) be a basis of pi1(T2) such that
e1 = [µ] and e2 = [λ]. For self-maps of T2, we will not be overly concerned with the choice
of basepoints since the fundamental groups of T2 with respect to two different basepoints
may be canonically identified. In Section 5.1, we will study the groups P2(T2), B2(T2)
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and P2(T2 \ {1}), and in Corollary 27, we will see that P2(T2) is isomorphic to the direct
product of a free group F2(u, v) of rank 2 and Z2. In what follows, the elements of P2(T2)
will be written with respect to the decomposition F2(u, v)× Z2, and Ab: F2(u, v) −→ Z2
will denote Abelianisation. Theorem 35, which is a result of [Sch2] for the Nielsen number
of split n-valued maps, will be used in part of the proof of the following proposition.
Proposition 5. Let φ : T2 ( T2 be a split 2-valued map of the torus T2, and let
Φ̂ = (f1, f2) : T2 −→ F2(T2) be a lift of φ such that Φ̂#(e1) = (wr, (a, b)) and Φ̂#(e2) =
(ws, (c, d))), where (r, s) ∈ Z2 \ {(0, 0)}, a, b, c, d ∈ Z and w ∈ F2(u, v). Then the Nielsen
number of φ is given by:
N(φ) =
∣∣∣∣det(a− 1 cb d− 1
)∣∣∣∣+ ∣∣∣∣det(rm+ a− 1 sm+ crn+ b sn+ d− 1
)∣∣∣∣ ,
where Ab(w) = (m,n) ∈ Z2. If the map φ can be deformed to a fixed point free 2-
valued map, then both of the maps f1 and f2 can be deformed to fixed point free maps.
Furthermore, f1 and f2 can be deformed to fixed point free maps if and only if either:
(a) the pairs of integers (a− 1, b), (c, d− 1) and (m,n) belong to a cyclic subgroup of Z2,
or
(b) s(a− 1, b) = r(c, d− 1).
Within the framework of Proposition 5, given a split 2-valued map φ : T2 ( T2 for
which N(φ) = 0, we would like to know whether φ can be deformed to a fixed point free
2-valued map. If N(φ) = 0, then by this proposition, one of the conditions (a) or (b) must
be satisfied. The following result shows that condition (b) is also sufficient.
Theorem 6. Let Φ̂ : T2 −→ F2(T2) be a lift of a split 2-valued map φ : T2 ( T2 that
satisfies Φ̂#(e1) = (w
r, (a, b)) and Φ̂#(e2) = (w
s, (c, d)), where w ∈ F2(u, v), a, b, c, d ∈ Z
and (r, s) ∈ Z2 \ {(0, 0)} satisfy s(a − 1, b) = r(c, d − 1). Then φ may be deformed to a
fixed point free 2-valued map.
With respect to condition (a), we obtain a partial converse for certain values of
a, b, c, d,m and n.
Theorem 7. Suppose that (a − 1, b), (c, d − 1) and (m,n) belong to a cyclic subgroup of
Z2 generated by an element of the form (0, q), (1, q), (p, 0) or (p, 1), where p, q ∈ Z, and let
r, s ∈ Z. Then there exist w ∈ F2(u, v), a split fixed point free 2-valued map φ : T2 ( T2
and a lift Φ̂ : T2 −→ F2(T2) of φ such that such that Ab(w) = (m,n), Φ̂#(e1) = ((wr, (a, b))
and Φ̂#(e2) = (w
s, (c, d)).
Proposition 5 and Theorems 6 and 7 will be proved in Section 5. Besides the intro-
duction and an appendix, this paper is divided into 4 sections. In Section 2, we give some
basic definitions, we establish the connection between multimaps and maps whose target
is a configuration space, and we show that simply-connected spaces have the fixed point
property for n-valued maps if they have the usual fixed point property. In Section 3,
we show that even-dimensional real projective spaces have the fixed point property for
n-valued maps. In Section 4, we provide general criteria of a homotopic and algebraic
nature, to decide whether an n-valued map can be deformed or not to a fixed point free n-
valued map, and we give the corresponding statements for the case of roots. In Section 5,
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we study the fixed point theory of 2-valued maps of the 2-torus. In Section 5.1, we give
presentations of certain braid groups of T2, in Section 5.2, we describe the set of homotopy
classes of split 2-valued maps of T2, and in Section 5.3, we study the fixed point theory of
split 2-valued maps. In the Appendix, written with R. F. Brown, in Theorem 8, we show
that for the class of metric spaces that includes those considered in this paper, n-valued
maps can be regarded as single-valued maps whose target is the associated unordered
configuration space.
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2 Generalities and the n-valued fixed point property
In Section 2.1, we begin by describing the relations between n-valued maps and n-unordered
maps. We will assume throughout that X and Y are metric spaces, so that we can apply
Theorem 8. Making use of unordered configuration space, in Lemma 9 and Corollary 11,
we prove some properties about the fixed points of n-valued maps. In Section 2.2, we
give an algebraic condition that enables us to decide whether an n-valued map is split.
We also study the case where X is simply connected (the k-dimensional disc for example,
which has the usual fixed point property) and we prove Theorem 1, and in Section 2.3, we
analyse the case of the 2k-dimensional sphere (which does not have the usual fixed point
property), and we prove Proposition 2.
2.1 Relations between n-valued maps, n-(un)ordered maps and
their fixed point sets
A proof of the following result may be found in the Appendix.
Theorem 8. Let X and Y be metric spaces, and let n ∈ N. An n-valued function φ : X (
Y is continuous if and only if the corresponding function Φ: X −→ Dn(Y ) is continuous.
It would be beneficial for the statement of Theorem 8 to hold under weaker hypotheses
on X and Y . See [BG] for some recent results in this direction.
Definition. If φ : X ( Y is an n-valued map and Φ: X −→ Dn(Y ) is the associated
n-unordered map, an n-ordered map Φ̂ : X −→ Fn(Y ) is said to be a lift of φ if the
composition pi ◦ Φ̂ : X −→ Dn(Y ) of Φ̂ with the covering map pi : Fn(Y ) −→ Dn(Y ) is
equal to Φ.
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If φ = {f1, . . . , fn} : X ( Y is a split n-valued map, then it admits a lift Φ̂ =
(f1, . . . , fn) : X −→ Fn(Y ). For any such lift, Fix(Φ̂) = Fix(φ), and the map Φ̂ determines
an ordered set of n maps (f1 = p1◦Φ̂, . . . , fn = pn◦Φ̂) from X to Y for which fi(x) 6= fj(x)
for all x ∈ X and all 1 ≤ i < j ≤ n. Conversely, any ordered set of n maps (f1, . . . , fn)
from X to Y for which fi(x) 6= fj(x) for all x ∈ X and all 1 ≤ i < j ≤ n determines
an n-ordered map Ψ: X −→ Fn(Y ) defined by Ψ(x) = (f1(x), . . . , fn(x)) and a split n-
valued map φ = {f1, . . . , fn} : X ( Y of which Ψ is a lift. So the existence of such a
split n-valued map φ is equivalent to that of an n-ordered map Ψ: X −→ Fn(Y ), where
Ψ = (f1, . . . , fn). This being the case, the composition pi ◦ Ψ: X −→ Dn(Y ) is the map
Φ: X −→ Dn(Y ) that corresponds (in the sense described in Section 1) to the n-valued
map φ. Consequently, an n-valued map φ : X ( Y admits a lift if and only if it is
split. As we shall now see, Theorem 8 will be of help in the description of the relations
between (split) n-valued maps and n-(un)ordered maps of metric spaces. As we have seen,
to each n-valued map (resp. split n-valued map), we may associate an n-unordered map
(resp. a lift), and vice-versa. Note that the symmetric group Sn not only acts (freely) on
Fn(Y ) by permuting coordinates, but it also acts on the set of ordered n-tuples of maps
between X and Y . Further, the restriction of the latter action to the subset Fn(Y )
X of
n-ordered maps, i.e. maps of the form Ψ: X −→ Fn(Y ), where Ψ(x) = (f1(x), . . . , fn(x))
for all x ∈ X for which fi(x) 6= fj(x) for all x ∈ X and 1 ≤ i < j ≤ n, is also free. In
what follows, [X, Y ] (resp. [X, Y ]0) will denote the set of homotopy classes (resp. based
homotopy classes) of maps between X and Y .
Lemma 9. Let X and Y be metric spaces, and let n ∈ N.
(a) The set Sp(X, Y, n) of split n-valued maps from X to Y is in one-to-one correspond-
ence with the orbits of the set of maps Fn(Y )
X from X to Fn(Y ) modulo the free action
defined above of Sn on Fn(Y )
X .
(b) If two n-valued maps from X to Y are homotopic and one is split, then the other is
also split. Further, the set Sp(X, Y, n)/∼ of homotopy classes of split n-valued maps from
X to Y is in one-to-one correspondence with the orbits of the set [X,Fn(Y )] of homotopy
classes of maps from X to Fn(Y ) under the action of Sn induced by that of Sn on Fn(Y )
X .
(c) Suppose that X = Y . If an n-valued map φ : X ( X is split and deformable to a
fixed point free map, then a lift Φ̂ : X −→ Fn(X) of φ may be written as Ψ = (f1, . . . , fn),
where for all i = 1, . . . , n, the map fi : X −→ X is a map that is deformable to a fixed
point free map.
Proof.
(a) Let φ : X ( Y be a split n-valued map. From the definition, there exists an n-
ordered map Φ̂ : X −→ Fn(Y ) such that Φ = pi ◦ Φ̂, up to the identification given by
Theorem 8. If Φ̂ = (f1, . . . , fn), the other lifts of φ are obtained via the action of the
group of deck transformations of the covering space, this group being Sn in our case, and
so are of the form (fσ(1), . . . , fσ(n)), where σ ∈ Sn. This gives rise to the stated one-to-one
correspondence between Sp(X, Y, n) and the orbit space Fn(Y )
X/Sn.
(b) By naturality, the map pi : Fn(Y ) −→ Dn(Y ) induces a map pi : [X,Fn(Y )] −→
[X,Dn(Y )] defined by pi([Ψ]) = [pi ◦ Ψ] for any n-ordered map Ψ: X −→ Fn(Y ). Given
two homotopic n-valued maps between X and Y , which we regard as maps from X to
Dn(Y ) using Theorem 8, if the first has a lift to Fn(Y ), then the lifting property of a
covering implies that the second also admits a lift to Fn(Y ), so if the first map is split
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then so is the second map. To prove the second part of the statement, first note that there
is a surjective map f : Fn(Y )
X −→ Sp(X, Y, n) given by f(g) = pi ◦ g, where we identify
Sp(X, Y, n) with the set of maps Dn(Y )
X from X to Dn(Y ), that induces a surjective
map f : [X,Fn(Y )] −→ Sp(X, Y, n)/ ∼ on the corresponding sets of homotopy classes.
Further, if Ψ1,Ψ2 ∈ Fn(Y )X are two n-ordered maps that are homotopic via a homotopy
H, and if α ∈ Sn, then the maps α ◦ Ψ1, α ◦ Ψ2 ∈ Fn(Y )X are also homotopic via the
homotopy α ◦H, and so we obtain a quotient map q : [X,Fn(Y )] −→ [X,Fn(Y )]/Sn. We
claim that f factors through q via the map f : [X,Fn(Y )]/Sn −→ Sp(X, Y, n)/∼ defined
by f([g]) = [f(g)]. To see this, let g, h ∈ Fn(Y )X be such that q([g]) = q([h]). Then there
exists α ∈ Sn such that α([g]) = [h]. Then f(α[g]) = [αf(h)] = f([h]) = [f(h)]. But from
the definition of Sp(X, Y, n), [αf(g)] = [f(g)], and so [f(g)] = [f(h)], which proves the
claim. By construction, the map f is surjective. It remains to show that it is injective.
Let g, h ∈ Fn(Y )X be such that f([g]) = f([h]). Then [f(g)] = [f(h)], and thus f(g)
and f(h) are homotopic via a homotopy H in Sp(X, Y, n), where H(0, f(g)) = f(g) and
H(1, f(g)) = f(h). Then H lifts to a homotopy H˜ such that H˜(0, g) = g, and H˜(1, g) is a
lift of f(h). But h is also a lift of f(h), so there exists α ∈ Sn such that f(h) = αh. Further,
g is homotopic to f(h), so is homotopic to α(h), and hence q([g]) = q([α(h)]) = q([h])
from the definition of q, which proves the injectivity of f .
(c) Since φ is split, we may choose a lift Φ̂ = (f1, . . . , fn) : X −→ Fn(X) of φ. By
hypothesis, there is a homotopy H : X × I −→ Dn(X) such that H(·, 0) = Φ, and H(·, 1)
is fixed point free. Since the initial part of the homotopy H admits a lift, there exists
a lift Ĥ : X × I −→ Fn(X) of H such that Ĥ(·, 0) = Φ̂, and Ĥ(·, 1) is fixed point free.
So Ĥ(·, 1) is of the form (f1, . . . , fn), where fi is fixed point free for 1 ≤ i ≤ n, and the
conclusion follows.
Remarks 10.
(a) The action of Sn on the set of homotopy classes [X,Fn(Y )] is not necessarily free (see
Proposition 34(b)).
(b) The question of whether the converse of Lemma 9(c) is valid for surfaces is open, see
the introduction.
The following consequence of Lemma 9(c) will be useful in what follows, and implies
that if a split n-valued map can be deformed to a fixed point free n-valued map (through
n-valued maps), then the deformation is through split n-valued maps.
Corollary 11. Let X be a metric space, and let n ∈ N. A split n-valued map φ : X ( X
may be deformed within Sp(X,X, n) to a fixed point free n-valued map if and only if any
lift Φ̂ = (f1, . . . , fn) : X −→ Fn(X) of φ may be deformed within Fn(X) to a fixed point
free map Φ̂′ = (f ′1, . . . , f
′
n) : X −→ Fn(X). In particular, for all 1 ≤ i ≤ n, there exists
a homotopy Hi : X × I −→ X between fi and f ′i , where f ′i is a fixed point free map, and
Hj(x, t) 6= Hk(x, t) for all 1 ≤ j < k ≤ n, x ∈ X and t ∈ [0, 1].
Proof. The ‘if’ part of the statement may be obtained by considering the composition
of the deformation between Ψ and Ψ′ by the projection pi and by applying Theorem 8.
The ‘only if’ part follows in a manner similar to that of the proof of the first part of
Lemma 9(b).
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2.2 The fixed point property of simply connected spaces and the
k-disc Dk for n-valued maps
In this section, we analyse the case where X is a simply-connected metric space that
possesses the fixed point property, such as the closed k-dimensional disc Dk. In Lemma 12,
we begin by proving a variant of the so-called ‘Splitting Lemma’ that is more general than
the versions that appear in the literature, such as that of Schirmer given in [Sch1, Section 2,
Lemma 1] for example. The hypotheses are expressed in terms of the homomorphism on
the level of the fundamental group of the target Y , rather than that of the domain X, and
the criterion is an algebraic condition, in terms of the fundamental group, for an n-valued
map from X to Y to be split. This allows us to prove Theorem 1, which says that a
simply-connected metric space that has the fixed point property also possesses the fixed
point property for n-valued maps for all n ≥ 1. In particular, Dk satisfies this property
for all k ≥ 1. The 2-disc will be the only surface with boundary that will be considered
in this paper. The cases of other surfaces with boundary, such as the annulus and the
Mo¨bius band, will be studied elsewhere.
Lemma 12. Let n ≥ 1, let φ : X ( Y be an n-valued map between metric spaces, where
X is connected and locally arcwise-connected, and let Φ: X −→ Dn(Y ) be the associated
n-unordered map. Then φ is split if and only if the image of the induced homomorphism
Φ# : pi1(X) −→ Bn(Y ) is contained in the image of the homomorphism pi# : Pn(Y ) −→
Bn(Y ) induced by the covering map pi : Fn(Y ) −→ Dn(Y ). In particular, if X is simply
connected then all n-valued maps from X to Y are split.
Proof. Since X and Y are metric spaces, using Theorem 8, we may consider the n-
unordered map Φ: X −→ Dn(Y ) that corresponds to φ. The first part of the statement
follows from standard results about the lifting property of a map to a covering space in
terms of the fundamental group [Mas, Chapter 5, Section 5, Theorem 5.1]. The second
part is a consequence of the first part.
As a consequence of Lemma 12, we are able to prove Theorem 1.
Proof of Theorem 1. Let X be a simply-connected metric space that has the fixed point
property. By Lemma 12, any n-valued map φ : X ( X is split. Writing φ = {f1, . . . , fn},
each of the maps fi : X −→ X is a self-map of X that has at least one fixed point. So φ
has at least n fixed points, and in particular, X has the fixed point property for n-valued
maps. The last part of the statement then follows.
2.3 n-valued maps of the sphere S2k
Let k ≥ 1. Although S2k does not have the fixed point property for self-maps, we shall
show in this section that it has the fixed point property for n-valued maps for all n > 1,
which is the statement of Proposition 2. We first prove a lemma.
Lemma 13. Let n ≥ 1 and k ≥ 2. Then any n-valued map of Sk is split.
Proof. The result follows from Lemma 12 using the fact that Sk is simply connected.
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Proof of Proposition 2. Let n ≥ 2, and let φ : S2k ( S2k be an n-valued map. By
Lemma 13, φ is split, so it admits a lift Φ̂ : S2k −→ Fn(S2k), where Φ̂ = (f1, f2, . . . , fn).
Since f1(x) 6= f2(x) for all x ∈ S2k, we have f2(x) 6= −(−f1(x)), it follows that f2 is
homotopic to −f1 via a homotopy that for all x ∈ S2k, takes −f1(x) to f2(x) along the
unique geodesic that joins them. Thus the degree of one of the maps f1 and f2 is different
from −1, and so has a fixed point, which implies that φ has a fixed point.
Remark. If n > 2 and k = 1 then the result of Proposition 2 is clearly true since by [GG4,
pp. 43–44], the set [S2, Fn(S2)] of homotopy classes of maps between S2 and Fn(S2) contains
only one class, which is that of the constant map. So any representative of this class is
of the form φ = (f1, . . . , fn), where all of the maps fi : S2 −→ S2 are homotopic to the
constant map. Such a map always has a fixed point, and hence φ has at least n fixed
points.
3 n-valued maps of the projective space RP 2k
In this section, we will show that the projective space RP 2k also has the fixed point
property for n-valued maps, which is the statement of Theorem 3. Since RP 2k is not
simply connected, we will require more elaborate arguments than those used in Sections 2.2
and 2.3. We separate the discussion into two cases, k = 1, and k > 1.
3.1 n-valued maps of RP 2
The following result is the analogue of Lemma 13 for RP 2.
Lemma 14. Let n ≥ 1. Then any n-valued map of the projective plane is split.
Proof. Let φ : RP 2( RP 2 be an n-valued map, let Φ: RP 2 −→ Dn(RP 2) be the associ-
ated n-unordered map, and let Φ# : pi1(RP 2) −→ Bn(RP 2) be the homomorphism induced
on the level of fundamental groups. Since pi1(RP 2) is isomorphic to the cyclic group of
order 2, it follows that Im (Φ#) is contained in the subgroup 〈∆2n〉 of Bn(RP 2) generated
by the full twist braid ∆2n of Bn(RP 2) because ∆2n is the unique element of Bn(RP 2) of
order 2 [GG2, Proposition 23]. But ∆2n is a pure braid, so Im (Φ#) ⊂ Pn(RP 2). Thus Φ
factors through pi, and hence φ is split by Lemma 12 as required.
Proposition 15. Let n ≥ 1. Then any n-valued map of RP 2 has at least n fixed points,
in particular RP 2 has the fixed point property for n-valued maps.
Proof. Let φ : RP 2 ( RP 2 be an n-valued map of RP 2. Then φ is split by Lemma 14,
and so φ = {f1, . . . , fn}, where f1, . . . , fn : RP 2 −→ RP 2 are pairwise coincidence-free
self-maps of RP 2. But RP 2 has the fixed point property, and so for i = 1, . . . , n, fi has a
fixed point. Hence φ has at least n fixed points.
3.2 n-valued maps of RP 2k, k > 1
The aim of this section is to prove that RP 2k has the fixed point property for n-valued
maps for all n ≥ 1 and k > 1. Indeed, we will show that every such n-valued map has at
least n fixed points.
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Given an n-valued map φ : X ( X of a topological space X, we consider the cor-
responding map Φ: X −→ Dn(X), and the induced homomorphism Φ# : pi1(X) −→
pi1(Dn(X)) on the level of fundamental groups, where pi1(Dn(X)) = Bn(X). By the
short exact sequence (1), Pn(X) is a normal subgroup of Bn(X) of finite index n!, so
the subgroup H = Φ−1# (Pn(X)) is a normal subgroup of pi1(X) of finite index. Further,
if L = pi1(X)/H, the composition pi1(X)
Φ#−→ Bn(X) τ−→ Sn is a homomorphism that
induces a homomorphism between L and Sn.
Proposition 16. Let n ∈ N. Suppose that X is a connected, locally arcwise-connected
metric space. With the above notation, there exists a covering q : X̂ −→ X of X that
corresponds to the subgroup H, and the n-valued map φ1 = φ ◦ q : X̂ ( X admits exactly
n! lifts, which are n-ordered maps from X̂ to Fn(X). If one such lift Φ̂1 : X̂ −→ Fn(X)
is given by Φ̂1 = (f1, . . . , fn), where for i = 1, . . . , n, fi is a map from X̂ to X, then the
other lifts are of the form (fτ(1), . . . , fτ(n)), where τ ∈ Sn.
Proof. The first part is a consequence of [Mas, Theorem 5.1, Chapter V, Section 5], using
the observation that Sn is the deck transformation group corresponding to the covering
pi : Fn(X) −→ Dn(X). The second part follows from the fact that Sn acts freely on the
covering space Fn(X) by permuting coordinates.
The fixed points of the n-valued map φ : X ( X may be described in terms of the
coincidences of the covering map q : X̂ −→ X with the maps f1, . . . , fn given in the
statement of Proposition 16.
Proposition 17. Let n ∈ N, let X be a connected, locally arcwise-connected, metric
space, let φ : X ( X be an n-valued map, and let Φ̂1 = (f1, . . . , fn) : X̂ −→ Fn(X) be an
n-ordered map that is a lift of φ1 = φ ◦ q : X̂ ( X as in Proposition 16. Then the map
q restricts to a surjection q :
⋃n
i=1 Coin(q, fi) −→ Fix(φ). Furthermore, the pre-image of
a point x ∈ Fix(φ) by this map is precisely q−1(x), namely the fibre over x ∈ X of the
covering map q : X̂ −→ X.
Proof. Let x̂ ∈ Coin(q, fi) for some 1 ≤ i ≤ n, and let x = q(x̂). Then fi(x̂) = q(x̂), and
since Φ(x) = pi◦Φ̂1(x̂) = {f1(x̂), . . . , fn(x̂)}, it follows that x ∈ φ(x), i.e. x ∈ Fix(φ), so the
map is well defined. To prove surjectivity and the second part of the statement, it suffices
to show that if x ∈ Fix(φ), then any element x̂ of q−1(x) belongs to ⋃ni=1 Coin(q, fi). So
let x ∈ φ(x), and let x̂ ∈ X̂ be such that q(x̂) = x. By commutativity of the following
diagram:
Fn(X)
X̂ X Dn(X),
pi
q
Φ̂1
Φ
and the fact that x ∈ Fix(φ), it follows that x is one of the coordinates, the jth coordin-
ate say, of Φ̂1(x̂). This implies that x̂ ∈ Coin(q, fj), which completes the proof of the
proposition.
Proposition 18. Let n, k > 1. If φ : S2k ( RP 2k is an n-valued map, then φ is split, and
for i = 1, . . . , n, there exist maps fi : S2k −→ RP 2k for which φ = {f1, . . . , fn}. Further,
fi is null homotopic for all i ∈ {1, . . . , n}.
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Proof. The first part follows from Lemma 12. It remains to prove the second part,
i.e. that each fi is null homotopic. Since S2k is simply connected, the set [S2k,S2k] =
[S2k,S2k]0 = pi2k(S2k), where [·, ·]0 denotes basepoint-preserving homotopy classes of maps.
Let x0 ∈ S2k be a basepoint, let p : S2k −→ RP 2k be the two-fold covering, and let x0 =
p(x0) ∈ RP 2k be the basepoint of RP 2k. Consider the natural map [(S2k, x0), (S2k, x0)] −→
[(S2k, x0), (RP 2k, x0)] from the set of based homotopy classes of self-maps of S2k to the
based homotopy classes of maps from S2k to RP 2k, that to a homotopy class of a basepoint-
preserving self-map of S2k associates the homotopy class of the composition of this self-map
with p. This correspondence is an isomorphism. The covering map p has topological de-
gree 2 [Ep], so the degree of a map f : S2k −→ RP 2k is an even integer (we use the system
of local coefficients given by the orientation of RP 2k [Ol]). Since H l(RP 2k, Q˜) = 0 for Q˜
twisted by the orientation and l 6= 2k, if i 6= j, it follows that the Lefschetz coincidence
number L(fi, fj) is equal to deg(fi). But fi and fj are coincidence free, so their Lefschetz
coincidence number must be zero, which implies that deg(fi) = 0 [GJ]. Since n > 1, we
conclude that deg(fi) = 0 for all 1 ≤ i ≤ n, and the result follows.
We are now able to prove the main result of this section, that RP 2k has the fixed point
property for n-valued maps for all k, n ≥ 1.
Proof of Theorem 3. The case n = 1 is classical, so assume that n ≥ 2. We use the
notation introduced at the beginning of this section, taking X = RP 2k. Since pi1(RP 2k) ∼=
Z2, H is either pi1(RP 2k) or the trivial group. In the former case, the n-valued map
φ : RP 2k ( RP 2k is split, Fix(φ) =
⋃n
i=1 Fix(fi), where φ = {f1, . . . , fn}, and for all i =
1, . . . , n, fi is a self-map of RP 2k. It follows that φ has at least n fixed points. So suppose
that H is the trivial subgroup of pi1(RP 2k). Then R̂P 2k = S2k, and q is the covering map
p : S2k −→ RP 2k. We first consider the case n = 2. Let φ : RP 2k ( RP 2k be a 2-valued
map, and let Φ̂1 : S2k −→ F2(RP 2k) be a lift of the map Φ1 = Φ ◦ p : S2k −→ D2(RP 2k)
that factors through the projection pi : F2(RP 2k) −→ D2(RP 2k). By Proposition 16,
Φ̂1 = (f1, f2), where for i = 1, 2, fi : S2k −→ RP 2k is a single-valued map, and it follows
from Proposition 18 that f1 and f2 are null homotopic. If Coin(fi, p) = ∅ for some
i ∈ {1, 2}, then arguing as in the second part of the proof of Proposition 18, it follows that
L(p, fi) = deg(p) = 2, which yields a contradiction. So Coin(fi, p) 6= ∅ for all i ∈ {1, 2}.
Using the fact that f1 and f2 are coincidence free, we conclude that φ has at least two
fixed points, and the result follows in this case.
Finally suppose that n > 2. Arguing as in the case n = 2, we obtain a lift of φ ◦ p of
the form (f1, . . . , fn), where for i = 1, . . . , n, fi : S2k −→ RP 2k is a map. If i = 1, . . . , n
then for all j ∈ {1, . . . , n}, j 6= i, we may apply the above argument to fi and fj to obtain
Coin(fi, p) 6= ∅. Hence φ has at least n fixed points, and the result follows.
Remark. If n > 1, we do not know whether there exists a non-split n-valued map
φ : RP 2k ( RP 2k.
4 Deforming (split) n-valued maps to fixed point and
root-free maps
In this section, we generalise a standard procedure for deciding whether a single-valued
map may be deformed to a fixed point free map to the n-valued case. We start by giving
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a necessary and sufficient condition for an n-valued map (resp. a split n-valued map)
φ : X −→ X to be deformable to a fixed point free n-valued map (resp. split fixed point
free n-valued map), at least in the case where X is a manifold without boundary. This
enables us to prove Theorem 4. We then go on to give the analogous statements for
roots. Recall from Section 1 that D1,n(X) is the quotient of Fn+1(X) by the action of the
subgroup {1} × Sn of the symmetric group Sn+1, and that B1,n(X) = pi1(D1,n(X)).
Proposition 19. Let n ∈ N, let X be a metric space, and let φ : X ( X be an n-valued
map. If φ can be deformed to a fixed point free n-valued map, then there exists a map
Θ: X −→ D1,n(X) such that the following diagram is commutative up to homotopy:
D1,n(X)
X X ×Dn(X),
ι1,n
IdX ×Φ
Θ (3)
where ι1,n : D1,n(X) −→ X ×Dn(X) is the inclusion map. Conversely, if X is a manifold
without boundary and there exists a map Θ: X −→ D1,n(X) such that diagram (3) is
commutative up to homotopy, then the n-valued map φ : X ( X may be deformed to a
fixed point free n-valued map.
Proof. For the first part, if φ′ is a fixed point free deformation of φ, then we may take the
factorisation map Θ: X −→ D1,n(X) to be that defined by Θ(x) = (x,Φ′(x)). For the
converse, the argument is similar to the proof of the case of single-valued maps, and is as
follows. Let Θ: X −→ D1,n(X) be a homotopy factorisation that satisfies the hypotheses.
Composing Θ with the projection p1,n : D1,n(X) −→ X onto the first coordinate, we obtain
a self-map of X that is homotopic to the identity. Let H : X × I −→ X be a homotopy
between p1,n ◦ Θ and IdX . Since p1,n : D1,n(X) −→ X is a fibration and there is a lift
of the restriction of H to X × {0}, H lifts to a homotopy H˜ : X × I −→ D1,n(X). The
restriction of H˜ to X × {1} yields the required deformation.
For split n-valued maps, the correspondence given by Lemma 9(a) gives rise to a
statement analogous to that of Proposition 19 in terms of Fn(X).
Proposition 20. Let n ∈ N, let X be a metric space, and let φ : X ( X be a split
n-valued map. If φ can be deformed to a fixed point free n-valued map, and if Φ̂ : X −→
Fn(X) is a lift of φ, then there exists a map Θ̂ : X −→ Fn+1(X) such that the following
diagram is commutative up to homotopy:
Fn+1(X)
X X × Fn(X),
ι̂n+1
IdX ×Φ̂
Θ̂ (4)
where ι̂n+1 : Fn+1(X) −→ X×Fn(X) is the inclusion map. Conversely, if X is a manifold
without boundary and there exists a map Θ̂ : X −→ Fn+1(X) such that diagram (4) is
commutative up to homotopy, then the split n-valued map φ : X ( X may be deformed
through split maps to a fixed point free split n-valued map.
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Proof. Similar to that of Proposition 19.
We now apply Propositions 19 and 20 to prove Theorem 4, which treats the case
where X is a compact surface without boundary (orientable or not) of non-positive Euler
characteristic.
Proof of Theorem 4. The space D1,n(X) is a finite covering of D1+n(X), so it is a K(pi, 1)
since D1+n(X) is a K(pi, 1) by [FN, Corollary 2.2]. To prove the ‘only if’ implication of
part (a), diagram (2) implies the existence of diagram (3) using the fact that the space
D1,n(X) is a K(pi, 1), where ϕ = Θ# is the homomorphism induced by Θ on the level
of the fundamental groups. Conversely, diagram (3) implies that the two maps ι1,n ◦ Θ
and IdX ×Φ are homotopic, but not necessarily by a basepoint-preserving homotopy, so
diagram (2) is commutative up to conjugacy. Let δ ∈ pi1(X) × Bn(X) be such that
(ι1,n)# ◦ ϕ(α) = δ(IdX ×φ)#(α)δ−1 for all α ∈ pi1(X), and let δ̂ ∈ B1,n(X) be an element
such that (ι1,n)#(δ̂) = δ. Considering the homomorphism ϕ
′ : pi1(X) −→ B1,n(X) defined
by ϕ′(α) = δ̂−1ϕ(α)δ̂ for all α ∈ pi1(X), we obtain the commutative diagram (2), where
we replace ϕ by ϕ′. The proof of part (b) is similar, and is left to the reader.
For the case of roots, we now give statements analogous to those of Propositions 19
and 20 and of Theorem 4. The proofs are similar to those of the corresponding statements
for fixed points, and the details are left to the reader.
Proposition 21. Let n ∈ N, let X and Y be metric spaces, let y0 ∈ Y be a basepoint, and
let φ : X ( Y be an n-valued map. If φ can be deformed to a root-free n-valued map, then
there exists a map Θ: X −→ Dn(Y \{y0}) such that the following diagram is commutative
up to homotopy:
Dn(Y \{y0})
X Dn(Y ),
ιn
Φ
Θ (5)
where the map ιn : Dn(Y \{y0}) −→ Dn(Y ) is induced by the inclusion map Y \{y0} ↪−→ Y .
Conversely, if Y is a manifold without boundary and there exists a map Θ: X −→ Dn(Y )
such that diagram (5) is commutative up to homotopy, then the n-valued map φ : X ( Y
may be deformed to a root-free n-valued map.
For split n-valued maps, the correspondence of Lemma 9(a) gives rise to a statement
analogous to that of Proposition 21 in terms of Fn(Y ).
Proposition 22. Let n ∈ N, let X and Y be metric spaces, let y0 ∈ Y a basepoint, and
let φ : X ( Y be a split n-valued map. If φ can be deformed to a root-free n-valued map
then there exists a map Θ̂ : X −→ Fn(Y \{y0}) and a lift Φ̂ of φ such that the following
diagram is commutative up to homotopy:
Fn(Y \{y0})
X Fn(Y ),
ι̂n
Φ̂
Θ̂ (6)
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where the map ι̂n : Fn(Y \{y0}) −→ Fn(Y ) is induced by the inclusion map Y \{y0} ↪−→
Y . Conversely, if Y is a manifold without boundary, and there exists a map Θ̂ : X −→
Fn(Y \{y0}) such that diagram (6) is commutative up to homotopy, then the split n-valued
map φ : X ( Y may be deformed through split maps to a root-free split n-valued map.
Propositions 21 and 22 may be applied to the case where X and Y are compact surfaces
without boundary of non-positive Euler characteristic to obtain the analogue of Theorem 4
for roots.
Theorem 23. Let n ∈ N, and let X and Y be compact surfaces without boundary of
non-positive Euler characteristic.
(a) An n-valued map φ : X ( Y can be deformed to a root-free n-valued map if and only
if there is a homomorphism ϕ : pi1(X) −→ Bn(Y \{y0}) that makes the following diagram
commute:
Bn(Y \{y0})
pi1(X) Bn(Y ),
(ιn)#
Φ#
ϕ
where ιn : Dn(Y \{y0}) −→ Dn(Y ) is induced by the inclusion map Y \{y0} ↪−→ Y , and
Φ: X −→ Dn(Y ) is the n-unordered map associated to φ.
(b) A split n-valued map φ : X ( Y can be deformed to a root-free n-valued map if
and only if there exist a lift Φ̂ : X −→ Fn(Y ) of φ and a homomorphism ϕ̂ : pi1(X) −→
Pn(Y \{y0}) that make the following diagram commute:
Pn(Y \{y0})
pi1(X) Pn(Y ),
(ι̂n)#
Φ̂#
ϕ̂
where ι̂n : Fn(Y \{y0}) −→ Fn(Y ) is induced by the inclusion map Y \{y0} ↪−→ Y .
5 An application to split 2-valued maps of the 2-torus
In this section, we will use some of the ideas and results of Section 4 to study the fixed
point theory of 2-valued maps of the 2-torus T2. We restrict our attention to the case where
the maps are split, i.e. we consider 2-valued maps of the form φ : T2 ( T2 that admit a
lift Φ̂ : T2 −→ F2(T2), where Φ̂ = (f1, f2), f1 and f2 being coincidence-free self-maps of
T2. We classify the set of homotopy classes of split 2-valued maps of T2, and we study
the question of the characterisation of those split 2-valued maps that can be deformed to
fixed point free 2-valued maps. The case of arbitrary 2-valued maps of T2 will be treated
in a forthcoming paper. In Section 5.1, we give presentations of the groups P2(T2), B2(T2)
and P2(T2 \{1}) that will be used in the following sections, where 1 denotes a basepoint of
T2. In Section 5.2, we describe the set of based and free homotopy classes of split 2-valued
maps of T2. In Section 5.3, we give a formula for the Nielsen number, and we derive a
necessary condition for such a split 2-valued map to be deformable to a fixed point free
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2-valued map. We then give an infinite family of homotopy classes of split 2-valued maps
of T2 that satisfy this condition and that may be deformed to fixed point free 2-valued
maps. To facilitate the calculations, in Section 5.3.2, we shall show that the fixed point
problem is equivalent to a root problem.
5.1 The groups P2(T2), B2(T2) and P2(T2 \ {1})
In this section, we give presentations of P2(T2), B2(T2) and P2(T2\{1}) that will be used in
the following sections. Other presentations of these groups may be found in the literature,
see [Bel, Bi, GM, Sco] for example. We start by considering the group P2(T2 \ {1}). If u
and v are elements of a group G, we denote their commutator uvu−1v−1 by [u, v], and the
commutator subgroup of G by Γ2(G). If A is a subset of G then 〈〈A〉〉G will denote the
normal closure of A in G.
Proposition 24. The group P2(T2 \ {1}) admits the following presentation:
generators: ρ1,1, ρ1,2, ρ2,1, ρ2,2, B1,2, B and B
′.
relations:
(a) ρ2,1ρ1,1ρ
−1
2,1 = B1,2ρ1,1B
−1
1,2 .
(b) ρ2,1ρ1,2ρ
−1
2,1 = B1,2ρ1,2ρ
−1
1,1B1,2ρ1,1B
−1
1,2 .
(c) ρ2,2ρ1,1ρ
−1
2,2 = ρ1,1B
−1
1,2 .
(d) ρ2,2ρ1,2ρ
−1
2,2 = B1,2ρ1,2B
−1
1,2 .
(e) ρ2,1Bρ
−1
2,1 = B and ρ2,2Bρ
−1
2,2 = B.
(f) ρ2,1B1,2ρ
−1
2,1 = B1,2ρ
−1
1,1B1,2ρ1,1B
−1
1,2 and ρ2,2B1,2ρ
−1
2,2 = B1,2ρ
−1
1,2B1,2ρ1,2B
−1
1,2 .
(g) B′ρ1,1B′−1 = ρ1,1 and B′ρ1,2B′−1 = ρ1,2.
(h) B′B1,2B′−1 = B−11,2B
−1B1,2BB1,2 and B′BB′−1 = B−11,2BB1,2.
(i) [ρ1,1, ρ
−1
1,2] = BB1,2 and [ρ2,1, ρ
−1
2,2] = B1,2B
′.
In particular, P2(T2 \{1}) is a semi-direct product of the free group of rank three generated
by {ρ1,1, ρ1,2, B1,2} by the free group of rank two generated by {ρ2,1, ρ2,2}.
Geometric representatives of the generators of P2(T2 \ {1}) are illustrated in Figure 1.
The torus is obtained from this figure by identifying the boundary to a point.
Remark. The inclusion of P2(T2 \ {1}) in P2(T2) induces a surjective homomorphism
α : P2(T2 \ {1}) −→ P2(T2) that sends B and B′ to the trivial element, and sends each of
the remaining generators (considered as an element of P2(T2 \ {1})) to itself (considered
as an element of P2(T2)). Applying this to the presentation of P2(T2 \ {1}) given by
Proposition 24, we obtain the presentation of P2(T2) given in [FH].
Proof of Proposition 24. Consider the following Fadell-Neuwirth short exact sequence:
1 −→ P1(T2 \ {1, x2} , x1) −→ P2(T2 \ {1} , (x1, x2)) (p2)#−−−→ P1(T2 \ {1} , x2) −→ 1, (7)
where (p2)# is the homomorphism given geometrically by forgetting the first string and
induced by the projection p2 : F2(T2 \ {1}) −→ T2 \ {1} onto the second coordinate. The
kernel K = P1(T2 \ {1, x2} , x1) of (p2)# (resp. the quotient Q = P1(T2 \ {1} , x1)) is a
free group of rank three (resp. two). It will be convenient to choose presentations for
these two groups that have an extra generator. From Figure 1, we take K (resp. Q) to
be generated by X = {ρ1,1, ρ1,2, B1,2, B} (resp. Y = {ρ2,1, ρ2,2, B′}) subject to the single
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ρ1,1
ρ1,2
ρ2,1
ρ2,2
B
B′
B1,2x1 x2
1
Figure 1: The generators of P2(T2 \ {1}) given in Proposition 24.
relation [ρ1,1, ρ
−1
1,2] = BB1,2 (resp. [ρ2,1, ρ
−1
2,2] = B
′). We apply standard methods to obtain a
presentation of the group extension P2(T2 \ {1} , (x1, x2)) [Jo, Proposition 1, p. 139]. This
group is generated by the union of X with coset representatives of Y , which we take to be
the same elements geometrically, but considered as elements of P2(T2 \{1} , (x1, x2)). This
yields the given generating set. There are three types of relation. The first is that of K.
The second type of relation is obtained by lifting the relation of Q to P2(T2\{1} , (x1, x2)),
which gives rise to the relation [ρ2,1, ρ
−1
2,2]B
′−1 = B1,2. The third type of relation is obtained
by rewriting the conjugates of the elements of X by the chosen coset representatives of
the elements of Y in terms of the elements of X using the geometric representatives of X
and Y illustrated in Figure 1. We leave the details to the reader. The last part of the
statement is a consequence of the fact that K (resp. Q) is a free group of rank three (resp.
two), so the short exact sequence (7) splits.
Remark. For future purposes, it will be convenient to have the following relations at our
disposal:
ρ−12,1ρ1,1ρ2,1 = ρ1,1B
−1
1,2ρ1,1B1,2ρ
−1
1,1 ρ
−1
2,1ρ1,2ρ2,1 = ρ1,1B
−1
1,2ρ
−1
1,1ρ1,2B
−1
1,2ρ1,1B1,2ρ
−1
1,1
ρ−12,2ρ1,1ρ2,2 = ρ1,1ρ1,2B1,2ρ
−1
1,2 ρ
−1
2,2ρ1,2ρ2,2 = ρ1,2B
−1
1,2ρ1,2B1,2ρ
−1
1,2
ρ−12,1B1,2ρ2,1 = ρ1,1B1,2ρ
−1
1,1 ρ
−1
2,2B1,2ρ2,2 = ρ1,2B1,2ρ
−1
1,2.
As in the proof of Proposition 24, these equalities may be derived geometrically.
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The presentation of P2(T2 \ {1}, (x1, x2)) given by Proposition 24 may be modified to
obtain another presentation that highlights its algebraic structure as a semi-direct product
of free groups of finite rank.
Proposition 25. The group P2(T2\{1}, (x1, x2)) admits the following presentation:
generators: B, u, v, x and y.
relations:
(a) xux−1 = u.
(b) xvx−1 = v[v−1, u]B−1[u, v−1].
(c) xBx−1 = u[v−1, u]B[u, v−1]u−1.
(d) yuy−1 = v[v−1, u]Buv−1.
(e) yvy−1 = v.
(f) yBy−1 = v[v−1, u]B[u, v−1]v−1 = uvu−1Buv−1u−1.
In particular, P2(T2 \ {1}, (x1, x2)) is a semi-direct product of the free group of rank three
generated by {u, v, B} by the free group of rank two generated by {x, y}.
Proof. Using relation (i) of Proposition 24, we define B′ as B−11,2 [ρ2,1, ρ
−1
2,2] and B1,2 as
B−1[ρ1,1, ρ−11,2]. We then apply the following change of variables:
u = ρ1,1, v = ρ1,2, x = ρ1,1B
−1
1,2ρ2,1 and y = ρ1,2B
−1
1,2ρ2,2. (8)
Relations (a)–(e) of Proposition 24 may be seen to give rise to relations (a)–(f) of Pro-
position 25. Rewritten in terms of the generators of Proposition 25, relations (f)–(h) of
Proposition 24 are consequences of relations (a)–(f) of Proposition 25. To see this, using
the relations of Proposition 25, first note that:
xB1,2x
−1 = xB−1[u, v−1]x−1 = u[v−1, u]B−1[u, v−1]u−1.
[
u, [v−1, u]B[u, v−1]v−1
]
= B−1[u, v−1] = B1,2 and
yB1,2y
−1 = yB−1[u, v−1]y−1 = v[v−1, u]B−1[u, v−1]v−1.
[
v[v−1, u]Buv−1, v−1
]
= B−1[u, v−1] = B1,2.
In light of these relations, it is convenient to carry out the calculations using B1,2 instead
of B. In conjunction with the relations of the preceding remark, we obtain the following
relations: {
yuy−1 = vB−11,2uv
−1, xvx−1 = uvu−1B1,2
y−1uy = B1,2v−1uv, x−1vx = u−1vB−11,2u,
(9)
from which it follows that:
ρ2,1B1,2ρ
−1
2,1 = B1,2u
−1xB1,2x−1uB−11,2 = B1,2u
−1B1,2uB−11,2 = B1,2ρ
−1
1,1B1,2ρ1,1B
−1
1,2 and
ρ2,2B1,2ρ
−1
2,2 = B1,2v
−1yB1,2y−1vB−11,2 = B1,2v
−1B1,2vB−11,2 = B1,2ρ
−1
1,2B1,2ρ1,2B
−1
1,2 .
Thus relations (a)–(f) of Proposition 25 imply relations (f) of Proposition 24. Now B′ =
B−11,2 [ρ2,1, ρ
−1
2,2], and a straightforward computation shows that:
B′ = u−1xy−1vB−11,2x
−1uv−1y = u−1xy−1vB−11,2x
−1uv−1. xyx−1. xy−1x−1y
= [v−1, u]B1,2. xy−1x−1y.
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One may then check that:
xy−1x−1yuy−1xyx−1 = B−11,2 [u, v
−1]u[v−1, u]B1,2 and
xy−1x−1yvy−1xyx−1 = B−11,2 [u, v
−1]v[v−1, u]B1,2,
and that:
B′ρ1,1B′−1 = B′uB′−1 = [v−1, u]B1,2. xy−1x−1yuy−1xyx−1B−11,2 [u, v
−1] = u = ρ1,1 and
B′ρ1,2B′−1 = B′vB′−1 = [v−1, u]B1,2. xy−1x−1yvy−1xyx−1B−11,2 [u, v
−1] = v = ρ1,2.
Hence relations (a)–(f) of Proposition 25 imply relations (g) of Proposition 24. Further-
more,
B′B1,2B′−1 = v−1uvu−1B1,2xy−1x−1yB1,2y−1xyx−1B−11,2uv
−1u−1v
= v−1uvu−1B1,2uv−1u−1v = B−11,2 . B1,2[v
−1, u]B1,2[u, v−1]B−11,2 . B1,2
= B−11,2B
−1B1,2BB1,2,
and since
xy−1x−1y[u, v−1]y−1xyx−1 =
[
B−11,2 [u, v
−1]u[v−1, u]B1,2, B−11,2 [u, v
−1]v−1[v−1, u]B1,2
]
= B−11,2 [u, v
−1]B1,2,
we obtain:
B′BB′−1 = [v−1, u]B1,2B−11,2 [u, v
−1]B−11,2B1,2B
−1
1,2 [u, v
−1] = B−11,2 [u, v
−1]B−11,2 . B1,2
= B−11,2BB1,2.
Hence relations (a)–(f) of Proposition 25 imply relations (h) of Proposition 24. This
proves the first part of the statement. The last part of the statement is a consequence of
the nature of the presentation.
The homomorphism α : P2(T2 \ {1}) −→ P2(T2) mentioned in the remark that follows
the statement of Proposition 24 may be used to obtain a presentation of P2(T ) in terms
of the generators of Proposition 25. To do so, we first show that Ker (α) is the normal
closure in P2(T2 \ {1}) of B and B′.
Proposition 26. Ker (α) = 〈〈B,B′〉〉P2(T2\{1}).
Proof. Consider the presentation of P2(T2 \ {1}) given in Proposition 24, as well as the
short exact sequence (7) and the surjective homomorphism α : P2(T2 \ {1}) −→ P2(T2). In
terms of the generators of Proposition 24, for i = 1, 2, α sends ρi,j (resp. B1,2) (considered
as an element of P2(T2 \ {1} , (x1, x2))) to ρi,j (resp. to B1,2) (considered as an element of
P2(T2)), and it sends B and B′ to the trivial element. Since B,B′ ∈ Ker (α), it is clear
that 〈〈B,B′〉〉P2(T2\{1}) ⊂ Ker (α). We now proceed to prove the converse inclusion. Using
the projection (p2)# and α, we obtain the following commutative diagram of short exact
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sequences:
1 1 1
1 Ker (α) P1(T2 \ {1, x2} , x1) P1(T2 \ {x2} , x1) 1
1 Ker (α) P2(T2 \ {1} , (x1, x2)) P2(T2, (x1, x2)) 1
1 Ker (α′) P1(T2 \ {1} , x2) P1(T2, x2) 1.
1 1 1
τ|Ker(α)
α
τ
(p2)#|Ker(α)
α
(p2)# (p
′
2)#s
α′
(10)
Diagram (10) is constructed in the following manner: the surjective homomorphism α′ : P1(T2 \ {1} , x2) −→
P1(T2, x2) is induced by the inclusion ι′ : T2 \ {1} −→ T2, and the right-hand column is a
Fadell-Neuwirth short exact sequence, where the fibration p′2 : F2(T2) −→ T2 is given by
projecting onto the second coordinate. The homomorphism τ : P1(T2 \ {1, x2} , x1) −→
P2(T2 \ {1} , (x1, x2)) is interpreted as inclusion. Taking {ρ2,1, ρ2,2, B′} to be a generat-
ing set of P1(T2 \ {1} , x2) subject to the relation [ρ2,1, ρ−12,2] = B′, as for α, we see that
α′(ρ2,j) = ρ2,j and α′(B′) = 1. Alternatively, we may consider P1(T2 \ {1} , x2) to be the
free group on {ρ2,1, ρ2,2}, and P1(T2, x2) to be the free Abelian group on {ρ2,1, ρ2,2}, so α′ is
Abelianisation, and Ker (α′) = Γ2(P1(T2 \ {1} , x2)). Interpreting α′ as the canonical pro-
jection of P1(T2 \{1} , x2) onto its quotient by the normal closure of the element [ρ2,1, ρ−12,2]
in P1(T2 \ {1} , x2), we see that Ker (α′) =
〈〈
[ρ2,1, ρ
−1
2,2]
〉〉
P1(T2\{1},x2). But [ρ2,1, ρ
−1
2,2] = B
′
in P1(T2 \ {1} , x2), hence:
Ker (α′) = 〈〈B′〉〉P1(T2\{1},x2) . (11)
The fact that P1(T2 \ {1} , x2) is a free group implies that Ker (α′) is too (albeit of infinite
rank). The commutativity of the lower right-hand square of (10) is a consequence of the
following commutative square:
F2(T2 \ {1}) F2(T2)
F1(T2 \ {1}) F2(T2),
ι
p2 p′2
ι′
where ι : F2(T2 \ {1}) −→ F2(T2) is induced by the inclusion ι′. Together with α and α′,
the second two columns of (10) give rise to a homomorphism α : P1(T2 \ {1, x2} , x1) −→
P1(T2 \ {x2} , x1). Taking {ρ1,1, ρ1,2, B1,2, B} to be a generating set of P1(T2 \ {1, x2} , x1),
by commutativity of the diagram, we see that α sends each of ρ1,1, ρ1,2 and B1,2 (considered
as an element of P1(T2 \ {1, x2} , (x1, x2))) to itself (considered as an element of P1(T2 \
{x2} , x1)), and sends B′ to the trivial element. In particular, α is surjective. As for
α′, we may consider P1(T2 \ {1, x2} , x1) to be the free group of rank three generated by
{ρ1,1, ρ1,2, B1,2}, and P1(T2\{x2} , x1) to be the group generated by {ρ1,1, ρ1,2, B1,2} subject
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to the relation [ρ1,1, ρ
−1
1,2] = B1,2. The homomorphism α
′ may thus be interpreted as the
canonical projection of P1(T2\{x2} , x1) onto its quotient by
〈〈
[ρ1,1, ρ
−1
1,2]B
−1
1,2
〉〉
P1(T2\{x2},x1).
But by relation (i) of Proposition 24, B′ = [ρ1,1, ρ−11,2]B
−1
1,2 , hence:
Ker (α) = 〈〈B′〉〉P1(T2\{x2},x1) .
By exactness, the first (resp. second) two rows of (10) give rise to an induced homo-
morphism τ
∣∣
Ker(α) : Ker (α) −→ Ker (α) (resp. (p2)#
∣∣
Ker(α) : Ker (α) −→ Ker (α′)), and
τ
∣∣
Ker(α) is injective because τ is. The homomorphism (p2)#
∣∣
Ker(α) is surjective, because
by (11), any element x of Ker (α′) may be written as a product of conjugates of B′ and
its inverse by products of ρ2,1, ρ2,2 and B
′. This expression, considered as an element of
P2(T2 \ {1} , (x1, x2)), belongs to Ker (α), and its image under (p2)# is equal to x.
The fact that Im
(
τ
∣∣
Ker(α)
) ⊂ Ker ((p2)# ∣∣Ker(α) ) follows from exactness of the second
column of (10). Conversely, if z ∈ Ker ((p2)# ∣∣Ker(α) ) then z ∈ Ker (τ) by exactness of
the second column. So there exists y ∈ P1(T2 \ {1, x2} , x1) such that τ(y) = z. But
α(y) = α(τ(y)) = α(z) = 1, and hence y ∈ Ker (α). This proves that Ker ((p2)# ∣∣Ker(α) ) ⊂
Im
(
τ
∣∣
Ker(α)
)
, and we deduce that the first column is exact.
Finally, since Ker (α′) is free, we may pick an infinite basis consisting of conjugates of
B′ by certain elements of P1(T2 \ {1} , x2). Further, there exists a section s : Ker (α′) −→
[ Ker (α)] for (p2)#
∣∣
Ker(α) that consists in sending each of these conjugates (considered as an
element of Ker (α′)) to itself (considered as an element of Ker (α)). In particular, Ker (α)
is an internal semi-direct product of τ(Ker (α)), which is contained in 〈〈B〉〉P2(T2\{1}), by
s(Ker (α)), which is contained in 〈〈B′〉〉P2(T2\{1}). Hence Ker (α) is contained in the sub-
group 〈〈B,B′〉〉P2(T2\{1}). This completes the proof of the proposition.
We may thus deduce the following useful presentation of P2(T2).
Corollary 27. The group P2(T2, (x1, x2)) admits the following presentation:
generators: u, v, x and y.
relations:
(a) xux−1 = u and yuy−1 = u.
(b) xvx−1 = v and yvy−1 = v.
(c) xyx−1 = y.
In particular, P2(T2, (x1, x2)) is isomorphic to the direct product of the free group of rank
two generated by {u, v} and the free Abelian group of rank two generated by {x, y}.
Remark. The decomposition of Corollary 27 is a special case of [BGG, Lemma 17].
Proof of Corollary 27. By Proposition 26, a presentation of P2(T2) may be obtained from
the presentation of P2(T2 \ {1}) given in Proposition 25 by setting B and B′ equal to 1.
Under this operation, relations (a) and (d) (resp. (b) and (e)) of Proposition 25 are sent to
relations (a) (resp. (b)) of Corollary 27, and relations (c) and (f) of Proposition 25 become
trivial. We must also take into account the fact that B′ = 1 in P2(T2). In P2(T2 \ {1}),
we have:
B′ = B−11,2 [ρ2,1, ρ
−1
2,2] = [v
−1, u]B
[
B−1[u, v−1]. u−1x, y−1v[v−1, u]B
]
,
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and taking the image of this equation by α, we obtain:
1 = [v−1, u]
[
[u, v−1]u−1x, y−1v[v−1, u]
]
= [v−1, u]. [u, v−1]u−1x. y−1v[v−1, u]. x−1u[v−1, u]. [u, v−1]v−1y = u−1xy−1uvu−1x−1uv−1y
in P2(T2). Using relations (a) (resp. (b)) of Corollary 27, it follows that [x, y−1] = 1, which
yields relation (c) of Corollary 27. The last part of the statement is a consequence of the
nature of the presentation.
Remark. As we saw in Proposition 25, P2(T2 \ {1}, (x1, x2)) is a semi-direct product of
the form F3(u, v, B)oF2(x, y), the action being given by the relations of that proposition.
Transposing the second two columns of the commutative diagram (10), we obtain, up to
isomorphism, the following commutative diagram:
1 F3(u, v, B) F3(u, v, B)o F2(x, y) F2(x, y) 1
1 F2(u, v) F2(u, v)× Z2 Z2 1,
α
τ
α
(p2)#
α′
(p′2)#
(12)
where α(u) = u, α(v) = v, α(B) = 1, α(x) = (1; (1, 0)) and α(y) = (1; (0, 1)). This is a
convenient setting to study the question of whether a 2-valued map may be deformed to
a root-free 2-valued map (which implies that the corresponding map may be deformed to
a fixed point free map), since using (12) and Theorem 23(b), the question is equivalent to
a lifting problem, to which we will refer in Section 5.3, notably in Propositions 38 and 40.
Using the short exact sequence (1), we obtain the following presentation of the full
braid group B2(T2, (x1, x2)) from that of P2(T2, (x1, x2)) given by Corollary 27.
Proposition 28. The group B2(T2, (x1, x2)) admits the following presentation:
generators: u, v, x, y and σ.
relations:
(a) xux−1 = u and yuy−1 = u.
(b) xvx−1 = v and yvy−1 = v.
(c) xyx−1 = y.
(d) σ2 = [u, v−1].
(e) σxσ−1 = x and σyσ−1 = y.
(f) σuσ−1 = [u, v−1]u−1x and σvσ−1 = [u, v−1]v−1y.
Proof. Once more, we apply the methods of [Jo, Proposition 1, p. 139], this time to
the short exact sequence (1) for X = T2 and n = 2, where we take P2(T2) to have
the presentation given by Corollary 27. A coset representative of the generator of Z2 is
given by the braid σ = σ1 that swaps the two basepoints. Hence {u, v, x, y, σ} generates
B2(T2). Relations (a)–(c) emanate from the relations of P2(T2). Relation (d) is obtained
by lifting the relation of Z2 to B2(T2) and using the fact that σ2 = B1,2 = [u, v−1]. To
obtain relations (e) and (f), by geometric arguments, one may see that for j ∈ {1, 2},
σρ1,jσ
−1 = ρ2,j and σρ2,jσ−1 = B1,2ρ2,jB−11,2 , and one then uses equation (8) to express
these relations in terms of u, v, x and y.
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5.2 A description of the homotopy classes of 2-ordered and split
2-valued maps of T2, and the computation of the Nielsen
number
In this section, we describe the homotopy classes of 2-ordered (resp. split 2-valued) maps
of T2 using the group structure of P2(T2) (resp. of B2(T2)) given in Section 5.1.
Proposition 29.
(a) The set [T2, F2(T2)]0 of based homotopy classes of 2-ordered maps of T2 is in one-to-
one correspondence with the set of commuting, ordered pairs of elements of P2(T2).
(b) The set [T2, F2(T2)] of homotopy classes of 2-ordered maps of T2 is in one-to-one
correspondence with the set of commuting, conjugate, ordered pairs of P2(T2), i.e. two
commuting pairs (α1, β1) and (α2, β2) of P2(T2) give rise to the same homotopy class of
2-ordered maps of T2 if there exists δ ∈ P2(T2) such that δα1δ−1 = α2 and δβ1δ−1 = β2.
(c) Under the projection pi : [T2, F2(T2)] −→ [T2, D2(T2)] induced by the covering map
pi : F2(T2) −→ D2(T2), two homotopy classes of 2-ordered maps of T2 are sent to the same
homotopy class of 2-unordered maps if and only if any two pairs of braids that represent
the maps are conjugate in B2(T2).
Proof. Let x0 ∈ T2 and (y0, z0) ∈ F2(T2) be basepoints, and let Ψ: T2 −→ F2(T2) be
a basepoint-preserving 2-ordered map. The restriction of Ψ to the meridian µ and the
longitude λ of T2, which are geometric representatives of the elements of the basis (e1, e2)
of pi1(T2), gives rise to a pair of geometric braids. The resulting pair (Ψ#(e1),Ψ#(e2)) of
elements of P2(T2) obtained via the induced homomorphism Ψ# : pi1(T2) −→ P2(T2) is
an invariant of the based homotopy class of the map Ψ, and the two braids Ψ#(e1) and
Ψ#(e2) commute. Conversely, given a pair of braids (α, β) of P2(T2), let f1 : S1 −→ F2(T2)
and f2 : S1 −→ F2(T2) be geometric representatives of α and β respectively, i.e. α = [f1]
and β = [f2]. Then we define a geometric map from the wedge of two circles into F2(T2)
by sending x ∈ S1∨S1 to f1(x) (resp. to f2(x)) if x belongs to the first (resp. second) copy
of S1. By classical obstruction theory in low dimension, this map extends to T2 if and
only if α and β commute as elements of P2(T2), and part (a) follows. Parts (b) and (c)
are consequences of part (a) and classical general facts about maps between spaces of type
K(pi, 1), see [Wh, Chapter V, Theorem 4.3] for example.
Applying Proposition 20 to T2, we obtain the following consequence.
Proposition 30. If φ : T2 ( T2 is a split 2-valued map and Φ̂ : T2 −→ F2(T2) is a lift
of φ, the map φ can be deformed to a fixed point free 2-valued map if and only if there
exist commuting elements α1, α2 ∈ P3(T2) such that α1 (resp. α2) projects to (e1, Φ̂#(e1))
(resp. (e2, Φ̂#(e2))) under the homomorphism induced by the inclusion map ι̂3 : F3(T2) −→
T2 × F2(T2).
Proof. Since T2 is a space of type K(pi, 1), the existence of diagram (4) is equivalent to
that of the corresponding induced diagram on the level of fundamental groups. It then
suffices to take α1 = Θ#(e1) and α2 = Θ#(e2) in the statement of Proposition 20.
Proposition 30 gives a criterion to decide whether a split 2-valued map of T2 can be
deformed to a fixed point free 2-valued map. However, from a computational point of
view, it seems better to use an alternative condition in terms of roots (see Section 5.3.3).
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In the following proposition, we make use of the identification of P2(T2) with F2 × Z2
given in Corollary 27.
Proposition 31.
(a) The set [T2, F2(T2)]0 of based homotopy classes of 2-ordered maps of T2 is in one-
to-one correspondence with the set of pairs (α, β) of elements of F2 × Z2 of the form
α = (wr, (a, b)), β = (ws, (c, d)), where (a, b), (c, d), (r, s) ∈ Z2 and w ∈ F2. Further, up to
taking a root of w if necessary, we may assume that w is either trivial or is a primitive
element of F2 (i.e. w is not a proper power of another element of F2).
(b) The set [T2, F2(T2)] of homotopy classes of 2-ordered maps of T2 is in one-to-one
correspondence with the set of the equivalence classes of pairs (α, β) of elements of F2×Z2
of the form given in part (a), where the equivalence relation is defined as follows: the pairs
of elements ((wr11 , (a1, b1)), (w
s1
1 , (c1, d1))) and ((w
r2
2 , (a2, b2)), (w
s2
2 , (c2, d2))) of F2×Z2 are
equivalent if and only if (a1, b1, c1, d1) = (a2, b2, c2, d2), and either:
(i) w1 = w2 = 1, or
(ii) w1 and w2 are primitive, and there exists ε ∈ {1,−1} such that w1 and wε2 are
conjugate in F2, and (r1, s1) = ε(r2, s2) 6= (0, 0).
Proof. Part (a) follows using Proposition 29(a), the identification of P2(T2) with F2 × Z2
given by Corollary 27, and the fact that two elements of F2 commute if and only if they
are powers of some common element of F2. Part (b) is a consequence of Proposition 29(b),
Corollary 27, and the straightforward description of the conjugacy classes of the group
F2 × Z2.
To describe the homotopy classes of split 2-valued maps of T2, let us consider the
set [T2, F2(T2)] of homotopy classes of 2-ordered maps and the action of Z2 on this set
that is induced by the action of Z2 on F2(T2). By Lemma 9(b), the corresponding set
of orbits [T2, F2(T2)]/Z2 is in one-to-one correspondence with the set Sp(T2,T2, 2)/∼ of
homotopy classes of split 2-valued maps of T2. Given a homotopy class of a 2-ordered map
of T2, choose a based representative f : T2 −→ F2(T2). The based homotopy class of f
is determined by the element f# of Hom(Z2, P2(T2)). In turn, by Proposition 31(a), f#
is determined by a pair of elements of P2(T2) of the form ((wr, (a, b)), (ws, (c, d))), where
(a, b), (c, d) and (r, s) belong to Z2, and w ∈ F2. To characterise the equivalence class of
f in [T2, F2(T2)]/Z2, we first consider the set of conjugates of this pair by the elements of
P2(T2), which by Proposition 29(b) describes the homotopy class of f in [T2, F2(T2)], and
secondly, we take into account the Z2-action by conjugating by the elements of B2(T2).
So the equivalence class of f in [T2, F2(T2)]/Z2 is characterised by the set of conjugates
of the pair ((wr, (a, b)), (ws, (c, d))) by elements of B2(T2). The presentation of B2(T2)
given by Proposition 28 contains the action by conjugation of σ on P2(T2). Consider
the homomorphism involution of F2(u, v) that is defined on the generators of F2(u, v) by
u 7−→ u−1 and v 7−→ v−1. The image of an element w ∈ F2(u, v) by this automorphism
will be denoted by ŵ. With respect to the decomposition of P2(T2) given by Corollary 27,
let γ : P2(T2) −→ F2(u, v) denote the projection onto F2(u, v). Let Ab: F2(u, v) −→ Z2
denote the Abelianisation homomorphism that sends u to (1, 0) and v to (0, 1). We write
Ab(w) = (|w|u, |w|v), where |w|u (resp. |w|v) denotes the exponent sum of u (resp. v) in
the word w, and `(w) will denote the word length of w with respect to u and v. One may
check easily that (ŵ)−1 = ŵ−1 and `(w) = `(ŵ) for all w ∈ F2(u, v). Note also that if
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λ ∈ F2(u, v) and r ∈ Z then:
λ̂(λλ̂)rλ = λ̂(λλ̂)rλ̂−1. λ̂λ = (λ̂λλ̂λ̂−1)rλ̂λ = (λ̂λ)r+1. (13)
Lemma 32. For all w ∈ F2(u, v), ŵ = vu−1γ(σwσ−1)uv−1 and
σwσ−1 = (uv−1ŵvu−1, (|w|u, |w|v)). (14)
In particular, ŵ is conjugate to γ(σwσ−1) in F2(u, v).
Proof. By Proposition 28, we have:
σuσ−1 = [u, v−1]u−1x = uv−1ûvu−1x|u|u and σvσ−1 = [u, v−1]v−1y = uv−1v̂vu−1y|v|v .
If w ∈ F2(u, v) then (14) follows because x and y belong to the centre of P2(T2). Thus
γ(σwσ−1) = uv−1ŵvu−1 as required.
Lemma 33.
(a) Let a, b ∈ F2(u, v) be such that ab is written in reduced form. Then ab = b̂ â if and
only if there exist λ ∈ F2(u, v) and r, s ∈ Z such that:
a = (λ̂λ)sλ̂ and b = (λλ̂)rλ. (15)
(b) For all w ∈ F2(u, v), w and ŵ are conjugate in F2(u, v) if and only if there exist
λ ∈ F2(u, v) and l ∈ Z such that:
w = (λλ̂)l. (16)
Remark. By modifying the definition of the ·̂ homomorphism appropriately, Lemma 33
and its proof may be generalised to any free group of finite rank on a given set.
Proof of Lemma 33. We first prove the ‘if’ implications of (a) and (b). For part (a), let
a, b ∈ F2(u, v) be such that ab is written in reduced form, and that (15) holds. Using (13),
we have:
ab = (λ̂λ)sλ̂(λλ̂)rλ = (λ̂λ)r+s+1 = (λ̂λ)rλ̂(λλ̂)sλ = b̂ â.
For part (b), if (16) holds then ŵ = (λ̂λ)l = λ̂(λλ̂)l(λ̂)−1 = λ̂wλ̂−1 by (13), so w and ŵ
are conjugate in F2(u, v).
Finally, we prove the ‘only if’ implications of (a) and (b) simultaneously by induction
on the length k of the words ab and w, which we assume to be non trivial and written in
reduced form. Let (E1) denote the equation ab = b̂ â, and let (E2) denote the equation
ŵ = θwθ−1, where θ ∈ F2(u, v). Note that if a and b satisfy (E1) then both a and b
are non trivial, and that b̂ â is also in reduced form. Further, if z ∈ F2(u, v), then since
|z|y = −|ẑ|y for y ∈ {u, v}, it follows from the form of (E1) and (E2) that k must be even
in both cases. We carry out the proof of the two implications by induction as follows.
(i) If k ≤ 4 then (E1) implies (15). One may check easily that k cannot be equal to
2. Suppose that k = 4 and that (E1) holds. Now `(a) 6= 1, for otherwise b would
start with a−1, but then ab would not be reduced. Similarly, `(b) 6= 1, so we must have
`(a) = `(b) = 2, in which case b = â, and it suffices to take r = s = 0 and λ = b in (15).
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(ii) If k ≤ 4 then (E2) implies (16). Once more, it is straightforward to see that k cannot
be equal to 2. Suppose that k = 4. Since w and ŵ are conjugate, we have |w|y = |ŵ|y for
y ∈ {u, v}, and so |w|y = 0. Since w is in reduced form, one may then check that (16)
holds, where `(λ) = 2.
(iii) Suppose by induction that for some k ≥ 4, (E1) implies (15) if `(ab) < k and (E2)
implies (16) if `(w) < k. Suppose that a and b satisfy (E1) and that `(ab) = k. If
`(a) = `(b) then b = â, and as above, it suffices to take r = s = 0 and λ = b in (15). So
assume that `(a) 6= `(b). By applying the automorphism ·̂ and exchanging the roˆles of a
and b if necessary, we may suppose that `(a) < `(b). We consider two subcases.
(A) `(a) ≤ `(b)/2: since both sides of (E1) are in reduced form, b starts and ends with â,
and there exists b1 ∈ F2(u, v) such that b = âb1â, written in reduced form. Substituting
this into (E1), we see that aâb1â = ab̂1aâ, and thus âb1 = b̂1a, written in reduced form.
This equation is of the form (E1), and since `(âb1) < `(b) < `(ab), we may apply the
induction hypothesis. Thus there exist λ ∈ F2(u, v) and r, s ∈ Z such that â = (λ̂λ)sλ̂,
and b1 = (λλ̂)
rλ. Therefore a = (λλ̂)sλ and
b = âb1â = (λ̂λ)
sλ̂(λλ̂)rλ(λ̂λ)sλ̂ = (λ̂λ)2s+r+1λ̂,
using (13), which proves the result in this case.
(B) `(b)/2 < `(a) < `(b): since both sides of (E1) are in reduced form, b starts with â,
and there exists b1 ∈ F2(u, v), b1 6= 1, such that b = âb1. Substituting this into (E1), we
obtain aâb1 = ab̂1â, which is equivalent to âb1â
−1 = b̂1. This equation is of the form (E2),
and since `(̂b1) < `(b) < `(ab) = k, we may apply the induction hypothesis. Thus there
exist λ ∈ F2(u, v) and l ∈ Z such that b1 = (λλ̂)l. The fact that b1 6= 1 implies that
λλ̂ 6= 1 and l 6= 0. We claim that λλ̂ may be chosen to be primitive. To prove the claim,
suppose that λλ̂ is not primitive. Since F2(u, v) is a free group of rank 2, the centraliser
of λλ̂ in F2(u, v) is infinite cyclic, generated by a primitive element v, and replacing v by
v−1 if necessary, there exists s ≥ 2 such that vs = λλ̂. Therefore b1 = vsl, and substituting
this into the relation b̂1 = âb1â
−1, we obtain v̂sl = âvslâ−1 = (âvâ−1)sl in the free group
F2(u, v), from which we conclude that v̂ = âvâ−1. We may thus apply the induction
hypothesis to this relation because `(v) < `(b1) < k, and since v is primitive, there exists
γ ∈ F2(u, v) for which v = γγ̂. Hence b1 = (γγ̂)sl, where γγ̂ is primitive, which proves the
claim. Substituting b1 = (λλ̂)
l into the relation âb1â
−1 = b̂1, we obtain:
(âλλ̂â−1)l = â(λλ̂)lâ−1 = (̂λλ̂)l = (λ̂λ)l,
where we take λλ̂ to be primitive. Once more, since F2(u, v) is a free group of rank 2 and
l 6= 0, it follows that âλλ̂â−1 = λ̂λ = λ̂λλ̂λ̂−1, from which we conclude that λ̂−1â belongs
to the centraliser of λλ̂. But λλ̂ is primitive, so there exists t ∈ Z such that λ̂−1â = (λλ̂)t,
and hence â = λ̂(λλ̂)t. Hence a = λ(λ̂λ)t = (λλ̂)tλ and b = âb1 = λ̂(λλ̂)
t+l = (λ̂λ)t+lλ̂ in
a manner similar to that of (13), so (15) holds.
(iv) By the induction hypothesis and (iii), we may suppose that for some k ≥ 4, (E1)
implies (15) if `(ab) ≤ k and (E2) implies (16) if `(w) < k. Suppose that `(w) = k and
that w and ŵ are conjugate. Let ŵ = θwθ−1, where θ ∈ F2(u, v). If θ = 1 then w = ŵ,
which is impossible. So θ 6= 1, and since `(w) = `(ŵ), there must be cancellation in the
expression θwθ−1. Taking the inverse of the relation ŵ = θwθ−1 if necessary, we may
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suppose that cancellation occurs between θ and w. So there exist θ1, θ2 ∈ F2(u, v) such
that θ = θ1θ2 written in reduced form, and such that the cancellation between θ and w
is maximal i.e. if w1 = θ2w is written in reduced form then θ1w1 is also reduced. Let
`(θ) = n and `(θ2) = r. We again consider two subcases.
(A) Suppose first that r = n. Then θ1 = 1, θ2 = θ and w = θ
−1w1, so:
`(w) = `(θ−1w1) ≤ `(θ−1) + `(w1) = n+ `(w)− n = `(w). (17)
Hence `(θ−1w1) = `(θ−1) + `(w1), from which it follows that w = θ−1w1 is written in
reduced form. Therefore ŵ = θ̂−1ŵ1 is also written in reduced form. Now ŵ = θwθ−1 =
w1θ
−1, and applying an inequality similar to that of (17), we see that ŵ = w1θ−1 is written
in reduced form. Hence θ̂−1ŵ1 = w1θ−1, which is in the form of (E1), both sides being
written in reduced form. Thus `(w1θ
−1) = `(θ−1w1) = `(w) = k, and by the induction
hypothesis, there exist λ ∈ F2(u, v) and r, s ∈ Z such that w1 = (λ̂λ)sλ̂ and θ−1 = (λλ̂)rλ.
So by (13), w = θ−1w1 = (λλ̂)rλ(λ̂λ)sλ̂ = (λλ̂)r+s+1, which proves the result in the case
r = n.
(B) Now suppose that r < n. Then there must be cancellation on both sides of w. Taking
the inverse of both sides of the equation ŵ = θwθ−1 if necessary, we may suppose that the
length of the cancellation on the left is less than or equal to that on the right. So there
exist θ1, θ2, θ3, w2 ∈ F2(u, v) such that θ = θ1θ2θ3, w = θ−13 w2θ2θ3 and ŵ = θ1θ2w2θ−11 , all
these expressions being written in reduced form. Since `(w) = `(ŵ), it follows from the
second two expressions that `(θ1) = `(θ3), and that w = θ
−1
3 w2θ2θ3 = θ̂1θ̂2ŵ2θ̂
−1
1 , written
in reduced form, from which we conclude that θ̂1 = θ
−1
3 , and that w2θ2 = θ̂2ŵ2, written
in reduced form, which is in the form of (E1). Now `(w2θ2) < `(w) = k, and applying
the induction hypothesis, there exist λ ∈ F2(u, v) and r, s ∈ Z such that w2 = (λ̂λ)sλ̂
and θ2 = (λλ̂)
rλ. Hence w = θ−13 w2θ2θ3 = θ
−1
3 (λ̂λ)
r+s+1θ3 = (θ
−1
3 λ̂θ̂3. θ̂
−1
3 λθ3)
r+s+1 =
(γγ̂)r+s+1, where γ = θ−13 λ̂θ̂3. This completes the proof of the induction step, and hence
that of the lemma.
Proposition 34.
(a) Let φ : T2( T2 be a split 2-valued map, and let Φ̂ : T2 −→ F2(T2) be a lift of φ that
is determined by the pair ((wr, (a, b)), (ws, (c, d))) as described in Proposition 31. Let Oφ
denote the set of conjugates of this pair by elements of B2(T2). Then Oφ is the union of the
sets O(1)φ and O(2)φ , where O(1)φ is the subset of pairs of the form ((wr1, (a, b)), (ws1, (c, d))),
where w1 runs over the set of conjugates of w in F2(u, v), and O(2)φ is the subset of pairs
of the form ((wr2, (a + r|w|u, b + r|w|v)), (ws2, (c + s|w|u, d + s|w|v))), where w2 runs over
the set of conjugates of ŵ in F2(u, v). Further, the correspondence that to φ associates Oφ
induces a bijection between the set of homotopy classes of split 2-valued maps and the set
of conjugates of the pairs of the form given by Proposition 31(a) by elements of B2(T2).
(b) Let f = (f1, f2) : T2 −→ F2(T2) be a 2-ordered map of T2 determined by the pair
((wr, (a, b)), (ws, (c, d))), let g = (g1, g2) : T2 −→ F2(T2), and let pi : [T2, F2(T2)] −→
[T2, D2(T2)] be the projection defined in the proof of Lemma 9(b). Then pi−1(pi([f ])) =
{[f ], [g]}. Further, [f ] = [g] if and only if there exist λ ∈ F2(u, v) and l ∈ Z such that
w = (λλ̂)l.
Proof.
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(a) To compute Oφ, we determine the conjugates of the pair ((wr, (a, b)), (ws, (c, d)))
by elements of B2(T2), namely by words of the form σεz, where ε ∈ {0, 1}, and z ∈
P2(T2). With respect to the decomposition of Corollary 27, if ε = 0, we obtain the
elements of O(1)φ . If ε = 1, using the computation for ε = 0 and the fact that σzmσ−1 =
(uv−1ẑmvu−1, (m|z|u,m|z|v)) for all z ∈ F2(u, v) and m ∈ Z by Lemma 32, we obtain
the elements of O(2)φ . This proves the first part of the statement. The second part is a
consequence of classical general facts about maps between spaces of type K(pi, 1), see [Wh,
Chapter V, Theorem 4.3] for example.
(b) Let α ∈ [T2, F2(T2)] and let f = (f1, f2) : T2 −→ F2(T2) be such that f ∈ α.
Taking g = (f2, f1) : T2 −→ F2(T2), under the projection pi : [T2, F2(T2)] −→ [T2, D2(T2)],
pi(β) = pi(α), where β = [g]. From Section 2.1, α and β are the only elements of [T2, F2(T2)]
that project under pi to pi(α), which proves the first part. It remains to decide whether
α = β. Suppose that f is determined by the pair P1 = ((w
r, (a, b)), (ws, (c, d))). Since
pi(β) = pi(α), g is determined by a pair belonging to Oφ. Using the fact that g is obtained
from f via the Z2-action on F2(T2)T
2
that arises from the covering map pi and applying
covering space arguments, there exists g′ ∈ β that is determined by the pair P2 = ((ŵr, (a+
r|w|u, b + r|w|v)), (ŵs, (c + s|w|u, d + s|w|v))). Then α = β if and only if P1 and P2 are
conjugate by an element of P2(T2), which is the case if and only if w and ŵ are conjugate
in the free group F2(u, v) (recall from the proof of Lemma 33 that if w and ŵ are conjugate
then |w|u = |w|v = 0). By part (a) of that lemma, this is equivalent to the existence of
λ ∈ F2(u, v) and l ∈ Z such that w = (λλ̂)l.
5.3 Fixed point theory of split 2-valued maps
In this section, we give a sufficient condition for a split 2-valued map of T2 to be deformable
to a fixed point free 2-valued map. Proposition 30 already provides one such condition.
We shall give an alternative condition in terms of roots, which seems to provide a more
convenient framework from a computational point of view. To obtain fixed point free
2-valued maps of T2, we have two possibilities at our disposal: we may either use The-
orem 4(b), in which case we should determine the group P3(T2), or Theorem 23(b), in
which case we may make use of the results of Section 5.1, and notably Proposition 25. We
choose the second possibility. We divide the discussion into three parts. In Section 5.3.1,
we prove Proposition 5. In Section 5.3.2, we give the analogue for roots of the second part
of Proposition 5, and in Section 5.3.3, we will give some examples of split 2-valued maps
that may be deformed to root-free 2-valued maps.
5.3.1 The proof of Proposition 5
Let φ : T2 ( T2 be a 2-valued map of T2. As in Corollary 27, we identify P2(T2) with
F2 × Z2. The Abelianisation homomorphism is denoted by Ab: F2(u, v) −→ Z2. Recall
from the beginning of Section 2.1 that if φ is split and Φ̂ : T2 −→ F2(T2) is a lift of φ, then
Fix(Φ̂) = Fix(φ). In this section, we compute the Nielsen number N(φ) of φ, and we give
necessary conditions for φ to be homotopic to a fixed point free 2-valued map. Although
the Nielsen number is not the main subject of this paper, it is an important invariant
in fixed point theory. The Nielsen number of n-valued maps was defined in [Sch2]. The
following result of that paper will enable us to compute N(φ) in our setting.
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Theorem 35 ([Sch2, Corollary 7.2]). Let n ∈ N, let K be a compact polyhedron, and let
φ = {f1, . . . , fn} : K ( K be a split n-valued map. Then N(φ) = N(f1) + · · ·+N(fn).
Proof of Proposition 5. Let φ : T2 ( T2 be a split 2-valued map of T2, and let Φ̂ =
(f1, f2) : T2 −→ F2(T2) be a lift of φ such that Φ̂#(e1) = (wr, (a, b)) and Φ̂#(e2) =
(ws, (c, d))), where (r, s) ∈ Z2 \ {(0, 0)}, a, b, c, d ∈ Z and w ∈ F2(u, v). For i = 1, 2, we
shall compute the matrix Mi of the homomorphism fi# : Z2 −→ Z2 induced by fi on the
fundamental group of T2 with respect to the basis (e1, e2) of pi1(T2) (up to the canonical
identification of pi1(T2) for different basepoints if necessary). In practice, the bases in
the target are the images of the elements (ρ1,1, ρ1,2) and (ρ2,1, ρ2,2) by the homomorph-
ism pi# : P2(T2) −→ pi1(T2) induced by the projection pi : F2(T2) −→ T2 onto the ith
coordinate, where i = 1, 2. Note that fi# = pi# ◦ Φ̂#. Setting w = w(u, v), and using
multiplicative notation and equation (8), we have:
Φ̂#(e1) = w
rxayb = (w(ρ1,1, ρ1,2))
r(ρ1,1B
−1
1,2ρ2,1)
a(ρ1,2B
−1
1,2ρ2,2)
b
Φ̂#(e2) = w
sxcyd = (w(ρ1,1, ρ1,2))
s(ρ1,1B
−1
1,2ρ2,1)
c(ρ1,2B
−1
1,2ρ2,2)
d.
Projecting onto the first (resp. second) coordinate, it follows that f1#(e1) = ρ
rm+a
1,1 ρ
rn+b
1,2
and f1#(e2) = ρ
sm+c
1,1 ρ
sn+d
1,2 (resp. f2#(e1) = ρ
a
2,1ρ
b
2,2 and f2#(e2) = ρ
c
2,1ρ
d
2,2), so M1 =(
rm+a sm+c
rn+b sn+d
)
and M2 = (
a c
b d ). One then obtains the equation for N(φ) as a consequence
of Theorem 35 and the usual formula for the Nielsen number of a self-map of T2 [BBPT].
The second part of the statement is clear, since if φ can be deformed to a fixed point
free 2-valued map then f1, f2 can both be deformed to fixed point free maps. To prove
the last part, f1 and f2 can both be deformed to fixed point free maps if and only if
det(Mi − I2) = 0 for i = 1, 2, which using linear algebra is equivalent to:
det(M2 − I2) = 0, and (18)
det
(
a− 1 sm
b sn
)
+ det
(
rm c
rn d− 1
)
= 0. (19)
Equation (18) is equivalent to the proportionality of (c, d−1) and (a−1, b). Suppose that
equation (19) holds. If one of the determinants in that equation is zero, then so is the other,
and it follows that (a − 1, b), (c, d − 1) and (m,n) generate a subgroup of Z2 isomorphic
to Z, which yields condition (a) of the statement. If both of these determinants are non
zero then (m,n) is neither proportional to (a− 1, b) nor to (c, d− 1), and since (c, d− 1)
and (a− 1, b) are proportional, (m,n) is not proportional to any linear combination of the
two. Further, (19) may be written as:
0 = s det
(
a− 1 m
b n
)
+ r det
(
m c
n d− 1
)
= det
(
s(a− 1)− rc m
sb− r(d− 1) n
)
,
from which it follows that s(a−1, b) = r(c, d−1), which is condition (b) of the statement.
The converse is straightforward.
Remark. Within the framework of Proposition 5, the fact that f1 and f2 can be deformed
to fixed point free maps does not necessarily imply that there exists a deformation of the
pair (f1, f2), regarded as a map from T2 to F2(T2), to a pair (f ′1, f ′2) where the maps
f ′1 and f
′
2 are fixed point free. To answer the question of whether the 2-ordered map
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(f1, f2) : T2 −→ F2(T2) can be deformed or not to a fixed point free 2-ordered map under
the hypothesis that each map can be deformed to a fixed point free map would be a major
step in understanding the fixed point theory of n-valued maps, and would help in deciding
whether the Wecken property holds or not for T2 for the class of split n-valued maps.
5.3.2 Deformations to root-free 2-valued maps
Recall from the introduction that a root of an n-valued map φ0 : X ( Y , with respect
to a basepoint y0 ∈ Y , is a point x such that y0 ∈ φ0(x). If φ : T2 ( T2 is an n-valued
map then we may construct another n-valued map φ0 : T2 ( T2 as follows. If x ∈ T2
and φ(x) = {x1, . . . , xn}, then let φ0(x) = {x1. x−1, . . . , xn. x−1}. The correspondence
that to φ associates φ0 is bijective. Moreover, if φ is split, so that φ = {f1, f2, . . . , fn},
where the self-maps fi : T2 −→ T2, i = 1, . . . , n, are coincidence-free, then φ0 is also split,
and is given by φ0(x) = {f1(x). x−1, . . . , fn(x). x−1} for all x ∈ T2. The restriction of the
above-mentioned correspondence to the case where the n-valued maps are split is also a
bijection. The following lemma implies that the question of deciding whether an n-valued
map φ can be deformed to a fixed point free map is equivalent to deciding whether the
associated map φ0 can be deformed to a root-free map. Let 1 denote the basepoint of T2.
Lemma 36. With the above notation, a point x0 ∈ T2 is a fixed point of an n-valued map
φ of T2 if and only if it is a root of the n-valued map φ0 (i.e. 1 ∈ φ(x0)). Further, φ may
be deformed to an n-valued map φ′ such that φ′ has k fixed points if and only if φ0 may be
deformed to an n-valued map φ′0 such that φ
′
0 has k roots.
Proof. Straightforward, and left to the reader.
The algebraic condition given by Theorem 23(b) is equivalent to the existence of a
homomorphism g# : pi1(T2) −→ P2(T2) that factors through P2(T2 \ {1}). The following
result is the analogue for roots of the second part of Proposition 5.
Proposition 37. Let g : T2 ( T2 be a split 2-valued map, and let ĝ = (g1, g2) : T2 −→
F2(T2) be a lift of g such that ĝ#(e1) = (wr, (a′, b)) and ĝ#(e2) = (ws, (c, d′)) ∈ P2(T2),
where (r, s) ∈ Z2 \ {(0, 0)}, a′, b, c, d′ ∈ Z, w ∈ F2(u, v) and Ab(w) = (m,n). If g can be
deformed to a root-free map, then each of the maps g1, g2 : T2 −→ T2 can be deformed to
a root-free map. Further, g1 and g2 can both be deformed to root-free maps if and only if
either:
(a) the pairs (a′, b), (c, d′) and (m,n) belong to a cyclic subgroup of Z2, or
(b) s(a′, b) = r(c, d′).
Proof. If g can be deformed to a root-free map then clearly the maps g1, g2 : T2 −→ T2
can be deformed to root-free maps. For the second part of the statement, for i = 1, 2,
consider the maps fi : T2 −→ T2, where fi(x) = gi(x). x, and where g1 and g2 can both be
deformed to root-free maps. Then f1 and f2 can be deformed to fixed point free maps, and
the maps f1, f2 are determined by the elements (w
r, (a, b)), (ws, (c, d)) of P2(T2), where
a = a′ + 1 and d = d′ + 1. By Proposition 5, either the elements (a− 1, b), (c, d− 1) and
(m,n) belong to a cyclic subgroup of Z2, or s(a− 1, b) = r(c, d− 1), which is the same as
saying that either the elements (a′, b), (c, d′) and (m,n) belong to a cyclic subgroup of Z2,
or s(a′, b) = r(c, d′), and the result follows.
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5.3.3 Examples of split 2-valued maps that may be deformed to root-free
2-valued maps
We now give a family of examples of split 2-valued maps of T2 that satisfy the necessary
condition of Proposition 37 for such a map to be deformable to a root-free map. To do so,
we exhibit a family of 2-ordered maps that we compose with the projection pi : F2(T2) −→
D2(T2) to obtain a family of split 2-valued maps. We begin by studying a 2-ordered
map of T2 determined by a pair of braids of the form ((wr, (a, b)), (ws, (c, d)), where
s(a, b) = r(c, d) (we make use of the notation of Proposition 37).
Proposition 38. If Φ̂ : T2 −→ F2(T2) is a lift of a split 2-valued map φ : T2 ( T2 that
satisfies Φ̂#(e1) = (w
r, (a, b)) and Φ̂#(e2) = (w
s, (c, d)), where w ∈ F2(u, v), a, b, c, d ∈ Z
and (r, s) ∈ Z2 \ {(0, 0)} satisfy s(a, b) = r(c, d), then φ may be deformed to a root-free
2-valued map.
Proof. By hypothesis, the subgroup Γ of Z2 generated by (a, b) and (c, d) is contained in a
subgroup isomorphic to Z. Let γ be a generator of Γ. Suppose first that r and s are both
non zero. Then we may take γ = (a0, b0) = (`/r)(a, b) = (`/s)(c, d), where ` = gcd(r, s),
and the elements (wr, (a, b)) and (ws, (c, d)) belong to the subgroup of P2(T2) generated
by (w`, (a0, b0)). Let z ∈ P2(T2 \ {1}) be an element that projects to (w`, (a0, b0)) under
the homomorphism α : P2(T2 \ {1}) −→ P2(T2) induced by the inclusion T2 \ {1} −→ T2.
The map ϕ : pi1(T2) −→ P2(T2\{1}) defined by ϕ(e1) = zr/` and ϕ(e2) = zs/` extends to a
homomorphism, and is a lift of Φ̂#. The result in this case follows by Theorem 23(b). Now
suppose thar r = 0 (resp. s = 0). Then (a, b) = (0, 0) (resp. (c, d) = (0, 0)) and (wr, (a, b))
(resp. (ws, (c, d))) is trivial in P2(T2). Let z ∈ P2(T2 \ {1}) be an element that projects to
(ws, (c, d)) (resp. to (wr, (a, b))). Then we define ϕ(e1) = 1 and ϕ(e2) = z (resp. ϕ(e1) = z
and ϕ(e2) = 1), and once more the result follows.
Proof of Theorem 6. This follows directly from Proposition 38 and the relation between
the fixed point and root problems described by Lemma 36.
Lemma 39. Let k, l ∈ Z and suppose that either p ∈ {0, 1} or q ∈ {0, 1}. With the notation
of Proposition 25, the elements (xpyq)k and (upvq)l of P2(T2 \ {1}; (x1, x2)) commute.
Proof. We will make use of Proposition 25 and some of the relations obtained in its proof.
If p or q is zero then the result follows easily. So it suffices to consider the two cases
p = 1 and q = 1. By equation (9), for ε ∈ {1,−1}, we have xεvx−ε = uεv(u−1B1,2)ε and
yεuy−ε = (vB−11,2)
εuv−ε, and by induction on r, it follows that xrvx−r = urv(u−1B1,2)r and
yruy−r = (vB−11,2)
ruv−r for all r ∈ Z. So if p = 1 or q = 1 then we have respectively:
xyquvqy−qx−1 = x(vB−11,2)
quv−q. vqx−1 = uvqu−1u = uvq, and
xpyupvy−1x−p = xp(yvy−1)pvx−p = xpv(B−11,2u)
pv−1. vx−p = upv(u−1B1,2)p(B−11,2u)
p = upv,
as required.
This enables us to prove the following proposition and Theorem 7.
Proposition 40. Suppose that (a, b), (c, d) and (m,n) belong to a cyclic subgroup of Z2
generated by an element of the form (0, q), (1, q), (p, 0) or (p, 1), where p, q ∈ Z, and let
r, s ∈ Z. Then there exist w ∈ F2(u, v), a split 2-valued map φ : T2 ( T2 and a lift
Φ̂ : T2 −→ F2(T2) of φ for which Ab(w) = (m,n), Φ̂#(e1) = ((wr, (a, b)) and Φ̂#(e2) =
(ws, (c, d)), and such that φ can be deformed to a root-free 2-valued map.
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Proof. Once more we apply Theorem 23(b). Let (p, q) be a generator of the cyclic sub-
group given in the statement. So there exist λ1, λ2, λ3 ∈ Z such that (a, b) = λ1(p, q),
(c, d) = λ2(p, q) and (m,n) = λ3(p, q). We define ϕ : pi1(T2) −→ P2(T2 \ {1}) by
ϕ(e1) = (u
pvq)λ3r(xpyq)λ1 and ϕ(e2) = (u
pvq)λ3s(xpyq)λ2 . Lemma 39 implies that ϕ extends
to a well-defined homomorphism, and we may take w = (upvq)λ3 .
Proof of Theorem 7. This follows directly from Proposition 40 and the relation between
the fixed point and root problems described in Lemma 36.
Remark. Theorem 7 implies that there is an infinite family of homotopy classes of 2-
valued maps of T2 that satisfy the necessary condition of Proposition 37(a), and can be
deformed to root-free maps. We do not know whether there exist examples of maps that
satisfy this condition but that cannot be deformed to root-free, however it is likely that
such examples exist.
Appendix: Equivalence between n-valued maps and
maps into configuration spaces
This appendix constitutes joint work with R. F. Brown. Let n ∈ N. As observed in
Section 1, the set of n-valued functions from X to Y is in one-to-one correspondence with
the set of functions from X to Dn(Y ). As we have seen in the main part of this paper,
this correspondence facilitates the study of n-valued maps, and more specifically of their
fixed point theory. In this appendix, we prove Theorem 8 that clarifies the topological
relationship preserved by the correspondence under some mild hypotheses on X and Y .
For the sake of completeness, we will include the proof of a simple fact (Proposition 42)
mentioned in [Sch1] that relates the splitting of maps and the continuity of multifunctions.
Given a metric space Y , let K′ be the family of non-empty compact sets of Y . We equip
K′ with the topology induced by the Hausdorff metric on K′ defined in [Ber, Chapter VI,
Section 6].
Theorem 41 ([Ber, Chapter VI, Section 6, Theorem 1]). Let X and Y be metric spaces,
let K′ denote the family of non-empty compact sets of Y , let Γ: X ( Y be a multifunction
such that for all x ∈ X, Γ(x) ∈ K′ and Γ(x) 6= ∅. Then Γ is continuous if and only if it
is a single-valued continuous mapping from X to K′.
As we mentioned in Section 1, Fn(Y ) may be equipped with the topology induced by the
inclusion of Fn(Y ) in Y
n, and Dn(Y ) may be equipped with the quotient topology using the
quotient map pi : Fn(Y ) −→ Dn(Y ), a subset W of Dn(Y ) being open if and only if pi−1(W )
is open in Fn(Y ). If Y is a metric space with metric d, the set Dn(Y ) is a subset of K′, and
the Hausdorff metric on K′ mentioned above restricts to a Hausdorff metric dH on Dn(Y )
defined as follows. If z, w ∈ Dn(Y ) then there exist (z1, . . . , zn), (w1, . . . , wn) ∈ Fn(Y ) such
that z = pi(z1, . . . , zn) and w = pi(w1, . . . , wn), and we define dH by:
dH(z, w) = max
(
max
1≤i≤n
d(zi, w), max
1≤i≤n
d(wi, z)
)
,
where d(zi, w) = min
1≤j≤n
d(zi, wj) for all 1 ≤ i ≤ n. Notice that dH(z, w) does not depend
on the choice of representatives in Fn(Y ). We now prove Theorem 8.
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Proof of Theorem 8. By Theorem 41, it suffices to show that the set Dn(Y ) equipped with
the Hausdorff metric dH is homeomorphic to the unordered configuration space Dn(Y )
equipped with the quotient topology, or equivalently, to show that a subset of Dn(Y ) is
open with respect to the Hausdorff metric topology if and only if it is open with respect
to the quotient topology. Let y ∈ Dn(Y ), and let (y1, . . . , yn) ∈ Fn(Y ) be such that
pi(y1, . . . , yn) = y.
For the ‘if’ part, let U1, . . . , Un be open balls in Y whose centres are y1, . . . , yn re-
spectively. Without loss of generality, we may assume that they have the same radius
ε > 0, and are pairwise disjoint. Consider the Hausdorff ball UH of radius ε in Dn(Y )
whose centre is y. Let z be an element of UH , and let (z1, . . . , zn) ∈ Fn(Y ) be such that
pi(z1, . . . , zn) = z. Suppose that z /∈ pi(U1× · · ·×Un). We argue for a contradiction. Then
there exists a ball Ui such that zj /∈ Ui for all j ∈ {1, . . . , n}. So d(yi, z) ≥ ε, and from
the definition of dH , it follows that dH(y, z) ≥ ε, which contradicts the choice of z. Hence
z ∈ pi(U1 × · · · × Un), and the ‘if’ part follows.
For the ‘only if’ part, let us consider an open ball UH of radius ε > 0 in the Hausdorff
metric dH whose centre is y. We will show that there are open balls U1, . . . , Un in Y whose
centres are y1, . . . , yn respectively, such that the subset of elements z of Dn(Y ), where
z = pi(z1, . . . , zn) for some (z1, . . . , zn) ∈ Fn(Y ), and where each Ui contains exactly one
point of {z1, . . . , zn}, is a subset of UH . Define δ > 0 to be the minimum of ε and the
distances d(yi, yj)/2 for all i 6= j. For j = 1, . . . , n let Uj be the open ball in Y of radius
δ with respect to d and whose centre is yj. Clearly, Ui ∩ Uj = ∅ for all i 6= j. So for all
z = {z1, . . . , zn} belonging to the set pi(U1× · · · ×Un), each Uj contains exactly one point
of {z1, . . . , zn}, which up to permuting indices, we may suppose to be zj. Further, for all
j = 1, . . . , n, d(zj, y) = d(zj, yj) < δ and d(yj, z) = d(yj, zj) < δ. So from the definition of
dH , dH(y, z) < δ < ε, hence z ∈ UH , and the ‘only if’ part follows.
Just above Lemma 1 of [Sch1, Section 2], Schirmer wrote ‘Clearly a multifunction
which splits into maps is continuous’. For the sake of completeness, we provide a short
proof of this fact.
Proposition 42. Let n ∈ N, let X be a topological space, and let Y be a Hausdorff
topological space. For i = 1, . . . , n, let fi : X −→ Y be continuous. Then the split n-
valued map φ = {f1, . . . , fn} : X ( Y is continuous.
Proof. Let x0 ∈ X, and let V be an open subset of Y such that φ(x0)∩V 6= ∅. Then there
exists j ∈ {1, . . . , n} such that fj(x0) ∈ V . Since fj is continuous, there exists an open
subset Uj containing x0 such that if x ∈ Uj then fj(x) ∈ V , so φ(x) ∩ V 6= ∅. Therefore
φ is lower semi-continuous. To prove upper semi-continuity, first note that for all x ∈ X,
φ(x) is closed in Y because φ(x) is a finite set and Y is Hausdorff. Now let x0 ∈ X be such
that φ(x0) ⊂ V . We then use the continuity of the fj to define the Uj as before, and we
set U =
⋂n
j=1 Uj. Since φ(U) ⊂ V , we have proved that φ is also upper semi-continuous,
and so it is continuous.
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