Abstract. Let V ⊂ R m be a centrally symmetric convex body and let V * ⊂ R m be its polar. We prove limit relations between the sharp constants in the multivariate Markov-Bernstein-Nikolskii type inequalities for algebraic polynomials on V * and the corresponding constants for entire functions of exponential type with the spectrum in V .
Introduction
We continue the study of the sharp constants in multivariate inequalities of approximation theory that began in [16] and [17] . In this paper we prove limit relations between the sharp constants in the multivariate Markov-Bernstein-Nikolskii type inequalities for algebraic polynomials on convex sets and entire functions of exponential type.
Notation. Let R m be the Euclidean m-dimensional space with elements x = (x 1 , . . . , x m ), y = (y 1 , . . . , y m ), t = (t 1 , . . . , t m ), u = (u 1 , . . . , u m ), the inner product t · y := Let L r (E) be the space of all measurable complex-valued functions F on a measurable set E ⊆ R m with the finite quasinorm This quasinorm allows the following "triangle" inequality:
where s ∈ N := {1, 2, . . .} andr := min{1, r} for r ∈ (0, ∞].
Throughout the paper V is a centrally symmetric (with respect to the origin) closed convex body in R m and V * := {y ∈ R m : ∀ t ∈ V, |t · y| ≤ 1} is the polar of V . It is well known that V * is a centrally symmetric (with respect to the origin) closed convex body in R m and V * * = V (see, e.g., [28, Sect. 14] ). The set V generates the following dual norms on R m and C m by Note also that V * is the unit ball in the norm · * V on R m with the boundary ∂(V * ), the width w(V * 
|y j |, and y * R m (M ) = M |y|. Let l y be a straight line passing through a fixed point y ∈ R m and the origin, and let v y ∈ l y ∩ ∂(V * ) be the closest point to y. We also need the equivalent definition of the duel norm in R m given by the formula (see, e.g., [28, Theorem 14.5] )
Given a > 0, the set of all trigonometric polynomials T (x) = k∈aV ∩Z m c k e ik·x with complex coefficients is denoted by T aV . Definition 1.1. We say that an entire function f : C m → C 1 has exponential type V if for any
The class of all entire function of exponential type V is denoted by B V . It is easy to verify that
Throughout the paper, if no confusion may occur, the same notation is applied to f ∈ B V and its restriction to R m (e.g., in the form f ∈ B V ∩ L p (R m )). The class B V was defined by Stein and Weiss [31, Sect. 3.4] . [5, 25, 26, 31, 24, 11, 12, 13] and references therein). Some of these properties are presented in Section 2. We need more definitions for entire functions of several variables.
We say that an entire function f : C m → C 1 has exponential type if lim sup
The class of all entire functions of exponential type is denoted by B.
Next, let us define the indicator and the P -indicator of f ∈ B by
respectively. Note that equivalent definitions of h f (y, x) and h f (y) were introduced by Plancherel and Pólya [27] (see also [30, Sect. 3.4.2] ). The class of all functions f ∈ B with h f (y) ≤ y * V , y ∈ R m , is denoted by B * V . A similar class was introduced by the author [11] . Throughout the paper C, C 0 , C 1 , . . . denote positive constants independent of essential parameters. Occasionally we indicate dependence on certain parameters. The same symbol C does not necessarily denote the same constant in different occurrences. In addition, we use the ceiling function ⌈a⌉.
+ . We assume that D 0 is the identity operator.
Next, we define sharp constants in multivariate Markov-Bernstein-Nikolskii type inequalities for algebraic and trigonometric polynomials and entire functions of exponential type. Let
Here, a > 0, N ∈ Z 1 + , V ⊂ R m , and p ∈ (0, ∞].
The purpose of this paper is to prove limit relations between E p,D N ,m,V and M p,D N ,n,m,V . The limit relation for multivariate trigonometric polynomials 5) was proved by the author [16, Theorem 1.3] . In the univariate case of
and a ∈ N, (1.5) was proved by the author and Tikhonov [18] . In earlier publications [20, 21] , Levin and Lubinsky established versions of (1.5) on the unit circle for N = 0. Certain extensions of the Levin-Lubinsky's results to the m-dimensional unit sphere in R m+1 were recently proved by Dai, Gorbachev, and Tikhonov [8] .
In case of an even 
The proof of (1.6) was based on invariance theorems and limit relations for sharp constants in univariate weighted spaces (see [17, In this paper we extend relation (1.6) to any N ∈ Z 1 + , p ∈ (0, ∞], V ⊂ R m , and D N .
Main Results and Remarks.
In addition, there exists a nontrivial function
The following corollary is a direct consequence of Theorem 1.2 and relation (1.5).
Remark 1.4. Relations (1.7) and (1.8) show that the function
Remark 1.5. In definitions (1.3) and (1.4) of the sharp constants we discuss only complex-valued functions P and f . We can define similarly the "real" sharp constants if the suprema in ( 
where µ = µ(N, m, V ) is chosen such that the following inequalities hold true: The proof of Theorem 1.2 is presented in Section 3. Section 2 contains certain properties of functions from B V and P n,m .
Properties of Entire Functions and Polynomials
In this section we discuss certain properties of multivariate entire functions of exponential type and polynomials that are needed for the proof of Theorem 1.2. We start with certain properties of entire functions of exponential type.
(
c) The following Bernstein and Nikolskii type inequalities hold true:
where C is independent of f .
The Lebesgue measure of the set {x ∈ R m : h f (y, x) < h f (y)} is zero for every y ∈ R m . 
Proof. Statement (a) follows from the obvious inclusion
was proved in a more general form by the author [11, Corollary 2.1]. Statement (e) was proved by Ronkin (see [29] and [30, Theorem 3.4 
.3]).
A compactness theorem for a set of entire functions is discussed below. 
3)
4)
where C 3 (ε) and C 5 (ε) are independent of z, f and k, and C 4 is independent of z, δ, f and k. Then for any sequence {f n } ∞ n=1 ⊆ E m there exist a subsequence {f ns } ∞ s=1 and a function f 0 ∈ B * V such that for every α ∈ Z m + ,
uniformly on each compact subset of C m .
Proof. (a) By a multivariate version of Weierstrass' theorem, it suffices to prove statement (a) for α = 0. Let us set d R := {z ∈ C m : z * V ≤ R}, R > 0, and let
By (2.3), the polynomials Q k,n , n ∈ N, are uniformly bounded on d R for a fixed R ≥ 0 and each k ∈ Z 1 + . Therefore, using the Cantor diagonal process, we can select a subsequence {f ns } ∞ s=1 such that
where by (2.3) for ε = 1 and by (2.6),
Then given δ > 0 and R > 0, we can choose M = M (δ, R) such that S 2 < δ/2. Finally by (2.6), we can choose s 0 = s 0 (δ, R) ∈ N such that S 1 < δ/2 for all s ≥ s 0 . Thus (2.5) holds uniformly on d R , where f 0 ∈ B C 4 V . In addition, f 0 ∈ B by Lemma 2.1 (b).
Next, we prove that f 0 ∈ B * V . It follows from (2.4) and (2.6) that for any ε > 0 and y ∈ R m ,
The function f 0 (z) exp(−(1 + ε) z * V ) is continuous at z = iy, y ∈ R m . Hence by (2.7), there exists a number ε 1 = ε 1 (y) such that for any x ∈ R m (ε 1 ), |f 0 (x + iy)| ≤ 2C 5 (ε) exp((1 + ε) y * V ). Therefore, for a fixed y ∈ R m and any x ∈ R m (ε 1 ),
(2.8)
By Lemma 2.1 (e), the Lebesgue measure of the set {x ∈ R m : h f 0 (y, x) < h f 0 (y)} is equal to zero for every fixed y ∈ R m . Hence using (2.8), we see that there exists x 0 = x 0 (y) ∈ R m (ε 1 ) such that
Thus f 0 ∈ δ>0 B * (1+ε)V = B * V . This completes the proof of statement (a) of the lemma.
In the next two lemmas we discuss estimates of the error of polynomial approximation for functions from B V . Lemma 2.3. For any function f ∈ B V ∩ L ∞ (R m ), τ ∈ (0, 1), and k ∈ N, there is a polynomial and more precise inequalities were obtained in [11] and [12] .
, and n ∈ N, there is a polynomial P n ∈ P n,m such that for α ∈ Z m + and r ∈ (0, ∞],
Proof. First of all, for P k ∈ P k,m , k ∈ Z 1 + , a > 0, and α ∈ Z m + , we need the following crude Markov-type inequality: Next, let {P k } ∞ k=1 be the sequence of polynomials from Lemma 2.3. Then using (2.11) for a = τ k and (2.9), we obtain
Hence for n ∈ N, α ∈ Z m + , and r ∈ (0, ∞] we have
Thus (2.10) is established.
Certain inequalities for multivariate trigonometric and algebraic polynomials are discussed in the next three lemmas.
Lemma 2.5. For a polynomial P (y) = |β|≤n c β y β ∈ P n,m , n ∈ Z 1 + , the following inequalities hold true:
where C 4 is independent of z, a, f , and k.
Proof. Inequality (2.12) is proved in [11, Lemma 3.2] . We first prove inequality (2.13) for m = 1
and V = [−1, 1], i.e., we prove the inequality 14) which is equivalent to 
where T p ∈ P p,1 is the Chebyshev polynomial of the first kind. It is sufficient to derive (2.15) from (2.16) for M = 1 and a = 1. We consider three cases.
Case 1: k = 2p, n = 2N or n = 2N + 1, 0 ≤ p ≤ N . Then we have from (2.16)
Case 2: k = 2p + 1, n = 2N + 1, 0 ≤ p ≤ N . Then we have from (2.16)
Case 3: k = 2p + 1, n = 2N, 0 ≤ p ≤ N − 1. It follows from (2.16) that we can replace N with N − 1 in inequalities (2.18). Therefore,
Thus (2.15) and (2.14) follow from (2.17), (2.18), and (2.19).
To prove (2.13) for m > 1, we first draw a line l y passing through a fixed point y ∈ R m and the origin with the equation t = τ v y , where τ ∈ R 1 and v y ∈ l y ∩ ∂(aV * ) is the closest point to y. In particular, |τ | ≤ 1 for t ∈ l y ∩ aV * . In addition, we see by (1.2) that for t = y,
Next, the restriction of P ∈ P n,m to l y is a polynomial p(τ ) = n k=0 d k τ k ∈ P n,1 , where d k = |β|=k c β v β y , 0 ≤ k ≤ n, and using relations (2.14) and (2.20), we obtain
Thus (2.13) is established.
Note that a version of Lemma 2. 
where C 10 is independent of n and T .
Proof. The proof follows that of [3, Theorem 6] 
be the one-to-one function defined by the equation 22) and let
Next, let H n (t) := T (u), by substitution (2.22), and let
where d := ⌈1/p⌉, i.e., dp ≥ 1. Then using (2.23), (2.24), and Nikolskii's inequality for multivariate trigonometric polynomials of degree at most n + d in each variable [26, Sect. 3.3.3] , we obtain
Hence (2.21) follows.
Certain polynomial estimates based on Lemma 2.6 are discussed in the following lemma.
Lemma 2.7. Let P be an algebraic polynomial in m variables of degree at most n in each variable.
(a) For p ∈ (0, ∞) and M > 0,
(b) For p ∈ (0, ∞), a > 0, and ε > 0, the following inequality holds true:
Proof. Setting
we have by Lemma 2.6
Hence (2.25) holds true.
(b) Let y 0 ∈ aV * such that P L∞(aV * ) = |P (y 0 )|. The cube Q M := Q m (aM ) + y 0 , where
, is a subset of (1 + ε)aV * . Indeed, for any y ∈ Q M we have by (1.2),
Therefore, it follows from (2.25) that
This proves (2.26).
Note that Lemma 2.7 (a) for p ∈ [1, ∞) was proved by a different method in [11, Lemma 3.3] .
Proof of Theorem 1.2
Throughout the section we use the notationp = min{1, p}, p ∈ (0, ∞], introduced in Section 1.
Proof of Theorem 1.2. We first prove the inequality
by Bernstein's and Nikolskii's inequalities (2.1) and (2.2) and by the "triangle" inequality (1.1).
Therefore, 
Let us first prove (3.1) for p ∈ (0, ∞). Then by (3.2), there exists x 0 ∈ R m such that
Without loss of generality we can assume that x 0 = 0. Let τ ∈ (0, 1) be a fixed number. Then using polynomials P n ∈ P n , n ∈ N, from Lemma 2.4, we obtain for r = ∞ by (1.3),
Next, note that f ∈ L ∞ (R m ), by Nikolskii's inequality (2.3). Using again Lemma 2.4 (for α = 0 and r = p), we have from (1.1)
Combining (3.3) with (3.4), and letting τ → 1−, we arrive at (3.1) for p ∈ (0, ∞).
In the case p = ∞, for any ε > 0 there exists
Without loss of generality we can assume that x 0 = 0. Then similarly to (3.3) and (3.4) we can obtain the inequality
Finally letting τ → 1− and ε → 0+ in (3.5), we arrive at (3.1) for p = ∞. This completes the proof of (3.1).
Further, we will prove the inequality lim sup 6) by constructing a nontrivial function
Then inequalities (3.1) and (3.6) imply (1.7). In addition, f 0 is an extremal function in (1.7), that is, (1.8) is valid.
It remains to construct a nontrivial function f 0 , satisfying (3.7). We first note that
This inequality follows immediately from (3.1). Let P n ∈ P n be a polynomial, satisfying the equality M p,D N ,n,m,V = n −N −m/p |D N (P n )(0)| / P n Lp(V * ) . (3.9)
The existence of an extremal polynomial P n in (3.9) can be proved by the standard compactness argument (cf. [18] ). Next, setting Q n (y) := P n (y/n) = |β|≤n c β y β , we have from (3.9) that Further, for any ε > 0 and 0 ≤ k ≤ n, the following inequalities hold true: 
