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Resumen
En esta investigaci´ on se demuestra la expresi´ on de la densidad angular para la
distribuci´ on Generalizada de Pareto Multivariada, tipo log´ ıstico anidado, para
3 variables y escala el procedimiento hasta 5. La densidad angular es ´ util en
algoritmos de simulaci´ on de variables aleatorias con esta distribuci´ on y para es-
timar sus par´ ametros de dependencia. Se utilizan las expresiones obtenidas para
estimar, por m´ axima verosimilitud, los par´ ametros de 5 variables con par´ ametro
conocido. El modelo tiene caracter´ ısticas que lo hacen adecuado como modelo
avanzado de riesgo operativo. Se propone un m´ etodo para determinar el orden
jer´ arquico de las variables en la aplicaci´ on del modelo a variables emp´ ıricas.
Abstract
In this investigation is proved the expression of the angular density for the
Generalized Pareto Multivariate Distribution, of the nested logistic type, for 3
variables; and then scaled up to 5. Angular density is useful in implementing
random variables simulation algorithms that follow this distribution, as well as
for estimating its dependence parameters. Obtained expressions are used to
estimate, by maximum likelihood, the dependence parameters for 5 variables
with known parameters. The model ﬁts well for AMA Operating Risk modeling.
A method to deﬁne the hierarchical order that the variables must follow when
the model is applied to empirical data, is presented.
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1. Introducci´ on
Recientemente fueron publicados varios art´ ıculos por Ren´ e Michel (Ver Biblio-
graf´ ıa), en donde aborda problemas te´ oricos y pr´ acticos de la Distribuci´ on Gene-
ralizada de Pareto Multivariada (DGP-M). Sus investigaciones son exhaustivas,
el practicante de la administraci´ on de riesgos ﬁnancieros y los investigadores en
otros campos, encontrar´ an amplio material de aplicaci´ on. Con la intenci´ on
de ahondar en aspectos pr´ acticos, y en particular en el modelado del riesgo
operativo, son relevantes particularmente los siguientes temas:
• Aspectos te´ oricos de los modelos: log´ ıstico, log´ ıstico asim´ etrico y log´ ıstico
anidado
• Simulaci´ on: algoritmos para cada uno de los modelos anteriores
• Estimaci´ on de Par´ ametros: para los modelos log´ ısticos con mismo par´ a-
metro de dependencia; Para el modelo log´ ıstico anidado con par´ ametros
de dependencia distintos entre pares, en particular el m´ etodo de m´ axima
verosimilitud.
Este art´ ıculo se centra en el modelo log´ ıstico anidado de la DGP-M, m´ as es-
pec´ ıﬁcamente en la estimaci´ on de los par´ ametros de dependencia para 3 y m´ as
dimensiones; ya que el modelo, por sus caracter´ ısticas, es relevante para situa-
ciones donde exista dependencia en la ocurrencia de eventos extremos (Ejem-
plo: probabilidad de ocurrencia conjunta de p´ erdidas operativas signiﬁcativas).
No obstante el modelo log´ ıstico simple puede ser tambi´ en de gran utilidad, el
log´ ıstico anidado es el ´ unico de los analizados por Michel que permite modelar
diferentes valores de dependencia entre pares de variables. El modelo log´ ıstico
simple, en tanto, supone que el par´ ametro de dependencia que rige entre un
grupo de variables es constante.
Para comprender el objeto central del art´ ıculo es necesario presentar al-
gunos elementos te´ oricos b´ asicos ligados a los modelos DGP multivariados, es-
tos elementos fueron tomados de los trabajos de Michel tratando de incluir
los m´ ınimos indispensables para comprender el desarrollo ulterior. Para mayor
profundidad en los temas referidos, y utilizados en este art´ ı c u l op e r on oe x -
puestos, se remite al lector a los trabajos fuente. Las expresiones encontradas
en este art´ ıculo para la densidad angular y utilizadas para la estimaci´ on de
par´ ametros, fueron probadas con conjuntos de variables simuladas (y por tanto
de par´ ametros conocidos), con los algoritmos desarrollados por Michel.
El art´ ıculo supone que el lector conoce los fundamentos de la teor´ ıa de
valores extremos as´ ı como las formas generalizadas univariadas para las dis-
tribuciones de Valores Extremos y Generalizada de Pareto.
2. Modelos DV E y DGP multivariados.
Una Distribuci´ on de Valores Extremos (DV E) con marginales exponenciales
negativas se deﬁne como sigue:

















Los valores de xi se encuentran en el cuadrante negativo del plano cartesiano,
la funci´ on D es llamada funci´ on de dependencia de Pickands, es decir,
D : ¯ Rd−1 → [0,1] donde ¯ Rd−1 es el simplex unitario cerrado en IR
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Si G1,...,G d son DV E univariadas, la transformaci´ on de una DV E con mar-
ginales exponenciales negativas, a las marginales G1,...,G d est´ a dada por:
G∗(x1,...,x d): =G(log(G1(x1)),...,log(Gd(xd)))
con
xi ∈ supp(Gi): = ¯ {x ∈ IR|Gi(x) > 0}.
Subyacente a la distribuci´ on Gi tenemos a una distribuci´ on de valores extremos
G∗.
Sea X =( X1,...,X d) un vector aleatorio con funci´ on de distribuci´ on


















W(x) = 1 + log(G(x1,...,x d)), (x1,...,x d)=x ∈ U.
Es decir que en la vecindad U del 0, en el cuadrante negativo (−∞,0)d X
sigue una Distribuci´ on Generalizada de Pareto Multivariada (DGP − M)c o n
marginales uniformes, D es nuevamente la funci´ on de dependencia de Pickands.
N´ otese que la deﬁnici´ on de una DGP − M funciona en forma an´ aloga al caso
univariado, es decir mantiene la relaci´ on entre DGP y DV E:
W∗(x)=1+l o gG∗(x),x ∈ U.
En general, salvo especiﬁcaci´ on contraria, cuando se hace referencia a las mar-
ginales de una DV E, se hace referencia a marginales negativas, en tanto que
al hablar de las marginales de una DGP a marginales uniformes. Partiendo
de marginales de otro tipo, se puede llegar a marginales uniformes mediante
transformaciones.
2.1 ¿Cuando DVE y DGP son distribuciones en el cuadrante
negativo?
El tema es de suma relevancia en la aplicaci´ on de ambas distribuciones, pues
mientras una funci´ on EV es siempre una funci´ on de distribuci´ on en el cuadrante
negativo, una funci´ on GP s´ olo es una funci´ on de distribuci´ on (DGP) para va-
lores cercanos a cero en el cuadrante negativo. Dadas las transformaciones que
se realizan en las variables emp´ ıricas para modelarlas en valores extremos, pre-
cisamente las observaciones extremas (por ejemplo p´ erdidas grandes) coinciden
en la vecindad del cero en las variables transformadas.
Se plantea el siguiente problema ¿a partir de qu´ e umbral en la vecindad del
cero tenemos una DGP?, la b´ usqueda de este umbral multivariado es equiva-
lente a la b´ usqueda del umbral para una sola variable: es cr´ ıtico para deﬁnir
a partir de donde tenemos una distribuci´ on. Este umbral tiene tambi´ en un rol
sobresaliente en la estimaci´ on de los par´ ametros de dependencia.40 Revista de Administraci´ on, Finanzas y Econom´ ıa
3. Modelo Log´ ıstico Anidado: Deﬁnici´ on y Caracter´ ısticas
El modelo log´ ıstico anidado es un modelo distribuido GP de tipo jer´ arquico, que
va construyendo la dependencia entre variables en forma recursiva: se determina
la dependencia entre dos variables, despu´ es la de estas dos con una tercera, luego
la de las tres con una cuarta, etc. Del siguiente modo:
Tabla 1











































Lo destacable de este modelo es la posibilidad que da para permitir diferentes
grados de dependencia entre los componentes del vector aleatorio subyacente.
En este, y en otros modelos para modelar DGP − M,l o sp a r ´ ametros de
dependencia λ tienen un valor cerca de 1 en independencia y un valor muy
grande (λ →∞ ) para dependencia completa. Sin embargo valores de λ de 5, 7
´ o 10 indican ya una dependencia importante.
N´ otese que el n´ umero de par´ ametros de dependencia es igual a d−1, lo cual
implica que no tenemos un par´ ametro de dependencia para cada par posible.
Al respecto Joe aﬁrma respecto al modelo para la DV E:“ S e r ´ ıa bueno contar,
si fuera posible, con una versi´ on multivariada (...) con un par´ ametro diferente
para cada marginal bivariada [m(m − 1)/2] par´ ametros en total, similar a la
distribuci´ on Normal Multivariada (... ). Sin embargo, no hay forma de construir
una distribuci´ on multivariada de distribuciones bivariadas compatibles.”
En la Figura 1 se muestra que distribuci´ on est´ a completamente deﬁnida con
los par´ ametros de dependencia indicados en la diagonal marcada con negritas.Estimaci´ on de los par´ ametros de dependencia 41
Figura 1




X4 λ14 λ14 λ3
X5 λ15 λ25 λ35 λ4
Joe explica que “Los par´ ametros restantes se interpretan en t´ erminos de depen-
dencia condicional(... ). El par´ ametro λ13,m e d i r ´ ıa el tama˜ no de la dependen-
cia condicional de la primera y tercer marginales univariadas dada la segunda.
(...) En forma similar λ14 mide el tama˜ no de la dependencia entre las variables
marginales primera y cuarta, dadas las marginales segunda y tercera”
Cuando todos los par´ ametros de dependencia son iguales el modelo log´ ıstico
anidado se reduce al modelo log´ ıstico. Joe establece tambi´ en la siguiente
condici´ on para deﬁnir la existencia de una distribuci´ on de valores extremos
y, dada la relaci´ on existente entre ambos, en consecuencia de una Generalizada
de Pareto:
λ1 ≥ ...≥ λd−1 ≥ 1.
Michel muestra que la condici´ on parece no ser suﬁciente, pues en ocasiones la
distribuci´ on no est´ a acotada y es necesario establecer la siguiente condici´ on,
que tiene fuertes implicaciones para el uso del modelo:
λ1 ≥ ...≥ λd−1 ≥ d − 1.
Es necesario considerar que dada la naturaleza jer´ arquica del modelo, el orden
en que se modelan las variables es de suma importancia, por tanto al traba-
jar con variables emp´ ıricas debemos primero establecer su orden para despu´ es
modelar. Este tema se abordar´ a al ﬁnal de este art´ ıculo.
4. Densidad Angular por medio de Transformaciones de Pickands
yd eF r ´ echet
Cuando se supone que los datos que se est´ an modelando vienen de una DV E
o de una DGP,a ﬁ r m aM i c h e l( 3 )“ ...hay muchos objetos que pueden ser
estimados para tener una idea de la distribuci´ on que subyace a los datos. Las
posibilidades son: la funci´ on de distribuci´ on misma, la densidad, la medida
del exponente, la funci´ on de dependencia, la medida angular, distribuci´ on o
densidad.”
En este art´ ıculo se utiliza la densidad angular maximizada en probabilidad
con las variables emp´ ıricas, una vez aplicadas las transformaciones de Pickands
yd eF r ´ echet. Esta densidad se puede utilizar tanto en la simulaci´ on de las
variables como la estimaci´ on de los par´ ametros del modelo, partiendo de datos
emp´ ıricos de inter´ es.
Michel (1) explica que para el modelo log´ ıstico anidado, las densidades an-
gular y de Pickands son dif´ ıciles de denotar en d−dimensiones. Esto es porque
las expresiones van siendo m´ as complicadas cuando se utilizan mayores dimen-
siones, el autor revela las siguientes expresiones para d =3 ,m i s m a sq u es e
pueden utilizar en la estimaci´ on de los par´ ametros de dependencia por m´ axima
verosimilitud:42 Revista de Administraci´ on, Finanzas y Econom´ ıa
Las expresiones para las densidades de Pickands y angular, son respectiva-
mente:
Densidad Angular:

































































Dado que el proceso seguido para obtener las expresiones para dimensiones
mayores es el mismo, se hace necesaria la demostraci´ on de (1) y (2), y luego
escalar del procedimiento para 4, 5 y m´ as dimensiones.
El uso pr´ actico de las expresiones mencionadas supone la transformaci´ on
de las variables emp´ ıricas a variables en el cuadrante negativo2 (Ver Michel (3)).
Una vez en esta escala sufren una segunda transformaci´ on: Con la Transfor-
maci´ on de Pickands TP(x) para la densidad de Pickands y con la transformaci´ on
de Fr´ echet TF(x) para la densidad angular, las que se deﬁnen en Michel (1),
como sigue:
4.1 Transformaci´ on de Fr´ echet





















⎠ := (z1,...,z d−1,c). (3)
TF es conocida como la transformaci´ on est´ andar a coordenadas de Pickands
con relaci´ on marginales Fr´ echet, estas coordenadas son z := (z1,...,z d−1,c).
Igualmente, z es el componente angular y c el componente radial.
2 Ver metodolog´ ıa “Piecing Together” para determinar los par´ ametros de las distribu-
ciones marginales y despu´ es la funci´ on de dependencia entre estas. Se puede consultar en
Reiss, Dieter y Thomas.Estimaci´ on de los par´ ametros de dependencia 43



















Realizando las operaciones recuperamos la serie de variables aleatorias de x.
Igualmente la funci´ on mapea uno a uno con TF, por tanto en las expresiones
donde aparece hacemos la sustituci´ on uno a uno.
4.2 Transformaci´ on de Pickands
















=( z1,...,z d−1,c). (5)
TP es conocida como la transformaci´ on est´ andar a coordenadas de Pickands, es-
tas coordinadas son z := (z1,...,z d−1,c). Y son equivalentes a las coordenadas
polares, siendo z el componente angular y c el componente radial.











Igualmente realizando las operaciones recuperamos la serie de variables aleato-
rias de x. Por otro lado esta funci´ on mapea uno a uno con TP,l oq u es i g n i ﬁ c a
que en las expresiones donde aparece hacemos la sustituci´ on uno a uno.
Es importante notar lo siguiente de las transformaciones referidas:
• El n´ umero de variables es igual a d.
• Las variables no se utilizan en su forma cruda, requieren transformaciones
previas que son bien conocidas en la teor´ ıa de valores extremos.
• Las variables existen en el espacio d−dimensional negativo (−∞,0)d,p o r
tanto si proceden de variables reales, (como p´ erdidas o rendimientos en
el terreno ﬁnanciero), deben estar precedidas por transformaciones ade-
cuadas: Obtener las distribuciones marginales de cada variable, determinar
el dominio de atracci´ on de la variable a trav´ es del ´ ındice de la cola (Tail
Index) y despu´ es aplicar la siguiente transformaci´ on:
˜ yi ≈ F˜ μ˜ σ(xi) − 1=yi.
• Rd−1 representa el simplex unitario en d − 1 dimensiones, es decir, que
dadas d variables, con las transformaciones de Pickands y de Fr´ echet se
obtienen d − 1 componentes angulares. La TF es en realidad una TP a
la que se ha aplicado la transformaci´ on y → 1/y a los componentes de x.
“Esta es la transformaci´ on que convierte variables aleatorias exponencial-
mente distribuidas a variables aleatorias con distribuci´ on Fr´ echet” Michel
(3) p´ agina 7.44 Revista de Administraci´ on, Finanzas y Econom´ ıa
5. Obtenci´ on de las Expresiones para obtener las densidades de
Pickands y angular.
5.1. Elementos Previos
Para obtener las expresiones buscadas haremos uso del teorema 2.3.7 en Michel
(3); el teorema 2.3 en Michel (3), y el lema 3.1 en Michel (1).
Lema para la densidad angular (Michel (2), Teorema 2.3):
Sea una distribuci´ on generalizada de Pareto W, continuamente diferenciable de































N´ otese que aunque la densidad angular est´ ae x p r e s a d ae nt ´ erminos de las vari-
ables aleatorias, en realidad estas contienen ya impl´ ıcitamente los componentes









Sin embargo necesitamos una expresi´ o nq u es ee n c u e n t r e´ unicamente en t´ ermi-
nos de los componentes angulares; y la expresi´ on del teorema anterior incluye a
las variables aleatorias sin transformaci´ on. Para ellos utilizaremos el siguiente
lema.
Lema 3.1 de Michel en (Michel (1) y expresi´ on para obtenci´ on de la densidad
angular:
“Sea el vector aleatorio (x1,...,x d) el cual sigue una distribuci´ on generalizada
de Pareto, con marginales uniformes, por ejemplo, su funci´ on de distribuci´ on
W tiene una representaci´ on (... ) para una vecindad U de 0, la cual puede
ser asumida como un cubo (posiblemente despu´ es de una transformaci´ on ade-
cuada). Si la funci´ on de dependencia de Pickands D tiene derivadas continuas de
orden d. Entonces la transformaci´ on de Pickands respecto a marginales Fr´ echet
TF(X1,...,X d)=( Z,C) tiene una densidad f(z,c)e nTF(U), que puede ser
factorizada respecto a c y z.M ´ as precisamente”3 :
f(z,c)=c−2l(z), (z,c) ∈ TF(U).
Donde l es la densidad angular de W, y es continua. Con esta expresi´ on se
obtiene la expresi´ on buscada.
3 Michel (2) P´ agina 9Estimaci´ on de los par´ ametros de dependencia 45
Michel demuestra, utilizando el teorema para la transformaci´ on de la den-
sidad, que la densidad de las coordenadas de Pickands en relaci´ on a marginales









    detJ
−1
TF (z,c)
   .
Con lo que ﬁnalmente llega a la siguiente expresi´ on con la que se trabajar´ ae n
el resto de este art´ ıculo. La demostraci´ on completa se encuentra en Michel (3)






















Teorema para la densidad de Pickands (Michel (1) Teorema 2.3.7):
Sea 1 <λ<∞, la densidad de Pickands est´ a dada por:









5.2. Obtenci´ on de las expresiones de las densidades de Pickands y
angular para 3 variables aleatorias que siguen una DGP − M
Como se anot´ o arriba, Michel explica la diﬁcultad para obtener expresiones
para las densidades de Pickands y angular para el modelo log´ ıstico anidado en
dimensiones mayores a 2 y solo presenta el resultado para 3 variables, resultado
que utiliza en una aplicaci´ on relativa a un problema hidrol´ ogico: las probabil-
idades de descargas extremas en 3 r´ ıos. La obtenci´ on de una f´ ormula cerrada
para las densidades es imprescindible para conocer su comportamiento; pero
sobre todo para estimar los par´ ametros de dependencia de un grupo de datos
y para simular variables que sigan una DGP − M.U nm ´ etodo adecuado para
obtener dichos par´ ametros es fundamental para que estos modelos puedan ser
utilizados en prop´ ositos pr´ acticos, es el ir de las musas al teatro.
En particular, tales expresiones se utilizar´ an para aplicar el m´ etodo de
m´ axima verosimilitud en la obtenci´ on de los par´ ametros de dependencia.
Ya que en la aplicaci´ on del modelo en campos como las ﬁnanzas (Vg.
p´ erdidas extremas en riesgo operativo conjuntas) implica el manejo de relaciones
de dependencia en dimensiones superiores, es relevante por tanto no solo revelar
el detalle de la obtenci´ on de las expresiones para 3 variables, sino hacer expl´ ıcito
el proceso para escalarlo a mayores dimensiones.
En lo que sigue se demostrar´ an las expresiones (1) y (2) para obtener
luego las correspondientes a 4 y 5 dimensiones. Asimismo se probar´ an estos
resultados al obtener los par´ ametros de dependencia de un conjunto de variables
con distribuci´ on y par´ ametros conocidos.46 Revista de Administraci´ on, Finanzas y Econom´ ıa
5.2.1. Obtenci´ on de la Expresi´ on para la Densidad Angular
3 dimensiones
Partimos de la expresi´ on (7)
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(λ2 − λ1)(1 − λ2)
(11)
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Que podemos esquematizar del siguiente modo factorizando c:
1
c2A













= A(B + C)
Dado que al realizar el producto con 1/c2, obtenemos c0 = 1. Haciendo adem´ as
la sustituci´ on indicada abajo, obtenemos:
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Obtenemos la siguiente expresi´ on, que puede ser vista como un producto
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(1 − z1 − z2)























































Ya que (2λ2 −1)+ (λ1 −λ2)=λ1 +λ2 − 1, y realizando el producto de D ∗E:50 Revista de Administraci´ on, Finanzas y Econom´ ıa


















(1 − z1 − z2)2
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Simpliﬁcando se llega ﬁnalmente a la expresi´ on buscada:
1λ(z1,...,z d−1)=( λ2 − 1)
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5.2.2. Obtenci´ on de las expresi´ on para la densidad de Pickands
en 3 dimensiones
Dado que el procedimiento para la obtenci´ on de la densidad de Pickands para
d = 3, es muy similar, y adem´ as un poco m´ as simple, se presenta solo un
resumen.
Partiendo de (8) el primer paso es obtener el resultado de las derivadasEstimaci´ on de los par´ ametros de dependencia 51









(−x1)λ1 +( −x2)λ1  λ2
λ1 +( −x3)λ2
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El segundo paso es la aplicaci´ on de la transformada inversa de Tp.
Como se explic´ oa n t e s ,e s t ep a s oi m p l i c al as u s t i t u c i ´ on miembro a miembro
T
−1
P , con las expresiones particulares para d =3 ,c o m os i g u e :
c = x1 + x2 + x3; x1 = cz1; x2 = cz2; x3 = c − cz1 − cz2.
Al hacer la sustituci´ on indicada e incluir el t´ ermino cd−1 obtenemos la primera
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En esta expresi´ on, la densidad de Pickands est´ aa ´ un en t´ erminos de los compo-
nentes angulares y el radial.
El tercer paso consiste en la eliminaci´ on del componente radial.
Despu´ es de un proceso parecido al de la densidad angular, se obtiene una ex-
presi´ on exclusivamente en t´ erminos de los componentes angulares.52 Revista de Administraci´ on, Finanzas y Econom´ ıa
φλ(z1,...,z d−1)=

















































Simpliﬁcando, encontramos la expresi´ on buscada:
φλ(z1,...,z d−1)=
(λ2 − 1)(z1z2)


































5.2.3. Expresi´ on de la densidad angular para d =4
Siguiendo un procedimiento an´ alogo para d = 4, y considerando las siguientes
expresiones:


















λ2 +( 1− z1 − z2 − z3)−λ3
 
.
La densidad angular para d=4 es la siguiente:
























3 λ2 + M
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3 λ2(2λ2 − 1) + M
λ2
λ1 (−2(λ2 − 1)λ2 + λ3(4λ3 − 3))
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5.2.4. Expresi´ on de la densidad angular para d =5

























λ3 +( 1− z1 − z2 − z3 − z4)−λ4
 
.
La densidad angular para d = 5 es la siguiente:
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(z4)−λ3(λ2 − λ3)(2λ3 − 1) + T
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4(11λ4 − 7) − (−R)λ4U
2λ4
λ3 λ4
(6 + λ4(11λ4 − 16))
   
.
(22)
5.2.5. Expresi´ on para el caso Bivariado
El caso se presenta por su utilidad para determinar el orden de las variables
en el modelo log´ ıstico anidado, su obtenci´ on sigue igualmente el procedimiento
descrito.
1λ(z1)=( λ1 − 1)(z1(1 − z1))−1−λ1  
(z1)−λ1 +( 1− z1)−λ1  1
λ1 −2
(23)54 Revista de Administraci´ on, Finanzas y Econom´ ıa
6. Aplicaci´ on de la Densidad Angular en la Obtenci´ on de
Par´ ametros de dependencia del Modelo Log´ ıstico Anidado
En el cap´ ıtulo 6 de Michel (3) se expone la estimaci´ on param´ etrica para modelos
generalizados de Pareto, en particular en la secci´ on 6.1 por m´ axima verosimi-
litud utilizando la densidad angular, misma que ser´ a aplicada en esta secci´ on
al usar las expresiones halladas en la secci´ on anterior, en la estimaci´ on de los
par´ ametros de dependencia del modelo.
Para hacer la aplicaci´ on en el modelo log´ ıstico anidado, se supone que se
tienen n copias independientes de un vector aleatorio X(i), el cual sigue una
DGP − M perteneciente a Ks y con densidad angular lλ1,...,λk.S e s i g u e e l
proceso mostrado en la Figura 2.
Figura 2



















Es necesario adem´ as utilizar las deﬁniciones adicionales de la Tabla 2,
obtenidas de Michel (1), secci´ on 3; as´ ı como sus implicaciones en la estimaci´ on
de los par´ ametros.
Para ejempliﬁcar el proceso de selecci´ on de vectores de z, se utiliz´ o el algoritmo
4.11 de Michel (1) para la generaci´ on de 200 vectores de 5 variables aleatorias
distribuidas GP con el modelo log´ ıstico anidado, con componente par´ ametros
r = 250,s=0 .024, y par´ ametros de dependencia 8, 7, 6 y 5.
Se supone que los vectores de datos cumplen con ||X||∞ <s ;yZ(i) y
C(i) son las correspondientes coordenadas de Pickands respecto de marginales
Fr´ echet, mismas que se estiman con los vectores de datos X(i) disponibles para
la estimaci´ on, todo de acuerdo con la Tabla 2. Dado un umbral r>0, donde r
es un supuesto en la estimaci´ on de par´ ametros, y considerando solo las obser-
vaciones X(i) con C(i) < −r, y denotamos a ´ estas con X(1),...,X(m).Estimaci´ on de los par´ ametros de dependencia 55
Tabla 2
Deﬁnici´ on Notaci´ on / Implicaciones
Ks:={x∈(−∞,0)
d||x||∞<s},s < 0, con: ||x||∞=max(|x1|,...,|xn|)
◦ Las d variables x aleatorias est´ an en el cuadrante negativo.
◦ Ks es el cubo d−dimensional con lados de tama˜ no s.
◦ s debe ser mayor al m´ aximo valor de x, en valor absoluto, tomado del conjunto
de variables para las que se desea obtener los par´ ametros de dependencia.
◦ s se estima a partir de las variables emp´ ıricas en el cuadrante negativo, aquellas




◦ Dado un conjunto de variables (x1,...,xd) que pertenecen a Ks, es posible
obtener un conjunto vectores (z1,...,zd−1) que pertenezcan al simplex unitario.
◦ Los vectores de z se pueden utilizar para estimar los par´ ametros de dependencia,
por medio de m´ axima verosimilitud aplicada a la densidad de Pickands o angular









◦ Es la expresi´ on de Qr,s, donde para una s ﬁja mayor que cero, indica que los vectores
(z1,...,zd−1) pertenecen al simplex unitario d−1 dimensional, siempre todos los





◦ Ar,s indica que un vector de variables (x1,...,xd) ser´ a considerado v´ alido par la
estimaci´ on solo si su componente radial, calculado como la suma de los inversos de
las variables, es menor a −r: C
(i)<−r
S ip o re j e m p l o ,e lv e c t o rd ev a r i a b l e sX(1) de la Tabla 3 sigue una DGP,ys e
“ﬁltra” el vector con el procedimiento descrito para determinar si ´ este es v´ alido
para la estimaci´ on de par´ ametros, dado un umbral r. Un grupo de valores de
Z(i) as´ ı obtenidos permiten calcular la densidad angular (n´ otese que en n´ umero
son iguales a d − 1) .
Tabla 3
Variables x1 x2 x3 x4 x5
Distribui- -0.0213482 -0.02083325 -0.01839453 -0.01617113 -0.02312296
das GPD
Umbral = r = 250 C = −r = −250
C(i) = −254.292 = (1/x1)+( 1 /x2)+( 1 /x3)+( 1 /x4)
Como C(i) < −r, el vector es v´ alido para la estimaci´ on.56 Revista de Administraci´ on, Finanzas y Econom´ ıa
Tabla 3b
Determinaci´ on de los componentes angulares para la estimaci´ on.
Vector angular z1 z2 z3 z4
Z(i) (1/x1)/C(i) (1/x2)/C(i) (1/x3)/C(i) (1/x4)/C(i)
Z(i) -0.184206868 0.18875997 0.213785516 0.24317925
Por tanto, las X(i) resultantes tienen densidad cercana a lλ(z)/d∗
λ lo que per-
mite utilizar esta expresi´ on, conocidos los componentes angulares del vector de
variables aleatorias, para la estimaci´ on de los par´ ametros de dependencia por
m´ axima verosimilitud. Esto se hace estimando par´ ametros de dependencia λ
dado un umbral r yu nn ´ umero de extremos m, tal que la expresi´ on siguiente










































N´ otese que, dado que la sustracci´ on del segundo t´ ermino no afecta la maxi-




, dependiendo del n´ umero de variables para las cuales queremos
estimar los par´ ametros de dependencia. Estas expresiones son las que se han
determinado antes para 2, 3, 4 y 5 variables.
En Michel (3) se explica que en el modelo DGP − M log´ ıstico d∗
λ = d y
por tanto el c´ alculo de la m´ axima verosimilitud se simpliﬁca mucho.
Es necesario puntualizar algunos aspectos de lo reci´ en expuesto, las razones
te´ oricas est´ an desarrolladas en el texto de Michel de referencia, aqu´ ıs ec ome n t an
aspectos pr´ acticos adicionales:
• En la aplicaci´ on que sigue, Las variables X(i) se encuentran ya en el cua-
drante negativo, debido que se utiliz´ o un algoritmo de generaci´ on de va-
riables cuyo resultado se presenta as´ ı, por lo que no se necesita una trans-
formaci´ on adicional a la de Fr´ echet.
• n,e se ln ´ umero de datos con que se cuenta para hacer la estimaci´ on de
par´ ametros, no todas entran en la estimaci´ on, depende el umbral elegido.
• r, es el umbral a partir del cual tenemos una DGP −M. Para ubicarlo se
debe atender al resultado de las pruebas de independencia.
• m,e se nn ´ umero de extremos que quedan de los datos originales despu´ es
de aplicar el criterio de exclusi´ on.
• La condici´ on de selecci´ on de variables para la estimaci´ on, implica:
◦ Que desconocemos el umbral subyacente a las variables aleatorias que
siguen una DGP, por ello se prueba con varios umbrales: Cada umbral vaEstimaci´ on de los par´ ametros de dependencia 57
dando un valor de m distinto, pocos extremos para r muy grandes, muchos
para valores peque˜ nos de r
◦ Mientras mayor es el valor de r, nos acercamos m´ as al origen, y por
tanto vamos “ﬁltrando” valores no extremos para la estimaci´ on dada la
condici´ on:






◦ Para la estimaci´ on de par´ ametros solo se necesitan los componentes an-
gulares, como qued´ o demostrado en la obtenci´ on de las expresiones de la
densidad angular, sin embargo r tiene una relaci´ on con el componente ra-
dial desconocido: ayuda a su b´ usqueda.
Mediante m´ axima verosimilitud aplicada a (22), es decir el modelo de cinco
variables, sujeta a la condici´ on: λ1 >...>λ d >d−1, para que la distribuci´ on
sea acotada. Condici´ on que implica que para un n´ umero alto de variables se
espera que los par´ ametros de dependencia sean altos. Esta condici´ on limita el
uso del modelo en portafolios de muchas variables, pero lo hace id´ oneo en los
de bajo n´ umero de variables.
En la pr´ actica, se desconoce el umbral para un conjunto de variables
emp´ ıricas, por lo que se debe probar con diferentes valores de r.C o n f o r m e
aumenta r el n´ umero de extremos m disminuye al acercarse al origen, en el
ejemplo mostrado en la Tabla 4, cuando r ≤ 250, el n´ umero de extremos selec-
cionados abarca el total de las observaciones. De hecho, un primer acercamiento
al umbral lo tenemos con las pruebas de independencia para valores extremos.
Tabla 4









(1) Es el umbral, valores altos de r implican mayor cercan´ ıa a 0. Todas las C(i) son observa-
ciones v´ alidas
(2) N´ umero de observaciones v´ alidas dado r.
En la Tabla 5, se muestran los resultados de la m´ axima verosimilitud para la
estimaci´ on de par´ ametros. Cuando el valor de r se acerca m´ as al par´ ametro
real, la estimaci´ on es mejor, en este caso cuando el valor de r ﬁltra las 200
variables que fueron generadas con una distribuci´ on DGP.58 Revista de Administraci´ on, Finanzas y Econom´ ıa
Tabla 5
Efecto de r en la estimaci´ on de par´ ametros
Par´ a-
metros r m ML λ1 λ2 λ3 λ4
Reales −250 200 876 5
Esti −250 200 {1911.65,{λ1→8.24839,λ2→7.33381,λ3→6.01808,λ4→5.02328}}
ma −500 107 {1024.63,{λ1→8.0237,λ2→7.30756,λ3→5.41593,λ4→5.41593}}
dos (∗) 55 {535.367,{λ1→7.81348,λ2→7.81348,λ3→6.36571,λ4→5.37072}}
(∗)=−1000.
Por otro lado la Tabla 6 muestra que aplicando una m mayor, la estimaci´ on
mejora.
Tabla 6
Efecto de m en la estimaci´ on de par´ ametros, con r = 250





En suma las expresiones encontradas para la densidad angular permiten una
estimaci´ on adecuada de los par´ ametros de dependencia subyacentes a variables
distribuidas GP − M con el modelo log´ ıstico anidado.
7. Relevancia de los hallazgos en la medici´ on del riesgo operativo.
Recordemos la condici´ on de la m´ axima verosimilitud: λ1 >...>λ d >d− 1,
para que la distribuci´ on sea acotada. Esto implica que para un n´ umero alto
de variables se espera que los par´ ametros de dependencia sean altos. Por
otro lado las expresiones se van haciendo m´ as complejas conforme aumenta
el n´ umero de variables y ﬁnalmente los requerimientos computacionales para
estimar par´ ametros, pero especialmente para la simulaci´ on de variables crecen
enormemente. Estas situaciones limitan el uso del modelo en modelos (portafo-
lios) de muchasvariables, pero lo hace id´ oneo en los de bajo n´ umero de variables.
En particular el modelo resulta ´ util para modelar riesgo operativo.
El supuesto impl´ ıcito en las propuestas regulatorias (Basilea II) de cargo
de capital por riesgo operativo es la dependencia completa. Pero de ser posible
acceder a los modelos avanzados (AMA), y demostrar que dos o m´ as variables
de p´ erdidas operativas son independientes en sus valores extremos (cola de la
distribuci´ on), su modelado se simpliﬁca signiﬁcativamente pues no se espera de-
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univariadas en forma independiente. Se recomienda descartar primero la inde-
pendencia de las variables mediante las pruebas propuestas por Falk y Michel,
especialmente las de Neyman-Pearson y de Kolmogorov. Las variables cuya
independencia no pueda ser descartada, se pueden modelar con dependencia en
la cola, el modelo presentado en este art´ ıculo es una opci´ on.
En riesgo operativo, siguiendo las agrupaciones b´ asicas propuestas en Ba-
silea II, los eventos de p´ erdida (n) se pueden agrupar en l´ ıneas de negocio
(m), no todas las l´ ıneas de negocio generan todos los tipos de evento, cada
evento se puede modelar en forma individual o conjunta con otros eventos de
la misma l´ ınea de negocio u otras, dependiendo del resultado de sus pruebas de
independencia.
1. Dos eventos de l´ ıneas de negocio distinto tender´ an a tener baja o nula de-
pendencia. El autor ha probado con varios conjuntos de datos emp´ ıricos
de p´ erdidas operativas hallando diﬁcultad en descartar independencia, so-
bre todo precisamente en eventos de frecuencia muy distinta y en l´ ıneas de
negocio diferentes.
2. Dados dos tipos de eventos dentro de la misma l´ ınea de negocio, es m´ as
probable que exista dependencia entre ellos.
3. El n´ umero tipos de evento dentro de una l´ ınea de negocio no tiende a ser
elevada, por tanto un modelo como el log´ ıstico anidado puede ser de suma
utilidad.
4. Si el n´ umero de eventos no es muy grande pero el valor de los par´ ametros
de dependencia son muy parecidos o no son valores que permitan cumplir
con λ1 >...>λ d >d− 1, se puede utilizar el modelo log´ ıstico (En este
caso se supone dependencia constante y baja, o por lo menos inferior a
d−1) que es mucho m´ as simple y cuya expresi´ on para la densidad angular,

































La aplicaci´ on al modelado del Riesgo Operativo (por ejemplo con el valor
en riesgo) queda en este art´ ıculo en forma de propuesta de investigaci´ on ul-
terior. Modelar dependencia en la cola es uno de los problemas abiertos en
la modelaci´ on avanzada del Riesgo Operativo, especialmente en el entorno de
Basilea II, la propuesta apunta hacia all´ a.
La simulaci´ on de variables es de suma utilidad, pero requiere como comple-
mento necesario t´ ecnicas para estimar los par´ ametros necesarios, en este caso,
los de dependencia.
Si hallamosque es conveniente modelar en forma conjunta un grupo de vari-
ables, tenemos que resolver a´ un el siguiente problema: Si el modelo DGP −M
log´ ıstico anidado es adecuado, y como se basa en el modelado de las dependen-
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que tomar en cuenta probabilidades condicionales ¿C´ omo determinar el orden
de las p´ erdidas operativas tanto para simular vectores aleatorios DGP, como
para estimar los par´ ametros de dependencia? La siguiente propuesta se deriva
del car´ acter de probabilidad condicional del resto de los par´ ametros.
Utilizando el mismo conjunto simulado de 200 vectores de 5 variables DGP
con el modelo log´ ıstico anidado, se aplic´ ol ae x p r e s i ´ on para el caso bivariado
(23) para estimar los par´ ametros de dependencia de todos los pares posibles
de variables, se ordenan agrupando por variable y en forma decreciente, como
sigue:
Tabla 7
X1X2 8.650 X2X1 8.650 X3X1 7.690 X4X1 6.380
X1X3 7.690 X2X3 7.070 X3X2 7.070 X4X2 5.980
X1X4 6.380 X2X4 5.980 X3X4 5.860 X4X3 5.860
X1X5 5.600 X2X5 5.280 X3X5 5.080 X4X5 4.996
Para elegir entre las dos variables que comparten el mismo par´ ametro m´ as alto,
se ubica el segundo valor m´ as alto, en este caso X1X3 >X 2X3, este determina
que X1 es la primera variable en jerarqu´ ıa, y X2 la segunda, el orden de las
otras dos variables se determina en forma an´ aloga.
Las variables ordenadas, seg´ un el procedimiento indicado, con sus diagra-
mas de dispersi´ on se muestran en la Gr´ aﬁca 1.
Gr´ aﬁca 1
Determinado el orden jer´ arquico de las variables se hace la estimaci´ on de los
par´ ametros de dependencia para las 5 variables en forma conjunta utilizando la
expresi´ on (22).Estimaci´ on de los par´ ametros de dependencia 61
8. Conclusiones
Partiendo de las investigaciones recientes de Michel, la demostraci´ on de la ex-
presi´ on de la densidad angular para variables aleatorias distribuidas GP con el
modelo log´ ıstico anidado, para 3 variables y el escalamiento del procedimiento
para 4 y 5 variables permite utilizar´ estas en la estimaci´ on de par´ ametros de de-
pendencia desigual entre variables. Asimismo las diﬁcultades en la obtenci´ on de
expresiones de la densidad angular y los problemas computacionales asociados
para dimensiones elevadas limita el uso del modelo para portafolios o problemas
ﬁnancieros de muchas variables, pero lo hace id´ oneo para modelar situaciones
de n´ umero limitado de variables, tal como en el caso del Riesgo Operativo, en el
que las caracter´ ısticas de las variables permiten suponer independencia respecto
a diferentes l´ ıneas de negocio, pero diferentes niveles de dependencia dentro de
las l´ ıneas de negocio; y adem´ as en n´ umero reducido de variables de p´ erdida a
modelar. Es necesario ahondar en esta propuesta. Asimismo se present´ ou np r o -
cedimiento para determinar el orden jer´ arquico de las variables, ´ util cuando se
trata de aplicar el modelo para estimar par´ ametros de dependencia de variables
emp´ ıricas.
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