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Abstract
We introduce the notion of consistent error bound functions which provides a unifying
framework for error bounds for multiple convex sets. This framework goes beyond the clas-
sical Lipschitzian and Ho¨lderian error bounds and includes, for example, the error bounds
obtainable under the theory of amenable cones. One of the main results we prove is that the
convergence rate of several algorithms for feasibility problems can be expressed explicitly in
terms of the underlying consistent error bound function. This allows us to show new and old
results related to the convergence rate of several projection algorithms and, also, of a damped
Douglas-Rachford algorithm. Finally, applications to conic feasibility problems are also given
and we show that a number of algorithms have convergence rates depending explicitly on the
singularity degree of the problem.
Key words: error bounds; consistent error bound; convergence rate; amenable cones.
1 Introduction
In this paper, we consider the following convex feasibility problem (CFP)
find x P C :“
mč
i“1
Ci, (CFP)
where C1, ¨ ¨ ¨ , Cm are closed convex sets contained in a finite dimensional real vector space E
with C ‰ H. Convex feasibility problems have been extensively studied in connection to various
applications, see [1, 5, 12, 15, 16, 21, 40]. Then, given some fixed algorithm for solving (CFP), the
following two questions are of natural interest.
p1q Does the algorithm converge to a point in C?
p2q If it indeed converges, how fast is the convergence?
For question (1), the convexity of the problem ensures that many algorithms converge without any
further assumption on the Ci, see, for example, section 3 of [5] and [8]. On the other hand, the
answer to question (2) does not generally follow from convexity alone.
In order to pin down the convergence rate, in many cases it is necessary to either assume
that (CFP) has some regularity property or that some error bound is known. We emphasize that
these are not completely independent assumptions and, in fact, regularity conditions on (CFP)
sometimes imply the existence of error bounds. Informally, an error bound is some inequality that
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relates the individual distances to the sets Ci to the distance to their intersection C. For more
information on error bounds in general settings, see [41, 29].
We now present a simple example of error bound. Given x P E , let distpx, Ciq denote the
distance from x to Ci. Suppose that for every bounded set B Ď E there exists some θB ą 0 such
that
distpx, Cq ď θB max
1ďiďm distpx, Ciq @ x P B. (1.1)
In this case, we say that a (local) Lipschitzian error bound holds for (CFP). The property given
in (1.1) is also called bounded linear regularity, see [6]. In particular, under (1.1), many common
projection methods are known to converge linearly, see [5, 8].
If we replace the distpx,Ciq by distpx,Ciqγ in (1.1) for some γ P p0, 1s, we obtain what is called
a Ho¨lderian error bound. Ho¨lderian error bounds typically hold under milder conditions than
Lipschitzian bounds, although it might be hard to estimate the exponent γ. A notable exception
is the Ho¨lderian error bound by Sturm for semidefinite programs [44], where the exponent can be,
in principle, computed via a technique called facial reduction.
Ho¨lderian bounds usually only lead to sublinear convergence rates, with the precise rate often
depending on the exponent, e.g., Corollary 4.6 in [12]. In particular, using Sturm’s error bound, it
was shown in [21] that the alternating projection algorithm, when applied to semidefinite program-
ming, has sublinear convergence rate. Furthermore, the convergence rate is explicitly connected to
a quantity known as the singularity degree of the problem, which, intuitively, encodes the level of
regularity of the problem. It might be fair to say that results such as this are rarer in comparison
to convergence rates obtained under (1.1). Beyond Ho¨lderian bounds there are even fewer results.
In this paper, we take a bird’s eye view and propose the notion of consistent error bound
functions (see Definition 3.1) which provides a unifying framework for error bounds. Informally, a
consistent error bound function is a two-parameter function Φ satisfying some reasonable properties
and the following error bound condition
distpx, Cq ď Φ
ˆ
max
1ďiďm distpx, Ciq, }x}
˙
@ x P E . (1.2)
The first argument to Φ is “max1ďiďm distpx, Ciq” which means that the error bound must take
into account the individual distances to the sets Ci. The second argument is “}x}” which reflects
the fact that many error bounds correspond to inequalities that are only valid after a bounded
subset is specified. Since we will impose coordinate-wise monotonicity of Φ, under (1.2), we have
distpx, Cq ď Φ
ˆ
max
1ďiďm distpx, Ciq, ρ
˙
@ x, }x} ď ρ,
if ρ ą 0 is some fixed constant. Truly global bounds that are valid over the whole space can be
expressed by considering a function Φ that is independent of the second argument. In addition,
part of the motivation for considering the abstract error bound in (1.2) also comes from the abstract
error bounds proved in [36] for the so-called amenable cones. This will be explained in more details
in Section 2.1. Another important property is that consistent error bound functions always exist
whenever (CFP) is feasible (see Proposition 3.2).
One of the main results of this paper is that a number of methods have convergence rates
that can be written in terms of Φ, see Theorem 4.7. This will allow us to cover several previous
results and also prove new ones. For example, we will give a broad extension of the results of [21]
and connect the singularity degree of certain conic feasibility problems to the convergence rates of
several methods, see Section 5.
2
1.1 Our contributions
Our contribution is threefold:
• We introduce a new notion of (strict) consistent error bound functions (Definition 3.1), which
provides a unifying framework for error bounds for multiple convex sets, and includes error
bounds beyond classical Lipschitzian and Ho¨lderian error bounds (Proposition 3.4). We
also show that consistent error bound functions always exist for any finite family of convex
sets having non-empty intersection (Proposition 3.2). The “best” among those error bound
functions is called the universal error bound function.
• Under a strict consistent error bound, we prove convergence rates for a number of algorithms
fitting an abstract framework which includes many projection algorithms and a variant of
the Douglas-Rachford algorithm, see Theorems 4.7, 4.13, 4.16 and 4.20. In particular, under
Ho¨lderian error bounds, we will also derive precise sublinear rates for those algorithms, see
also Corollaries 4.9 and 4.12.
• We also specialize our discussion to conic linear feasibility problems where the underlying
cone is amenable [36]. In this case, we prove that the convergence rates of several algorithms
depend on the singularity degree of the problem (see Section 5), which is a quantity related
to the facial reduction algorithm [13, 42, 46]. In particular, when the cone is symmetric,
we are able to extend a previous result of Drusvyatskiy, Li and Wolkowicz [21] along several
directions, see Theorem 5.5.
The rest of the paper is organized as follows. In Section 2, we introduce the notation and present
some preliminary materials. In Section 3, we introduce the notions of (strict) consistent error
bounds and corresponding (strict) consistent error bound functions, and discuss the relationship
to Ho¨lderian error bounds. One example which does not satisfy a Ho¨lderian error bound is also
shown. In Section 4, under a strict consistent error bound, we establish the convergence analysis
for two families of methods for convex feasibility problems. Finally, applications to conic feasibility
problems are discussed in Section 5.
2 Notation and preliminaries
Let IR denote the set of real numbers. Let E denote a finite-dimensional real vector space equipped
with norm } ¨ } induced by some inner product x¨, ¨y. Given x P E and a closed convex set C Ď E ,
we define
distpx, Cq :“ min
yPC }x´ y} (2.1)
and let PCpxq denote the projection of x on the set C, i.e., PCpxq :“ arg minyPC }x´ y}.
For a direct product Em :“ Eˆ¨ ¨ ¨ˆE , we define the inner product as follows: let px1, ¨ ¨ ¨ , xmq,
py1, ¨ ¨ ¨ , ymq P Em,
xpx1, ¨ ¨ ¨ , xmq, py1, ¨ ¨ ¨ , ymqy :“
mÿ
i“1
xxi, yiy. (2.2)
Furthermore, for x P Em and C Ď Em, with a slight abuse of notation, we use }x} to denote the
norm induced by the above inner product and define the distance function distpx, Cq as in (2.1).
3
2.1 Review of amenable cones and their error bounds
In this subsection, we review the error bound proved in [36] in order to provide motivation for the
definitions appearing in Section 3 and, also, as a preparation for Section 5.
In what follows, we always assume that K Ď E denotes a closed convex cone. Let F Ď K be a
closed convex cone. We say that F is face of K and write F  K if
x, y P K, x` y P F ñ x, y P F .
All faces satisfy the following relation F “ K X spanF , where spanF denotes the linear span of
F . With that in mind, we say that K is an amenable cone if for every face F  K, there exists a
constant κ ą 0 such that
distpx, Fq ď κdistpx, Kq, @x P spanF .
Equivalently, a cone is amenable if and only if a Lipschitzian error bound holds between spanF
and K for every face F  K, see Section 3.1 in [36].
Let V be an affine space and consider the following feasibility problem
find x P K X V. (Cone)
Without any assumptions on either K or on the way that K and V intersect, it is usually
hard to establish precise error bounds results for (Cone). If K is say, describable via polynomial
inequalities, it is known that certain Ho¨lderian error bounds hold, see, for example, section 4.2
in [41]. The problem is that the exponent of Ho¨lderian bounds derived purely from the theory of
semialgebraic/analytic functions is usually hard to estimate. Related to that, significant advances
have been made in papers by Li et. al. such as [30, 31, 32], where explicit worst-case exponents are
given for certain systems involving polynomials.
However, for problem (Cone), sometimes sharper bounds can be given that take into account
the degree of which (Cone) fails to be regular. In particular, the paper by Sturm [44] presented a
fundamental contribution to the study of error bounds by showing how to compute the exponents
via a technique called facial reduction when K is the cone of positive semidefinite matrices. This
was later extended to systems with mixed positive semidefinite and second order cone constraints
by Luo and Sturm [38]. Sturm’s bound for positive semidefinite matrices neatly encodes regularity
information of the system and, in particular, it reduces to a Lipschitzian error bound when the
underlying system satisfy certain regularity conditions.
Motivated by [44], in [36] an extension of Sturm’s results is presented for amenable cones.
Theorem 23 in [36] states that if K X V is not empty and K is amenable, then a generalized error
bound holds for K and V. Furthermore, the bound can be expressed as a composition of so-called
facial residual functions. The number of facial residual functions required to express the bound
is also connected to facial reduction and, intuitively, depends on how badly the pair K,V fails to
satisfy a constraint qualification such as Slater’s condition. We will now continue our description
of the objects needed to state the main result in [36].
We recall that the dual cone of K is given by
K˚ – ty P E | xy, xy ě 0, @x P Ku.
We need the following definition.
Definition 2.1 (Facial residual functions). Let F  K and z P F˚. We say that ψF,z : IR`ˆIR` Ñ
IR` is a facial residual function for z and F if the following properties are satisfied:
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piq ψF,z is nonnegative, monotone nondecreasing in each argument and ψp0, αq “ 0 for every
α P IR`.
piiq whenever x P spanK satisfies the inequalities
distpx, Kq ď , xx, zy ď , distpx, spanFq ď 
we have:
distpx, F X tzuKq ď ψF,zp, }x}q.
Facial residual functions always exist for a given K,F , z, see Section 3.2 in [36] for more details.
We say that a function ψ˜F,z is a positive rescaling of ψF,z if there are positive constants M1,M2,M3
such that
ψ˜F,zp, }x}q “M3ψF,zpM1, M2}x}q.
We will also need to compose facial residual functions in a special way. We define ψ2♦ψ1 to be
the function satisfying
pψ2♦ψ1qpa, bq “ ψ2pa` ψ1pa, bq, bq, @ a, b P IR. (2.3)
In order to give the precise statement of the error bound in [36], the final component we
need is facial reduction, which is an algorithm originally proposed by Borwein and Wolkowicz for
regularizing conic convex programs [13, 14]. See also [46, 42] for a discussion on facial reduction
focused on conic linear programs. We now briefly explain the basic idea behind facial reduction.
We assume that
K is amenable,
spanK “ E ,
K X V ‰ H.
(2.4)
The basic facial reduction algorithm as described in [46, 42] shows that it is always possible to
obtain a chain of faces of K
F` Ĺ ¨ ¨ ¨ Ĺ F1 “ K, (2.5)
where the following properties are satisfied.
piq For 1 ď i ă `, there exists zi P Fi˚ X VK such that
Fi`1 “ Fi X tziuK.
In particular, this means that Fi`1 is a face of Fi and, therefore, a face of K.
piiq F` X V satisfies some desirable constraint qualification.
Here, ` is called the length of the chain. The condition on zi appearing in item piq ensures that
each face Fi contains the original feasible region KX V. Furthermore, the zi in item piq are called
reducing directions. Classical facial reduction approaches usually find chain of faces such that
F` X V satisfies Slater’s condition, i.e., the last face F` satisfies
priF`q X V ‰ H.
However, there are variants such as the FRA-Poly algorithm [37], where a chain of faces is obtained
such that the last face F` satisfies a weaker constraint qualification called partial polyhedral Slater’s
condition (PPS condition), which we will now describe. Suppose that F` can be written as a direct
product P ˆ F˜`, where P is a polyhedral cone and F˜` is an arbitrary cone. If
pP ˆ pri F˜`qq X V ‰ H,
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then we say that the PPS condition holds, see Definition 1 in [37]. P is allowed to be trivial, so if
Slater’s condition is satisfied the PPS condition is also satisfied. With that in mind, we define two
key quantities.
• The singularity degree dSpK, Vq of the pair K, V is the length of the smallest chain of faces
(as in (2.5)) where F` and V satisfy Slater’s conditions.
• The distance to the partial Polyhedral Slater’s condition dPPSpK, Vq is the length minus one
of the smallest chain of faces (as in (2.5)) where F` and V satisfy the PPS condition. Since
Slater’s condition is a stronger requirement than the PPS condition, we have
dPPSpK, Vq ď dSpK, Vq.
We are now positioned to state the error bound in [36].
Theorem 2.2 (Error bound for amenable cones, Theorem 23 in [36]). Let K be a closed convex
amenable cone, V be an affine space and let
F` Ĺ ¨ ¨ ¨ Ĺ F1 “ K
be a chain of faces of K as in (2.5) together with zi P Fi˚ XVK as in item piq. Furthermore, assume
that F`,V satisfy the PPS condition. For i “ 1, . . . , ` ´ 1, let ψi be a facial residual function for
Fi, zi. Then, after positive rescaling the ψi, there is a positive constant κ such that if x P spanK
satisfies the inequalities
distpx, Kq ď , distpx, Vq ď ,
we have
dist px, K X Vq ď pκ}x} ` κqp` ϕp, }x}qq,
where ϕ “ ψ`´1♦ ¨ ¨ ¨♦ψ1, if ` ě 2. If ` “ 1, we let ϕ be the function satisfying ϕp, }x}q “ .
We remark that as long as (2.4) is satisfied, a chain of faces satisfying Theorem 2.2 always exists,
see [37] or [36, Proposition 5]. In addition, the ` that appears in Theorem 2.2 can be bounded by
both the singularity degree and the distance to the PPS condition see [36, Proposition 24].
3 Consistent and universal error bound functions
In this section, we return to the general setting of (CFP). Partly motivated by the error bound in
Theorem 2.2, we propose the following notion.
Definition 3.1 (Consistent error bound functions). Let C1, . . . , Cm Ď E be closed convex sets with
C :“ Şmi“1 Ci ‰ H. A function Φ : r0,8qˆr0,8q ÝÑ r0,8q is said to be a consistent error bound
function for C1, . . . , Cm if:
piq the following error bound condition is satisfied:
distpx, Cq ď Φ
ˆ
max
1ďiďm distpx,Ciq, }x}
˙
@ x P E ; (3.1)
piiq for any fixed b ě 0, the function Φp¨, bq is monotone nondecreasing on r0,8q, right-continuous
at 0 and satisfies Φp0, bq “ 0;
piiiq for any fixed a ě 0, the function Φpa, ¨q is monotone nondecreasing on r0,8q.
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In addition, if for every b ą 0, Φp¨, bq is strictly increasing on r0,8q then Φ is said to be a strict
consistent error bound function. We say that (3.1) is the (strict, if Φ is strict) consistent error
bound associated to Φ.
Given arbitrary C1, . . . , Cm with non-empty intersection, it is not obvious whether they admit
a consistent error bound function. We address this issue in the next proposition.
Proposition 3.2 (The universal error bound function). Let C1, . . . , Cm Ď E be closed convex sets
with C :“ Şmi“1 Ci ‰ H. There exists a consistent error bound function Φ for C1, . . . , Cm with the
property that if Φˆ is any other consistent error bound function for C1, . . . , Cm we have
Φpa, bq ď Φˆpa, bq, @ a, b P r0,8q. (3.2)
In particular, Φ must be unique.
Proof. Let a, b P r0,8q and consider the problem below parametrized by a and b.
sup
y
distpy, Cq (Upa, bq)
subject to max
1ďiďm distpy, Ciq ď a,
}y} ď b.
We define Φ as follows
Φpa, bq :“
#
optimal value of (Upa, bq) if (Upa, bq) is feasible
0 otherwise.
Because of the norm constraint in (Upa, bq), the feasible region of (Upa, bq) is compact although it
can be empty. Since distp¨, Cq is a continuous function, Φpa, bq is finite and nonnegative. Increasing
either a or b potentially enlarges the feasible region of (Upa, bq), so Φp¨, bq and Φpa, ¨q are monotone
nondecreasing. Furthermore, if a “ 0, then the only feasible solutions to (Upa, bq) (if any) must
be elements of C, so Φp0, bq “ 0 for every b.
Next, let x P E , a “ max1ďiďm distpx, Ciq and b “ }x}. Then, y “ x is feasible for (Upa, bq)
and we have
distpx, Cq ď Φp max
1ďiďm distpx, Ciq, }x}q.
Therefore, except for the continuity requirement, Φ satisfies items piq, piiq, piiiq. So let b P r0,8q
and we will check that Φp¨, bq is (right-)continuous at 0. In order to do that, it suffices to show
that for any sequence taku Ď r0,8q with ak Ñ 0, we have Φpak, bq Ñ 0. Let taku be any such
sequence. First, for the pak, bq such that (Upa, bq) is infeasible, we have Φpak, bq “ 0.
Next, we consider the pairs pak, bq such that (Upa, bq) is feasible. If there are only finitely many
such pak, bq, we must have Φpak, bq Ñ 0. So, suppose that there are infinitely many such pak, bq
and, for convenience, denote the sequence of the corresponding ak by taˆku. We must have aˆk Ñ 0,
since taˆku is a subsequence of taku.
For each pair paˆk, bq, the feasible region of (Upa, bq) is compact, so there exists an optimal
solution yk satisfying
distpyk, Cq “ Φpaˆk, bq, max
1ďiďm distpy
k, Ciq ď aˆk, }yk} ď b. (3.3)
Consequently, to show Φpaˆk, bq Ñ 0, it suffices to prove distpyk, Cq Ñ 0. Suppose that distpyk, Cq Ñ
0 does not hold. Then there exist some δ ą 0 and a subsequence tykju such that distpykj , Cq ě δ
for all j. Since all the yk are contained in a ball of radius b, by passing to a further subsequence if
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necessary, we may assume that ykj has a limit y. By (3.3) and the continuity of distp¨, Ciq we have
distpy, Ciq “ 0 for all i, which implies that y P C. Furthermore, because distp¨, Cq is continuous,
we have
distpykj , Cq Ñ distpy, Cq “ 0,
which contradicts the fact that distpykj , Cq ě δ ą 0, for every j. This proves Φpaˆk, bq Ñ 0 for the
pairs paˆk, bq such that (Upa, bq) is feasible. Accordingly, we must have Φpak, bq Ñ 0. The (right-)
continuity of Φp¨, bq at 0 then follows from the arbitrariness of taku.
Finally, in order to show that (3.2) holds, let Φˆ be another consistent error bound function for
C1, . . . , Cm. For the sake of obtaining a contradiction, suppose that there exist a, b such that
Φpa, bq ą Φˆpa, bq,
With that, the corresponding problem (Upa, bq) must be feasible, because otherwise we would have
Φpa, bq “ 0. Then, since Φpa, bq is the optimal value of (Upa, bq), there exists a feasible solution
y such that Φpa, bq ě distpy, Cq ą Φˆpa, bq. However,
distpy, Cq ď Φˆp max
1ďiďm distpy, Ciq, }y}q ď Φˆpa, bq,
where the second inequality follows because y is feasible for (Upa, bq) and Φˆ satisfies items piiq and
piiiq of Definition 3.1. Together with distpy, Cq ą Φˆpa, bq, we obtain a contradiction. This shows
Φ satisfies (3.2) and that Φ must be the unique consistent error bound function for which (3.2)
holds.
We call the function defined in Proposition 3.2 the universal error bound function for C1, . . . , Cm
and, in a sense, reflects the tighest possible error bound one can get for the Ci. We note that the
universal error bound function might not be strict. Nevertheless, we remark that any consistent
error bound function Φ can be made strict as follows. Let κ ą 0 be a constant and let
Φˆpa, bq :“ Φpa, bq ` κa. (3.4)
Then, Φˆ is a consistent error bound function for the same sets that is also strict. Therefore,
Proposition 3.2 also implies that the existence of strict consistent error bound functions.
That said, finding a concrete formula for the universal error bound function seems to be a
formidable task in general because it involves maximization of a convex function over a convex set.
Therefore, usually the goal is to obtain some consistent error bound function that is reasonable
upper bound to the universal error bound function.
Rationale for Definition 3.1
In this (skippable) expanded remark, we explain our rationale for Definition 3.1. Our definition of
consistent error bound functions is motivated by the typical behaviour exhibited by error bounds
in the literature. In particular, items piiq, piiiq in Definition 3.1 forbid certain unhelpful “error
bounds” that get looser as x gets closer to C. For example, if 0 P C ‰ t0u, then the function θ
that always output }x} is an upper bound for distpx,Cq, so θ could be regarded as an error bound
in some very loose sense. However it is not a particularly good one, because if x P C and x ‰ 0,
we have }x} ‰ 0 although distpx,Cq “ 0.
We also notice that error bounds are typically local. For example, the error bound in (1.1)
is such that the constant θB might change for every B. However, if we try to take B to be the
whole space, (1.1) might fail to hold no matter which constant θ is chosen, unless some stronger
assumption is made. This locality is reflected in Definition 3.1 by forcing Φ to take into account
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the norm of x. As we will see in Section 3.1, this is enough to capture Ho¨lderian and Lipschitzian
error bounds.
We note that Definition 3.1 admits a number of variations, but our impression is that they do
not impact significantly the class of error bounds functions. For example, the individual distances
to the sets is Ci are aggregated using the max function (i.e., 8-norm), however using the sum (i.e.,
1-norm) or the square root of the sums-of-squares (i.e., 2-norm) would also be reasonable choices.
Because of the equivalence of norms in real finite-dimensional spaces, these variations do not seem
to affect significantly the error bound. Also, we could have also let Φ depend on }x ´ x0} for
some fixed x0 instead of }x}. But, again, it was not clear whether this would bring any theoretical
advantages.
Similarly, we found no reason for requiring stronger properties from Φ, such as differentiability
or continuity everywhere. In fact, our analysis of convergence rates in Sections 4 and 5 only depend
on the error bound function being strict. Fortunately, any consistent error bound function can be
made strict as shown in (3.4).
3.1 Ho¨lderian and Lipschitzian error bounds
It turns out that consistent error bounds cover a large variety of existing error bounds. In particular,
we will show that Ho¨lderian error bounds and the error bound in Theorem 2.2 lead to strict
consistent error bound functions. We recall the following definition.
Definition 3.3 (Ho¨lderian error bound). The sets C1, . . . , Cm Ď E with C :“ Şmi“1 Ci ‰ H are
said to satisfy a Ho¨lderian error bound if for every bounded set B Ď E there exist some θB ą 0
and an exponent γB P p0, 1s such that
distpx, Cq ď θB max
1ďiďm dist
γB px, Ciq @ x P B.
If we can take the same exponent γB “ γ P p0, 1s for all B, then we say that the bound is uniform.
Furthermore, if the bound is uniform with γ “ 1, we call it a Lipschitzian error bound.
Theorem 3.4 (Characterization of Ho¨lderian error bounds). Let C1, . . . , Cm Ď E be convex sets
with C :“ Şmi“1 Ci ‰ H.
piq C1, . . . , Cm satisfy a Ho¨lderian error bound if and only if there are functions γ : r0,8q Ñ
p0, 1s and ρ : r0,8q Ñ p0,8q such that
Φpa, bq :“ ρpbqmaxpaγpbq, aq, (3.5)
where Φ is a strict consistent error bound function, γ is monotone nonincreasing and ρ is
monotone nondecreasing.
piiq C1, . . . , Cm satisfy a uniform Ho¨lderian error bound with exponent γ if and only if there exists
ρ : r0,8q Ñ p0,8q such that
Φpa, bq :“ ρpbqaγ , (3.6)
where Φ is a strict consistent error bound function and ρ is monotone nondecreasing.
Proof. In what follows, we let d be the function such that
dpxq “ max
1ďiďm distpx, Ciq.
First we prove item piq. Suppose that C1, . . . , Cm satisfy a Ho¨lderian error bound. From Defini-
tion 3.3, for every bounded set B there exist θB ą 0 and an exponent γB P p0, 1s such that
distpx, Cq ď θBdpxqγB @ x P B. (3.7)
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Equivalently, we have
distpx, Cq ď θB maxpdpxqγB , dpxqq @ x P B. (3.8)
The equivalence between (3.7) and (3.8) is as follows. If γ P p0, 1s is an exponent such that (3.7)
holds for some constant θB , then (3.8) holds. Conversely, suppose that (3.8) holds for some γ and
some constant θB . Then (3.7) holds with the constant θB maxp1, supxPB dpxq1´γq.
With that in mind, given a bounded set B, we say that γ is an admissible exponent for B if
there exists a constant θB such that (3.7) or (3.8) holds. Next, we verify the following property:
if γ is an admissible exponent for B, then any γˆ P p0, γq is an admissible exponent for B. This is
because
maxpaγ , aq ď maxpaγˆ , aq @a ě 0.
For r ą 0, we let γr denote the supremum of all admissible exponents for Ur – ty : }y} ď ru.
Then, γr has the following property:
paq any 0 ă γ ă γr is an admissible exponent for Ur, although γr itself might not necessarily be
admissible.
We will now construct a sequence of admissible exponents γˆk for the neighbourhoods Uk together
with constants θk, for all positive integer k. First, we let γˆ1 to be any admissible exponent for U1
such that γˆ1 ă γ1 together with a constant θ1 ě 1 such that (3.8) holds with γ “ γˆ1 and B “ U1.
For k ą 1 we proceed as follows. We let γˆk be any admissible exponent for Uk satisfying
γˆk ă mintγˆk´1, γku,
which is possible in view of property paq.
Then, we select θk such that (3.8) holds for γ “ γˆk, B “ Uk and such that
θk ě θk´1,
which is possible because if (3.8) is satisfied for some constant θB , it is still satisfied for any constant
larger than θB .
Now, we define functions γ : r0,8q Ñ p0, 1s and ρ : r0,8q Ñ p0,8q that interpolate the values
of γˆk and θk. For that, given a nonnegative real a, we define ras to be smallest integer satisfying
a ď ras. Then, we define
γpaq–
#
γˆras if a ą 0
γˆ1 if a “ 0
, ρpbq–
#
θrbs if b ą 0
θ1 if b “ 0
.
By the construction of γˆk and θk, both γ and θ are, respectively, monotone nonincreasing and
monotone nondecreasing. Next, we let Φ be such that
Φpa, bq :“ ρpbqmaxpaγpbq, aq.
Let a, b P r0,8q be arbitrary. The monotonicity of γ and ρ imply that Φp¨, bq and Φpa, ¨q are
strictly increasing and monotone nondecreasing, respectively. For any fixed b P r0, 8q, function
Φp¨, bq is right-continuous at 0. We also have Φp0, bq “ 0. Furthermore, if x P E arbitrary, then
x P Ur}x}s, so
distpx, Cq ď ρp}x}qmaxpdpxqγp}x}q, dpxqq “ Φpdpxq, }x}q,
therefore, Φ is indeed a strict consistent error bound function.
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For the converse, we suppose that (3.5) is satisfied and we need to show that C1, . . . , Cm satisfy
a Ho¨lderian error bound. Let B a bounded set and let r be the supremum of the norm of the
elements of B. Then, B is contained in a ball of radius r. Therefore, for x P B we have
distpx, Cq ď φpdpxq, }x}q
“ ρp}x}qmaxpdpxqγp}x}q, dpxqq
ď ρprqmaxpdpxqγp}x}q, dpxqq,
where the last inequality follows from the monotonicity of ρ. By the equivalence between (3.7) and
(3.8), we conclude that a Ho¨lderian error bound holds. This concludes the proof of piq.
We move on to piiq. First, we suppose that a uniform Ho¨lderian error bound with exponent γ
holds for C1, . . . , Cm. Let ρpbq be the solution of the following optimization problem:
ρpbq :“ arg min
αě1
α
s.t. distpy, Cq ď α
ˆ
max
1ďiďm distpy, Ciq
˙γ
@ y satisfying }y} ď b.
(3.9)
From the definition of Ho¨lderian error bound (Definition 3.3) the feasible set of (3.9) is nonempty
for every b ě 0. Furthermore, the feasible set of (3.9) is closed and convex. Therefore, the solution
of (3.9) is unique. Consequently, ρpbq is well-defined and ρ is monotone nondecreasing. Finally,
we have
distpx, Cq ď ρp}x}q
ˆ
max
1ďiďm distpx, Ciq
˙γ
, @ x P E .
By the monotonicity of ρp¨q, we then know that (3.1) is satisfied for Φpa, bq “ ρpbq aγ with Φ P Ξ.
This completes the proof.
For the converse, suppose that (3.6) holds. Let B a bounded set and let r be the supremum of
the norm of the elements of B. Then, B is contained in a ball of radius r. Therefore, for x P B we
have
distpx, Cq ď φpdpxq, }x}q “ ρp}x}qdpxqγ ď ρprqdpxqγ ,
where the last inequality follows from the monotonicity of ρ.
Example 3.5. We list some conditions ensuring the existence of Ho¨lderian error bounds.
piq (Sturm’s error bound and its extensions) Sturm showed in [44, Theorem 3.3] that if C1 is an
affine space and C2 is the positive semidefinite cone, then an uniform Ho¨lderian error bound
holds and the exponent is given by the singularity degree of the problem. An extension to
symmetric cones was shown in [36, Theorem 37], see also Theorem 5.3 in Section 5.1.
piiq In [12, Theorem 3.6] it was shown that if each Ci is a basic semi-algebraic convex set then
for any θ ą 0 and compact set K, there exist c ą 0 and τ P p0, 1s (depending only on sets
Ci) such that
distθ px, Xmi“1Ciq ď c
˜
mÿ
i“1
distθpx, Ciq
¸τ
@ x P K.
Adjusting c if necessary, this implies the following uniform Ho¨lderian error bound:
dist px, Xmi“1Ciq ď c1{θ
ˆ
max
1ďiďm distpx, Ciq
˙τ
@ x P K.
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piiiq (Lipschitzian error bounds under a constraint qualification) Suppose that C1, . . . , Ck in (CFP)
are polyhedral sets and that the following constraint qualification holds:˜
kč
i“1
Ci
¸č˜ mč
j“k`1
riCj
¸
‰ H.
Then, a Lipschitzian error bound holds as in (1.1), see [6, Corollary 3] or [8, Theorem 3.1].
3.2 Beyond Ho¨lderian bounds
It might be fair to say that a significant portion of the literature on error bounds for convex sets is
dedicated to Lipschitzian and Ho¨lderian error bounds, with the former occupying a larger portion
than the latter. Nevertheless, non-Ho¨lderian error bounds are still possible, although tracking
down an example is not quite easy.
The goal of this section is precisely to show a pair of convex sets that do not satisfy a Ho¨lderian
error bound. Nevertheless, by Proposition 3.2, there still exists a consistent error bound function
for those sets.
The example we will show is, in fact, a consequence of the existence of a far more exotic object:
a smooth convex function which does not satisfy the so-called KL property constructed by Bolte,
Daniilidis, Ley and Mazet [9].
First, some notation. Given r ą 0, we denote by Kp0, rq the set of continuous concave functions
ϕ on r0, rq satisfying ϕp0q “ 0 and ϕ being continuous differentiable in p0, rq with ϕ1 ą 0. We start
from the following theorem, which states that a Ho¨lderian error bound condition on the epigraph
of a function gets translated to the validity of the KL property.
Theorem 3.6. Let f : E Ñ IR` be a proper closed convex function with minxPE fpxq “ 0. Suppose
that there exists some r ą 0 such that set Br :“ tx P E : 0 ă fpxq ă ru is nonempty and bounded.
Define
C1 :“ tpx, uq P E ˆ IR : fpxq ď uu ,
C2 :“ tpx, 0q : x P Eu ,
C :“ C1 X C2.
(3.10)
If C1 and C2 satisfy a Ho¨lderian error bound, then f satisfies the KL property, i.e., there exists
ϕ P Kp0, rq such that
ϕ1 pfpxqqdist p0, Bfpxqq ě 1 @x P Br. (3.11)
Furthermore, ϕ can be taken to be of the form κsγ for some κ ą 0.
Proof. Define S :“ tx P E : fpxq “ 0u. Then, we see from (3.10) that for any px, uq P E ˆ IR,
dist2 ppx, uq, C1q ď }px, uq ´ px, fpxqq}2 “ pu´ fpxqq2 ,
dist2 ppx, uq, C2q “ u2,
dist2 ppx, uq, Cq “ dist2px, Sq ` u2.
(3.12)
Furthermore, we have
C “ C1 X C2 “ tpx, 0q : fpxq ď 0u “ S ˆ t0u.
Next, because Br is assumed to be bounded, we see that the following set is also bounded:
pB :“ tpx, fpxqq : x P Bru .
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Since C1 and C2 satisfy a Ho¨lderian error bound, there exists θ pB ą 0 and an exponent γ pB P p0, 1s
such that
dist2 ppx, uq, Cq ď θ pB `max  dist2 ppx, uq, C1q , dist2 ppx, uq, C2q(˘γxB , @ px, uq P pB.
This together with (3.12) gives
dist2px, Sq ` u2 ď θ pB max
!
pu´ fpxqq2γxB , u2γxB
)
, @ px, uq P pB. (3.13)
From (3.13), we conclude that there exist some θ ą 0 and γ P p0, 1s such that
dist2px, Sq ď dist2px, Sq ` fpxq2 ď θ fpxq2γ , @x P Br. (3.14)
Let ϕpsq :“ ?θsγ . We have that ϕ P Kp0, rq and sϕ1psq ě γ ϕpsq holds. Moreover, (3.14) can be
rewritten as
distpx, Sq ď ϕ pfpxqq , @x P Br.
Then, all conditions in [10, Theorem 5 (ii)] are met which implies that
ϕ1 pfpxqqdist p0, Bfpxqq ě γ, @x P Br.
We then obtain (3.11) from the above inequality by scaling ϕ by 1{γ. This completes the proof.
In [9, Section 4.3], a twice continuously differentiable convex function on IR2 was constructed
which fails to satisfy the KL property. Now we make use of this construction to obtain two sets
which do not satisfy a Ho¨lderian error bound.
Proposition 3.7. (Example of non-Ho¨lderian error bound.) There exist two convex sets C1, C2 Ď
IR2 with C1 X C2 ‰ H such that they do not satisfy a Ho¨lderian error bound.
Proof. Let f : IR2 Ñ IR be the function built in [9, Section 4.3], which has the following properties:
f is convex and twice continuously differentiable; the minimum of f is 0 and it is attained; the set
of minimizers S :“  x P IR2 : fpxq “ 0( is compact; and f does not satisfy the KL property ([9,
Theorem 36]), i.e., for each r ą 0 and each ϕ P Kp0, rq 1, it holds that
inf t}∇pϕ ˝ fqpxq} : 0 ă fpxq ă ru “ 0.
The compactness of S implies that the level set
 
x P IR2 : fpxq ď 0( is compact and, conse-
quently, all level sets of f must be compact too, see [43, Corollary 8.7.1]. Consequently, there exists
some pr ą 0 such that the set Bpr :“  x P IR2 : 0 ă fpxq ă pr( is nonempty and bounded. Define
C1 :“
 px, uq P IR2 ˆ IR : fpxq ď u( , C2 :“  px, 0q : x P IR2( .
Since the minimum of f is 0 and is attained, we have C1 X C2 ‰ H. Towards a contradiction,
we assume that C1 and C2 satisfy a Ho¨lderian error bound. From Theorem 3.6 it follows that f
satisfies the KL property: there exist pr ą 0 and ϕ P Kp0, prq such that
ϕ1 pfpxqq dist p0, Bfpxqq ě 1 @x P Bpr.
This is a contradiction with the fact that f does not satisfy the KL property.
1The notation Kp0, rq here (from [9]) is a bit different from ours: it does not require concavity of functions in
the set.
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4 Convergence analysis under consistent error bounds
In this section, we show how to connect consistent error bound functions to the convergence rate
of a number of algorithms. For that, we will present two families of methods for solving (CFP).
Before proceeding, we introduce a key tool for our analysis - inverse smoothing functions con-
structed from strict consistent error bound functions.
4.1 Inverse smoothing function from strict consistent error bound func-
tion
Let Φ be a strict consistent error bound function as in Definition 3.1. Then, for κ ą 0, we define
φκ,Φ as follows:
φκ,Φptq :“
´
Φp?t, κq
¯2
, t ě 0. (4.1)
The following lemma follows directly from the properties of Φ in Definition 3.1.
Lemma 4.1. Let φκ,Φ be defined as in (4.1). Then φκ,Φp0q “ 0, φκ,Φp¨q is strictly increasing
on r0,8q and right-continuous at 0. Moreover, we have φκ1,Φptq ď φκ2,Φptq for all t whenever
κ1 ď κ2.
Before proceeding, we define the generalized inverse function for any strictly increasing function
f : IR` Ñ IR` as:
f´psq :“ inf tt ě 0 : fptq ě su , 0 ď s ă sup f, (4.2)
see [22] for more details on generalized inverses, although we shall prove all the properties we need
from f´ for the sake of self-containment. Any strictly increasing function has an inverse f´1 in the
usual sense, but f´ fixes a number of deficiencies that f´1 might have when f is not continuous
everywhere. For example, the domain of f´1 is not necessarily an interval, while f´ is always
defined and is finite over r0, sup fq.
That said, the properties of the generalized inverse function differ a bit from the usual inverse.
The proof of the following lemma is given in Appendix A.
Lemma 4.2 (Properties of the generalized inverse). Let f : IR` Ñ IR` be a strictly increasing
function with fp0q “ 0. Define f´ as in (4.2). Then, f´ is monotone nondecreasing, f´p0q “ 0
and the following statements hold:
piq if f is (right-)continuous at 0, then f´psq ą 0 for all s P p0, sup fq;
piiq for any s ě 0, t ě 0 such that s ď fptq holds, we have s ă sup f and f´psq ď t;
piiiq for any s ě 0, t ě 0 such that s ă sup f and fptq ă s holds, we have t ď f´psq;
pivq f´ is continuous on p0, sup fq.
Next, we will introduce the ace of our toolbox: the so-called inverse smoothing function asso-
ciated to Φ. For κ ą 0 and for φκ,Φ as in (4.1) we define Φ♠κ as
Φ♠κ ptq :“
ż t
δ
1
φ´κ,Φpsq
ds, t P p0, supφκ,Φq , (4.3)
where δ P p0, supφκ,Φq is some fixed number2. We note that Φ♠κ is well-defined thanks to
Lemma 4.1 and Lemma 4.2 piq and pivq.
The properties of Φ♠κ are as follows.
2Any δ in p0, supφκ,Φq is fine, so we will not include δ in the notation for Φ♠κ ptq. The only place where we make
a specific choice of δ is in the proof of Corollary 4.9. See also Remark 4.8.
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Proposition 4.3 (The properties of Φ♠κ ). Let Φ
♠
κ be defined as in (4.3) with φκ,Φ defined as in
(4.1). Then Φ♠κ is concave, strictly increasing and continuously differentiable on p0, supφκ,Φq.
Proof. From Lemma 4.1 and Lemma 4.2 piq, pivq, we see that φ´κ,Φ is continuous on p0, supφκ,Φq and
positive. Therefore, Φ♠κ is strictly increasing and continuously differentiable with pΦ♠κ q1ptq “ 1φ´κ,Φptq
for t P p0, supφκ,Φq. This together with the monotonicity of φ´κ,Φ from Lemma 4.2 implies that
pΦ♠κ q1 is monotone nonincreasing on p0, supφκ,Φq, which shows that Φ♠κ is concave. For the sake
of self-containment, we show this last assertion. For any fixed x, y P p0, supφκ,Φq, we define
θptq :“ Φ♠κ px ` tpy ´ xqq. With that, we have Φ♠κ pyq ´ Φ♠κ pxq “ θp1q ´ θp0q and, by integration,
we obtain
Φ♠κ pyq ´ Φ♠κ pxq “
ż 1
0
pΦ♠κ q1 px` tpy ´ xqq py ´ xq dt
“
ż 1
0
“pΦ♠κ q1 px` tpy ´ xqq ´ pΦ♠κ q1pxq‰ py ´ xq dt` ż 1
0
pΦ♠κ q1pxqpy ´ xq dt
ď pΦ♠κ q1pxqpy ´ xq,
where the last inequality follows from the monotonicity of pΦ♠κ q1. Therefore, Φ♠κ is concave. This
completes the proof.
Next, we take a look at the behavior of Φ♠κ ptq as tÑ 0.
Proposition 4.4 (Asymptotical properties of Φ♠κ ). Let Φ
♠
κ be defined as in (4.3) with φκ,Φ defined
as in (4.1). Suppose that C is not the whole space. With that let x0 R C and suppose that
κ ě maxtdistp0, Cq, }x0}u. Then, Φ♠κ ptq Ñ ´8 as tÑ 0.
Proof. Let Bκ :“ tx P E | }x} ď κu and let d be the function such that
dpxq “ max
1ďiďm distpx, Ciq.
From (3.1) and the fact that C Ď Ci for all i, we have
dpxq ď distpx, Cq ď Φ pdpxq, κq @ x P Bκ.
Then, from (4.1) we have
dpxq2 ď Φpdpxq, κq2 “ φκ,Φpdpxq2q @ x P Bκ. (4.4)
Next, we will examine the image of dp¨q2 restricted to Bκ. Since κ ě maxtdistp0, Cq, }x0}u, we have
x0 P Bκ and PCp0q P Bκ. Let µ :“ dpx0q2. Since dp¨q2 is a continuous function, by the intermediate
value theorem, the image of dp¨q2 restricted to Bκ contains the interval r0, µs. We also note that
µ ‰ 0, because x0 R C. In view of (4.4), we have
s ď φκ,Φpsq, @ s P r0, µs.
Let τ “ minpµ, δq, where δ comes from the definition of Φ♠κ in (4.3). From Lemma 4.2 piiq we
obtain
φ´κ,Φpsq ď s, s P p0, τq. (4.5)
Therefore, the following inequality holds for t P p0, τq
´Φ♠κ ptq “
ż δ
t
1
φ´κ,Φpsq
ds ě
ż τ
t
1
φ´κ,Φpsq
ds ě
ż τ
t
1
s
ds “ ln τ ´ ln t.
This shows that Φ♠κ ptq Ñ ´8 as tÑ 0 and completes the proof.
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In general, a concave, strictly increasing and continuously differentiable function f defined over
p0,8q need not to satisfy fptq Ñ ´8 as t Ñ 0, e.g., take fptq “ ?t. Therefore, the proof of
Proposition 4.4 cannot simply follow from the general properties of Φ♠κ shown in Proposition 4.3.
The fact that Φ♠κ arises from an error bound condition in a nontrivial situation (i.e., C ‰ E) forces
the derivative of Φ♠κ to go to 8 as tÑ 0, but not too slowly (see (4.5)).
4.2 Convergence analysis of sequences
In this section, we make use of the inverse smoothing function discussed in Section 4.1 to analyze
the convergence properties of sequences satisfying the Assumption 4.5 below. Later, in Section 4.3,
we show that several algorithms generate sequences of iterates satisfying Assumption 4.5.
Assumption 4.5. Let txku Ď E be a sequence such that the following conditions hold.
piq Feje´r monotonicity condition. For any fixed c P C, it holds that
}xk`1 ´ c} ď }xk ´ c} @ k. (4.6)
piiq Sufficient decrease condition. There exist some positive integer ` and nonnegative sequence
taku with ř8k“0 ak “ 8 such that
dist2pxk, Cq ě dist2pxk``, Cq ` ak max
1ďiďm dist
2pxk, Ciq @ k. (4.7)
The Feje´r monotonicity assumption appears frequently in the study of convex feasibility prob-
lems, see [5, Theorem 2.16]. The sufficient decrease condition is inspired by similar conditions
appearing in [39, 10]. However, we allow the possibility of having decrease after a fixed number of
iterations instead of forcing decrease after every iteration.
Proposition 4.6. Let Assumption 4.5 hold. Then txku converges to some point in C.
Proof. First, since
ř8
k“0 ak “ 8 holds, there exists some integer k0 P r0, `´ 1s such that
8ÿ
i“0
ak0`i` “ 8. (4.8)
For any N ą 0, summing both sides of (4.7) for k “ k0 ` i` with i “ 0, . . . , N ´ 1, we obtain
dist2pxk0 , Cq ě dist2pxk0 , Cq ´ dist2pxk0`N`, Cq
“
N´1ÿ
i“0
dist2pxk0`i`, Cq ´ dist2pxk0`pi`1q`, Cq
ě
N´1ÿ
i“0
ak0`i` max
1ďjďm dist
2pxk0`i`, Cjq.
(4.9)
Letting N Ñ8 in (4.9), we then have ř8i“0 ak0`i` max1ďjďm dist2pxk0`i`, Cjq ă 8. This, together
with (4.8), implies that there exists a subsequence txkiu such that
max
1ďjďm distpx
ki , Cjq Ñ 0 when iÑ8.3
3The relevant fact is that if tuku, tvku are nonnegative sequences with řuk “ 8 and řukvk ă 8, then
lim inf vk “ 0.
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Therefore, distpxki , Cjq Ñ 0 for all j “ 1, . . . ,m. On the other hand, we know from the Feje´r
monotonicity of txku in (4.6) that txku is bounded. Thus, there exists a subsequence of txkiu
which converges to some point x˚ P E . Without loss of generality, we still let txkiu denote this
subsequence so that limiÑ8 }xki ´ x˚} “ 0. Then, distpxki , Cjq Ñ 0 and the closedness of the Cj
imply that x˚ P Şmi“1 Cj “ C. Thus, using again the Feje´r monotonicity of txku, we obtain
}xk`1 ´ x˚} ď }xk ´ x˚} @ k,
which together with limiÑ8 }xki ´ x˚} “ 0 gives xk Ñ x˚ P C.
Now we establish our convergence rate under a strict consistent error bound as in Definition 3.1.
Theorem 4.7. Suppose that Assumption 4.5 holds. Let Φ be a strict consistent error bound
function for C1, . . . , Cm as in Definition 3.1. Let Φ
♠pκ be defined as in (4.3) with pκ such thatpκ ě }x0} ` 2 distp0, Cq. Then, the convergence of txku is either finite or
distpxk, Cq ď
gffepΦ♠pκ q´1´Φ♠pκ pdist2px0, Cqq ´ bk´1ÿ
i“0
ak0`i`
¯
@ k ě 2` (4.10)
holds for any integer k0 P r0, `´ 1s and bk :“ k´`´pk mod `q` .
Proof. First, the convergence of sequence txku follows from Proposition 4.6. Note from (4.6) that
if there exists some sk such that distpxsk, Cq “ 0, we have xk “ xsk for all k ě sk. Consequently, in
this case, txku converges finitely and we are done.
Next, suppose that the convergence is not finite. Then, distpxk, Cq ą 0 holds for all k. Notice
that pκ ą 0; otherwise we have distpx0, Cq “ 0. Let c˚ :“ arg mincPC }c}. We then see from the
Feje´r monotonicity of txku ((4.6) in Assumption 4.5) that
}xk ´ c˚} ď }x0 ´ c˚} @ k,
which gives }xk} ď }c˚} ` }x0 ´ c˚} ď pκ for all k. This together with Definition 3.1 (i), the
definition of φκ,Φ in (4.1) and Lemma 4.1 implies that for all k,
dist2pxk, Cq ď
´
Φ
`
max
1ďiďm distpx
k, Ciq, }xk}
˘¯2
“ φ}xk},Φp max
1ďiďm dist
2pxk, Ciqq ď φpκ,Φp max
1ďiďm dist
2pxk, Ciqq.
This combined with Lemma 4.1 and Lemma 4.2 piiq implies that dist2pxk, Cq P p0, supφpκ,Φq and
φ´pκ,Φ `dist2pxk, Cq˘ ď max1ďiďm dist2pxk, Ciq @ k. (4.11)
Now we combine (4.3), (4.7) and (4.11), use the concavity and differentiability of Φ♠pκ from Propo-
sition 4.3 and obtain
Φ♠pκ `dist2pxk, Cq˘´ Φ♠pκ `dist2pxk``, Cq˘ ě pΦ♠pκ q1pdist2pxk, Cqq `dist2pxk, Cq ´ dist2pxk``, Cq˘
“ 1
φ´pκ,Φpdist2pxk, Cqq
`
dist2pxk, Cq ´ dist2pxk``, Cq˘
ě 1
max1ďiďm dist2pxk, Ciq
`
dist2pxk, Cq ´ dist2pxk``, Cq˘
ě ak.
(4.12)
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Moreover, fixing any integer k0 P r0, ` ´ 1s, for any N ą 0, summing both sides of (4.12) for
k “ k0 ` i` with i “ 0, . . . , N ´ 1, we further obtain
Φ♠pκ `dist2pxk0 , Cq˘´ Φ♠pκ `dist2pxk0`N`, Cq˘
“
N´1ÿ
i“0
Φ♠pκ `dist2pxk0`i`, Cq˘´ Φ♠pκ ´dist2pxk0`pi`1q`, Cq¯ ě N´1ÿ
i“0
ak0`i`.
This together with the strict monotonicity and continuity on p0, supφpκ,Φq of Φ♠pκ (thus invertible),
dist2pxk, Cq P p0, supφpκ,Φq and the Feje´r monotonicity of txku further gives
distpxk0`N`, Cq ď
gffepΦ♠pκ q´1´Φ♠pκ pdist2px0, Cqq ´ N´1ÿ
i“0
ak0`i`
¯
. (4.13)
Now, we note that for any positive integer k we have pk mod `q ě 0 ě k0 ´ ` so that
k “ pk mod `q ` k ´ pk mod `q
`
¨ ` ě k0 ` k ´ `´ pk mod `q
`
¨ ` “ k0 ` bk ¨ `.
Using this, the Feje´r monotonicity of txku and (4.13), we see that for any k ě 2` (so that bk ě 1),
distpxk, Cq ď distpxk0`bk¨`, Cq ď
gffepΦ♠pκ q´1´Φ♠pκ pdist2px0, Cqq ´ bk´1ÿ
i“0
ak0`i`
¯
.
This completes the proof.
Next, we remark that the choice of δ in the definition of Φ♠pκ has no impact in Theorem 4.7.
Remark 4.8 (No dependency on δ in (4.10)). Let g : p0, aq Ñ p0, 8q be a positive continuous
function, where a ą 0 or a “ 8. Let δ P p0, aq and define fδpsq :“
şs
δ
gptqdt, for s P p0, aq. With
that, fδ is strictly increasing and continuous, thus invertible.
Let L “ f´1δ pfδps0q ´ cq be well-defined with some s0 ą 0, c ě 0. We have
´c “ fδpLq ´ fδps0q “
ż L
s0
gptqdt “ fs0pLq,
so that L “ f´1s0 p´cq. This shows that L is constant as a function of δ and only depends on c, g
and s0. Therefore the term inside the square root in (4.10) only depends on Φ, pκ, dist2px0, Cq andřbk´1
i“0 ak0`i` but not on δ.
Before we conclude this subsection, we show that sublinear rates can be derived from Theo-
rem 4.7 when Φ is as in Theorem 3.4.
Corollary 4.9. Suppose that Assumption 4.5 holds with infkak ą 0. Suppose that a Ho¨lderian
error bound defined as in Definition 3.3 holds. Then the sequence txku converges to some point in
C at least with a sublinear rate Opk´pq for some p ą 0. In particular, if the Ho¨lderian error bound
is uniform with exponent γ P p0, 1s, then there exist some M ą 0 and θ P p0, 1q such that for any
k ě 2`,
distpxk, Cq ď
#
M k
´ 1
2pγ´1´1q if γ P p0, 1q,
M θk if γ “ 1. (4.14)
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Proof. The convergence of txku follows from Assumption 4.5 and Proposition 4.6. If the sequence
txku has finite convergence, one can see that (4.14) holds for some M ą 0 and θ P p0, 1q. In the
following, we consider the case where txku does not have finite convergence.
First, assume that a non-uniform Ho¨lderian error bound holds. From Theorem 3.4 (i) the
following function is a strict consistent error bound function for the sets C1, . . . , Cm:
Φpa, bq :“ ρpbqmaxtaγpbq, au,
where ρp¨q is monotone nondecreasing and γp¨q is monotone nonincreasing. Let Φ♠pκ be defined as
in (4.3) with pκ :“ }x0} ` 2 distp0, Cq. Since infkak ą 0, there exists τ ą 0 such that ak ě τ for
every k. Then, from Theorem 4.7 (setting k0 “ 0) and the strict monotonicity of Φ♠pκ we get that
for any k ě 2`,
distpxk, Cq ď
gffepΦ♠pκ q´1´Φ♠pκ pdist2px0, Cqq ´ bk´1ÿ
i“0
ai`
¯
ď
c
pΦ♠pκ q´1
´
Φ♠pκ pdist2px0, Cqq ´ pk{`´ 2qτ
¯
.
(4.15)
Now we calculate the formula of Φ♠pκ . First, we see from (4.1) that
φpκ,Φptq “ ´Φp?t, pκq¯2 “ ρppκq2 maxttγppκq, tu. (4.16)
Next, we consider two cases depending on the value of γppκq.
Case 1. γppκq P p0, 1q. In this case, the computation of φ´pκ,Φ is as follows.
φ´pκ,Φpsq “
#
s
ρppκq2 if s ě ρppκq2,
1
ρppκq2{γppκq s 1γpκˆq if 0 ă s ă ρppκq2.
Next, we compute Φ♠pκ and we let δ :“ ρppκq2 in (4.3) (0 ă δ ă supφpκ,Φ “ 8), so that
Φ♠pκ ptq “
$&%
γppκq
1´γppκqρppκq 2γppκqˆpρppκq2q1´γppκq´1 ´ t1´γppκq´1˙ if 0 ă t ă δ,
ρppκq2pln t´ 2 ln ρppκqq if t ě δ. (4.17)
Letting c0 :“ γppκq1´γppκqρppκq 2γppκq , we have
pΦ♠pκ q´1psq “
$&%
´
pρppκq2q1´γppκq´1 ´ sc0¯ 11´γppκq´1 if s ă 0,
ρppκq2es{ρppκq2 if s ě 0. (4.18)
For simplicity, let c1 :“ Φ♠pκ pdist2px0, Cqq ` 2τ . From (4.15), we have
distpxk, Cq ď
c
pΦ♠pκ q´1
´
c1 ´ kτ
`
¯
.
Therefore, if k ą `c1τ and k ě 2`, we have
distpxk, Cq ď
ˆ
pρppκq2q1´γppκq´1 ´ c1
c0
` kτ
`c0
˙´ 1
2pγppκq´1´1q
ďM k´ 12pγppκq´1´1q ,
(4.19)
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holds for some M ą 0. This proves the sublinear convergence rate of txku4.
Case 2. γppκq “ 1. For this case, it will be more convenient to use δ :“ 1 in (4.3). Then, from
(4.3) and (4.16) we have
Φ♠pκ ptq “
ż t
1
1
φ´pκ,Φpsqds “ ρppκq2
ż t
1
s´1ds “ ρppκq2 ln t.
Let c2 :“ ρppκq2. Then, we have pΦ♠pκ q´1ptq “ et{c2 and
distpxk, Cq ď
c
pΦ♠pκ q´1
´
Φ♠pκ pdist2px0, Cqq ´ pk{`´ 2qτ
¯
“ eτ{c2distpx0, Cq ¨ e´ τ2`c2 k,
which proves the linear convergence rate of txku. This concludes the proof for the non-uniform
case.
If the Ho¨lderian error bound is uniform with exponent γ P p0, 1s, the function Φ is as in (3.6),
so the max term in (4.16) becomes tγ and there is no need to divide the computation of Φ♠pκ and
pΦ♠pκ q´1 in two cases. In particular, (4.17) and (4.18) become simpler since the second case in each
expression is discarded. Then, (4.14) follows from a similar line of arguments5 as above, replacing
γppκq by γ. This completes the proof.
4.3 Applications
In this section, we apply the convergence results in Section 4.2 to two families of algorithms:
projection algorithms and a damped Douglas-Rachford (dampDR) algorithm.
4.3.1 Projection algorithms
In the following, we consider an algorithm scheme contained in the broader framework given in
Section 3 of [5]. Specifically, given x0 P E , relaxation parameter tαki u Ď r0, 2q and weight tλki u
satisfying
řm
i“1 λki “ 1 with λki ě 0 for all k, we consider the following algorithm scheme:
xk`1 “
mÿ
i“1
λki
”
p1´ αki qI ` αki PCi
ı
pxkq, (4.20)
where I denotes the identity operator and PCi is orthogonal projection operator onto Ci.
Example 4.10. Here are a few examples of algorithms covered under the algorithm scheme (4.20).
They all correspond to the case where αki “ 1 for all i and k.
paq Mean projection algorithm (MPA): the weights λki (i “ 1, . . . ,m) are positive constants for all
k. When λki “ νi ą 0 for every i and k with
řm
i“1 νi “ 1 , the iterations are of the format
xk`1 “
mÿ
i“1
νiPCipxkq.
pbq Cyclic projection algorithm (CPA): projection to each set cyclicly. Let tpkq :“ pk mod mq` 1.
The iterations are of the format
xk`1 “ PCtpkqpxkq.
4We note that for the xk such that k ě 2` but k ď `c1τ , the rate for those iterates is governed by the second
expression in (4.18), so overall, we have a sublinear convergence rate for all k ě 2`.
5The only subtlety is that in the proof of Case 1 in the uniform case, (4.19) holds for all k ě 2` and there is no
need to impose k ą `c1{τ .
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pcq Maximum distance projection algorithm (MDPA): projection to the set that is furthest from
the current iterate. Let ipkq P Arg max1ďiďm distpxk, Ciq. The iterations are of the format
xk`1 “ PCipkqpxkq.
pdq The following adaptive weighted projection algorithm (AWPA): the weights λki (i “ 1, . . . ,m)
are adaptively chosen. Let f : r0,`8q Ñ r0,`8q be a strictly increasing nonnegative function
such that fp0q “ 0. The iterations are of the format
xk`1 “
mÿ
i“1
fpdki q
fpdk1q ` ¨ ¨ ¨ ` fpdkmq
PCipxkq with dki :“ distpxk, Ciq,
if at least one of the dki is nonzero. This is related to a generalization of Ansorge’s method
discussed in Example 6.32 in [5]. A particular case is the following iteration
xk`1 “
mÿ
i“1
dki
dk1 ` ¨ ¨ ¨ ` dkm
PCipxkq.
For analysis purposes and in order for the iteration to be well-defined for all k we consider
that if dki “ 0 for all i (i.e., xk P C), then AWPA falls back to the following MPA iteration:
xk`1 “
mÿ
i“1
1
m
PCipxkq.
Now we show that the sequence generated by scheme (4.20) satisfies Assumption 4.5 under
some conditions on the parameters. For that, we introduce the following notation:
Mpkq :“
"
i | i P Arg max
1ďiďm
distpxk, Ciq
*
,
Iσpkq :“
 
i | λki ě σ
(
.
(4.21)
Lemma 4.11. (Checking Assumption 4.5) Let the sequence txku be generated by (4.20). Then
txku is Feje´r monotone with respect to C, i.e., Assumption 4.5 piq holds. Let
µki :“ αki λki p2´
mÿ
j“1
αkjλ
k
j q, i “ 1, . . . ,m. (4.22)
Then it holds for all k that
dist2pxk, Cq ě dist2pxk`1, Cq `
mÿ
i“1
µki dist
2pxk, Ciq. (4.23)
Moreover, the following statements hold.
(i) If there exists mpkq PMpkq such that ř8k“0 µkmpkq “ 8, then Assumption 4.5 piiq holds with
` “ 1 and ak “ µkmpkq in inequality (4.7).
(ii) If αki “ 1 for all i and k, and there exist some σ P p0, 1s and integer s ě 1 such that for all k,
Iσpkq Y Iσpk ` 1q Y ¨ ¨ ¨ Y Iσpk ` s´ 1q “ t1, 2, . . . ,mu, (4.24)
then Assumption 4.5 piiq holds with ` “ s and ak “ σs in inequality (4.7).
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Proof. The scheme (4.20) is a particular case of the the scheme described in Section 3 of [5] (with
T ki “ PCi). Consequently, the Feje´r monotonicity of txku follows directly from [5, Lemma 3.2 (iv)].
Moreover, by [5, Lemma 3.2 piq], we have for any x P C that
››xk ´ x››2 ´ ››xk`1 ´ x››2 ´ mÿ
i“1
αki λ
k
i
´
2´
mÿ
j“1
αkjλ
k
j
¯›››xk ´ PCipxkq›››2
“
ÿ
iăj
αki α
k
jλ
k
i λ
k
j
›››PCipxkq ´ PCj pxkq›››2 ` 2 mÿ
i“1
αki λ
k
i
@
xk ´ PCipxkq, PCipxkq ´ x
D ě 0, (4.25)
where the last inequality follows from the non-negativity of tαki u and tλki u and the convexity of
each Ci. We then have (4.23) by rearranging (4.25) and taking the infimum on both sides for
x P C. Furthermore, by the definition of Mpkq in (4.21), we have for all mpkq PMpkq that
dist2pxk, Cq ě dist2pxk`1, Cq `
mÿ
i“1
µki dist
2pxk, Ciq
ě dist2pxk`1, Cq ` µkmpkq max
1ďiďm dist
2pxk, Ciq.
The conclusion piq then follows from this and assumption ř8k“0 µkmpkq “ 8 directly.
Now we prove piiq. Since αki “ 1 for all i and k, we have µki “ λki and xk`1 “
řm
i“1 λki PCipxkq.
Consequently, by (4.23), the convexity of } ¨ }2 and řmi“1 λki “ 1 with λki ě 0, we have for all k that››xk ´ xk`1››2 “ ›››xk ´ mÿ
i“1
λki PCipxkq
›››2 “ ››› mÿ
i“1
λki
`
xk ´ PCipxkq
˘›››2
ď
mÿ
i“1
λki
››xk ´ PCipxkq››2 “ mÿ
i“1
λki dist
2pxk, Ciq
ď dist2pxk, Cq ´ dist2pxk`1, Cq.
(4.26)
On the other hand, we fix any k and j P t1, 2, . . . ,mu, and then know from assumption (4.24) that
there exists kj P tk, k ` 1, . . . , k ` s´ 1u such that j P Iσpkjq, i.e., λkjj ě σ (by definition of Iσpkq
in (4.21)). This together with (4.23) and µki “ λki gives
dist2pxkj , Cq ´ dist2pxkj`1, Cq ě
mÿ
i“1
µ
kj
i dist
2pxkj , Ciq ě σ dist2pxkj , Cjq. (4.27)
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Furthermore, combining (4.26) and (4.27) yields
dist2pxk, Cjq ď }xk ´ PCj pxkj q}2
paqď `distpxkj , Cjq ` ››xk ´ xkj ›› ˘2
pbqď
´
distpxkj , Cjq `
kj´1ÿ
p“k
››xp ´ xp`1›› ¯2
pcqď pkj ´ k ` 1q
´
dist2pxkj , Cjq `
kj´1ÿ
p“k
››xp ´ xp`1››2 ¯
pdqď s
´ 1
σ
`
dist2pxkj , Cq ´ dist2pxkj`1, Cq˘` kj´1ÿ
p“k
`
dist2pxp, Cq ´ dist2pxp`1, Cq˘ ¯
“ s
´` 1
σ
´ 1˘ `dist2pxkj , Cq ´ dist2pxkj`1, Cq˘` dist2pxk, Cq ´ dist2pxkj`1, Cq¯
peqď s
´` 1
σ
´ 1˘ `dist2pxk, Cq ´ dist2pxk`s, Cq˘` dist2pxk, Cq ´ dist2pxk`s, Cq¯
“ s
σ
`
dist2pxk, Cq ´ dist2pxk`s, Cq˘,
(4.28)
where (a) and (b) follow from the triangle inequality, (c) follows from the Cauchy-Schwarz inequal-
ity, (d) holds because of (4.26), (4.27) and kj P tk, k ` 1, . . . , k ` s ´ 1u, finally, (e) follows from
the Feje´r monotonicity of txku and the fact that k ď kj ď k ` s´ 1. By the arbitrariness of j, we
take the supreme on both sides of (4.28) for j P t1, 2, . . . ,mu and rearrange it to obtain
dist2pxk, Cq ´ dist2pxk`s, Cq ě σ
s
max
1ďjďm dist
2pxk, Cjq.
This shows that Assumption 4.5 piiq holds with ` “ s and ak “ σ{s.
The gist of Lemma 4.11 is that any iteration generated by (4.20) is automatically Fe´jer mono-
tone, which is a known result, see [5, Lemma 3.2]. However, not all choices of parameters will
lead to sufficient decrease as required in Assumption 4.5 piiq (e.g., if αki “ 0 for all i and k).
There are many conditions one can impose on the choice of parameters to get sufficient decrease
and items piq and piiq of Lemma 4.11 are but two simple examples that are enough to cover a
number of algorithms, as we shall see. In particular, piiq is a simplified version of the assumption
underlying the so-called quasi-cyclic algorithms, see [11].
The next step is to apply Theorem 4.7 to the algorithms covered by Lemma 4.11. We conclude
that the convergence of txku is either finite or, if item piq of Lemma 4.11 holds, we have
distpxk, Cq ď
gffepΦ♠pκ q´1´Φ♠pκ pdist2px0, Cqq ´ k´2ÿ
i“0
µimpiq
¯
@ k ě 2. (4.29)
Alternatively, if item piiq of Lemma 4.11 holds, we have
distpxk, Cq ď
c
pΦ♠pκ q´1
´
Φ♠pκ pdist2px0, Cqq ´ σpk ´ s´ pk mod sqq{s2
¯
@ k ě 2s. (4.30)
Next, we will see that more specific choices of parameters will lead to sublinear convergence rates
Ho¨lderian error bounds as in Corollary 4.9.
Corollary 4.12 (Ho¨lderian error bounds and sublinear rates for projection algorithms). Let txku
be generated by the algorithm scheme (4.20). Suppose that one of the following statements holds:
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(i) there exist some τ ą 0 and mpkq P Mpkq such that µkmpkq ě τ for all k, where µki is defined
as in (4.22);
(ii) αki “ 1 for all i and k, and there exist some σ P p0, 1s and integer s ě 1 such that (4.24)
holds for all k.
If a Ho¨lderian error bound holds for (CFP), then txku converges to some point in C at least with a
sublinear rate Opk´pq for some p ą 0. In particular, if the Ho¨lderian error bound is uniform with
exponent γ P p0, 1s, then there exist some M ą 0 and θ P p0, 1q such that for any k ě 2s (k ě 2 if
(i) holds),
distpxk, Cq ď
#
M k
´ 1
2pγ´1´1q if γ P p0, 1q,
M θk if γ “ 1.
Proof. Item piq and piiq imply items piq and piiq of Lemma 4.11, respectively. In both cases, there
exists τ ą 0 such that the sufficient decrease inequality (4.7) holds with ak ě τ for every k.
Therefore, the conditions of Corollary 4.9 are met and the conclusion follows.
With the aid of the results so far, we can check that Assumption 4.5 holds for the algorithms
listed in Example 3.5 and compute their convergence rates.
Theorem 4.13 (Convergence of a few common methods). Let txku be a sequence generated by
one of the four algorithms MPA, CPA, MDPA and AWPA given in Example 4.10. The following
items holds.
piq Assumption 4.5 is satisfied. In particular, if Φ is a strict consistent error bound function for
C1, . . . , Cm and Φ
♠pκ is as in (4.3) with κˆ “ }x0}`2 distp0, Cq, the convergence rates of MPA,
MDPA, AWPA are governed by (4.29). The convergence rate of CPA is governed by (4.30).
piiq Suppose that a Ho¨lderian error bound holds. Then txku converges to some point in C at least
with a sublinear rate Opk´pq for some p ą 0. In particular, if the Ho¨lderian error bound is
uniform with exponent γ P p0, 1s, then there exist some M ą 0 and θ P p0, 1q such that for
any k ě 2m (k ě 2 for MPA, MDPA and AWPA),
distpxk, Cq ď
#
M k
´ 1
2pγ´1´1q if γ P p0, 1q,
M θk if γ “ 1.
Proof. First, we check item piq. By Lemma 4.11, it suffices to check Assumption 4.5 piiq for the
four algorithms. For i “ 1, . . . ,m, let
µki :“ αki λki p2´
mÿ
j“1
αkjλ
k
j q.
All four algorithms are such that αki “ 1, µki “ λki and
řm
j“1 λkj “ 1 for all k. Let mpkq P Mpkq.
Then, for for MPA, MDPA and AWPA we have
µkmpkq “ νmpkq ě min
1ďiďm νi ą 0, µ
k
mpkq “ 1, µkmpkq ě
1
m
,
respectively. Consequently, we have
ř8
k“0 µkmpkq “ 8. Therefore, from Lemma 4.11 (i) we see that
Assumption 4.5 piiq holds with ` “ 1 and ak “ µkmpkq ě τ for some τ ą 0 for MPA, MDPA and
AWPA.
24
For CPA, the assumptions in Lemma 4.11 (ii) are satisfied with σ “ 1 and s “ m. Thus, CPA
satisfies (4.7) with ` “ m and ak “ 1m . With that, we have
ř8
k“0 ak “ 8. This completes the
proof of item piq.
Next, we move on to item piiq. In all cases, the conditions in Corollary 4.12 are met. Therefore,
we can deduce the corresponding sublinear rates.
Remark 4.14. (Connection to existing convergence rates) Theorem 4.13 recovers several existing
convergence results. For example, it recovers the linear convergence result for mean projection
algorithm (MPA) and maximum distance projection algorothm (MDPA) under a Lipschitzian error
bound established in [8, Theorem 2.2] and the linear (resp. sublinear) convergence result for cyclic
projection algorithm (CPA) under a Lipschitzian (resp. Ho¨lderian) error bound established in
[12, Proposition 4.2]. Notice that it also recovers the sublinear convergence rate for MPA and
MDPA under a Ho¨lderian error bound, which could be obtained by [11, Theorem 3.3] and [11,
Corollary 3.8]. To the best of our knowledge, however, the sublinear rate for AWPA is new.
4.3.2 The Damped Douglas-Rachford (dampDR) algorithm
Motivated by a desire to test our mettle against some algorithm that is not a pure projection
method, a natural candidate was the Douglas-Rachford (DR) algorithm, which is a subject of
intense research in both convex and nonconvex settings [45, 26, 11, 33, 17, 35]. However, in
contrast to the algorithms in Section 4.3.1, there is some evidence that the convergence rate of the
DR algorithm might not be completely determinable simply by looking at error bounds for (CFP).
In particular, the sublinear convergence rates for DR proved in [11] require extra assumptions
beyond a Ho¨lderian error bound for (CFP), see Section 4 therein.
With this limitation in mind, we turn our attention to the so-called damped Douglas-Rachford
(dampDR) algorithm; see [11, Algorithm 3] and also [19, Equation (25)]. We will show that the
convergence rate is completely determined by the type of error bound that holds between the Ci
in (CFP), see Theorems 4.16 and 4.20.
Initially, we analyze the case of two sets and then we take a look at an extension for multiple
sets presented in Equation (D.3) of [18]6.
First, in view of (CFP), we define A,B as follows.
pm “ 2q A :“ C1, B :“ C2;
pm ą 2q A :“ tpx, . . . , xq : x P Eu , B :“ C1 ˆ ¨ ¨ ¨ ˆ Cm.
(4.31)
With that, (CFP) is equivalent to the problem of finding a point in AXB.
Next, we define positive parameter sequences tλku Ď p0, 1s, tαku, tβku Ď R`zt0u. Given an
initial point x0, the iterates of dampDR are as follows:$’&’%
yk “ proxαkf pxkq,
zk “ proxβkgp2yk ´ xkq,
xk`1 “ xk ` 2λkpzk ´ ykq,
(4.32)
where proxγhp¨q :“ arg minx
!
hpxq ` 12γ }x´ ¨}2
)
and fpxq :“ dist2px, Aq, gpxq :“ dist2px, Bq.
Next, we check that Assumption 4.5 holds for dampDR.
Lemma 4.15 (Assumption 4.5 holds for dampDR). Let the sequence txku be generated by the
algorithm scheme (4.32) and define
ck :“ 4λk min
"
αk
p2αk ` 1q2 ,
βk
p2βk ` 1q2
*
¨ 1
max t16α2k{p2αk ` 1q2, 1u
. (4.33)
6Reference [18] is the preprint version of reference [19].
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Then the following statements hold.
(i) The sequence txku is Feje´r monotone with respect to AXB.
(ii) For any k, it holds that
dist2pxk, AXBq ě dist2pxk`1, AXBq ` ck max
 
dist2pxk, Aq, dist2pxk, Bq( . (4.34)
In particular, if
ř8
k“0 ck “ 8, then Assumption 4.5 piiq is satisfied with ` “ 1,m “ 2 and
C,C1, C2 replaced by AXB,A,B, respectively.
Proof. First, we check item piq. We invoke Proposition 6 in [19] which states that the following
inequality holds for every x˚ P AXB7
8λk
`
αkdist
2pyk, Aq ` βkdist2pzk, Bq
˘ ď ››xk ´ x˚››2 ´ ››xk`1 ´ x˚››2 ` ˆ1´ 1
λk
˙
}xk`1 ´ xk}.
(4.35)
Since λk P p0, 1s, we have that
´
1´ 1λk
¯
is nonpositive. Furthermore, since αk, βk are both positive,
the left-hand-side of (4.35) is always nonnegative. This shows that txku is indeed Feje´r monotone.
Next, we move on to item piiq, where we follow a line of argument analogous to the proof of
Theorem 8 in [19]. We know from the update of yk and zk in (4.32) that
yk “ 1
2αk ` 1x
k ` 2αk
2αk ` 1PApx
kq, zk “ 1
2βk ` 1 p2y
k ´ xkq ` 2βk
2βk ` 1PBp2y
k ´ xkq, (4.36)
where we used the fact that ∇fpxq “ 2px ´ PApxqq and ∇gpxq “ 2px ´ PBpxqq, see also [19,
Proposition 5].
From (4.36) we see that yk is on the line segment connecting xk and PApxkq, and zk is on
the line segment connecting 2yk ´ xk and PBp2yk ´ xkq. This implies that PApykq “ PApxkq and
PBpzkq “ PBp2yk ´ xkq 8. Therefore, we have
dist2pyk, Aq “ 1p2αk ` 1q2 dist
2pxk, Aq, dist2pzk, Bq “ 1p2βk ` 1q2 dist
2p2yk ´ xk, Bq. (4.37)
Moreover, from (4.36) we have
}yk ´ xk} “ 2αk
2αk ` 1distpx
k, Aq,
which implies
dist2pxk, Bq ď }xk ´ PBp2yk ´ xkq}2
ď `}xk ´ p2yk ´ xkq} ` dist `2yk ´ xk, B˘˘2
“ `4αk{p2αk ` 1qdistpxk, Aq ` dist `2yk ´ xk, B˘˘2
ď 2 max  16α2k{p2αk ` 1q2, 1( `dist2pxk, Aq ` dist2p2yk ´ xk, Bq˘ .
(4.38)
7For convenience, we summarize the difference of notation. A,B, xk, yk, zk, xk`1, αk, βk, λk correspond, respec-
tively, to Cg , Cf , z
k, xkg , x
k
f , z
k`1, γg,k, γf,k, λk in Section 5 of [19].
8If C is an arbitrary convex set, then v is the projection of u onto C if and only if xu ´ v, w ´ vy ď 0 holds
for every w P C. This implies that if α P r0, 1s and v is the projection of u onto C, then 0 ě xαpu ´ vq, w ´ vy “
xαu` p1´ αqv ´ v, w ´ vy. This shows that v is also the projection of αu` p1´ αqv onto C.
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In what follows, for simplicity, we define ηk :“ 8λk min
!
αkp2αk`1q2 ,
βk
p2βk`1q2
)
. Thus, for all x˚ P
AXB we have››xk ´ x˚››2 ´ ››xk`1 ´ x˚››2 paqě 8λk `αkdist2pyk, Aq ` βkdist2pzk, Bq˘
pbq“ 8λk
ˆ
αk
p2αk ` 1q2 dist
2pxk, Aq ` βkp2βk ` 1q2 dist
2p2yk ´ xk, Bq
˙
ě ηk
`
dist2pxk, Aq ` dist2p2yk ´ xk, Bq˘
pcqě ηk max
"
dist2pxk, Aq, dist
2pxk, Bq
2 max t16α2k{p2αk ` 1q2, 1u
*
pdqě ηk
2 max t16α2k{p2αk ` 1q2, 1u
max
 
dist2pxk, Aq, dist2pxk, Bq(
“ ck max
 
dist2pxk, Aq, dist2pxk, Bq( ,
(4.39)
where (a) follows from (4.35), (b) follows from (4.37), (c) holds because of (4.38) and pdq is true
because 2 max
 
16α2k{p2αk ` 1q2, 1
( ě 1. With that, inequality (4.34) follows from (4.39) and the
arbitrariness of x˚ P AXB.
Now we first consider the dampDR algorithm scheme (4.32) applied to convex feasibility prob-
lem (CFP) with two sets, i.e., m “ 2.
Theorem 4.16 (Convergence of dampDR with m “ 2). Let the sequence txku be generated by
algorithm scheme (4.32) with m “ 2 and ř8k“0 ck “ 8 with ck defined as in (4.33). The following
items hold.
piq Assumption 4.5 is satisfied. In particular, if Φ is a strict consistent error bound function for
C1, . . . , Cm, Φ
♠pκ is as in (4.3) with κˆ “ }x0} ` 2 distp0, Cq. Then either the sequence txku
has finite convergence or converges with rate
distpxk, Cq ď
gffepΦ♠pκ q´1´Φ♠pκ pdist2px0, Cqq ´ k´2ÿ
i“0
ci
¯
@ k ě 2.
piiq Suppose that a Ho¨lderian error bound holds and that infkck ą 0. Then txku converges to
some point in C at least with a sublinear rate Opk´pq for some p ą 0. In particular, if the
Ho¨lderian error bound is uniform with exponent γ P p0, 1s, then there exist some M ą 0 and
θ P p0, 1q such that for any k ě 2
distpxk, Cq ď
#
M k
´ 1
2pγ´1´1q if γ P p0, 1q,
M θk if γ “ 1.
Proof. First, we prove item piq. From (4.31) and Lemma 4.15 we see that txku is Feje´r monotone
with respect to C “ C1 X C2 and
dist2pxk, Cq ě dist2pxk`1, Cq ` ck max
 
dist2pxk, C1q, dist2pxk, C2q
(
.
This together with assumption
ř8
k“0 ck “ 8 implies that Assumption 4.5 holds with ak “ ck and
` “ 1. The conclusion then follows from Theorem 4.7 by setting k0 “ 0 in (4.10).
Next, we move on to item piiq. If a Ho¨lderian error bound holds and infkck ą 0, then we apply
Corollary 4.9 to obtain the convergence rates.
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Remark 4.17. (Connection to existing convergence rates) It was shown in [11, Theorem 5.2]
that txku generated by (4.32) with m “ 2 converges sublinearly (reps. linearly) under a Ho¨lderian
(resp. Lipschitzian) error bound when infkλk ą 0 and αk “ βk ” η ą 0. We note from (4.33)
that item piiq of Theorem 4.16 recovers this result. Also, it was shown in [19, Theorem 8] that
when infkck ą 0 the sequence txku generated by (4.32) with m “ 2 converges linearly under a
Lipschitzian error bound. This result is also covered by Theorem 4.16.
Now we consider the dampDR algorithm (4.32) applied to (CFP) with m ą 2. We recall
that the inner product in Em is given by (2.2). The subtle point here is how to relate the strict
consistent error bound for C1, . . . , Cm to a strict consistent error bound function for A,B. In order
to accomplish this, we need the following lemma.
Lemma 4.18. Let C :“ Şmi“1 Ci ‰ H, and A and B defined as in (4.31) with m ą 2. We then
have for any x “ px1, . . . , xmq P Em that
dist2px, Aq “
mÿ
i“1
}xi ´Avepxq}2 , dist2px, Bq “
mÿ
i“1
dist2pxi, Ciq,
dist2px, AXBq “ dist2px, Aq `mdist2pAvepxq, Cq,
(4.40)
where Avepxq :“ 1m
řm
i“1 xi.
Proof. First, we see from the definitions of A and B in (4.31) that
dist2px, Aq “ min
yPA }x´ y}
2 “ min
y“pu,...,uqPEm
}x´ y}2 “ min
uPE
mÿ
i“1
}xi ´ u}2 “
mÿ
i“1
}xi ´Avepxq}2 ,
dist2px, Bq “ min
yPB }x´ y}
2 “ min
y“py1,...,ymqPC1ˆ¨¨¨ˆCm
}x´ y}2 “ min
py1,...,ymqPC1ˆ¨¨¨ˆCm
mÿ
i“1
}xi ´ yi}2
“
mÿ
i“1
min
yiPCi
}xi ´ yi}2 “
mÿ
i“1
dist2pxi, Ciq.
Now we prove the last equality in (4.40). Notice that A is a subspace of Em. Thus we have for any
x P Em, y, z P A that x´ PApxq P AK and y ´ z P A. Furthermore,
dist2px, AXBq “ min
yPAXB }x´ y}
2 “ min
yPAXB }x´ PApxq ` PApxq ´ y}
2
“ min
yPAXB
!
}x´ PApxq}2 ` }PApxq ´ y}2 ` 2 xx´ PApxq, PApxq ´ yy
)
“ min
yPAXB
!
}x´ PApxq}2 ` }PApxq ´ y}2
)
“ dist2px, Aq ` min
y“pc,...,cqPCm
}pAvepxq, . . . , Avepxqq ´ y}2
“ dist2px, Aq `m min
cPC }Avepxq ´ c}
2
“ dist2px, Aq `mdist2pAvepxq, Cq.
This completes the proof.
Using Lemma 4.18, we are now ready to establish a strict consistent error bound function for
sets A and B, which can be viewed as an extension of results established in [20, Theorem 3.12].
Theorem 4.19. Let Φ be a strict consistent error bound function for C1, . . . , Cm as in Defini-
tion 3.1. Let A and B defined as in (4.31) with m ą 2 and pΦpa, bq :“aa2 `mΦ2 p2?ma, b{?mq.
Then pΦ is a strict consistent error bound function for sets A and B.
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Proof. First, we see from Definition 3.1 that
distpy, Cq ď Φ
´
max
1ďiďm distpy, Ciq, }y}
¯
@ y P E .
This together with Lemma 4.18 and the monotonicity of Φ implies that
dist2px, AXBq “ dist2px, Aq `mdist2pAvepxq, Cq
ď dist2px, Aq `mΦ2
´
max
1ďiďm distpAvepxq, Ciq, }Avepxq}
¯
ď dist2px, Aq `mΦ2
ˆ mÿ
i“1
distpAvepxq, Ciq, 1?
m
}x}
˙
ď dist2px, Aq `mΦ2
ˆ mÿ
i“1
p}Avepxq ´ xi} ` distpxi, Ciqq , 1?
m
}x}
˙
ď dist2px, Aq `mΦ2
˜
?
m
gffe mÿ
i“1
}Avepxq ´ xi}2 `?m
gffe mÿ
i“1
dist2pxi, Ciq, 1?
m
}x}
¸
“ dist2px, Aq `mΦ2 `?m pdistpx, Aq ` distpx, Bqq , }x}{?m˘
ď pmax tdistpx, Aq, distpx, Bquq2 `mΦ2 `2?mmax tdistpx, Aq, distpx, Bqu , }x}{?m˘
“ pΦ pmax tdistpx, Aq, distpx, Bqu , }x}q2 .
Then, the properties in Definition 3.1 (ii) and (iii) also hold for pΦ, because they hold for Φ.
We are now ready to present our main result.
Theorem 4.20 (Convergence of dampDR with m ą 2). Let txku be generated by algorithm scheme
(4.32) with m ą 2 and ř8k“0 ck “ 8 with ck defined as in (4.33). Let ξk “ Avepxkq for all k. The
following items hold.
piq Assumption 4.5 is satisfied. In particular, let Φ be a strict consistent error bound function
for C1, . . . , Cm. Let pΦ♠pκ be defined as in (4.3) with pΦpa, bq :“ aa2 `mΦ2 p2?ma, b{?mq
and pκ :“ 2 distp0, Cq ` }x0}. Then either tξku has finite convergence or converges with
dist
`
ξk, C
˘ ď
gffe 4
m
ppΦ♠pκ q´1
˜pΦ♠pκˆ mÿ
i“1
}x0i ´ ξ0}2 `mdist2pξ0, Cq
˙
´
k´2ÿ
j“0
cj
¸
@ k ě 2.
(4.41)
piiq Suppose that a Ho¨lderian error bound holds and that infkck ą 0. Then tξku converges to
some point in C at least with a sublinear rate Opk´pq for some p ą 0. In particular, if the
Ho¨lderian error bound is uniform with exponent γ P p0, 1s, then there exist some M ą 0 and
θ P p0, 1q such that for any k ě 2
distpξk, Cq ď
#
M k
´ 1
2pγ´1´1q if γ P p0, 1q,
M θk if γ “ 1.
Proof. First, we check item piq. From Lemma 4.15 and ř8k“0 ck “ 8 we see that Assumption 4.5
holds with ` “ 1, ak “ ck by replacing C by AXB, where A and B are given in (4.32) with m ą 2.
On the other hand, from Theorem 4.19 we see that pΦ is a strict error bound function for A and
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B. Invoking Theorem 4.16 for A and B, we see that txku has finite convergence or converges to
some x˚ P AXB with
distpxk, AXBq ď
gffeppΦ♠pκ q´1´pΦ♠pκ pdist2px0, AXBqq ´ k´2ÿ
i“0
ci
¯
@ k ě 2. (4.42)
Next, we bound dist
`
ξk, C
˘
by distpxk, AXBq. First, since x˚ P AXB we have x˚ “ pξ˚, . . . , ξ˚q
for some ξ˚ P C “ Şmi“1 Ci. Then, because xk Ñ x˚, we have ξk “ Avepxkq Ñ ξ˚. By the
nonexpansiveness of PA, we have
distpξk, Cq ď ››ξk ´ ξ˚›› “ 1?
m
››PApxkq ´ PApx˚q›› ď 1?
m
››xk ´ x˚›› . (4.43)
On the other hand, fixing any k, we see from the Feje´r monotonicity of txku (Lemma 4.15) that
for any positive integer t that
}xk`t ´ xk} ď }xk`t ´ PAXBpxkq} ` }PAXBpxkq ´ xk}
ď }xk ´ PAXBpxkq} ` }PAXBpxkq ´ xk} “ 2 distpxk, AXBq.
(4.44)
We let tÑ8 in (4.44) and then see from xk Ñ x˚ that for any k,
}xk ´ x˚} ď 2 distpxk, AXBq. (4.45)
Then, applying in succession (4.43), (4.45) and (4.42) yields
dist
`
ξk, C
˘ ď
gffe 4
m
ppΦ♠pκ q´1ˆpΦ♠pκ pdist2px0, AXBqq ´ k´2ÿ
j“0
cj
˙
@ k ě 2. (4.46)
Using Lemma 4.18, we have
dist2px0, AXBq “ dist2px0, Aq `m dist2pAvepx0q, Cq “
mÿ
i“1
››x0i ´ ξ0››2 `m dist2pξ0, Cq.
This together with (4.46) gives (4.41) and completes the proof of item piq.
The proof of item piiq is a consequence of Corollary 4.9.
Remarks on the Kurdyka- Lojasiewicz (KL) property and other approaches
To conclude Section 4, we have an extended (skippable) remark on related approaches for con-
vergence analysis. In particular, since the Kurdyka- Lojasiewicz (KL) property is an important
and remarkable tool for convergence analysis used successfully in several works [2, 3, 34] we feel
somewhat compelled to explain why we did not resort to the KL property.
There is indeed a close relation between error bounds and the KL property in the presence of
convexity as shown in [10, Theorem 5]9. However, as shown in Section 6.2 of [10], there are cases
where an error bound holds but not the KL property.
Furthermore, given some algorithm, in order to apply the KL property for convergence analysis
one must usually identify some suitable potential function (or merit function) and show that certain
properties hold, e.g., see Section 4.1 in [10]. Finding a suitable potential for an algorithm is an
art form and can be a highly nontrivial creative enterprise as illustrated by the merit function
9A caveat is that in [10] error bounds for functions are considered instead of error bounds for sets. Nevertheless,
both notions are closely related.
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for the DR algorithm in [33]. Once this hurdle is cleared, one has to show that the KL property
holds and, if a convergence rate is desired, the KL exponent has to be computed. The general KL
property holds under relatively mild conditions, but identifying the exponent (if one exists) is a
more challenging task, see [34].
To be fair, computing the KL exponent of a potential function seems to be a task of comparable
difficulty to showing that a Ho¨lderian error bound holds. However, there are some cases where it
may not be possible to find a suitable potential function at all. For example, based on a result by
Baillon, Combettes and Cominetti [4], it is claimed in a footnote in [10] that there is no potential
function corresponding to the cyclic projection algorithm (CPA, see Example 4.10) for more than
two sets.
In view of [4], the case of CPA for more than two sets is particularly interesting because it
highlights the limitations of looking at feasibility problems as particular cases of optimization
problems. That is why the convergence properties of CPA are usually proved “directly” or by
appealing to operator theory as in [5, 11].
In particular, when restricted to Ho¨lderian error bounds, many of the results we obtained could
also be obtained via the quasi-cylic algorithm framework approach of [11]. However, the AWPA
algorithm (Example 4.10) seems to be an exception because it does not seem to be cyclic in any
meaningful sense and it is not clear if the operator associated to it satisfy the conditions necessary
to invoke the results in [11]. So, to the best of our knowledge, our analysis is the first to prove
a precise sublinear convergence rate for AWPA under a Ho¨lderian error bound. Nevertheless, we
emphasize that our main novelty in this section is the precise relation between error bounds and
convergence rates as expressed in Theorem 4.7, item piq of Theorems 4.13, 4.16, 4.20.
5 Convergence rate results for amenable cones
In this section our discussion comes full circle and we combine the error bound in Theorem 2.2
with the results described in the Sections 4 in order to derive convergence rate results for amenable
cones. In this section, K is an amenable convex cone, V is an affine space satisfying (2.4) and our
problem of interest is the following.
find x P K X V. (Cone)
First, we present some motivation for (Cone). A conic linear program (CLP) is the problem of
minimizing/maximizing a linear function subject to a constraint of the form x P K X V. In this
context, the methods as discussed in Sections 4 can be useful to find feasible solutions to a CLP
or to refine slightly infeasible solutions. See, for example, [25].
As seen in Section 4, the convergence rate of the methods is governed by the type of error
bound that exists between K and V. Next, we will show that the error bound for amenable cones
in Theorem 2.2 naturally leads to a strict consistent error bound function when right-continuity
at 0 is satisfied.
Proposition 5.1. Suppose that K,V are such that the assumptions in (2.4) hold and let ϕ be
defined as in Theorem 2.2. If ϕp¨, bq is right-continuous at 0 for every b ě 0 then
Φpa, bq– pκb` κqpa` ϕpa, bqq.
is a strict consistent error bound function for K and V.
Proof. The function ϕ in Theorem 2.2 is constructed from facial residual functions using the dia-
mond composition defined in (2.3). Since facial residual functions are, by definition, nondecreasing
in each coordinate, the same is true of ϕ. When we fix b, the function Φp¨, bq is strictly increasing
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because all its terms are nondecreasing and the term κa is strictly increasing. Now it remains to
prove
dist px, K X Vq ď Φ pmaxpdistpx, Kq, distpx, Vqq, }x}q @x P E . (5.1)
Notice that the error bound in Theorem 2.2 is valid only for x P spanK. However, since we are
assuming that K is full-dimensional (see (2.4)) we have spanK “ E . With that in mind, let x P E
be arbitrary. By taking  “ maxpdistpx, Kq, distpx, Vqq in Theorem 2.2 we have (5.1). Since we
assumed that ϕp¨, bq is right-continuous at 0 for every b, this shows that Φ is indeed a consistent
error bound function for K and V.
The only gap between Proposition 5.1 and Theorem 2.2 is that the function ϕ in the latter
might not satisfy right-continuity at 0. We address this issue in the following proposition.
Proposition 5.2 (Existence of facial residual functions satisfying right-continuity at 0). Let K be
a closed convex cone, F  K and z P F˚. There exists a facial residual function ψF,z for z and F
such that ψF,zp¨, bq is right-continuous at 0 for every b ě 0.
In particular, under the setting of Theorem 2.2, there exists ϕ : IR` ˆ IR` Ñ IR` such that
ϕp¨, bq satisfies right-continuity at 0 for every b ě 0.
Proof. Because we have F “ K X spanF whenever F  K, the following equality holds:
F X tzuK “ K X spanF X tzuK.
To construct a facial residual function, we follow an approach similar to the proof of Proposition 3.2
and Section 3.2 in [36]. Let ψF,zp, }x}q be the optimal value of the following problem.
sup
vPspanK
distpv,F X tzuKq (P)
subject to distpv,Kq ď 
distpv, spanFq ď 
xv, zy ď 
}v} ď }x}
Because 0 P FXtzuK, (P) is always feasible and the last constraint ensures compactness. With that,
ψF,z satisfy all the requirements in Definition 2.1. For every b ě 0, it can be shown that ψF,zp¨, bq
is right-continuous at 0 by following the same argument used for showing the right-continuity of
the universal error bound function in the proof of Proposition 3.2.
Next, we observe that if ψ1 and ψ2 are two facial residual functions satisfying right-continuity
at 0, than their diamond composition (2.3) is also right-continuous at 0, whenever the second
argument is fixed. Therefore, under the setting of Theorem 2.2, the functions ψi appearing therein
can all be selected in such a way that they satisfy right-continuity at 0. So the same is true for the
function ϕ which is a diamond composition of facial residual functions.
In view of Propositions 5.1 and 5.2, when applying the methods of Section 4.3 to (Cone), the
convergence rate is governed by Φ. Although it might not be clear at first, their convergence rates
depend on the singularity degree (see Section 2.1) of the problem. This is because the singularity
degree influences Φ, which controls the error bound between K and V. In the next subsection, we
take a look at the special case of symmetric cones, where the error bounds and the rates are more
concrete.
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5.1 The case of symmetric cones
A convex cone K Ď E is said to be symmetric if K “ K˚ (i.e., K is self-dual) and for every
x, y P riK there exists a bijective linear map A satisfying Ax “ y, AK “ K (i.e., K is homogeneous).
Symmetric cones are intrinsically connected to the theory of Euclidean Jordan Algebras, see [28,
23, 24]. That said, the reader might breath a sigh of relief (or disappointment) in knowing that no
excursions into the Jordan Algebraic outlands will be necessary in this section. The only facts we
require are the following.
Fact piq Every symmetric cone is linearly isomorphic to a finite direct product of the following
five cones: the second-order cone of dimension at least three10; the n ˆ n positive
semidefinite matrices over either the reals, the complex numbers or the quarternions for
n ě 1; the 3ˆ 3 positive semidefinite matrices over the octonions.
Fact piiq There is a notion of rank for symmetric cones. The rank of the second-order cone of
dimension at least three is always two. The rank of a symmetric cone of nˆn matrices
is n. The rank of a direct product of symmetric cones is equal to the sum of the ranks.
The longest chain of faces of a symmetric cone is given by `K “ rankK ` 1, see [27,
Theorem 14].
Fact piiiq Symmetric cones are amenable ([36, Proposition 33]) and the facial residual functions
can all be taken to be of the format κ`κa}x}, for some constant κ by [36, Theorem 35].
With that in mind, we have the following error bound on symmetric cones, where we recall that
dPPSpK, Vq, dSpK, Vq are, respectively, the distance to the Partial Polyhedral Slater’s condition and
the singularity degree, see Section 2.1.
Theorem 5.3 (Theorem 37 and Remark 39 of [36]). Let K Ď E be a symmetric cone, V Ď E an
affine subspace such that K X V ‰ H. Then, there is a positive constant κ such that whenever x
and  satisfy the inequalities
distpx, Kq ď , distpx, Vq ď ,
we have
dist px, K X Vq ď pκ}x} ` κq
¨˝
dPPSpK,Vqÿ
j“0
p2
´jq}x}1´2´j‚˛.
If K “ K1 ˆ ¨ ¨ ¨ ˆKs is the direct product of s symmetric cones, we have the following bound.
dPPSpK, Vq ď min
#
dimpVKq,
sÿ
i“1
prankKi ´ 1q, dSpK,Vq
+
.
The next step is showing that the error bound in Theorem 2.2 is a bona fide Ho¨lderian error
bound.
Proposition 5.4. Let K and V be as in Theorem 5.3. Then, K and V satisfy a uniform Ho¨lderian
error bound (Definition 3.3) with exponent
γ “ 1
2dPPSpK,Vq
.
10The n-dimensional second order cone is given by tpt, xq P IRˆ IRn´1 | t ě 0, t2 ě x21 ` ¨ ¨ ¨ ` x2n´1u.
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Proof. Let C1 “ K and C2 “ V. By Theorem 5.3, we have
distpx, K X Vq ď pκ}x} ` κq
¨˝
dPPSpK,Vqÿ
j“0
ˆ
max
1ďiď2 distpx, Ciq
˙2´j
}x}1´2´j‚˛ @x P E . (5.2)
Let B Ď E be an arbitrary bounded set. For simplicity of notation, let d “ dPPSpK, Vq and ψ be
the function such that
ψpxq “ max
1ďiď2 distpx, Ciq @x P E .
From the continuity of ψ, we see that for every j P t0, . . . , du there exists a positive constant κj
such that
ψpxq2´j “ ψpxq2´j´2´dψpxq2´d ď κjψpxq2´d @x P B,
where κj can be taken, for example, to be the supremum of ψp¨q2´j´2´d over B. Similarly, there
are positive constants κ˜j and κb such that
}x} ď κb, }x}1´2´j ď κ˜j @x P B.
Let κB :“ κpκb ` 1qpd` 1q supj κj κ˜j . It follows that whenever x belongs to B the right-hand side
of (5.2) is upper bounded by
κB
ˆ
max
1ďiď2 distpx, Ciq
˙2´d
.
We now present convergence results for symmetric cones taking into account all we have dis-
cussed so far.
Theorem 5.5 (Convergence rate results for symmetric cones). Let K Ď E be a symmetric cone
and V Ď E be an affine space such that K X V ‰ H.
Let txku be such that Assumption 4.5 is satisfied with infkak ě 0. Then, there exist M ą 0 and
θ P p0, 1q such for any k ě 2`,
distpxk, K X Vq ď
$&%M k
´ 1
2p2dPPSpK,Vq´1q if the PPS condition is not satisfied,
M θk otherwise,
(5.3)
where dPPSpK, Vq is the distance to the partial Polyhedral Slater’s condition (Section 2.1). In
particular, the following holds.
piq The rate (5.3) holds for any algorithm satisfying the assumptions of Corollary 4.12 or item piiq
of Theorem 4.16.
piiq The rate (5.3) holds MPA, MDPA, CPA and AWPA (see Example 4.10).
piiiq If K “ K1ˆ¨ ¨ ¨ˆKs is the direct product of s symmetric cones, we have the following bound.
dPPSpK, Vq ď min
#
dimpVKq,
sÿ
i“1
prankKi ´ 1q, dSpK,Vq
+
,
where dSpK,Vq is the singularity degree of (Cone).
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Proof. By Proposition 5.4 a uniform Ho¨lderian error bound holds between K and V, with the
exponent given by
γ “ 1
2dPPSpK,Vq
.
If either Slater’s condition or the Partial Polyhedral Slater’s condition is satisfied, then the error
bound in Proposition 5.4 becomes a Lipschitz error bound. Applying Corollary 4.9, we obtain
(5.3).
Item piq and piiq are consequences of Corollary 4.12 and item piiq of Theorem 4.16. Item piiiq
follows from Theorem 5.3.
Remark 5.6. Theorem 5.5 extends the main result of Drusvyatskiy, Li and Wolkowicz [21] in
several directions: from semidefinite cones to arbitrary symmetric cones and from the alternating
projection algorithm to any algorithm scheme covered by Corollary 4.9.
6 Concluding remarks
In this paper, motivated by the abstract error bound for so-called amenable cones, we proposed the
notion of (strict) consistent error bounds. Under a strict consistent error bound, we established
convergence rates for two family of algorithms for the convex feasibility problem (CFP). The key
idea is to construct an inverse smoothing function based on the corresponding consistent error
bound function. Our analysis recovers several old results and also gives some new ones. We also
apply the convergence results to conic feasibility problems in order furnish further links between
the singularity degree of the underlying problem and the convergence rate of several algorithms.
In the concluding remarks of [11], the authors mention the characterization of convergence rates
in the absence of Ho¨lderian regularity as an area of future research. Furthermore, they mention the
problem of proving whether arbitrary slow convergence can happen in finite dimensional spaces,
since the only known cases seem to occur in infinite dimensional settings as in [7].
We believe that the tools developed in this paper are a step forward towards the first research
goal, since Theorem 4.7 is quite general. As for the issue related to arbitrary slow convergence,
we would like to briefly speculate on some strategies to deal with this problem. For simplicity, we
consider the case of two sets.
There seems to be a few different definitions of “arbitrary slow convergence” but they usually
express the following idea: let C1, C2 be convex sets with non-empty intersection and letM denote
some method for solving (CFP), say, cyclic projections. We say thatM converges arbitrary slowly
for C1, C2 if given any monotone nonincreasing sequence tλku converging to 0, we can find some
starting point for which the iterates produced byM will converge no faster than tλku. The details
of how the convergence speed is measured depend on the precise definition adopted, which we omit.
One optimistic way of attacking this problem would be as follows. There is always a strict
consistent error bound function Φ for C1, C2 and, if M fits within the framework described in
Section 4.3, its convergence speed is no worse than (4.10) in Theorem 4.7. The function that
actually controls the convergence rate is the pΦ♠pκ q´1 function, which is very special with many
properties coming from the behavior of Φ♠pκ described in Propositions 4.3 and 4.4. So a first line
of attack would be to check, in general, how slowly could a function such as pΦ♠pκ q´1 converge to
0. We note that the fact that Φ♠pκ arises from an error bound condition forces it to have certain
properties that a function satisfying the conclusions of Proposition 4.3 would not have in general,
see the paragraph after Proposition 4.4. So, this enterprise is not completely hopeless.
Failing this general attack, we could turn our attention to analyze the asymptotic behavior of
the best among the consistent error bound functions: the universal error bound (UEB) function of
Proposition 3.2. The UEB function might not be strict, so Theorem 4.7 does not apply directly.
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However, we could consider a family of perturbed functions Φ given by Φpa, bq “ Φpa, bq ` a for
 ą 0 and check the asymptotic behavior of ppΦq♠pκ q´1, which could be “better” than just analyzing
the behaviour of pΦ♠pκ q´1 for general Φ.
We leave these explorations to future works and to others.
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A Proof of Lemma 4.2
Proof. The fact that f´p0q “ 0 follows from fp0q “ 0 and the definition (4.2). We also note that in
(4.2), if we increase s, the set after the ‘inf’ potentially shrinks, so f´ is monotone nondecreasing.
Next, we prove each item.
piq Fix any s P p0, sup fq. Suppose that f´psq “ 0. By the definition (4.2), given any k ą 0,
there exists tk P r0, ks such that fptkq ě s. Consequently, there exists a sequence tk Ñ 0`
with fptkq ě s ą 0. This together with fp0q “ 0 contradicts the (right)-continuity of f at 0,
and thus proves piq.
piiq Let s ě 0, t ě 0 be such that s ď fptq. Since f is strictly increasing, sup f is never attained,
which implies 0 ď s ď fptq ă sup f . Furthermore, by the definition (4.2), we have f´psq ď t.
piiiq Let s ě 0, t ě 0 be such that s ă sup f and fptq ă s. By definition, f´pfptqq :“
inf tu ě 0 : fpuq ě fptqu, therefore f´pfptqq ď t. On the other hand, the strict monotonicity
of f implies that there is no u ă t with fpuq ě fptq. This implies f´pfptqq ě t and thus
f´pfptqq “ t. Together with the monotonicity of f´, we obtain t “ f´pfptqq ď f´psq.
pivq Suppose that there exists some s P p0, sup fq such that f´ is not continuous at s. Since
f´ is monotone, both the left-sided limit f´ps´ q and the right-sided limit f´ps` q exist and
f´ps´ q ă f´ps` q. Fix any t P pf´ps´ q, f´ps` qq. From the monotonicity of f´, there
exists  ą 0 such that whenever s1, s2 satisfy 0 ă s1 ă să s2 ă sup f we have
f´ps1q ă t´  ă t`  ă f´ps2q.
We now show that fptq “ s. Suppose that fptq ‰ s. Then either fptq ă s or fptq ą s. If
fptq ă s, let s1 “ pfptq ` sq{2 P pfptq, sq. Thus, we know from item piiiq that f´ps1q ě t,
which contradicts f´ps1q ă t´ .
If fptq ą s, let s2 “ pfptq` sq{2 P ps, fptqq. Then, from item piiq, we have f´ps2q ď t, which
contradicts t`  ă f´ps2q. This proves fptq “ s. The arbitrariness of t P pf´ps´ q, f´ps` qq
contradicts the strict monotonicity of f . Consequently, f´ is continuous on p0, sup fq.
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