Abstract The new forms of interaction afforded by innovative technology and open-ended environments provide promising opportunities for exploratory learning. Exploratory environments, however, require appropriate support to lead to meaningful learning outcomes. This paper focuses on the design and validation of intelligent exploratory environments. The goal is twofold: requirements that guide the operationalisation of pedagogical strategies to computer-based support and methodology for the validation of the system. As designers, we need to understand what kind of interaction is conducive to learning and aligned with the theoretical principles behind exploratory learning. We summarise this in the form of three requirements-rare interruption of interaction, co-location of feedback and support towards specific goals. Additionally, developing intelligent systems requires many resources and a long time to build. To facilitate their evaluation, we define three indicators-helpfulness, repetitiveness and comprehension-of students' perception of the intelligent system and three metrics-relevance, coverage, and scopewhich allow the identification of design or implementation problems at various phases of the development. The paper provides a case study with a mathematical microworld that demonstrates how the three requirements are taken into account in the design of the user-facing components of the system and outline the methodology for formative validation of the intelligent support.
Introduction
The explosion of technologies for child-computer interaction is creating new possibilities for exploratory learning. Tablet PCs, mobile devices and tabletops are emerging as alternative media where learning applications (from educational games to simulators) can encourage interaction and experimentation. Such learning applications, by providing direct access to a domain (or to its alternative representation) and by offering a context and appropriate tools to scaffold the learning experience, are aligned with constructivist theories of learning that emphasise the role of learners in constructing their own learning. As such, and regardless of their underlying technology, Exploratory Learning Environments (henceforth ELEs) are subject to the challenge (and often criticism) of exploratory learning: the need to provide significant pedagogic support [18, 25] Research with microworlds, simulators, educational games and other ELEs repeatedly reports the need of student-adaptive support (see [16, 26] for examples). We elaborate on this on Sect. 2.
Unfortunately, in several settings, particularly in the classroom, the demands of individual support render dedicated human availability impractical. Despite attempts to find optimal ways to allow children to interact naturally (e.g. via direct manipulation) with the interface of a learning application, unless proper support is provided, these applications are difficult to integrate into the classroom routine, neither can they be used to support learning anywhere, anytime. Research is, therefore, needed on the computer side of the HCI equation, that is to investigate ways in which the computer can directly support students during exploratory learning.
The challenge lies in the fact that effective pedagogic support in ELEs comprises guiding students towards beneficial interactions without compromising their exploratory potential. It would be easy to develop an environment that can instruct students what to do and how, but this would be against its constructionist stance-and probably not very effective (c.f. [6, 8] ). This paper is focused on finding the elusive balance between control and freedom of exploration in intelligent exploratory environments. The challenge, therefore, is interdisciplinary and in order to be met requires both the underlying technology and appropriate pedagogic and interface design.
In previous work [12] , we presented steps towards solving the technical challenges behind the implementation of intelligent support in exploratory environments. Other technical aspects are addressed by other teams (e.g. [7] ). This paper is centred around the challenges associated with the design of user-facing elements and the feedback characteristics that fulfil the intelligent support requirements that emerge from pedagogical strategies that human teachers follow when supporting students.
Another set of challenges relates to iterative design and evaluation. In previous work, we presented a methodology that employed iterative wizard-of-Oz studies that allowed the identification of specific technical requirements and evaluation of the effectiveness of several pedagogic strategies [23] . In this paper, we answer calls for establishing ''meaningful evaluation metrics'' [34] and focus on the design phase when appropriate intelligent components are integrated in the overall environment and studies can be performed under ecologically valid settings. We present the methodology we employ that allows measuring students' perception of the intelligent support and identifying design problems and at various implementation phases.
Our research is taking place in the context of a project that is developing intelligent support for a mathematical microworld, called eXpresser, in classrooms. Therefore, our particular attention has been twofold; ensuring that the exploratory nature of the environment is not compromised by the provision of intelligent support and that the teacher's role in the classroom is maintained and supported. The discussion is, therefore, generally applicable to classroomdeployed ELEs, but also has implications for supporting learning in individual or other less traditional settings. Section 2 presents a set of empirically and theoretically informed pedagogic strategies for supporting students interactions in ELEs. Section 3 outlines three key requirements and a four-axis characterisation of the possible feedback types that the system provides, which emerge from the effort of operationalising the pedagogical strategies. Section 4 presents as a case study the eXpresser microworld, and the design of the student-facing elements of the system that help fulfilling the requirements. Section 5 presents our approach to formative validation, and Sect. 6 demonstrates its implementation in the context of MiGen discussing the findings as a means of demonstrating the potential of the methodology. Section 7 concludes the paper.
Pedagogical support in ELEs
Interacting with ELEs does not always require a priori understanding of the domain principles that enable the action to be performed. On the contrary, meaning is, at least partly, generated during interactions with the system. Although the design of an ELE and the guidance provided by structuring activities should, ideally, enable learners to connect their actions with the principles or ideas that are afforded by its design, inevitably explicit pedagogic support is required by a tutor, a teacher or a peer (see [15, 26 pp 70-71, 19] ). It is aspects of this type of support that we would like to operationalise and enable an intelligent system to help where appropriate.
To inform the design of the intelligent support, we drew on a collection of empirical evidence (observations from experts, tutors and teachers including our own experience from interviewing students when interacting with exploratory learning environments) and theoretical perspectives. This way we developed a framework of necessary-but of course not sufficient-strategies to support students' to undertake activities in a meaningful manner. We can characterise these strategies as a bridge between a general ''framework of actions'' [10] and domain-specific strategies. These strategies informed the design of the intelligent support component for the eXpresser microworld, led to the emergence of the design requirements that we present in the next section and subsequently aided the domain specific implementation. We provide below a brief description of the categories that appear in Table 1 .
Supporting interaction with the environment
Due to complexity of ELEs, apart from a careful introduction and familiarisation, students often require reminders of various affordances of the system. Although the need for this can of course be reduced by careful and intuitive design, the fact that students interact with several learning environments in the course of their studies introduces difficulties in being able to remember how all of them work and what are their critical aspects.
In addition, we have observed interventions targeted specifically to helping students work effectively towards a specific goal or in order to help them perceive relationships between objects. For example, students may be asked to change the location of a shape, its properties or delete unnecessary shapes [22] . The importance of supporting perception explicitly has be noted in Gestalt psychology with the principles of perceptual organisation.
Encouraging goal-orientation
The importance of directing students' goals during exploration cannot be overstated. It is of course clear that the effective teacher's role is to orient students to work on well-defined investigations (e.g. ''Investigate the relationship between these two shapes'') aligned with a pedagogical agenda (see the ''play paradox'' notion in [26] and other learning vignettes in [14, 19] ). A difficulty that students face when solving problems in general is a tendency to lose sight of their overall goal as well as their immediate goals. As emphasised in [21] , attention is usually caught up by current actions that are sometimes only intermediate towards a goal. In direct manipulation environments, some actions may not be directly relevant to the domain aspects that are being explored, yet necessary in order to reach a goal. Observations suggest that often simple questions like ''What were you trying to do?'' and ''Do you remember the question?'' can orient students towards their goal. Before providing help, effective teachers establish the goal students are trying to achieve and may adopt the student's way of thinking about the problem or, in other words, try to maintain a balance between solving problems for students (or providing the way to solve a problem) and leaving students on their own and unable to proceed if stuck.
Exploiting learning opportunities
There is of course a variety of ways that learning opportunities can be exploited. From a constructionist perspective and in order to avoid disruptive interventions and provide minimal guidance, empirical data and related research (e.g., [20, 21] ) suggest that a successful strategy is to target students' attention and attempt to direct it towards objects and phenomena that are conducive to learning. For example, detecting that a student has not noticed a particularly interesting aspect may lead one to ask a 'nudging' question (e.g. ''Did you notice what happens when you resized the circle?''). Questions like this help students to start noticing invariants or other details that are important towards their learning.
It is worth noting, however, that an effective strategy might require refraining from saying anything if a student's attention seems to be directed towards something that could lead to a learning opportunity. Examples include employing the need for making explicit a shape's properties and relationships in dynamic geometry to introduce surprises or counter examples that can demonstrate inconsistencies between the students' actions and their understanding. We have observed the same techniques applied on virtual labs or tabletop interactions (c.f. [29] ) particularly to challenge students to make predictions that lead to cognitive conflict or surprise. Lastly, supporting reflection as a metacognitive skill is important and requires being aware on students' actions and prompting them to reflect on them when necessary.
3 Computer-based support for adaptive exploratory learning environments
Design methodology and requirements
We have presented elsewhere in detail our methodology for informing the design of intelligent support and technical evaluation of the various modules for the exploratory learning environment MiGen [12, 23] . In brief, the set of strategies presented in the previous section had to be operationalised in the particular environment. In order to achieve this, we required-as in other occasions-an indepth understanding of user behaviour that can only be developed by observing and analysing situations in their actual context. We, therefore, conducted studies where experts and students are physically separated, also known as 'wizard-of-Oz' (WOZ) studies. The experts employed a set of tools to allow them to provide support to students aged 11-12 yearsold [23] . We also performed a series of classroom studies that allowed us to refine the set of strategies presented in the previous section and to identify the specific ones that we conjectured would be effective in our case. This iterative design process allowed us to investigate and evaluate the general pedagogic strategies mentioned in the previous section in the light of empirical data with the specific system at hand. The attempt to operationalise these strategies led to the identification of several requirements that drive the design of the intelligent subsystem. While some of these are of course domain specific and out of the scope of this paper, we provide three key requirements that are general and straightforward enough to be applicable for the design of other intelligent exploratory learning environments.
• (R1) Students' interaction should be, for the most part, interrupted only when they ask for help or to take advantage of a learning opportunity. Actions in an exploratory environment are continuous, and compared to a structured question-answer environment, there is no clear time when an interruption is appropriate. For example, in [22] , students reported their discontent with an intelligent system's provision of feedback when this was interrupting their dragging of an object. Similarly, in early WOZ studies, it transpired that experts would often generate feedback in anticipation of some student moves, but it often turned out that students managed to complete their goal without that help. That is, instead of providing just steps towards a solution, challenges should be introduced whenever possible, or students' attention should be brought to environment affordances that they have failed to notice. This relates to the pedagogic strategies for exploiting learning opportunities presented in Sect. 2 and related research that recommends recognising the need for students' autonomy and responsibility [14] .
• (R2) Support messages should be, to the extent possible, presented co-located to the objects they refer to. This is especially important, when a message pertains to something difficult to describe in words and when it requires the use of anaphoric or deictic language. The importance and effectiveness of such messages has also been discussed in [36] and was confirmed in several sessions with early prototypes of the eXpresser microworld, that required frequent pointing to aspects of the screen by the experts. Research on tabletop interaction also demonstrates this findings (see examples in [29] ). An example from our data appears on Fig. 1 .
The support provided should be aligned with students' preferred solution strategy and adapted to the goals they are trying to accomplish. The ill-defined nature of ELEs and the loosely structured activities associated with them implies that in any given instance where a student needs help, it will be likely that they can be scaffolded in more than one ways. Although a task usually provides an overall objective, in experimentation with several environments, we have observed that students have a tendency to lose track of their goals or to stop or change focus of activity after reaching a successful sub-goal. Related research also suggests that establishing and maintaining an orientation towards task-specific goals is important [35] and that employing similar techniques helps students keep track of their goals as well as influencing their attitudes towards the use of the system [3, 22] .
We recognise of course that the exact way that these requirements can be implemented depends on the system and the underlying technology. With these three requirements as a starting point, we present below a characterisation of the possible aspects of feedback provision by an intelligent system.
Feedback characteristics
Among the many aspects that providing feedback entails, there are four especially important, which we have formalised in the system and which form the basis for the design of feedback strategies. First, the type of interruption represents the alteration of the student's action flow because of the feedback (see Table 2 ). The low-high-interruption characterisation of feedback in microworlds bears similarities to the immediate-deferred distinction of feedback made in 9, but that work was focused on structured systems with little exploration.
Second, the level of learner interactivity relates to the interaction of the student and the feedback intervention itself. This can be passive or active depending on whether there is a need for some action on behalf of the user (e.g. choosing from a multiple choice). The level of interactivity can also be at a form of dialogue where feedback consists on several steps that vary depending on the student's answers.
Third, the level of system interactivity indicates the effect of the feedback intervention on the exploratory environment. For example, the feedback can involve changing something at the model level (and subsequently some change in the user interface), for example a new object can be added, or the properties of an object can be changed, to trigger reflection on the student. Alternatively, the feedback involves changing something at the UI level. For example a menu can be opened or a veil can be put over some objects to focus the student's attention on the others.
Lastly, related to the second requirement (R2), we found very important to specify carefully the most appropriate modality (or combination of them) to use for each intervention. In our case, simple textual messages, occasionally with figures, were enough, but in other cases, audio or video might be necessary. To adhere to the requirement of providing messages co-located to objects, different systems will have of course different needs. In our case, we designed a toolkit that allows the provision of information in rectangular or elliptical call-outs that have a tail-end that can pointed to different locations on the working area. Examples of specific implementations of this idea appear in Low interruption Only a notice of ''feedback is available'' is given, usually involving some little icon or sound. The action flow of the student is not explicitly interrupted. The student has a way to access the full feedback if so desired, for example clicking on the ''feedback available'' icon High interruption Feedback interrupts the interaction, which cannot continue until the feedback has been acknowledged; for example a modal prompt is opened in the middle of the screen, and the student cannot continue with the task unless an ''OK'' button is pressed, closing the window
Explicitly requested
The student interrupts voluntarily his or her flow of interaction and requests help explicitly, for example pressing a ''HELP'' button Model The feedback involves changing something at the ''model'' level, which usually involves a subsequent change at the UI. For example, a new object can be added, or the properties of an object can be changed, to trigger reflection on the student View The feedback involves changing something at the UI level. For example, a menu can be opened or a veil can be put over some objects to focus the student's attention on the others None The feedback does not involve immediate changes
The requirements in the previous section and the characterisation of feedback above do not make any assumptions about the nature of the ELE or the pedagogical strategies employed. They permit the implementation of a variety of pedagogical approaches from providing structured guidance to allowing total freedom to explore and can, therefore, guide the design of intelligent support in other applications. In the current stage of development, the architecture described in [12] , the general feedback toolkit mentioned above and the representation of the interventions provide us with the required flexibility to experiment for the most effective approach as co-designed with teachers and experts. The next section presents the approach we have taken in the design of the specific microworld eXpresser and how the requirements and feedback characteristics discussed here formed the framework for the design decisions for the support that the system provides.
4 The design of intelligent support in the eXpresser microworld
eXpresser: a microworld for algebraic generalisation
The MiGen project revolves around the development of intelligent support for a mathematical microworld, called eXpresser, to help secondary education students develop algebraic ways of thinking [24] . The rationale of the project, its aims and the environment are described in detail in [27] . In the microworld, students undertake activities that require identifying relationships that underpin figural patterns (like the ones that appear in Figs. 2, 4, 5). Similar activities are often found in the UK National curriculum and emphasise the structural aspect of patterning rather than the purely numerical. As explained in more detail in [27] , this is a key difficulty students face. The eXpresser microworld allows students to build their own constructions (referred to as ''models'') and expressions for the activity they are undertaking. In order to do that, students can use building blocks of square tiles to make patterns. These can be combined to models. To represent the generalities and relationships they perceive, students can use entities that act like ''variables.'' A model with variables can be ''animated.'' This results in the variables taking random values providing a rational for generality. Figure 2 shows the key features of eXpresser.
Tools for indirect and direct help-seeking
In order to conform to the first requirement (R1) and to maintain students' agency and allow freedom of exploration, we designed the following tools that allow students to seek help directly when needed and enable the system to provide appropriate feedback, in addition to any possible unrequested feedback, when required.
Suggestion button
As it is important for students to have ownership of their actions and their solution, we introduced a suggestion button (see Fig. 3 ). The button is disabled unless the system ''observes'' something that warrants feedback. Instead of interrupting the student, the icon changes to indicate the existence of a suggestion and the button gets enabled. This way, if in the meantime the student's actions change the state of the microworld and the feedback becomes irrelevant, then the button might get disabled again, effectively achieving not having interrupted the student for something that they did not need help after all. On the other hand, if the student seems unable to progress, then a suggestion is available to scaffold their interaction.
Drop-down sentence maker
A direct result from early WOZ studies was that in the absence of dialogue, even experts observing students' interactions lacked the necessary information that would help them provide feedback on students' help request. Therefore, we enhanced the system with a simple ''sentence maker''; a list of drop-down menus that allow the construction of a sentence before asking for help from the system.
In general, this approach brought a twofold benefit. First, it provided the system with an indication of the nature of the student's needs. Second, because we designed the interface so as the help button is enabled only after constructing a sentence, we hypothesised that this would also provide an incentive to reflect on actions and terminology used in the microworld. Similar sentence makers have been used successfully before but either as a means to reflection [1] or student communication [33] .
Explicit annotation of goals
To adhere to the third requirement (R3), we introduced an explicit list of goals that students have to reach in order to move to the next tasks (see Fig. 4 ). Accordingly, the activity designer must specify the goals of the task and provide declarative rules for their completion. To allow freedom to the students to interact in their own pace and also to reflect on their actions, they are responsible for clicking the check button that corresponds to the goal that they feel they have accomplished. The system provides feedback on the completion of the goal or suggestions on what to do next in order to complete it. Similarly, a button besides each goal can provide adaptive help on the particular goals. The latter, in combination with the dropdown sentence maker above, allows us to conform to the third requirement (R3).
Feedback strategies
For the actual provision of feedback, we have followed a layered approach, which divides the problem into four layers: model and events, analysis, reasoning and feedback [12] . Of particular concern here is the feedback layer that takes the relevant decisions to produce specific feedback interventions, that is determining the specific wording of a feedback message according to its severity, relating it to particular elements in the microworld, and adapting it according to the learner model.
In our implementation, the feedback layer provides scaffolds consistent with the principles of ''contingent tutoring'' [35] . This is achieved first by grading the phrasing of the feedback according to the following three types: ''nudge'' questions, comments and suggestions and subsequently the degree of intervention on the students' construction. Some of the strategies afford additional adaptation. They are sequenced according to the level of specificity of the information provided. In collaboration with the teacher advisers, the reasoning layer is authored in such a way that after the identification of the need to follow a certain strategy, putting it into effect is adaptive to the previous help the student has received on the same issue as well as their general progress within the task. Below we provide a detailed scenario, and more examples appear in Table 7 in the ''Appendix''.
Example scenario
Using the MiGen system, an activity designer can develop and set different activities in eXpresser. We envisage that eXpresser is introduced gradually through activities that allow students to familiarise first with its features, progressively undertaking more complex activities, but still scaffolded by specific goals and the intelligent components of the system. Eventually, eXpresser can be used for more open-ended activities where the intelligent support may not be required.
To demonstrate the role of intelligent support in the system, we present here a particular example scenario. The scenario is relevant in activities where students are asked to find a general rule that gives the total number of tiles for any number of repetitions of a pattern's building block. Among other difficulties, which due to space constraints we do not discuss here, novice students who undertake such an activity tend to overlook the relationship between Fig. 4 An activity and its goals are explicitly listed. Students can check a goal when they consider it completed. If the goal is not achieved, the students will receive help towards the goal. Students can also click on the bulb icon to get more help on the particular goal. In both cases, the help is adapted to the state of the microworld the number of tiles in a building block and the number of times it is repeated and find difficulty in articulating this relationship in a symbolic way.
In order to help students appreciate the need for a general approach, a particular pedagogical strategy was identified. The strategy is referred to as ''messing-up'' and alludes to a challenge that requires students to construct models that are impervious to changing values of the various parameters of their construction. Changes to a variable's value should not ''mess-up'' their model. This strategy is inspired by previous work in dynamic geometry environments [13] , and we focus particularly on this as it demonstrates the potential of using the approach present here in other microworlds.
In this activity, one of the goals that the students must accomplish is to make their model animate and remain coloured. As mentioned in Sect. 4.1, animation is associated with the unlocking of numbers. Once students unlock a number, their model can be animated as the computer is ''allowed'' to change the value of the unlocked number. This introduces a challenge in that a specific expression or number for the amount of tiles in the pattern will not be always be correct. Let us demonstrate how a student, Ted, is supported by the system when undertaking such an introductory activity. The snapshots in Fig. 5 demonstrate Ted's ''dialogue'' with the system, using a sequence of questions, nudges, challenges and conflicts that provide incentives and opportunities to analyse and express a general rule for the number of tiles in the pattern.
Ted has coloured his pattern (see Fig. 5a ) by placing the number 12 in the property box, which he found-as many students do-by counting the number of squares on his canvas. Ted fails to notice the lack of generality in his model, which will remain coloured only for 4 repetitions of his L-shaped building block.
According to the first requirement (see R1 in Sect. 3.1), the system does not interrupt, but generates a possible message for Ted (the suggestion button in Fig. 2b gets  highlighted) . Ted reaches an impasse as prior to the prompt he considered his model coloured and the corresponding goal accomplished. He, therefore, requests a suggestion from the system. A message appears (see Fig. 5b ) directing his attention to the unlocked number of repetitions (c.f. requirement R2). Note that the message here is designed on purpose not to give away the answer (which would be trivial) but to challenge Ted and to relinquish the control back to him.
Ted takes up the challenge and changes the number of repetitions to 6. He notices that the pattern is not coloured and corrects the number of tiles needed-but still uses a specific number 18. In accordance again with R1, the system this time intervenes with a prompt to encourage him to reflect on his action and articulate what he had done (Fig. 5c) . Ted begins to pay more attention to his actions. He animates the pattern and notices that is not always coloured. He stops the animation and colours the pattern again (5 repetitions, 15 tiles).
Ted realises that he has not achieved the goal of colouring the pattern for any number of building blocks and asked for help using the sentence maker (Fig. 2a) . In Fig.  5d , the prompt he receives emphasises (consistent with R3) the need to stop the pattern being messed-up given that the system will now change the unlocked number to a different value. Referring to the feedback characteristics in Sect. 3.2, this is an example of explicitly requested help with system interactivity at the model level. Before making the change, the system draws Teds attention to the need to keep an eye on the link between the number of repetitions and the number of tiles in the building block (Fig. 5e) . The number of repetitions changes then to 8. Having drawn his attention to the need to link the two quantities, Ted eventually creates an expression (Fig. 5f ). We do not claim that the latter is an easy step, and precisely, for this reason, we acknowledge the role that a teacher or a more able peer could play here in helping Ted achieve his goal. However, the preliminary analysis of students' interactions with eXpresser suggests that the feedback strategy followed in Fig. 7 and similar scaffolds that the system provides gradually become internalised. In later tasks, similar prompts are no longer necessary as Ted began to realise that a general rule for the number of tiles in a pattern could always be expressed as a multiplication of the number of repetitions of a building block and the number of tiles in the block.
Iterative formative validation
Design of intelligent support for ELEs is a lengthy task: developers need to create and integrate many components, implement several feedback strategies and messages before the system can be used in a classroom.
A major concern, therefore, during design is how to prioritise implementation and how to measure development progress. Notwithstanding the required summative pedagogical evaluation, development of such complex systems requires performing several stages of what we refer to as ''formative validation'' along the lines of the usual ''formative evaluation'' but different in the sense that we are concerned with checking the validity of the implemented system. We assume here that (a) the educational value of the exploratory environment has been established (e.g. in one-to-one or small-group sessions) and (b) that pedagogical strategies have been implemented after modelling effective human strategies (the only available golden standard) and have been evaluated. These assumptions, however, do not guarantee that the system can be integrated into the classroom ecology. Evaluation poses unique challenges both from a pedagogical but also from an HCI point of view. For example, the field already recognises the need for adapting techniques traditionally used with adults to evaluate interfaces designed for children [31, 32] . More importantly, as also discussed in [11] , evaluation based on learning outcomes can often be problematic particularly since the effects from learning in exploratory environments cannot be observed in the short sessions available for early prototype testing let alone the various uncontrolled factors that come into play in classroom evaluations. These common difficulties of children-computer educational evaluation are exacerbated in intelligent exploratory environments as evaluating the system holistically would not allow us to identify which aspects of the system and particularly which adaptive strategies are effective or not (c.f., [28] ). Additionally, the question of what constitutes ''useful'' support is difficult to answer particularly in the case of ELEs. Lastly, the widely acknowledged need in HCI for involving users early on in the design process and performing formative studies is condition sine qua non in educational applications [23] .
Measuring children's perception on the intelligent support
It is clearly vital to have an appreciation on children's opinion on the exploratory environment in general but also gauge their perception of the intelligent support in particular, in order to help us make design decisions such as the actual messages, their appearance and the general approach we are taking. As mentioned already, we conduct one-toone iterative evaluations where we follow a talk-aloud protocol or engage a pair of students in discussions about what they understand from the system's messages. These methods, however, powerful as they, may be, can be quite distracting for the children involved, are very demanding on the researchers and would be very difficult to perform in a classroom or even with a small group of students. As reasonable ecological validity is paramount, it is important to strive for some collective measure and an efficient way to get answers to design questions, for example during classroom studies. Therefore, when conducting studies with the intelligent system, we introduce surveys due to their reported usefulness in usability studies (see a review in [5] ), to support both our qualitative and log-file analysis. Several surveys have been designed for children in technology studies (see a review in [31] ). Based on positive success in the literature with visual analogue scale surveys that employ pictorial representations that children can relate to in order to respond to pertinent questions, we decided to employ the visual analogue scale from the Fun Toolkit [30] (see Fig. 6 ) albeit not to measure the construct of fun but to gauge students' perception of the support provided by the system. We designed, therefore, a questionnaire that employs a 5-point Likert scale for several constructs that we identified as important based on students' comments on early one-toone interviews or discussions with their peers. Initially these included helpfulness, repetitiveness, comprehension, relevance, perceived necessity and careful reading of the feedback messages. After pilots of the questionnaires in small groups, we decided to keep only helpfulness, repetitiveness and comprehension (see Table 5 ) mainly because they were the ones that students seemed to understand easily, but also in order to reduce the number of questions, particularly as we identified ways to measure some of these from posthoc log-file analysis (as discussed in the next section).
Although there are of course additional constructs that are important to measure in intelligent systems for children, we think that this triad can provide a good picture of students' impression of the system. Consistent with the findings in the literature, students responded positively on the questionnaire and perceived the smileys as expected. For this reason, we did not design our own smileys but adopted the ones from [30] . We advocate, therefore, including the three questions that appear in Table 5 in surveys and assigning appropriate scales. Section 6.2 presents briefly, as a case study, the interpretation of results from surveys after the usage of the MiGen system in classroom.
Validation metrics
We define three important metrics to observe during the design and development of the system relevance, coverage and scope of the feedback. Relevance is a measure of how many feedback interventions made by the system are relevant for the student, that is appropriate to the situation as judged by experts (our only available gold standard). Coverage is a measurement of the feedback needed by the students that could be handled by the system. Finally, scope measures the completeness of the pedagogical Fig. 6 A visual analogue instead of a textual 5-point Likert scale (adapted from [30] ) Fig. 7 Boxplots for comprehension, helpfulness and lack of repetitiveness, across three different sessions as perceived by the students after three classroom studies Table 5 Questions to measure helpfulness, repetitiveness, comprehension employing the scale in Fig. 6 1. Did you find the system suggestions helpful? Not helpful at all, A bit helpful, So and so, Helpful, Very helpful 2. Did you find the help repetitive?
Very repetitive, Repetitive, Sometimes, Little, Not at all 3. Did you understand the help from the system? Never, Rarely, Sometimes, Usually, Always analysis that drives the design of intelligent support for the microworld. Section 6.1 presents one approach for measuring these. It is worth mentioning that we do not present these metrics as a means of qualifying the fitness of the final system for its pedagogical purpose. The metrics provide just a broad understanding of the current state of the system as it progresses towards its final state, where it can undergo a summative pedagogical evaluation. The process of determining values for each metric and their evolution, as the intelligent support subsystem is expanded and more formative studies are performed, provide evidence of the progress of the system and alert of possible problems.
All metrics have a range of [0, 1] with 1 being the ideal. However, depending on the nature of the learning environment, we do not expect coverage to be 1 since, as we discussed, in systems that consider the teacher as crucial part of the classroom culture and we assume that there will always be unforeseen situations for which we did not design support, or that were intentionally left for the teacher to provide.
Formative validation of the intelligent support in MiGen

Small group studies
This section presents, as case study, an approach for deriving the metrics in Sect. 5.2 We conducted a series of small group studies usually with six 11-year-old students interacting with the eXpresser microworld. Among other pedagogical goals (out of the scope of this paper), one of the objectives was to measure the progress of the intelligent subsystem. Examples of the feedback strategies that were implemented appear on Table 7 in the ''Appendix''. In these studies, we tried to reproduce a situation as similar as possible to a normal classroom. Each student was given a computer with eXpresser running, and a description of the task they were asked to undertake. They were told to work on the task for 60 minutes and were instructed to ask for help from the system if needed. The students interacted with the computer in their usual classroom at the school where no other distractions were present. Two researchers stayed with the students at all times. They presented the task to the students and observed their performance during the study.
Researchers were aware of the capabilities of the intelligent support subsystem and its limitations, that is they knew which problems were expected to receive adequate support from the system and which ones were not at this stage. The researchers have appropriate pedagogical experience with eXpresser, the task and the subject domain to support the students if needed. They were, therefore, ready to provide feedback that could not be provided by the system at this stage. They were also paying attention to the feedback provided by the system in case it was not relevant for the student's needs; if that was the case, they were responsible of acting and providing appropriate support.
The researchers kept track of the whole session (by means of notes and audio recording of the interaction, synchronised with video recording of the students' screen) paying special attention to feedback interventions, either by them or by the system. Feedback interventions by the system were marked as ''relevant'' if they helped the student (according to the researcher's expert judgement), and ''not relevant'' otherwise. They were marked as ''covered'' if they related to the goals or the feedback strategies specified above, or ''not covered'' otherwise.
In our case, there are three causes for ''not covered'' feedback. First, the intervention can be related to a feedback strategy that is not covered by the system at the current stage. Second, some feedback strategies have been identified as falling beyond the scope of the system, usually because they require capabilities that the system cannot provide (e.g. natural language dialogue). These feedback strategies are left for teachers, and although are detected (and appropriate information is provided to the teacher), they are not directly addressed by the system. Finally, sometimes students find new approaches to tasks that experts have not seen before, and therefore need support that has not being taken into account. Researchers (or a teacher acting as researcher) had the responsibility of covering for the system's limitations (i.e. give feedback to the student) and take note of the intervention, the feedback strategy employed, and the reason why their help was needed (i.e. non-relevant, non-covered, left for teacher, or new feedback strategy).
Researchers' feedback prevented the students from being stuck if they had problems and the system was not able to provide appropriate feedback. There is a methodological and a pragmatic reason for this. Methodologically, the human presence and freedom to intervene allows the study to cover different aspects of the intelligent support subsystem, rather than testing only a specific scenario or step in a task. From a pragmatic point of view, it is difficult to find schools and students to collaborate with educational research projects and/or try educational tools that are still in the research stage. We wanted, therefore, to provide a constructive learning experience for students that also was a pedagogically valid activity from the point of view of the teachers, making it worth their time and effort.
Indicative results
A sample of the results from the latest of these studies are summarised in Table 6 . The table shows the number of feedback interventions received by a student during the course of a task with eXpresser according to different criteria. For example, student-1 received help in 42 occasions: 20 times the help came from the system and was relevant, 4 more times the system offered irrelevant help, and the teacher had to intervene to cover the student's need, and 18 more times the teacher intervened to help where the system could not. From these 18 non-implemented feedback strategies, 6 were planned for a future version (''designed''), 9 are considered too complex or costly to implement and are left for the teacher by design (''teacher''), and 3 had not been considered (''not designed''). Sometimes the teacher acted because the student requested help (''requested''), and sometimes she acted on her own when she considered the student would really benefit from the intervention (''unrequested'').
Former studies have allowed us to identify issues particularly with the relevance of the support provided due to the fact that the system was ignoring a lot of context related to the latest accomplished goal. We consider the current implementation of the intelligent support subsystem adequate for the identified needs particularly as there was a low number of errors (most non-relevant system interventions were the cause of ''not implemented yet'' not ''new feedback strategy we hadn't though of''). On close examination, however, the main technical concern is the need for a more robust prioritisation mechanism that assigns more weight to strategies that relate to the object that was affected from the latest students' actions rather than the violated constraints and unaccomplished goals as the system does at the moment. This requires more planning and problem solving capabilities on behalf of the system. The coverage is around 58 % because in the MiGen system several of the identified strategies are left for the teacher who, informed from the Teacher Assistance Tools, remains the best support for some of the thorny conceptual problems that students face in the domain of algebra.
The high scope indicates that the pedagogical analysis has identified the majority of feedback instances required in the microworld (at least for the particular tasks we are investigating). Most of the ''not designed (new)'' interventions relate to the need of supporting students' helpseeking behaviour, that is the actual use of the help features presented in Sect. 4.2 This is related to a research question outside the scope of this paper, but worth discussing. Relevant research suggests that, when interacting with intelligent learning environments, many aspects of students' affect and motivation come into play leading to help abuse or help avoidance [2] . However, little is known about the actual use of students' help-seeking behaviour in ELEs, and its relation to learning and the few studies that investigate the issue report conflicting results or are targeted to systems in well-defined domains [4, 35] .
Classroom studies
As part of our effort to try the system in situations as ecologically valid as possible, we have also conducted larger classroom studies. We have tried the system in actual classroom sessions mainly in two schools (one in London and one outside London) over a period of 2-3 h spread in different days of the week. Apart from the opportunity to test the pedagogical validity of the system, these studies allow collecting data about the overall students' perception of the system. It would have been difficult and time consuming to do that only from oth. Despite the fact that, to some extent, the data from oneto-one and small-scale studies provide more detailed (mostly qualitative) data about the use of the system, having a measure of the overall classroom perception would be difficult without the questionnaires. As an example, Fig. 7 presents boxplots of the answers to the questionnaires in Table 5 after our latest classroom studies with 12-13-year-old students. In the case of the second school, we conducted a study with the same class after 6 months and with more difficult activities (2 students were absent, and therefore, only 21 students answered the questionnaire).
There are several things that can be gleaned or analysed using the surveys. We have found them useful mostly as a means of identifying next steps and prioritising our efforts. For example, in early versions of the system in Nov 2010, we decided to dedicate more resources in improving the comprehension of the system's feedback as a large proportion of the answers (47.4 %) were below the neutral response in the Likert scale (a coarse interpretation of the results also shows that the average score was 2.58 marked with a point in the boxplot in Fig. 7 ). This provided strong evidence about the need to pay more attention on the comprehension of the messages first. It would have been difficult to obtain this information since in one-to-one studies students have a tendency to avoid providing negative feedback about the system and do not easily admit that they do not understand something-even if that is clear from their actions. Accordingly, the questionnaire responses forced us to pay more attention to the help messages in further design sessions with the help of the teachers and based on one-to-one interviews with some of the students with low answers on this item. The answers to the questionnaires also acted as a reminder to student and together with their recorded interaction helped during retrospective walkthroughs to have discussions about the system and how to improve it. Without claiming any undue statistical rigour behind the results, the perceived comprehension at the next study seems to suggest that our effort was effective. A large proportion of the students (43.4 %) provided an answer above the neutral response. Regardless, analysis of the questionnaires helped identify the individuals that seemed to have issues with understanding the messages (especially the outliers), and another iteration of improvements was performed. Most of the problems with comprehension related to long texts that were subsequently shortened. Other problems related to terminology that suggested that we should pay more attention to the way the system is introduced in the classroom. It is encouraging to observe that in the next iteration (either because of familiarity with the system and/or because of the care that the teacher took in introducing some misunderstood concept) a larger percentage of the same students (67 %) answered above the neutral response.
We used the other two indicators in a similar manner. In early versions of the systems, repetitiveness was considered an important limitation. Even if a feedback message was relevant or pedagogically valid the fact that it was repeated was clearly affecting students' perception of the feedback functionalities and a deterioration of its usage, even in occasions where the logs suggests that an intervention would have been quite relevant. We attempted to improve perceived repetitiveness by enabling the provision of the same feedback message in different wordings, mimicking human teachers. Repeating a message in a different wording has the potential to be understood better, and even if semantically the same, students do not easily perceive the similarity. With regard to helpfulness, we discerned the initial high proportion of responses below neutral (47.3 %) as a call for making more options available. Students who replied that they do not find the help of the system helpful also reported that their main problem was that they could not identify which option to select from the dropdowns on Fig. 3 . Although we simplified the list of options, pragmatic and resource limitations have not allowed us at the time of this writing to enable the system with more reactive capabilities on students' requests. Despite the fact that after the latest study a large proportion of answers is above neutral (42.8 %), the low average still acts as a reminder for future work.
Conclusion
In this paper, we argue that it has become paramount to understand how to design and evaluate intelligent exploratory learning environments. Despite the growing interest in the use of artificial intelligent techniques to support learning with and from exploratory environments, we believe that computational analysis and reasoning will be of little help when designing exploratory environments for children without a nuanced understanding of the childcomputer interaction and the types of support they need. Our focus has been secondary education students, but this point is more general and perhaps even more pertinent for younger children. Designing and developing support in an exploratory environment is a challenging and costly task: it is essential to engage in such an endeavour with a clear idea of the goal and indicative signposts that help the design as it unfolds.
Building on the literature on exploratory learning on the one hand and observations from experts' interactions with 11-13-year-old students in face-to-face and wizard-of-Oz studies, we have identified three general requirements that acted as signposts and that we believe are general enough to help other designers of computer-based intelligent support: (1) students should be interrupted rarely in their interaction, (2) support and feedback messages must be colocated with the objects that require student action and (3) support should be goal-oriented and in-line with the student's approaches and interaction. Contradicting these requirements by eager interventions, lack of attentionfocusing means, or by failing to understand the purpose of students' actions and rationale for help, tends to result in less effective learning due either to students' disengagement and frustration or to the provision of unsolicited answers on inopportune interventions. The paper depicts specific ways in which these three requirements were taken into account in the design of support for the eXpesser mathematical microworld.
Design requirements, however, can only bootstrap the design and implementation of a system; they do not guarantee its efficacy. Intelligent systems are still difficult to create and require the combination of varied types of expertise along an extended period of time. The danger of finding out that a system is not really useful enough in the end is non-negligible, and this acts as a powerful deterrent against many efforts to provide intelligent computer-based support in exploratory environments. In order to reduce this risk and to facilitate the implementation of future intelligent exploratory learning environments, a design team requires qualitatitve and quantitative methods that can indicate progress and provide insights into students' view of the system. To this end, the paper presents three indicators of student perception of helpfulness, repetitiveness and comprehension, which provide useful insights into where to focus attention and complement any qualitative research on the effectiveness of the technical approach taken. In addition, the three metrics of relevance, coverage and scope can act as early warning signs of problems in the implementation or the pedagogical analysis, providing ample opportunity for correction and improvement at every point in the development.
We advocate following a similar procedure after each iteration of the system and its usage in classroom or other activities. Even a crude analysis can provide indications of students' perception and inform design decisions and priorities. The set of metrics relevance, coverage and scope can be used both within successive iterations of a design project and across projects as a means of comparison. With regard to the three indicators we employed, further investigation is needed to establish whether they are sufficiently different and whether they provide a coherent picture of students' perception. It is important to determine whether what they measure is valid across student cohorts and across design projects. Other teams may want to use the same student perception indicators to further this work or employ the method and instruments described here to introduce new ones. In our case, although there are of course several factors that influence the results, the process of establishing values for the set of metrics and the analysis of the questionnaire responses after each iteration of the system indicated that our efforts between successive iterations were not in vain. In future work, it would be interesting to investigate gender or ability differences in the way students perceive helpfulness or repetitiveness. A preliminary analysis we have conducted begs the hypothesis that weak students find the help less repetitive and more helpful than higher ability students. Such hypotheses, once confirmed, can lead to a better understanding of the interaction between students and system with respect to help-seeking behaviours. A student has made a pattern but has not coloured it at all or the colouring is wrong (e.g. usually the same number of tiles as the number of repetitions). The student continues working ignoring this and therefore the suggestion button is enabled, indicating the existence of feedback. The student clicks help
The specificity of messages increases progressively from just indicating the problem to providing a suggestion on how to fix. Messages point to the pattern and the number of building block: This pattern is not coloured, ''How many tiles make a building block in your pattern? How many tiles does the whole pattern need to be coloured?'', ''Enter here the number of tiles you need to colour the pattern'' Explicitly requested, passive, no change, co-located text A student has constructed and coloured a pattern. They unlock the number used in the repetitions of the building block. They think they have accomplished the goal but have not checked whether their pattern is general
The system points to the animation button. ''Have you tried animating your pattern. Is it always coloured?'' A transparent layer appears on top of eXpresser and only allows the animation button to be clicked Implicitly requested, active, no change, text A student has made the pattern and has coloured it correctly for the specific number of repetitions of the building block. For example, for 4 repetitions of the building block of the green pattern, they have put 20 green tiles. The student probably fails to see the lack of generality and a suggestion is generated
Upon the student's request the system suggests to the student to change manually the number of repetitions of the building block. The student changes it to 6 and the visual feedback (lack of colouring) in combination with the repetitive action (establishing that the number of tiles now is 30) provides the student with an opportunity to start recognising variants and invariants Low, active, no change, co-located text
Continuing from the scenario above, the student does not realise the specificity of their answer. As soon as they provide the correct (albeit specific) number instead of a general expression, the system provides a reflection prompt This is one of the few occasions that the system provides an intervention without an explicit or implicit request. The prompt point to the corresponding property list and reads 'How did you calculate the correct number of tiles here''
Interruption, passive, no change,co-located text A student places single tiles on the canvas in an effort to make the given pattern. They have already placed 10 tiles in the correctplace and they don't seem to have an intention to use a building block to repeat them
The system has detected a rhythm in the way the student places tiles andprompts them to focus/find what they repeat and use this to make a pattern Low, passive, no change, text ? image A student has cluttered their canvas with tiles and numbers and struggles to construct a general rule. A clutter detection algorithm identifies possible unwanted elements ofthe student's construction Upon student's failed attempt to construct a general rule, the system points and highlights the detected elements suggesting to the student to consider whether they are necessary Interruption, passive, view, co-located text
