This paper presents investigations of thimble ionization chamber response in medium-energy kilovoltage x-ray beams (70-280 kVp, 0.09-3.40 mm Cu HVL). Two thimble ionization chambers (PTW30015 and PTW30016) were investigated, regarding the influence of the central electrode dimensions made of aluminum. Measurements were carried out in photon fields of different beam quality. Corresponding Monte Carlo simulations employing the EGSnrc Monte Carlo code system were performed. The simulations included the modelling of the x-ray tube and measurement setup for generation of x-ray spectra. These spectra were subsequently used to calculate the absorbed energy in the air cavity of the two thimble ionization chamber models and the air kerma at the reference point of the chambers. Measurements and simulations revealed an optimal diameter of the central electrode, concerning an almost energyindependent response of the ionizaton chamber. The Monte Carlo simulations are in good agreement with the measured values, expressed in beam quality correction factors k Q . The agreement was generally within 0.6% but could only be achieved with an accurate model of the central electrode including its exact shape. Otherwise, deviations up to 8.5% resulted, decreasing with higher photon energies, which can be addressed to the high yield of the photoelectric effect in the electrode material aluminum at low photon energies.
Introduction
Gas-filled, thimble ionization chambers are recommended for reference dosimetry in mediumenergy kilovoltage x-ray beams (IAEA 2001 , Ma et al 2001 , Klevenhagen et al 1996 , NAR 1996 . The definition of the term 'medium-energy x-rays' is varying among the different dosimetry protocols. We follow the definition of IAEA TRS 398 (IAEA 2001) with generating potentials > 80 kVp and half-value layers (HVL) > 2 mm Al. Dosimetry protocols require a minimal dependence of ionization chamber response on the shape of an x-ray spectrum. Despite the individual calibration factors for different beam qualities usually provided by the manufacturer, an ionization chamber should be constructed in a way, considering materials and dimensions, that a flat response results. Hence, the response is independent of beam quality as much as possible and corresponding calibration factors show only a low variation. In that case, thimble chambers are less sensitive to discrepancies between the beam qualities of the calibration laboratory and the beam qualities used in the clinic. The International Electrotechnical Commission (IEC) indicates in their international standard IEC 60731 (IEC 1997) variation limits for the response of ionization chambers in different radiotherapy beam qualities. The air kerma response of thimble ionization chambers should not vary by more than ±2% over the range of medium-energy x-rays.
For the investigation of ionization chamber response in clinical high-energy photon beams (1-50 MV-x), Monte Carlo simulations are well established (Nath and Schulz 1981 , Ma and Nahum 1993 , Kawrakow 2000b , Mainegra-Hing et al 2003 , Yi et al 2006 . The key papers of Kawrakow (2000a Kawrakow ( , 2000b demonstrated that ionization chamber response can be simulated at the 0.1% level with the EGSnrc system, normalized to its own cross sections. Verhaegen (2002) evaluated the EGSnrc code system for kilovolt photon beams and showed the superiority of the EGSnrc system over the older EGS4 code (Nelson et al 1985) . Seuntjens et al (2002) investigated ionization chamber response in low and medium-energy range. Besides the accuracy of the EGSnrc Monte Carlo code system, they demonstrated the sensitivity of their results to materials with high atomic number (Z) by means of impurities within the material composition and on the inside surface of the chamber. Similar results were reported in the study by La Russa et al (2007) .
The strong dependence of the ionization chamber response on the atomic number of the materials used for chamber construction may help to achieve the required flat response. The central electrode is often made of aluminum to 'boost' the photon response at low energies by the photoelectric effect and thus to compensate for the increasing attenuation of low-energy photons in the chamber wall. This attenuation is also caused mostly by the photoelectric effect in air-equivalent materials, such as graphite (Attix 2004) .
The purpose of the present study is to investigate the response of ionization chambers in kilovoltage medium-energy x-ray beams and the ability of an accurate state-of-the-art Monte Carlo code to reproduce the measured data. By varying the diameter of the central electrode, the chambers response as a function of beam quality was altered and the one yielding the flattest response was identified for two thimble chambers. The EGSnrc code system was used to simulate the conditions of the measurement, including the x-ray spectra and detailed models of the thimble ionization chambers. Additionally, in the Monte Carlo simulations a 60 Co beam was included to extend the results to higher beam qualities.
Methods

Measurements
Two PTW thimble ionization chambers were used, the PTW30016 and PTW30015 with 0.3 cm 3 and 1 cm 3 air cavity volume, respectively. These chambers are the successors of the PTW23332 and PTW23331. Both chambers were used together with the electrometer PTW UNIDOS R and a chamber voltage of +400 V. The ionization chambers were irradiated by a Siemens Stabilipan TR300f x-ray therapy tube with a tube voltage between 60 and 300 kVp, a tungsten anode with an angle of 30
• and a focal spot size of 8 × 8 mm 2 . The tube housing results in an equivalent filtering of 2.4 mm aluminum. Figure 1 shows a schematic representation of the measurement setup that includes the x-ray tube, additional filtration, a monitor chamber and a diaphragm for beam shaping.
For the measurements, five different beam qualities of the orthovoltage range (mediumenergy x-rays) according to the German dosimetry protocols DIN 6809-4 (NAR 1988) and DIN 6809-5 (NAR 1996) were used. DIN 6809-4 rules the dosimetry for therapeutic kilovolt x-ray beams below 100 kVp generating potential. The range of 100-400 kVp is covered by DIN 6809-5. Table 1 summarizes the different beam qualities used in this study, characterized by the tube potential, total filtration and HVL. The filtration in the measurement was achieved by the tube housing and additional aluminum and copper absorbers of different thickness. The setup included a monitor transmission chamber (PTW34014) made of graphite-coated plastic foils. This chamber was used as a reference for air kerma and ensures canceling out of tube output fluctuations. The calibration of the monitor chamber can be traced back to the primary standard laboratory of Germany, the Physikalisch Technische Bundesanstalt (PTB).
The thimble ionization chambers were placed in 50 cm distance from the focus with their geometrical reference point in the beam of 30 cm 2 size at the point of measurement. The dose measured in the monitor chamber expressed as air kerma was normalized to the chambers reading in Coulomb for the various beam qualities Q and thus yield the calibration factor N Q for the thimble chambers. Applying a normalization of these values to the calibration factor of beam quality T200 as Q 0 (see table 1) leads to the beam quality correction factor k Q (IAEA 2001) :
In the above expression, K air,monitor is the air kerma at the thimble chamber's reference point measured with the monitor chamber and M thimble is the electrometer reading of the thimble chambers used. A temperature and pressure correction was applied to the measured values. However, this is not necessary because the calibration factors N were determined at the same place and within a short period of time, so these corrections should cancel out. The calibration factor can be understood as the inverse of the ionization chambers response to radiation. The beam quality correction factor k Q represents the change of the ionization chamber calibration factor N Q relative to the reference beam quality Q 0 . The correction factor k Q was determined for the different beam qualities according to table 1. As will be shown below, the factor k Q can directly be compared to a Monte Carlo calculated value.
The manufacturer of the thimble ionization chambers provided a specimen of PTW30015 and PTW30016 with a replaceable chamber wall and central electrodes of aluminum for both chambers. The diameter of available electrodes was in the range of 0.8-1.6 mm for PTW30016 and 0.8-1.5 mm for PTW30015, respectively. Between measurements, the chamber wall could be screwed off and the central electrodes equipped with threads were changed. The beam quality correction factor k Q was determined for all diameters of the central electrode according to the procedure mentioned above.
Monte Carlo simulations
The EGSnrc Monte Carlo code (Kawrakow 2000a, Kawrakow and was used for all simulations in this study in conjunction with the user codes BEAMnrc (Rogers et al 1995 and cavity.cpp (Kawrakow 2005) . The cutoff energies were set to 521 keV (electrons) and 1 keV (photons). Furthermore, all possible adjustments of the EGSnrc code concerning the low-energy range were turned on. These included bound Compton scattering, photoelectron angular sampling following Sauter's distribution (Sauter 1931), atomic relaxation, electron impact ionization with the model of Kawrakow (2002) and Rayleigh scattering. The photon cross sections of the XCOM dataset (Berger and Hubbell 1987) were used. Bremsstrahlungs events were simulated on the basis of National Institute of Standards and Technology (NIST) differential Bremsstrahlungs cross sections Berger 1985, 1986) .
The calculation of a beam quality correction factor k Q as defined in (1) and the calculation of HVLs requires knowledge of the air kerma value at the point of measurement. For this purpose simulations using the cavity.cpp code were performed, which allows the calculation of air kerma based on an efficient semianalytical approach by calculating the expected contribution of each simulated photon to kerma at a field of interest (Williamson 1987, Mainegra-Hing and . For this purpose, the user has to define a scoring field and has to provide a set of mass energy-absorption coefficients µ en /ρ of the medium in which the kerma should be estimated. Mass energy-absorption coefficients for air (µ en /ρ) air from the NIST database (Hubbell and Seltzer 1995) were used.
For the value of air kerma in 60 Co simulations, a different approach was used. A small cylinder made of air with high density connected with a high cutoff energy for electrons in the whole calculation geometry was used. Thus, it was possible to set the dose in the small volume equal to kerma. A general discussion of methods for estimating kerma in simulations can be found in the work by Williamson (1987) .
X-ray tube simulations.
A model of the x-ray tube was implemented via BEAMnrc, with an anode and inherent filtration by a layer of aluminum. The model further included the additional filtration, the monitor chamber and the diaphragm (see figure 1) . To match the x-ray tube model with the experimental setup, the energy of the primary electrons impinging on the anode was varied, until the following requirement was fulfilled:
In this equation K air, absorber is the calculated air kerma when a HVL-absorber as defined in table 1 is present, and K air is the air kerma without the absorber. For the adjustment of beam quality according to equation (2), a combination of BEAMnrc and cavity.cpp was applied. Except for the anode, all components were modeled within cavity.cpp. Within the cavity.cpp code, the phase-space behind the anode was used as a particle-source with the BEAMnrcmodel of the anode compiled as a shared library (Kawrakow 2005 , Kawrakow and Walters 2006 . The air kerma ratios were calculated in 140 cm focus distance via a scoring field of 1 cm radius, as in case of the experimental HVL determination (table 1) . The statistical uncertainty of these calculations was ±0.2% (1 sigma level). The calculations of the x-ray spectra were performed via BEAMnrc at a focus distance of 47 cm with a subsequent analysis of the different phase-spaces via BEAMDP Rogers 2005a, 2005b) . For all BEAMnrc simulations, the important variance reduction technique directional Bremsstrahlung splitting (DBS) (Kawrakow et al 2004) was applied with a splitting factor of 9 × 10 4 , which resulted in an efficiency gain up to four orders of magnitude. The calculation time for the different x-ray spectra with a statistical uncertainty of ±0.5% (1 sigma level) of the spectral-averaged photon fluence was 2-3 h on one 2.8 GHz Intel R Pentium R D processor. A detailed efficiency study of DBS for x-ray tube modeling with a procedure to determine the optimum splitting number can be found in the work by Mainegra-Hing and .
Calculation of beam quality correction factors.
Both chambers used in the simulations were modeled with the egspp geometry package (Kawrakow 2005) . For this purpose, the wall, the cavity, the central electrode and the guard ring of the ionization chambers were modeled accurately according to the information provided by the manufacturer (figure 2). In contrast, the chamber stem was constructed in a simplified way and consists of a short piece of polymethylmethacrylate (PMMA) only. Figures 2(a) and (c) show the detailed models of the thimble ionization chambers PTW30016 and PTW30015. To investigate the influence of small constructional details of the ionization chambers, a simplified model of the chamber PTW30016 was constructed with a constant diameter of the central electrode (( figure 2(b) ). In each case, the ionization chamber models were placed with their geometrical reference point in the centre of a box consisting of air with dimensions of 9 × 9 × 6 cm 3 . The simulations were performed with the cavity.cpp application. The simulated x-ray spectra (see section above) were used as a source in a parallel beam incident to the side of the chambers. Furthermore, we used a published 60 Co spectrum (Mora et al 1999) . For the 60 Co simulations, a build up cap of 3 mm PMMA was added to the simulation models to assure charged particle equilibrium (not shown in figure 2 ). For variance reduction, the photon splitting option Fippel 2000, Rogers et al 2005a) was used with a splitting factor of 50.
To determine the beam quality correction factor k Q according to the proceeding of the measurement (equation (1)), the absorbed energy to the air cavity of the ionization chambers E abs, chamber was calculated with a statistical uncertainty of ±0.15% (1 sigma level). It was necessary to simulate 2-3 × 10 9 primary photons to achieve this uncertainty. Analogue to a real measurement situation, a calibration factor N Q can be defined in a Monte Carlo simulation for different beam qualities Q. This factor connects the chamber reading (signal) with a reference value for the dose, usually expressed in air kerma in the energy range considered here. The chamber reading itself is the actual scored absorbed energy in the air cavity of the ionization chamber E abs, chamber which is directly proportional to the accumulated charge in case of the measurement
The air kerma K air at the chamber's reference point (focus distance 50 cm), in the absence of the ionization chamber, was calculated for all photon spectra with a statistical uncertainty of ±0.1% (1 sigma level). These calculations were also performed with cavity.cpp. In case of beam quality T70-T280, the K air -values were scored via a small scoring field (diameter 1 mm), for 60 Co the approach via a small cylinder (diameter 1 mm, depth 0.3 mm) was used, as described in Section 2.2. The normalization of accumulated quantities to the primary photon fluence prim of the simulation source, which is usually applied in a Monte Carlo simulation, Normalizing the values to a reference beam quality Q 0 yields the beam quality correction factor k Q which was defined for the real measurement above as well.
The two detailed simulation models PTW30016 and PTW30015 (figures 2(a) and (c)) were equipped with central electrodes of different diameters d as used in the measurements and the corresponding beam quality correction factor k Q was determined for the five different beam qualities specified in table 1. Additionally, the factor k Q was calculated for the detailed and simplified simulation model of the PTW30016 (figures 2(a) and (b)). The total calculation time for one k Q, -value with a combined standard uncertainty of ±0.25% (1 sigma level) was about 4 h on one 2.8 GHz Intel R Pentium R D processor.
Results and discussion
Simulated x-ray spectra
In figure 3 , some of the simulated x-ray spectra according to the simulation setup given in figure 1 are shown together with measured data from the PTB (Ankerhold 2000) . The HVLs of the simulated spectra are those given in table 1, the adjusted tube voltages to reach these HVLs are given in table 2. Comparing the spectra of PTB with the simulated data of this work, a good agreement was achieved, with deviations mainly at the high-energy limit of the spectra due to the adjustment of the primary electron energy. This is most obvious for beam quality T70 ( figure 3(a) ). Depending on beam quality, variations for the primary electron energy (tube voltage) in the range of up to 9% were necessary to match the simulated and experimental HVLs. The discrepancies of the characteristic x-ray contribution of the spectra can be primarily traced back to the limitation of the energy resolution of the spectrometer system used for the measurements of the raw photon spectra (Ankerhold 2000) . However, these discrepancies are not significant for any dose calculation. Discrepancies between measured and calculated HVLs for a fixed tube voltage with deviations from about 2% up to more than 10% were also reported in previous Monte Carlo studies (Verhaegen et al 1999 , Ben Omrane et al 2003 , Ay et al 2004 , Mainegra-Hing and Kawrakow 2006 . One of the reasons for the deviations may be attributed to aged x-ray targets, which can lead to changes of the HVL values of up to 10% (Reich 1990) . A further reason is generally the discrepancy of the total filtration due to uncertainties concerning the inherent filtration. However, the calculated spectra are still in good agreement with the measured spectra concerning the low-energy limit (figure 3). Subsequent Monte Carlo calculations with both thimble ionization chambers irradiated by medium-energy x-rays were all performed exclusively with the simulated and adjusted x-ray spectra. The corresponding average photon energies are given in table 2.
Influence of central electrode constructive details on simulations
The response of a thimble ionization chamber is affected by the central electrode especially at lower photon energies. To investigate the influence of small variations in constructional details of thimble chambers, Monte Carlo simulations of the thimble chamber PTW30016 were performed with two different-shaped central electrodes (figures 2(a) and (b)). One model contains a simplified version of the central electrode with a constant diameter, the other one a detailed version of the electrode. Figure 4 shows the beam quality correction factor k Q for both models in dependence of the average energy of the different photon spectra up to 60 Co. As can be seen in figure 4 , the correction factor k Q of the model with simplified electrode shows a steep increase at lower photon energies. In this case, the ionization chamber response is much too low in comparison with the model containing the detailed electrode, which shows a fairly flat response over the whole energy range. For the lowest beam quality T70, the small difference in the shape of the central electrode results in a deviation of 8.5% for beam quality correction factor k Q . At higher beam qualities, the influence of the central electrode decreases and is well below 1% for beam quality T280. Table 3 lists the differences for both PTW30016 models concerning the absorbed energy dose in the air cavity D abs, chamber for the different photon spectra up to 60 Co. The difference in D abs, chamber is 8.5% at beam quality T70, 0.7% at T280 and decreases further to 0.1% at 60 Co. The clear differences in k Q and D abs, chamber between the two different models of PTW30016 can be traced back to the fact that the mass energy-absorption coefficient µ en /ρ of aluminum and air show an intense variation for lower photon energies due to the strong Z-dependence of the photoelectric effect (see figure 5) . Table 3 . Relative difference of the absorbed energy dose in the air cavity D abs, chamber between simplified and detailed simulation model of PTW30016 (figures 2(a) and (b)) for different photon spectra. E is the mean energy of the photon spectra. The uncertainty of calculated cavity dose is ±0.15% (1 sigma-level). For 60 Co an additional build up cap was used. With increasing photon energy, the variations of µ en /ρ decline due to the increasing Z-independent Compton scattering and lead to smaller differences between the simplified and the detailed model of the PTW30016 chamber. This investigation demonstrates the strong influence of the central electrode concerning the energy dependence of the ionization chamber response. Furthermore, the results show that an exact modeling of the central electrode (and presumably all other high-Z materials) is essential, if the replication of a measured ionization chamber response in medium-energy x-ray beams via Monte Carlo simulations is intended.
Beam quality correction factors
The beam quality correction factor k Q was calculated according to equation (4) for both ionization chamber models (figures 2(a) and (c)) and each kilovoltage beam quality (T70-T280) with a combined statistical uncertainty of ±0.25%. As in the experimental setup, the diameter of the central electrodes was varied in the range 0.8-1.6 mm. Diameters of 1.1 mm were not available for the measurements. Figure 6 shows the experimental and Monte Carlo data as a function of average photon energy of the used kilovoltage x-ray beams. Differences in the trend of the k Q -curves between PTW30015 and PTW30016 can be attributed to differences in constructional details of the thimble chambers. These constructional differences concern the air cavity volume, the guard ring, the chamber wall and the central electrode. For both thimble ionization chambers, the trend of the experimental k Q -curves can be confirmed with the Monte Carlo simulations. The datasets of simulation and measurement are in good agreement within ±0.6% with one outlier of about 1% (figures 6(e) and (f)).
Furthermore, figure 6 demonstrates the clear variation of ionization chamber response as a result of a varying electrode diameter. The PTW30016 chamber shows the lowest dependence on beam quality with an electrode diameter of 0.85 mm in the simulation as well as in the measurement (figures 6(a) and (c)). The beam quality correction factor k Q varies in the concerned energy range by less than ±1%. In contrast, an electrode diameter of 1.6 mm leads to a variation of k Q in the order of several percent. The PTW30015 thimble chamber shows the lowest dependence on beam quality with an electrode diameter of about 1 mm (figures 6(b) and (d)). A central electrode of 1.15 mm leads to a k Q -variation of about ±2%. Simulations with a diameter of 1.1 mm reveal slightly better results concerning the variation of k Q . The optimal diameter of the central electrode concerning a flat, i.e., beam quality independent, ionization chamber response was determined to be 0.85 mm for PTW30016 and 1.1 mm for PTW30015, respectively. Generally, PTW30015 shows stronger energy dependence than PTW30016. The variation of beam quality correction factor k Q with an optimal diameter of central electrode is within ±1% for PTW30016 and within ±2% for PTW30015, respectively. Thus, both thimble ionization chambers meet the requirement according to IEC 60731 concerning the variation limit of the chamber response of ±2% (see Introduction). The general reason for an optimal electrode diameter is caused by the fact that due to the chamber wall photons are absorbed to a different amount. The central electrode, on the other hand, can be understood as a source of secondary electrons. For lower photon energies, these are predominantly photoelectrons. The high cross section of the photoelectric effect at lower energies and materials with comparatively high Z will be exploited to compensate the effect of attenuation in the chamber wall for avoiding a decrease in chamber response. The proper selection of the central electrode diameter results in a more or less flat ionization chamber response. The influence of the aluminum electrode decreases with increasing photon energy, since the widely Z-independent Compton scattering results in a lower variation of mass energy-absorption coefficients µ en /ρ for the different ionization chamber materials, as mentioned in the previous section (figure 5).
Conclusion
The presented investigations demonstrate a good agreement between measured and Monte Carlo simulated ionization chamber response in medium-energy x-rays. The difference of beam quality correction factor k Q between measurements and simulations is generally below 0.6% (with one deviation of about 1%), with a combined standard uncertainty in calculated k Q -factors of ±0.25%.
The remaining differences can be addressed to the simple implementation of the chamber stem, production tolerances of chamber components with high Z as well as uncertainties of the underlying cross sections in this energy range. Furthermore, the applied Monte Carlo calculations were limited to common particle transport, electrical effects as the influence of the electric field distribution in the air cavity, dark currents, etc, were not included in the simulations.
It was demonstrated that the response of the thimble ionization chambers varies clearly with variation of the diameter of central electrode over the energy range considered in this study. Measurements and Monte Carlo simulations with the thimble chambers PTW30015 and PTW30016 yield an optimal diameter of central electrode regarding an almost energyindependent ionization chamber response. The optimal diameter of the central electrode was determined to be 0.85 mm for PTW30016 and 1.1 mm for PTW30015, respectively. Generally, the PTW30015 chamber shows stronger energy dependence compared to PTW30016 in the simulation as well as in the measurement. The variation of beam quality correction factor k Q with an optimal diameter of central electrode is within ±2% for PTW30015 and within ±1% for PTW30016, respectively. The diameters identified as optimal are actually used in both thimble chambers available from the manufacturer.
Furthermore, the simulations show that good agreement to corresponding measurements requires a detailed model of the ionization chambers involved. This was clearly demonstrated by comparing two models of the thimble ionization chamber PTW30016 with different implementations of the central electrode. Although the shape of the electrode varied just by the shape of the lower parts, differences in the response of up to 8.5% at the lowest beam quality (T70) resulted. This was addressed to the dominance of the photoelectric effect, which depends strongly on Z and thus is highest in the aluminum electrode. At higher energies, the influence on constructional details of the central electrode is less significant due to the increasing importance of the almost Z-independent Compton scattering. Hence, the need for a very detailed model of the central electrode might be relaxed for clinical megavoltage beams, although measurements inside a water phantom will result in a large fraction of scattered and thus low-energy photons at the point of measurement. Therefore, the adjustment of the thimble ionization chamber to a flat response in medium-energy x-rays is also of some importance for the application in megavoltage beams. To investigate the influence of constructive details in clinical high-energy photon beams, further investigations are necessary and are left for the future.
The presented Monte Carlo simulations are appropriate to characterize and to optimize the behavior of ionization chambers in medium-energy x-ray beams. The strong material dependence in low-energy photon beams caused by the photoelectric effect can be used to optimize the geometry and the design of ionization chambers with regard to an at least energyindependent response of the chambers. As presented in this study, Monte Carlo simulations are a powerful tool to aid this optimization process.
