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Marked or object point processes were successfully introduced as prior
distributions in spatial pattern analysis by statisticians involved in image processing
[2,10,32,20,25,26,24]. One of their main contributions consists of modelling the
image as a collection of objects rather than as a set of numerical values. Following
these directions, solutions were brought to questions arising from the analysis of
two-dimensional remotely sensed images. Models based on marked point processes
were proposed to extract and analyse complex geometrical shapes like hydro-
graphical and road networks or building conﬁgurations [3,15,19,29].
Despite the very good results obtained in dealing with two-dimensional problems,
very few work has been done in analysing and extracting three-dimensional patterns
using marked point processes.
The ﬁrst part of the paper tries to ﬁll a real need, proposing a new marked point
process—the Bisous model—able to simulate complex three-dimensional spatial
patterns. The patterns are supposed to be random conﬁgurations of simple objects
like segments, polygons or polyhedra. The local interactions exhibited by these
objects allow to form complex geometrical structures like ﬁlaments, surfaces (curved
plates) and clusters. Theoretical properties of the model are discussed.
The construction of the Bisous model allows for the proposition of maximization
criteria, such as posterior laws, likelihood or pseudo-likelihood functions. Hence, an
appropriate optimization procedure is needed.
The second part of the paper is dedicated to the construction of a simulated
annealing algorithm adapted to the presented model. This method is a global
optimization technique borrowed from statistical physics [13]. The algorithm works
by sampling the probability law of interest under the control of an extra parameter,
the temperature. If the temperature is cooled slowly enough, the algorithm converges
towards conﬁgurations maximizing the probability law of interest, avoiding the local
maxima. Obviously, the main ingredients needed when implementing such a method
are a sampling method for the probability law to simulate from and a cooling
schedule driving the temperature. When discrete models deﬁned on a ﬁnite state-space
are used, the convergence of such an algorithm is proved in Geman and Geman [4]
and Hajek [9]. The case of marked point processes simulated using a spatial birth-
and-death dynamics is tackled by van Lieshout [32]. The simulated annealing method
we propose here is based on Metropolis–Hastings dynamics. A proof of the
convergence of the algorithm is also given, allowing for the derivation of a cooling
schedule equivalent to the one presented by Geman and Geman [4] and Hajek [9].
The paper continues with the presentation of a simulation study and, ﬁnally,
conclusions and perspectives are depicted.2. Object point processes: preliminaries and notations
Let n be the Lebesgue measure in R3, K a compact subset of R3 of positive
measure, and ðK ;BK ; nÞ the natural restriction to K of ðR3;B; nÞ.
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that consist of n not necessarily distinct points ki 2 K. K0 is the empty conﬁguration.
We consider the conﬁguration space given by OK ¼
S1
n¼0 Kn equipped with the s-
algebra FK generated by the mappings fk1; . . . ; kng7!
Pn
i¼1 1fki 2 Bg that count the
number of points in Borel sets B 2 BK . A point process on K is a measurable map
from a probability space into ðOK ;FK Þ.
To each point, different characteristics may be attached by means of a marked
point process. Let us consider a point process on K 
 M as the random sequence
y ¼ fðki; miÞgni¼1, where ki 2 K is the location of the point and mi 2 M its attached
mark. Furthermore, the mark space, M, is equipped with the corresponding s-
algebra,M, and the probability measure nM . The point process on K 
 M is called a
marked point process if the marginal distribution based only on locations is a point
process on K [33]. A marked point process with marks designing characteristics of
objects, is commonly named an object point process.
We have all the freedom to choose the objects. From a mathematical point of
view, it is perfectly possible to construct a mark space taking into account an inﬁnite
typology of objects.
Here, we consider a conﬁguration of objects as a ﬁnite set of marked points.
Similarly, as for the unmarked case, for n 2 N0, Xn is the set of all (unordered
conﬁgurations) y ¼ fy1; . . . ; yng consisting of not necessarily distinct marked points
yi 2 K 
 M. X0 is the conﬁguration with no objects. The conﬁguration space can be
written as O ¼ S1n¼0 Xn and equipped with the s-algebra F deﬁned by the mapping
that counts the number of marked points in Borel sets A  K 
 M. An object point
process is a measurable map from a probability space into ðO;FÞ.
The simplest object point process, at our best knowledge, is the Poisson object
point process of probability measure
mðF Þ ¼
X1
n¼0
enðKÞ
n!
Z
K
M
  
Z
K
M
1F fðk1; m1Þ . . . ; ðkn; mnÞg

dnðk1Þ    dnðknÞdnMðm1Þ . . . dnM ðmnÞ
for all F 2F. According to a Poisson law of intensity nðKÞ, m distributes the
objects uniformly in K, with their corresponding shapes chosen independently
according to nM .
When interactions between objects have to be taken into account, more
complicated models are needed. They can be constructed by specifying a Radon-
Nikody´m derivative pðyÞ with respect to m. The negative logarithm UðyÞ ¼  log pðyÞ
is known by the physicists as the total Gibbs energy of a system of particles y.
For any speciﬁed object point process, the integrability of its unnormalized
probability density with respect to a Poisson object process is ensured by the Ruelle’s
condition [27], that requires
pðyÞ
pð;ÞpL
nðyÞ (1)
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stable.
An even stronger condition than (1) is deﬁned as follows:
lðx; yÞ ¼ pðy [ fxgÞ
pðyÞ pL (2)
with L40 and ﬁnite, for all y 2 O and x 2 K 
 M. Function lðx; yÞ is called
Papangelou conditional intensity.
If condition (2) is satisﬁed the model is said to be locally stable. This condition is
also needed to prove the convergence properties of the Monte Carlo dynamics when
simulating the model.3. Bisous model: a general model for spatial patterns
The main hypothesis set throughout this paper is that a spatial pattern is the
realization of an object point process—called Bisous model. In other words, we think
of a pattern as a random collection of objects that interact. For instance, segments
that connect and have close orientations may form ﬁlaments (lines). In the same way,
polygons or polyhedra that group together under similar conditions may give birth
to surfaces (planes) or volumes (clusters), respectively.
In this section we are ﬁrst presenting some objects and their ways of interaction, in
order to form patterns like the ones mentioned above. Next, the probability density
corresponding to our model, the Bisous model, is introduced. Some analytical
properties of the proposed marked process are ﬁnally discussed.
3.1. Definition of objects
The generating objects used to form patterns are described by their random
location in K and their corresponding mark. Here, the mark is represented by a
three-dimensional random orientation vector o. Its corresponding parameters o ¼
fðy; ZÞ are uniformly distributed on M ¼ ½0; 2pÞ 
 ½1; 1 such that
o ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 Z2Þ
p
cosðyÞ;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 Z2Þ
p
sinðyÞ; ZÞ.
Patterns are made of grouped objects. Hence an attraction region is induced around
an object by a ﬁnite number q of rigid extremity points fe1; e2; . . . ; eqg. Extremity
points are indexed, so that we can identify them with their subindex.
Deﬁnition 1. The attraction region aðyÞ around an object y ¼ ðk;oÞ is deﬁned by the
disjoint union aðyÞ ¼ Squ¼1 bðeu; raÞ, where bðeu; raÞ is the ball of ﬁxed radius ra
centered in eu.
In the following, we give some deﬁnitions of interactions that will be used either
for favouring or for penalizing conﬁgurations of objects, hence leading to different
kind of patterns.
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pairs of indices corresponding to the extremity points allowed to form an attraction
interaction.
For instance, attraction may be allowed only if extremity points with even indexes
are closer than ra.
Deﬁnition 3. Let us consider two given objects y1 ¼ ðk1;o1Þ and y2 ¼ ðk2;o2Þ.
We shall say that they are attracting each other, and we write y1ay2, if the set
fðu; vÞ : 1pu; vpq; dðeuðy2Þ; evðy2ÞÞprag
contains only one element that veriﬁes the condition C.
We shall say that they exhibit a hard-repulsion, and we write y1hy2, if dðk1; k2Þp
2rh. The same objects exhibit a soft-repulsion y1ry2, if 2rhodðk1; k2Þprs ¼ 2rh þ r.
Here we consider 0ororhors.
We shall say they are aligned, and write y1ky2, if
o1  o2X1 t
where t 2 ð0; 1Þ is a predeﬁned curvature parameter and  designs the scalar product
of the two orientation vectors.
They are said to be connected, denoted y1sy2, if they attract each other (y1ay2)
and the following conditions are simultaneously fulﬁlled:
y1fhy2,
y1ky2.
Deﬁnition 4. Let R be the set of all possible interactions between objects constructed
on K 
 M that are pairwise, local (distance based), symmetric and induce
measurable mappings on F.
All the relations deﬁned previously are symmetric and reﬂexive, with the exception
of the attraction and the connectivity, which are just symmetric. It can be checked
that h;r;a;s belong to R. The interaction k does not belong to R since it is
not local.
Deﬁnition 5. An object is said to be s-connected if it is connected at exactly s from its
q extremity points. If s ¼ 0, the object is called free.
Deﬁnition 6. Two objects are of the same type if they are deﬁned on the same
parameter space, have the same number of extremity points q and follow the same
attraction rule C.
In this paper, a pattern is a conﬁguration of objects of the same type.
Example 1 (Line pattern). In Fig. 1a we show a generating element to form
ﬁlamentary networks. It is a segment of ﬁxed length 2ðr þ raÞ, centered at the origin,
ARTICLE IN PRESS
y
x
ω =z
O
                     region
Spheres : attraction 
e2
e1
r=rh
ra
z ω =
x
y
e6
e5
e4
e3
e2 e1
r
ra
Spheres : attraction 
region
zω =
x
y
O
e11
e12
e9
e10
e8
e7
e6
e3
e4
e1
e2
e5
r+ra
(a) (b)
(c)
Fig. 1. Generating elements: (a) Line pattern, (b) planar pattern, (c) cluster pattern.
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eu ¼ 0; 0; ðr þ raÞ sin
ð2u  1Þp
2
 
; 1pupq
and orientation vector o ¼ ð0; 0; 1Þ.
The repulsion radii are rh ¼ r and r ¼ 4ra respectively. In this case, the attraction
rule C is deﬁned such that two given objects y1 and y2 attract each other only by
means of extremity points euðy1Þ and evðy2Þ having different indices uav. Hence, the
attraction rule is C ¼ fð1; 2Þ; ð2; 1Þg.
Clearly, such a segment with random location and random orientation can be
obtained by means of a translation combined with two rotations applied to the
segment [11].
Example 2 (Planar pattern). In Fig. 1b, the generating element for a planar pattern
is considered as the hexagone centered at the origin, with the orientation vector
o ¼ ð0; 0; 1Þ and q ¼ 6 extremity points given by
eu ¼ ðr þ raÞ cos
ð2u  1Þp
6
; ðr þ raÞ sin
ð2u  1Þp
6
; 0
 
; 1pupq.
The repulsion regions are deﬁned exactly in the same way as in the previous
example. In this case, the rule C is deﬁned such that ju  vj ¼ 3 for the pair of
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attraction rule is C ¼ fð1; 4Þ; ð4; 1Þ; ð2; 5Þ; ð5; 2Þ; ð3; 6Þ; ð6; 3Þg.
Example 3 (Cluster pattern). In Fig. 1c we show, as the generating element for a
clustered pattern, the cuboctahedron having its center at the origin, the orientation
vector o ¼ ð0; 0; 1Þ and q ¼ 12 extremity points such that
eu ¼ ððr þ raÞ cosðau þ buÞ; ðr þ raÞ sinðau þ buÞ; ðr þ raÞ sinðbu=2ÞÞ 1pqp12,
where au ¼ p4 ð2u  1Þ and bu ¼ p2 ½u54 .
Rejection regions are deﬁned around the object exactly like in the previous cases.
Here, the rule C is deﬁned such that the attraction between two objects yi and yj
occurs by means of the extremity points euðyiÞ and evðyjÞ such that u and v are
opposite indices. By opposite indices ðu; vÞ we design the following pairs of
authorized attracting indices ð1; 10Þ, ð2; 11Þ, ð3; 12Þ, ð4; 9Þ, ð5; 7Þ, ð6; 8Þ and their
symmetrics, respectively.
We have proposed in our examples attraction rules between objects of the same
type. Depending on the kind of applications, we can think of more complex
mechanisms of attraction or any other interaction exhibited by pairs of objects that
are not of the same type.
3.2. Construction of the probability density
Following Reiss [22] (Section 3.1) and van Lieshout and Stoica [35] (Lemma 1),
we have
Lemma 1. Mappings counting up the number of s-connected objects ns for s ¼
0; 1; 2; . . . ; q in a configuration of objects of the same type y 2 O, are measurable with
respect to F.
For a conﬁguration of objects of the same type y ¼ fy1; . . . ; yng, the Bisous model is
deﬁned by the following probability density with respect to the reference Poisson
object process
pðyÞ ¼ pð;Þ
Yq
s¼0
gnsðyÞs
" # Y
k2GR
gnkðyÞk , (3)
where gs40; gk 2 ½0; 1 are the model parameters, pð;Þ is the normalizing constant
and G is the set that contains the pairwise interactions from R taken into account to
build the pattern y. If gk ¼ 0 the interaction k is said to be hard-core (we use the
convention 00 ¼ 1). For each s and k, the sufﬁcient statistics nsðyÞ and nkðyÞ
represent, respectively, the number of s-connected objects and the number of pairs of
objects exhibiting the interaction k in a conﬁguration y.
Lemma 2. The Bisous model specified by (3) is locally stable.
Proof. K is a compact subset of R3 such that 0onðKÞo1. If h 2 G and it is a hard-
core interaction (i.e. gh ¼ 0), there is a maximum of objects nmax that can be
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lðz; yÞp
Yq
s¼0
maxfgs; g1s gnmax ¼ L.
Even if G contains no such hard-core interaction, the model is still locally stable.
We notice that the maximum number of non-connected objects, that can connect
another object via only one extremity point, is 12—the kissing number. The bound
for the conditional intensity becomes
L ¼
Yq
s¼0
maxfgs; g1s g12. (4)
As far as connectivity requires alignment between the interacting objects, we can
ﬁnd smaller bounds for L depending on the allowed curvature t. &
Theorem 1. The unnormalized density (3) of the Bisous model specifies a well-defined
object point process.
Proof. The ðO;FÞ-measurability of the Bisous model follows from the deﬁnition of
R and Lemma 1. The local stability property implies Ruelle’s stability (1) that
guarantees the integrability of (3). &
The Bisous model exhibits symmetric pairwise interactions that are local. The
s-connectivity is also symmetric and has a range of 2ðrh þ raÞ. By these arguments,
and similar ones shown in van Lieshout and Stoica [34], for the Candy model, we
infer that the Bisous model belongs to the class of (Ripley–Kelly) Markov point
processes [23].4. Simulated annealing algorithm
In many practical applications such as pattern recognition, image analysis or
particle physics, there is a lot of interest in maximizing probability laws pðyÞ given
by (3).
The commonly adopted solution is the simulated annealing method [4,13], a global
optimization method that iteratively samples from
pnðyÞ / ½pðyÞ
1
Tn (5)
with Tn the temperature parameter. When Tn ! 0 slowly enough, the algorithm
generates a Markov chain which converges in distribution towards the uniform
distribution over the set of conﬁgurations maximizing pðyÞ.
In the following, we present the two ingredients needed for implementing such an
optimization technique, a sampling method and a cooling schedule.
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Sampling from densities of marked point processes requires from Monte Carlo
techniques, since their normalizing constant is analytically untractable. The idea
behind these methods is to construct a transition kernel Pnðy; AÞ of invariant
distribution
pnðAÞ ¼
Z
A
pnðyÞmðdyÞ (6)
to iteratively simulate a Markov chain. If the simulated chain is aperiodic and f-
irreducible then the invariant distribution is unique and it is also the equilibrium
distribution of the chain.
Two other very important properties are needed when constructing a Markov
chain: the Harris recurrence and the geometric ergodicity. The ﬁrst property ensures
the convergence to the equilibrium distribution independently of the initial
conditions, whereas the geometric ergodicity often implies a Central Limit Theorem.
For a deeper look on these properties we suggest Geyer [5] or Tierney [31] and the
excellent monograph Meyn and Tweedie [17].
Several choices may be depicted among the existing sampling methods, such as
spatial birth-and-death processes, reversible jumps dynamics, or the much more
recent exact simulation methods [6,5,7,12,33,34,21].
The Bisous model (3) exhibits a high local stability constant (4). Furthermore the
model is nor monotonic neither anti-monotonic in the sense of Kendall and Møller
[12]. This fact leads us to discard, from the set of candidate samplers, the methods
based on spatial birth-and-death processes and the associated exact simulation
algorithms, like coupling from the past or clan of ancestors. These methods work
perfectly in theory, but in practice such a choice restricts the simulation of the model
to a limited range of parameters.
We gave our preference to the Metropolis–Hastings dynamics [6,5], a special case
of the reversible jump Monte Carlo framework in Green [7].
The transition kernel built to explore the state-space uses three types of
transition: Birth—with probability pb a new object z, sampled from the birth rate bðy; zÞ,
is proposed to be added to the present conﬁguration y; the new conﬁguration
y0 ¼ y [ fzg is accepted with probability
min 1;
pd
pb
dðy [ fzg; zÞ
bðy; zÞ
pnðy [ fzgÞ
pnðyÞ
 
. (7) Death—with probability pd an object z from the current conﬁguration y is chosen
according to the death proposal dðy; zÞ; the probability of accepting the new
conﬁguration y0 ¼ ynfzg is computed reversing the ratio (7). Change—with probability pc choose an object x in the conﬁguration y according
to probability qðy; xÞ; using the proposal cðy; x; zÞ, accept the new conﬁguration
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min 1;
qðynfxg [ fzg; zÞ
qðy; xÞ
cðynfxg [ fzg; z; xÞ
cðy; x; zÞ
pnðynfxg [ fzgÞ
pnðyÞ
 
. (8)
Usually, uniform proposals cðy; x; zÞ are used. The old object x is changed into the
new one z by modifying its initial parameters in a local neighborhood. For the
proposed transition kernel, we use three change moves that act, respectively, on the
center and the mark of a considered object.
The uniform choices bðy; zÞ ¼ 1nðKÞ and dðy; zÞ ¼ 1nðyÞ are commonly adopted for
their simplicity and because they guarantee the irreducibility, the Harris recurrence
and the geometric ergodicity of the simulated chain. For the probabilities pb, pd and
pc, all the convergence properties are preserved as long as pb þ pd þ pcp1.
Nevertheless, when the model to simulate from exhibits complicated inter-
actions, such an update mechanism built of uniform birth and death proposals
may be very slow in practice. We adopt here the strategy proposed for simulating
the Candy model [35], that recommends the use of adapted moves which help the
model.
In our case, the considered adapted move is a non-uniform mixture for the birth
proposal
bðy; zÞ ¼ p1
nðKÞ þ p2baðy; zÞ
with p1 þ p2 ¼ 1 and baðy; zÞ a probability density proposing attracting and well
aligned objects.
Similarly to the two-dimensional case presented in van Lieshout and Stoica [35],
the expression of baðy; zÞ is given by
baðy; zÞ ¼
1
nðAðyÞÞ
X
y2AðyÞ
~bðy; zÞ,
where AðyÞ is the set of objects in the conﬁguration y which are not q-connected.
Hence, the objects contained in the set A have at least an extremity point able to
make connections with another object. After choosing uniformly an object y from
the set AðyÞ, a new object z ¼ ðkz;ozÞ of parameters ðk; y; ZÞ is proposed to be added
using the density
~bðy; zÞ ¼ f ðkjyÞgðyÞhðZÞ. (9)
The uniform updates are used in (9) as follows:
f ðkjyÞ ¼ 1fk 2 ~aðyÞg
nð ~aðyÞ \ KÞ , (10)
gðyÞ ¼ 1, (11)
hðZÞ ¼ 2
t
1fZ 2 ð1 t; 1Þg, (12)
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y which are not containing the extremity of any other attracting object in the
conﬁguration y. Clearly, using y and Z, the direction vector oz is obtained by means
of one translation and two rotations such that the alignment conditions are satisﬁed
with respect to oy. By means of a translation respecting the corresponding attraction
rule C, the point k becomes the center of the new object kz.
This birth rate leads the model to propose conﬁgurations with connected objects
much more often than using the simple uniform proposal.
Following van Lieshout and Stoica [35], the use of such an adapted transition
kernel is guaranteed with all the mentioned convergence properties, provided that
sup
z2O;nðyÞ¼n
dðy [ fzg; zÞ
bðy; zÞ ! 0
when n !1.
4.2. Cooling schedule
The second key element of a simulated annealing algorithm is the cooling
schedule. For instance, in the case of ﬁnite state-spaces, a logarithmic cooling
schedule is proved to be optimal when used with the Gibbs sampler [4]. The same
result is obtained by Hajek [9] when a different Markov chain is used.
The case of marked point processes is more delicate since the state-space is inﬁnite.
The proof of the existence of a simulated annealing based on a spatial birth-and-
death sampler is given in van Lieshout [32].
In this section, we prove the convergence of a simulating annealing algorithm
based on the Metropolis–Hastings previously introduced.
Theorem 2. Let O% be the set of configurations maximizing pðyÞ given by (3) and assume
mðO%Þ40. Let Tn be a sequence such that limn!1 Tn ¼ 0 and consider the probability
densities pn given by (5) with respect to the reference measure m on O. Then the sequence
pn ¼
R
pndm as in (6) converges in total variation to the uniform distribution on O%.
Moreover, the sequence of probability densities satisfies
X1
n¼1
kpn  pnþ1ko1, (13)
where k  k stands for the total variation distance.
Proof. See the proof in van Lieshout [32, Section 6.1, Lemma 9]. &
The Dobrushin’s coefﬁcient is a useful tool for proving the convergence of
simulated annealing algorithms [4,9,32].
Deﬁnition 7. For a transition kernel Qð; Þ on ðO;FÞ, Dobrushin’s contraction
coefﬁcient cðQÞ is deﬁned by
cðQÞ ¼ sup
x;y2O
kQðx; Þ  Qðy; Þk. (14)
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ðO;FÞ, defined by the transition kernels
Qnðy; F Þ ¼ Pdnðy; F Þ,
where Pdn is the application d-times of the transition kernel Pn defined by the
Metropolis– Hastings updates (7) and (8). Assume also that conditions
X1
n¼1
kpn  pnþ1ko1 (15)
and
lim
n!1
cðQn0 ;nÞ ¼ 0 (16)
hold for all n0X0 and transition probabilities Qn0;nðy; F Þ ¼ PðY n 2 F jY n0 ¼ yÞ. Then,
the limit limn!1 pn ¼ p1 exists and also limn!1 p0Q0;n ¼ p1 in total variation, for
any initial distribution p0.
Proof. Since pn is the invariant measure of Pnðy; F Þ by construction, it is also the
invariant measure for Qnðy; F Þ. The condition (15) is clearly provided by Theorem 2.
Let us suppose the condition (16) is veriﬁed. Hence, by van Lieshout [32, Section 3.2,
Theorem 4] the proof is completed. &
Thus, we still have to show that the Dobrushin’s condition (16) is fulﬁlled.
Lemma 3. Let Qnðy; F Þ ¼ Pdnðy; F Þ be the transition kernel given in Theorem 3. If the
step d is a finite integer, such that nðyÞpd for all the configurations of objects y 2 O,
then the Dobrushin’s condition (16) holds.
Proof. By the properties of Dobrushin’s coefﬁcient and by the arguments in van
Lieshout [32, Section 3.2, Lemma 5] the proof is completed if
cðQnÞp1
1
n
. (17)
Let us compute Pdnðy;X0Þ, the probability of going from any y 2 O to the empty
conﬁguration in d steps. One such way is got by proposing and accepting nðyÞ death
moves, and then staying in the empty conﬁguration another d nðyÞ steps. By means
of Kolmogorov–Chapmann equations, we can write the following inequality:
Pdnðy;X0ÞXPnðyÞn ðy;X0ÞPdnðyÞn ð;;X0ÞXðpbDnÞd (18)
with the term Dn given by
Dn ¼ 1
nðKÞL1=Tn .
It is easy to check that Dn is a bound for the probability of accepting a death
obtained by reversing (7). Under smooth assumptions we have
1Xmin 1;
pbnðyþ 1Þ
pdnðKÞ
pnðynfZgÞ
pnðyÞ
 
X
pb
pdnðKÞ
1
L1=Tn
.
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lX0 ðAÞ ¼
1 if A ¼ X0;
0 elsewhere;
(
lOnX0 ðAÞ ¼
1 if A  OnX0;
0 elsewhere;
(
we obtain from (18)
Pdnðy; AÞXðpbDnÞdlX0 ðAÞ (19)
and
Pdnðy; AÞp1 ðpbDnÞdlOnX0 ðAÞ. (20)
By grouping together Eqs. (19) and (20) we have
jPdnðx; AÞ  Pdnðy; AÞjp1 ðpbDnÞd½lX0 ðAÞ þ lOnX0 ðAÞ. (21)
Clearly, for A ¼ X0 or A  OnX0 inequality (21) becomes
jPdnðx; AÞ  Pdnðy; AÞjp1 ðpbDnÞd. (22)
If A ¼ X0 [ A1 with A1  OnX0, we have
Pdnðx; AÞ ¼ Pdnðx;X0Þ þ Pdnðx; A1Þ
¼ Pdnðx;X0Þ þ 1 Pdnðx;X0Þ  Pdnðx;OnX0nA1Þ
¼ 1 Pdnðx; BÞ
with B ¼ ðOnX0nA1Þ  ðOnX0Þ. In this case, inequality (22) is still fulﬁlled
jPdnðx; AÞ  Pdnðy; AÞj ¼ jPdnðy; BÞ  Pdnðx; BÞjp1 ðpbDnÞd. (23)
Therefore, replacing inequalities (22) and (23) in (14), we obtain that
cðQnÞp1 ðpbDnÞd.
Obviously, a cooling schedule can be found if
pb
nðKÞL1=Tn
 d
X
1
n
yielding, under mild conditions,
TnX
d log L
logðnÞ þ d log pbnðKÞ
whenever n !1. &
4.3. Simulation study and discussion
In this section we show examples of patterns obtained by sampling from the
Bisous model.
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R.S. Stoica et al. / Stochastic Processes and their Applications 115 (2005) 1860–1882 1873The Metropolis–Hastings dynamics used to simulate the model has, for the
transition kernel, the following parameters pb ¼ 0:4, pd ¼ 0:3 and pc ¼ 0:3. All the
simulations were started from the empty conﬁguration.
Concerning the simulated annealing, a good choice of the initial temperature
T0 ¼ d log L is crucial. If the algorithm is started with a too small initial
temperature, it may get ‘‘frozen’’ in a local optimum. However, it is often the case
in practice that a compromise needs to be found since the theoretical value of T0
may be rather high [4]. This problem cannot be avoided in this case, neither. Clearly,
we have an upper bound for the local stability constant (4). Conditions of Theorem 3
are easily respected if hard-core interactions between the objects forming a pattern
are considered. If such conditions are not suitable for the problem on hand, the
conﬁguration state-space may be truncated, if prior knowledge with respect to the
number of objects in a pattern, is available. Hence, we can easily compute values of d
and log L satisfying the convergence properties of the simulated annealing
algorithm. But like in the ﬁnite state-space case, the cooling schedule is slow from
a practical point of view. These reasons led us to consider the approximation of the
cooling schedule
Tn ¼
1
logðn þ 1Þ (24)
with the parameters values d ¼ 1000 and L ¼ 0:001.
The simulated annealing algorithm was implemented using the Metropolis–Hast-
ings dynamics with the parameters previously mentioned parameters. As indicated
by Theorem 3, the temperature is lowered using (24) every d steps.
Example 1 (Line pattern, continued). The model was simulated in a three-
dimensional window, K ¼ ½0; 100 
 ½0; 100 
 ½0; 100. The parameters of the object
presented in Fig. 1a are r ¼ 5:0 and ra ¼ 0:5. The t parameter for the alignment is
0.125. The soft repulsion is combined with alignment so that conﬁgurations made of
objects that are separated by a distance smaller than rs and that are not well aligned
will be penalized.
The connectivity parameters of the Bisous model density (3) were g0 ¼ 0:001,
g1 ¼ 0:1, g2 ¼ 5:0, the pairwise interaction parameters were gh ¼ 0 and the
penalization parameter for the soft-core repulsion combined with bad alignment
was gr;k ¼ 0:1.
The presented Metropolis–Hastings dynamics was run for 107 iterations, whereas
the simulated annealing algorithm was run for 5
 107 iterations. The results of the
simulation are shown in Figs. 2 and 3. The spherical representation of the pattern is
obtained drawing the sphere designing the hard-core repulsion around the center of
each object, whereas the segment representation was obtained plotting for each
object the segment formed by its corresponding q ¼ 2 extremity points. Sufﬁcient
statistics were observed every 103 steps, within a window W ¼ ½20; 80 
 ½20; 80 

½20; 80 in order to prevent bias [1].
The pattern obtained simulating from the Bisous model with the chosen
parameters, when using a Metropolis–Hastings dynamics, tends to connect segments
ARTICLE IN PRESS
Fig. 2. Line pattern obtained by sampling from the Bisous model with a Metropolis–Hastings dynamics:
(a) Spherical representation, (b) segment representation, (c) the evolution of the total number of objects in
the pattern, (d) n¯t ¼ 31:60 cumulative mean of the total number of objects in a conﬁguration.
R.S. Stoica et al. / Stochastic Processes and their Applications 115 (2005) 1860–18821874but it has quite a random structure. We can notice that, when the temperature is
lowered, i.e. running the simulated annealing algorithm, the segments are getting
connected much more often forming ﬁlaments.
Example 2 (Planar pattern, continued). The object presented in Fig. 1b has the same
geometrical parameters and the same pairwise interactions as in the previous
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Fig. 3. Line pattern obtained by sampling from the Bisous model with a simulated annealing algorithm:
(a) Spherical representation, (b) segment representation, (c) the evolution of the total number of objects in
the pattern, (d) n¯t ¼ 76:91 cumulative mean of the total number of objects in a conﬁguration.
R.S. Stoica et al. / Stochastic Processes and their Applications 115 (2005) 1860–1882 1875example. The main difference comes as explained earlier, from the number of
possible connections q ¼ 6 and the pre-deﬁned attraction rule C.
The connectivity parameters of the probability density (3) were g0 ¼ 0:001,
g1 ¼ 0:15, g2 ¼ 0:3, g3 ¼ 0:9, g4 ¼ 1:5, g5 ¼ g6 ¼ 5:0 and the pairwise interaction
parameters were gh ¼ 0 and gr;k ¼ 0:1. The model was simulated in a three-
dimensional window, K ¼ ½0; 100 
 ½0; 100 
 ½0; 100.
The number of iterations for the algorithms, the spacing for taking the samples,
and the size of the observation window were exactly the same ones as used for the
line pattern case. The results of the simulation are shown in Figs. 4 and 5. The
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Fig. 4. Planar pattern obtained by sampling from the Bisous model with a Metropolis–Hastings dynamics:
(a) Spherical representation, (b) polygonal representation, (c) the evolution of the total number of objects
in the pattern, (d) n¯t ¼ 45:49 cumulative mean of the total number of objects in a conﬁguration.
R.S. Stoica et al. / Stochastic Processes and their Applications 115 (2005) 1860–18821876polygonal representation is obtained drawing, around the center of each object, the
hexagone formed by its extremity points.
For the given parameters, the pattern obtained with Metropolis–Hastings does not
connect too many hexagones in order to form planar structures. Still, when the
temperature is lowered, obvious surfaces structures are formed.
Example 3 (Cluster pattern, continued). The object represented in Fig. 1c was used
to simulate clustered patterns. The same geometrical parameters and pairwise
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Fig. 5. Planar pattern obtained by sampling from the Bisous model with a simulated annealing algorithm:
(a) Spherical representation, (b) polygonal representation, (c) the evolution of the total number of objects
in the pattern, (d) n¯t ¼ 72:63 cumulative mean of the total number of objects in a conﬁguration.
R.S. Stoica et al. / Stochastic Processes and their Applications 115 (2005) 1860–1882 1877interactions were used as in the previous cases. The difference consisted in the
number of extremity points to be connected (now q ¼ 12) and the associated
attraction rule.
The connectivity parameters of the sampled probability density (3) were
g0 ¼ 0:001, g1 ¼ 0:15, g2 ¼ 0:3, g3 ¼ 0:9, g4 ¼ 1:5, gs ¼ 5:0 with s ¼ 5; . . . ; 12. The
pairwise interaction parameters as well as the size of the sampling window were the
same as in the previous two examples.
The number of iterations for the algorithms, the subsampling spacing and the size
of the observation window remained unchanged. The results of the simulation are
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R.S. Stoica et al. / Stochastic Processes and their Applications 115 (2005) 1860–18821878shown in Figs. 6 and 7. The polyhedral representation is obtained drawing, around
the center of each object, the cuboctahedron formed by its extremity points.
For the given parameters, the pattern obtained with Metropolis–Hastings does not
connect too many polyhedra forming clustered structures. Still, when the
temperature is lowered, obvious clustered volume structures are formed.
The parameters chosen for the previous examples were ﬁxed in order to favor
the connectivity among the objects. Patterns with different topologies may beFig. 6. Cluster pattern obtained by sampling the Bisous model with a Metropolis–Hastings dynamics: (a)
Spherical representation, (b) polyhedral representation, (c) the evolution of the total number of objects in
the pattern, (d) n¯t ¼ 51:49 cumulative mean of the total number of objects in a conﬁguration.
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Fig. 7. Cluster pattern obtained by sampling from the Bisous model with a simulated annealing algorithm:
(a) Spherical representation, (b) polyhedral representation, (c) the evolution of the total number of objects
in the pattern, (d) n¯t ¼ 54:93 cumulative mean of the total number of objects in a conﬁguration.
R.S. Stoica et al. / Stochastic Processes and their Applications 115 (2005) 1860–1882 1879obtained, for instance, if a higher curvature for the alignment between objects is
allowed or different weights are given to the model parameters related to the
connectivity.
It is possible to sample from the Bisous model and obtain complex geometrical
shapes using only the Metropolis–Hastings algorithm. In this case, the ratio between
the parameters allowing high connectivity and the ones penalizing free objects (or
less connected ones) will be really high. This phenomenon becomes more important
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R.S. Stoica et al. / Stochastic Processes and their Applications 115 (2005) 1860–18821880when planar or cluster patterns are simulated: the highly connected objects appear in
a conﬁguration via the less connected ones. This may indicate also the limits of the
proposed Metropolis–Hastings dynamics. Clearly, the strong point of the proposed
dynamics consists in its tailored moves, but on the other hand, it acts at only one
object at a time.
In this sense, the simulated annealing overcomes the drawback of the
Metropolis–Hastings dynamics. At high temperatures the undesired conﬁgurations
(in this case the less connected patterns) are allowed. While the temperature
decreases, the free or the less connected objects are frozen and the connected patterns
are formed. We can notice this phenomenon also from the evolution of the sufﬁcient
statistics: their behavior becomes less ‘‘random’’ at low temperatures, in the sense
that only the objects increasing the energy of the system tend to be accepted in the
conﬁguration.
We would like to reinforce that the simulated annealing is not a sampling method
from an unnormalized probability density. When convergence is reached, it can be
seen as a sampling method over the sub-space of conﬁgurations maximizing the
probability density of interest.
Hence, when used for spatial pattern analysis, running a simulated
annealing algorithm over pðyÞ given by (3) indicates whether choosing Bisous
model as a prior is appropriate for the problem on hand. The complete solu-
tion, for instance the pattern extracted from the data to be analyzed, is ob-
tained only after adding the data conditional probability density to the prior
density, in order to form the complete posterior distribution or the likelihood
function.
The convergence result presented in Theorem 3 is the ﬁrst one of this type related
to the simulated annealing based on Metropolis–Hastings dynamics applied to
marked point processes. The result obtained by van Lieshout [32] stands for the case
of spatial birth-and-death processes, where a low value of the local stability constant
is required and only uniform birth and death proposals are used. The
Metropolis–Hastings dynamics requires just the local stability and allows for
adapted transition kernels. Furthermore, the practical results presented in van
Lieshout [32] are obtained running a simulated annealing algorithm at low ﬁxed
temperature.
In physics, where large number of objects are involved, speeding-up strategies are
studied for the application of the simulated annealing when ﬁnding minimal energy
states for systems containing a ﬁxed number of hard spheres [14]. This may be an
interesting direction to observe when simulating marked point processes. However,
these new strategies do not always preserve the detailed balance. Hence, in this case,
the statistical inference performed when sampling at ﬁxed temperature is not
effective.
For computational reasons, we had to approximate our cooling schedule. Even in
this case, our algorithm respected the detailed balance and the key principle of the
simulated annealing algorithms that intents not to get stuck in local minima, i.e.
starting with conﬁgurations at high temperatures and sampling from the distribution
of interest while slowly cooling the temperature.
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R.S. Stoica et al. / Stochastic Processes and their Applications 115 (2005) 1860–1882 18815. Conclusion and perspectives
In this paper, we have presented an object point process—the Bisous model—able
to produce random patterns exhibiting a complex geometry. The topology of the
conﬁgurations is controlled via the choice of the generating element or via the model
parameters. The Bisous model is an open structure that gives a considerable freedom
at the choice of attraction rules, shape and type of the generating elements, hence
allowing the modelling of a wide range of patterns and this is the reason why we
consider these results not only as a three-dimensional extension of the work in van
Lieshout and Stoica [35] or Stoica [28]. The simulation of such a model requires the
use of Monte Carlo techniques. To this purpose, a tailored Metropolis–Hastings
dynamics and a simulated annealing algorithm were proposed. Theoretical proper-
ties of the model and of the simulation methods were investigated.
The immediate motivation of introducing such a model was given by practical
applications in astronomy. Galaxies are seldom isolated. They are usually found in
groups or clusters, being a part of larger structures. Arranged in interconnected walls
or ﬁlaments, galaxies form a cosmic web that surrounds almost empty regions [16].
Recently, two-dimensional simulated astronomical data was analysed using the
Candy model [30]. The application of this model to the study of real three-
dimensional astronomical data is our next aim.
On a longer perspective, theoretical problems such as the study of interactions
between objects of different types, the introduction of inhomogeneities in the model
and the exact simulation [8,34,18] are of great interest for the Bisous model in
particular, and for the theory of point processes in general.References
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