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Abstract 
The conventional computed tomography (CT) with single energy spectrum only reconstructs effective linear 
attenuation coefficients, obtaining average spectral CT images, basically discarding x-ray energy-dependent 
information, which cannot be applied for the material identification because different materials may have the 
same CT value. Dual-energy CT (DECT) is a well-established technique, allowing monochromatic imaging 
and material decomposition. However, DECT requires two distinct x-ray energy spectra to generate two 
spectrally-different projection datasets. Generally it would increase radiation dose, system complexity, and 
equipment cost relative to single-spectrum CT. In this paper, a machine-learning-based CT reconstruction 
method is proposed to perform monochromatic image reconstruction using clinical CT scanner. This method 
establishes a residual neural network (ResNet) model to map average spectral CT images to monochromatic 
images at pre-specified energy level via deep learning. This ResNet is trained based on clinical dual energy 
dataset, showing an excellent convergence and stability. Testing data demonstrate the trained ResNet 
produces high quality monochromatic images with a relative error of less than 0.2%. The resultant x-ray 
monochromatic imaging can be applied for material differentiation, tissue characterization, and proton 
therapy treatment planning. 
 
INTRODUCTION 
Iodinated contrast is often used in medical CT imaging to enhance the visibility of vascular structures and 
organs, and increase tissue contrast and amplify subtle differences in attenuation between normal and 
abnormal tissues, promoting detection and diagnosis of lesions [1]. However, the contrast-enhanced 
structures have similar density to bones or calcified plaques, making them difficult to be distinguished. 
Material decomposition method offer new capabilities to detect additional materials, and provides 
quantitative information about tissue composition to distinguish soft tissue, calcium and iodine [2-5]. 
Computed tomography (CT) is widely used for the image reconstruction of linear attenuation coefficient of 
human tissues, allowing visualization and quantification of anatomical and pathological structures with fine 
resolution for screening, diagnosis, and therapeutic planning. In clinical practice, the x-ray tube with a fixed 
x-ray spectrum emits polychromatic x-rays, and the x-ray detector operates in the current-integrating mode 
[6]. This physical process is accurately described by an energy-dependent non-linear integral model on the 
basis of the Beer-Lambert law. The non-linear imaging model is not invertible with a computationally 
efficient solution, and often approximated as a linear integral model in the form of the Radon transform. 
Thus, single energy spectral CT only reconstructs effective linear attenuation coefficient to obtain average 
spectral CT images, basically discarding x-ray energy-dependent information [6, 7], which cannot be applied 
for the material identification because different materials may have the same CT value. 
Dual-energy computed tomography (DECT) is a well-established technique to generate material-specific 
images on the basis of the atomic number and the unique mass attenuation coefficient of a particular material 
at different x-ray energies [8-11]. Current dual-energy x-ray imaging can be implemented by Revolution CT 
with source kVp-switching (GE), IQon Spectral CT with double-layer detection (Philips), and Somatom 
Force CT with dual-source gantry (Siemens) [12, 13], and are potentially applied in the partition of bones and 
tissues, angiography, and proton therapy [14]. Physically, the photon attenuation is material and energy 
dependent, and is essentially a combination of the photoelectric absorption and Compton scattering in the 
diagnostic energy range. Dual-energy CT acquires projection data at two different energy spectra, allowing 
for the determination of the electron density and effective atomic number of materials [4, 15, 16]. These 
information are used to characterize materials and distinguish tissues. The existing imaging strategy includes 
projection-based and image-based material decomposition methods [3, 8]. The projection-based methods 
need geometrical agreement of projection datasets at two different energy spectra [17]. Most clinical CT 
scanners do not allow identical geometrical measurements with each spectrum, such as fast tube voltage 
switching or dual source and dual detector arrangements. The image-based methods perform image 
reconstruction with independent use of raw data sets at the low and the high energy scan, and can handle 
mismatched projection datasets. However, the image-based methods use linear combinations of images 
reconstructed at the low and the high energy to get an image that contains material-selective DECT 
information. This is an approximate technique in x-ray energy spectra and suffers from beam hardening 
artifacts, resulting in quantitatively inaccurate results [3].  
Emerging machine-learning (ML) technique has strong ability of deep learning in non-linear mapping, 
feature extraction and representation, and is widely applied for image classification, identification, 
super-resolution imaging, and image denoising [18-21]. It can extract a regular pattern through learning and 
inferencing from a large amount of dataset to perform various types of intelligence-demanding tasks reliably 
against uncertainties in system and models [18]. With the composition of multi-layer transformations, very 
complex non-linear functions can be learned from a training dataset with a sufficient information [18]. In this 
study, a machine-learning-based CT reconstruction method is proposed to perform monochromatic image 
reconstruction based on clinical CT with single energy spectrum. This method establishes a residual neural 
network (ResNet) model to map average spectral CT images to monochromatic images at pre-specified 
energy level from supervised training data, overcoming beam hardening effectively, and realizing 
monochromatic imaging and material decomposition.  
METHODOLOGY 
The universal approximation theorem states that neural networks are capable of representing a wide variety 
of interesting functions through data training [18]. The monochromatic CT image reconstruction based on 
learning method is to establish a nonlinear mapping m  from average spectral CT images I  to 
monochromatic CT images  I E at pre-specified energy level E , that is    ,I E m I  with model 
parameters  . The modeling can be implemented by the machine learning on the basis of a neural network. 
Especially, the monochromatic CT images have a similar structure to average spectral CT image such that the 
network training is easy to learn the nonlinear function m from a supervised training dataset. 
ResNet network: Convolution neural network (CNN) is a popular structure of network for image processing 
[22]. It is composed of several convolution layers and activation functions. The convolutional layer performs 
convolution operation with filter kernels on its input data to produce output results that serve as input signals 
to the next layer. After convolutional operations, activation function is applied to introduce non-linearity in 
the network model. Through data training, CNN network is to find features for a specific task with 
minimization of the cost function. However, a deep CNN often suffers from vanishing gradient and the 
gradient divergence problems, which hampers the transmission of information from shallow layers to deep 
layers [21]. The residual neural network (ResNet) is an advanced network architecture, which has ability to 
extract more complex and detailed features from data for accurate modeling [21]. With use of identity 
shortcut, ResNet alleviates overfitting, reduces vanishing gradient problem, and allows the neural network 
converge faster and more efficiently.   
 Fig.1. Architecture of the residual network 
Network architecture: The first layer in the ResNet network is performing a convolution for 3D image 
 ,2 31,I,I I  formed from an input image I  with one filter of 4×1×1 kernels to introduce nonlinear relation 
between the average spectral CT image and the monochromatic CT image. The next layers in the ResNet 
network is 2 residual blocks of three convolution layers with 64 filters of 7 × 7 kernels, followed by 2 residual 
blocks of three convolution layers with 64 filters of 5 × 5 kernels, and 5 residual blocks of  three convolution 
layers with 64 filters of 3 × 3 kernels. Each residual block performs feed forward neural networks and 
shortcut connections skipping three layers to implement an identity mapping. Then one convolution layer 
with 64 filters of 3 × 3 kernels, followed by one convolution layer with 32 filters of 3 × 3 kernels, and the last 
layer generate only one feature map with a single 3 × 3 filter as the output.  Every layer is followed by a ReLu 
activation function. Fig. 1 presents the network architecture.  
ResNet Training: The network is trained using image patches. Training a network is a process of finding 
kernels in convolution layers to minimize differences between output predictions and given ground truth 
labels on a training dataset. The performance of network model under specific kernels and weights is 
evaluated by a loss function on a training dataset via forward propagation, and learnable parameters are 
updated according to the loss value through an optimization algorithm, which uses the chain rule to speed up 
the computation of the gradient through backpropagation for the gradient descent (GD) algorithm.  The 
standard training cycle is followed through the training, validation and testing stages. Datasets are typically 
split into training, validation, and testing dataset. A training set is used to train a network, and a validation set 
is used to evaluate the model during the training process. A testing set is ideally used only once at the very 
end of the project in order to evaluate the performance of the final model.  
A clinical dual-energy abdomen CT dataset was generated from a GE Discovery CT750 dual-energy scanner 
at Ruijin Hospital in Shanghai, China. The dual-energy dataset can be converted using the commercial 
reconstruction algorithm to respectively generate 274 monochromatic energy images at 50keV, 60keV, 
65keV, 70keV, 80keV, 90keV, 100keV and 110keV. 274 average spectral CT images as input data were 
reconstructed from a single spectral current-integrating projection dataset with an x-ray energy spectrum at 
120 kVp synthesized by the aforementioned multi-energy images. The corresponding 274 monochromatic 
images at 70keV were used as labels of the training dataset in the ResNet. We extracted overlapping patches 
of 128 × 128 from 274 average spectral CT images and corresponding 274 monochromatic CT images at 
70keV, obtaining 214,816 pairs of image patches as supervised training dataset to train ResNet model I. We 
also extracted overlapping patches of 128 × 128 from 274 average spectral CT images and corresponding 274 
monochromatic CT images at 100keV, obtaining 214,816 pairs of image patches as supervised training 
dataset to train ResNet model II.  
The training procedure was programmed in Python and the Tensorflow on a PC computer with a NVIDIA 
Titan XP GPU of 12 GB memory to train the ResNet network. At the beginning of each training step, the 
network parameters in the convolution kernels are initialized randomly under Gaussian distribution with the 
mean value of zero and variance of 0.001. The network training is an iterative procedure for minimization of 
the loss function. During the training phase, the loss function is minimized using the adaptive moment 
estimation (ADAM) optimizer and the parameters are updated using the back-propagation method. The 
network is implemented using Python 3.6 and Tensorflow deep learning library. The network is trained using 
20 epochs and the learning rate is set to 10
-3
 for the first 10 epochs and 10
-4
 for the rest 10 epochs. In early 
iterations, setting relatively high learning rate is beneficial for accelerating training process. The decay rates 
for the two learning rates in the ADAM optimizer are set to 0.9 and 0.999, respectively. The training process 
took about 12 hours for the mapping network. The training of the ResNet showed an excellent convergence 
and stability, and its cost function decreased generally towards the global minimum of loss function. After 
each iteration, we calculated the loss values over the image patches. Fig. 2 shows the averaged Manhattan 
norm loss versus the number of epochs. The trained ResNet model I and ResNet model II output 
monochromatic images at 70keV and 100keV, respectively. 
The machine learning-based reconstruction method sufficiently utilizes prior energy-resolved information on 
corresponding relation between average spectral CT images and monochromatic CT images, which is used to 
train a network model for the generation of monochromatic images. The monochromatic CT images have 
similar structure information to average spectral CT image. The convolution operation in ResNet is 
continuous, ensuring regularity and consistency of output images. Hence, the machine learning-based 
reconstruction method can produce monochromatic CT images at two specific energy levels to perform 
material decomposition. Energy spectral information of energy-resolved images is agreement with basis 
material images, significantly improving the accuracy of material decomposition.  
 
Fig. 2. Convergence of ResNet model described by Manhattan norm loss versus the number of epochs during the 
training. 
EXPERIMENT AND RESULTS 
The proposed method is evaluated quantitatively by using clinical contrast-enhanced DECT imaging 
datasets. A clinical dual-energy abdomen CT dataset was generated from a GE Discovery CT750 
dual-energy scanner at Ruijin Hospital in Shanghai, China. The dual-energy dataset can be converted using 
the commercial reconstruction algorithm to monochromatic energy image at 50kev, 60kev, 65kev, 70kev, 
80kev, 90kev, 100kev, and 110kev. 50 average spectral CT images for the testing were reconstructed from a 
single spectral current-integrating projection dataset with an x-ray energy spectrum at 120 kVp synthesized 
by the multi-energy images.  Average spectral CT images are input to the trained ResNet model I and ResNet 
model II to output monochromatic images at 70keV and 100keV, respectively. 
Fig. 3 and Fig. 4 present the comparison between the monochromatic images reconstructed by dual-energy 
CT and the monochromatic images output by trained ResNet model I and ResNet model II at 70keV and 
100keV, respectively. Qualitatively, the trained neural network delivered high-quality monochromatic 
images with a relative error less than 0.2% in the testing phase. The peak-to-noise ratio (PSNR) is often used 
to measures the peak signal-to-noise ratio in decibels between reconstructed image and ground truth image. 
With reference images reconstructed from DECT, we calculate PSNR for 50 reconstructed monochromatic 
images, achieving average PSNR of 55.88±0.125 (p<0.05). Structural similarity (SSIM) is correlated with 
the quality perception of the human visual system which helps measure similarities of imaging patterns and 
texture. SSIM is also calculated for measuring the similarity between reconstructed image and reference 
image. The average SSIM is 0.9991±0.0018 (p<0.05), showing the structural information especially texture 
features are well preserved in the reconstructed monochromatic images. 
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Fig.3. Monochromatic image reconstruction at 70keV. Images (a) and (b) reconstructed by dual-energy CT, and 
corresponding images (c) and (d) reconstructed from trained ResNet model I, respectively. Image (e) is different image 
between image (a) and image (c), and image (f) is different image between image (b) and image (d).  
(d) (c) 
(f) (e) 
  
  
  
Fig.4. Monochromatic image reconstruction at 100keV. Images (a) and (b) reconstructed by dual-energy CT, and 
corresponding images (c) and (d) reconstructed from trained ResNet model II, respectively. Image (e) is different 
image between image (a) and image (c), and image (f) is different image between image (b) and image (d). 
(f) (e) 
(d) (c) 
(b) (a) 
DISCUSSIONS AND CONCLUSION 
Nowadays, medical x-ray imaging still relies on a polychromatic x-ray tube. The photon-counting detector 
can count x-ray photons in an energy discriminating fashion, and is ideal for monochromatic x-ray imaging 
[23, 24]. It improves contrast resolution for material differentiation and tissue characterization. However, 
there are several challenges for photon-counting CT to be clinically applicable, including high cost, 
insufficient count rate, and physical degrading factors such as pileup and charge-sharing effects [23]. 
Dual-energy CT acquires two spectrally-different projection datasets for monochromatic imaging. The x-ray 
attenuation is essentially a combination of the photoelectric absorption and Compton scattering in the 
diagnostic energy range [8]. Thus, the two components of the x-ray attenuation mechanism can be computed 
from two spectrally-different projection datasets to reconstruct the photoelectric and Compton image 
components respectively, and then synthesize a monochromatic image at any pre-specified x-ray energy level. 
However, for the image reconstruction of dual energy CT, the projection-based methods need geometrical 
agreement of projection datasets at two different energy spectra. The image-based methods use an 
approximate technique in x-ray energy spectra, resulting in quantitatively inaccurate results. In addition, 
dual-energy CT requires higher radiation dose, greater system complexity, and higher cost than that of a 
conventional single polyenergetic spectrum CT scanner.  
The proposed machine-learning-based reconstruction method can perform monochromatic image 
reconstruction from common CT images. This method learns a nonlinear transform from the training dataset 
to map common clinical CT images to monochromatic images at pre-specified x-ray energy level through a 
powerful neural network. Our experimental results show that the optimization of the neural network is highly 
cost-effective, and has an excellent convergent behavior in the learning process, and recovers high-quality 
monochromatic images with a relative error of less than 0.2%, realizing monochromatic imaging with greatly 
suppressed beam hardening artifacts. We quantitatively evaluated monochromatic images output from 
ResNet by the peak-to-noise ratio (PSNR) and structural similarity (SSIM). The quantitative results give 
highly structure similarity and the accuracy of image pixel values between monochromatic images and dual 
energy images. Comparing with dual-energy CT image reconstruction from two spectrally-different energy 
datasets, the machine-learning-based reconstruction method only utilizes current-integrating raw data, which 
is most cost-effective for x-ray monochromatic imaging. The proposed monochromatic imaging method is 
applicable to not only biomedical imaging but also nondestructive testing, security screening, and other 
applications. 
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