Growth-increase in size, number, or amount-in many cases appears to follow simple empirical laws. Such laws have been noted in a wide variety of fields for many years. Until now these laws have never been related to the underlying determinants of these systems. By starting with fundamental properties of the component mechanisms in such systems, one can derive a basic growth equation for which the well-known laws of growth are special cases.
Growth and morphogenesis are ubiquitous, particularly among more complex forms of organization such as biological organisms, populations, social and economic systems, and the products of human technology (1) . Awareness of and interest in these two manifestations of complex organization probably go back to the prehistoric invention of counting.a Early hunters and gatherers undoubtedly observed changes in time and space of the populations of animals and plants upon which their existence critically depended. Data pertaining to growth can be found in the earliest recorded history. Exponential growth was recorded in tablets of baked clay about 4000 years ago by the early Babylonians (3) .
Inevitably, the accumulation of data led to the search for simple "laws of growth"-mathematical formulas that would provide a useful summary of large amounts of data and, by extrapolation, predictions concerning future growth. Often noted successes in this endeavor are the laws attributed to Malthus (4) , concerning the unrestricted growth of populations, and to Pareto (5) , dealing with the relative distribution of income among economic classes. More recently, in the field of biology, the work of Thompson (6) on growth and form and of Huxley (7) on relative growth have become classic. However, these empirical laws of growth and development have suffered relative neglect during the past several decades because they could not be related to the basic or fundamental underlying mechanisms that have become the focus of analytical science during this period.
The analytical study of growth has revealed in all cases a multitude of individual mechanisms that underlie what often appears to be a simple pattern of growth. In some cases, although nearly all the individual mechanisms are accounted for, still there is no understanding of how the overall pattern of growth results from the interaction of all these mechanisms. This is not too surprising because all the interesting examples of growth and development are found among complex systems. For this reason, it may be some time yet before the overall growth of a system can be related in detail to the properties of its underlying component mechanisms.
I have found that important qualitative aspects of growth can be derived from the properties of the underlying determinants. The formalism for accomplishing this is mathematical systems
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analysis. In this paper I shall (i) give an appropriate mathematical description of the component mechanisms, (ii) show how this information is combined to give a description of an integrated system, and (iii) present a basic growth equation that includes as special cases all the well-known growth equations. Elsewhere (8) I will show that the allometric law of relative growth also follows naturally according to this formalism and I will discuss the implications of these results for studies of growth and development. In principle, this formalism should permit a detailed, quantitative understanding of growth and development in terms of the underlying determinants. Description of component mechanisms There are often several ways to describe a given mechanism. When complex systems are considered, the preferred description is a mathematical one that is based on the essential features of the mechanism and yet is simple enough to be tractable when large numbers of mechanisms are considered in an integrated system. Linear analysis is the most common description of this sort. There are two characteristic features of this formalism (9) : (i) a change in an input variable of the mechanism produces a proportionate change in the output variables and (ii) the response to a sum of inputs is the sum of the responses to the individual inputs (i.e., the inputs act independently). Many mechanisms in nature are described by linear species when a predator captures its prey (14) (15) (16) , and the association of different factors of production to yield a product in an economic enterprise (17, 18) . In contrast to the examples in the previous paragraph, where the individual inputs are essentially of the same kind and each simply makes its independent contribution to the output along with that of the others, the inputs in the examples given above are distinct and must associate with others to produce an output. The mathematical description for the rate of an elemental association involves several probability considerations, such as the probability of two elements being in the same place at the same time and of their having the appropriate disposition, energy, etc. to form a relatively stable complex. This description for the rate of association is most conveniently represented as a phenomenological relation involving the product of the concentrations or amounts of the two elements and a proportionality constant. (For a discussion of this in the context of chemical reactions, see ref. 19.) dX3/dt = k3X1X2 X1, X2, and X3 represent the concentrations or amounts of two elements and a complex, which is formed by their association; k3, is a proportionality factor that is constant when all else remains unchanged. This type of description is the well-established law of mass action in chemical and biochemical kinetics and, as is well known, it can be applied to populations of organisms in ecological systems.
In many cases, the mechanism may involve several elements and several elementary associations (and/or dissociations). The rate of production of an output can then be represented by a polynomial function composed of input, output, and intermediate variables: dXm/dt = Pm(Xl, X2. Xi, x>, ... * Xk,X 1 . Xn) [1] inputs intermediates outputs or, in certain cases (for a discussion in the context of biochemical kinetics, see ref. 19) , by a rational function composed only of the input and output variables dXm/dt = Rm(Xi, X2, Xi, Xi,..., X ) inputs outputs [2] Eqs. 1 and 2 are general and can accurately represent the phenomena of interest, but they are mathematically much too complicated to be of use in real systems that are composed of many such mechanisms. Some form of simplifying approximation is required. A linear approximation is generally not sufficient for synergistic systems; for these systems the approximation must be nonlinear and yet simple enough to treat mathematically.
Polynomial and rational functions can be approximated over a wide range of values for the variables by a linear relationship in a space with logarithmic coordinates (19, 20) ; this approximation corresponds to a product of power-law functions in the conventional space with cartesian coordinates (19 Kohen et al. (21) have examined the kinetics of individual biochemical reactions within a living cell and found that these are best described by power-law functions of the reactant concentrations. In this context, the parameter arm can be associated with the apparent rate constant of the reaction in question, and the parameters gmp can be identified as the apparent kinetic orders of the reaction with respect to the various reactants (19) .
For sensory neurons there is generally a nonlinear relationship between the rate or frequency of discharge and the magnitude of sensory input or stimulus. Rosner and Goff (22) and Stevens (23) reviewed data from a large number of studies dealing with many different sensory modalities and showed that the nonlinear relationship is a power law in nearly every case.
Cobb and Douglas (17) proposed that the rate of production for an industry or a sector of the economy could be related to the various factors of production by power-law functions. Subsequent studies have shown the widespread applicability of this form of production function (e.g., see refs. 18, 24, and 25) , although other production functions have been proposed.e The parameters gmp in the Cobb-Douglas production function are called elasticities with respect to the various factors of production. Power laws also are often used for consumption or demand functions because they fit historical data rather well (30) [5] Because the sum of two polynomial (or rational) functions is also a polynomial (or rational) function, Eqs. 3 and 5 can be rewritten in the form ki = VA(X1, X2., Xn) -V-(X, X2, Xn) [6] [7] [8]
Here we are using products of power laws to represent both the synergistic components, which give rise to the nonlinearity of the system (Eq. 6), and the aggregate measures, which are simple linear sums (Eq. 4) [7] , representing the "slowest" phenomena, determine the temporal response of the entire system. We shall call these "temporally dominant"; all other equations, representing the faster phenomena, can be assumed to in which at is a function of the original as, as, gs, and hs, and e1 is a function of the original gs and hs. Eq. 9 can be substituted into Eqs. 7 and 8, and the resulting equations will be of the form: . ,k;n + 1,n + 2,...,s [10] and X, = iY ti X/f' i = n + 1, n + 2,.. ., s. [11 1=1 Although the same symbols have been used for notational simplicity, it should be noted that the fs, gs, and hs in Eqs. 10 and 11 are actually functions of the originalfs, gs, and hs in Eqs. Finally, the numbers of the first and the last variables (i.e., 1 and s) can be interchanged so that the aggregate measure for the entire system becomes X,. Then Eq. 12 can be written t = at 1J Xi s" -Ai 1 Xi [13] =1 J=1 i= 1,2,...,k. Note that this equation has exactly the same form as the original Eq. 7, except the number of rate-determining variables is k rather than n. This telescoping of the equations into a smaller number of equations with exactly the same form is a very important property of any formalism for the analysis of complex systems. Most formalisms do not have this property, but the synergistic formalism described in the previous section and the linear formalism do. Discussion Eq. 13 can be defined as a generalized growth equation in differential form for the entire system when there are k temporally dominant processes. However, most systems appear to be governed by a very small number of temporally dominant equations. In fact, all the well-known growth equations are special cases of Eq. 13 when there are only one or two temporally dominant equations (e.g., see Tables 1 and 2 ), as I shall show elsewhere (58) .
The generality of the basic growth equation [13] is further indicated by a curious relationship to probability distribution functions. Any system that grows into a stable mature form has a growth curve that is a legitimate cumulative probability distribution. Conversely, the integral function of any probability distribution exhibits properties of limited growth. The extent to which these two concepts are interchangeable remains to be explored. However, it is already clear that a number of wellknown probability distributions (e.g., uniform, Gaussian, Rayleigh, Maxwell, Pearson) can be represented by the basic growth equation [13] .
It should be clear from the foregoing development that this basic growth equation is not simply another empirically derived formula but is based upon the nature of the elemental mechanisms in synergistic systems. In principle, this theory allows overall properties of growing systems to be related to the parameters of the underlying processes. However, because most systems of interest are complex, it may be some time before this program is carried out and such relations are made explicit. This need not concern us, for we shall be more interested in the numerous testable predictions that follow naturally from this theory.
Statistical mechanics provides an appropriate analogy here. Within this theoretical framework one is able to derive macroscopic properties, such as the gas laws, from the kinetic behavior of the individual molecules that comprise the system. The fact that in practice one cannot accurately observe the molecules, record their velocity, and keep track of all their collisions is unimportant for the theoretical development (59) .
Similarly, the primary importance of the foregoing development is that it provides a unified theoretical framework, precisely what has been lacking in previous treatments of growth, within which most of the well-known properties of growing systems can be derived. These derivations will be the subject of subsequent publications (8, 58 
