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Abstract
In this paper, cellular neural networks with complex deviating arguments are considered. Sufficient conditions for the existence
of the periodic solutions are established by using the coincidence degree theorem. The results of this paper are new and complement
previously known results.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
It is well known that the cellular neural networks (CNNs) have been successfully applied to signal and image
processing, pattern recognition, quadratic optimization and fixed point computation. Hence, they have been the object
of intensive analysis by numerous authors in recent years. In particular, there have been extensive results on the
problem of the existence and stability of periodic solutions in the literature. We refer the reader to [1–7] and the
references cited therein. However, the above-mentioned papers only consider CNNs with single constant delay and
time-varying delays. To the best of our knowledge, few authors consider the existence of the periodic solutions of
CNNs with complex deviating arguments. In this paper, we will consider the CNNs with complex deviating arguments
as follows
x ′i (t) = −ci xi (t) +
n∑
j=1
ai j (t)g j (x j (t)) +
n∑
j=1
bi j (t)g j (x j (x j (t))) + Ii (t), i = 1, 2, . . . , n, (1.1)
where n corresponds to the number of units in a neural network, xi (t) corresponds to the state vector of the i th unit
at the time t , ci represents the rate with which the i th unit will reset its potential to the resting state in isolation when
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disconnected from the network and external inputs, g j (x j (t)) denotes the output of the j th unit at the time t , ai j (t)
and bi j (t) are the synaptic weights, and Ii (t) denotes the external bias on the i th unit at the time t .
Throughout this paper, it will be assumed that ci > 0, g j : R → R is a continuous function, and Ii , ai j , bi j : R →
R are continuous ω-periodic functions, where i, j = 1, 2, . . . , n. Then, we can choose constants ai j , bi j and Ii such
that
ai j = max
t∈[0,ω]
|ai j (t)|, bi j = max
t∈[0,ω]
|bi j (t)|, Ii = max
t∈[0,ω]
|Ii (t)|, i, j = 1, 2, . . . , n. (1.2)
For convenience, we introduce some notations. We will use x = (x1, x2, . . . , xn)T ∈ Rn to denote a column vector,
in which the symbol (T) denotes the transpose of a vector. For matrix D = (di j )n×n, DT denotes the transpose of D,
and En denotes the identity matrix of size n. A matrix or vector D ≥ 0 means that all entries of D are greater than or
equal to zero. D > 0 can be defined similarly. For matrices or vectors D and E, D ≥ E (resp. D > E) means that
D − E ≥ 0 (resp. D − E > 0).
2. Preliminaries
First, consider an abstract equation in a Banach space X ,
Lx = λNx, λ ∈ (0, 1), (2.1)
where L : Dom L ∩ X → X is a linear operator and λ is a parameter. Let P and Q denote two projectors,
P : Dom L ∩ X → Ker L and Q : X → X/Im L .
For convenience, we introduce a continuation theorem [8, p. 40] as follows.
Lemma 2.1. Let X be a Banach space. Suppose that L : Dom L ⊂ X −→ X is a Fredholm operator with index zero
and N : Ω −→ X is L-compact on Ω with Ω open bounded in X. Moreover, assume that all the following conditions
are satisfied.
(1) Lx 
= λNx,∀x ∈ ∂Ω ∩ Dom L, λ ∈ (0, 1);
(2) QNx 
= 0,∀x ∈ ∂Ω ∩ Ker L;
(3) degB{QN,Ω ∩ Ker L, 0} 
= 0, degB denotes the Brouwer degree.
Then equation Lx = Nx has at least one solution in Ω .
For ease of exposition, throughout this paper we will adopt the following notations:
|xi |∞ = max
t∈[0,ω] |xi (t)|, u(t) = (x1(t), x2(t), . . . , xn(t))
T, |xi |k =
(∫ ω
0
|xi (t)|k dt
)1/k
, i = 1, 2, . . . , n.
We denote X as the set of all continuously ω-periodic functions u(t) defined on R, and denote ‖u‖X =
max{|x1|∞, |x2|∞, . . . , |xn |∞}. Then, X is a Banach space when it is endowed with the norm ‖u‖X . For u(t) =
(x1(t), x2(t), . . . , xn(t))T ∈ X , let
(Nu)i (t) = −ci xi (t) +
n∑
j=1
ai j (t)g j (x j (t)) +
n∑
j=1
bi j (t)g j (x j (x j (t))) + Ii (t), i = 1, 2, . . . , n, (2.2)
(Lu)(t) = u′(t) = (x ′1(t), x ′2(t), . . . , x ′n(t))T, Dom L = {u(t) : u(t) ∈ X, u′(t) ∈ X}, (2.3)
Pu = Qu = 1
ω
∫ ω
0
u(t) dt =
(
1
ω
∫ ω
0
x1(t) dt,
1
ω
∫ ω
0
x2(t) dt, . . . ,
1
ω
∫ ω
0
xn(t) dt
)T
.
In view of (2.2) and (2.3), the operator equation
Lx = λNx
B. Liu, L. Huang / Applied Mathematics Letters 20 (2007) 103–109 105
is equivalent to the following equations
x ′i (t) = λ
[
−ci xi (t) +
n∑
j=1
ai j (t)g j (x j (t)) +
n∑
j=1
bi j (t)g j (x j (x j (t))) + Ii (t)
]
, i = 1, 2, . . . , n, (2.4λ)
where λ ∈ (0, 1).
Again from (2.2) and (2.3), it is not difficult to verify that Ker L = Rn, Im L = {u(t) : u(t) =
(x1(t), x2(t), . . . , xn(t))T ∈ X,
∫ ω
0 x1(t) dt =
∫ ω
0 x2(t) dt = · · · =
∫ ω
0 xn(t) dt = 0} is closed in X , dimKer L =
n = codimIm L, and P, Q are continuous projectors such that
Im P = Ker L and Ker Q = Im L .
It follows that the operator L is a Fredholm operator with index zero. Furthermore, the generalized inverse (of L)
K p : Im L −→ Dom L ∩ Ker P reads as
(K pu)i (t) =
∫ t
0
xi (s) ds − 1
ω
∫ ω
0
∫ t
0
xi (s) ds dt, u(t) = (x1(t), x2(t), . . . , xn(t))T ∈ Im L, (2.5)
for i = 1, 2, . . . , n. Therefore, from (2.2) and (2.5), we have that N is L-compact on Ω , where Ω is an open bounded
set in X .
The following definition and lemmas will be useful to prove our main results in Section 3.
Definition 2.1. A real n × n matrix K = (ki j ) is said to be an M-matrix if ki j ≤ 0, i, j = 1, 2, . . . , n, i 
= j , and
K −1 ≥ 0.
Lemma 2.2 (See [10,11]). Let K = (ki j )n×n with ki j ≤ 0, i, j = 1, 2, . . . , n, i 
= j .
Then the following statements are equivalent.
(1) K is an M-matrix.
(2) There exists a vector η = (η1, η2, . . . , ηn) > (0, 0, . . . , 0) such that ηK > 0.
(3) There exists a vector ξ = (ξ1, ξ2, . . . , ξn)T > (0, 0, . . . , 0)T such that K ξ > 0.
Lemma 2.3 (See [10,11]). Let A ≥ 0 be an n × n matrix and ρ(A) < 1, then (En − A)−1 ≥ 0, where En denotes the
identity matrix of size n.
3. Main results
Theorem 3.1. Assume that the following conditions are satisfied.
(H1) There exist non-negative constants p j and q j such that
|g j (u)| ≤ p j |u| + q j , for all u ∈ R, j = 1, 2, . . . , n.
(H2) En − D is an M-matrix, where D = (di j )n×n and di j = c−1i (ai j + bi j )p j (i, j = 1, 2, . . . , n).
Then system (1.1) has at least one ω-periodic solution.
Proof. We shall seek to apply Lemma 2.1. To do this, it suffices to prove that the set of all possible ω-periodic
solutions of Eq. (2.4λ) is bounded.
Let u(t) = (x1(t), x2(t), . . . , xn(t))T be an arbitrary ω-periodic solution of Eq. (2.4λ). Then, for any i =
1, 2, . . . , n, xi (t), as the components of u(t), are all continuously differentiable. Thus, there exist ti ∈ [0, ω] such
that |xi(ti )| = maxt∈[0,ω] |xi (t)|. Hence, x ′i (ti ) = 0, i = 1, 2, . . . , n. This implies that
ci xi (ti ) =
n∑
j=1
ai j (ti )g j (x j (ti )) +
n∑
j=1
bi j (ti )g j (x j (x j (ti ))) + Ii (ti ), i = 1, 2, . . . , n. (3.1)
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Thus,
|xi(ti )| =
∣∣∣∣∣c−1i
[
n∑
j=1
ai j (ti )g j (x j (ti )) +
n∑
j=1
bi j (ti )g j (x j (x j (ti ))) + Ii (ti )
]∣∣∣∣∣
≤
n∑
j=1
c−1i |ai j (ti )||g j (x j (ti ))| +
n∑
j=1
c−1i |bi j (ti )||g j (x j (x j (ti )))| + c−1i |Ii (ti )|
≤
n∑
j=1
c−1i ai j p j |x j (ti )| +
n∑
j=1
c−1i bi j p j |x j (x j (ti ))| +
n∑
j=1
c−1i (ai j + bi j )q j + c−1i Ii
≤
n∑
j=1
c−1i (ai j + bi j )p j |x j ((t j ))| +
n∑
j=1
c−1i (ai j + bi j )q j + c−1i Ii
≤
n∑
j=1
di j |x j ((t j ))| + Fi , (3.2)
where Fi =∑nj=1 c−1i (ai j + bi j )q j + c−1i Ii , i = 1, 2, . . . , n. Clearly, (3.2) implies that
(En − D)(|x1(t1)|, |x2(t2)|, . . . , |xn(tn)|)T ≤ (F1, F2, . . . , Fn)T := F. (3.3)
Since En − D is an M-matrix, it follows from (H2) and Lemma 2.2 that there exists a vector η = (η1, η2, . . . , ηn) >
(0, 0, . . . , 0) such that
η¯ = (η¯1, η¯2, . . . , η¯n) = η(En − D) > (0, 0, . . . , 0), (3.4)
which, together with (3.3), implies that
min{η¯1, η¯2, . . . , η¯n}(|x1(t1)| + |x2(t2)|+, . . . ,+|xn(tn)|) ≤ η¯1|x1(t1)| + η¯2|x2(t2)| + · · · + η¯n |xn(tn)|
= η(En − D)(|x1(t1)|, |x2(t2)|, . . . , |xn(tn)|)T
≤ η(F1, F2, . . . , Fn)T
= η1 F1 + η2 F2 + · · · + ηn Fn . (3.5)
Therefore,
|xi |∞ = max
t∈[0,ω]
|xi (t)| = |xi (ti )| ≤ η1 F1 + η2 F2 + · · · + ηn Fn
min{η¯1, η¯2, . . . , η¯n} := δ, i = 1, 2, . . . , n. (3.6)
Again from (H2) and Lemma 2.2, we obtain that there exists a vector ξ = (ξ1, ξ2, . . . , ξn)T > (0, 0, . . . , 0)T
such that (En − D)ξ > 0. This implies that we can choose a constant d > 1 such that ξ¯ = (ξ¯1, ξ¯2, . . . , ξ¯n)T =
(dξ1, dξ2, . . . , dξn)T = dξ and
ξ¯i = dξi > δ, i = 1, 2, . . . , n, and (En − D)ξ¯ > F. (3.7)
We take
Ω = {u(t) ∈ X,−ξ¯ < u(t) < ξ¯ ,∀t ∈ R}, (3.8)
which satisfies Condition (1) of Lemma 2.1. If u(t) = (x1(t), x2(t), . . . , xn(t))T ∈ ∂Ω ∩Ker L, then u(t) is a constant
vector in Rn , and there exists some i ∈ {1, 2, . . . , n} such that |xi | = ξ¯i . It follows that
(QNu)i = −ci xi +
n∑
j=1
g j (x j )
1
ω
∫ ω
0
ai j (t) dt +
n∑
j=1
g j (x j )
1
ω
∫ ω
0
bi j (t) dt + 1
ω
∫ ω
0
Ii (t) dt . (3.9)
We claim that
|(QNu)i | > 0. (3.10)
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Suppose, by way of contradiction, that |(QNu)i | = 0, i.e.,
−ci xi +
n∑
j=1
g j (x j )
1
ω
∫ ω
0
ai j (t) dt +
n∑
j=1
g j (x j )
1
ω
∫ ω
0
bi j (t) dt + 1
ω
∫ ω
0
Ii (t) dt = 0.
Then, there exists some t∗ ∈ [0, ω] such that
−ci xi +
n∑
j=1
ai j (t∗)g j (x j ) +
n∑
j=1
bi j (t∗)g j (x j ) + Ii (t∗) = 0.
Thus,
ξ¯i = |xi | ≤
n∑
j=1
c−1i |ai j (t∗)||g j (x j )| +
n∑
j=1
c−1i |bi j (t∗)||g j (x j )| + c−1i |Ii (t∗)|
≤
n∑
j=1
c−1i ai j p j |x j | +
n∑
j=1
c−1i ai j q j +
n∑
j=1
c−1i bi j p j |x j | +
n∑
j=1
c−1i bi j q j + c−1i Ii
=
n∑
j=1
di j |x j | + Fi
≤
n∑
j=1
di j ξ¯ j + Fi .
This implies that ((En−D)ξ¯ )i ≤ Fi , which contradicts (En−D)ξ¯ > F . Therefore, (3.10) holds, and hence, Condition
(2) of Lemma 2.1 is satisfied.
Furthermore, we define a continuous functionΨ : Ω⋂Ker L × [0, 1] −→ X by
Ψ (u, μ) = μdiag(−c1,−c2, . . . ,−cn)u + (1 − μ)QNu,
for all u = (x1, x2, . . . , xn)T ∈ Ω⋂Ker L = Ω⋂ Rn and μ ∈ [0, 1].
If u(t) = (x1(t), x2(t), . . . , xn(t))T ∈ ∂Ω ∩ Ker L, then u(t) is a constant vector in Rn , and there exists some
i ∈ {1, 2, . . . , n} such that |xi | = ξ¯i . It follows that
(Ψ (u, μ))i = −ci xi + (1 − μ)
[
n∑
j=1
g j (x j )
1
ω
∫ ω
0
ai j (t) dt +
n∑
j=1
g j (x j )
1
ω
∫ ω
0
bi j (t) dt + 1
ω
∫ ω
0
Ii (t) dt
]
.
(3.11)
We claim that
|(Ψ (u, μ))i | > 0. (3.12)
If this claim is not true, then |(Ψ (u, μ))i | = 0, i.e.,
−ci xi + (1 − μ)
[
n∑
j=1
g j (x j )
1
ω
∫ ω
0
ai j (t) dt +
n∑
j=1
g j (x j )
1
ω
∫ ω
0
bi j (t) dt + 1
ω
∫ ω
0
Ii (t) dt
]
= 0.
Hence, there exists some t∗∗ ∈ [0, ω] such that
−ci xi + (1 − μ)
[
n∑
j=1
ai j (t∗∗)g j (x j ) +
n∑
j=1
bi j (t∗∗)g j (x j ) + Ii (t∗∗)
]
= 0.
Thus,
ξ¯i = |xi | ≤ (1 − μ)
[
n∑
j=1
c−1i |ai j (t∗∗)||g j (x j )| +
n∑
j=1
c−1i |bi j (t∗∗)||g j (x j )| + c−1i |Ii (t∗∗)|
]
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≤
n∑
j=1
c−1i ai j p j |x j | +
n∑
j=1
c−1i ai j q j +
n∑
j=1
c−1i bi j p j |x j | +
n∑
j=1
c−1i bi j q j + c−1i Ii
=
n∑
j=1
di j |x j | + Fi
≤
n∑
j=1
di j ξ¯ j + Fi .
This implies that ((En − D)ξ¯ )i ≤ Fi , which contradicts (En − D)ξ¯ > F . Therefore, (3.12) holds. It follows that
Ψ (x1, x2, . . . , xn, μ) 
= (0, 0, . . . , 0)T, ∀(x1, x2, . . . , xn)T ∈ ∂Ω ∩ Ker L, μ ∈ [0, 1].
Hence, using the homotopy invariance theorem, we obtain
degB{QN,Ω ∩ Ker L, (0, 0, . . . , 0)T} = degB{(−c1x1,−c2x2, . . . ,−cnxn)T,Ω ∩ Ker L, (0, 0, . . . , 0)T} 
= 0.
To summarize, we have proved that Ω satisfies all the conditions of Lemma 2.1. This completes the proof. 
Corollary 3.1. Let Condition (H1) hold. Suppose that ρ(D) < 1, where D = (di j )n×n and di j = c−1i (ai j +
bi j )p j (i, j = 1, 2, . . . , n). Then system (1.1) has at least one ω-periodic solution.
Proof. Notice that ρ(D) < 1. It follows from Definition 2.1 and Lemma 2.3 that there En − D is an M-matrix.
Therefore, Corollary 3.1 follows immediately from Theorem 3.1. 
4. An illustrative example
Example 4.1. Consider the following CNNs⎧⎪⎨
⎪⎩
x ′1(t) = −x1(t) +
1
4
(sin t)x1(t) + 136 (cos t)x2(t) +
1
4
(sin t)x1(x1(t)) + 136 (cos t)x2(x2(t)) + e
sin t ,
x ′2(t) = −x2(t) + (sin 2t)x1(t) +
1
4
(cos 4t)x2(t) + (sin 2t)x1(x1(t)) + 14 (cos 4t)x2(x2(t)) + e
cos t .
(4.1)
Notice that g1(x) = g2(x) = x, c1 = c2 = p1 = p2 = 1, and a11 = b11 = 14 , a12 = b12 = 136 , a21 = b21 =
1, a22 = b22 = 14 . Then, we obtain
D = (c−1i (ai j + bi j )p j )2×2 =
⎛
⎜⎝
1
2
1
18
2
1
2
⎞
⎟⎠ .
Thus, ρ(D) = 56 < 1. It is straightforward to check that all the conditions needed in Corollary 3.1 are satisfied.
Therefore, by Corollary 3.1, system (4.1) has exactly one 2π-periodic solution.
Remark 4.1. Since system (4.1) is a CNN with complex deviating arguments, we can easily verify that the results
in [1–7,9] and the references cited therein can not be applicable to system (4.1). This implies that the results of this
paper are essentially new.
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