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The activities of alcohol dehydrogenase, homoserine 
dehydrogenase, aspartate transcarbaniylase, ornithine 
transcarbanlylase and tryptophan synthetase were measured in 
synchronously dividing cultures of the fission yeast 
SchizosaccharOiflyces pombe. 	The synchronous cultures were 
prepared by differential sedimentation on glucose or sucrose 
gradients. 	The activities of the enzymes increased 
discontinuously, in a stepped pattern, each enzyme exhibiting 
one step per cell division cycle, whilst smooth increases 
occurred in control asynchronous cultures. 	Alcohol 
dehydrogenase only exhibited a step pattern on sucrose gradients. 
The steps recurred at positions in the cell cycle that were 
characteristic for the different enzymes, and the mean 
positions of the steps were not restricted to any particular 
region of the cell cycle and occurred outside the S phase. 
Inhibition of protein synthesis with cycloheximide showed that 
the enzymes were stable and that there was a short delay 
between protein synthesis and enzyme activity with some of the 
enzymes. 	The step pattern of activity was probably due to 
discontinuous enzyme synthesis. 	The steps of enzyme activity 
continued after inhibition of cell division and DNA synthesis 
with hydroxyurea or mitomycin C. 	Homoserine dehydrogenase 
and tryptophan synthetase were not repressed by exogenous 
amino acid and ornithine transcarbamylase was previously 
known not to be repressed in this yeast. 	The step patterns 
for these enzymes cannot therefore be attributed to an 
intermediate state of repression. 
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C}IAVI'ER 1 - 	INTRODUCTION 
In an environment capable of supporting growth, a unicellular organism 
must regulate its metabolism in two ways in order to grow and reproduce 
successfully. First, the levels of metabolites in the cell must be 
maintained at values that will permit macromolecular synthesis and 
function. Activities that may be considered to belong in this category 
include the induction of catabolic enzymes, to allow the utilisation of 
different sources of metabolite precursors, and the repression of 
biosynthetic enzymes to utilise directly an exogenous source of a 
metabolite when available; allowing organisms possessing these mechanisms 
to make the most economic and advantageous use of available nutrients 
(Mandeistam, 1971). These activities have, as their end result, the 
maintenance of conditions in the cell that will support a rapid rate of 
macromolecular synthesis for as long as some uti1ish1e nutrient i 
available. Second, it is evident that the cell must regulate the pattern 
of accumulation of macromolecules so as to lead periodically to a discrete 
event, cell division. The growth of the cell is thus organised into cell 
division cycles. Whilst regulation of the first and second types may 
have elements and perhaps molecular mechanisms in common, an understanding 
of the operation of the first type of regulation is not in itself 
sufficient to allow a complete understanding of the temporal organisation 
of the growth of cells into discrete cell division cycles. 
The most obvious events in the cell division cycle are morphological events 
associated with cell division itself, namely the stages of mitosis that 
lead up to nuclear division in those cells that have a nucleus, the 
cleavage of the cytoplasm and, in cells with a cell wall, the formation of 
the septum or cellplate that separates the two daughter cells. Early work 
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on the cell division cycle was largely concerned with these events. The 
remaining phases of the cycle, which did not contain morphologically 
discrete events, could then be most simply interpreted as phases of 
relatively even growth with the accumulation of the major macromolecular 
components occurring in a balanced fashion (Mitchison, 1971, Chapter i). 
However, subsequent work has shown that discontinuous events in the cell 
division cycle are not limited to morphological events associated with 
nuclear and cell division and that the growth of a cell as it progresses 
through the cell division cycle involves a series of discrete biochemical, 
physiological and genetic events. Such events can be shown to recur at a 
characteristic time during the cell division cycle for a particular set of 
growth conditions. These recurrent events can be considered as marker 
events which allow the cell division cycle to be divided up into stages, 
in the same way that the morphological marker events described above 
allowed the growth of cells to be described in terms of cell and nuclear 
division cycles (Mitchison, 1969 (b) ). The order of occurrence of some 
marker events can be altered by experimental manipulation of the environment, 
but some sequences of marker events appear to remain fixed (Mitchison, 1969(b)). 
Such manipulations allow an experimental investigation of the regulation of 
the occurrence of events in the cell cycle and the co-ordination of the 
expression of these events during growth that results in the cell growing 
in a balanced but cyclic manner. 
Some events in the cell cycle can be measured on single cells, either by 
direct microscopic examination, for morphological markers, or by such 
techniques as autoradiography, which allows the pattern of synthesis in 
the cell cycle to be followed for the classes of macromolecules, such as 
total protein or deoxyribose nucleic acid (DNA), for which selective 
3 
precursors can be used. However, most of the marker events that have been 
found in the cell cycle require measurements to be made an samples of 
large numbers of cells, because of the sensitivity of the assay procedures 
used, and for these measurements to be related to the cell cycle it is 
necessary to prepare bulk cultures of cells that are dividing in synchrony. 
The measurement of the patterns of enzyme activities in the cell cycle, 
with which this work is chiefly concerned, generally requires the use of 
synchronous cultures. Since the techniques used to obtain synchronous 
cultures are 	relevant to the consideration of the results obtained, 
these methods will be discussed next. 
To produce a synchronously dividing culture from a bulk culture which will 
contain cells at all stages of the cell cycle two classes of method have 
been employed. First, cells at a particular stage in the cell cycle can be 
selected out from the rest of the cells. These methods have been termed 
selection methods (James, 1966). The second type of method applies a 
treatment to the cells that preferentially inhibits 	progress through 
the cell cycle at a particular stage, so that some cells are delayed more 
than others and all the cells come to the division stage together, such 
methods being termed induction methods (James, 1966). 
Examples of induction methods used on mammalian cells include the use of 
inhibitors acting on mitosis, for example nitrous oxide (Rao, 1968) which 
results in the accumulation of cells in metaphase, or the inhibition of 
DNA synthesis by excess thymidine with the accumulation of cells at the 
stage of DNA synthesis (Xeros, 1962) and result, on removal of the inhibitor 
or the reversal of the thymidine block with deoxycytidine, in the cells all 
reaching the division stage synchronously. Inhibition of DNA synthesis 
with either deoxyadenosine or hydroxyurea has been used to induce synchrony 
in S. potnbe (Mitchison and Creanor, 1971 (b) ). A further method of 
inducing synchrony is to starve a culture of nutrient, either by allowing 
it to run into stationary phase and then reinoculatirig into fresh medium 
or by the deprivation of a specific nutrient, such as an amino acid or 
thymine in respective auxotrophic strains of Escherichia coli (Matney and 
Suit, 1966, and Barner and Cohen, 1956), and then resupplying the required 
nutrient. Reinoculation from stationary phase has been used in bacteria 
(Masters, Kuempel and Pardee, 1964), in yeast (Williamson and Scopes, 1962, 
and in mammalian tissue culture (Ley and Tobey, 1970).  For such a method 
of synchronisation to work, it is necessary for the starved cells to be 
blocked at a particular stage in the division cycle so 	the deprived 
nutrient must preferentially effect growth at a particular stage in the cell 
cycle, which is probably why the kind of deprivation regime used has been 
found to be critical for different types of cells (Mitchison, 1971, 
Chapter 3). In bacteria it has been suggested that the synchrony is due 
to the termination of chromosomal replication at a particular locus 
(Donachie and Masters, 1969),  and in Chinese hamster cells, to the arrest 
of cells before the synthesis of DNA, due to exhaustion of the glutamine 
and isoleucine in the medium (Ley and Tobey, 1970).  Other induction 
treatments include periodic temperature shocks in Tetrahymena (Zeuthen, 
1961*) and in Escherichia coli (Lornntzer and Ron, 1972),  and in the latter 
example it was shown that the mechanism was equivalent to a starvation 
method as the heat shock produced inethionine deprivation due to the 
temperature sensitivity of homoserine trans-succinylase. Alternate cycles 
of illumination and dark have been used to synchronise various species of 
Chlorella which may be due to a stimulation of ribose nucleic acid (RNA) 
synthesis by illumination (Senger and Bishop, 1969). 
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It is evident that the various treatments that have been used to induce 
synchrony are liable to introduce distortions into the normal pattern of 
metabolism of the cells and the use of induction synchrony has been 
frequently criticised on these grounds (Maaloe, 1962 and James, 1966). 
Distortions might occur due to a direct effect of an inhibitor on the 
parameter that is to be measured, for example the effect of thymidine in 
depressing RNA syntheses (Kasten, Strasser and Turner, 1965). The pattern 
observed in the synchronous culture could then be due to a recovery from 
the direct effect of the drug. Similarly, with starvation or shock 
treatments, recovery from the treatment might directly influence the 
parameter to be measured. A further problem is that inhibitor methods 
inhibit events that are directly linked to division, but the synthesis of 
macromolecules and events not directly linked to division may be able to 
continue unsynchronised (Mueller, 1969). RNA and protein continues to 
accumulate in cells blocked at DNA synthesis in a number of mammalian cells 
(Mitchison, 1971, Chapter 3) and produces abnormally large cells with 
abnormal ratios of components. RNA and turbidity, (which can be taken as a 
measure of dry weight in this system (Mitchison, 1969 (a) ), continues to 
accumulate after the inhibition of DNA synthesis in S. pombe to produce 
abnormally large cells (Mitchison and Creanor, 1971 (b) ). The subsequent 
cell division cycles may therefore be distorted and evidence for this can 
be seen in S. pombe in the abnormally short division cycle that occurs after 
the release of the block. Events measured in cycles just after the 
induction synchrony may therefore not reflect the order of events that occur 
in unperturbed cell cycles, and may 	reflect 	recovery from the 
synchronisation procedure. However, these disturbances ought not to reappear 
cyclically in successive cycles, and so the persistence of cyclic events in 
these cultures can be taken as evidence of an association with the cell 
division cycle (Doriachie and Masters, 1969). Whilst in micro-organisms 
induction procedures can produce cultures that divide synchronously for a 
number of generations (Doriachie and Masters, 1969), in mammalian tissue 
culture systems good synchrony is often retained for only one or two cycles 
and the result of this is that many authors have reported results for only 
one cycle. Such results have to be interpreted with caution. 
The disadvantages of induction methods could be turned to advantage. A 
feature of 	 inhibitor induced synchronous cultures is that they 
provide an experimental situation for the diSsociation of events linked and 
unlinked to the synchronised events, that is to cell division and DNA 
synthesis. 
In comparison to induction methods selection methods for producing 
synchronous cultures have two major advantages. First, the treatment applied 
to the cells does not have to interfere with the normal progress of cells 
through the cell cycle in order to produce synchrony, as must occur with 
induction methods. Second, it is possible with most methods to run a 
control experiment by putting the cells through the selection procedure and 
then mixing them up again to produce an asynchronous culture that has 
nevertheless been exposed to the synchronisation regime. Such control 
cultures should display any direct effects of the synchronisation procedure 
on the parameter to be measured, unless, which is generally unlikely, the 
selection procedure only effects cells at a particular stage in the cell 
cycle. Selection methods rely upon cells at different stages in the cell 
cycle having varying properties. The first type of selection procedure, 
which has been used extensively with mammalian cells, is the selective 
elution, from a monolaer of cells that have just divided (Terasima and 
Tolmach, 1963). The initial method required gentle trypsinisation to 
achieve the detachment of the cells in most cell types, but subsequently 
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this was eliminated by altering the ionic composition of the medium (Robbins 
and Marcus, 1964), which reduces the disturbance to the cells. The method 
depends on the loss of adhesion when the cell rounds up in preparation for 
division (Mittermayer, Sandritter and Kaden, 1968). A similar method for 
Escherichia coil B/r, employing elution of daughter cells from a membrane 
has been employed by Helmstetter and Cummings (1964). With these methods 
the disturbance to the cells is small but it is difficult to apply a 
control. Abbo and Pardee (1960) have employed a filtration procedure to 
separate small cells at the beginning of the cell cycle with Escherichia coli. 
It is also possible to make use of the fact that small cells sediment more 
slowly than larger cells and to select the small cells at the beginning of 
the cell cycle by differential sedimentation on a gradient (Mitchison and 
Vincent, 1965).  This method has been used in S. pombe (Mitchison and 
Vincent, 1965), in the budding yeast Saccharomyces cerevisiae (Tauro and 
Halvorson, 1966), and in mammalian cells (Ramseier, Schaer and Greider, 
1970). It is very simple to run a control for this method, the gradient 
just has to be mixed up, but the method does involve a slight disturbance 
to the cells due to the requirement to concentrate the cells to put them on 
the gradient. In addition,the method as used on S. pombe by Mitchison, 
and employed in the work described in this thesis, uses a non-isotonic 
gradient run at below the growth temperature, so that there is an osmotic 
and a temperature disturbance. Mitchison (1972) has not found any evidence 
in this method of disturbances to the cells that lasted for more than a 
relatively short part of the first division cycle. Nevertheless, control 
cultures were run for all the enzyme activity measurements 	in 
synchronous cultures made during the course of this work. Density gradient 
sedimentation can also be carried out in zonal rotors, which allows cells 
at all stages in the cell cycle to be selected directly, rather than by 
growth in a synchronously dividing culture, in yeast (Halvorson, Carter 
and Taure, 1971) and in mammalian cells (Warmsley and Pasternak, 1970). 
An attraction of this method is the very large yield of cells that can be 
obtained. A final method that has been employed for selection synchrony 
is equilibrium density gradient centrifugation in Saccharomyces cerevisiae 
(Hartwell, 1970), which relies upon differences in the densities of cells 
during the cell cycle (Mitchison, 1958 ). 
The first type of marker events in the cell cycle that will be considered 
are physiological, that is their biochemical nature is not defined. These 
events have been identified by applying treatments such as RNA or protein 
synthesis inhibitors, heat shocks or ionising radiation and identifying 
sensitive stages in the cell cycle when treatment selectively delays cell 
division. An early example is the use of heat shocks in Tetrahymena 
(Zeuthen, 1964). The application of a 30 minute heat shock slows the 
growth of cells at all stages in the cell cycle,but the delay to division 
varies with the stage in the cell cycle at which the treatment is applied, 
from nil at the beginning of the cycle rising to a maximum 25 minutes 
before division. 	- Cells after this point, called the 'transition point' 
are not delayed. At its maximum the delay to division is greater than the 
duration of the treatment (excess delay). It would appear therefore that 
the treatment is effecting a process in the cell that is essential for the 
completion of division, and that this process is not just halted but 
reversed (set back). Protein synthesis inhibitors (Frankel, 1969) and RNA 
synthesis inhibitors (Natchwey and Dickinson, 1967) have been shown to 
produce a similar pattern of variable division delay in the cell cycle 
with transition points close to those for heat shock in cultures that had 
been synchronised by heat shock induction. Variable excess delay with a 
transition point at 0.65 of the cell cycle for the inhibition of protein 
synthesis with cycloheximide has been found in S. pombe by Herring 
(unpublished, cited in Mitchison, 1971, Chapter io). Similar transition 
points for division delay caused by inhibitors or heat shock have been 
found in Escherichia coli in cultures synchronised by gradient selection 
(Smith and Pardee, 1970), in other lower eukaryotes and in mammalian cells, 
and for radiation induced division delay, (reviewed by Mitchison (1971), 
Chapter 10).Often, but not invariably, the transition point for heat 
treatment is close to that for protein inhibition, whilst the RNA 
inhibition transition point usually occurs just before that for protein. 
The fact that heat shock has been found to act, via methionine deprivation, 
to inhibit protein synthesis in Escherichia coli (Lomntzer and Ron, 1972) 
suggests that the mechanisms of these two causes of division delay may be 
common in some organisms. The significant point about this work for this 
discussion is the existence of transition points for division delay but 
not for the effect of the treatment on the overall growth of the cell, 
the transition point thus being a property of the control of division 
rather than a delay in the action of the treatment. The transition point 
thus represents a marker event that occurs well before division in the 
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cell cycle, but t4a&4 is required for division to be completed. 
The existence of variable delay to division linked processes in the cell, 
whilst delay to the bulk macromolecular growth of the cells is less 
variable, can explain the induction of synchronous division by such 
treatments as heat shocks, and perhaps also by starvation methods if this 
has an effect similar to the direct inhibition of protein synthesis by 
drugs. The cells will be variably delayed with respect to division, and 
hence divide in synchrony when the block is released, but the synthesis 
of bulk macromolecular components, though delayed, may not necessarily be 
delayed differentially with the age of the cell. Hence in some cases this 
type of induction synchrony could result in some events in the cell cycle 
10 
remaining not synchronised, as with the induction of synchrony by the direct 
inhibition of DNA synthesis. 
The dependence of division on discrete events occtnYing in the cell cycle 
some time before division has also been shown by some work on temperature 
sensitive mutations blocking division in Saccharomyces cerevisiae (Hartwell, 
Culotti and Reid, 1970 and Hartwell, 1971). Using time lapse photography on 
single cells or cultures synchronised by equilibrium gradient centrifugation 
the effect of raising the temperature to cause expression of the mutation at 
different points in the cell cycle was investigated. For each mutant a 
point in the cell cycle was identified after which expression of the 
mutation no longer blocked the successful completion of that cycle, and this 
point was called the 	 point'. The execution point can be 
considered to represent the last point in the cell cycle at which the heat 
labile gene product of that mutant is required to be present for 
successful completion of the cycle. Since a continuous treatment was used, 
it is not possible to determine whether the expression of the gene product 
is required only for a short time in the cell cycle or whether temporary 
heat treatment some time before the execution point would result in a 
division delay specific for that mutant. The point in the cell cycle at 
which cells accumulated was also found for each mutant and was termed the 
termination point, and represents the point in the cell cycle beyond which 
cells blocked at the execution point cannot progress. In some cases the 
execution and termination points were the same. However, in one mutant the 
execution point was at bud initiation which can be taken as the beginning 
of the cell cycle in this yeast (Williamson, 1966) whilst the cells were 
blocked at nuclear division, which is half a cycle later, and hence were 
unable to progress to cell division. A further mutant also had a 
termination point at mitosis but the execution point was even earlier, 
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occurrLng at division (0.0) and this mutant had the interesting effect that, 
although nuclear division and hence cell division was blocked, bud 
initiation continued periodically resulting in a multi-budded mononucleate 
cell. These two mutants blocked DNA synthesis and from the position of the 
execution points in the cell cycle were considered likely to be effecting 
the completion and initiation (respectively) of a round of DNA synthesis. 
The block to nuclear division would therefore be expected, but the 
continuation of bud initiation in only one of the mutants shows that the 
effects cannot be completely explained by this fact alone, and also that 
the control of bud initiation is not dependent on the completion of nuclear 
division. 
The next section will be concerned with the patterns of accumulation of 
different types of macromolecules in the cell cycle. For some types of 
macromolecule an exponential accumulation in the cell cycle has been found, 
for others the rate of accumulation has been found to be related to the 
phases of the cell cycle. However, a significant point is that although 
the pattern of accumulation of a macromolecule in the cell cycle may be 
discontinuous, under uniform growth conditions all the components of the 
cell will, averaged over a number of cycles, double exactly for each cell 
cycle, although fluctuations in the composition of individual cells may occur. 
The types of patterns that have been found need to be defined. First, to 
assess the accumulation of macromolecules in the cell cycle it is possible 
to measure experimentally either the amount of a component present at 
different points in the cycle, or the rates of synthesis and degradation 
of the component, which should by difference give the rate of accumulation. 
Where the amount of a component increases continuously in the cell cycle, 
the increase can either be exponential, in which case the rate of 
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accumulation will also be exponential, or the rate of accumulation may vary 
discontinuously, the simplest example of the latter case being where the 
rate of accumulation doubles sharply at a particular point in the cell cycle, 
a pattern termed 'rate change' 
	
Where the pattern 
of accumulation is discontinuous then the pattern may be termed a 'step' if 
there is no decrease in the level between successive increases and 'Peak'  
if this decrease does occur. For a 'peak' pattern to occur, it is evident 
that at some stage the rate of accumulation must be negative and hence the 
rate of degradation faster than that of synthesis. A 'step' pattern, 
however, only requires that the rate of accumulation drop to zero, and 
hence it is necessary to measure the rates of synthesis and turnover to 
determine how the variation in rate of accumulation is occuring. 
The accumulation of the major classes of macromolecules, RNA, DNA, total 
protein and carbohydrate, together with that of total dry mass and low 
molecular weight pools will be considered first, and then the accumulation 
of specific proteins will be considered. It is well established that the 
DNA of eukaryotes increases discontinuously at a stage of the cell cycle 
that is normally termed the S phase, the pre- and post-synthetic phases 
being referred to as Gi and G2 respectively, and the end of the G1,S,G2 
cycle is defined by nuclear division (Howard and Pelc, 1953). The pattern 
obtained is thus a 'step', and this result has been obtained from 
measurements of the quantity of DNA in individual cells by microspectrophoto-
metry, for example Walker and Mitchison, (1957,) by a rate of synthesis 
measurement by autoradiography of the incorporation of radio labelled 
thyrnidine (Howard and Pelc, 1953) and by bulk measurements in synchronous 
cultures, for example in S. pombe (Bostock et al, 1966). These results have 
been reviewed by Mitchison,( 1971, Chapter 41 The S phase may occupy 
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as little as io% of the cell cycle, as in S. pombe (Bostock, 1970), where 
in common with some other lower eukaryotes and fast growing higher 
eukaryote cells (Mitchison, 1971, Chapter 4) the GI is either absent 
(strain 132 o.s.) (Bostock, 1970) or occupies only 20% of the cycle 
(strain 132 N.S.) (Mitchison and Creanor, 1971(a) ). In S. pombe nuclear 
division occurs at 0.75 of the cell division cycle (Bostock, 1970) and so 
the S phase occurs at or before cell division, according to the strain, 
and so the replication of the DNA that precedes a nuclear and cell 
division in a given cell cycle occurs just before the beginning of that 
cell division cycle. Mitochondrial DNA often appears to be synthesised 
throughout the cell division cycle, though in Saccharomyces cerevisiae 
there is one report of a periodic synthesis (Cottrell and Avers, 1970), 
possibly due to the synchronisation of mitochondrial replication with the 
cell division cycle in this case. 
In contrast to eukaryotes, the pattern of DNA accumulation in the cell 
cycle of bacteria has generally been found to be continuous both by bulk 
assay in synchronous cultures and by incorporation to measure the rate of 
synthesis (Abbo and Pardee, 1960), although most of the information is 
restricted to Escherichia coli (Mitchison, 1971, Chapter 5). Bacillus 
subtilis W 23 growing on a histidine medium with a doubling time of 120 
minutes does, however, show a 'step' pattern of DNA (Masters and Donachie, 
1966), indicating a synchrony of initiation of chromosomal replication. 
The rate of synthesis of DNA by radiolabel incorporation measurements in 
Escherichia coli B/r changes discontinuously in the cell cycle of elution 
synchronised cells and the pattern of change varies with the growth rate 
(Helmstetter et al, 1968). At growth rates giving a mean generation time 
of around 40 minutes, the pattern can be seen to be a 'step' (Donachie and 
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Masters, 1969), which means that the change in rate of DNA synthesis, and 
hence the initiation of chromosome replication, is occuDing synchronously. 
Cooper and Helrnstetter (1968) have related the changes in patterns of rates 
of DNA synthesis with growth rate to initiation of rounds of chromosomal 
replication occun'ing at progressively earlier points in the cell division 
cycle with increasing growth rate due to a constancy in the time from 
initiation of a round of chromosomal replication to the corresponding cell 
division. At high growth rates initiation occurs in the previous cell 
cycle. Thus chromosomal replication cycles overlap, and so DNA synthesis 
is continuous, with a complicated pattern of changes in rate. The synchrony 
of chromosomal replication means that, where the chromosome is replicated 
in a fixed sequential manner, the replication of individual genes will also 
be synchronous with the cell division cycle. In Bacillus subtilis W 23 a 
fixed order of replication of the genome has been demonstrated from the 
analysis of genetic marker frequences (Sueoka, 1966), and hence the 
replication of genetic markers should be in synchrony with cell division, 
and this has been shown to be the case for the marker sucrase, assayed by 
transformation (Masters and Pardee, 19 65). The synchronous replication of 
genetic markers in cultures of Escherichia coli has not been directly 
proved. The sequential replication of individual chromosomes has been 
shown by Cairns (1963 ) and that areas of the chromosome tend to replicate 
repeatably at the same stage of the cell cycle in individual cells for up 
to six generations has been shown by density and radio labelling 
experiments (Nagata and Meselson, 1968). It has been shown above that the 
initiation of chromosome replication can be synchronous. The open question 
is whether the origin of replication is a constant. 
In contrast to the 'step' pattern found for DNA in eukaryotes, the other 
major classes of macromolecules have been found to display predominantly 
continuous patterns of increase in the cell cycle. The only notable 
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exception to this in higher eukaryotes is that there is a reduction in the 
rate of RNA, and to a lesser extent, protein synthesis, at mitosis as 
measured by incorporation studies (Mitchison, 1971, Chapters 6 and 7),. 
Recently, Warmsley and Pasternak (1970) have found this same pattern of 
decreasing rates towards the end of the 'cycle in cells directly isolated 
from a zonal rotor, the decrease starting in G2. The same pattern was also 
found for phospholipid synthesis and turnover (Warmsley, Phillips and 
Pasternak, 1970). The gap in RNA synthesis at mitosis also occurs in some 
lower eukaryotes. However, other lower eukaryotes do not show this gap in 
RNA synthesis in the cell cycle, notably yeast and ciliates. The process 
of nuclear division is abnormal in these organisms and this suggests that 
the mitotic gap in RNA synthesis may be associated with the highly 
condensed state of the chromosomes at mitosis (Mitchison, 1971, Chapter 6.) 
The slime mold Physarum polycephalum shows a second drop in the rate of RNA 
synthesis during interphase (Mittermayer, Braun and Rusch, 196+). Protein 
synthesis also shows a gap 	 at mitosis and a second gap in 
interphase occurs in Physarum (Mittermayer et al, 1966). Finally, in a 
number of cell types analysis of rate measurements suggests that the 
continuous patterns of RA and protein accumulation is a 'rate change' 
rather than an exponential, though the rate change point is not invariably 
associated with a particular stage in the cell cycle, such as S. Total 
RNA and protein accumulation has been shown to be exponential in S. pombe 
(Stebbing, 1971). The predominant pattern of RNA and protein accumulation 
in prokaryotes is continuous (Mitchison, 1971, Chapters 6 and 7). 
Analysis of the changes in composition of the low molecular weight pool in 
the cell cycle are few. In HeLa cells Robbins and Scharff( 1960 found no 
differences in the size or composition of the amino acid pool between cells 
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in interphase and metaphase. Stebbing (1971) has investigated the amino 
acid, nucleotide and carbohydrate material in the pool of S. pombe and 
found them to accumulate exponentially in the cell cycle. The expandible 
pool, which is the pool into which exogenous amino acids pass (Halvorson 
and Cowie, 1961), does however fluctuate during the cycle when cells are 
grown on a complex medium (Mitchison and Cummins, 1964). Fluctuations in 
the composition of the amino acid pool of Chiorella pyrenoidosa synchronised 
by intermittent illumination were found by Hare and Schmidt (1970) but it is 
possible that these fluctuations are related to the synchronisation system. 
The predominantly continuous pattern of accumulation of total cell protein 
in the cell cycle also occurs for total mitochondrial, microsomal (Warmsley, 
Phillips and Pasternak, 1970) and microtubular protein in mammalian cells 
(Robbins and Shelanski, 1969). Total nuclear protein shows a continuous 
increase with accumulation most rapid during the S phase (Warmsley, 
Phillips and Pasternak, 1970). However, where individual protein species 
have been examined, the continuous accumulation pattern is not predominant. 
The increase in nuclear histone has been found to be a 'step' pattern 
coincident with the S phase in eukaryotes (Nitchison, 1971, Chapter 7). 
Due to the close association of the histones with the DNA, this pattern 
might well have been expected to be atypical. However, Kolociny and Gross 
(1969) found differences in the labelling patterns of cell soluble protein 
components at different stages in the cell cycle of HeLa cells. The 
components of the soluble protein fraction were separated on acrylamide gels, 
and the results suggest that the rate of synthesis of individual protein 
components show variable patterns in the cycle. Cultured lymphoid cells 
were found to incorporate radio labelled amino acids into a secreted 
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immunoglobulin only during the Gi and S phases in thymidine synchronised 
cultures (Buell and Fahey, 1969), indicating that synthesis of this protein 
was restricted to a part of the cell cycle. A differential expression of 
surface antigens during the cell cycle has been reported in mammalian cells 
and Cikes and Friberg (1971) consider that this reflects varying amounts of 
antigen rather than differential masking, but it is difficult to be certain 
of this. That individual protein species might be transcribed discontinuously 
during the cell cycle in Escherichia coli has been suggested by the 
experiments of Cutler and Evans (1961 Fragmentation of the genome and 
hybridisation with RNA synthesised at different points in the cell cycle 
showed that, whilst the whole genome was transcribed throughout the cell 
cycle, regions showed characteristic variations in rate of transcription. 
The largest amount of information on the accumulation of individual. proteins 
in the cell cycle has come from the measurement of enzyme activities. In the 
context of the cell cycle, enzyme activity has often been directly related 
to the level of enzyme protein, but this relationship has only been 
investigated in two cases (Klevecz, 1969 and Martin, Tornkins and Granner, 
1969) and this limitation has to be borne in mind when interpreting the 
data (Halvorson, Carter and Tauro, 1971). Mitchison.(1971, Chapter 8) has 
reviewed the occurrence of the different types of enzyme patterns in the 
cell cycles of prokaryotes and eukaryotes and the collected data shows that 
both continuous and periodic patterns are seen in both groups. The periodic 
patterns contrast with the continuous pattern of total protein accumulation 
seen in these groups. 
For an enzyme subject to induction or repression, enzyme activity can be 
measured in a synchronous culture grown in a medium that will result in 
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the enzyme being expressed at the uninduced or fully repressed level, 
which may be called the 'basal' level, or alternatively, in a medium that 
results in the enzyme being pient at the fully induced level. Where the 
measurement is made in a culture grown in a medium that results in an 
enzyme being present at an intermediate level of repression, such as a 
biosynthetic enzyme in a minimal medium the term 'autogenous' has been 
used (Donachie and Masters, 1969). Another type of measurement that has 
been made is to remove subcultures at intervals of time from a synchronous 
culture grown under 'basal' conditions and to challenge each subculture by 
transfer to a medium that will cause induction or derepression. The rate 
at which the enzyme activity rises in the subcultures is then taken as a 
measure of the capacity of the cells through the cell cycle to respond to 
the challenge of induction or derepression and has been termed 'potential' 
(Kuempel, Masters and Pardee, 1965). 'Potential.' is thus a measurernnt of 
the rate of change of enzyme activity whilst the other measurements are 
made on cultures grown under uniform conditions and are measurements of 
levels of enzyme activity. 
'Potential' in prokaryotes in the vegetative stage of growth has only been 
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investigated for one enzyme in Bacillus subtilis (Masters, 1965) and for a 
number of enzymes in various strains of Escherichia coli (Donachie and 
Masters, 1969). Induction and derepression has been shown to occur at all 
stages of the cell cycle for all the enzymes that have been examined, 
showing that 'potential' is not restricted with respect to the cell cycle. 
Unrestricted 'potential' for p-galactosidase in Escherichia coli has also 
been demonstrated by measurements on single cells (Goldstein and Rotman, 
unpublished, cited in Halvorson, Carter and Tauro, 1971). The pattern of 
change in 'potential' in the cell cycle has been shown, with one exception, 
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to show a 'step' pattern, which means that the capacity of a cell to respond 
to an induction or derepression doubles at a characteristic point in the 
cell cycle, the positions of the potential 'steps' for different enzymes 
being spread throughout the cycle in Escherichia coli B/r (Donachie and 
Masters, 1969). The exception was that the 'potential' for J3-galactosidase 
and D-Serine deaminase was found to rise continuously in the cell cycle in 
anjl F strain of Escherichia coil K 12 (Nishi and Horiuchi, 1966) although 
the 'potential' for these enzymes has been found to increase in a 'step' 
pattern in other strains of Escherichia coil (Donachie and Masters, 1969). 
The rise in enzyme activity on derepression or induction in bacteria has 
been shown to be dependent on protein synthesis (for example, Cummings, 
1965). The 'step' in potential can thus be interpreted as a doubling in 
the cells' capacity to synthesise a particular protein at a characteristic 
point in the cycle for each protein. Donachie and Masters (1969) have 
related these changes in 'potential' to changes in gene dosage occurring 
at the stage of replication of the corresponding structural gene. A number 
of different lines of evidence support this hypothesis. The increase in 
'potential' of _galactosidase and D-Serine deaminase in synchronous 
cultures of Escherichia coli is blocked by the inhibition of DNA synthesis 
whilst the cells continue to grow in mass and length, indicating a link 
with DNA and hence chromosomal replication. A more direct demonstration 
of a link with chromosomal replication was obtained in Bacillus siibtilis, 
where, as has been discussed above, chromosomal replication and the replication 
of the genetic marker sucrase are synchronous with the cell cycle. Masters 
and Pardee (1965 ) found that the 'step' for the 'potential' for sucrase was 
synchronous with the replication of the sucrase gene. In Escherichia coil 
a correspondence of the order of the occurrence of the 'potential steps' 
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and the genetic map has been shown by Donachie and Masters(196 9) This 
correspondence can best be explained by proposing that chromosomal 
replication is synchronous with the cell cycle in this organism, as in 
Bacillus subtilis, and that the 'potential steps' in this organism also 
correspond to doublings of the corresponding structural genes (Donachie 
and Masters, 1969). Finally, the normal pattern of a single 'step' 
increase in 'potential' for j3-galactosidase can be turned into a double 
stepI pattern by infection with an episome carrying a lac +marker (Donachie 
and Masters, 1966) whilst infection of cells that are initially lac , and 
hence uninducible, results in a cell with a single 'step' pattern of 
'Potential' (Nishi and Horiuchi, 1966). This explanation of the existence 
of 'potential steps' in these two species of bacteria thus seems consistent 
with the data, except for the case mentioned above of the continuous 
increase in 'potential' found in an F strain of Escherichia coli K 12. 
This could be due to an asynchrony of chromosomal replication occurring 
in this strain in the particular growth conditions employed (Donachie and 
Masters, 196, though it should be pointed out that episomal replication 
was shown to still be synchronous and there is no direct proof of this 
proposal. This interesting situation deserves further investigation as it 
could be the exception either to prove, or disprove, the rule. 
The 'basal' level of alkaline phosphatase (repressed with thorganic 
phosphate) has been measured in synchronous cultures of Bacillus subtilis 
(Donachie, 1965) and Escherichia coli (Kuempel, Masters and Pardee, 1965) 
and the pattern was found to be continuous. A continuous pattern was also 
found for 'basal' (absence of inducer) _galactosidase in Escherichia coil 
(Kuempel, unpublished, cited in Donachie and Masters, 196) and for sucrase 
in Bacillus subtilis (Masters and Donachie, 1966). It is very difficult to 
distinguish a 'rate change' pattern from an exponential if measurements of 
level rather than rate are all that is available, but in two of these cases 
the authors have claimed that the data fitted the former pattern (Kuempel, 
Masters and Pardee, 1965 and Donachie, 1965). The 'basal' level of 
I - galactosidase has also been measured in individual cells of Escherichia 
coli with a fluoronietric assay, and it was found that the level per cell 
varied by a factor of times twenty (Rotman, unpublished, cited in 
Halvorson, Carter and Tauro, 1971). This illustrates an important point 
about all work on synchronous cultures: that these results measure the 
mean activity of a population of cells, and that individual cells may show 
wide variations around that mean. The continuous pattern in synchronous 
cultures indicates that the probability of a cell having a low level of 
enzyme is not related to its position in the cell cycle. The pattern 
of activity of a fully induced enzyme has only been reported for 
galactosidase in Escherichia coli. A 'rate changes  pattern has been 
claimed by Donachie and Masters (1969) in Escherichia coli B/r. These 
authors have also reported a 'rate changes  pattern in a constitutive 
mutant for this enzyme. Recently, Goldberg and Chargaff (1971) found a 
'step' pattern for induced -galactosidase in Escherichia coli K 12. The 
'step' was not due to instability of the enzyme, as judged by removal of 
inducer, nor did it appear to be due to differential permeability to the 
inducer. The difference between this result and that of Donachie and 
Masters might possibly be due to the effect of catabolite repression 
(Magasanik, 1961), as glycerol was used as a carbon source. The patterns 
of enzyme activity in the 'basal' and fully induced states of 
galactosidase can most probably be interpreted in terms of changes of 
the rate of protein synthesis, as changes in the activity level are blocked 
with the inhibition of protein synthesis (Cummings, 1965) and the enzyme is 
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stable under conditions of derepression (Goldberg and Chargaff, 1971). 
Donachie and Masters (1969) have related the 'rate change' patterns 
obtained in both states to a doubling in the rate of synthesis when the 
replication of the corresponding structural gene occurs. Hence 'rate 
changes' should be dependent on the continuation of DNA synthesis, but 
this does not appear to have been tested. The 'rate change' point in 
the cell cycle should coincide with the 'potential step', which has been 
reported to be the case for basal alkaline phosphatase in Escherichia coli 
(Kuempel, Masters and Pardee, 1965). That the rate of synthesis should 
double with the structural gene requires that a gene dosage effect on the 
level of an enzyme should occur when the level of repression is constant. 
A gene dosage effect has been demonstrated in Escherichia coli (Jacob, 
Schaeffer and Woolrnan, 1960 and Pittard and Ramakrishnan, 1964.) 
Apart from the continuous patterns obtained with 'basal' and fully induced 
synthesis, all the enzymes measured in synchronous cultures of bacteria 
have shown a 'periodic' pattern (Donachie and Masters, 1969). The majority 
of the enzymes measured have displayed a 'step' pattern (Mitchison, 1971, 
Chapter 8) but a number of proteases and peptidases measured in Escherichia 
coli show a 'peak' pattern, with the 'peaks' for all the enzymes occurring 
near to division (Kogoma and Nishi, 1965 and Nishi and Horose, 1966). All 
the enzymes showing a 'periodic' pattern are either 'autogenous' or of an 
unknown state of repression (Donachie and Masters, 1969). Unlike the 
'steps' of'potential' considered above which were shown to be dependent 
on the continuation of DNA synthesis, the 'autogenous step' of ornithine 
transcarhamylase in Bacillus subtilis was found by Masters and Doriachie 
(1966 ) to repeat twice (at least) after the inhibition of DNA synthesis. 
The 'steps' are not restricted to any region of the cell cycle in 
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Escherichia coil (Kuempel, Masters and Pardee, 1965) nor in Bacillus subtilis 
(Masters and Pardee, 1965) and in the latter organism 'steps' occur outside 
the restricted part of the cell cycle in which DNA synthesis occurs (Masters 
and Donachie, 1966). The 'step' for 'autogenous' aspartate transcarbamylase 
occurs at a different point in the cell cycle to the 'potential step' in 
Escherichia coli (Kuempel, Masters and Pardee, 1965). Thus no association 
can be demonstrated between the occurrence of 'steps' in tautogenous and 
other enzymes and events at the level of the replication of the corresponding 
structural gene. 
The interpretation of these patterns of enzyme activity in terms of protein 
synthesis and turnover relies upon the previously mentioned facts that the 
activity levels of enzymes show a dependence on protein synthesis, but this 
has not been checked for all the enzymes showing 'periodic' patterns in the 
bacterial cell cycle. If the assumption is made that the changes in activity 
levels reflect changes in protein levels then it is evident that the 'peak' 
enzymes ought to be unstable. This has been demonstrated by Nishi and Horose, 
(1964 for glycyiclycine dipeptidase after the inhibition of protein synthesis 
with chioramphenicol. Some 'step' pattern enzymes have also shown instability 
(Donachie and Masters, 1969), and, if the rate of degradation during the cell 
cycle is constant, the 'step' pattern of enzyme activity represents a 'step' 
pattern for the rate of synthesis ; the same pattern as a 'basal' or fully 
induced enzyme would give if interpreted in terms of rate of protein 
synthesis. The prediction would then be that a 'step' pattern for an 
unstable enzyme would be blocked with DNA inhibition, but this has not been 
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tested. It was noted above that the 'step' for aspartate transcarbamylase, 
which is unstable (Masters and Donachie, 1966) does not coincide with the 
'potential step', which might, at first, appear to contradict a relationship 
between the autogenous 'step' and chromosomal replication. However, a step 
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occurring in the manner described will be out of phase with its corresponding 
'potential' doubling. A case can thus be made out that this is the 
explanation of the 'step' pattern in unstable enzymes, but requires, where 
these enzymes are autogeflousI,  that a gene dosage effect should operate at 
an intermediate level of repression. Donachie (1964) has demonstrated that 
in Neurospora crassa an incomplete gene dosage effect occurs at intermediate 
levels of repression. 
A number of'autogenous step' enzymes have however been shown to be stable 
(Donachie and Masters, 1969), and the pattern of enzyme activity can thus 
be most simply interpreted in terms of a burst of synthesis during a 
restricted part of the cell cycle. Why should the structural genes for 
these enzymes only be expressed for a limited part of the cell cycle since 
it has been shown that 'potential' is available without restriction? It has 
been proposed by Kuempel, Masters and Pardee (1965) that the 'steps' seen 
in these enzymes are a consequence of their being in an intermediate state 
of repression. Masters and Donachie (1966) demonstrated that the position 
of the 'steps' for aspartate transcarbamylase in the cycle of Bacillus 
subtilis could be altered by the intermittent application of uracil, 
similar results being obtained with the derepression of alkaline phosphatase. 
This result could be predicted from the unrestricted nature of 'potential' 
ih the cell cycle. Goodwin (1966) has proposed that the operation of 
repression on enzymes in an intermediate state of repression will be 
intermittent by the nature of the feed-back system involved in their 
control, and that the steps of  Iautogenous  enzymes represent 
oscillations of the repression system. That the repression system is 
likely, on theoretical grounds, to show oscillations has been disputed by 
Griffith (1968) but Goodwin (1969(a)) still maintains that his model is tenable. 
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The argument hangs on a choice of constants in the relationship between 
enzyme synthesis and repressor level which have not been fully determined 
experimentally. However, the models that have been used involve a simple 
relationship between one enzyme and a product, but it is doubtful whether 
the isolation of a single element from the complex of factors that will 
affect the flux of metabolite through the metabolic pathway, is justified 
when computing the dynamic behaviour of the control system (Kacser and 
Burns, 1968). Any tendency to oscillate will be a property of the pathway 
as a whole. It seems unlikely that this model can be tested against firm 
theoretical predictions at this time. There are two difficulties with 
model. First, the frequency of the oscillations must be equal 
to the cell cycle length for all the 'autogenous' repression systems 
studied, and there seems to be no reason why this should he the case. Thus 
whilst Goodwin (1969,6 and c) has demonstrated oscillatory behaviour in 
repressible enzymes in chemostat conditions in Escherichia coil grown with 
periodic additions of a limiting nutrient, the frequency of these 
oscillations was sometimes different to the generation time. Second, it is 
necessary for the oscillations to be entrained to the cell cycle. Since 
the utilisation of the end products of the biosynthetic pathways to RNA 
and protein precursors has been shown not to fluctuate in the cell cycle, 
it is evident that the entrainment, at least for these pathways, cannot 
be by varying demand. The other entrainment mechanism proposed by Goodwin, 
(1966 ) a burst of mRNA synthesis following genome replication, would only 
function as a weak entrainment mechanism, which would require an accurate 
matching of the natural frequency of oscillation to the cell division time. 
A final point is that Goodwin (196 9 c), has demonstrated that the 
frequency of the oscillations of f3.-galactosidase in chemostat cultures of 
Escherichia coil varies markedly with the level of the carbon source. A 
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variation in the frequency of oscillations with growth conditions would 
make entrainment, which is dependent on the frequency of the oscillations 
being close to that of the cell cycle, even less likely. 
'Potential' has always been found to be unrestricted during the cell 
cycle of prokaryotes, and, with one exception, the increase in 'potential' 
during the cell cycle was found to show a 'step' pattern. However, in 
eukaryotes this pattern is not universal, but has been shown to occur 
in a number of cases. Unrestricted'potential' has been demonstrated 
in Chiorella pyrenoidosa for isocitrate lyase (Baechtel, Hopkins and 
Schmidt, 1970), in Saccharomyces cerevisiae for 3-gFlactosidase (Carter, 
Sebastian and Halvorson, 1971), and in S. pombe for sucrase (Mitchison 
and Creanor, 1971a) The pattern of the increase in 'potential' 
has been examined for the enzymes measured in jombe and Chiorella 
pyrenoidosa and in all three cases a 'step' pattern of increase in 
the cell cycle was found, and the increases of enzyme activity were 
blocked by cyclohexirnide indicating a dependence on protein synthesis. 
In the case of isocitrate lyase in Chiorella the 'step' was coincident 
with the S phase, and so the increase in'potential' probably reflects 
a doubling of the genome as in prokaryotes. However, the 
for the 'potential' of the two enzymes examined in S. pombe were found 
to occur in G2. The 'basal' levels of sucrase and of acid phosphatase 
and also constitutive alkaline phosphatase showed a continuous pattern 
in the cell cycle, and Mitchison and Creanor (1969) analysed the data 
statistically and showed that the pattern was a 'rate change' rather 
than m exponential. The 'rate change' points also occurred in G2. 
The rise in acitivity of all these enzymes in S. pombe was blocked by 
inhibiting protein synthesis with cycloheximide, but there was a delay 
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which varied with each enzyme, between the inhibition of protein synthesis 
and the plateau of the rise in enzyme aciivity which Nitchison and 
Creunor (1969) considered was due to a lag between the completion 
of the synthesis of the respective polypeptide and attainment of an 
enzymatically active state. When these precursor delays for the 
various enzymes were subtracted from the 'rate change' points and from 
the position of the 'potential steps' for sucrase and maltase, it was 
found that the corrected positions, which were considered to represent 
the timing of the events at the level of protein synthesis, all fell into 
the same region of the cell cycle and were not significantly different 
from each other (Mitchison and Creanor, 1969 and 1971a). The coincid-
ence of the 'rate change' points and the 'potential steps  is analogous 
to the situation in bacteria. However, the mean value for these points 
is 0.2 in the cell division cycle, that iz about one third of the 
cell cycle after the previous S phase, wheueas in bacteria these 
points coincide with the replication of the corresponding structural 
gene. Mitchison and Creanor (1969) have termed this pOjflt in the cell 
cycle of S. pombe - the 'critical point'. It should be noted that there 
is no general increase in the rate of protein of RNA accumulation or 
synthesis in the cell cycle at the 'critical point' (Stebbing, 1971).. 
The events at the 'critical point' are thus related to the patterns of 
accumulation of these particular enzymes. Increases in the activity of 
the enzymes are dependent on protein synthesis, and by analogy with 
the corresponding events in the bacterial cell cycle would be expected 
to correspond to the doubling of the genome. It is therefore necessary 
to explain the delay between the S phase and the 'critical point'. 
Could the delay be due to a lag between transcription and the avail-
ibility of the mRNA for translation? Mitchison and Creanor (1969) 
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argue that this is unlikely as the lag in the induction of sucrase is 
no longer than the precursor delay, and the derepression of acid phos-. 
phatase is suppressed immediately by the addition of inorganic 
phosphate. There is therefore no lag in the repression mechanism 
that cannot be accounted for by precursor delay, and the 'critical point' 
ought therefore to correspond to the functional doubling of the gene 
dosage. Their argument, however, depends on the operation of the 
derepression being at the transcriptional leve1 4 and this hs not 
been tested directly, owing to the lack of a suitable inhibitor of 
RNA synthesis for this organism. Mitchison and Creanor (1969) 
propose that the delay between the S phase and the'critical point' 
is due to only one of the two chromatids present at this stage being 
available for transcription and that separation and transcription of 
the second Chromatid occurs at the 'critical point'. A separation of 
chromatids at this point is consistent with the finding of Swann (1962) 
that the genetic target for ultra-violet radiation damage, as analysed 
by damage to the progeny, separated at this stage of the cell cycle and 
not at the S phase.. 
Other patterns of 'potential' in eukaryotes show varying degrees of 
restriction in the cell cycle. In Chiorella pyrenoidosa the level of 
the 'potential' for the induction of nitrite reductase shows a 'peak' 
pattern, inducibility at the restricted part of the cycle being only 
io% of the maximum level (Knutsen, 1965) and a similar pattern is 
seen for the derepression of acid and alkaline phosphatases, though 
there is the possibility of a second 'peak' for the acid phosphatase 
(Knutson 1968). The induction of nitrate reductase is blocked by 
cycloheximide. This restricted pattern of 'potential' contrasts with 
the 'step' pattern seen for isocitrate lyase in this organism. 
Cultured antlers of L1Jium lon)if]orum show a natural division synchrony 
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and in this system Hotta and Stern (1965) found that the induction of 
thymidine kinase with thymidine could only be invoked during a restricted 
phase of the cell cycle, and the appearance of the enzyme was blocked 
by inhibition of RNA or protein synthesis (Hotta and Stern, 1963).. 
For all these cases the 'peak'o 'potential'coincided with the S 
phase. In mammalian cell lines in tissue culture a restricted 
pattern of 'potential' for the induction by steroids of alkaline 
phosphatase in HeLa cells (Griffin and Ber, 1969) and of tyrosine 
aminotransferase in hepatoma line (HTC) (Tomkins et al, 1969) has 
been demonstrated, with the inducible period being late GI and S. 
In the former case the level at which the restriction to the 'potential' 
occurs is not clear. 	,-., 	 i1st the induction was blocked by inhib- 
itors of RNA and protein synthesis (Griffin and Cox, 1966a) the increase 
in enzyme activity was not accompanied by an increase in immunologically 
precipitatable enzyme protein, nor was there an increase in the radio - 
labelled amino acid incoration 	he model i  
O 	 IøtY€-d€. 
of the induction , proposed by Tomkins et al (1969) suggests that the 
induction is mediated at the translational level by the antagonism of 
a translational repressor which inhibits translation and increases the 
turnover of the enzyme and its mRNA. The block to 'potential' is, 
however, considered to operate at the level of transcription, because 
the pre-induced synthesis of the enzyme is not blocked during this 
phase.- Pre-induced synthesis is considered to continue by using 
mRNA transcribed during the inducible period and subsequently stabilised 
in the presence of the induc€r. The control systems envisaged for these 
two enzymes demonstrate the possible dangers in the interpretation of 
enzyme levels in terms of protein synthesis and genetic events when 
the intermediate steps have not been investigated.. 
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The patterns of enzyme activity during the cell cycle of eukaryotes 
will ndw be considered. Mitchison (1971, Chapter 8) has reviewed 
the occurrence of the enzyme patterns and it is evident from the- 
collected data that continuous, 'step' and 'peak' patterns are widespread. 
The first point to consider is whether the 'periodic' patterns 
correlate with restricted potential. In Chiorella pyrcnoidoa, only 
the two phosphatases can be measured in the 'basal' condition and a 
'step' pattern is shown (Knutsen, 1968), whilst in Lilium longiflorum 
the 'autogenous pattern is a 'peak' (HoHa and Stern, 1965). In all 
three cases the period of rise in enzyme activity coincides with the 
'peak' in 'potential', and it seems reasonable to suggest that these 
patterns will be the result of thoe restricted 'potential'. 	However, 
the two steroid inducible enzymes that show a restricted 'potential' 
show a contiiiuuua patteiu of activity , whith, in the case of tyi-osine 
aminotransferase, has been shown to involve continued synthesis during 
the cycle (Tomkins et al, 1969)..  The ability of the HTC cell to 
continue synthesis during the gap in 'potential' is considered to be due 
to the stabilisation of mRNA. Of the enzymes with an unrestricted pattern 
of 'potential', the sucrese and maltase in S.pomhe are continuous in 
the 'basal' state, which, as has been discussed above, are in fact 
'rate change' patterns. 	This situation then is analagous to that in 
bacteria, namely, continuous'potential' and 'rate change' pattern in 
the 'basal' state. The -galactosidase that shows unrestricted'potential' 
in Saccharomyces cerevisiae shows a 'step' pattern in both the fully 
derepressed and 'basal' levels (Carter, Sebastian and Halvorson, 1971). 
The induction of this emzyme is blocked by cycloheximide, but the 
changes in activity level in the cell cycle have not been tested with 
the inhibitor. If these 'steps' in the 'basal' and fully derepressed 
states are due to protein synthesis then this observation would show that 
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the occurrence of periodic patterns of enzyme activity in the cell 
cycle of eukaryotes was not limited to enzymes with a restricted 'potential'. 
The above example of 	'step' patterns occurring in the repressed and 
derepressed states in yeast is not unique. Halvorson et al (1966) 
have reported a 'step' pattern for a-glucosidase in both the induced 
and unincluced states, and Carter, Sebastian and Halvorson (1971) found a 
'step' pattern for a constitutive epimerase. Further, a number of the 
'steps' enzymes reported in Saccharomyces cerevisiae by Tauro, Halvorson 
and Epstein (1968) are in amino acid biosynthetic pathways and are not 
reported to be derepressible on starvation of a requiring strain (de 
Robichon-Szulmajster and Surdin-Kerjan, 1971). There is therefore 
no association between the occurrence of 'periodic' patterns of 
enzyme activity and the 'autogenous' state as occurs in bacteria, and 
is 
it is necessary to look elsewhere for the cohtrol that Aresponsible 
for ttjese patterns in yeast. 
There is evidence that there is a restriction to the accessibility 
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of different parts of the genorne during the cell cycle ,/f an enzyme 
'step' and the position of the corresponding structural gene om the 
chromosome. Tauro, Halvorson and Epstein (1968) found that the enzymes 
corresponding to three closely linked loci on chromosome V of 
Saccharomyces cerevisias 'stepped' during the same region of the cell 
cycle whereas the enzyme associated with an unlinked locus on this 
chromosome 'stepped' at a different point in the cell cycle.- 
Tingle (unpublished, cited in Tauro, Halvorson and 	stein, (1968)) 
has found that the enzymes from two closely linked genes in Saccharomyces 
lactis show closely associated 'steps'. If the position of a 'step' for 
an enzyme in the cell cycle is related to its position on the genome, 
then altering the position on the chromosome linkae map of the 
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corresponding locus might be expected-I to alter the position of the 
'step' in the cell cycle. Cox and Gilbert (1970) investigated a 
chromosomal inversion that occurs in s strain of Saccharornyces cerevisiae. 
They found that in the wild type two enzymes with loci that were linked 
'stepped' at closely associated positions in the cell cycle but in the 
strain carrying the inversion, which separates these loci, the 'step' 
positions were dissociated. Multiple 'steps' in the cell cycle have 
been found for a-glucosidase in Saccharomyces cerevisiae and Halvorson 
et al (1966) have demonstrated that the number of 'steps' occurring 
in the cell cycles of various hybrid strains is dependent on the 
number of unlinked loci for'a-glucosidase that the strain carries. 
To explain this association between the number and position of loci 
and the pattern of enzyme 'steps' in the cell cycle, Tauro, Halvorson 
and Epstein (1968) propose that the transcription of the genes on a 
chromosome occurs in an ordered manner s that is dependent on the linear 
order of the genes on the chromosome. 
Very little information is available from the work with yeast to 
relate the changes in enzyme activity in the cell cycle to protein 
synthesis. Scholz and Jaenicke (1968) demonstrated that actinomycin 
D would block the 'step' of dihydrofolate reductase. Further 
information on the relationship of the enzyme activity patterns in the 
cell cycle to enzyme synthesis and turnover and to RNA synthesis 
would help to confirm the relationship that has been proposed between 
an ordered transcription and the observed patterns of enzyme activity 
in the cell cycle. 
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An ordered transcription might be related to replication. The 
distribution of the 'step' and 'peak' patterns that have to date been 
reported in Saccharomyces cerevisiae is not restricted to any particular 
portion of the cell cycle, although there is a defined S phase in this 
species. - The periodic patterns of a number of enzymes have been shown 
to be altered or eliminated by blocking DNA synthesis and division in 
Saccharomyces cerevisiae with X-rays, whilst the patterns of activity 
of other enzymes were uneffected, (Sylvan et al 1959, Hilz and Eckstein, 
i64, Eckstein, Paduch and Hilz, 1967). Interpretation of these 
results ,in terms of a dependence on DNA synthesis for some 'Periodic'  
patterns ) is made difficult by the fact that a number of the enzymes 
that were investigated were directly linked to cell division of 
DNA synthesis. 
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CHAPTER 2 - GENERAL METHODS 
ORGANISM. 	Schizosaccharomyces pombe Lindner 1893 was obtained from the 
National Collection of Yeast Cultures (Brewing Industry Research Foundation, 
Nutfield, Surrey.) The strain used throughout this work was N.C.Y.C. 132. 
S. pombe is an ascosporogenous yeast and is classified in the family 
Saccharomycetaceae, of the order Saccharomycetales in the class Ascomycetes. 
The morphological characteristics of the genus Schizosaccharomyces are the 
elongate shape of the cell, lengthwise growth and cell division by 
transverse fission (Phaff, Miller and Mrak, 1966. Lodder, Sloof and 
Kreger-van Rij, 1958.) 
The organism was originally obtained from the Culture Collection in 195* 
and was subsequently maintained in the Department of Zoology until 1967 by 
subculturing in liquid medium. In that year branched cells appeared in the 
stock cultures, possibly due to a mutational change, and the stocks had to 
be discarded. New stocks of strain 132 were then obtained from the Culture 
Collection, but a number of morphological differences were apparent between 
the cells that had been in use just prior to 1967, which were designated 
strain 132 0 S , and the fresh stock obtained in 1967, which was designated 
132 N S The cells of strain 132 N S. are shorter in the early stages of 
culture growth in minimal medium (Mitchison, 1969a) and there is a shorter 
interval between the completion of the cell plate and the separation of the 
daughter cells. An important result of the latter difference is that the 
cells selected for a synchronous culture will be at an earlier stage in the 
cell cycle with strain 132 N.S. and hence the culture growth time to the 
first synchronous division is longer. Later work (r'litchison and Creanor, 
1971a), showed that there was also a difference in the timing in the 
cycle of the S period. These differences between the N.S. and O.S. strains 
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indicated that a number of changes had occurred in the stocks maintained 
in the Department between 1954 and 1967, in addition to the change that 
produced branching cells which had led us to discard the 0 S stocks. To 
reduce the rate at which such changes would be likely to occur in the N S 
stocks the procedure for subculturing stock cultures was modified. In 
addition to 'working' stock cultures maintained in liquid medium and 
subcultured weekly, 'reserve' stocks were maintained on Malt Extract Agar 
slopes and kept at 40  C, and subcultured monthly, thus maintaining a 
reserve of cells from which new 'working' stocks could be innoculated at 
intervals. 
MEDIA AND GROWTH OF CULTURES. Apart from the reserve stocks referred to 
above, all cultures were grown in a defined liquid medium 'Edinburgh 
Minimal Medium' (EMIM) (Mitchison, 1969a), which is based on a medium of 
Leupold (1955). EMN contains glucose as a carbon source and ammonium 
chloride as the nitrogen source, together with inorganic salts, trace 
elements and vitamins, and is buffered with sodium acetate. Three varieties 
of this medium were used during the course of this work, differing only in 
the level of inorganic phosphate. EMM(1) is a low phosphate medium which 
was in use in the laboratories when this work was started. It was found 
that EMM(1) supported an exponential increase in cell number up to a 
density of 5 x 10 
6 cells/ml , whilst the increase in the level of an 
enzyme measured, tryptophan synthetase, plateaued at a culture density of 
about 6 x 10 6 cells/mi. Cultures were to be routinely grown up to a 
density of at least 5 x 10 6 cells/ml , and so a medium was required that 
would support exponential growth to a slightly higher level. Doubling the 
level of phosphate, which is known to be the limiting nutrient in EMN(1) 
(Mitchison 1969a), was found to result in a medium that met this 
requirement and was used for the earlier part of this work. It is 
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referred to as EMN(IP). A medium containing thirty times the inorganic 
phosphate level of EMN(1), referred to as EMM(2), was later adopted to 
standardise with other workers in the Department. Differences in the 
growth of S.poinbe on E1 with different phosphate levels have been 
described by Bostock (1970). The full composition of EMM(1), (iP) and (2), 
and the method of preparation is given in Appendix 1. 
Stock cultures were grown in 1 oz. McCartney bottles with rubber lined 
screw top lids. The reserve stock cultures were grown on a slope of about 
10 ml of Malt Extract Agar and, after growth at the normal growth 
temperature, were stored at 40 c, where they remain viable for at least a 
month. Working stock cultures were grown in 10 mis of the EMIl that was 
to be used for the experimental cultures, and were grown up and kept at the 
normal growth temperature. These cultures maintain 100 1/6 viability for a 
week, but viability subsequently declines rapidly to nil at thirty days 
(Mitchison 1969a). 
Experimental cultures were normally grown in flat bottomed glass flasks 
stoppered with surgical cotton wool plugs wrapped in surgical gauze and were 
stirred by means of magnetic stirrers or grown in a rotary shaking water 
bath. The degree of aeration was kept relatively constant by using a flask 
with a capacity at least twice the culture size, to maintain an adequate 
surface area. However, the largest size of cultures required, 8 litres, 
were grown in 10 litre flasks, but were vigorously stirred with a magnetic 
stirrer. Cultures were grown at 320  C, either in a hot room or a water bath. 
Media were sterilised by autoclaving for 10 minutes at 10 lbs./sq. in. 
Volumes larger than 200 ml were brought to boiling point before being 
placed in the autoclave. Removal of the flasks of medium from the 
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autoclave as soon as the pressure had dropped avoided caramelization of the 
medium, which results from prolonged exposure to high temperatures. 
Normal sterile technique was observed in inoculating and maintaining stock 
cultures and experimental cultures, except for short term experimental 
cultures lasting only a few hours. The risk of contamination in such short 
term experiments is reduced by the acidity of the medium (pH 5.3, 
decreasing to about 4.5 during growth) which does not support the rapid 
growth of potential contaminants. Inoculation from agar slope cultures was 
with a flamed tungsten wire loop, from liquid cultures by sterile pasteur 
pipette. Experimental cultures were inoculated with a sterile pipette, 
either from a log phase culture or from a stationary stock culture, in 
which case they were allowed to grow up over night before being considered 
exponential. Experimental cultures were used at a density of 0.5 x io 6 
to 10 x 10 
6 
cells/ml. Growth in ENM under these conditions gave a mean 
doubling time of 2 hours 20 mins. to 2 hours 40 mins. 
MEASUREMENT OF CULTURE GROWTH, CELL PLATE INDEX AND CELL COUNTS. 	Rapid 
estimates of the growth of a culture were obtained by measurement of 
turbidity in a 1 cm. cell in a Unicam SP600 spectrophotometer, set at an 
arbitrary wavelength (595 mu). Since this measurement iS largely one of 
light scattering rather than absorbance the apparent Optical Density reading 
obtained will vary with the geometry of the spectrophotometer used to make 
the measurement. The Optical Density value obtained is roughly 
proportional to total cell dry mass rather than to cell number, but a 
calibration against cell number can be constructed although it is then 
applicable only to cells in the same phase of culture growth. 
Cell numbers were either measured by the use of a 'Coulter Counter' (model B), 
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or by direct counting in a haemocytometer slide. Samples for counting by 
haemocytometer, containing about 1 x 10 6 cells, were stored at 40  C for 
up to 24 hours, diluted as required with 1% saline and counted under 
phase contrast. Replicate samples were counted, and about 1,000 cells 
were counted in each replicate. Cells, especially strain 132 0 S , do not 
separate immediately after cell fission has occurred, and it is therefore 
necessary to distinguish cells which have a cell plate but have not 
divided, which are counted as one cell, from cell pairs which have in fact 
divided. The criterion for division, or fission, is the appearance of a 
notch in the outer cell wall in the region of the cell plate (Mitchison 
1969a.) Cell samples for Coulter counting also contained about 1 x 10 6 
cells and were diluted for storage with an equal volume of 1.0% saline 
containing 2.0% formalin, (filtered through a Millipore filter before use), 
and could be kept at 4° C for several days. Before counting it is 
necessary to break up cell pairs. This was accomplished by gentle 
sonication, using an M.S.E. 100 Watt Ultrasonic Disintegrator with a 
probe for 90 seconds at a setting of 20 kc/sec, amplitude 2p, on a sample 
diluted with filtered formal saline to 5 ml • The probe was inserted about 
below the surface of the liquid and the sample was kept cool by using a 
beaker of iced water as an ice jacket. The sonication was not found to 
cause any significant degree of cell breakage. Sonicated samples were then 
diluted with further formal saline to achieve the counting rate recommended 
by the manufactureof the Coulter Counter, which normally involved a final 
volume of 20-100 ml . This substantial dilution can result in a 
significant loss of cells stuck to the glass of the diluting vessel, and 
hence the first count with clean glassware was always low and was 
disregarded. A sample of the culture medium, taken before inoculation, 
and treated identically to the cell samples was used as a background 
subtraction. The Coulter Counter was used with a 70 p aperture and the 
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upper and lower size discrimination thresholds were set to minimise background 
count without eliminating cell counts. Samples were taken from the culture 
in replicate. This procedure gave 'Coulter' cell counts in agreement with 
haemocytometer counts. 
The cell plate index (% cells showing a cell plate) was monitored in 
synchronous cultures as a marker, in addition to cell number, of the timing 
of the cell cycles in the culture. To prepare slides for cell plate 
counting, a drop of the culture was placed on a microscope - slide and the 
medium evaporated off by placing the slide on a 'hand-hot' hotplate. The 
slide was washed gently in water, the cells sticking to the glass, smeared 
with 101A Indian ink, stained briefly with 0.25% crystal violet and 
immediately rinsed and dried in a warm oven. The crystal violet stains 
the cytoplasm but not the cell wall and hence shows up the cell plate, 
whilst the ink acts as a negative stain to display the contours of the 
edge of the cell, and so allows detection of the notch that indicates that 
fission has occurred. The preparation is permanent. Cell plates are only 
counted in cells that do not show a fission notch, the latter cells 
counting as pairs. Cell plates were counted under a x 100 oil immersion 
objective, at least 100 cells being scored. 
During the course of growth of experimental cultures occasional samples 
were removed and observed live under phase contrast as a check on 
contamination and, particularly at the beginning of a culture, as a check 
on percent viability. Non-viable cells are opaque. 
COLLECTION OF SAMPLES. 	Samples were collected by filtration, in preference 
to centrifugation, as it is the quicker method and loss of cells during 
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washing is eliminated. For the size of sample required for the 
determinations performed during the course of this work 2 cm diameter 
filters sufficed. The filter holder used was as described by Mitchison 
(1969a). The filter rests on a porous polythene disc let into a stainless 
steel tube support and the filter is held in position by a stainless steel 
ring which also acts as a reservoir to hold the sample and washing fluid. 
Fluid is drawn through the filter and the polythene support under vacuum. 
Glass fibre filters (Whatman GF/A) are the cheapest form 'If filter that is 
suitable, but cells are trapped in the relatively open mesh and so these 
filters cannot be used when it is desired to resuspend the cells, in which 
case either Oxoid or Millipore membrane filters were used. Filters with a 
pore size up to 8 p retain all the cells (Mitchison 1969a). Samples were 
washed as stipulated in the assay procedure by sucking the washing fluid 
through the filter in the filter holder. The filter is then folded with 
a pair of forceps into a plastic tube (polystyrene or polythene). A 4 cm 
tube was used for all samples except for total protein for which 10 cm 
tubes were used. For scintillation counting the filters were placed 
directly into the counting vial. 
Samples for enzyme assays were frozen dried. These tubes were placed in a 
dry ice/alcohol bath immediately on collection of the sample and then 
stored in a deep freeze at - 20 0  C for up to 24 hours. Any remaining 
trace of alcohol was then dried off the outside of the tubes which were 
stoppered with cotton wool and placed in holes drilled in one face of a 
block of aluminium. The block of aluminium was pre-cooled to - 20 0 C and 
served to keep the samples from thawing out whilst they were frozen dried 
over phosphorus pentoxide. Stoppering with cotton wool for freeze drying 
reduced the loss of cells from tubes that occurred by the action of the 
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vortex produced by the release of the vacuum in the freeze drying vessel. 
Centrifuge collection was only employed for some early experiments on 
tryptophan synthetase, before glass fibre filters were brought into use. 
Samples were collected into 20 ml test tubes and immediately placed in an 
ice jacket consisting of a 100 ml centrifuge bucket in which the sample 
tube was retained in a central position by means of a special adaptor, and 
spun at 2,000 g for 3 minutes. The medium was then carefully sucked off 
with a J-shaped pasteur pipette attached to a vacuum line. The samples 
were twice washed with cold distilled water and recentrifuged and the final 
pellet was frozen i.a dry ice/alcohol bath and frozen dried as above. 
PREPARATION OF SYNCHRONOUS CULTURES. 	Synchronous cultures were prepared 
by the differential sedimentation technique of Mitchison and Vincent (1965). 
Four litre cultures were harvested in exponential phase at a density of 
between 1 x 10 6 and 1 x 10 6 cells/ml. Initially, a centrifugation method 
was used to harvest the cells. A continuous flow centrifuge concentrated 
the cells into about 50-100 ml , and the cells were then further 
concentrated down to 5 ml 	in centrifuge bottles. This collection process 
took 40-50 minutes. In later experiments cells were harvested by 
filtration on a Whatman No. 50 15 cm filter paper supported on a Millipore 
15 cm filter holder. The medium was drawn through the filter under vacuum. 
The cells were scraped off the paper with a spatula and suspended in 5 ml 
EMIl. The time taken by the collection process was thus reduced to about 
ten minutes. Reduction in the collection time is desirable as concentrating 
the cells for any length of time will result in exhaustion of the nutrients 
available to the cells and so could distort the subsequent growth of the 
cells. Mitchison (1969a) has found evidence of this occurring if 
collection took over an hour and even though no evidence of distortion was 
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found in control cultures (shaken gradient - see below) prepared as above 
during this work the shorter filtration method was preferred. 
The harvested cells were applied to the top of a 75 ml 10-40% linear 
sucrose or glucose gradient in a 100 ml centrifuge tube. The gradients 
were made up in EMM. The cell suspension was gently run in from a pipette 
down the side of the tube which was held at a slight angle to the vertical. 
The cell suspension floats on the top of the gradient. Clumps of cells 
stream down the tube and may disrupt the gradient. Whirlimixing the cell 
suspension briefly before application to the gradient was found to reduce 
streaming. The gradient was spun on a swing out head on an M.S.E. 4L 
centrifuge at about 1,200-1,500 r.p.m. until the top of the band of cells 
had passed a third to half way down the tube, generally about 3-6 minutes. 
Thp top iyr of cells on the gradient was then removed with a 5 ml 
syringe fitted with a needle bent over to form a right angle at the tip. 
The needle needs to be held very steadily during this process, and this 
was achieved by clamping the tube and the syringe to a stand and lowering 
the syringe into the tube by means of a rack and pinion. To obtain good 
synchrony about 5% of the applied cells should be selected. This was 
done by calculating the O.D. that the correct size of inoculum would 
achieve in the experimental culture and withdrawing samples of the gradient 
until this was reached. Experience made this procedure easy. Gradients 
were spun at room temperature rather than growth temperature to reduce the 
rate of bubble formation which otherwise is liable to disrupt the gradient. 
The rest of the collection procedure was also performed at room temperature. 
Control, asynchronous, cultures were prepared by inoculating the 
experimental culture with a sample withdrawn from a gradient prepared as 
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above and then shaken up to mix the cell layers. 
A tk litre culture yields a synchronous culture of about 200 ml 	at the 
same culture density. To prepare larger synchronous cultures the procedure 
was scaled up by using a separate filter and gradient for each t}  litres of 
starting material. A specially made 32 cm diameter filter holder, 
utilising a porous polythene disc support (Mitchison 19 69a) was sometimes 
employed to harvest large cultures. 
ESTIMATION OF NUCLEIC ACIDS. 	Ribosenucleic acid (RNA) and deoxyribose 
nucleic acid (DNA) were both estimated in hot perchioric acid extracts, 
DNA by the diphenylamine reaction (Burton 1956), RNA by absorption at 
260 mji (Warburg and Christian, 1942.) The procedure employed was as used 
on S.pombe by Bostock (1969.) The extraction procedure was based on that 
of Schneider (1945), except that the lipid extraction step was omitted as 
it is only necessary to remove lipids and phospholipids for the estimation 
of nucleic acids if these are to be determined as phosphate (Munro and 
Fleck, (1969 , page 469.) The diphenylamine reaction estimates deoxypentose 
sugar (Burton, 1956), and hence can be used on the hot perchioric acid 
extract in the presence of RNA. The conditions that were used for this 
reaction were based on the modifications of Giles and Myers (1965) for 
material with a low DNA content. Adding the acetaldehyde to the final 
reaction and omitting sulphuric acid, (as the extract is already acid), 
results in a lower blank, and so increases the sensitivity of the assay. 
For the estimation of RNA, absorbance of the hot perchioric acid extract 
at 260 mu was measured, but this absorbance will be due to DNA as well as 
RNA. However, in this species, the ratio of RNA to DNA is 100, and so the 
absorbance due to DNA can be ignored, (Bostock, 1970, Mitchison and Lark, 
1962.) 
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The procedure was as follows:- 
Samples. 
Samples, containing at least 10 	cells, were collected on membrane 
filters, washed three times with cold distilled water, the tube 
frozen in a dry ice/alcohol bath and then stored at -.200 C. 
Cold acid extraction to remove low molecular weight material. 
1.5 ml 	ice cold 51/o' perchioric acid was added and each tube 
'Whirlimixed'. The filter was removed with forceps. The tubes 
were left for 30 minutes at li C, and then spun at 2,500 r.p.m. 
for 5 minutes on a M.S.E. 4L centrifuge at 4°C and the supernatant 
sucked off with a pasteur pipette. The pellet was washed with a 
further 1.5 ml 	perchioric acid and immediately centrifuged. 
After removal of the supernatant the inside of the tube was dried 
with a 'Kleenex' tissue. 
Hot acid extraction to get nucleic acids into solution and to separate 
them from protein which is insoluble in this treatment. Protein 
interferes with the diphenylamine reaction (Burton, 195 6 ). 
0.3 ml 	5% perchioric acid was added to each tube. Incubated at 
700 C for 20 minutes and then cooled in ice. Tubes were then 
centrifuged at maximum (permissible) speed on the M.S.E. 4L 
centrifuge for 10 minutes at 4° C to pellet the insoluble residue 
as hard as possible. 0.2 ml 	of the supernatant pipetted into a 
separate tube for estimation of DNA. 0.025 ml 	of the 
supernatant pipetted into a separate tube containing 2.5 ml 	5% 
perchioric acid, which was used to wash out the pipette, for RNA. 
Estimation of RNA by absorption at 260 mp. 
The diluted hot perchloric acid extract samples, from above, were 
read at 260 91 on Unicam SP 600 spectrophotometer against a 
5% perchloric acid blank. Absorption at 300 my was subtracted. 
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(e) Estimation of DNA by the cliphenylamirie reaction. 
To each 0.2 ml aliquot prepared as above was added 0.4 ml 	of a 
4% solution of diphenylamine in glacial acetic acid. (This 
reagent should be freshly prepared using anujar diphenylamine 
that has been recrystallised from glacial acetic acid and is 
free from a pink colour.) Next, 0.01 ml 	of a 1.6 mg/mi. 
solution of acetaldehyde was added and the tubes incubated for 
16 hours at 320 C in the dark. Blanks were prepared by adding 
0.2 ml 	5% perchloric acid in place of the extract, and standards 
contained 0.4 yo 	to 4 	deoxyadenosine in the 0.2 ml 
perchloric acid. After incubation, the tubes were centrifuged 
briefly to deposit any precipitate. The samples, standards and 
blanks were read at 560 11 on a Unicam SP 500 spectrophotometer 
in micro-cuvettes. The absorbance at 700 ni was subtracted. The 
DNA content of the samples was calibrated against the deoxyadenosine 
standards. Deoxyadenosine was obtained from Sigma Chemical Corp. 
ESTIMATION OF TOTAL PROTEIN. Total protein was estimated by the method of 
Lowry et al (1951) on alkaline extracts. Stebbing (1969) found that optimal 
extraction of protein from S. pombe was achieved by 0.2 N sodium hydroxide 
containing 2% sodium deoxycholate at 320  C. The samples were thoroughly 
washed as EMM gives atrong positive reaction in the Lowry estimation, due 
to the vitamin component of the medium (Stebbing, 1969). 
The method of Lowry et al (1951) for the estimation of protein consists of 
the formation of a chelation complex between peptide bonds in the protein 
and cupric ions in alkaline solution. The Folin-Ciocalteu reagent is then 
added and is reduced by the transfer of electrons from the chelation complex 
(Chou and Goldstein, 1960),  and forms a blue colour. A colour is also 
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formed by the reaction of the Folin-Coicalteu reagent with tryptophan and 
tyrosine residues in the protein, and this reaction is not dependent on the 
presence of copper (Lowry eL al, 1951). However, in general the colour 
formation with peptide bonds in the presence of copper is much greater than 
the colour formed with the amino acid residues or with free amino acids, 
and so the reaction is commonly taken to be an estimation of protein, with 
the proviso that the chromogenicity of different proteins will vary slightly 
with their content of tryptophan and tyrosine (Lowry et al, 1951 and Munro 
and Fleck, 196 9, page  451), and that the colour formation without copper 
should be relatively small. 
The alkalinity of the copper-alkali reagent was reduced to 0.05N from the 
0.1N employed in the original method of Lowry et al, 1951, as the protein 
extract is itself alkaline and the copper protein complex should not be more 
than 0.1N alkaline. The addition of the Folin-Ciocalteu reagent, which is 
acid, to the alkaline copper protein solution should result in the 
attainment of a pH of 10, which is the optimum condition for the reduction 
of the Folin-Ciocalteu reagent. However, the latter reagent is not stable 
at this p11 and so it is necessary to mix in this reagent thoroughly and 
immediately on its addition (Lowry, 1951). The p1-I of the solution also 
effects the stability of the colour once formed (Ogamma and Falle, 1956) 
and it was found that by modifying the dilution employed in making up the 
Folin-Ciocalteu reagent the stability of the colour could be improved which 
is helpful when a large number of samples have to be measured. The 
concentration response of protein against Optical Density is not linear 
(Lowry et al, 1951) and so a calibration curve was constructed with bovine 
serum albumin over the complete range of concentration to be used, 
generally from 10 ug to 200 jig. Using such a calibration curve, a linear 
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response of protein content against cell number was obtained with samples 
of 5 x 106  to 50 x 10 6  cells from an exponential phase culture. 
The procedure was as follows:- 
Samples. 
Samples, containing at least 1O 7 cells were collected on glass 
fibre filters which had been wetted with distilled water (to 
prevent the accumulation of medium by capillary action around 
the circumference of the filter which is not washed). The 
samples were washed with 50-100 ml of ice cold distilled water, 
the tube frozen in a dry ice/alcohol bath and stored at -20 0C 
Extraction of Protein. 
The tubes were placed in a water bath at 32°C and 1 ml of 0.2N 
sodium hydroxide containing 2% sodium deox cholate added and the 
tube whirlimixed, and then sealed with parafilm to prevent 
evaporation. Incubation was for 16 hours. 
Estimation of Protein. 
The copper alkali reagent was made up fresh before use from 
stock solutions. Equal volumes of 0.1N sodium hydroxide and L% 
sodium carbonate were mined and then 1% by volume of 2% sodium 
potassium tartrate was added. The last addition (the order is 
important) was i% by volume of i% copper sulphate (CuSO4 .5H20). 
5 ml of this solution was added to each tube which was mixed 
and left at room temperature for 10 minutes. The Folin-
Ciocalteu reagent (Hopkin and Williams Ltd.) was freshly diluted 
with two parts of distilled water before use and 0.5 ml 	of this 
was then added to each tube which was then immediately and 
thoroughly mixed. After 30 minutes at room temperature the 
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tubes were again mixed and then centrifuged (500 g) to deposit 
glass fibres from the filter and then read immediately at 740 n  
on a Hatachi manual spectrophotometer against a reagent blank 
and the protein content calibrated against bovine serum albumin 
standards (Sigma Chemical Corp.) 	Six samples of the medium 
taken before inoculation were treated as if they were cell 
samples and any apparent protein content of these samples (due to 
failure to completely wash away medium on the filter) was 
subtracted from the protein values of the cell samples. 
RADIO-ISOTOPE TECHNIQUES. 	Uniformly labelled tritiated L-tryptophan 
(1 0 m Ci/mg) was obtained from the Radiochemical Centre, Amersham, and 
diluted with distilled water to give a working strength solution that 
contained 100 jiCi/ml. This was stored at -20 0 C. Cells were collected on 
glass fibre filters, as described under sample collection, and washed with 8 ml 
of EMN containing 0.1 mg/ml 'cold' tryptophan. These samples were then used to 
measure total uptake, whilst samples washed further with two washes of 5 ml 
5% trichloracetic acid were used to measure incorporated radioactivity. All 
washing procedures were carried out at li ° C. The filters were placed 
directly in scintillation vials and dried by placing on a 'hand hot' hotplate, 
and then counted in a Packard TriCarb Liquid Scintillation Spectrometer with 
5 ml of PPO/POPOP scintillator. The counting efficiency was 2%. The 
PPO/POPOP scintillator contained per litre of analar toluene:- 
4g 2,5-diphemyl oxazole (PP0) 
0. ig 1,4,bis_2_(5_pheriyloxazolyl)benzefle 	(POPoP) 
(Both compounds were obtained from Ciba Ltd) 
Glass fibre filters were used as they did not adsorb tritiated tryptophan from 
the medium and hence give high background counts as occurred with membrane 
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filters. Glass fibre filters also gave a higher efficiency in the counting 
system used than did membrane filters. 
EATON PRESS. The use of the Eaton Press (Eaton, 1962) to prepare 
homogenates of S. pombe was as described by Mitchison (1969(a) ). A thick 
cell suspension is poured into a thick walled stainless steel cylinder 
which is pre-cooled in a dry ice/alcohol bath, so that the cell suspension 
freezes immediately. The cylinder is mounted on top of a stainless steel 
block in which is located a stainless steel test tube which is large enough 
to receive the charge of cells in the cylinder above. The test tube is 
located below a 1 mm diameter hole in the bottom of the cylinder 
containing the cells. The cells are forced through this hole into the test 
tube by the action of a piston which is driven down the cylinder by a ten 
ton hydraulic press. The piston and the receiving test tube and block are 
also pre-cooled in a dry ice/alcohol bath. Since the cell suspension is 
frozen, the suspension will only pass through the hole under high pressure, 
and the process results in nearly complete cell breakage. 
THE USE OF INHIBITORS. 	Cycloheximide and hydroxyurea were obtained from 
the Sigma Chemical Corporation, and Mitomycin C from Kyowa Hakko Kogyo Ltd. 
The inhibitors were made up in EMN for addition to growing cultures and any 
dilution thus caused was compensated for in the untreated control culture by 
the addition of an equal volume of EMM. 
STATISTICAL TECHNIQUES. 	The statistical treatments used were based on those 
described in 'Statistical Methods in Biology' by N.T.J. Bailey (English 
Universities Press, 1959). 
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MEAN, STANDARD DEVIATION, STANDARD ERROR, VARIANCE, AND CONFIDENCE LIMITS. 
In all the treatments a Normal distribution of events was assumed. 




and the variance (s 2) is given by:- 
2 	1 	c__I 	-2 
=;;:- (x - x) 
and the standard deviation of the sample is (a). 
The standard error of the mean (s.e.) is given by:- 
a 
s.e. 
The results for groups given in the text are often quoted as mean, standard 
deviation (s), and the number of observations (n), since these parameters 
completely define the population of observations, plus the 95% confidence 
limits for the true value of the mean. The confidence limits are 
calculated as:- 
- 	ts 	 - 	ts 
X + 	 to x 
where (t) is 'Student's' t and is read from a table of the distribution of 
'Student's' t with n - 1 degrees of freedom at the required probability 
value, in this case 0.05. 
COMPARISON OF THE MEAN OF A SMALL SAMPLE WITH A KNOWN STANDARD. 
'Student's' t is calculated, with (n - i) degrees of freedom:- 
t - x - u 
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where (u) is the value of the standard. 
The probability that the difference of the mean of the sample from the 
standard value is due to random variation can then be ascertained by looking 
up the calculated value for t in the appropriate statistical tables. 
COMPARISON OF TWO SMALL SAMPLES, WITH VARIANCES ASSUMED EQUAL. 





where the subscripts denote values belonging to the first and second samples. 
In this case (s) is given by:-. 
) 
2 = 
	x - 1 	+ 	'(x 	x2 ) 
n 
	+ n 	 - 2 
The calculated value of (t) has (n 1 + n2 - 2) degrees of freedom. 
COMPARISON OF TWO SMALL SAMPLES, VARIANCES NOT ASSUMED EQUAL. 
'Student's' t is calculated as:- 
- 
t =  
2 
with (f) degrees of freedom, where (f) is given by:-. 
1 
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COMPARISON OF TWO VARIANCES. 
A variance ratio test, to determine whether the two variances are 





 is the smaller value. 	The calculated value of (F) is inspected 
in a variance ratio distribution table at the required probability level, 
with (n 1 - i) degrees of freedom for the numerator and (n 2 - i) degrees of 
freedom for the denominator. 
LINE FITTING TO DATA FROM SYNCHRONOUS CULTURES. 
It was desired to determine the best fit segmented model to sets of data 
from synchronous cultures and to compare this model with the best fit 
exponential. A 'nul hypothesis' was formulated that the observed deviations 
from a smooth increase in the parameter under consideration during the 
growth of the culture, and hence during the cell division cycle, were due to 
chance variation. To test this hypothesis, the residual sum of the squares 
of the deviations of the data points from the segmented model and the 
exponential model were calculated (RSSM and  RSSL  respectively) and an F 
ratio calculated as follows:- 
RSS - RSS, 
F 	= ' 1L 
RSS 
d  
where the degrees of freedom of the segmented model (dM)  is given by:- 
dM = n - 2y-z 
where (n) is the number of data points and (y) is the number of slope 
sections in the model and (z) is the number of plateau sections. The degrees 
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of freedom of the exponential model (dL)  is given by:- 
dL = n-2 
The calculated value of (F) is inspected in a variance ratio distribution 
table with the degrees of freedom of the numerator given by (dL - d 1 ) and 
the degrees of freedom of the denominator as (dM). 
Where a number of replicate experiments were performed, and the experiments 
must be replicates, then the nul hypothesis can be extended to cover all the 
experiments, and is tested by calculating a value for (F) for (n) experiments 
A+A + .......A 
as:- 	 1 	2 	 n 
B +B + .....B 
F - 
	1 	2 	 n 
C+ C2 + ........C r1 
D 1 + D + 	 Dii  
where, for the nth experiment:- 
A = RSSL - RSSM n 
B = d 	- d 
n 	L M 
C = BSS 
n 	M 
D = d 
M 
and the degrees of freedom of the numerators and the denominators from the 
individual experiments are also summated. 
The calculation of RSSL  and RSS 1 and also the derivation of the best fit 
(that is lowest RSS 1) segmented model was with the aid of a computer 
programme, which is given in Appendix 2. The segmented model was defined as 
alternate periods of a plateau of activity level and periods of a rising 
activity level, the positions of the periods in the division cycle not being 
5 1,  
stipulated. Each plateau must contain at least one data point and each 
slope two data points, but the length of the periods was not otherwise 
stipulated. The positions of the breakpoints between the periods was 
chosen manually by inputing the numbers of the last data points in each 
segment. The computer programme is designed to calculate the regression 
lines for the chosen periods and to print out the residual sum of squares 
for that model, and the intersection points between the segments, and the 
equations of the lines for each of the periods. The values for the 
intersection points were checked manually to determine whether they occurred 
between the time of the last point in a chosen period and the next data 
point, otherwise the model was considered not to fit the data and the chosen 
breakpoints altered until a model that fitted was achieved. The best fitting 
model was chosen as that with the lowest RSSM.  The value for RSS was found 
by inputing one slope period. 
ANALYSIS OF VARIANCE OF THE POSITIONS OF ENZYME 'STEPS' IN THE CELL CYCLE. 
For each cell cycle a replicate pair of observations of the position of the 
enzyme'step' in that cycle was made. If the pair of values for the nth cell 
cycle are (x n1and x n2 ) then the mean of this pair is denoted (_x n ) and the 









x + x 	....+ x 
1 2 n 
U 	= 
n 
The between samples sum of squares (SS B)  is given by:- 
SSB = 	
2 (_2 - 
	n u2 ) 
with (n - i) degrees of freedom (dB) 




- x n2 
W 
2 
with (n) degrees of freedom (dy) 
The mean squares are given by dividing each of the sums of squares by the 
respective degrees of freedom. The F ratio is calculated as the ratio of 
mean squares:- 
SS / dB 
F 	= 
SS  / d 
with ( dB )  and(d) degrees of freedom. 
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CHAPTER 3 - PROPERTIES OF ENZYMES AND METHODS OF ASSAY. 
TRYPTOPHAN SYNTIIETASE. This enzyme is responsible for the last step in the 
pathway from chorismate to tryptophan in yeast (de Robichon-Szulmajster and 
Surdin-Kerjan, 1971). Indole glycerol phosphate, which is formed from 
chorismate, acts as the donor of the indole ring which is substituted into 
the side chain of L.-serine with the formation of L-.tryptophan and 
glyceraldehyde 3-phosphate:- 
o}4 	O1 Ij NZ / C__C — 0 0 ® 
14 
I 1111 	 U 
H 
Indole glycerol phosphate 	 L-serine 
Al 01. 	 0 	00 
1 it I 
-f— — C 1410  cn cH- u 
i1 
-F- Uo 
L-trypto.phan 	 Glyceraldehyde- 
3-phosphate 
This enzyme has the Enzyme Commission number 4.2.1.20 (L.-serine hydro-lyase 
(adding indole) ), and has also been called tryptophan synthase (Dixon and 
Webb, 1964, page 770). Tryptophan synthetase is commonly assayed by using 
indole rather than indole glycerol phosphate as substrate and measuring the 
fixation of indole or the formation of tryptophan (Yanofsky, 1955, 
Nason, Kaplan and Colowick, 1951). Indole and tryptophan are estimated 
colorimetrically by the formation of chromophores with p-.dimethylaminobenzal- 
dehyde. 
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TRYPT0-IAN SYNTHETASE ACTIVITY IN S. P0?II3E. Using an assay system based on 
that used by Yaiiofsky (1955) for Neurospora, indole fixing activity was 
demonstrated in frozen dried and in frozen thawed cells and also in a cell 
homogenate prepared in the Eaton Press. The activity per milligram of 
cell protein was found to be equivalent in the three different preparations 
and so frozen dried cells were used as the standard source of enzyme due to 
the ease of preparation of a large number of samples and the stability of 
this preparation at -20 °C for at least a month. The indole fixing activity 
in this preparation of S. pornbe was investigated to determine whether it 
was measuring tryptophan synthetase activity and to investigate the 
properties of the enzyme so as to optimise the assay system. The 
preference for assaying the activity of the enzyme by the fixation of 
indole rather than by the formation of tryptophan is due to the greater 
sensitivity of the estimation for indole, as will be seen later. 
The activity, measured by both the fixation of indole and the formation of 
tryptophan, was found to be absent from boiled cell preparations, to be 
completely inhibited by heavy metal ions (io M Zn 	and to show 
absolute dependence for serine. Both activities were enhanced by pyridoxal 
phosphate, the cofactor associated with tryptophan synthetase from other 
sources (Dixon and Webb, 1964, page 770). No tryptophan formation was 
found in the absence of indole. When samples were assayed for both indole 
fixation and tryptophan formation a linear time course was obtained, with a 
molecular equivalence, that is the ratio of moles of indole fixed to moles 
of tryptophan formed, of 1.25:1.0. (Figure 3.1). This data was taken to 
indicate that the indole fixing activity being measured in this preparation 
could be taken to estimate tryptophan synthetase activity, and that this 
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Figure 3.1: 	The relationship of inclole fixed to L-tryptophan formed 
during the incubation for the estimation of tryptophan synthetase. 
The slope of the line of indole fixation is 25% greater than that of 
L-tryptophan formation, both expressed in urnoles. The two rates 
should be equal. Samples were assayed with 2.0 ml of incubation 
mixture and aliquots removed at intervals for partitioning and 
estimation of indole and tryptophan. 
The p11 dependence of tryptophan synthetase assayed in a Sorenson phosphate 
buffer showed an optimum at pH 7.6 (Figure 3.2). A tris buffer (o.IM) 
(tris hydroxymethyl aminomethane) was also tried but was found to inhibiL 
the enzyme, giving only 35% of the activity found in a phosphate buffer 
over the range of pH 7.0-8.0. 
The relationship of substrate concentration to reaction velocity was 
investigated with respect to both indole and serine by varying the 
concentration of one substrate whilst the other was present in excess. 
The results are shown in the form of double reciprocal plots of velocity 
against substrate concentration for indole (Figure 3.3) and for serine 
(Figure 3.4). This form of plot, known as a Lineweaver-Burk plot 
(Lineweaver and Burk, 1934) allows the rapid derivation of the Km  as the 
reciprocal of the negative intercept of the axis on which the function of 
substrate concentration is plotted (Dixon and Webb, 1964, page 69). These 
results gave a Km  for indole of 3.3 x 10M and a Km  for serine of 8 x 10M. 
To derive the concentration of serine to be used in the standard assay 
procedure the assumption was made that the relationship of serine 
concentration to reaction velocity over the two hour incubation period would 
approximate to Michaelis-Menton kinetics. The data supports this assumption 
(Figure 3.4). The concentration of serine to be used was fixed at ten times 
the experimentally derived Km, namely 8 x 10i 2 , which was calculated to give 
approximately 900% of the theoretical maximum velocity obtainable under the 
given experimental conditions. In deriving the concentration of indole to 
be used it was necessary to achieve a compromise between the desirability 
of using a high indole concentration in order to assay under optimal 
reaction conditions, and the requirement to minimise the quantity of indole 
present in the incubation mixture in order to increase the sensitivity of 
the assay when measured by the amount of indole fixed. The optimal 







Figure 3.2: 	The pH response of the tryptophan synthetase assay. 
Tryptophan synthetase activity is expressed relative to that at the pill 
optimum as iOO. The buffer used was phosphate, 0.1 M. 
- 
4 
I 	 1 (s=mM) 
Km 
Figure 3.3: 	Lineweaver-Burk plot for indole concentration (s) and 
the activity of tryptophan synthetase (v). The derivation of the K 
m 
for indole, from the intercept on the base line, is shown. 
.1 	'sMx1O2) S 
Figure 3.4: 	Lineweaver-Burk plot for DL-serine concentration (s) and 
tryptophan synthetase activity (v). 
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the smallest practical incubation volume, and adjusting the sample size and 
incubation time so that between 15% and 50% of the indole was fixed. Within 
these limits the concentration response of activity measured against sample 
size was acceptable (Figure 3.11). 
The requirement for minimising the incubation volume also influenced the 
choice of the method of sample collection. Membrane filters were tried 
first but were found to adsorb indole from the incubation mixture. Hence 
it was necessary to resuspend the cells and remove the filter before adding 
the indole. However, it was not found possible to carry out this procedure 
without significant loss of cells if a volume of less than 1 ml was used, 
whilst centrifuge collected cells could be incubated in 0.5 ml 
Centrifuge collection was thus preferred. Later, glass fibre filters were 
tried and were found not to adsorb iridole and hence did not need to be 
removed from the incubation mixture and could be used with an incubation 
volume of 0.5 ml • Collection on glass fibre filters was used for the 
latter part of the work. 
Tryptophan synthetase is reported to be inhibited by heavy metal ions 
(Yanofsky, 1955), and so all reagents were made up in glass distilled water. 
It was considered that heavy metal ions might be introduced into the sample 
from the growth medium and from the single distilled water used to wash the 
samples. An additional wash with distilled water containing 10 	M 
ethylenediamine tetraacetic acid (sodium salt) (E.D.T.A.) to chelate heavy 
metals was found to increase the enzyme activity by 35% and to decrease the 
coefficient of variability between replicate samples from 15% to 5% 
compared to samples washed twice in distilled water only. The decrease in 
variance was significant at the 2% level (Variance ratio test) and the 
increase in activity also achieved significance at this level (Modified T-test 
Kel 
for small samples with unequal variances). This modified washing procedure 
was therefore adopted but the further addition of E.D.T.A. to the incubation 
mixture showed no additional benefit. Glutathione has been reported to 
stabilize the enzyme in storage (Yanofsky, 1955), and was included as a 
precaution. 
The incubation was terminated by rendering the solution alkaline (p11 11.6-12) 
by the addition of 0.1 ml of 5% sodium hydroxide. The addition of the 
caustic soda at the start of the incubation was found to completely 
eliminate enzyme activity. 
At the termination of incubation the enzyme activity is assessed by the 
colorimetric estimation of the indole that has been fixed or the tryptophan 
formed. Both of these compounds undergo condensation reactions of the 
indole ring with p-dimethylaminobenzaldehyde in acidic solution (Erlich's 
reagent) to form blue or violet chromophores (Udenfriend and Peterson, 1957). 
The estimation of either compound in the presence of the other is commonly 
achieved by extracting the indole into toluene, leaving the tryptophan in 
the aqueous phase, and then estimating the separated compounds with 
Erlich's reagent (for example, Nason, Kaplan and Colowick, 1951). 
For the estimation of indole in the toluene phase the conditions employed 
by Yanofsky (1955) were used, namely colour development at room temperature 
with 3.6% p-dimethylaminobenzaldehyde in ethanol containing 18% concentrated 
hydrochloric acid. The spectrum of the chromophore formed is shown in 
Figure 3.5 a peak being obtained at 570  91. No difference was seen between 
the spectra obtained from the estimation of a standard solution of indole 
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Figure 3.5: 	Spectra of chromophores formed in the estimation of 
indole with p-dimethylaminobenzaldehyde, for a standard solution of 
indole (a) and for a sample from an enzyme incubation (h). The spectra 
were measured in a Un i cain SP 800 spectropholomet er wi th a I cm ii jht 
path against a reagent blank as reference. 
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development was found to be completed after 40 minutes and to be stable for 
at least a further hour. The standardisation curve for this estimation is 
shown in Figure 3.7. 
Several variations in the conditions for the estimation of tryptophan by 
Erlich's reagent have been employed by different investigators, due to 
difficulties in finding conditions adequate for chroinophore formation 
without causing the prior oxidation of some of the tryptophan (Graham et al, 
197). The method of Udenfriend and Peterson (1957), which employs colour 
development in acid ethanol, was found to give low readings for samples of 
less than 30 Vg of tryptophan. However, a linear standard curve was 
obtained using the method of Snell and Snell (1955) and is shown in Figure 
3.8. Chromophore formation is allowed to occur in concentrated hydrochloric 
acid and the development of the colour is hastened by the addition of 
sodium nitrate and a brief incubation at 56°C, after which colour 
development is completed at room temperature. Colour development was found 
to be complete after 30 minutes at room temperature and to be stable for at 
least one hour. The spectrum of the chromophore, showing a peak at 585 nyi, is 
shown in Figure 3.6, for a standard sample of tryptophan and for a sample 
from an enzyme incubation. 
The conditions employed for the estimations of these two compounds are 
substantially different. It was found that if indole was estimated under 
the conditions normally used for tryptophan (Figure 3.8), the colour 
formation was in the order of 71/6 of that formed in the conditions normally 
employed for indole (Figure 3.7). The low values obtained with indole ensure 
that any error that arises from the contamination of the aqueous phase with 
the indole phase is less than would occur if the reaction conditions 
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Figure 3.6: 	Spectra of chromophores formed in the estimation of 
tryptophan with p-dimethylaminobenzaldehyde, for a standard solution of 
L-tryptophan (a) and for the tryptophan formed during an enzyme 
incubation (b). Unicam SP 800 spectrophotometer with a 1 cm light path 
against a reagent blank as reference. 
25 
Indote (g) 
Figure 3.7: 	Standardisation curve for the estimation of indole with 
p_dimethylaminolieflzaldehyde. 
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when tryptophan was estimated under the conditions normally employed for 
indole, no colour formation was detected at 570 ruji with 100 jig of 
tryptophan. Thus, for the estimation of indole, under these reaction 
conditions separation from tryptophan need not occur, but the toluene 
extraction step also functions to separate the indole from the cell debris 
which may contain interfering substances, and allows the reaction with 
p-diinethylaminobenzaldehyde to occur in conditions that are optimal for 
colour formation. The linearity of the extraction of indole into the 
toluene phase was confirmed by partitioning against solutions containing 
standard amounts of indole and estimating the indole that was extracted 
into the toluene phase (Figure 3.9). Estimation of the indole content of 
the toluene plase after a single extraction could thus be taken as a valid 
estimate of the indole content of the sample but the toluene extraction 
was repeated before the estimation of tryptophan in the aqueous phase to 
ensure complete removal of indole. 
Comparison of the standardisation curve for the estimation of indole (Figure 
3.7) with that for the estimation of tryptophan (Figure 3.8) shows that the 
estimation of indole is more sensitive, a 10 1ig increment of indole 
producing an absorbance change of 0.4, whilst the corresponding increment 
with tryptophan is only 0.1. Assaying enzyme activity by the fixation of 
indole is thus more sensitive and was preferred for the standard assay 
system. 
The assay procedure was based on the optimal conditions derived from the 
above data. The time response of the incubation was then investigated 
(Figure 3.10), and shows linearity up to two hours, which was chosen as the 
standard incubation time. A concentration response of sample size against 
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Figure 3.8: 	Standardisation curve for the estimation of L-tryptophan 
with p-dimethylaminobenzaldehyde (a). Also shown is the estimation of 
indole under the conditions normally employed for tryptophan (b). 	it 
can be seen that the colour formation with indole is much less than thati 
with tryptophan, on an equimolar basis, showing that the effect of 
contamination of the aqueous phase with indole is small. The relative 
sensitivities of the estimations for indole and tryptophan, under the 
optimal conditions for each substance, can be seen by comparing Figures 
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Figure 3.9: 	The linearity of the partitioning procedure for the 
extraction of inc1ole into the toluene phase. The indole content of 
the aqueous phase, which was 0.5 ml volume, is plotted against the 
indole found by estimation in the toluene phase after partitioning 
with 0.8 ml toluene. 
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Figure 3.10: 	The time response of the incubation for the assay of 
tryptophari syrithetase activity. The rate of indole fixation was 
considered to be linear for up to 2 hours, which was the time chosen 
for the standard assay procedure. Standard assay conditions were used, 
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Figure 3.11: 	Concentration response of tryptophan synthetase assay. 
Measured enzyme activity is plotted against size of sample of cells in 
incubation. The assay procedure gave a linear response with increasing 
sample size up to 60 x 106 cells. Incubation conditions for the assay 
were standard. 
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UNITS OF ENZYME ACTIVITY. The amount of indole fixed during the assay was 
assessed by comparing the indole content of the sample after incubation 
with that of blank incubation tubes containing standard amounts of indole 
and no cells. This was then converted into micromoles of indole fixed per 
minute, which, using the definition of the International Enzyme Commission 
(Report of the Commission on Enzymes of the International Union of 
Biochemistry, 1961) was defined as one Unit (U). Results are usually 
expressed in terms of milli-units (mU). 
ASSAY PROCEDURE FOR TRYVOPHAN SYNTLIETASE IN S. POMBE. 
Samples. 
Samples, containing 20-60 x 10 6  cells, were collected on 
glass fibre filters or by centrifugation, washed twice with 
cold distilled water and then with distilled water containing 
10 3M E.D.T.A. and 5 x 10 5M glutathione, the tube frozen in 
a dry ice/alcohol bath, frozen dried and stored at -20 0C. 
Incubation. 
Samples were incubated for 2 hours at 32 °C in 0.5 ml volume 
with frequent gentle agitation. Filters were pressed down with 
a glass rod so that they were completely immersed. The 
incubation mixture, made up from stock reagents stored at -20 °C, 
contained per 0.5 ml:- 
Glutathione 0.2M 0.01 ml. 
Indole 0.005M 0.04 ml. 
Pyridoxal phosphate 200 fug/ml 0.05 ml. 
DL-Serine 0,2M 0.2 ml. 
Phosphate buffer pH7.6 0.2M 0.2 nil. 
(Disodium hydrogen orthophosphate and potassium dihydrogen 
orthophosphate, both 0.2M, mixed in proportions to achieve 
desired pH). 
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All reagents were analar grade from Sigma Chemical Corporation 
and made up in glass distilled water. 
Toluene extraction step. 
The incubation was stopped with 0.1 ml 5% sodium hydroxide and 
then 0.8 ml toluene added and the tube whirlitnixed three times 
at ten minute intervals, then centrifuged ( 5 mins, 500 x g) to 
aid separation of the phases. Tubes placed at -20 °C to freeze 
the aqueous phase and the toluene phase was poured off. 
Aliquots of the toluene phase were removed for indole 
estimation. The partitioning procedure was repeated twice to 
prepare the aqueous phase for tryptophan estimation. 
Estimation of indole. 
Replicate 0.2 ml aliquots of the toluene phase were removed 
and pipetted into 3 ml of colour reagent, whirlimixed, left 
at room temperature for 40 minutes, and then read at 570 my 
against a reagent blank on a Hatachi manual spectrophotometer. 
The colour reagent was made up fresh before use by dissolving 
7.2 g p.-dimethylaminohenzaldehyde in 100 ml ethanol and then 
adding slowly, with cooling, 36 ml concentrated hydrochloric 
acid and making up to 200 ml with ethanol. The 
p-dimethylaminobenzaldehyde was analar grade from B.D.H. Ltd. 
and was recrystallised from alcohol if discoloured. 
Standards. 
Blank incubation tubes containing standard amounts of indole 
but no cells were used for calibration of the indole fixed. 
Estimation of tryptophan. 
Any remaining toluene phase was removed whilst the aqueous phase 
was frozen. After melting, trichloracetic acid was added to a 
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final concentration of 50/16 at 4°C to precipitate protein and the 
tube spun at maximum speed on an MSE bench centrifuge for 
10 mins. 0.5 ml of the supernatant was withdrawn into a 
separate tube and 0.1 ml 5% p-dimethylaminobenzaldehyde in 
1:9 sulphuric acid, 0.01+ ml 2% sodium nitrate and 5 ml concentrated 
hydrochloric acid was added, warmed to 56°C for 1 minute and 
then stood at room temperature out of strong light for 30 minutes. 
Samples were read at 585 m  against a reagent blank and 
calibrated against standards. 
ALCOHOL DEHYDROGENASE. Alcohol dehydrogenase is the last enzyme in the 
fermentation pathway, from pyruvate to ethanol in yeast (Sols, Gancedo and 
DelaF'uente, 1971). Pyruvate is decarboxylated to acetaldehyde by 
pyruvate decarboxylase and the acetaldehyde is then reduced to ethanol by 
alcohol dehydrogenase which uses reduced nicotinamide adenine dinucleotide 
(NADH2 ) as a source of reducing power. 
CH 3 .CH2OH + NAD = CH3 .CHO + NADH 2 
ethanol 	 acetaldehyde 
This enzyme has the Enzyme Commission number 1.1.1.1. with the systematic 
name Alcohol:NAD oxidoreductase (Dixon and Webb, 1964, page 672). 
The enzyme is commonly assayed by following the change in absorbance at 
340 ni which results from the change in reduction state of NAD (Racker, 1955). 
The reaction may be followed in either direction. 
ALCOHOL DEHYDROGENASE ACTIVITY IN S. MME. The enzyme activity was 
assayed by following the reaction in the direction of acetaldehyde formation. 
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The reduction of the NAD was followed by using a Unicam SP 800 recording 
spectrophotometer with a variable scale expansion unit connected to an 
external recorder. The rate of reduction of NAD that occurred in the 
absence of added substrate was subtracted from that with added substrate 
to determine the rate of NAD reduction that is dependent on the presence 
of ethanol, which was taken to be alcohol dehydrogenase activity. This 
was achieved either by measuring against a reference cuvette that 
contained identical quantities of enzyme preparation, NAD and buffer to 
the sample cuvette but lacked substrate, or by measuring the rates in the 
same cuvette before and after adding ethanol. The substrate independent 
activity was generally in the region of 5-10% of the alcohol dehydrogenase 
activity. When measuring an NAD linked enzyme in the direction of NADH 2 
formation it is necessary to consider the possibility that a low result 
could be obtained due to NADH,.., oxidation. It was assumed that the rate of 
NADH2 oxidation would increase as the assay proceeded and the concentration 
of NADH2 increased, and hence if the rate of NADH 2 oxidation became 
significant it would result in a decreasing measured rate of NAP 
accumulation with time. Non-linear progress curves were only encountered 
when the absorbance exceeded a value of about 0.5, and the normal assay 
procedure was arranged so that this did not occur. In addition, the 
linearity of the progress curves used to calculate activity was routinely 
checked. 
Activity was found in frozen dried cells and in a cell homogenate prepared 
in the Eaton press. Frozen dried cells were preferred as a routine 
preparation due to the ease of processing a large number of samples. The 
activity in frozen dried samples was stable at -20°C for at least a month, 
and in buffer at pH 9.1 at 4°C for several hours. 
67 
The p11 dependence of alcohol dehydrogenase activity in this preparation 
(Figure 3.12) was marked in the region p11 7.0-9.0. No activity was found 
below pH 7.3 with activity rising to a maximum at pH 9.0-9.5. Tris or 
phosphate buffers gave equal activity at pH 8.5. A Tris buffer at pH 9.1 
was chosen for the standard assay procedure and at 0.1 M was found to 
adequately buffer the reaction. 
The relationship of substrate concentration to reaction velocity was 
determined for both substrates using the previously described method of 
varying the concentration of one substrate whilst the other was present in 
excess. The results are presented in the form of Lineweaver-Burk plots for 
ethanol (Figure 3.13) and for NAP (Figure 3.11+), from which the Kms were 
determined to be 3.1 x 10 2M for ethanol and 3.0 x 10 3M for NAP. The 
concentrations of ethanol and NAB to be used in the standard Assay prncdiire 
were fixed at 1.5 x 10 1M and 6 x 10 3M respectively. 
Using the above procedure a linear relationship was found between the 
assayed enzyme activity and cell sample size within limits of activity of 
between 20 and 70 ml! (Figure 3.15). The lower limit was determined by a 
loss of stability to dilution under the standard incubation conditions, 
an effect that was also found in Eaton press extracts. A similar effect 
has been reported for alcohol dehydrogenase from Saccharomyces cerevisiae 
in French pessure cell extracts (Chapman and Bartley, 1968). The upper 
limit was determined by a loss of linearity of a time progress curve. 
The normal procedure for assaying a frozen dried sample of cells for 
alcohol dehydrogenase activity was to resuspend the cells in 1 ml of 
buffer and remove an aliquot for the estimation. The estimation was then 
repeated on further aliquots of different sizes and the linearity of each 
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Figure 3.12: 	The pH dependence of the alcohol dehydrogenase assay in a 
0.1 M 'tris' buffer. 
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Figure 3.13: 	Lineweaver-Burk plot of alcohol dehydrogenase activity (v) 
and ethanol concentration (s). 
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Figure 3.14: 	Lineweaver-Burk plot of alcohol dehydrogenase activity 
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Figure 3.15: 	Concentration response of alcohol dehydrogenase assay. 
Measured enzyme activity is plotted against the size of the sample of 
cells in the incubation. The dotted lines indicate the departures 
from linearity observed at the two extremes of the range of sample sizes.J 
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UNITS OF ENZYME ACTIVITY. 	As with tryptophan synthetase the units used 
were based on the International Unit. The reduction of 11i-mole of NAD per 
minute thus corresponds to 1 Unit of activity. From the molar extinction 
coefficient for NADH 2 at 340 my (Bergmeyer, 1963) it was calculated that 
1 mU of alcohol dehydrogenase activity in a 2 ml incubation volume would 
give an absorbance change of 0.0031 per minute in a 1 cm path length cell. 
ASSAY PROCEDURE FOR ALCOHOL DEHYDROGENASE IN S. POMBE. 
Samples. 
Samples, containing at least 5 x 10 cells, were collected on 
membrane filters, washed twice with cold distilled water, 
frozen dried and stored at _200  C. 
Assay procedure. 
Each sample was resuspended just before assaying by whirlimixing 
in 1 ml of the buffer used for incubation at 
40 
 C. An aliquot 
of 0.1 - 0.5 ml was removed and added to a 1 cm path length 
cuvette which was fitted with a round plastic stopper and 
which contained:- 
NAD 	 6 x io_2  M 	 0.2 ml 
Tris/HC1 buffer 0.1 M, pH 9.1 added to make 
up total volume, including sample, to 1.9 ml. 
(The buffer was stored at 
40 
 C and warmed to 320  C before use. 
The NAD was made up fresh before use and the solution kept on ice. 
NAD and Tris were both analar from Sigma Chemical Corporation. 
The cuvette was inverted several times with the stopper in 
position to mix the contents and was then placed in the 
spectrophotometer. To start the reaction the cuvette was 
removed and ethanol added -(o.i ml of 3 N ethanol at 32° C. 
The stock solution was made up from absolute ethanol and 
stored at 4 C.) The cuvette was shaken and replaced in 
the spectrophotometer. 
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(c) Measurement of Absorbance Change. 
The rate of NAD reduction was measured by following the 
change in absorbance at 340 my in a Unicam SP 800 recording 
spectrophotometer using a scale expansion unit and an 
external recorder. The 'b' cell position, which is close 
to the photo-cell, was used to minimise light scattering 
by the turbid solution which otherwise caused an error due 
to sedimentation. The cuvette was maintained at 320 C by 
a water jacket and was read against a reference cuvette 
which contained reagents but no sample. The rate of NAD 
reduction was measured over a 2 to 5 minute period, 
without and then with substrate. The activity of the 
aliquot cells was then calculated from the rates of NAD 
reduction as described above. 
HOMOSERINE DEHYDROGENASE. 	In yeast the initial steps in the pathways from 
aspartate to threonine and to methionine are in common, the branch point 
occuring at homoserine (de Robichon-Szulmajster and Surdin-Kerjan, 1971). 
Homoserine dehydrogenase is responsible for the production of homoserine 
from aspartate semialdehyde, using either reduced nicotinamide adenine 
dinucleotide (NADH 2 ) or reduced nicotinamide adenine dinucleotide 
phosphate (NADPiI 2 ) as a co-factor. Despite the use of either co-factor 
for this reaction only one enzyme is considered to be involved in 
Saccharomyces cerevisiae (Black and Wright, 1955(a) and Surdin-Kerjan, 1969). 
COOH.CH(N1-1 2 ).CH2 .CHO 	+ 	NADH2 = COOH.CHy (NH2 ).CH 2OH + NAD 
Aspartate B-semialdehyde 	 L-homoserine 
This enzyme has the Enzyme Commission number 1.1.1.3. with the systematic 
name L-homoserine:NAD oxidoreductase (Dixon and Webb, 1964, page 672). 
The enzyme has been assayed in Saccharomyces cerevisiae by following the 
absorbance change at 340 	associated with the change in reduction change 
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of either co-factor, and has been assayed in both directions (Black and 
Wright, 1955(b) and Karassevitch and de Robichon-Szulmajster, 1963). 
HOMOSERINE DEHYDROGENASE ACTIVITY IN S. POMBE. 	The enzyme activity was 
assayed by following the reaction in the direction of aspartate 
semialdehyde formation, using NAD as the co-factor. The reduction of 
NAD was followed by using a recording spectrophotometer, the details of the 
experimental procedure being as described above for the measurement of 
alcohol dehydrogenase. Enzyme activity was found in both frozen dried 
cells and in an Eaton press preparation. As with alcohol dehydrogenase, 
it is necessary to measure the rate of NAD reduction that is dependent on 
added substrate. However, the level of homoserine dehydrogenase activity 
was substantially lower than the level of alcohol dehydrogenase activity 
in both preparations, and hence the level of substrate independent NAD 
rcduction is higher relative to the level of substrate dependant 
reduction when homoserine dehydrogenase activity is being measured. In 
Eaton press preparations, the level of substrate independent activity often 
exceeded that of homoserine dehydrogenase activity by several fold and this 
made accurate measurement of the homoserine dehydrogenase activity 
impossible. Attempts to reduce the background NAD reduction by dialysis 
resulted in some loss of homoserine dehydrogenase activity, even though 
this method had been used successfully with broken cell preparations of 
S.cerevisiae (Karassevitch and de Robichon-Szulmajster, 1963). Measurement 
of the enzyme activity was thus carried out in frozen dried cell samples 
where the level of substrate independent activity was lower, usually being 
less than the level of homoserine dehydrogenase activity. 
The low level of homoserine dehydrogenase activity in the samples 
necessitated the use of cell suspensions for the measurement of activity 
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that had a high turbidity. Location of cuvettes in the 'low scattering' 
cell position in the Jnicam SP 800 spectrophotometer is thus essential to 
eliminate non-linearity of progress curves due to sedimentation. 
The activity in frozen dried samples was stable at _200  c for at least a 
month and in buffer at pH 8.6 at 40  C for several hours. 
The p1-I depend.nce for homoserine dehydrogenase activity in frozen dried 
samples is shown in Figure 3.16. The buffer used was Tri.s-hydrochloric 
acid at 0.lM. Figure 3.16 also shows the rate of NAD reduction that 
occurred in the absence of added substrate as a function of pH. Whilst 
homoserine dehydrogenase activity shows little variation between pH 8.4 
and 9.6 the level of the substrate independent NAD reduction is more than 
halved over this pH change. The pH used in the standard assay procedure 
was 8.6, a value chosen to minimise substrate independunt activity wiiil1 
still retaining an optiia1 pH for homoserine dehydrogenase. 
The relationship of substrate concentration to reaction velocity was 
determined for both substrates as described for alcohol dehydrogenase, 
and the results are displayed as Lineweaver-Burk plots for homoserine 
(Figure 3.17) and for NAD (Figure 3.18). The Km for hornoserine was 
determined to be 5.0 x 10 M and for NAD 5.3 x 10 M. The concentrations 
of homoserine and NAD to be used in the standard assay were fixed at 
2.0 x 10- 
2 
 M and 6.0 x 10 M respectively. 
The linearity of progress curves was checked with a ruler as they were 
drawn out by the recorder, as described for alcohol dehydrogenase. This 
check was applied to both substrate independQnt NAD reduction and to the 
reduction rate after the addition of substrate. Progress curves were 



























Figure 3.1 6 : 	The pH dependence of the homoserine dehydrogenase assay. 
Curve (a) shows homoserine dehydrogenase activity, that is NAD reduction 
that was dependent on added substrate (homoserine), whilst (b) shows the 
NAD reduction that occurred without added substrate. Tris buffer, 0.1 M. 
-.1.0 	1.0 	2.0 	3.0 	4.0 	5.0 
(s=mm) 
2 
Figure 3.18: 	Lineweaver-Burk plot of hornoserinc dehydrogenase activity 
(v) and concentration of NAD (s). 
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Figure 3.17: 	Lineweaver-Burk plot of homoscrine dehydrogenase activity 
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Figure 3.19: Concentration response of homoserine dehydrogenase assay. 
Measured enzyme activity is plotted against the size of the sample of 
cells in the incubation. 
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measured enzyme activity and sample size over the range of activity levels 
tested (Figure 3.19). As with alcohol dehydrogenase, the frozen dried 
samples cells were resuspended in buffer and several different sized 
aliquots taken from each sample for assay so the enzyme activity of each 
sample was fixed from several estimations at different levels of enzyme. 
UNITS OF ENZYME ACTIVITY. 	The International Unit is defined as that giving 
a rate of NAD reduction of lJimole per minute. From this definition it was 
calculated that 1 mU of homoserine dehydrogenase would give an absorbance 
change of 0.0031 per minute in a 1 cm cuvette in a 2 ml incubation volume. 
The calculation is derived as for alcohol dehydrogenase. 
ASSAY PROCEDURE FOR HOMOSERINE DEHYDROGENASE IN S. POMBE. The assay 
procedure was the same as that for alcohol dehydrogenase except for the 
following points:- 
Samples. 
Contained at least 20 x 10 cells. 
Assay mixture. 
An aliquot of 0.1 to 0.5 ml of frozen dried cells 
resuspended in buffer was added to:- 
NAD 	 6 x 1o 2 M 	 0.2 ml. 
Tris/Hydrochioric acid buffer, pH 8.6, 0.1M 
added to make up total volume including sample to 1.9 ml. 
To start the reaction:- 
L-homoserine 	 4 x 10_i  M 	 0.1 ml. 
(L-hornoserine was analar from Sigma Chemical Corporation, and was 
titrated to pH 8.6 with sodium hydroxide and the stock solution 
kept at -20° C.) 
Measurement of absorbance change was as for alcohol dehydrogenase, 
but with scale expansion at times twenty and progress curves 
were followed for 5 minutes. 
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ASPARTATE TRANSCARBAMYLASE. The reaction catalysed by this enzyme, the 
formation of carbamyl aspartate from carbamyl phosphate and aspartate, is 
the first step in the pathway of pyrimidine synthesis. 




= 	COOH.CH2 .CH(NHCONH2 ).COOH 
	
+ H 3 PO4 
L-carbamyl aspartate. 
In Saccharomyces cerevisiae the enzyme has been isolated as part of a 
multifunctional enzyme complex with a carbamyl phosphate synthetase 
(Lue and Kaplan, 1969). The enzyme has the Enzyme Commission number 2.1.3.2. 
with the systematic name carbamoylphosphate:L-aspartate carbamoyltransferase 
and is also often referred to as aspartate carbamoyltranzfcrasc (Dixon and 
Webb, 1964, page 702). 
ASPARTATE TRANSCARBAMYLASE IN S. POMBE. 	Aspartate transcarbamylase activity 
had been found previously in S. pombe by Bostock et al (1966). These authors 
used an assay method based on that of Gerhart and Pardee (1962), which 
involves the co]orimlic estimation of the carbamyl aspartate formed by the 
condensation reaction of this compound with diacetylmonoxime. This assay 
method was found to be satisfactory for frozen dried cell samples of S. pombe 
where the activity was found to be stable at -20° C for at least a month 
except for the high values given by blank reaction tubes (no enzyme) which 
made the estimation of enzyme activity, by the colour formation on top of 
the high blank value, rather variable (Mitchison, 1972). The problem of 
high blanks was also encountered in assaying ornithine transcarbamylase. 
The estimation of the citrulline formed by this reaction was also by the 
formation of a condensation product with diacetylmonoxime. Before this 
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assay system was used again for the estimation of these two enzymes the 
cause of the high blank values was investigated. 
Tubes containing quantities of carbaniyl phosphite, aspartate and buffer 
used by Bostock et al (1966) but no enzYme) were incubated and on 
development with diacetylmonoxime gave absorbance values of 0.3 at 560 mp. 
It was found that the colour was given by tubes containing only the buffer, 
(glycine_sodium chloride titrated to p11 9.5 with potassium hydroxide) and 
carbamyl phosphate, whilst neither of these two reagents gave a colour 
with diacetylmonoxime after incubation alone. No colour was given if the 
development with diacetylmonoxime was carried out without a prior 
incubation of the buffer and carbamyl phosphate at 32° C, but autoclaving 
the buffer did not effect the amount of colour formed. The amount of 
colour formed was proportional to the amount of the glycine component of 
the buffer in the tube. It was concluded that, on incubation, a product 
was being formed between the glycine and carbamyl phosphate, or between 
impurities in these compounds, which was forming a chromophore with 
diacetylmonoxime. (The carbarnyl phosphate used was recrystallised as 
described below from a preparation obtained from Sigma Chemical 
Corporation, and glycine was analar from B.D.H. Ltd. or from Sigma). 
The nature of the product formed is not clear, but the incubation of 
glycyiglycine with carbamyl phosphate has been found to result in a 
similar development of colour with diacetylmonoxime when this buffer has 
been used in the estimation of ornithine transcarbamylase (Snodgrass and 
Parry, 1969). 
The solution to the problem of the high blanks was therefore to change the 
buffer system to be used for the estimation of both enzymes. Buffer systems 
of phosphate, borate, tris (tris_(hydroxymethyl)aminomethane), bicine 
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(N,N-bis(2-hydroxyethyl)-glycine) and tricine (N-tris(hydroxymethyl) 
methyiglycine) were tested and none were found to result in colour 
formation on development with diacetylmonoxime after incubation in the 
absence of enzyme. Standardisation curves for the colorimetric estimation 
of carbamyl aspartate and citrulline are shown in Figure 3.20, showing 
that Beer's law was obeyed up to the limit employed. The basis of this 
estimation of the carbamyl derivatives is the condensation reaction given 
with diacetyl reagents in strong acid solution, followed by oxidation 
with persuiphate to give a coloured derivative (Koritz and Cohen, 1954). 
The colour formation is increased by the presence of an aromatic amine. 
The method employs the conditions used by Gerhart and Pardee (1962). 
The spectrum of the chromophore formed is shown in Figure 3.21, and the 
time course of the development in Figure 3.22. 	Since the peak 
absorbance value is obtained only transiently, the colour development 
must be followed in each sample. This was done by using a recording 
spectrophotometer. 
In choosing a buffer to replace glycine in the aspartate transcarbamylase 
assay it was found that a borate buffer inhibited the enzyme activity 
relative to that in equimolar glycine buffer by 65% whilst a tris buffer 
showed slight inhibition (10%), all at a pH of 9.0. Tricine and bicine 
have been recommended for use as buffers in biochemical systems by Good 
et al (1966) on account of their low reactivity, and both these buffers 
gave better activity than glycine at 0.2M at pH 9.0. This result 
suggested an inhibitory effect of glycine and it was found that activity 
obtained with glycine decreased by 50% as the molarity of the buffer used 
increased from 0.1 to 0.4 M, whilst the activity with a bicine buffer 
remained constant with increasing molarity (Figure 3.23). Bicine was 
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Figure 3.20: 	Standard curves for the estimation of carbamyl aspartate 
and citrulline by the reaction with diacetylmonoxime. The absorbance 
values shown are the peak values obtained for each sample with colour 
development followed in a Unicam SP 800 recording spectrophotometer. 
Light path length was 1 cm against a reagent blank made up as described 
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Figure 3.21: 	Spectra of chromophores formed in the estimation of 
carbamyl aspartate (a) and citrulline (b) by the reaction with 
diacetylmonoxirne. Samples from enzyme assays and standard solutions 
gave identical spectra. This Figure shows samples obtained from an 
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Figure 3.22: 	Time course of the development of the colour in the 
estimation of carbamyl aspartate or citrulline by the reaction with 
diacetylmonoxime. Development temperature was 250  C. Measurement was 
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Figure 3.23: 	Effect of molarity of buffer employed in the incubation 
on enzyme activity in the assay of aspartate transcarbamylase. 
Aspartate transcarbamylase activity is plotted relative to that in 
bicine buffer as 100. Both buffers were at p11 9.0. Bicine buffer 
glycine buffer  
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compared to 8.15) (Good et al, 1966). The pH response of aspartate 
transcarbamylase is shown in Figure 3.24. For the standard assay procedure 
A pH of 9.0 was chosen. At p1! 9.0 the (0.1 M) bicine buffer used was 
found to adequately buffer the reaction. 
The Lineweaver-Burk plot for aspartate transcarbamylase activity aga,inst 
aspartate concentration (Figure 3.25) showed a deviation from linearity at 
the highest concentrations of aspartate used which may indicate a departure 
from Michaelis-Menton kinetics at the higher concentrations. In drawing the 
regression line to determine the Km these high points were therefore 
ignored. The Km was determined at /io mM, and a concentration of 75 mM 
was employed in the standard assay procedure. The concentration of 
carbamyl phosphate employed, 8 mM, was fixed so that not more than 10% 
was converted during the standard incubation period. The relationship 
of carbamyl phosphate concentration to reaction velocity showed 
saturation in this concentration region, indicating a low Km which could 
not be satisfactorily determined in this assay system due to rapid 
exhaustion of substrate at low concentration values 
Using a standard assay procedure derived from the above data, a linear 
relationship between incubation time and carbamyl aspartate found held for 
UP to 30 minutes incubation for a sample size of up to / x 10 cells 
(Figure 3.2). At 30 minutes incubation, a linear relationship held 
between sample size and carbamyl aspartate formed up to the same limit 
of sample size (Figure 3.27). 
UNITS OF ENZYME ACTIVITY. 	One unit (U) of enzyme activity was taken as 
that forming 1 micromole of carbamyl aspartate per minute under the 
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Figure 3.24: The pH dependence of the aspartate transcarbatnylase 
assay. 0.1 H bicine buffer. 
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Figure 3.25: 	Lirieweaver-Burk plot of aspartate transcarbamylase 
activity (v) and concentration of L-aspartate (s). The departure 
from linearity at high concentrations of aspartate may indicate a 
deviation from Michelis-Menton kinetics in this region and these points 
were ignored in drawing the regression line to determine the K. 	The 
concentration of aspartate to be used in the standard assay procedure 
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Figure 3.26: 	Time response of the assay for aspartate transcarbarnylase. 
The absorbance of the colour produced in the estimation of the carbarnyl 
aspartate formed is plotted against the incubation time of the enzyme 
assay. In determining enzyme activity the absorbance shown by the zero 
time sample was subtracted. Sample contained 4 x 10 cells. 
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Figure 3.27: 	Concentration response of aspartate transcarbamylase assay. 
Measured enzyme activity is plotted against the size of the sample of 
cells in the incubation. Standard assay conditions with reagent and zero 
time blanks subtracted. Incubation time was 30 minutes. 
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of milli-units (mU). The estimation of the carbainyl aspartate formed was 
calibrated against standards. 
ASSAY PROCEDURE FOR ASPARTATE TRANSCARBA'1YLASE IN S. POMBE. 
Samples. 
Samples, containing about 6 x 10 6 cells, were collected on 
membrane filters, washed twice with ice cold distilled 
water, frozen in a dry ice/alcohol bath, frozen dried and 
stored at _200  C. 
Enzyme incubation. 
The cells were resuspended in 0.5 ml of 0.1 M bicine buffer, 
pH 9.0, by whirlimixing. The sample was resuspended just 
before use and kept at 
40 
 C until the incubation commenced. 
A 0.2 ml aliquot of the cell suspension preferably in 
replicate was pipetted into a tube containing 0.3 ml of the 
following incubation mixture:- 
Carbamyl phosphate 	4 mgs/ml 	1 part. 
Potassium aspartate 	0.25 M 	1 part. 
(The aspartate solution was prepared by titratingaspartic 
acid with potassium hydroxide to a p11 of 9.0. The carbamyl 
phosphate was made up just before use from a preparation 
that had been recrystallised from water with 95% ethanol and 
dried over concentrated sulphuric acid (Gerhart and Pardee, 
1962). The recrystallised solid was found to be stable, as 
judged by not giving a colour with diacetylmonoxime, for 
several days if kept dessicated at 
40 
 C. The commercial 
preparation contains an impurity which gives a colour with 
diacetylmonoxime. The bicine buffer was prepared by titration 
with potassium hydroxide. Dicine,aspartic acid and carbamyl 
phosphate were analar from Sigma Chemical Corporation). 
78 
The incubation was started by transfering to a water bath 
at 32° C. Incubation was for 30 minutes, with occasional 
gentle shaking. 
$ r 
Estimation of carbamyl po-.t.e formed. 
The incubation was terminated by the addition of 2.5 ml 
of the '3/1/1 mixture' (see below) at 4° C. The samples 
can be kept at this age at 
40 
 C for several hours. One 
blank tube for every four incubation samples, containing 
0.5 ml of distilled water, should be carried through from 
the addition of the '3/1/1 mixture' to act as blanks for 
the colour development stage. 
Development of colour. 
The samples are processed from this stage in batches of 
four plus a blank prepared as above with each batch. The 
samples are heated to 600  C for 30 minutes, and then 
cooled in a water bath at room temperature. 0.5 ml of 
potassium persuiphate (2.5 mg/ml) is then added and the 
colour formation at 560 mji is followed at 25° C on a 
Unicam SP 800 recording sprectrophotometer fitted with a 
programmer for the automatic cell changer in 1 cm cuvettes. 
Each sample is read at 2 minute intervals against the 
blank for that batch (placed in the stationary cell 
position), and the maximum absorbance achieved is recorded 
for each sample. 
Calibration of results. 
A series of carbamyl aspartate standards was used for 
calibration, and the absorbance of each sample was corrected 
- 
	
	by any absorbance shown by incubated reagent blanks, and by 
zero incubation time samples. (The carbamyl aspartate used 
for calibration was analar from Sigma Chemical Corporation). 
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(f) Preparation of the '3/i/i mixture'. 
This was made UJ) just before use and kept out of direct 
light at 4° C. If any purple colour developed in the 
mixture it was discarded. The mixture is prepared by 
adding 3 parts of solution 'A' to 1 part of 'B' and 1 
part of 'C', cooled in ice. These three solutions were 
kept as stock solutions at 4 ° C. 
Solution 'A'. 	66 ml concentrated sulphuric acid added to 
34 ml of distilled water. 
Solution 'B'. 	2.25% diacetylmonoxime (2,3-butanedione-2-oxime) 
in distilled water. 
Solution 'C'. 	114 mg of disodium diphenylamine-p-sulphonate 
in 100 ml of 0.1N hydrochloric acid containing 0.4 g of 
'Brij 35'. 	This solution should be protected from light. 
(The diacetylmonoxime and the diphenylamine sulphonate were 
obtained from the Sigma Chemical Corporation; the 'Brij 35' 
from the Atlas Corporation.) 
ORNITHINE TPANSCARBAMYLASE. 	Ornithine transcarbamylase is the first enzyme 
(\ fl. 
in the pathway of apart e synthesis and catalyses the formation of 
citrulline from carbamyl phosphate and ornithine. This widely occurring 
enzyme has been demonstrated in yeast We Robichon-Szulrnajster and 
Surdiri-Kerjan, 1971). 
COOH.CH(NH 2 ).CH 2 .CH 2 .CH 2 (NH 2 ) 	+ 	(NH  
L-ornithine 	 Carbamyl phosphate 
= C00I-I.CH(NH 2 ).CH 2 .CH 2 .CH 2 (NHCO(NH2 ) + H 3PO4 
L-citrulline 
Ornithine transcarbamylase has the Enzyme Commission number 2.1.3.3. with 
the systematic name carbamoylphosphate: L-ornithine carhamoyltransferase 
and is also commonly called ornithine carbamoyltransferase (Dixon and Webb, 
1964, page 702). 
ORNITI-IINE TRANSCARBAMYLASE IN S. POMBE. 	This enzyme has been assayed 
previously in S. pomhe by Bostock et al (1966) and by Stebbing (1972), by 
the estimation of the citrulline formed. Citrulline was estimated 
colorimetrically by formation of a chromophore with diacetylmonoxime 
(Koritz and Cohen, 1951+). This is the same reaction as was used to 
estimate the carbamyl aspartate formed in the assay of aspartate 
transcarbamylase (see previous section), and the same problem of high 
blanks due to the use of a glycine buffer was encountered. The enzyme was 
assayed in frozen dried cells where the activity was stable at _200  C for 
at least a month. Investigation of alternative buffer systems revealed 
inhibition by borate (67% at 0.1M) as well as by the glycine buffer that 
had been used previously (50% at 0.111) compared to the activity in a bicine 
buffer. As with aspartate transcarhamylase, bicine was found to give the 
highest activity of the buffers investigated and ornithine transcarbamylase 
activity showed less than a 10% drop in level when assayed in bicine 
buffers at p11 9.0 as the molarity of the buffer was increased from 0.05 M 
to 0.3 M. The pH dependence of the enzyme activity in a bicine buffer is 
shown in Figure 3.28. 
The relationship of the reaction velocity to the concentrations of the two 
substrates was investigated as described previously and the data is 
displayed in the form of Lineweaver-Burk plots for ornithine (Figure 3.29) 
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Figure 3.28: 	The pH dependence of the ornithine transcarbarnylase assay. 
Bicine buffer, O.O'k H. 
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F Figure 3.29: 	Lineweaver-Burk plot of ornithine transcarbarnylase activity 
(v) and concentration of 	ornithine (s). 
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Figure 3.30: 	Lineweaver-Burk plot of ornithine transcarbamylase activity 
(v) and concentration of carbamyl phosphate (s). 
and the concentration used in the standard assay conditions was chosen at 
25 mM. The value obtained for the Km for carbamyl phosphate was 4 x 10 N. 
It was necessary to take inLo consideration the proportion of carbamyl 
phosphate that would be fixed during the standard assay incubation period 
in fixing the concentration to be used, as with aspartate transcarbamylase. 
The concentration used was 7 mM. The estimation of the citrulline formed 
was carried out as for the estimation of carbamyl aspartate in the previous 
section. The spectrum of the chromophore formed is identical to that 
formed with carbamyl aspartate, as can be seen in Figure 3.21. The time 
course of the development of the colour was also identical, and so it was 
necessary to measure the absorbance on arecording spectrophotometer and 
to take the peak absorbance value for each sample. A standardisation 
curve for this estimation is shown in Figure 3.20. 
Using a standard assay procedure based on the above data, a linear time 
response was found for up to 20 minutes incubation with aliquots 
containing up to 2 x 1O 6 cells (Figure 3.31), and at this incubation 
time the concentration response was linear up to the same limit of cell 
number (Figure 3.32). Zero time and reagent blanks were subtracted as 
described for aspartate transcarbamylase. 
UNITS OF ENZYME ACTIVITY. 	The unit (U) of ornithine transcarbamylase 
activity was taken as that forming 1 micromole of citrulline per minute 
under the standard incubation conditions, results normally being 
expressed in terms of milli-units (mU). The estimation of the citrulline 
formed was by calibration against a standard curve. 
ASSAY PROCEDURE FOR ORNITHINE TRANSCARBAMYLASE IN S. POMJ3E. The assay 
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Figure 3.31: 	Time response of the assay of ornithine trariscarbatnyl.ase, 
for samples containing 2.0 x 10 cells (a), 1.0 x 106  cells (b) and 
0.5 x 10 cells (c). A departure from linearity occurs with the largest 
I sample size (a) after 20 minutes. 20 minutes incubation was chosen for 
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[ Figure 3.32. Concentration response of ornithine transcarbamylase assay. 
Measured enzyme activity is plotted against the size of the sample of 
cells in the incubation. Standard assay conditions with an incubation 
time of 20 minutes 	Blanks subtracted as in Figure 3.27 
the following points:- 
Samples. 
Samples contained about 3 x 10 cells, and aliquot size 
after resuspension was fixed so that the incubation 
contained between 0.5 x 10 and 2.0 x 10 cells. Since 
the same buffer was used for resuspending, and 
assaying samples for both enzymes, it was possible to 
assay both enzymes on different aliquots of the same 
resuspended sample, with aspartate transcarbamylase 
requiring twice as big an aliquot as ornithine 
transcarbamyl ase. 
Incubation mixture. 
A 0.1 ml aliquot of resuspended cells was added, preferably 
in replicate, to tubes containing 0.4 ml of the following 
mixture:- 
Carbamyl phosphate 	4 mg/ml 	i part 
L-Ornithirie (hydrochloride) 0.05 H 	1 part 
Bicine buffer pH 9.0, 0.lM 	 1 part 
(The buffer was prepared as for aspartate transcarbamylase. 
L.-Ornithine was analar from Sigma Chemical Corporation). 
Incubation conditions. 
As for aspartate transcarbamylase, except that the incubation 
time was 20 minutes. 
Estimation of citruliine. 
Carried out exactly as for the estimation of carbamyl 
aspartate. 
Calibration. 
Against standards ofEcitrulline, with blanks as for aspartate 
transcarbamylase. (The citrulline used for calibration was 
analar from Sigma Chemical Corporation). 
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CHAPTER 4 - THE PATTERN OF ENZYME ACTIVITY IN THE NORMAL CELL DIVISION CYCLE. 
The pattern of enzyme activity in the cell division cycle was investigated 
in S. pombc by the use of synchronously dividing bulk cultures prepared by 
the differential sedimentation technique described by Mitchison and Vincent 
(1965). Cultures containing 5 x 
10  
cells were routinely prepared by this 
method and when required the size could be increased up to 2 x 10 9 cells. 
This allowed the use of standard biochemical estimations on samples 
withdrawn at intervals from the growing culture. 
The main features of the growth of such a synchronous culture are shown in 
Figure 4.1. There is a continuous increase in total protein and RNA. The 
plot of the percentage of cells showing cell plates, the cell plate index, 
shows successive peaks which allow delineation of the division cycles in 
the culture. Good synchrony is indicated by the cell plate index dropping 
to a low value of 2% or less at the mid-cycle period. The convention for 
S. pombe suggested by Mitchison (1969a) for the mapping of events occurring 
in the cell division cycle was followed. This convention divides the 
cycle between 0.0 and 1.0 between successive divisions and the cell plate 
peak then occurs at 0.925. The rounds of synchronous cell division were 
also followed in a number of cultures by plotting cell number curves. 
Analysis of this cell number data showed that the mean increase in cell 
numbers at a synchronous division was 1.99 (s = 0.11, n = 12) indicating 
that essentially all the cells in the cultures were dividing. The 
relative positions of the mid point of the rise in cell numbers and the 
cell plate peak were compared with that calculated by Mitchison (1969a). 
The mean interval between the cell plate peak and cell division was found 
to be 0.052 of a cycle, which puts the cell plate peak at 0.948 (95% 
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Figure 4.1; 	Protein (- i'), RNA (- -0), cell numbers (0-3) and 
cell plate index (ci 	in a synchronous culture of Spomhe (132 NS). 
The time is from the inoculation of the synchronous culturo. Proleiri, 





different from that obtained by Mitchison, 0.925. (Significance tested by 
treating 0.925 as a known standard). The value 0.925 was therefore 
adopted for the position of the cell plate peak, and the position of events 
in the cell cycle was always related to the cell plate peaks. 
Synchronous cultures were prepared either on sucrose gradients, as 
originally described by Mitchison and Vincent (1965), or on glucose 
gradients which avoids a change of carbon source. In general this made no 
difference to the results obtained. Synchronous cultures of strain 132 O.S. 
differed from those of 132 N.S. in the earlier appearance of the first cell 
plate peak (compare Figure +.l with Figure +.3). Only tryptophan 
synthetase was measured in strain 132 O.S. 
THE ACTIVITY OF THE ENZYMES IN THE CELL CYCLE. 	Each enzyme was assayed in 
samples withdrawn at intervals from synchronous cultures and the patterns 
of changes in levels of the activities of the enzymes with the growth of 
the culture was followed. All the enzymes assayed were found to display 
discontinuous increases in activity levels when the assayed activity was 
plotted per millilitre of culture. No decreases in enzyme activity levels 
were found between successive increases and the enzymes therefore appeared 
to be displaying a 'step' pattern rather than a 'peak' pattern in the 
synchronous culture. 
The validity of the interpretation of the data as 'step' patterns as 
opposed to continuous increases in activity was tested for each enzyme by 
analysing the data with the curve fitting procedure described in Chapter 2. 
For each set of data the best fit segmented model was determined and then 
compared to an exponential model by a variance ratio test to decide whether 
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the segmented model was a significantly better fit of the data. The 
segmented model was defined as alternate periods of increasing activity and 
plateaus of activity, but, at the curve fitting stage, no limitation was 
placed on the position of the periods nor on their duration (except that 
each period had to include at least one data point). Where the segmented 
model was a significantly better fit it was determined whether the model 
represented doublings of activity occurring at intervals equal to the cell 
cycle time, as would be predicted by a 'step' pattern related to the cell 
cycle. This was done, for each enzyme, by calculating the time interval 
between successive mid points of 'steps' and averaging this figure for all 
the cultures to arrive at the mean 'enzyme step interval'. This was then 
compared with the length of the cell division cycle in these cultures which 
was determined from the mean interval between successive cell plate peaks, 
154.5 minutes (s = 13.8, n = 25). Similarly, the relative increase in 
enzyme activity levels at successive plateaus was calculated to derive 
the mean 'enzyme activity increment' and was compared to the mean increase 
in cell numbers that occurred at a synchronous division, which was found to 
be 1.99 (see above). Having ascertained that the best fit segmented models 
corresponded to the predicted pattern, the relationship of the 'steps' to 
the division cycles occurring in the cultures was investigated. For each 
enzyme a map was plotted of the occurrence of the mid points of the rises 
in activity in the cell cycle. 
Control asynchronous cultures, inoculated from a shaken gradient, were also 
assayed for activity patterns for each enzyme. The data obtained was 
analysed as for synchronous cultures to determine whether the 'step' 
pattern occurred in the absence of synchronous divisions. 
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TRYPTOFiIAN SYNTIIETASE. 	This enzyme was examined in synchronous cultures 
of strain 132 N S and strain 132 0 S and a 'step' pattern Was apparent in 
both strains. Figure 4.2 shows an experiment on strain 132 N S and Figure 
4.3 an experiment with strain 132 0 S. All four experiments performed on 
strain 132 N 3 showed a better fit to the segmented model than to the 
exponential model with significance levels (P) of 0.01, 0.01, 0.05 and 0.1, 
whilst the experiments performed on strain 132 0 S showed fits to the 
segmented model with significance levels of 0.01, 0.01 and 0.05. 	By 
combining the mean sums of squares from the separate experiments, as 
described in Chapter 2, a variance ratio was obtained which is a test of 
the overall probability of the better fits of segmented models in all the 
experiments performed being due to chance variation. The probability level 
so obtained was less than 0.001. 
The distribution of the mid points of the 'steps' in the cell cycle for the 
two strains is shown in Figure 4.12. The means, 0.85 (132 N S ) and 0.92 
(132 0 S ) are not significantly different and there was also no 
significant difference between the values obtained in the first, second and 
third cell division cycles of the cultures. All the values were therefore 
combined to arrive at an overall mean cycle position for the mid points of 
the 'steps' of 0.89 (95% confidence limits for the mean, 0.81 to 0.98). 
The distribution of the 'steps' in the cell cycle (Figure 	can be seen 
to occupy about 35% of the cycle around the time of cell division, from 
0.67 to 0.03, indicating an association between the periodic pattern 
observed in the culture and the cell division cycle. This association was 
maintained even though the two strains differ in the timing of the division 
cycles in the synchronous culture. Further, the mean 'enzyme step interval', 













Time - hours from inocuLation 
Tryptophan synthetase activity in a synchronous culture 
of S. pombe (132 NS). Enzyme activity is expressed per ml of culture. 



















1 	2 	3 	4 	5 
Time-hours from inoculation 
Figure 4.3; 	Tryptophan synthetasactivity 	 cell numbers('-) 
and cell plate index 	 in a synchronous culture of S. pombe (132 Os). 
Comparison with Figure 'i.l shows the difference in the timing of the cell 
division cycles in synchronous cultures of the two strains of S._pombe. 
Enzyme activity and cell numbers are per ml of culture. 
I 2E (0 0 U, 
U 
Cr, 
0 ci VV'' 
1 	2 	3 	4 
Time - hours from inoculation 
Figure 4.4: 	Tryptophan synthetase activity (0-----0), cell numbers 
( 	) and cell plate index CD 	in an asynchronous 'shaken 
gradient' culture of S. E2mhe 132 NS. 
time, and the mean 'activity increment' was 1.92 (s = 0.12, n = 9) indicating 
that the periodic increases represent doublings of activity. 
The 'step' pattern seen in the synchronous cultures thus represents cyclic 
doublings of enzyme activity with a periodicity equal to the cell cycle time 
and occurring during a restricted period of the cell cycle. That the 'step' 
pattern is associated with the synchronous cell divisions was further 
indicated by the lack of a periodic pattern of enzyme increase in control 
asynchronous cultures prepared from shaken gradients for either strain 
(Figure 4.4). No such culture showed a significantly better fit to a 
segmented model. 
ALCOHOL DEHYDROGENASE. 	Synchronous cultures inoculated from sucrose 
gradients gave a 'step' pattern of enzyme activity (Figure 4.5) but cultures 
inoculated from glucose gradients produced a continuous pattern. The results 
obtained on sucrose gradients will be considered first. 
Alcohol dehydrogenase was assayed in 15 synchronous cultures prepared on 
sucrose gradients, and on each occasion a better fit was obtained with a 
segmented model than with an exponential model. Eight of the experiments 
showed significance levels of less than 0.001 and all but one of the other 
experiments at less than 0.05. A combined variance ratio test on the data 
from all the experiments showed that the probability of the better fits of 
the segmented models being due to chance was less than 0.001. 
The mean 'enzyme step interval' was 141.8 minutes (s = 28.3, n = 17) and the 
mean 'enzyme activity increment' was 1.99 (s = 0.18, n = 18). The segmented 
pattern thus represents doublings of activity occurring with a frequency 









Time-hours from inocutation 
Alcohol dehydrogenase activity in a synchronous culture 
o f S, pombe. Ihe peaks of the cell plate index are shown as 	( 
The synchronous culture was prepared on a iO% - LkO% sucrose gradient 	in 	E'•IN 
60. 
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Time -hours from inoculation 
Figure 4.6: 	Alcohol dehydrogenase activity (0 	0) in a 'shaken 
gradient' asynchronous culture prepared on a sucrose gradient as in 
Figure 4.5. The cell plate index is shown (O—O) 
A 
close to that of the cell cycle length. The distribution of the mid points 
of the 'steps' is shown in Figure 4.12. The 'steps' were distributed over 
about 60% of the cell cycle, from 0.18 to 0.76, there being no significant 
difference between the positions of the 'steps' occurring in the different 
division cycles in the culture. The mean 'step' position was 0.46 (95% 
confidence limits of the mean, 0.37 to 0.55). 
Four asynchronous control cultures from shaken sucrose gradients were 
assayed for alcohol dehydrogenase and for three of these cultures it was not 
possible to derive a segmented model with a significantly better fit than 
the exponential. One of these cultures is shown in Figure 4.6, and an 
exponential increase in enzyme activity is evident. However, it was 
possible to obtain a significantly better fitting segmented model (P = 0.01) 
with the data from one experiment (Figure 4.7). A combined variance ratio 
test over the four experiments showed a high probability (greater than 0.2) 
that the better fit of the segmented model in the one experiment was due to 
chance variation. Further, it can be seen from the segmented model shown 
in Figure 4.7 that the 'enzyme activity increment' is well over a doubling, 
being 2.6. It was therefore concluded that the asynchronous control 
cultures did not display the repeatable 'step' pattern exhibited by the 
synchronous cultures. 
In contrast to the results obtained with synchronous cultures inoculated 
from sucrose gradients synchronous cultures prepared from glucose gradients 
did not show a 'step' pattern. Such cultures, as shown in Figure 4.8, 
sometimes showed an initial plateau but no further statistically significant 
segmented portions could be fitted. Figure 4.8 also shows an asynchronous 
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Figure 	7: 	Alcohol dehydrogenase activity (C 	O in a 'shaken 
gradient' asynchronous control culture prepared as in Figure 4.6. 
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Time-hours from inoculation 
Figure 4.8: 	Alcohol dehydrogenase activity in a synchronous culture 
(O__Q) and in a 'shaken gradient' asynchronous culture (. 	-A) 
prepared on iO - tiO% glucose gradients made up in EMM. The peaks in 
the cell plate in the synchronous culture as shown as ( 	) 	No 
cell plate peaks occurred in the asynchronous culture. 
cultures did not show a segmented pattern. It was noticed that the level 
of enzyme activity per cell was lower in the asynchronous culture after 
inoculation off a glucose gradient than in the bulk culture from which the 
cells had been harvested, the level dropping from 21.0 to 18.8 mU per 1o6 
cells, a drop of 10.5%, which was significant (P less than 0.02). This 
relative drop in activity level per cell was not found after inoculation 
from a sucrose gradient. A further drop in the level of enzyme per cell 
occurred during the growth of asynchronous cultures from glucose gradients, 
as the mean doubling time for the enzyme activity averaged 170 minutes, 
whilst the mean doubling time for cell numbers was 155 minutes. This 
decrease was not due to the cell density reached in the cultures because 
asynchronous cultures prepared off sucrose gradients and inoculated to the 
same cell density showed a mean enzyme doubling time of lil minutes, which 
is slightly faster than the mean doubling time of cell numbers but is in 
agreement with the mean 'enzyme step interval' (142 minutes) found in 
synchronous cultures inoculated off sucrose gradients. 
Inoculation of cells from glucose gradients thus appears to result in a 
small but repeatable drop in the alcohol dehydrogenase level per cell which 
occurs whilst the cells are in the gradient and subsequently during the 
growth of the culture. The effect of glucose concentration on the level 
of alcohol dehydrogenase in the cells is considered in Chapter 7. 
lIOMOSERINE DEI{YDROGENASE. 	A segmented model fitted the data for this 
enzyme better in all experiments performed, significance levels of 0.01, 
0.01, 0.05 and 0.1 being reached in the separate experiments. Figure 4.9 
shows the segmented pattern that was fitted to one of the sets of data 
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I tie 49; 	Homoserine dehydrogenase activity in a synchronous 
culture (oO) and in a 'shaken gradient' asynchronous culture  
Peaks in the cell plate index in the synchronous culture are shown as 
No peaks occurred in the asynchronous culture. 
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asynchronous culture inoculated from a shaken gradient. No such 
asynchronous control cultures gave a significantly better fit with a 
segmented model. A combined variance ratio test on the data from all the 
synchronous cultures showed that the probability of the better fits of the 
segmented models being due to random variation was less than 0.001. 
The mean 'enzyme step interval' was 134.3 minutes (s = 31.7, n = 5) and 
the mean 'enzyme activity increment' was 1.98 (s = 0.18, n = 4), the 'step' 
pattern thus representing doublings of activity with a frequency close to 
the cell cycle time. The distribution of the mid points of the 'steps' 
is shown in Figure 4.12. The distribution is seen to be clustered around 
the time of cell division from 0.75 through to 0.43, which nevertheless 
represents nearly 70% of the cycle. The positions of the 'steps' 
occurring in the different division cycles of the culture were not 
significantly different and the mean 'step position was 0.03 (95% 
confidence limits of the mean, 0.84 to 0.22). 
ASPARTATE TRANSCARBAMYLASE. 	A segmented model fitted the data better in 
all experiments performed on synchronous cultures with this enzyme, 
achieving significance levels of 0.001, 0.01, 0.01, 0.05 and 0.1 in the 
separate experiments, whilst a combined variance ratio test showed that 
the probability of the better fits to the segmented models being due to 
random variation was less than 0.001. No asynchronous shaken gradient 
cultures gave a significantly better fit to a segmented model. The 'step' 
pattern of aspartate transcarbamylase in a synchronous culture and the 
exponential pattern in an asynchronous culture is shown in Figure 4.10. 
The mean 'enzyme step interval' was 148.3 minutes (s = 12.6, n = 6) and 
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Figure Ii lo: 	
Aspartate transcarbamylase activity in a synchronous 
culture (O-- 	
and in a shaken gradient' asynchronous culture (A 	. 
Peaks in the cell plate index in the synchronous culture are shown as 




close agreement to the predicted values. The distribution of the mid 
points of the 'steps', shown in Figure 4.12, occupies nearly 60% of the 
cell cycle, from 0.09 to 0.64, and no significant difference was evident 
between the positions of the 'steps' in the different division cycles of 
the culture. The men 'step' position was 0.42 (95% confidence limits of 
the mean, 0.21 to 0.63). 
ORNITHI NE TRANSCARBAMYLASE. 	All the synchronous cultures that were 
assayed for this enzyme showed activity patterns that were better fitted 
with segmented than exponential models, the individual experiments 
achieving significance levels of 0.001, 0.01, 0.01 and the remaining three 
experiments at 0.05. A combined variance ratio test showed that the 
probability of the better fits being due to random variation was less than 
0.001. The 'step' pattern of ornithine transcarbamylase in a synchronous 
culture and the exponential pattern obtained in a shaken gradient 
asynchronous culture is shown in Figure 4.11. No asynchronous culture 
inoculated from a shaken gradient gave a significantly better fit with a 
segmented model. 
The mean 'enzyme step interval' was 161.3 minutes (s = 27.9, n = 8) and the 
mean 'enzyme activity increment' was 2.06 (s = 0.42, n = 10), 
close to the predicted values. The position of the 'steps' in the 
different division cycles of the culture was not significantly different 
and the mean 'step' position was 0.35 (95% confidence limits of the mean, 
0.27 to 0.43). The distribution of the 'steps' in the cell cycle is 
shown in Figure 4.12. The 'steps' are spread over about 40% of the cycle, 








Time-hours from inoculation 
Figure 't.11: 	Ornithine transcarbamylase activity in a synchronous 
culture (0 —0) and in a 'shaken gradient' asynchronous culture 
 
Peaks in the cell plate index in the synchronous culture are shown as 
) . There were no peaks in the cell plate index in the 
asynchronous culture. 
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THE POSITIONS OF THE ENZYME STEPS IN THE CELL CYCLE. 	The distribution of 
the mean 'step' positions in the cell cycle are shown in Figure 4.13 	As 
has been mentioned above, the mean positions in the cycle of tryptophan 
synthetase in strain 132 N.S. (0.85) and in strain 132 O.S. (0.92) were 
not significantly different despite the fact that the timing of the cell 
division cycles in synchronous cultures differs by about one hour. This 
observation would therefore appear to confirm that the timing of the 'steps' 
is indeed related to the cell division cycles and not to the growth stage 
of the synchronous culture. However, a relationship between the positions 
of the-'steps' in the two strains and the growth of the synchronous 
cultures might not be evident because of the high variance of the position 
of the 'steps' in the cell cycle. The position of the 'steps' was 
therefore related to the time from the inoculation of the culture, and a 
significant difference was found (P less than 0.05) between the mean times 
of occurrence of the 'steps' in cultures of the different strains. 	The 
relationship of the timing of the 'steps' to the cell division cycle 
rather than to the growth stage of the synchronous culture was thus evident. 
The data presented above for aspartate transcarbamylase and ornithine 
transcarbamylase was for strain 132 N.S. These enzymes have been 
previously assayed in strain 132 O.S. (Bostock et al, 1966) and so the data 
from strain 132 O.S. was compared to that for strain 132 N.S. to see 
whether the relationship of the timing of the 'steps' to the cell division 
cycles in the different synchronous cultures could be demonstrated as for 
tryptophan synthetase.. (The data for strain 132 O.S. was provided by 
Professor J. M. Mitchison). The mean 'step' positions for ornithine 
transcarbamylase were 0.35 (132 N.S.) and 0.45 (132 o.s.) and for aspartate 
transcarbamylase 0.42 (132 N.S.) and 0.60 (132 O.S.), the differences 
between the positions in the cell cycle in the two strains not being 
significant in either case. 
Figure 4.12: 	The distribution of the midpoints of the 'steps' of 
enzyme activity in the cell division cycle. 	The division cycle is 
plotted from 0.0 tol.O and 'steps' occurring around division are 
plotted by extending the cell cycle map into the following cycle. 
The division cycles occurring in synchronous cultures were positioned 
with respect to successive cell plate peaks which were taken as 0.925. 
For trypophan synthetase the values ( 0 ) refer to strain 132 OS and 
( 	 ) 
to strain 132 NS, with means denoted by ( 	 ) and A 
respectively. 	For the other enzymes all the values ( 0 ) refer 
to strain 132 NS. The means of the distributions, and for tryptophan 
synthetase the combined mean for both strains, are shown by the 
heavy vertical lines with bar lines denoting the 95% confidence limits 
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Figure 4.13: 	(a) The distribution in the cell division cycle of the 
mean values for the 'step' positions for the enzyme activities measured 
(see Figure 
(b) The mean 'step' positions after the subtraction of the 'precursor 
delay' calculated from the experiments with cycloheximide (see Figure 
4.15). Also plotted on this cell cycle map are the positions of S 
phase in strain 132 NS C Ilitchison and Creanor, 1971a ), denoted by S, 
nuclear division ( ND ) ( Bostock 1.970 ) and the critical point (Cr), 
which is the mean point for the 'steps' in 'potential' for sucrase 
and maltase and the 'rate change' points for the continuous enzymes 
found in S. pombe. (Nitchison and Creanor 1971a). 
Tryptophan synthetase ( L ), ornithine transcarbamylase ( • ), 
aspartate transcarbamylase C V ), alcohol dehydrogenase 	C2), 
and homoserine dehydrogenase ( 0 ), Values for the first three 
enzymes are for the combined data from strains 132 NSnd 132 On.. 
The data for aspartal 	d ornithine transcarbamylase in strain 
132 OS was rovided by Professor J. H. Mitchison. 
93 
The mean positions of the 'steps' of the different enzymes in the 
cell cycle are spread from 0.03 to 0.89 (Figure 4 .13). 	The positions 
for aspartate transcarbamylase, ornithine transcarbarnylase and 
tryptophan synthetase shown in Figure 4.13 are for the combined 
data for both strains. The differences between the mean positions of 
the 'steps' for the different enzymes were tested for significance 
(modified I t' test for small samples with variances not assumed to be 
equal) and the results of the comparisons are shown below. 
Comparison. 	 p value 
Tryptophan synthetase and 
alcohol dehydrogenase 	 6.001 
aspartate transcabamylase 	 0.001 
ornithine transcarbamylase 	 0.001 
homoacrinc dchydrogcnasc 	 not sig. 
Homoserine dehydrogenase and 
alcohol dehydogenase 	 0.005 
aspartate transcarbamylase 	 0.001 
orni th me transcarhaniyl ase 	 0.001 
Aspartate transcarbatnylase and 
ornithine transcarbamylase 	 0.05 
alcohol dehydrogenase 	 not sig. 
Ornithine transcarbamylase and 
alcohol dehydrogenase 	 not sig. 
It can be seen that a large number of the comparisons are significant. 
THE VARIABILITY OF THE POSITIONS OF THE'STEPS' IN THE CELL CYCLE 
The 'steps'for the different enzymes are seen to occupy characteristic 
positions in the cell cycle yet the variability of the 'steps' between 
9k 
individual cell cycles is noticeable for all the enzymes when the 
distributions are examined in Figure 4.12. The percentage of the cell 
cycle in which 'steps' were found to occur for each enzyme has been 
noted above but a better estimate of the spread of the distribution is 
the standard deviation (s) which, for the purpose of comparison to the 
cell cycle has been expressed as a percentage of the cycle (as 1.0). 
Enzyme 	 One Standard Deviation as Percentage 
of Cell Cyc]c. 
Alcohol Dehydrogenase 	 22% 
Homoserine Dehydrogenase 	 21 % 
Tryptophan Synthetase 	 12% 
Aspartate Transcarbamylase 	 18% 
Ornithine Transcarbamylase 	 13% 
Assuming a normal distribution, 68% of individual observations will lie 
within a region of the cell cycle equal to two standard deviations (that 
is, one standard deviation on either side of the mean). The spread of 
the distribution of the 'steps' over the cell cycle for each enzyme is 
thus considerable and so the variance was analysed to determine whether 
it was entirely due to measurement error or whether there was a real 
variation in the expression time for each enzyme between different cell 
cycles. 
Synchronous cultures were inoculated and then immediately split into two 
and the two daughter cultures were sampled and assayed for enzyme activity 
and cell plates scored. Two replicate measurements were thus obtained 
of the positions of the 'steps' and of the division cycles, and from this data 
replicate estimates were obtained for the positions of the 'steps' in each 
division cycle. The pairs of replicate observations thus obtained were used 
to derive the 'within samples sum of squares', as described in Chapter 2, 
which is a measure of the variability of the measurement. The 'between 
samples sum of squares' was calculated from the positions of the means of 
each pair of replicate estimates in the different division cycles of the 
cultures, as a measurement of the variability of the observed times of 
expression of the 'steps' in the different cycles. To obtain sufficient 
data for a valid comparison the experiment was repeated several times so 
that the data for a number of cell cycles was compiled, and a variance 
ratio test was then performed between the mean 'within samples' and the 
mean 'between samples' sums of squares, as described in Chapter 2. This 
procedure allows estimation of the probability of the observed variation 
in the time of expression of the 'steps' in different division cycles 
being due to random measurement error. 
For alcohol dehydrogenase the positions of the 'steps' in the division 
cycles in two pairs of replicate cultures are shown in Figure 4. 14 and a 
correspondence of the positions of the 'steps' between replicates is evident. 
An analysis of variance of data from these and other experiments performed 
with alcohol dehydrogenase showed that the between samples variance was 
significantly greater than that due to measurement (within sample) variance 
(P = o.oi). Similar replicate cultures were analysed for aspartate 
transcarbamylase and an analysis of the variance of this data showed that, 
as with alcohol dehydrogenase, the variation in observed times of 
expression of the 'steps' in different division cycles was accountable by 
measurement variability (P = o.oi). It was therefore concluded that for 
both alcohol dehydrogenase and aspartate transcarbamylase a real variation 
in the time of expression of the enzyme 'step' in the cell division cycle 
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Figure 4.14: 	The variance of the expression time in the cell cycle 
of the 'steps' of alcohol dehydrogenase. 	Two synchronous cultures 
were inoculated from separate cuts from a sucrose gradient and the 
two synchronous cultures were divided to give replicates. 	All four 
cultures were monitored for cell plate peaks and samples taken for 
enzyme assay. 	The positions of the 'steps' are plotted separately 
for the three division cycles that occurred in the cultures. 	In 
each cycle the values for the first pair of replicate cultures 
( 0 and L.) are plotted above the line and the values for the 
second pair of replicate cultures ( 8 and 	below the line. 
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whereas two cultures obtained by splitting a synchronous culture immediately 
after inoculation behaved as replicates, two separate synchronous cultures 
obtained by taking separate cuts from the same gradient showed a variable 
expression time for the position of the 'steps' in the cell division cycles 
(Figure 4.j4). 
THE POSITIONS OF 'STEPS' OF DIFFERENT ENZYMES IN THE SAME DIVISION CYCLES. 
Since a real variability in the time of expression of the 'steps' for 
alcohol dehydrogenase and aspartate transcarbamylase in different cell 
cycles was apparent, the data was examined from cultures that had been 
assayed for more than one enzyme to determine whether there was any 
correspondence between the early or late expression of the 'steps' for 
different enzymes in the same cell cycle. A correspondence was looked for 
between the positions of alcohol dehydrogenase and aspartate transcarbainylase 
and ornithine transcarbamylase, and also between alcohol dehydrogenase and 
homoserine dehydrogenase, but no correlations could be found in the data by 
inspection, and in some cycles the late expression of one enzyme appeared 
to occur with an early expression of another enzyme. 
ENZYME ACTIVITY AND PROTEIN SYNTHESIS. 	The dependence of the increase in 
enzyme activity seen in growing cultures upon protein synthesis was 
investigated by the use of the antibiotic cycloheximide. Cycloheximide is 
an inhibitor of protein synthesis on the 80s ribosomes of most eukaryotes, 
acting by inhibiting the transfer of activated amino acids on the ribosome 
(Traub, 1969). Cycloheximide has been shown to be effective in a number of 
species of Saccharomyces (Siegel and Sisler, 1965) and in S. pombe 
(Mitchison and Creanor, 1969). 
An exponential phase culture was grown up to a density of approximately 
2 x 10 cells/ml and then divided into two, and to one half cycloheximide 
was added to a final concentration of 100 jig/mi. Samples were taken front 
the control half and the treated half of the culture and assayed for total 
protein and for the enzymes and the results are shown in Figure 4.15. The 
complete and immediate inhibition of the accumulation of total cell protein 
by this concentration of the antibiotic is in agreement with the results of 
Mitchison and Creanor (969), who measured the incorporation of 14 C-leucine 
into acid insoluble material. In contrast to the immediate cessation in 
the rise in total protein, cycloheximide did not cause an abrupt halt in 
the accumulation of all the enzymes and enzyme activity continued to rise 
for some of the enzymes for a time after the addition of the antibiotic, 
at a rate that was usually slightly less than that in the control half of 
the culture, before plateauing. 
The existence of this plateau of activity levels for all the enzymes was 
taken to indicate that the enzymes were stable, at least in these 
experimental conditions. A continuing rise of enzyme activity level after 
the inhibition of protein synthesis with cycloheximide has been reported 
previously for alkaline phosphatase and sucrase, though not with acid 
phosphatase, in S. pombe (Mitchison and Creanor, 1969). This lag was 
interpreted by these authors as being due to a gap between the synthesis 
of the polypeptide chain, which is the step sensitive to cycloheximide, 
and the achievement of a form or position that is enzymatically active. 
This 'precursor delay' :is relevant to the timing of the 'steps' in the 
cell cycle, since if the 'precursor delay' for each enzyme is subtracted 
from the mean time of expression of the 'step' in the cell cycle the amended 
'step' position can be considered to represent the position in the cell 
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cycle at which the synthesis of the precursor polypeptide occurs. The 
'precursor delay' was calculated for each enzyme from the data in Figure 1+.15 
by determining the time required by the control culture to reach the plateau 
value of enzyme activity reached by the treated culture. The 'precursor 
delays' varied from nil for homoserine dehydrogenase to 50 minutes or 
0.32 of a cell cycle for aspartate transcarbamylase, with ornithine 
transcarbamylase (o minutes, 0.25 of a cycle), tryptophan syrithetase 
(io minutes, 0.06 of a cycle) and alcohol dehydrogenase (20 minutes, 
0.13 of a cycle) giving intermediate values. A range of values for 
'precursor delays' from nil for acid phosphatase to 30 minutes for alkaline 
phosphatase in S. pombe was found by Mitchison and Creanor (969). The 
positions in the cell cycle of the 'step' for each enZYUIC is shown in 
Figure 4.13 both as the time of expression of the rise in enzyme activity 
and the calculated position of the synthesis of the enzyme precursor. 
Figure 4.15: 	The effect of cycloheximide on enzyme activities 
and total protein accumulation in an exponential phase culture. 
Cycloheximide (too jig/ml) was added at the time denoted zero hours 
on the time axis. 	The addition of the cycloheximide is also indicated 
by the arrows and thereafter the upper curves (0-0) represent the 
untreated culture and the lower curves (AA) the culture to which 
the cycloheximide was added. The vertical dotted lines denote the 
precursor delay where this was evident. 	Total protein (a), 
homoserine dehydrogenase (b), alcohol dehydrogenase (c), ornithine 
transcarbamylase (d), tryptophan synthetase (e) and aspartate 
transcarbamylase W. Values are plotted relative to that at the 
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CHAPTER 5. 	CELL CYCLE INHIBITORS AND THE PATTERN OF ENZYME ACTIVITY IN 
THE CELL CYCLE. 
The 'step' pattern of enzyme activity, described in the previous chapter, 
was found to be associated with the cell division cycle, in that the 'step' 
for each enzyme occurred on average at a point in the cell cycle that was 
characteristic for each enzyme. However, a real variability in the time 
of expression of the 'steps' for alcohol dehydrogenase and aspartate 
transcarbamylase in the cell cycle was detected which might indicate that 
the association between the 'steps' and the cell division cycle can be 
perturbed. The relationship between the pattern of enzyme activity and 
the cell division and DNA synthesis cycles was investigated by the use of 
the cell cycle inhibitors mitomycin C and hydroxyurea. 
Mitomycin C. 	This antibiotic inhibits the proliferation of a wide range 
of micro-organisms and tumour cells, the site of action being considered 
to be the DNA to which it becomes covalently bound (Kersten and Kersten, 
1969). Mitomycin C has been found by Williamson and Scopes, (1962) to 
be an effective inhibitor of cell proliferation in Saccharomyces cerevisiae 
at a concentration, 400 jig/ml, that did not effect RNA or protein synthesis 
for the three hours during which the cultures were monitored. The 
inhibited cells appeared to be blocked at the stage of cell division, yet 
addition of the antibiotic to a synchronous culture just before a 
synchronous division allowed successful completion of that division whilst 
the cells became blocked at the next division: indicating that the effect 
of the antibiotic on cell division was indirect. It was also found that 
the inhibition of cell division was not simply consequential to a block 
to the preceding round of DNA synthesis. The addition of the antibiotic 
to a synchronous culture just prior to a round of DNA synthesis did not 
block that round of DNA synthesis although it did block the subsequent cell 
100 
division and the next round of DNA synthesis. 
The action of Mitomycin C on S. pombe was investigated in synchronous 
cultures. It was found that if the antibiotic was added just before a 
synchronous division the cell plate peak appeared as in an untreated 
culture but the occurrence of the following cell plate peak was delayed. 
The delay was dependent on the concentration of the antibiotic used 
(Figure 5.1) and 100 pg/mi was adopted as being the minimum.-concentration 
that gave a substantial division delay. The effect of adding this doeof 
the antibiotic at different stages of the first division cycle of a 
synchronous culture was investigated. It was found that addition of the 
rnitomycin C at up to 15 minutes after inoculation resulted in a complete 
first division delay (Figure 5.2 (b) ), whereas addition at 1 hour produced 
an irtcornplete inhibition of the first division with the cell plate peak 
spread out (Figure 5.2 (c) ) compared to the untreated synchronous culture 
(Figure 5.2 (a) ). After 1 hour 15 minutes addition of the antibiotic did 
not effect the first division but delayed the second cell plate peak 
(Figure 5.2 (d) ). From the position of the first cell plate peak in the 
untreated synchronous culture it was calculated that the transition from a 
first to a second division delay occurred between 0.4 and 0.7 of the cell 
division cycle. That cells at up to 0. 11E in the cell cycle are inhibited 
from entering the division at the end of that cycle indicates that the 
inhibition of division is not consequent on the replication of the 
previous round of DNA, as this occurs at the beginning of the cycle (o.o) 
in this strain (13 2 N.S.) (Mitchison and Creanor, 1971(a) ). This, 
together with the second division delay produced by adding the antibiotic 
just prior to a synchronous division, is in agreement with the above 
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Fi5.1: 	The delay to the second cell plate index peak (division 
delay) produced by the addition of different concentrations of 
mitornycin C to a synchronous culture of S pombe 	The addition of 
mitomycin C was made at 90 minutes after the inoculation of the 
synchronous culture and the first cell plate peak occurred at 120 minute--.1 
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Fi(jure 	Cell plate index in a synchronous culture of SLJomhe (a) 
and in subcultures divided off at 4 5 minutes (b), 60 minutes (c) and 
75 minutes (d) after the inoculation of the synchronous culture and to 
which 100 ug/mi of mitomycin C was adclid at the time of subculture 
( rlcnnl nt-I Fnr I H n n,-rr..,c 
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S. pombe by using a pulse of the inhibitor followed by washout (Herring, 
1969). 
The growth of the cells during treatment with mitomycin C at 100 pg/mi was 
followed in both a synchronous culture and a normal exponential phase 
culture by measuring turbidity and total protein. The results are shown 
in Figure 5.3 for the synchronous culture and it can be seen that for the 
period of growth of the culture no drop in the rate of protein accumulation 
can be detected compared to the untreated culture. The difference in 
turbidity of the cultures is slight. The asychronous culture gave similar 
results. (For these experiments, turbidity was measured at 450 mji rather 
than at 595 my due to the strong absorbance of this concentration of 
mitomycin C at the latter wavelength, and since the absorbance due to the 
mitomycin changes as the culture grows it can'iot be compensated for in the 
reference cuvette. The turbidity measured at 450 91 was essentially the 
same as that at 595 m1i for exponential phase cells). The turbidity of the 
culture is considered to be approximately proportional to dry mass, at a 
given stage of culture growth, (Mitchison and Creanor, 1971 (b) ) and so 
the continuing increase of turbidity, together with that for protein can 
be taken to indicate that bulk macromolecular synthesis continued in the 
presence of the antibiotic. As would be expected, since cell division was 
inhibited, this resulted in the formation of giant cells, which were up to 
three times the normal length without being markedly thicker than normal 
cells. 'Ihis pattern of growth would be expected in an organism that has 
been shown to grow only in length (Mitchison and Creanor, 1971 (b) ). 
After a division delay of up to 1 hours the cell plate peak rises again 
(Figure 5.2 (b anzl d), and some cells were seen to contain more than one 
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Fiaure_5.3 	The effect of the addition of 100 ig/m1 of mitomycin C on 
the accumulation of total protein and on turbidity in a synchronous 
culture of S. pombe. The arrow denotes the addition of the rnitomycin C 
Protein (a) in the untreated synchronous culture (Aà) and in the 
treated culture (A 	a). 	Turbidity (b) in the untreated culture (O—Q) 
and the treated culture (6— 	0) 
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This recovery may be partly due to breakdown of the mitomycin in the culture 
medium, although some activity is retained at this point, since, if this 
used medium was employed to grow a fresh inoculum of cells, cell elongation 
was still observed. 
Whilst it was evident from the above results that the inhibition of cell 
division could not be due to a block of DNA synthesis during the S period, 
it was nevertheless relevant to determine whether a block to the S period 
could be achieved in a synchronous culture by using this inhibitor so that 
the relationship of the enzyme 'steps' to the synthesis of DNA could be 
investigated. A synchronous culture was divided into two at 30 minutes 
after inoculation and 100 ig/ml of mitomycin C was added to one half and 
the cell plate indices followed in both halves. The cell plate index in 
the treated half of the culture did not rise above 1.5% until after 220 
minutes from inoculation, whereas a cell plate peak (18%) occurred in the 
untreated half of the culture at 130 minutes. Replicate samples were taken 
for DNA estimation from the culture just before the culture was split and 
again, from both halves of the culture, at 180 and 230 minutes after 
inoculation. The untreated half of the culture showed the expected 
increase in DNA, with values of 75% and 80% over the initial value at 180 
and 230 minutes respectively (a doubling at this stage in the culture would 
be anticipated), but the mitomycin C treated half of the culture showed 
increases of less than 10% at both points, which was not significantly 
different from the initial value. 
Thus mitornycin C can be used in a synchronous culture to produce a period 
of growth without cell division of about 4 hours either by elongation of 
the first (early addition) or second (late addition) division cycles, and 
in the former case a period of growth without DNA synthesis occurs. The 
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activity patterns of enzymes were investigated during these abnormal cell 
cycles, and the results are shown in Figures 5.4, 5.5 and 5.6 for alcohol 
dehydrogenase, aspartate trariscarbaniylase and ornithine transcarbamylase 
respectively, in a synchronous culture that was divided and mitomycin 
added at 30 and 90 minutes after inoculation. The position of the 'steps' 
for the three enzymes was not effected by the elongation of the cell 
division cycles nor, in the culture subdivided at 30 minutes, was the 
position of the 'steps' effected by the block to the round of DNA synthesis 
that occurs between the first and second cycles. The only perturbation to 
the pattern of enzyme steps produced by this treatment was that in the 
late addition culture there is some evidence of an interference to the 
'step' of alcohol dehydrogenase that was occurring when the addition of 
the antibiotic was made. This effect was noted in another experiment when 
the antibiotic was added during a 'step' of alcohol dehydrogenase, but the 
timing of the following 'step' in the culture is uneffected and so the 
perturbation does not appear to be dependent on the elongation of the cell 
cycle. 
Uydrox-yurea. 	The above results were confirmed by the use of a second cell 
cycle inhibitor, hydroxyurea (NH 2 .co.NH(ol-1) ), which has been used in 
mammalian tissue culture cells where it was found to block cells at the 
S phase, and its action was considered to be due to an inhibition of DNA 
synthesis (Sinclair, 1965). Mitchison and Creanor (1971 (b) ) found that 
hydroxyurea inhibited DNA synthesis in S. pombe. In an asychronous culture 
these authors found that at a concentration of 8 mM the inhibitor blocked 
DNA synthesis for the first hour after the addition and that DNA synthesis 
then recovered, but that at 20 mM there was no recovery. 
The effect of hydroxyurea was investigated in synchronous cultures and it 
Figure 5..4: 	Alcohol dehydrogenase (ordinate, mU/mi of culture) 
in a synchronous culture (c) and in subcultures that were divided 
off at 30 minutes (b) and 90 minutes (a) after inoculation and to which 
mitoniycin C (ioo jig/ml) was added at the time of subculturing. 
() denotes cell plate peak and () the time at which the inhibitor 
was added. 
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Figure 5.5: 	Aspartate transcarbamylase (ordinate, MU/ml of culture) 
in a synchronous culture (c) and in subcultures that were divided off 
at 30 minutes (h) and 90 minutes (a) after inoculation and to which 
mitomycin C (ioo ig/ml) was added at the time of subculturing. 
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Figure 5.6: 	Ornithine transcarbaniylase (ordinate, mU/mi of culture) 
in a synchronous culture (c) and in subcultures that were divided off 
at 30 minutes (b) and 90 minutes (a) from inoculation and to which 
mitomycin C (ioo jig/ml) was added at the time of subculturing. 
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was found that, in contrast to mitornycin C, the addition of this inhibitor 
at any stage in the first cell division cycle of a synchronous culture 
failed to produce a delay in the first cell plate peak, but the second cell 
plate peak wa delayed by a period dependent on the dose of the inhibitor 
used. At the lowest concentration used by Mitchison and Creanor (1971 b ), 
8 mm, the delay was about 100 minutes but at 20 mM the second cell plate 
peak did not occur at all (Figure 5.7). The successful completion of the 
first cell division can be seen from the doubling in cell numbers seen in 
Figure 5.8 (8 mM hydroxyurea). This pattern of obtaining only a second 
division delay is what would be expected in this organism from an 
inhibitor that blocks DNA synthesis with a consequential block of division, 
since the S period is at the beginning of the cell division cycle (o.o) 
(Mitchison and Creanor (1971 b ), and hence the DNA required for a cell 
division is made at the time of the previous cell division. Similar 
results have been obtained by Mitchison and Creanor (1971 b) with another 
inhibitor that acts by blocking DNA synthesis in S. pombe, deoxyadenosine. 
The growth of synchronous cultures was found to be effected by hydroxyurea, 
particularly at a concentration of 20 mM. Turbidity (Figure 5.9) was 
effected about 150 minutes after the addition of the inhibitor, which was 
routinely added at 15 to 60 minutes after inoculation of the synchronous 
culture. The effect on RNA is also shown in Figure 5.9 and it can be seen 
that at a concentration of 20 mM hydroxyurea the accumulation of RNA is 
virtually arrested one hour after the addition of the inhibitor. Protein 
(Figure 5.10) was uneffected by 8 mM hydroxyurea, but 20 mM hydroxyurea 
produced an immediate and virtually complete inhibition of protein 
accumulation from which the cells recovered about 90 minutes after the 
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Figure 5.7: 	Cell plate index in asychronous culture (a), and in 
subcultures divided off at 50 minutes after inoculation to which 
hydroxyurea, 8mN,(b), and 20mM (c), was added. The arrows denote the 
point at which the subcultures were split off. The lack of effect on 
the first cell division should be compared with the effect of initomycin 
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Figure 5.8: 	Cell numbers in a synchronous culture (b- A) and in a 
subculture divided off at 1 hour (00) and hydroxyurea (8mM) added. 
Cell plate peaks ( 'I' ). (hu) denotes cell plate peak in treated 
culture. 











Figure 5.9: 	Turbidity (top) and RNA (bottom), in a synchronous 
culture (—O) and in subcultures divided off at 1 hour (denoted by 
arrow), to which hydrox)rea 8mM (oo) and 20 mM (A.A) was added. 
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Figure 5.10: 	Protein in a synchronous culture divided at 50 minutes 
from inoculation (denoted by arrow), and hydroxyurea BraN, (00) 
and 20 mM (a—a) added. The untreated synchronous culture (a- te) 
gave identical results to the 8mM hydroxyurea culture. 
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hydroxyurea on macromolecular synthesis was slight, and the cells at the 
end of six hours treatment appeared healthy and divided normally, but the 
division delay and the delay to DNA synthesis (Nitchison and Creanor, 1971 (h)) 
is small, 60 to 90 minutes. At 20 mM the effect of hydroxyurea on 
inacromolecular growth is marked. Further, at the end of the 6 hour treatment 
the cells were smaller than would be expected after such a period without 
division and some of the cells were starting to become opaque, indicating 
death. 
For the investigation of enzyme patterns, 8 mM hydroxyurea thus gives a 
minimal disturbance to cell growth but the delay to division is only short, 
90 minutes. Increasing the concentration of the inhibitor to 20 mM 
produces a profound disturbance to macromolecular growth, which needs to 
be taken into account when assessing the enzyme patterns found in this 
situation, but it was used since it was capable of producing a long 
division delay and it is known to completely inhibit DNA synthesis 
(Mitchison and Creanor, 1971 (b) ). The same three enzymes that were 
investigated in mitomycin C treated cultures were examined in hydroxyurea 
treated cultures and the results are shown in Figures 5.11, 5.12 and 5.13. 
It can he seen that the timing of the 'steps' of the enzyme is uneffected 
by the elongation of the cell division cycle produced by 8 mM hydroxyurea. 
At 20 mM the size of the 'steps' appears to be reduced, which might be 
associated with the overall reduction in RNA and protein accumulation, but 
the timing of the 'steps' is, in general, uneffected and the 'steps' 
continue after the inhibition of DNA synthesis. 
These results from the use of the two inhibitors indicate that the enzyme 
'steps' continue after a block to cell division. In some cases it can be 
seen that two 'steps' for an enzyme occur in one, elongated, cell division 
Figure 5.11: 	Alcohol dehydrogenase (ordinate, mU/mi Of culture) 
in a synchronous culture (c) and in subcultures that were divided 
off one hour after theinoculation of the synchronous culture and to 
which hydroxyurea, 8mM (b) or 20mM (a) was added at the time of 
subculture as denoted by the arrows (f). Cell plate peaks are 
denoted (1) and are drawn below the culture to which they refer. 
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Figure 5.12: 	Aspartate transcarbamylase (ordinate, mU/mi of culture) 
in a synchronous culture (c) and in subcultures that were divided off 
one hour after the inoculation of the synchronous culture and to which 
hydroxyurea, 8mM (b) or 20mN (a) was added at the time of subculture 
as denoted by the arrows ( 	). 	Cell plate peaks are denoted ('1' ) 
and are drawn below the curve to which they refer. 
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Figure 5.13: 	Ornithine transcarbamylase (ordinate, mU/mi of culture) 
in a synchronous culture (c) and in subcultures divided off one hour 
after the inoculation of the synchronous culture and to which 
hydroxyurea, 8mM (b) or20m14 (a) was added at the time of subculturing 
as denoted by the arrows ( 	). 	Cell plate peaks are denoted ( 
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cycle. The 'steps' also occur after the round of DNA that would precede 
them in the normal cell cycle has been blocked, and so they cannot be 
directly dependent upon DNA synthesis. 
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CI-IAPrEp 6. 	- 	THE LEVELS OF THE ENZYMES IN DIFFERENT GROWTH MEDIA. 
The 'step' pattern of enzyme activity in the cell division cycle of S. pombe 
demonstrated in the previous chapters was obtained with cells growing in a 
minimal medium, which contains only inorganic constituents apart from 
glucose and vitamins. All the enzymes that have shown a 'step' pattern in 
the cell cycle in S. pombe are biosynthetic enzymes with the exception of 
alcohol dehydrogenase and it was therefore possible that the levels of some 
of these biosynthetic enzymes in the cell could be repressed during growth 
in a medium that supplied exogenously the end product of the respective 
pathway. The level of aspartate transcarbamylase during growth with uracil 
has been investigated previously (Mitchison, 1972), as has the level of 
ornithine transcarbamylase in the presence of arginine (Stebbing, 1969) 
and so the present investigation was restricted to tryptophan synthetase 
and homoserine dehydrogenase. 
Tryptophan synthetase. Repression of tryptophan synthetase by exogenous 
tryptophan has been demonstrated in a number of bacteria including Aerobacter 
aerogenes (Monod and Cohen-Bazire, 1953) and Escherichia coli (Ito and 
Crawford, 1965). However, in Saccharomyces cerevisiae the only enzyme in 
the pathway from chorismate to tryptophan that has been reported to be 
repressible is the first enzyme, anthranilate synthetase (Robichon-
Szulmajster and Surdin-Kerjan, 1971). 
Exponential phase cultures of S. pombe containing initially about 1 x 10 
cells/ml in EMM (IP) were split into subcultures to which varying amounts 
of L.-tryptophan, made up in EMN, was added and samples were removed at 
intervals up to 2 hours later for enzyme assay. In another experiment 
the tryptophan was added to cultures that were just out of lag phase and 
which were grown up over 24 hours to a cell density of about 5 x 106 cells/ml 
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and then sampled for enzyme assay. The growth rate of the cultures was also 
followed by monitoring 0.D., and no variation in growth rate was found with 
the different tryptophan concentrations employed. In none of the experiments 
did the level of tryptophan synthetase per ml of culture differ from that in 
the control (no tryptophan added) by more than 10%, and none of the 
differences were significant. The concentrations of tryptophan employed 
were 0.25 mN, 2.5 mM and 25 mM. 
The uptake and incorporation of tryptophan was investigated to determine 
whether S. pombe would utilise the amino acid if supplied exogenously. 
Uptake was investigated by a chemical estimation of the acid soluble pool. 
Cells were grown up in EMM (iP) supplemented with 2.5 mM L-tryptophan and 
samples containing 5 x 10 cells were removed and washed twice in cold 
distilled water. The pools were extracted into 1 ml of 5% trichioracetic 
acid at Li°  C for ten minutes and the tryptophan content of the acid soluble 
material was estimated by the reaction with p-dimethylaminobenzaldehyde as 
described in Chapter 3 for the estimation of tryptophan formed for the assay 
of tryptophan synthetase activity. In the cells grown up in a tryptophan 
supplemented medium the level of the acid soluble pool thus determined was 
approximately i7igm/10 7 cells, whereas cells grown up in unsuppleniented 
medium did not contain a detectable acid soluble tryptophan pool (the level 
of detectability was about 0.05 igm/10 7 cells). The absence of a 
detectable tryptophan pool in EMM grown S. pombe has also been reported by 
Stebbing, 1969. 
The uptake of exogenously supplied tryptophan was also demonstrated by the 
use of tritiated tryptophan. Tritiated tryptophan was added in trace 
quantities to an exponential culture of S. pombe in EMN(2) at an initial 
cell density of 3 x 10 cells/ml to give a final concentration of 2 rCi/ml. 
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The culture was grown for a further 3 hours and sampled at intervals. The 
total uptake of the amino acid and also incorporation into acid insoluble 
material was determined as described in Chapter 2. The results are shown 
in Figure 6.1 and confirm that the amino acid is taken up by the cells and 
also that it is incorporated into macromolecular material. 
Honioserine dehydrogenase. 	This enzyme has been reported to be repressed 
in Saccharomyces cerevisiae by growth in a medium containing L-methionine 
(Karassevitch and Robichon-Szulmajster, 1963). 
The effect of exogenous methionine added to EMM (2) on the growth and level 
of homoserine dehydrogenase activity was investigated as for tryptophan 
synthetase and exogenous tryptophan. Concentrations of up to 20 mM 
L-methionine were employed and the cells grown up in methionine supplemented 
medium for up to 6 hours and samples removed for enzyme assay. No 
significant difference was detected in the level of homoserine dehydrogenase 
after growth in the methionirie supplemented medium. The growth rate of the 
cells, as measured by turbidity was also uneffected. Methionine has been 
found to be taken up and incorporated into macromolecular material in 
S. pombe (Bostock, 1969). 
Chapman and Bartley (1968) have found that the level of alcohol dehydrog-
enase in Saccharomyces cerevisiae could be modified by a factor of 
five times by transfer from an aerobically grown lactate medium to 
anaerobic g:owth in a high glucose medium. They concluded that one 
of the most important factors 	influencing the level of the enzyme 
was the concentration of the glucose. 	The effect of similar changes in the 
growth medium was investigated in S. pombe to try to determine whether 
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Figure 6.1: 	Total uptake (O-......o) and incorporation into acid 
insoluble material (6- 	of 3H-tryptophan added in trace quantities 
to an exponential phase culture 
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growth conditions could he found that would enable synchronous 
cultures to be run with varying levels of the enzyme in the cells. 
The effect of glucose concentration on the level of alcohol dehydrogenase 
in Saccharomyces cerevisiae was of particular interest in view of the 
fact that running a synchronous culture from a glucose gradient resulted 
in a different pattern of enzyme activity in the cell cycle (Chapter 4). 
First, the effect of varying glucose concentration in ENN2 was determined. 
No variation in the level of enzyme per cell was found in the region 
1.00/b to 10% glucose, indicating that the change in glucose concentration 
to which the cells are exposed on a glucose gradient, about i-io%, would 
not produce a variation in the level of the enzyme. 	At vQry low 
glucose concentrations, in the region of 0.05%, a drop in the level 
of enzyme per cell was found but only to the 	extent of a change 
of 25%. Further, at these low glucose concentrations the mean 
generation time had increased to 3 hours 45 minutes and the cells 
were smaller when sized on the coulter counter and the drop in enzyme 
level was accountable by this change. 	It was not found possible to 
grow S. pombe on an acetate or ethanol medium as 
for Saccharomyces cerevisiae. 	It was concluded that the exposure 
of the cells to a high glucose concentration was not likely to be 
causing direct effect on the level of alcohol dehyrogenase inthe 
cells analagous to the effect found by Chapman and Bartley and that 
conditions could not be found in which a synchronous culture could be 
run with a different level of the enzyme in the cells. 	Fu:-ther, 
exposure of Saccharomyces cerevisiae to high glucose concentrations 
had resulted in an increase in the level of alcohol dehydiorenase 
whereas when the effect of exposure to a glucose gradient was 
investigated (Chapter 4) a small decrease was found. 	The decrease 
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was thus most probably not due to a direct effect of the change 
in glucose concentration as such but may have been associated with 
another factor such as the greater osmotic effect of a glucose than 
a sucrose gradient. 
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mc?M 7 	DISCUSSION  
A 'step' pattern of enzyme activity in the cell cycle of S. pombe 
was found for ornithine transcarbwsylaae and for arginine 
transcarba*ylase by Bostock et a]. (1966). The results described in 
this thesis demonstrate that this pattern of enzyme activity 1s also 
shown by homoeerine dehydrogena.e, alcohol dshydrogenase and 
tryptophan synthetase. However, Mitchison and Creanor (1969) have 
found 'linear' patterns of enzyme activity in S. pombe for sucrase, 
acid phoaphatase and alkaline phoaphataae, and so these two different 
patterns of enzyme activity in the cell cycle occur together in this 
species. The patterns of enzyme activity found in the cell cycle of 
eukaryotes were reviewed in Chapter 1. In yeast the 'step' pattern 
has been found to be common in £eccharomycea aps and 'peak' patterns 
also occur, but the finding of 'linear' patterns In yeast Is 
limited to those In S. p0mb. mentioned above. Enzymes showing 
'periodic' patterns of enzyme activity, that is either 'peek' or 
'step', are found in both anabolic and degradative pathways in 
Saceharomycee ape (for example Tauro et el, 1968). The 'step' 
enzymes from S. pombe listed above are from anabolic pathways except 
for alcohol dehydrogenase. In yeast fermenting a hexose carbon 
source to alcohol, the fermentation pattern of S. p0mbe grown on E.M.M., 
alcohol dehydrogenase functions to the last enzyme in the degradative 
pathway from glucose to alcohol. 'Periodic' patterns In yeast are 
therefore found In enzymes from both anabolic and catabolic pathways 
and inspection of a list of 'periodic' enzymes In yeast (Mitchison 
1971, page 177) shows that these enzymes come from a wide range of 
metabolic pathways. 
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The 'step patterns of increase in enzyme activity, such as those 
found in S. p0mb., can be most simply interpreted as being due to 
discontinuous synthesis of the respective enzyme proteins during the 
cell cycle. This relationship has only been directly Investigated 
and confirmed in a few cases, as discussed In Chapter 1, but has often 
been assumed, and is central to the discussion of the relationship 
between the cell, cycle and patterns of enzyme activity. However, 
such 'step' patterns could also be produced by variations in the 
rate of enzyme degradation activation or Inactivation in the cell 
cycle. By activation is meant any process of assembly of polypeptide 
sub-units, conformational changes or other processes that could be 
envisaged as having to occur before the completed polypeptide can 
function as an active enzyme molecule. The existence of such a 
process has been Inferred by Mitchison and Creanor (1969) from the 
continuing accumulation of active enzyme in S. pombe after the 
inhibition of protein synthesis. Conversely, by inactivation is meant 
the loss of activity by the protein, which may then go on to be 
degraded by proteolysis to small p.ptides (Schimke, 1970). What 
likelihood Is there that such mechanisms could be operating to produce 
the 'step' pattern in this yeast? The turnover rate, that is the 
dynamic balance between synthesis and degradation, of proteins in the 
growing yeast cell is low but increases In stationary phase (Halvorson 
1958 a, b), which makes it unlikely that degradation or irreversible 
inactivation is Involved significantly in the maintenance of enzyme 
levels in growing cells. Enzyme degradation or inactivation, It is 
not clear which, has however been found to be involved in the 
repression by glucose of enzymes that permit the utilisation of other 
hexoses in Saccharomyces cerev-Isiae (Stephenson and Yudkin 1936 and 
ilk 
MaMelet.. 1971) and a similar lose of activity has been found for so. 
sitric acid cycle and electron transport enzymes on transfer to a glucose 
rich medium (Chapman and Bartley 1968). In both these cases the lose 
of enzyme activity was associated with a lag in growth due to the 
change in growth conditions. A factor inactivating tryptophan 
synthetase has been isolated from stationary phase S. cereviaiae 
(nney 1968). Whilst inactivation or degradation of enzymes is 
therefore clearly a mechanism for the adjustment of enzyme levels in 
yeast, it may only occur in the non-growing state, as does the 
increased general cell protein turnover rate. Activation of pre-
existing protein has been shown to occur for catalase in S. cerevielae, 
due to an alteration in the location of the enzyme protein relative to 
the plasma membrane (Kaplan, 1965) and Mitchison and creanor (19 69) 
have demonstrated a precursor delay with some enzymes in S. pombe 
after the inhibition of protein synthesis with cycloheximide that 
may represent a form of activation delay, as discussed above. 
Activation and turnover should both be given consideration when 
relating the 'step' patterns of enzyme activity in S. pombe to enzyme 
synthesis, although as discussed above, significant enzyme turnover is 
unlikely in actively growing cells. The experiments with cycloheximide 
show that the rise in enzyme activity in an exponential phase culture 
is dependent on continuing protein synthesis for all the enzymes. 
However there is a delay between the inhibition of protein synthesis 
by cyclohsxiaide and the attainment of the plateau of enzyme activity, 
the length of this delay varying between the different enzymes. This 
varying delay period is similar to that found previously by Mitchison 
and Creanor (1969) in S. pombe and may represent an activation or 
assembly process occurring after the synthesis of the peptide has been 
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completed and was termed 'precursor delay'. Could the 'step' patterns 
be due to differential precursor delay in the cell cycle? This 
certainly cannot be true of homoserine dehydrogenase, tryptophan 
synthetase and alcohol dehydrogenase which have nil or short precursor 
delays. The precursor delays for aepartate tranecarbemy].aae and 
ornithine trsnecarbaniylase are longer, and here a differential 
precursor delay could be contributing to the pattern of enzyme activity 
in the cell cycle, although even with these enzymes at most 25% of the 
cell complement of enzymes is in the precursor stage, and it is 
doubtful if this is sufficient to totally account for the 'step' 
pattern. Differential precursor delay is therefore unlikely to be 
a major mechanism contributing to the 'step' pattern found for these 
enzymes in this species. 
The plateau of enzyme activity levels achieved for all the enzymes 
with cycloheximide Indicates that the enzymes are stable and that 
degradation or inactivation is not occuring to any detectable degree, 
confirming the argument presented above that turnover is unlikely to 
be involved in the regulation of enzyme levels in actively growing 
yeast. However, this conclusion is dependent upon the assumption 
that the drug used to inhibit protein synthesis does not interfere 
with any degradation or inactivation that may normally be occurring. 
Cycloheximide has been shown to have a varying effect on enzymes in 
mammalian liver, inhibiting the inactivation of tyrosine transaminase 
but not that of a number of other enzymes (Schimbe 1970). In 
S. cereviaiae cycloheximide has been found to inhibit the inactivation 
of titAlate dehydrogena.se that occurs on exposure to a glucose medium 
(Ferguson, Boll and Holzer 1967). Whilst the possibility of such a 
phenomenon masking the turnover of the enzymes in S. pombe should be 
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borne is wind, the inhibition of protein degradation by cyclohexicids, 
is not a widespread phenomenon, and so it is unlikely to apply to all 
these enzymes in S. ppombe. A final answer to the question as to whether 
the 'step' patterns could be due in some cases to differential activation 
or to differential turnover in the cell cycle can probably only be 
obtained by measuring, in a purified protein fraction prepared by 
iuno-precipitation, the rate of synthesis and degradation by radio-
label incorporation. This approach was tried during this work for 
alcohol dehydrogenase but abandoned due to difficulties in raising 
antibodies and obtaining sufficient material for incorporation studies 
from synchronous cultures. On balance, with the evidence outlined 
above, it seems most likely that the 'step' pattern of enzyme activity 
shown for the enzymes in S. pombe is due to differential rates of 
enzyme synthesis in the cell cycle. 
There is little evidence from yeast as to whether the control producing 
a periodic synthesis of different enzyme proteins operates at the 
translational or transcriptional level and what evidence there is comes 
from S. cerevisiae. The Impermeability of yeast cells to Actinomycin D. 
has normally precluded the classical type of experiment with this 
inhibitor to determine whether the synthesis of a short lived RNA 
species is involved, but Scholz and Jaenlcke (1968) managed to inhibit 
RNA synthesis with this antibiotic in S. cerevieiae after treating the 
cells with deoxycho].ate. They found that the 'step' pattern of 
dihydrofolate reductase was blocked, which Indicates a dependence on 
BRA synthesis and that this control is therefore operating at the 
transcriptional level. Further evidence for this control operating at 
the transcriptional level is Indirect, namely, that for those enzymes 
117 
in S. cerevisise showing an ordered expression in the cell cycle 
corresponding to the mapping position on the chromosomes of the 
respective structure], gene, that such a correspondence can only be 
achieved by a transcriptional control. 
In prokaryotes the occurrence of 'step' patterns of enzyme activity 
in the cell cycle has been explained as being due to the intermittent 
operation of an autogenous repression (Kuempel Masters and Pardee, 
1965). However, this hypothesis was shown in Chapter 1 to be 
untenable for S. cerevialae where, unlike bacteria, 'step' patterns 
have been found in enzymes in both the fully derepressed and basal 
states and in constitutive enzymes (Halvorson et a]. 1966, Carter, 
Sebastian and Halvorson, 1971). Further the position of expression 
of the 'step' for frgalactosidase in the cell cycle was unaltered in 
the fully derepressed and basal conditions although the enzyme was 
inducible throughout the cell cycle (Carter, Sebastian and Halvorson, 
1971). Hence it was concluded that the 'step' pattern of enzyme 
activity was not dependent on enzymes being in an intermediate state 
of repression. The results reported in this thesis show that the 
oscillatory repression' model is also untenable in S. pombe. Thus 
two of the enzymes exhibiting a 'step' pattern in S. pomnbe, homnoserine 
debydrogenase and tryptophan synthetase were not found to be 
repressible with exogenous amino acid whilst Stebbing (1972) found 
that a third 'step' enzyme, ornithine transcarbaxny].aae, was not 
repressed by exogenous arginine. These enzymes must therefore be 
considered either to be fully repressed in a minimal medium or to be 
constitutive. These alternatives could be distinguished by the use 
of an auxotrophic mutant. However for an oscillation of a repressor 
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sjst.s to e occurin€ then, clearly, in an asynchronous culture there 
must be a mixture of repressed and derepressed cells at any point in 
time, and hence the culture should show repression with an exogenous 
repressor, and this clearly is not the case. 
So far it has been shown that the 'step' pattern of enzyme activity 
Been in the cell cycle of this yeast can be attributed to discontinuous 
synthesis of the enzyme protein. The control system producing this 
pattern of synthesis probably acts at the transcriptional level, since 
this has been shown to be the case for S. cerevisiae. In Chapter 14 
a statistical analysis showed that there is a characteristic point in 
the cell cycle for the expression of the synthetic or 'step' phase for 
each enzyme (Figure 4.13). Taken together, this suggests that an 
ordered transcription of certain structural genes occurs in the cell 
cycle of this yeast and that this is not due to the operation of a cyclic 
oscillating repressor. This situation Is the same as that described for 
S. cerevisiae, but in that organism It was possible to go further and to 
use the extensive chromosomal mapping data available for this species 
to relate the timing of each 'step' in the cell cycle to the chromosome 
map position of the corresponding structural gene and to develop the 
theory of 'linear reading' of areas of the chromosome (Tauro, Halvorson 
and Epstein 1968). This theory states that the timing In the cell cycle 
of the expression of the 'step' for any particular enzyme is related to 
the location on the chromosomes of the corresponding structural gene, and 
the evidence for this theory was outlined in Chapter 1. The lack of 
extensive chromosome mapping data in S. pombe means that It is not 
possible to provide any data from this organism that can be used to 
test the 'linear reading' theory. 
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1'he cell cycle in yeast evidently involves & single round of 
transcription of certain genes in an order that, in some cases, 
appears to be related to the locations of these genes on the 
chromosomes. A single round of transcription of these genes is 
therefore associated in the normal cell cycle with a single round of 
DNA, replication and a linking mechanism must therefore exist to keep 
the two processes in phase. Such a link could be envisaged to 
operate at the level of a cyclic reorganisation of the genetic 
material in the chromosome with a round of replication leading 
directly to an ordered transcription which, on completion, resulted 
in a further round of replication. This model predicts that inhibitors 
which cause, directly or indirectly, an inhibition of DNA synthesis 
and the nuclear division cycle should also block the ordered 
transcription of 'step' enzymes. The experiments using such 
inhibitors reported in this thesis were designed to test such a model, 
but before considering these results a number of other points concerning 
the relationship of the 'step' enzymes to the cell division cycle 
should be considered. 
The main events in the 'nuclear replication cycle of S. poaibe are 
shown in Figure 14.13. DNA replication, the nuclear 'S' phase, is 
restricted to 10% of the cell cycle in this yeast (Bostock 1970) and 
occurs at 0.95 to 0.05 of the cycle to be followed at 0.2 by the 
critical point. The critical point is where the doubling of the 
induction potential for maltase and eucrase and the rate change point 
for the continuous linear pattern enzymes both occur and which 
Mitchison and Creanor (1969) have suggested represents the point at 
which the second chromatid becomes functional. Nuclear division 
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follows at 0.7. The distribution of the 'step' periods in the cell 
cycle for the different enzymes is also shown in Figure 11.13 and it 
can be seen that their occurrence is not restricted to any particular 
portion of the nuclear cycle, and so cannot be associated solely with 
any single stage of the chromosomal replication cycle. A second point 
that should be mentioned here is that the analysis of the variance of 
the expressioU times for the steps of alcohol dehydrogenase and 
aspartate transcarbamylase in different cell cycles showed that there 
was a real variation in the expression time of the 'steps' in different 
cell cycles (Chapter li). Further, there was no evident correlation 
between the late or early expression of 'steps' for different enzymes 
in a given cell cycle. This variability in timing may indicate a 
loose coupling between the transcription of different enzymes and events 
at the nuclear level and makes the concept of a single master sequence 
less likely. 
In Chapter 5 it was shown that the inhibitor mitomycin C could be used 
in synchronous cultures of S. ponbe to produce periods where growth, in 
terms of turbidity and tote], protein, continued as per control, whilst 
DNA synthesis and cell division were blocked. The action of this 
inhibitor cannot be solely a direct inhibition of DNA synthesis because 
a division delay was produced in the first division following the 
addition of the mitorsycin C at 0.4 in the cell cycle, and the 'S' phase 
terminates at 0.05. The inhibitor is thus being added in G2 and so must 
achieve the inhibition of cell division by interfering with an event 
subsequent to DNA synthesis, but addition after 0.7 of the cycle did 
not produce a first division delay and so a direct effect on ecU 
division is also ruled out. The position in the cell cycle of the 
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'-ansition point. for first division delay, 0.4 to 0.7, is consistent 
with an Inhibition of nuclear division and separate experiments have 
confirmed this prediction (Mitchison, personal communication). In 
contrast, hydroxyurea failed to produce a first division delay whenever 
it was added in the cell cycle, but produced Instead a second division 
delay. This result Is consistent with a direct effect on DNA synthesis 
as the S phase-is coincident with cell division. Hydroxyurea has been 
shown to Inhibit DNA synthesis In S. pombe (Mitchison and Cresnor 1971 b). 
These two inhibitors act on different primary targets but both were able 
to produce a period of growth without cell division and DNA synthesis. 
However, hydroxyurea in concentrations required to Inhibit DNA synthesis 
severely affected the pattern of RNA and protein accumulation in the 
treated culture (Figures 5.9 and 5.10). 
The Inhibition of both DNA synthesis and cell division by either inhibitor 
did not affect the timing of the appearance of the 'steps' for the three 
enzymes measured, aspartate transcarbauiyla8e, ornithine transcarbamylase 
and alcohol dehydrogenase, relative to timing of the 'steps' In the 
untreated half of the synchronous culture. Two 'steps' of an enzyme 
occur without DNA synthesis and within a single elongated cell division 
-'ycle. The reduction in the size of the 'steps' seen with hydroxyurea 
Is probably attributable to the overall reduction in rnacromolecular 
synthesis produced by this inhibitor. A dissociation between the normal 
synthesis pattern in the cell cycle of these three enzymes and nuclear 
and cell division has also been shown by Sissons, Mitchison and Creanor 
(1973) by using the technique of induction synchrony. These authors used 
a three hour treatment with deoxyadenosirie in a normal, asynchronous, 
logarithmic culture to inhibit DNA synthesis and cell division which 
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'hen occur synchronously on release of the blockade. However, during 
the period when DNA synthesis and cell division is inhibited, RNA 
synthesis continues as per control, and turbidity and the growth of 
the cell in length continues (Mitchison and Creanor 1971 b). The 
continuing growth of the cell results, when the inhibitor is withdrawn, 
in a wave of synchronous division in cells of varying sizes which have 
passed varyi,g lengths of time since their previous division. Induction 
synchrony thus appears to synchronise DNA synthesis and cell division 
without affecting the gross parameters of cell growth, and under these 
conditions a 'step' pattern of synthesis of the enzymes was not found. 
Sissons, Mitchison and Creanor (1973) argue that this is because only 
events directly associated with DNA replication or cell division will 
have been synchronised. Both these sets of experiments demonstrate 
that the cycle of 'step' enzyme synthesis can be dissociated from 
DNA replication and the cell division cycle. 
The distribution of the 'step' periods for different enzymes in 
S. cereviaiae is also spread throughout the cell cycle (for example, 
Tauro, Halvorson and Epstein, 1968) and are not limited to the '5' 
phase which is clearly-defined in this species as in S. pombe. 
(Williamson and Scopes 1962 b). However the effects of the experimental 
inhibition of DNA synthesis and cell division on the periodic synthesis 
of enzymes do not all concur with those reported above for S. pombe. 
X-irradiation inhibits DNA synthesis and cell division in S. cerevisiae 
to produce giant cells, although RNA and protein synthesis are reduced 
to some extent (Hilz and Eckstein 1964). Using this system the 'step' 
pattern of alcohol dehydrogenase continued unaffected by the treatment 
for two cycles but only one 'step' of hexokinase and glucose 6-phosphate 
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d.rydroger*se occurred after the X-irradiation commenced (Eckstein, 
Paducti and Hilz, 1966). The 'peak' pattern of DNA polymerase continued 
after irradiation for several cycles (Eckstein, Paduch and Hilz, 1967), 
but the 'peak' pattern of two proteinaaes was blocked by this treatment 
(Sylven and Tobias 1959). It is interesting to note that whilst the 
periodicity of the 'peak' polymerase continued, the maximal enzyme 
activity levels per ml. of culture of successive peaks did not increase, 
whilst normally it would double with each cycle to maintain the same 
value of enzyme per cell, suggesting that the amount of enzyme produced, 
as opposed to the timing of the 'peak', was dependent on DNA replication. 
Finally, the 'step' pattern of dehydrafolate reductase was blocked with 
the inhibition of DNA synthesis with 2, -3, -5, tris-ethyleneimino -1, 
-4, - benzoquinone. (Jaenicke, Scholz and Donike, 1970 ). 
These results from the two species of yeast indicate that the periodic 
synthesis of a number of 'peak' and 'step' enzymes can continue for at 
least two further rounds in the absence of DNA synthesis and cell 
division. The significance of two, rather than just a single round 
of enzyme 'steps' or 'peaks' being achieved is that a single round 
could be the completion 'of a cycle that started with the previous round 
of DNA synthesis and tell division, whereas this result indicates that 
the enzyme events can re-initiate and continue in the complete absence 
of DNA synthesis and cell division. This disproves the simple model for 
the interdependence of the two cycles proposed above. However, the 
observed patterns of activity levels for a number of other enzymes was 
affected by the treatments, and if this effect is a result of the 
Inhibition of DNA synthesis or cell division, then, for these enzymes, 
the cycle of ordered synthesis may be directly linked to DNA synthesis 
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or ,.J ivsjon. Another possible explanation should however be 
considered. The treatments used to inhibit DNA synthesis may have other 
effects on cell metabolism, either direct effects on the enzyme proteins, 
such as an inhibition by the drug used or protein damage by the 
irradiation so that the changes in activity levels measured no longer 
reflect changes in enzyme synthesis rate, or alternatively, the enzymes 
could be induced or repressed as a result of a metabolic imbalance 
produced by the treatments. Since enzyme induction can occur throughout 
the cell cycle for enzymes normally synthesised in a 'step' pattern in 
yeast (Carter, Sebastian and Halvorson 1971), then it follows that such 
• stimulus would be expected to override the normal 'step' pattern until 
• new steady level of induction or repression was reached when the 'step' 
pattern again becomes evident (Carter, Sebastian and Halvorson 1971). 
So, whilst the periodic synthesis of some enzymes in yeast may be 
directly linked to DNA synthesis or to cell division, this is not 
certain. 
A dissociation between the normal 'step' pattern of an enzyme and the 
cell cycle was achieved in a different way from that described above for 
alcohol dehydrogenase in S. pombe. Changing the sugar used to make up 
the gradient for selection synchrony from sucrose to glucose resulted in 
a loss of the 'step' pattern (Chapter li). At first it was thought that 
this might be due to a change in the repression level of the enzyme 
caused by exposure to differing levels of glucose in the medium, as 
such an effect has been shown in S. cerevisiae (Chapman and Bartley, 1968) 
but no effect on the lei-el of enzyme per cell was found on growing 
S. pombe in medium containing various concentrations of glucose within 
the range of glucose concentrations employed in the gradients (Chapter 6). 
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It BhOtllct be poirted out here that the sucrose gradients are made up 
In E14 and hence contain 1% glucose. However, an asynchronous control 
culture prepared from a shaken up glucose gradient showed a small 
reduction in the enzyme level per cell, the difference increasing as 
the growth of the culture progressed. Therefore there seems to be 
an imbalance between alcohol dehydrogeriase synthesis and cell growth 
produced by this synchronisation procedure which cannot be attributed 
solely to the level of glucose in the medium, and other factors such 
as the different oamolar pressures may be Involved. This imbalance 
may be associated with the loss of periodicity of synthesis. The 
magnitude of the change of enzyme level per cell ( 10-15%) does not 
seem sufficient to justify the proposition that the normal 'step' 
pattern is due to the intermittent operation of the control mechanism 
that is responsible for bringing about this change in level, since 
such a small change In enzyme level would not produce a pattern that 
could be differentiated from exponential with the bulk synchronous 
culture techniques employed. An alternative explanation is that the 
treatment dissociates the cyclic 'step' of this enzyme from the cell 
division cycle, and, of course, from the cycles of the other 'step' 
enzymes. It must be concluded that this interesting situation cannot 
be adequately explained and deserves further experimental investigation, 
but it does illustrate another situation in yeast whem the normal 
'step' pattern in the cell cycle can be disrupted. 
From the available information discussed above, it is possible to 
build up a model for the control of enzyme synthesis in the yeast 
cell cycle. The cell cycle can be seen to involve a sequential pattern 
of synthesis of some enzymes, which, from the available evidence, Is 
controlled at the transcriptional level. This ordered transcription 
l2e- 
is 
nc the result of intermittent repression and represents a separate 
transcriptional control from the well described Systems of repression 
by end products of metabolic pathways and induction by exogenous substrates 
in yeast (Sols, Gancedo and de la Fuezate 1971 and de RObichon_SzuJa.jster 
and SUrCIIn-Zerjan 1971). However since induction potential is not 
restricted in the cell cycle for 'step' enzymes, (Carter, Sebastian 
and Halvorson 1971) it is evident that this control system can override 
the restriction normally Imposed by the control producing ordered 
transcription. However when a new steady state is reached the ordered 
transcription is reasserted (Carter, Sebastian and Halvorson, 1971). 
For some enzymes at least, the ordered transcription is Independent of 
the DNA replication and cell division cycles. There Is evidence that 
some ordered transcriptional sequences are generated by the linear 
transcription of regions of the chromosomes. However, the existence 
of the 'linear' enzymes Indicates that some genes are continuously 
transcribed in the cell cycle at a rate governed by the number of 
functional gene copies available (Mitchison and Creanor, 1969), and 
are therefore not subject to an ordered transcriptional control. How 
does this picture of thq control of enzyme synthesis in the yeast cell 
cycle compare with that In other organisms? 
The synthesis of enzymes in the cell cycle of vegetative bacteria was 
reviewed in Chapter 1 and it was concluded that the sequential periodic 
synthesis of enzymes seen in these organisms can be explained in terms 
of known systems of end product repression and by Induction without 
any need to postulate the existence of any addition.a]. controls. The 
difficulty with this theory Is explaining how the oscillations in the 
repression and induction systems come to have the same frequency as 
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the cell cycle and how entrainment to the cell cycle occurs. There 
is some evidence of a correspondence between the genetic map position 
and the respective 'step' enzyme position in the cell cycle of 
Bacillus subtile (Masters and Fardee 1965) but since only three 
loci are Involved in this comparison, this result could be due to 
chance. Otherwise this result could indicate a linear transcription, 
as in yeast, though since 'step' synthesis does not occur In the 
fully repressed (basal) state In bacteria any linear transcription 
control envisaged could only be asserted in a derepressed state. 
Linear transcription does occur in vegetative bacteria over very 
small lengths of the genome where several structural genes are 
transcribed under the control of a single operator region. This has 
been deaionstrated.ln the lac operon In Escherlchia coil, where, on 
induction, the order of appearance of the enzymes under the control 
of the lac operator region corresponds to the order of the loci of 
the structural genes within the operon (Alpers and Tomkins 1966). 
Whilst the ordered transcription of the genome in vegetative bacteria, 
apart from the linear reading of single operons, Is governed probably 
by repression and induction, these mechanisms alone cannot account for 
all the events that occur during the outgrowth of some bacterial 
spores. When Bacillus subtills W23 spores are transferred to a 
suitable medium the process of spore outgrowth, from the dormant 
spore through to the vegetative bacterium occurs synchronously, and 
a number of enzymes have been found to appear in a sequential 'step' 
pattern which precedes the first round of DNA synthesis (Kennett and 
Sueoka, 1971). The 'step' enzyme sequence then repeats between 
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successive runds of DNA synthesis and cell division until the process 
can no longer be followed due to the progressive loss of synchrony. 
Each 'step' In enzyme activity can be blocked by the Immediate prior 
application of actinoinycln D, which indicates that the control of the 
appearance of these ordered enzyme 'steps' is at the transcriptional. 
level. Further, the order of the 'steps' in the cell cycle corresponds 
to the order-of the respective structural loci on the B. subtilis 
chromosome (Kennett and Sueoka, 1971). The ordered transcription of 
these genes could thus be generated by a linear reading of sections 
of the chromosome. The outgrowth of Bacillus cereus spores also 
involves the ordered appearance of a number of 'step' enzymes, which, 
from experiments with actinotnycin D, also appear to be transcriptionally 
controlled, but here there Is no data on correspondence with 
chromosome map positions (Steinberg and Halvorson 1965. Steinberg and 
Halvorson 1968a). In B. cereus, the use of a thymine auxotroph shoved 
that this ordered transcription could occur Independently from DNA 
synthesis and this result was confirmed by the inhibition of DNA 
synthesis with fluorodeoxyuridine. An effect of mitomycin C on the 
expression of 'steps' of -glucosidase was put down to the antibiotic's 
ability to cross-link DNA and, by inference, to interfere with 
transcription, rather than to the antibiotic's ability to inhibit DNA 
synthesis. This explanation was justified on the grounds that 
mitomycin C Interfered with the induction of histidase in this system, 
whilst fluorodeoxyuridine did not, and induction should not be dependent 
on DNA synthesis (Steinberg and Halvorson, 1968b). Also In B. cereus 
spores the 'steps' of Induced and of uninduced o'-glucosidase and histidase 
occurred at the same points in the cell cycle, although induction altered 
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te level of a'-g1ucosidase by a factor of twenty. Further, the 
potential for induction of these two enzymes was restricted in the 
cell cycle, showing a maximal 'peak' value at the points in the cell 
cycle where the 'steps' of the respective enzymes normally occur. 
(Steinberg and Halvorson 1968b). 
The control of enzyme synthesis during outgrowth of bacteria], spores 
evidently involves an ordered transcription which Is not dependent 
on the state of repression of the enzyme and which, in B. subtilis 
at least, may be generated by a linear reading of sections of the 
chromosome. This situation, together with the lack of dependence 
for ordered transcription on the continuation of DNA synthesis, is 
similar to the mode], proposed above for yeast. However, the 
restriction of potential for induction during the cell cycle in the 
bacterial spores is different from the situation in yeast, and may 
represent an Inability of the Induction control system to override a 
linear reading sequence. This ordered transcriptional sequence in 
spores is not, however, invariable because the 'step' of ornithine 
transcarbamylase In B. subtilis can be s3pressed by repression with 
exogenous arginine and In any case the 'step' of this enzyme Is always 
missing in the very first cycle (Kennett and Sueoka 1971). 
The outgrowth of bacterial spores represents a developmental process 
which Involves a characteristic sequence of morphological and 
biochemical events which result In the transformation of the dormant 
spore into a vegetative bacterium. During this process a number of 
genes are expressed in a set sequence that may depend on the order of 
the structural genes on the chromosome. Could the order of expression 
of these genes be regulating this developmental process at the 
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bjocbsmica.A. level? Th.re is some evidence that this may be the case 
from the behaviour of some temperature sensitive mutants of B. subtills 
which fail to complete the outgrowth process at above the permissive 
temperature (Kennett and Sueoka, 1971). Each mutant stops outgrowth at 
a characteristic stage and there is a linear relationship between the 
chromosome map position of a mutant and the stage at which outgrowth 
Is arrested, A mutation expressed at a particular stage thus seems 
to be capable of blocking subsequent stages of the process, and the 
order in which these events normally occur is related to the position 
of the respective chromosome markers. 
The process of spore formation, or sporulation, in bacteria also 
involves the sequential appearance of a number of enzymes under 
transcriptional control. Some mutants that affect one of these events 
have been fbund to result in the failure of all subsequent events, a 
situation similar to that described above for spore outgrowth. (Mandeistam 
1971). It Is possible therefore that sporulatlon Is controlled by a 
similar mechanism to that controlling spore outgrowth, but there Is 
no genetic mapping data for the relative positions of these mutations 
to determine whether this sequence may also be governed by linear 
reading of sections of the chromosome. 
Having reviewed the pattern of enzyme synthesis in the cell cycle of 
prokaryotes and yeast, how does this compare with the remaining groups 
of eukaryotes? The review in Chapter 1 of the patterns of enzyme 
activity found in the cell cycles of the higher and lover eukaryotes 
shoved that both periodic and continuous patterns were frequently found 
but that only in a few cases had the enzyme activity changes been 
shown to be due to changes in enzyme synthesis rate. However, In some 
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cases such a relationship had been established and It was possible 
to say that periodic synthesis of the enzyme in the cell cycle was 
occurring, for example for tyrosine transaminase (Tomkins jet all 1969), 
and for lactate dehydrogenase (Klevecz, 1969) both in mcmma1jan cell 
lines. In some cases, periodic activity patterns are accompanied 
by a restricted period of Inducibility, for example, for tyrosine 
tranaanijnase 1n mammalian cells (Tomkins et all  1969) and for acid 
and alkaline phoaphatases In Chiorella pyrenoldosa (Knutsen, 1968), 
and where the 'peak' of inducibility and the pattern of synthesis in 
the cell cycle correspond. Other enzymes In Chiorella show a continuous 
potential for Induction, for instance, Isocitrate lyase which shove 
a 'step' pattern in the basal state (Baechtel, Hopkins and Schmidt, 
1970). If these patterns of activity are generally related to enzyme 
synthesis then it can be seen that the eukaryotee can exhibit an 
ordered transcription with unrestricted potential, as in yeast, as 
well as restricted potential as found during the outgrowth of bacterial 
spores. Ornithine transaminase in HeLa cells shows a 'periodic' pattern 
of enzyme activity, which, on inspection of the data, appears to 
continue, with a lover level of enzyme per cell, after repression with 
prolix (Volpe 1969), a parallel to the situation In yeast and in 
outgrowing bacterial spores. Finally, the 'periodic' pattern of enzyme 
activity was found to continue after blockade of DNA synthesis In 
mammalian cells for acid and alkaline phosphatases (Churchill and 
Studzinski, 1970), deoxycytidine monophosphate deaminase (Gelbard, Kim 
and Perez, 1969) and for lactate dehydrogenase (Klevecz 1969) although 
the blockade of DNA synthesis with Irradiation did affect the pattern 
of DNA polymerase (Gold 196). Thus ordered transcriptional sequences, 
, j rela l~ed t ;-.,NA replication, may be a common feature of the cell cycle of 
oth aiger and lover eukaryotes, but there is little information 
available on how these sequences are determined. 
The process of aggregation and fruiting body formation in the slime 
mould Dictyostelium discoldeum is an example of a simple differentiati 
process in eukaryote cells which has been shown to involve the 
sequential appearance of four enzymes which are characteristic of this 
stage of the life cycle (Newell, Franke and Sussman, 1972). The 
appearance of the enzymes (uridine diphosphate pyrophosphorylase, 
UDP-galactose--epimerase, tJDP-galactose : polysaccharide galactosyl 
transferase and trehalose-6-phosphate synthetase) can be blocked by 
cycloheximide and by actinomycin ID, indicating that the increase in 
enzyme activity is dependent on protein and RNA synthesis, and can 
therefore be taken to be under transcriptional control. However, 
there is a gap between the stage in the developmental sequence at 
which actinomycin ID must be used to prevent the appearance of an 
enzyme and the stage at which the enzyme would normally appear, which 
may represent the imposition of a translational delay on a stabilised 
messenger RNA. A similar delayed actinoniycin D sensitivity is found 
in the spore formation sequence in bacteria (Mandeletam 1971). The 
sequential appearance of 'peaks' of these four enzymes thus represents 
a transcriptionally ordered developmental sequence, and it has been 
found that if fruiting body formation Is interrupted by disaggregating 
the cells, and then re-aggregation is allowed to occur, the sequential 
appearance of the enzymes Is repeated. This process can be repeated 
several times and each time a further round of synthesis of the enzymes 
occurs, and so the cells end up containing several times the amount of 
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erLme aat A-,ey wc ild normally contain. Further, each successive 
rcun of bynthesis Df the enzymes can be blocked with actinomycin D, 
and on each occasion exactly the same quantity of enzyme is synthesised. 
The sequential appearance of these enzymes would therefore seem to be 
part of an ordered transcriptional programme which is re-run every 
time re-aggregation occurs, and which is presumably part of the normal 
differentiation mechanism. However, this sequence is not invariable, 
as, under some experimental conditions, one enzyme is found to be 
missing from the sequence on re-aggregation. This is similar to the 
ommission of ornithirie transcarbamylase from the initial cycle of 
spore outgrowth in B. subtilis. 
It is clear that the cell cycle of a number of different cell types, 
and also a number of simple differentiational or developmental 
processes, involve the ordered, periodic, synthesis of a number of 
enzymes, and that the control governing this periodic synthesis, where 
it is known, is at the level of transcription. In the case of the out-
growth of bacterial spores, this ordered transcription may be important 
in co-ordinating and directing that developmental process, and a similar 
role can be postulated for the ordered synthesis of enzymes and other 
proteins in the other development sequences considered. Could a 
similar role be played by the ordered synthesis of enzymes in the 
co-ordination and direction of the cell division cycle? 
In the division cycle of the vegatative cell the maximum chan -e in 
cellular concentration of an enzyme that shove a 'step' pattern of 
activity is a doubling, whilst for many 'peak' enzymes this ratio leofte 
found to be only three or four to one. The flow of metabolite down 
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pathway will be subject to regulation by feedback inhibition of 
enzyme activity and it is likely that this mechanism is the most 
important factor in regulating flux in pathways in vivo, (for yeast, 
Robichon-Szulmajster and Surdin-Kerjan, 1971). What likelihood is there 
that changes in enzyme concentration of this magnitude will be able to 
exert a significant influence on the rate or direction of cell metabolism 
that will not be compensated for by feedback inhibition? Kacser and 
Burns (1973) have used heterokaryons of Neuroapora crassa containing 
different numbers of gene copies for three enzymes in the arginine 
biosynthetic pathway to produce organisms containing a range of cellular 
concentrations of the respective enzymes, and examined the effect on the 
flow of metabolite down the pathway, of making relatively small changes 
in the level of a single enzyme. They have found that a reduction in 
the level of any one of the enzymes to the region of 20% to 30% of the 
wild type value had a negligible effect on the flux along the pathway. 
Donachie (19 61 ), also using N. crassa heterokaryons to manipulate enzyme 
levels, found that a reduction to 5% of the wild type level could be 
made for argino-succinase before the growth rate of the organism was 
affected, whilst the critical level of aspartate transcarbaniylase was 
40%. Gene dosage studies of the pyrimidine biosynthetic pathway in 
S. cerevisiae have indicated an excess in the wild type of the three 
enzymes studied, as Judged by the level of repression adopted at 
different gene dosages (Lacroute, 1968). From these studies It seems 
in general to be unlikely that changes in the concentration of an enzyme 
will exert any significant effect on the metabolism of a cell until the 
reduction Is to below 10% - 10% of the wild type level, depending on 
the enzyme. This concentration difference will not be reached by 'step' 
enzymes nor by many ' peak ' enzymes in the cell division cycle of 
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vegetAtive :ells an so any controlling or co-ordinating effect of these 
enzymes due to taeir periodic pattern of synthesis can be discounts-" 
For 'peak' enzymes, metabolically significant concentration ratios 
within the cell cycle are only likely to be achieved where the half-
life of Inactivation or degradation is short relative to the cell cycle 
time. In addition to the unstable enzyme, a controlling function 
would be possible for a periodically syothesised protein which was 
bound to, or incorporated In a specific cell structure or site after 
synthesis. For example, the protein could form part of a cell structure 
and then become permanently locked in the structure. If the protein was 
a necessary component of the assembly then the completion of another 
such structure would have to await the next period of synthesis of the 
protein. Such a protein could be an enzyme and remain metabolically actii, 
when bound and so give a 'step' pattern of activity In the cell cycle, 
although periodic synthesis of proteins is not limited to enzymes as 
was pointed out In Chapter 1. These situations apart, the likely lack 
of metabolic effect of the changes of enzyme concentration produced In 
the cell cycle by 'step' and low ratio 'peak' enzymes should be borne 
in mind when considering the possible role of ordered transcriptional 
sequences in the co-àrdination of the cell cycle. However, In the 
developmental sequences, such as bacterial spore outgrowth, the Initial 
levels of the enzymes prior to the first round of synthesis may be 
relatively low or even nil. Here a significant role for the ordered 
periodic synthesis of a number of enzymes in the co-ordination and 
direction of the developmental process Is obviously feasible, although, 
of course, this is not to say that this Is the way such developmental 
processes are necessarily controlled. 
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During the normal cell division cycle of eukaryotes a cell passes 
through a series of identifiable events, vMch may be termed 'marker 
events' (Mitchison 1969b). For given growth conditions the order 
and timing of the marker events in each division cycle is characteristic, 
but alteratións in the sequence of marker events can be achieved by 
varying the growth conditions or with inhibitors. Certain sets of 
markers maX however be in a fixed invariable order, 'ithere a block to 
one marker in the series means that the subsequent marker events in 
that series are consequently blocked. In some cases fixed sequences 
could be due to the physical nature of the marker events, for instance 
the stages of mitosis. Relatively little is known of the wr the order 
of markers in the cell cycle is determined. The 'step' and 'peak' 
enzymes represent one type of marker event which Mitchisori ( 1969b) 
has termed the 'gioth cycle'. Whilst It Is clear that the enzyme 
markers can be dissociated from the nuclear and cell division cycles 
and that individual marker enzyme events can be missed out in some 
growth cycles It is not known whether the order of enzyme markers in 
the growth cycle can be varied at all. The other type of marker events 
that have been described are those related to the nuclear division and 
cell division processes. Nuclear and cell division does not represent 
a fixed sequence, since nuclear division cm repeat Ir, the absence of 
cell division, but cytokinesis Is normally inhibited L the presence of 
only one nucleus. Therefore a number of separable cycles can be 
identified and perhaps, with further experimentation, further 
dissociable cycles will be found. An important characteristc of the 
cell cycle is that these separable cycles are normally co-ordinated 
In such a way that a mono-nucleate cell Is maintained, and that the 
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growth or the cell 1s iinkd with the division cycle in such a way 
as to maintain a consistent cell size, though the cell size will vary 
with growth conditions, a return to a given size is achieved for a 
given set of growth conditions. Further, although growth can continue 
when nuclear division and Cytokinesis are blocked, to produce giant 
cells, a compensation involving abnormally rapid division cycles 
restores the normal cell size when the blockade is released (for 
example, in yeast, Siseons, Mitchison and Creanor, 1973). Clearly 
cell growth, including the growth cycle of enzyme markers, the nuclear 
division cycle and the cell division cycle are normally co-ordinated 
to achieve a mono-nucleate cell of the right size. Some information on how 
this co-ordination can be achieved can be obtained from work on multi-
nucleate cells and on nuclear transplants. Thus in tnultinucleate cells, 
the initiation of the first event in the nuclear division cycle, 
DNA synthesis, is normally synchronous (Burns 1971) and this synchrony 
can be maintained even when the only connection between cells is a 
narrow cytoplasmic bridge (Heslop-Harrison 1968). Further, when two 
mammalian nuclei are introduced into a common cytoplasm a dormant 
nucleus can be induced to re-enter the S phase (Harris 1966). This 
suggests that a stimulus for the initiation of the 'S' phase can be 
transmitted via the cytoplasm . Such a cytoplasmic substance could act 
as a trigger for the initiation of the nuclear cycle, a possible mean's 
of linking and coordinating the various cycles. 
Information on how the co-ordination of the cell cycle could be achieved 
also comes from the work on transition points in the cell cycle for 
nuclear and cell division delay, which was discussed in Chapter 1. 
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:ram- ttlun points represent marker events in the cell cycle, occurring 
well efore division which are necessary for the successful completion 
of nuclear or cell division. Some of these transition points appear 
to be protein synthetic events, and it 18 possible that they represent 
the synthesis of proteins required for the subsequent division events. 
Now, if these proteins were synthesised periodically in the cell cycle, 
and this is one explanation of the variable pattern of division delay 
seen in the cycle, and if the division protein, once used to initiate 
a division event, was bound or degraded So as to be unable to initiate 
any further divisions, then this could be a system whereby a periodical:' 
synthesised protein could act as a trigger to the nuclear or cell 
division cycles. If the protein trigger for the nuclear division cycle 
was part of the growth cycle sequence of enzyme markers, such a mechanism 
could achieve a co-ordination of growth and nuclear division, though 
the proportionality could change with growth conditions. Further, if 
the nuclear cycle was blocked, the trigger protein could accumulate 
whilst the growth cycle repeated, to initiate several rounds of nuclear 
division in rapid succession when the block was released. A similar 
trigger protein associated with marker events in the nuclear division 
cycle could similarly be responsible for initiating cell division. 
Whilst such a scheme can only be tentative and certainly does not 
represent the only explanation of transition points, it suggests a 
possible role for periodically synthesised proteins associated with 
different cycles of marker events which could co-ordinate the cell 
division cycle of eukaryotes. 
In conclusion, it is possible to envisage a role for fixed 
transcriptional sequences, generated in some cases by linear readir 
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of reas 	the tlromo&ome ) ir the co-ordination of the cell cycle 1' 
c.rt&in of the marker proteins in these sequences can act as in1tiatr 
events for other processes in the cell cycle, such as DNA replication, 
nuclear and cell division. These markers would then function to 
co-ordinate these different cycles into a balance cell cycle. However, 
as discussed above, it is difficult to see how the relatively small 
changes in enzyme concentration produced by the periodiQ synthesis of 
'step' enzymes and indeed of most 'peak' enzymes can have any significant 
influence on cellular metabolism. Possibly then, the function of the 
growth cycle of the marker enzymes is simply to ensure that the periodic 
synthesis of the proposed initiator proteins, which do have a co-ord1natiz 
role, Is linked to a complete and single round of cellular enzyme and pr 
synthesis, so as to maintain cell size. The order of the majority of 
marker enzymes In the cell cycle may therefore be of little relevance 
In itself. 
APPENDIX 1. 	EDINBURGH MINIMAL MEDIUM (EM!'1) 
EMN contains in 1 litre of distilled water:- 
Carbon source 	 Glucose 	 io g. 
Nitrogen source 	 NH 
11
Cl 	 5 g. 
Phosphate source 	 NaH2PO11 	 (see below) 
Salts 
Buffer 	 Na acetate I g. 
KCI I g. 
MgCl2 500 mg. 
Na2SO4 10 mg. 
CaCl2 10 mg. 
Vitamins 	 Inositol 10 mg. 
Nicotinic acid 10 mg. 
Calcium pantothenate 1 mg. 
Biotin 10 jio. 
Trace elements 	 H3B03 500 i_to. 
MnSO11 .H20 1100 jag. 
ZnSO11 .7H20 400 jig. 
FeC 1 3 .6H20 200 
H2 moo 4 .H2 ) 160 pg. 
KI 100 pg. 
CuSO11 .5H 20 110 jig. 
Citric acid 1000 'g. 
Phosphate content 	 EMN(1) 10 mg./1. 
EMM (1P) 20 mg./1. 
EMM(2) 300 mg./1. 
Preparation. 	The vitamins, trace elements and salts were kept as separate 
stock solutions, at 10 times strength (salts) and 1000 times strength 
(vitamins and trace elements). The stock solutions were kept at 11
0
C and a few 
drops of a volatile preservative (1-chlorobutane, 2 parts by volume, 
chlorobenzene, 1 part, 1-2-dichloroethane, 1 part) was added. The volatile 
preservative was boiled off before use. In EMM(1) and EMM(1P) the phosphate 
(Appendix I - continued/2) 
was included with the salts stock solution but with EM(2) it was added 
separately to the diluted components, otherwise it will precipitate. 
Edinburgh Minimal Medium was derived by Mitch ison (1969a) from a medium 
of Leupold (1955). 
Jk2-. 
APPENDIX 2. 	COMPUTER PROGRAMME FOR THE CALCULATION OF THE FIT OF CHOSEN 
SEGMENTED MODELS TO DATA FROM SYNCHRONOUS CULTURES. 
The programme is written in 'Fortran' and is designed to run on a 
GElS/HONEYWELL 'Time sharing' system. 
•DATA. 	Each set of experimental data will have (n) pairs of values, each 
pair consisting of an experimental value and the time, from the inoculation 
of the experimental culture, at which that observation was made. A number 
(y/2) of separate sets of experimental observations can be entered at one 
time. The data is entered as follows on line 720 onwards:- 
720 	DATA 
730 	y 9 n 1 ,1, 
7 110 	(the pairs of values in the first set of data, with the time 
preceding the observed value in each pair) 
where (n 1 ) denotes the number of pairs of values in that set of data and the 
value (i) denotes that the first segment will be a slope. The data for the 
first bet of experimental observations is then entered again, preceded by 
(n 1 , 2,) the value (2) denoting that the first segment will be a plateau. 
And so on for all the sets of data, so that for (y/2) sets of experimental 
observations (y) sets of data will be entered. 
RUNNING. 	The sets of data are considered in the order in which they have 
been entered. The input required for each run is (A,a,h,c,...x) where A 
denotes the number of segments with intersections occurring after data 
pairs (a)., (b) etc. with the first and last points counted as intersections. 
Thus A must = (number of intersection points entered - i). After a run a 
further chosen model can be inputed and it will then run, and so on until 
it is required to change to the next set of data which is accomplished by 
an input of (-i). 
PRINTOUT. 	After each run the printout given is:-. 
Values for the equation to the line for 
each slope section. 
The mean value for each plateau section. 
The time point at which the intersection, 
between two successive fitted lines for 
two Successive sections occurs. 
The RSS for that model. 
PROGRAMME. 
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