Abstract -This article proposes a new procedure to compute solid-liquid equilibrium in electrolyte systems that may form pure solid phases at a given temperature, pressure, and global composition. The procedure combines three sub-procedures: phase stability test, minimization of the Gibbs free energy with a stoichiometric formulation of the salt-forming reactions to compute phase splitting, and a phase elimination test. After the phase splitting calculation for a system configuration that has a certain number of phases, the phase stability test establishes whether including an additional phase will reduce the Gibbs free energy further. The criteria used for phase stability may lead, in some cases, to the premature inclusion of phases that should be absent from the final solution but, if this happens, the phase elimination sub-procedure removes them. It is possible to use the procedure with several excess Gibbs free energy models for liquid phase behavior. The procedure has proven to be reliable and fast and the results are in good agreement with literature data.
INTRODUCTION
Knowledge of the thermodynamic properties of electrolyte solutions is relevant for the design of many classes of chemical processes (Chen, 2006) , some of which of very large scale. Freshwater, for example, comes mostly from desalination plants in some countries because of its scarcity from natural sources. Processes in the oil and gas industry are also generally of large scale and the properties of electrolyte systems are relevant in certain situations as in sour gas sequestration problems (Ferrando et al., 2006) and oil-brine separations. The food industry is another example of a sector that needs to design and operate processes in which electrolyte solutions are present (Bruin, 1999) .
This article focuses on salt solubilities. Solid formation is sometimes desired, as in crystallization processes, but is a nuisance in other situations, as when mineral scales form inside chemical processing equipment. Phase diagrams that present solubility data are available in the literature for many systems. Direct use of experimental data or model predictions (Chen, 2006; Chiavone and Rasmussen, 2000; Messnaouia et al., 2008) , as in the IVC-ELEC program for phase diagrams of electrolyte systems (Thomsen, 1997) , allow their preparation. These diagrams provide insight about the complex phase behavior some systems exhibit and are useful to set proper operation ranges for process variables. For process design, it is also of interest to find the equilibrium conditions of an electrolyte system of known global composition, temperature, and pressure. Recent developments in this subject include the work of Montastruc et al. (2004) who studied the precipitation of calcium phosphate at different pH and formulated the problem as the minimization of the Gibbs free energy of the system, which is carried out by a genetic algorithm in the initial iterations, followed by a successive quadratic programming method in the final ones. Cezac (2005) formulated and solved the salt precipitation problem using a set of non-linear equations, which explicitly included the elemental balance and electroneutrality equations, i.e., adopting a non-stoichiometric approach.
Problems with specifications of temperature, pressure, and global mole fractions, when referring to fluid phase separations, are known as isothermal flash problems. The equilibrium conditions in an isothermal flash problem minimize the Gibbs free energy of the system. In some specialized situations the number of phases is known beforehand, but in general situations, an isothermal flash procedure has to find the number of phases that coexist and the number of moles of each component in each phase. An approach is to overestimate the number of phases present and let the component mole numbers in absent phases approach zero as the numerical calculations proceeed. The disadvantage is that the phase equilibrium problem is set up with a number of unknowns that is, in general, larger than it should be. Another approach is to start computations with a single phase and add phases, one by one, as dictated by the outcome of the global phase stability test (Michelsen, 1982a) . Experience with this second approach (Michelsen 1982a,b; Castier et al., 1989) indicates that the global phase stability test may include phases prematurely, which are absent from the equilibrium state. Therefore, a general flash procedure that adds phases based on the global phase stability test needs to have a procedure to remove phases included prematurely (Michelsen 1982a,b; Castier et al., 1989) . This is necessary not only in isothermal flashes but also in other types of calculations, such as isochoric-isoenergetic flash computations (Castier, 2009) .
A numerical technique to solve the isothermal flash problem is to use a minimization algorithm. Another is to solve the set of non-linear equations that results from one of the many possible ways of rewriting the equilibrium conditions. It is possible to extend any of these formulations to account for chemical reactions by using either the nonstoichiometric or the stoichiometric approach. The former approach imposes mass conservation via elemental balances (and electroneutrality equations in the case of electrolyte systems) explicitly while the latter uses component balances via stoichiometric coefficients and extents of reaction instead. Different flash algorithms result from the choice of numerical technique and approach to incorporating chemical reactions, among other details.
It is, in principle, possible to adapt these procedures to solve isothermal flash-like problems involving electrolyte systems and there are several examples of vapor-liquid equilibrium computations for electrolyte systems that use Gibbs free energy minimization (Cherif et al, 2000 (Cherif et al, , 2002 . An example with solid phases is a Gibbs free energy minimization method that uses simple thermodynamic phase models (ideal K-values) to predict gas hydrate precipitation (Ballard and Sloan, 2004) in systems that contain salts. Other examples include the SOLGASMIX program, which minimizes the Gibbs free energy and uses the Pitzer model for electrolyte solutions, and the ESP program, which solves the equilibrium algebraic equations and uses the Bromley model for electrolyte solutions. The Oak Ridge National Laboratory compared these two programs (Beahm et al., 2000; Toghiani et al., 2000) focusing on the effect of formation properties and thermodynamic models on results rather than on numerical performance. SOLGASMIX later became part of the FactSage package (Bale et al., 2002) of thermochemical software and databases. Educational software with graphical interface for simple salt solubility problems is also available (University of Colorado, 2009; Gil and Paiva, 2006) . A formulation based on solving the algebraic equations that relate the solubility products to the activities has been recently used to predict the formation of sulfate and carbonate scaling minerals (Villafáfila García, 2005 , 2006 , but details about the numerical implementation are scarce in these references.
Geochemists often perform chemical and phase equilibrium calculations in dilute aqueous systems and refer to these computations as speciation in spite of IUPAC's criticism (Templeton et al., 2000) of the term. Lothenbach et al.(2007) mentions the following geochemical codes for equilibrium computations: MINEQL++ (2009) and CHESS (van der Lee, 1998; van der Lee and DeWind, 2002) , which are commercial software, and GEMS (GEMSelektor) and MINTEQA2, which are freely available, at least for academic use. Kulik (2007) describes the GEM-Selektor package, which is a large set of tools for equilibrium calculations for geochemical applications that computes activity coefficients by using models such as those of DebyeHückel, Pitzer, and Brønsted-Guggenheim. GEM finds the equilibrium conditions via minimization of thermodynamic potentials under different specifications Brazilian Journal of Chemical Engineering Vol. 27, No. 01, pp. 195 -198, January -March, 2010 using a constrained optimization method. MINTEQA2 (Allison et al., 1991 ) is a geochemical software developed by the United States of America Environmental Protection Agency (EPA). MINTEQA2 uses the Debye-Hückel or the Davies formulas for activity coefficients and EPA does not recommend using the program at ionic strengths higher than 0.5. MINTEQA2 finds the equilibrium conditions by solving the set of equilibrium equations. CHESS (van der Lee, 1998; van der Lee and DeWind, 2002) uses the Debye-Hückel or different version of the Davies formulas for activity coefficients and solves the set of equations that represent the equilibrium conditions. It uses a modified form of the Newton-Raphson method intented to increase the probability of achieving numerical convergence (van der Lee and DeWind, 2002) . CHESS adds one solid phase at a time, based on a saturation index, and removes solid phases when they become undersaturated. MODELm (Huber et al., 2002) is another example of code to compute the equilibrium condition of aqueous systems with trace amounts of ions and organic compounds. The numerical technique is to solve the set of equations that represents the equilibrium conditions. This paper presents a new procedure to compute SLE in aqueous electrolyte systems of specified temperature, pressure, and initial amounts of water, cations, and anions. Equivalent to specifying ion amounts, it is possible to specify the amounts of salts added, as these quantities can be easily converted to equivalent ion-based specifications. For example, it is equivalent to specify an initial amount of 1 mol of 2 4
Na SO or 2 moles of Na + and 1 mol of 2 4 SO − .
Given these specifications, the procedure finds which species will actually form, the number of phases present, and how the formed species distribute among these phases (i.e., performs a speciation calculation). The equilibrium problem is formulated and solved as the minimization of the Gibbs free energy of the system. The solution procedure takes advantage of developments in the area of flash calculations for non-elecrolyte systems. Unlike most of the geochemical codes reviewed here, calculations are not limited to small values of ionic strength because of the use of the extended UNIQUAC model. However, the procedure is general and can use several activity coefficient models, including those used in geochemical software. Unlike the work of Montastruc et al. (2004) , we do not use an empirical optimization method, such as the genetic algorithm. The type of problem we solve, combined with the structure of our algorithm, guarantees that our procedure finds the global minimum of the Gibbs free energy by only using a local optimization algorithm. Differently from the work of Cezac (2005), we use the stoichiometric approach because it satisfies the elemental balances and electroneutrality equation automatically with a smaller number of unknowns to be solved by the numerical method. Furthermore, our formulation allows the use of an unconstrained optimization to minimize the Gibbs free energy, in contrast to the use of constrained optimization methods, generally more complicated, as done in some of the references reviewed here. In addition, we use the global phase stability test to decide about the addition of solid phases, one at a time, thereby finding the correct number of phases in the system while avoiding the need to start calculations with a large number of them. A potential risk of this approach, especially close to phase boundaries, is that the stability test may include a solid phase that should be absent from the problem solution. To avoid this, during the phase splitting part of the computation, we try to merge the solid phase present with the smallest number of moles with the liquid phase. We accept this action if it reduces the Gibbs free energy of the system and then decrease the number of phases by one. The combination of steps for automatic phase addition and removal and of a fast numerical method to minimize the Gibbs free energy in the phase splitting part of the algorithm gives rise to a new and robust procedure for the solution of SLE problems whose details and applications are discussed in the next sections.
PHASE EQUILIBRIUM CALCULATIONS
The major assumptions are: 1. the liquid phase contains solvent(s) and ions but does not contain undissociated salts; 2. each solid phase contains a single substance, which is an undissociated salt, hydrated or not.
The overall computation procedure is as follows. We initially assume that a single liquid phase contains all the solvent(s) and ions. We then test the stability of this liquid phase with respect to the possible formation of solid phases. If it is unstable, we add one new pure solid phase and a new chemical reaction to obtain the molecular form of the precipitating salt from its ions. The next step is to minimize the Gibbs free energy of the system to find the amount of each species in each phase (phase splitting). We repeat these cycles of phase stability and phase splitting calculations until the system is found to be stable. We also test for the possible elimination of solid phases during the phase splitting step.
The next subsections discuss details of the thermodynamic description used for each phase and of our phase equilibrium calculations, including the problem formulation and numerical procedure. This section finishes with a subsection that discusses the ability of the algorithm to find the global minimum of the Gibbs free energy.
Thermodynamic Description of the Phases
We assume that precipitated salts form pure phases. The procedure is, however, general with respect to the liquid phase and can use activity coefficients derived from many excess Gibbs free energy expressions. In this work, we use the extended UNIQUAC model for electrolyte solutions. There are slightly different versions and parametrizations of this model in the literature (Nicolaisen et al., 1993; Pinho and Macedo, 1996; Thomsen et al., 1996) . We used the model version and the parameters reported in the work of Nicolaisen et al. (1993) , along with the necessary Gibbs free energies and enthalpies of formation and heat capacities at constant pressure for the ions, salt, and water from the same source (Nicolaisen et al., 1993) .
Chemical potentials are the most important properties for the computations discussed in this article. For a salt S in its pure solid phase, the chemical potential ( S μ ) is:
where R and T are the universal gas constant and the absolute temperature, respectively, 0 S μ is the molar Gibbs free energy of formation of the pure solid salt at the system temperature, and S a is the salt activity in the pure solid phase, which is equal to 1. We therefore have that
For water in the liquid phase, the chemical This is the type of activity coefficient extended UNIQUAC computes for ions, which can therefore be directly used in Eq. 3. The Gibbs free energies and enthalpies of formation and heat capacities at constant pressure reported by Nicolaisen et al. (1993) 
The left-hand side of Eq. 5 does not depend on the mole fraction or molality of ion I in the system because 0 I μ is a formation property whose value depends on the formation state and not on the state of the system. Therefore, the right hand side (RHS) must depend on the formation state only. A convenient way to find the value of the RHS is to consider an aqueous solution whose amounts of solute tend to zero. In the mathematical formulas that follow, this will be denoted by solution water → . At this condition, the ratio I I m / x becomes: From these considerations, Eq. 5 becomes:
The final issue related to the thermodynamic description of the phases is how to compute the values of μ and under the assumption that the heat capacity at constant pressure does not depend on temperature, then: by Nicolaisen et al. (1993) , and T ⊗ is the reference temperature, equal to 298.15 K .
Phase Stability
The tangent plane criterion establishes whether a phase of given composition, temperature ( T ) and pressure ( P ) (in which the chemical potential of each species i is i μ ) is stable or not. Phase stability is ensured when: Ω is not positive, the original phase is unstable, and the situation in which it is equal to zero corresponds to the stability limit.
In this work, we test the stability of the liquid phase with respect to the possible formation of solid phases that only contain pure undissociated salts. In this case, Inequality 9 simplifies to:
where subscript S refers to an undissociated salt. The chemical potential of the salt in the trial solid phase, S ′ μ , is:
Salt activity in the pure solid phase ( S a′ ) is equal to 1 and we therefore have that: ( ) ( ) ( ) 
Substituting Eqs. 12 and 17 into Inequality 10 and writing the chemical potentials in terms of activities, we obtain the following form of the phase stability criterion:
If many types of cations and anions are present, they may form several possible salts, including different hydrated forms. In our implementation, it is necessary to provide input data for all salts that may precipitate in the system. Computations are sequential in the sense that, at each step, we test phase stability with respect to the possible formation of one additional solid phase. Instability of the original system triggers the phase splitting calculations. This alternating sequence of phase stability and phase splitting calculations continues until the system is found to be stable.
At each step, the value of the function G Ω for each salt, calculated with the current values of the system properties, defines the order of attempted phase additions. If the system is unstable, the new phase added to the system is that with the smallest value of G Ω (provided that G 0 Ω ≤ ), i.e., the new phase with the largest violation of the phase stability condition according to the G Ω function. Thomsen (1997) used a solubility index, defined as the activity product of a given salt divided by its solubility product, as the criterion to rank candidate salts for precipitation, but Inequality 18 has a more direct connection with the primary phase equilibrium criterion, which is the minimization of the Gibbs free energy.
Phase Splitting
We assume that salts in molecular form are absent from the liquid phase and that, if formed, precipitate as pure solid phases. The SLE of a saturated aqueous solution with precipitated salts in pure phases can be formulated as a chemical equilibrium problem in which the type of reaction shown in Eq. 13 takes place.
Phase splitting is determined by minimization of the Gibbs free energy ( G ) of the system which, for convenience, we divide by the product RT . In a multiphase system with c n species and p n phases, we have that:
In the equations that follow, we use a general notation but simplications apply, as described here, to a system that has a single liquid phase and multiple solid phases, each of them containing a single precipitated salt. The number of moles of species i in phase j is:
where ij θ represents the fraction of species i present in phase j . In these calculations, only the extents of the reactions that form the precipitating salts are iterated variables because the distribution of species among the phases is known a priori: each salt formed in the system will be present only in its corresponding pure solid phase; ions and free water (not present in hydrated salts) will be present only in the liquid phase. Therefore, for the molecular form of a salt, θ is equal to one in its pure solid phase and zero elsewhere in the system. For the solvent(s) and ions, θ is equal to one in the liquid phase and zero elsewhere in the system. The symbol i n represents the number of moles of species i in the system, given by:
where i0 n is the initial number of moles of species i , r n is the number of chemical reactions, ik ν is the stoichiometric coefficient of species i in reaction k , and k ξ is the extent of reaction k . These extents of reaction are the independent variables in the minimization of the Gibbs free energy. Expressions for the first and second derivatives of the Gibbs free energy with respect to extents of reactions are available in the work of Castier et al. (1989) . The terms of the gradient are:
The elements of the Hessian matrix are:
where ij a is the activity of species i in phase j .
Expressions for the derivatives of the activities with respect to number of moles are available in the work of Cardoso (1989) . We use the Murray local optimization method, described in a book (Murray, 1972) by the same author, to minimize the Gibbs free energy of the system with initial estimates for the extents of reaction generated as follows: in a partition that has p (n 1) + phases, we use the converged values of the extents of reactions from the phase splitting computations with p n phases as initial estimates for the pre-existing salts; for the new precipitating salt added by the phase stability test, we use an initial estimate equal to 6 10 − moles.
Phase Elimination
The sequential application of the stability test and phase splitting procedures may introduce a phase in an early stage of the calculation that needs to be removed later. A typical situation is the early inclusion of a phase whose amount gradually decreases as computations proceed and more solid phases are added. Phase elimination is not attempted for system partitions that have two phases, as this would take the system back to the single phase configuration already detected as unstable. Phase elimination is, therefore, attempted only for system partitions that have three or more phases.
Phase elimination proceeds as follows: at each iteration, we incorporate the solid salt present with the smallest number of moles (in the form of its originating ions) into the liquid phase and test whether this action decreases the total Gibbs free energy of the system. If it does, the corresponding solid phase is eliminated, otherwise the solid phase is kept. Furthermore, to reduce the risk of an undue phase elimination, we only perform phase elimination attempts after two iterations of the phase splitting procedure for a given number of phases (when p n 3 ≥ ).
Global Minimum of the Gibbs Free Energy
The use of globally convergent methods, either stochastic or deterministic, to solve phase and/or chemical equilibrium problems and related parameter fitting problems has increased in recent years. Commonly used stochastic methods include simulated annealing (e.g., Bonilla-Petriciolet et al., 2008) , genetic algorithms (e.g., Alvarez et al., 2008) , and particle swarm (e.g., Rahman et al., 2009 ). Deterministic methods generally include a procedure to subdivide the root search area and systematically discard regions that do not contain a root (e.g., Corazza et al., 2007 , Simoni et al., 2007 .
Many types of phase equilibrium algorithms exist, among which those that alternate phase stability and phase splitting calculations, as done here. If an unstable configuration is detected in the stability test, an additional phase is included in the system. With the updated number of phases, minimization of the Gibbs free energy provides results for phase splitting, i.e., phase amounts and compositions.
Detection of phase instability means that it is possible to reduce the Gibbs free energy by inclusion of an additional phase. Using adequate initial estimates and a local minimization algorithm that never allows increases of the Gibbs free energy from one iteration to the next, the minimization procedure lowers the Gibbs free energy in all iterations and stops at a local minimum.
The key point is to decide whether the local minimum of the Gibbs free energy is also its global minimum. The phase stability test should be reliably implemented, in such a way that, if the condition is not that of the global minimum, it will propose the addition of a new phase that will contribute to lower the Gibbs free energy further. Fully reliable implementations of the phase stability test are based on global optimization algorithms (Floudas and Gounaris, 2009) , such as interval analysis, to minimize the function G Ω (Eq. 9). Stochastic optimization methods can also be used (e.g., , , M. J. E. M. Cardoso and M. Castier Nagatani et al., 2008) , but they do not provide a mathematical guarantee of locating the global minimum of the phase stability function. In fact, if the phase stability test is carried out properly and always finds the global minimum of the function G Ω , a local optimization algorithm can be used to minimize the Gibbs free energy during the phase split calculation. The combination of these two procedures guarantees that the global minimum of the Gibbs free energy is found because, if the local minimization method used for phase splitting does not locate the global minimum of the Gibbs free energy, the global optimization method used for the phase stability test detects this fact and includes a new phase.
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The assumption of pure solid phases introduces considerable simplification because phase stability or instability can be reliably determined by just examining the signal of Inequality 10, without the need for any numerical method. It is only necessary to test for the possible formation of all salts that may form from the ions present in the system, in hydrated form or not.
In summary, even though the method proposed here only uses a local optimization algorithm, it finds the global minimum of the Gibbs free energy and, therefore, provides correct solutions to SLE problems containing pure solid phases.
RESULTS
We discuss examples with a single salt in water and with multiple cations and anions that cause the precipitation of several pure phases. In all examples, initial values for the unknowns were obtained according to the procedure described in the paper and no ad-hoc value was used. The convergence criterion is an Euclidian norm of the objective function gradient smaller than 8 10
− . The primary result of our calculations is the number of moles of each species, solute or solvent, in each phase. For easier comparison with literature results, some of these primary results were converted to concentration scales upon completion of the equilibrium calculations. In particular, because the same excess Gibbs free energy model and parameters are used, it is possible to compare our results directly with those of Nicolaisen et al. (1993) .
Precipitation of Pure Salts
We computed the effect of temperature on the solubility of different pure salts in water. Because the procedure does not aim at calculating saturation points directly but is a flash-like procedure, it needs the specification of the global amounts of water and ions present. In these calculations, we specified an excess of ions compared to the amount expected to be soluble. As discussed in the previous section, the algorithm starts by assuming that water and the ions are all in the liquid phase and tests if this phase is stable. As these configurations were detected as unstable, the procedure computes the amount of salt precipitated and, therefore, the amount of ions left in the liquid phase corresponds to the salt solubility. Tables 1 and 2 show solubilities of NaCl and   2  4 K SO , respectively, in water as a function of temperature. The average absolute deviations between calculated and experimental values are equal to 1.6% for NaCl and 2.7% for 2 4 K SO . We made analogous calculations for KCl and 2 4
Na SO , not shown here. For the four salts, the results are in excellent agreement with those of Nicolaisen et al. (1993) . These tables also include the activity coefficients based on the mole fraction scale for water (symmetric convention) and for the ions (unsymmetric convention) at each equilibrium condition. Computations of the SL partitioning typically converge in three iterations of the Murray method. NaK (SO ) is the first pure solid phase added to the system during the calculations.
The phase diagrams of Nicolaisen et al. (1993) for this system report solubilities expressed as molalities of 2 4
Na SO and 2 4 K SO . Once converted to this concentration scale, all the results of Table 3 are in excellent qualitative and quantitative agreement with those of Nicolaisen et al. (1993) . Furthermore, the precipitation of 2 4 2 Na SO .10H O is not predicted in any of these cases, in agreement with experimental evidence.
Phase splitting calculations typically required three or four iterations of the Murray method. 
where m denotes an ion molality.
Temperature of 373.15 K NaK (SO ) is the first solid phase added to the system, later followed by the inclusion of the pure solid phase of 2 4
Na SO . Using the ion mole numbers of the saturated aqueous solution reported in Table 5 
CONCLUSIONS
The new procedure proposed here to compute solidliquid equilibrium in electrolyte systems that may form pure solid phases at given temperature, pressure, and global composition has been shown to be reliable and fast. The procedure combines three sub-procedures: a phase stability test, minimization of the Gibbs free energy with a stoichiometric formulation of the saltforming reactions to compute phase splitting, and a phase elimination test. After the phase splitting calculation, in which a given system has a certain number of phases, the phase stability test establishes whether including an additional phase will reduce the Gibbs free energy further. The criteria used for phase stability may lead to the premature inclusion of phases that should be absent from the final solution. Two of the examples illustrated this possibility and showed that the phase elimination sub-procedure removes such phases. It is possible to use the procedure with several excess Gibbs free energy models for liquid phase behavior, but we chose a model previously used in the literature for comparison. Agreement with these literature results is, in general, excellent. Vol. 27, No. 01, pp. 195 -198, January -March, 2010 * I γ activity coefficient of ion I based on the mole fraction scale and unsymmetric convention
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