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Abstract
We present an adaptive approach to the construction of Gaussian process surro-
gates for Bayesian inference with expensive-to-evaluate forward models. Our method
relies on the fully Bayesian approach to training Gaussian process models and utilizes
the expected improvement idea from Bayesian global optimization. We adaptively con-
struct training designs by maximizing the expected improvement in fit of the Gaussian
process model to the noisy observational data. Numerical experiments on model prob-
lems with synthetic data demonstrate the effectiveness of the obtained adaptive designs
compared to the fixed non-adaptive designs in terms of accurate posterior estimation
at a fraction of the cost of inference with forward models.
Keywords: Bayesian inference, surrogate models, Gaussian process models, experi-
mental designs, adaptive sampling, epistemic uncertainty, computationally expensive prob-
lems
1 Introduction
Computer simulations are used in many science domains to study complex physical phe-
nomena for which targeted experiments to test hypotheses would otherwise be too time
consuming or impossible to conduct. The simulation models generally have parameters
whose values influence the output of the model. Experimental data are often used in order
to assess the accuracy of the simulation model. However, these observations are often noisy,
leading to an inverse problem to arise.
Our work is concerned with the design of efficient tools for the solution of inverse prob-
lems encountered in science domains such as engineering, cosmology, or combustion. The
goal of inference is the estimation of the parameters of interest that serve as inputs into
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number DE-AC02005CH11231.
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the computational model from a set of observations. We consider applications in which the
computational model is expensive (several minutes to hours per run on a modern supercom-
puter) and the observational data are noisy. The Bayesian approach provides a statistical
framework for solving inverse problems with noisy and incomplete data. The solution of
the inverse problem in the Bayesian framework is a posterior distribution that describes
the degree of confidence about the parameters of interest. Typically, this distribution does
not have an analytical form and is represented by the samples obtained with posterior
sampling approaches such as Markov chain Monte Carlo (MCMC). These methods com-
monly require repeated evaluations of the forward model, which, in our setting, quickly
becomes prohibitive from a computational point of view. Thus, our main challenge is to
reduce the number of model evaluations that are required to find posterior distributions of
the model’s parameters. In this paper, we address this challenge by employing Gaussian
process models as surrogates of the computationally expensive model.
Approximate methods (also surrogates or metamodels) have been employed by many
authors to accelerate inference tasks. Among the approximation methods used in the con-
text of inference are projection-based model reduction [32, 7], stochastic spectral methods
[30, 29], and Gaussian process regression [21, 13, 15]. Typically, the surrogate model is built
over the support of the prior distribution on the parameters of interest making it a “global”
approximation. As argued in [25], it can be sufficient to have a “localized” surrogate—the
one that is accurate only in the region of the posterior measure concentration. In cases
where the prior distribution is “broad” and the posterior is highly concentrated, the local-
ized surrogate approach can lead to a significant reduction in the number of forward model
evaluations that are required to obtain it.
In [25], the authors perform Bayesian inference using Polynomial Chaos (PC) surrogates
that are adaptively constructed over probability distributions chosen to approximate the
posterior in the sense of Kullback–Leibler (K-L) divergence. Candidate distributions are
chosen from a parameterized family by minimizing the approximate K-L divergence, and
the localized PC surrogates are built with respect to the chosen distributions.
In this paper, we pursue a similar idea of localized surrogates but with Gaussian pro-
cess (GP) models as surrogates instead of PC. We treat the GP surrogate as a Bayesian
surrogate described by a predictive distribution that encodes the available information
from a limited number of forward model evaluations. We make use of the fully Bayesian
formalism developed in [1] to account for the uncertainty in the observational data as well
as epistemic uncertainty arising from a limited number of simulations.
Our main contribution is the design of an adaptive algorithm to guide the selection of
training inputs for the construction of the GP surrogate. Our algorithm aims at building
a GP surrogate that is effective for the purpose of solving a specific inverse problem. In
each step of the algorithm, we maximize an acquisition function that quantifies a potential
improvement in the fit of the GP model to the observational data. This greedy approach
explores the prior distribution of the parameters sufficiently in order to inform the surrogate
model globally while emphasizing the regions that are most likely to be of interest for the
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construction of the posterior.
The acquisition function in our algorithm is commonly used in Bayesian global opti-
mization under the name of expected improvement. In that context, it is used within an
algorithm called Efficient Global Optimization (EGO) [17] to find the global optimum of an
expensive-to-evaluate function. We, however, do not merely apply EGO to our objective.
The difference between our approach of employing the expected improvement function and
the EGO approach is explained in Section 4.1.
Previous work that applied Bayesian optimization and EGO to the solution of inverse
problems is reported in [34]. The authors of this work apply the EGO algorithm directly
to minimize the error between the model and the experimental data. However, the authors
do not treat the problem in the fully Bayesian setting as we do here. A recent work [38]
also considers a sequential design strategy for the solution of inverse problems with GP
emulators. In this work, however, the forward model is assumed to be a realization of the
GP model which is known completely (i.e., with fixed hyperparameters of the covariance
function, see Section 3). We do not make such assumptions. Furthermore, our choice of
acquisition function leads to a more tractable auxiliary problem.
Active learning and Bayesian optimization methods have also been applied to the re-
lated problem of estimating the likelihood functions for Bayesian inference. Gaussian
process models have been applied to directly approximate the likelihood, for example, in
[19, 42]. In these works, the training points for the GP model are chosen adaptively based
on a measure of uncertainty such as predictive variance or entropy. A similar approach is
developed in [3] where the authors propose a method for approximating high-dimensional
expensive-to-evaluate probability density functions (p.d.f.‘s) with adaptive Gaussian ap-
proximations. The p.d.f.‘s of interest are the ones arising from the Bayesian solution of
inverse problems with Gaussian priors and likelihoods. The proposed method is based
on Gaussian processes with covariance functions utilizing the Hessian of the negative log-
likelihood of the posterior density. The training points are selected adaptively by maxi-
mizing the squared error between the true posterior density and the GP-based predictor.
This approach requires derivatives of the forward model.
Our approach differs from the methods described above in that we build the surrogate
model for the forward simulation rather than for the likelihood function. While approxi-
mating the likelihood function directly might prove advantageous if it is multi-modal and
the forward model is highly nonlinear, we argue that having a surrogate of the forward
model has its own merits. In particular, once the surrogate is built, it can be used not only
for estimating the parameter posterior but also for forward uncertainty propagation and
prediction, albeit in a limited way due to the localized nature of the surrogate.
Regarding the choice of Gaussian process models as surrogates, we refer to the re-
cent comparison of surrogate-based uncertainty quantification methods conducted in [33].
Gaussian process models have several advantages over polynomial chaos, for example, in
terms of their flexibility and the freedom in the choice of the design. Gaussian process
models also prove to be more suitable for modeling nonlinear simulator behavior, and pro-
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vide estimates of the prediction uncertainty. This last feature is particularly important for
the method developed here.
The remainder of this paper is organized as follows. In Section 2, we provide the defi-
nition of the inverse problem and a brief summary of Bayesian inference. In Section 3, we
review Gaussian process models for the single and the multiple output cases and Bayesian
inference with GP models. This section provides a review of the existing methodology for
training GP models and motivates our modeling choices. It culminates in the derivation of
the GP-based likelihood function used for inference. We describe our adaptive approach to
constructing the GP models in Section 4 and we show its performance in numerical exper-
iments in Section 5. Here, we contrast our approach with the commonly used randomized
designs that are not goal-oriented, such as Latin hypercube designs [37, Section 5.2.2]. We
do not compare our results to any other adaptive or sequential experimental designs that
aim to reduce the predictive errors in GP regression, see, for example, [36, 12] for the
summaries. The objectives of such designs are different from those considered in our work.
In Section 6, we draw conclusions and outline future research directions.
2 Bayesian inference
We start by formulating the inference problem and introducing the notation. Let the vector
of parameters of interest be denoted by θ ∈ Rp. These parameters serve as an input into
the simulation model (i.e., the computer code) that represents a given physical system.
Let f : Rp → Rq denote a mapping from the inputs to the outputs of the deterministic
forward model. The components of the output vector will be denoted by fi(θ): f(θ) =
(f1(θ), . . . , fq(θ))
T . Multiple outputs arise, for example, if the forward model depends on
an additional (deterministic) variable x that takes on q values; in this case, each component
of the output represents the value for a fixed xi: fi(θ) = f(θ, xi), i = 1, . . . , q. For example,
x could represent time in time-dependent problems.
The goal of inference is to learn the parameters θ from the direct observations of
the physical system. We will denote such observations (experimental data) of the output
quantities by a vector z = (z1, . . . , zq)
T . The measured quantities are never perfect and
contain measurement noise that will be denoted by a vector e ∈ Rq. As in classical
statistical inverse problems [18], we will view all the variables as random and use capital
letters to represent them. Lower case letters will be reserved for their realizations.
We assume the following statistical model for the measurements with additive noise:
Zi = fi(Θ) + Ei, i = 1, . . . , q.
We further assume that the components of the measurement noise are normally distributed
(Ei ∼ N (0, σ2i )) and potentially correlated. The probability density of the measurement
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noise is thus given by a q-variate normal density:
pE(e) = Nq(e |0q,ΣE) := (2pi)−q/2|ΣE |−1/2 exp
[
−1
2
eTΣ−1E e
]
with known covariance ΣE ; 0q here denotes a vector of q zeros.
From the assumed statistical model it follows that Zi conditioned on Θ = θ is dis-
tributed like Ei, which leads to the following measurement likelihood function:
L(θ|z) := pE(z− f(θ)) = Nq(z− f(θ) |0q,ΣE). (1)
Here, we use the notation L(θ|z) = p(z|θ) as in [24, Section 6.3], i.e., the likelihood is the
density of the data considered as a function of the parameters θ for fixed z.
Assuming the Bayesian framework, any prior information on the parameters θ is encoded
in the prior density function p(θ). Given the prior and the observed measurements z, the
solution of the inverse problem is the posterior density obtained by applying Bayes’ rule:
p(θ|z) ∝ L(θ|z)p(θ). (2)
The posterior density usually does not have a closed form solution and is explored via
sampling, for example, with MCMC methods [26]. Applying MCMC requires repeated
evaluations of the likelihood function L(θ|z). Since these evaluations involve computing
the forward model f(θ), they are expensive, making direct application of MCMC meth-
ods infeasible. The goal of the next sections is to develop a method for approximating
the forward model f(θ) with a Bayesian surrogate that allows an efficient and accurate
computation of the likelihood function L(θ|z). We use a Gaussian process (GP) model as
the surrogate model. Before describing the proposed method, we review the standard GP
methodology in the next section.
3 Gaussian Process models
In this section, we describe a GP model for the single and the multiple output cases followed
by the Bayesian inference with GP models.
3.1 Single output case
We start with a one-dimensional GP model for the case of a single output f(θ). Formally,
a Gaussian process model fGP (θ) is a collection of random variables such that any finite
number of them has a joint Gaussian distribution [35, Chapter 2]. This distribution is
characterized by its mean and covariance functions. In the following, we take the mean
function to be zero, and we let the covariance function be the squared exponential:
cov
(
fGP (θ), fGP (θ′)
)
= c(θ,θ′) := σ2c exp
[
−
p∑
i=1
(θi − θ′i)2
`2i
]
. (3)
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This covariance function expresses prior information about fGP (θ): it prescribes the com-
mon variance σ2c to the values at different θ and expresses correlations through the dis-
tance between inputs weighted by characteristic length-scales `i in each input dimension
i = 1, . . . , p. We will denote the vector of the parameters of the covariance function by ψ,
ψ = (σc, `1, . . . , `p)
T ∈ Rp+1,
and refer to them as hyperparameters. We will write the covariance function in the form
c(θ,θ′;ψ) to emphasize its dependence on the hyperparameters ψ.
The choice of the zero mean function does not affect our methodology, but is assumed
for convenience. In practice, it is common to model the mean using a fixed basis which
leads to the introduction of additional regression parameters, see, e.g., [21]. The modeling
choice of the covariance function c(·, ·) is usually more important as it encodes certain
assumptions on the smoothness of f(θ). We choose the squared exponential covariance
(3) for reasons of its interpretability and widespread use. However, depending on the
application problem and the underlying physical process at hand, other choices might be
more appropriate, see, e.g., [35, Section 4.2].
Besides specifying the mean and the covariance functions, constructing a GP model
requires choosing a set of input parameter values for training: θ
(j)
train, j = 1, . . . , ntrain.
Together with the corresponding values of the forward model, we form the training set D:
D := {θ(j)train, f(θ(j)train)}ntrainj=1 .
Given the training set D and the hyperparameters ψ, the distribution of fGP (θ) at a test
input θ is given by
p
(
fGP
∣∣θ,D,ψ) = N (fGP ∣∣m(θ;D,ψ),V(θ;D,ψ)), (4)
with the mean and the variance given by
m(θ;D,ψ) = cTψ(Cψ)−1y, (5a)
V(θ;D,ψ) = c(θ,θ;ψ)− cTψ(Cψ)−1cψ. (5b)
Here, cψ =
(
c
(
θ,θ
(1)
train;ψ
)
, . . . , c
(
θ,θ
(ntrain)
train ;ψ
))T ∈ Rntrain is the vector of covariances
between the test input θ and the inputs in the training set given the hyperparameters ψ,
y =
(
f
(
θ
(1)
train
)
, . . . , f
(
θ
(ntrain)
train
))T
, and Cψ ∈ Rntrain×ntrain is the matrix of covariances
between the inputs in the training set given the hyperparameters ψ:
(Cψ)i,j = c
(
θ
(i)
train,θ
(j)
train;ψ
)
, i, j = 1, . . . , ntrain.
To train a GP model means to prescribe the hyperparameters ψ using the training set D.
This is commonly done using the evidence framework [28]: hyperparameters ψ are chosen
by maximizing the logarithm of the marginal likelihood (or evidence) of the training values:
ψ∗ = arg max
ψ∈Bψ
logL(ψ|D), (6)
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where Bψ is a compact subset of Rp+1, and
L(ψ|D) = Nntrain(y |0ntrain ,Cψ). (7)
In practice, the maximization of the log-marginal likelihood in (6) is performed by using
a multi-start strategy to avoid getting trapped in local maxima. For a small number of
training inputs, the slope of the log-marginal likelihood can be very low leading to multiple
hyperparameter values being consistent with the training data. In such cases, choosing the
hyperparameter values by maximizing the log-marginal likelihood can become unreliable
and produce estimates with high empirical variances [10]. Furthermore, the predictive
variance of the GP model (5b) with the plug-in estimator (6) is known to underestimate
the true mean-squared prediction error of the model [43].
An alternative way of training a GP model is to adopt a fully Bayesian perspective.
Instead of taking the point-estimate of the hyperparameters as in (6), we can condition the
predictive distribution (4) on the hyperparameter distribution. It has been reported that
the fully Bayesian approach gives wider confidence bounds than predictors based on plug-in
estimators, thus, better accounting for the uncertainty about the covariance function [14].
In the following we adopt the fully Bayesian approach to the GP model training. That is,
we specify a prior on the hyperparameters, p(ψ), and use the likelihood function L(ψ|D)
from (7) to obtain the hyperparameter posterior using MCMC methods:
p(ψ|D) ∝ L(ψ|D)p(ψ).
As a result, we obtain an ensemble of samples of the hyperparameter vector ψ distributed
according to p(ψ|D): {ψ(j)}nψj=1.
The predictive distribution of the GP model at a test point θ can then be obtained by
marginalizing over (integrating out) the hyperparameters:
p
(
fGP
∣∣θ,D) = ∫ p(fGP ∣∣θ,D,ψ)p(ψ|D)dψ,
where p
(
fGP
∣∣θ,D,ψ) is given by (4). Using the samples of the hyperparameter posterior
computed with MCMC, this integral can be discretized as follows:
p
(
fGP
∣∣θ,D) ≈ 1
nψ
nψ∑
j=1
p
(
fGP
∣∣θ,D,ψ(j)). (8)
Thus, we obtain a Gaussian mixture model of the predictive distribution. The mean of
this model is simply the average of the means from (5a) with ψ = ψ(j),
m(θ;D) = 1
nψ
nψ∑
j=1
m
(
θ;D,ψ(j)), (9)
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and the variance can be obtained using V(θ;D,ψ) with ψ = ψ(j) from (5b) as follows:
V(θ;D) = 1
nψ
nψ∑
j=1
V
(
θ;D,ψ(j))
+
1
nψ
nψ∑
j=1
(
m
(
θ;D,ψ(j)))2 − ( 1
nψ
nψ∑
j=1
m
(
θ;D,ψ(j)))2. (10)
3.2 Multiple output case
Gaussian process models for the multi-output case q > 1 are discussed in detail in [6],
where the authors employ a matrix-normal distribution for the training data to account
for possible correlations between the outputs. In our work, we take a simplified approach
from [2] and [1] that assumes that the outputs are conditionally independent given the
covariance function. This treatment of the multi-output case is similar to [6] if a diagonal
correlation matrix and a constant mean are used, and is based on an assumption that the
regularity of the outputs is approximately the same. In order to account for potentially
different scales of the outputs, we normalize the training outputs as described below.
Let fi(θ) denote the i-th output of the forward model, i = 1, . . . , q. Now, for the same
set of training inputs θtrain, we have q sets of output values which we will denote by Di:
Di =
{
θ
(j)
train, fi
(
θ
(j)
train
)}ntrain
j=1
, i = 1, . . . , q.
We will write D = ∪ qi=1Di. Assuming conditionally independent outputs, the marginal
likelihood of the training outputs becomes
L(ψ|D) =
q∏
i=1
L(ψ|Di), (11)
with the one-dimensional likelihoods given by
L(ψ|Di) = Nntrain(yi |0ntrain ,Cψ).
Here, the training outputs yi represent scaled responses:
yi =
(
f̂i
(
θ
(1)
train), . . . , f̂i
(
θ
(ntrain)
train
))T
(12)
with
f̂i(θ) =
fi(θ)−mi
Vi1/2
,
where
mi =
1
ntrain
ntrain∑
j=1
fi
(
θ
(j)
train
)
, Vi =
1
ntrain
ntrain∑
j=1
(
fi
(
θ
(j)
train
)−mi)2.
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Similarly to the single-output case, the likelihood (11) is used to obtain the samples of the
hyperparameter posterior p(ψ|D): {ψ(j)}nψj=1. Under the standing assumption of condi-
tional independence,
p
(
fGP
∣∣θ,D,ψ) = q∏
i=1
p
(
fGPi
∣∣θ,Di,ψ),
which leads to the following predictive density of the combined output vector
p
(
fGP
∣∣θ,D) = ∫ p(fGP ∣∣θ,D,ψ)p(ψ|D)dψ
≈ 1
nψ
nψ∑
j=1
q∏
i=1
p
(
fGPi
∣∣θ,Di,ψ(j)). (13)
In a compact form, (13) can be written as a mixture of q-variate Gaussians:
p
(
fGP
∣∣θ,D) ≈ 1
nψ
nψ∑
j=1
Nq
(
fGP
∣∣m(θ;D,ψ(j)),ΣGP (θ;D,ψ(j))), (14)
where for each ψ = ψ(j), j = 1, . . . , nψ, (applying the necessary re-scaling)
m(θ;D,ψ) = (V11/2 ·m(θ;D1,ψ) +m1, . . . ,Vq1/2 ·m(θ;Dq,ψ) +mq)T , (15)
with m(θ;Di,ψ) as in (5a), and
ΣGP (θ;D,ψ) = V(θ;D,ψ) · diag
[
V1, . . . ,Vq
] ∈ Rq×q (16)
with V(θ;D,ψ) as in (5b). The mean of the mixture distribution (14) is given by
m(θ;D) = 1
nψ
nψ∑
j=1
m
(
θ;D,ψ(j)), (17)
and the covariance is given by
ΣGP (θ;D) = 1
nψ
nψ∑
j=1
ΣGP
(
θ;D,ψ(j))+ 1
nψ
nψ∑
j=1
m
(
θ;D,ψ(j))m(θ;D,ψ(j))T
−
(
1
nψ
nψ∑
j=1
m
(
θ;D,ψ(j)))( 1
nψ
nψ∑
k=1
m
(
θ;D,ψ(k)))T .
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3.3 Bayesian inference with GP models
Now, we re-formulate problem (2) using the multi-output GP surrogate fGP with the
predictive distribution given by (14). While the simplest approach would be to substitute
f(θ) in the likelihood definition L(θ|z) in (1) with the mean vector in (17), such an approach
would ignore the uncertainty of the surrogate. The availability of uncertainty estimates
is the strength of the GP model and should therefore be exploited. Hence, we follow the
approach in [1] and substitute L(θ|z) in (1) with L(θ|z,D)—the so-called D-restricted
likelihood function defined as follows:
L(θ|z,D) :=
∫
L
(
θ
∣∣z, fGP )p(fGP ∣∣θ,D)dfGP , (18)
where L
(
θ
∣∣z, fGP ) is the likelihood from (1) evaluated with fGP (θ) instead of f(θ):
L
(
θ
∣∣z, fGP ) := Nq(z− fGP (θ)∣∣0q,ΣE). (19)
Next, we plug in the mixture approximation of p
(
fGP
∣∣θ,D) from (14) and the likelihood
L
(
θ
∣∣z, fGP ) from (19) into (18) and integrate the product of the two Gaussians:
L(θ|z,D)
≈ 1
nψ
nψ∑
j=1
∫
Nq
(
fGP
∣∣ z,ΣE)Nq(fGP ∣∣m(θ;D,ψ(j)),ΣGP (θ;D,ψ(j)))dfGP
=
nψ∑
j=1
k(j)
nψ
exp
[
− (z−m(θ;D,ψ))
T (ΣE + ΣGP (θ;D,ψ))−1(z−m(θ;D,ψ))
2
] (20)
with ψ = ψ(j) and k(j) = (2pi)−q/2
∣∣ΣE + ΣGP (θ;D,ψ(j))∣∣−1/2. The obtained D-restricted
likelihood function incorporates both the measurement errors and the uncertainty of the
GP model. Once the posterior samples of the hyperparameters {ψ(j)}nψj=1 are obtained, the
approximation of L(θ|z,D) in (20) at a given test input θ requires O(n3train) operations
for each ψ(j) for computing the predictive means and covariances (15)–(16), and O(q3) for
inverting the sum of the noise and the GP covariances, bringing the total cost to O(nψ ·
(n3train+q
3)) operations. In the special case of uncorrelated measurement noise and with the
assumption of conditional independence of the outputs that we make, the cost of inverting
(ΣE + ΣGP ) becomes O(q) instead of O(q3). The dominant cost then becomes that of
computing the predictive means and the variances. In our target applications, this cost is
negligible since the number of training inputs ntrain is small and the cost of the forward
model evaluation is large. In the numerical examples, we consider O(10) training inputs.
In general, the choice of ntrain is motivated by design considerations and may depend on
the smoothness of the forward model mapping and on the dimension p of the input space.
For cases in which the number of training inputs is large, various approximations of the
covariance matrix Cψ can be considered, see, for example [35, Chapter 8].
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Analogously to (2), the D-restricted likelihood L(θ|z,D) leads to the D-restricted pos-
terior p(θ|z,D):
p(θ|z,D) ∝ L(θ|z,D)p(θ). (21)
Next, we analyze the approximation of L(θ|z,D) in (20) and develop a sequential
adaptive strategy for selecting training inputs based on the current data D.
4 Adaptive construction of GP models
Given the current training set D, it is of interest how to select additional training inputs in
order to make the GP-based likelihood L(θ|z,D) more accurately represent the unattain-
able (due to its cost) “true” likelihood L(θ|z). In particular, we would like L(θ|z,D) to
correctly capture the modes of the true likelihood L(θ|z). Therefore, we attempt to find
the minima of the “true” misfit function
g(θ) := (z− f(θ))TΣ−1E (z− f(θ)). (22)
We start by defining the misfit function of the D-restricted likelihood (20):
g(θ;D,ψ) := (z−m(θ;D,ψ))T (ΣE + ΣGP (θ;D,ψ))−1(z−m(θ;D,ψ)). (23)
With this definition we can re-write (20) as
L(θ|z,D) ≈
nψ∑
j=1
k(j)
nψ
exp
[
−1
2
g
(
θ;D,ψ(j))] .
The important properties of g(θ;D,ψ) are summarized in the following proposition.
Proposition 4.1 The misfit function g(θ;D,ψ) in (23) has the following properties:
a) it interpolates the true misfit function g(θ) at the inputs in the training set D;
b) it is continuously differentiable with respect to θ.
Proof:
a) Observe that for each output i, m
(
θ
(j)
train;Di,ψ
)
= f̂i
(
θ
(j)
train
)
and V
(
θ
(j)
train;D,ψ
)
= 0
for j = 1, . . . , ntrain due to the interpolative properties of the GP model (see [37,
Section 4.1]). Then, from (15) and (16) we have m
(
θ
(j)
train;D,ψ
)
= f
(
θ
(j)
train
)
and
ΣGP
(
θ
(j)
train;D,ψ
) ≡ 0q×q. Hence,
g
(
θ
(j)
train;D,ψ
)
= g
(
θ
(j)
train
)
, for j = 1, . . . , ntrain, and all ψ.
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b) The predictive mean and variance of a Gaussian process inherit their smoothness
properties from the underlying covariance function c(θ,θ′). The squared exponential
function (3) considered here is in fact infinitely differentiable.
2
Outside of the training set D, g(θ;D,ψ) provides an estimate of the misfit between the
GP model with the hyperparameter vector ψ and the measurement data z. By treating
g(θ;D,ψ) as a random function of ψ for a given test input θ with distribution induced
by p(ψ|D), we can explore the minima of g(θ) using an auxiliary “acquisition function”.
Specifically, we employ the expected improvement idea from Bayesian optimization [17].
Denote the best (i.e., the smallest) misfit value for the points in the training set as
gmin := min
{
g
(
θ
(j)
train
) ∣∣ j = 1, . . . , ntrain}. (24)
Consider the following problem:
max
θ∈Bθ
I(θ) := 1
nψ
nψ∑
j=1
[
gmin − g
(
θ;D,ψ(j))]+ , (25)
where [ · ]+ denotes the positive part function, [ · ]+ := max{ · , 0}, and Bθ is a closed and
bounded subset of Rp. The idea behind formulation (25) is to find the input that offers
the largest expected improvement in the fit to the measurement data under the mixture
GP model conditioned on the misfit being smaller than the current best true misfit value.
More specifically, consider the following relative improvement in fit function:
Irel(θ;ψ) :=
[
1− g(θ;D,ψ)
gmin
]+
.
For fixed ψ and θ, if g(θ;D,ψ) ≥ gmin, the improvement in fit is zero—the misfit between
the GP model corresponding to ψ and the measurement data z at a given input θ is the
same or larger than the current best misfit value. This is reflected in Irel(θ;ψ) = 0. The
maximum achievable relative improvement value is Irel(θ;ψ) = 1, which corresponds to
the case when the GP model with a fixed ψ takes the exact value of the measurement data
z at a given θ. The fact that we have a mixture of GP models for a given θ induced by
p(ψ|D) means that, for the same θ, Irel(θ;ψ) can take a range of values from 0 to 1. By
taking the average of the relative improvement values at a given θ, we obtain an “expected
improvement” under the current GP mixture model. This motivates the formulation in (25)
(with the objective multiplied by gmin). By adding a maximizer of (25) to the training set
D, we strive to improve our GP model in a way that improves the likelihood approximation
L(θ|z,D).
The strategy described above is a greedy one-step look-ahead strategy that is focused on
finding the modes of the likelihood function L(θ|z). This strategy is designed to explore the
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parameter space globally just enough to make sure that the GP-based likelihood L(θ|z,D)
does not have modes in the regions where the true likelihood is flat, and to generate a
sufficient number of training inputs locally around the regions of the modes of L(θ|z)
where the GP accuracy is needed the most. Thus, our strategy balances exploration and
exploitation—the global search reduces the uncertainty in the GP model while the local
search samples in regions where the data misfit is likely to be minimized. The pseudocode
of the full algorithm is described in Algorithm 1.
Algorithm 1 Adaptive construction of GP surrogate for likelihood estimation
Input: Initial design
{
θ
(j)
train
}ntrain
j=1
, threshold value thresh, search space Bθ,
maximum number of forward model evaluations nmax.
Output: Surrogate-based D-restricted likelihood L(θ|z,D).
1: Evaluate f(θ) for θ ∈ {θ(j)train}ntrainj=1 to obtain D = {θ(j)train, f(θ(j)train)}ntrainj=1 .
2: for k from 1 to nmax do
3: using L(ψ|D) from (11), run MCMC to obtain hyperparameter samples {ψ(j)}nψj=1
from the posterior distribution p(ψ|D);
4: evaluate gmin as in (24);
5: solve maximization problem (25), and let θ(k) = arg max
θ∈Bθ
I(θ);
6: if I(θ(k)) < thresh · gmin then
7: break
8: end if
9: evaluate forward model f at θ(k) and augment training set: D = D∪{θ(k), f(θ(k))};
10: end for
11: return L(θ|z,D) as in (20).
The relative improvement function Irel(θ;ψ) motivates a natural stopping criterion for
our algorithm. Specifically, we terminate the algorithm if the maximum average relative
improvement value is smaller than some threshold thresh. In the numerical examples, we
set this threshold to be 1%. For the formulation (25) that we use for the solution, this
means that we terminate when the objective value I(θ) is less than or equal to thresh ·gmin.
4.1 Difference with the original expected improvement criterion
In the original paper [17] that popularized the expected improvement idea, this criterion
was applied to the problem of finding the global minimum of a model function approxi-
mated by a Gaussian process. Since integration was performed with respect to a Gaussian
variable, the expected improvement function could be derived in a closed form. It was
then maximized using a branch-and-bound algorithm. The closed form expression from
[17] does not apply in our case since the distribution of the misfit function g(θ;D,ψ) at a
given θ is not normal but determined by p(ψ|D). In this sense, our expected improvement
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in fit criterion is different from the expected improvement in the Bayesian optimization
literature where the hyperparameters are usually fixed prior to computing the expecta-
tion with respect to the random GP variable. A notable exception to that is approach
taken in [39] where the original expected improvement criterion is marginalized over the
hyperparameter distribution.
4.2 Analysis of the proposed algorithm
Problem (25) is well-defined: the misfit function g(θ;D,ψ) is continuous, see part (b) of
Proposition 4.1, and the maximization is performed over a compact set Bθ. Thus, there
exists a solution to the problem (25). In case of multiple maximizers, we select any one of
them; we will consider the simultaneous selection of multiple maximizers in the future.
Furthermore, observe that, as Algorithm 1 progresses, the value of gmin either decreases
or stays the same. The optimal value I(θ(k)) might not decrease with every iteration;
however, as our numerical experiments in Section 5 demonstrate, with the addition of
new training points, it does decrease and eventually falls below the threshold value. The
following simple observation ensures that new information about the forward model is
obtained in every iteration.
Proposition 4.2 At each iteration k, if the new training input θ(k) selected by Algorithm
1 is added to the training set D, it is necessarily distinct from the other points in D.
Proof: Suppose that at a k-th iteration the maximizer θ(k) of the problem (25) is already
in the training set D. Due to part (a) of Proposition 4.1 and (24), for θ ∈ D we have
g(θ;D,ψ(j)) = g(θ) ≥ gmin for j = 1, . . . , nψ. Therefore, I
(
θ(k)
)
= 0, which means that
the stopping criterion in line 6 of Algorithm 1 has been satisfied. The algorithm terminates
without adding θ(k) to the training set D. 2
If the hyperparameters ψ of the GP covariance function were known and fixed, the
predictive mean would be the best linear unbiased predictor and the mean squared predic-
tion error, given by the predictive variance, would decrease with the addition of each new
training point. As more data would be accumulated, under certain assumptions on the
generating process, the mean of the GP model would converge to the model function and
the variance would go to zero, see, for example, [40] for the case of stationary covariance
functions with known hyperparameters.
In the case of hyperparameters estimated from the data as considered here, the predic-
tive mean estimator is neither linear nor unbiased, therefore, it becomes difficult to make
statements about the mean squared prediction error and the accuracy of its estimates.
[41] have analyzed the convergence of the standard expected improvement algorithm
of [17] for the fixed Gaussian process prior. The results in this paper, while interesting
from a theoretical point of view, are not applicable in practice since the prior on the
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GP model cannot be known in advance. Convergence rates of the expected improvement
strategy for finding the global minimum of a function modeled by a Gaussian process
with a fixed prior have been derived in [4]. The authors also extended their results for
a case when parameters of the GP prior were estimated from the data by maximizing
the marginal likelihood and provided an automatic choice of the parameters that retains
the convergence rate of a fixed prior. In both papers, convergence results were stated in
the norm of the Reproducing Kernel Hilbert Space associated with the chosen covariance
function of a Gaussian process [35, Section 6.1]. As explained in Section 4.1, we apply the
expected improvement to the misfit function g(θ;D,ψ), which depends on the mean and
the variance of a Gaussian process but is not a Gaussian process itself. Thus, the above
mentioned results cannot be directly applied in our case and further detailed analysis of
the proposed algorithm is needed.
5 Numerical experiments
In this section, we demonstrate our method on a one-dimensional model problem with a
single output and on a two-dimensional source inversion problem with multiple outputs.
Implementation details and additional experiments on a higher-dimensional problem are
reported in the supplementary materials A and B.
5.1 One-dimensional example
We start by testing the proposed algorithm on a univariate scalar function. This allows
us to illustrate the steps of the algorithm and to provide intuition behind it. We use the
forward model function
f(θ) =
θ2 − 5θ + 6
θ2 + 1
, θ ∈ [−6,+6]. (26)
We generate measurement data z by evaluating f(θ) at θtrue = 2.41 and adding zero-mean
Gaussian noise with σ = 0.01. The function defined in (26) and the measurement z are
shown in Figure 1.
We use three equidistant input values {−4, 0,+4} and the corresponding function values
as initial design D. Next, we apply Algorithm 1 in the following way. For the hyperpa-
rameter estimation, we start with uniform priors on the covariance parameters σc and `1
(see (1)): p(σc) = U(10−8, 12), p(`1) = U(10−8, 5). Using MCMC we obtain nψ = 100
posterior samples ψ(j) (see A for details). Figure 2(a) shows the predictive means (see
(5a)) corresponding to different hyperparameter vectors together with the 95% confidence
regions around them based on the predictive variances (5b). We observe that a small num-
ber of initial training inputs results in a broad hyperparameter posterior with a variety
of corresponding GP models. The variances at the untested inputs appear to be quite
large leading to wide confidence regions. This ensemble of GP models consistent with the
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Figure 1: Function (26), θtrue (black cross), and measurement level z.
initial training data gives a better idea of the uncertainty of the surrogate model than any
single surface approximation would, for example, the one corresponding to the maximum
likelihood estimate of the hyperparameters (6).
Using the ensemble of the GP models, we now formulate the optimization problem (25).
The objective function I(θ) (scaled by 1/gmin) is presented in Figure 2(b). By comparing
Figures 2(a) and 2(b), we observe that the expected improvement is largest in the regions
where the majority of predictive means is close to the measurement value; it also grows
with the distance to the points in the training set. This is the desired behavior: we want
to explore the regions with highest uncertainty that are most likely to result in values at
the level of the measurement z.
We solve the problem (25) using gradient-based optimization as described in the sup-
plement A with 25 initial points taken equidistantly on the interval [−6,+6]. The obtained
maximizers are shown as blue circles in Figure 2(b); the larger red circle at θ = −6 corre-
sponds to the largest maximum. We add this maximizer to the training set D and proceed.
We terminate the algorithm once the stopping criterion in line 6 of Algorithm 1 is satisfied
with thresh = 0.01. At the final step (k = 10), which corresponds to 12 total training
inputs, the means of the predictive distributions corresponding to the ensemble of the hy-
perparameters ψ look as shown in Figure 2(c). We observe that our adaptive algorithm
has primarily added to the training set the inputs to the right of θtrue where the function
(26) takes values closest to z. With the large number of training inputs in this region,
the GP models are indistinguishable from the true function and the variances are low. On
the other hand, to the left of θ = 0, the adaptive algorithm has added only two more
inputs to the training set; as a result, there is still considerable uncertainty associated with
the GP predictions in that region. However, most of the ensemble means in this region
are far from the measurement value z, and the uncertainty of the ensemble values is not
sufficiently large to imply that the measurement data could have originated in this region
16
6 4 2 0 2 4 6
2
0
2
4
6
8
10
m
(
;
,
)
Measurement, z
Training values
(a) Predictive means m(θ;D,ψ) (graphs)
and 95% confidence regions (blue shaded ar-
eas) at iteration k = 1.
6 4 2 0 2 4 6
0.00
0.20
0.40
0.60
0.80
1.00
(
)/g
m
in
(b) Relative expected improvement function
I(θ)/gmin at iteration k = 1.
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(c) Predictive means m(θ;D,ψ) (graphs)
and 95% confidence regions (blue shaded ar-
eas) at iteration k = 10.
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(d) Relative expected improvement function
I(θ)/gmin at iteration k = 10.
Figure 2: Predictive means and expected improvement functions at the first and at the
last iterations of Algorithm 1 applied to function (26). In the left plots, red circles indicate
training values and black cross indicates the location of θtrue. In the right plots, blue
circles indicate local maxima of the expected improvement function and the larger red
circle indicates the selected input θ(k).
and to warrant further exploration. This is reflected in the maximum value of the relative
expected improvement being below the threshold thresh = 0.01 (see Figure 2(d)).
The obtained mixture GP approximation is presented in Figure 3(a). Here, we plot the
mean of the ensemble as in (9) and base the 95% confidence region on (10). The inputs in
the final training set are shown as red circles. With this final design, we evaluate and plot
the approximate D-restricted likelihood function (20) (see Figure 4(a)). In the same figure,
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(a) GP approximation with adaptive design.
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(b) GP approximation with fixed design.
Figure 3: Predictive GP models corresponding to adaptive and non-adaptive designs.
Means m(θ;D) are computed as in (9) and 95% confidence regions are based on (10).
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(a) Likelihood based on the adaptive design
in Figure 3(a).
6 4 2 0 2 4 6
0.00
0.03
0.05
0.08
0.10
0.13
0.15
No
rm
al
ize
d 
lik
el
ih
oo
d
Fixed GP
True model
(b) Likelihood based on the fixed design in
Figure 3(b).
Figure 4: D-restricted likelihood functions built with adaptive and non-adaptive designs
and compared to the likelihood computed with the true model (26).
we plot the “true” likelihood L(θ|z) evaluated using the forward model function (26). We
observe that the two are identical.
Finally, we contrast our adaptively constructed GP-based likelihood with a GP-based
likelihood constructed using a naive fixed design. The mixture GP model constructed with
12 equidistant training inputs is shown in Figure 3(b) and the D-restricted likelihood based
on this design is shown in Figure 4(b). We observe that the GP-based likelihood using the
naive non-adaptive design is of considerably worse quality than the one that was built
adaptively, even though the GP model corresponding to the naive design looks reasonably
good and has narrow confidence regions.
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5.2 Source inversion
Next, we consider the source inversion problem studied in [30] and later in [25]. The
forward model is given by a diffusion equation in two dimensions:
∂u
∂t
−∇2u = s(x, t) x ∈ Ω := [0, 1]2 (27a)
∇u · n = 0 x ∈ ∂Ω (27b)
u(x, 0) = 0 x ∈ Ω. (27c)
The source term s(x, t) is given by
s(x, t) =
{
a
2pih2
exp
(− ‖θ − x‖2/2h2), 0 ≤ t ≤ τ,
0, t > τ.
The following parameters have fixed values: a = 2, h = 0.05, τ = 0.1. The location of
the source center is denoted by θ and is the (two-dimensional) parameter of interest. We
solve (27) in FEniCS [27] using a 32×32 uniform finite element mesh with piecewise-linear
Lagrange elements, and backward Euler time discretization with a time step of 0.01.
The measurements are taken at times t = 0.1 and t = 0.2 on a uniform 3 × 3 grid
covering Ω resulting in a total of 18 measurements. The measurement noise is assumed to
be a vector of independent zero-mean Gaussian random variables. Thus, the model is:
z = f(θ) + e, ei ∼ N (0, σ2i ), i = 1, . . . , 18.
We fix σi = 0.1 for all i. The measurement data z is generated by solving the forward
model with θtrue = (0.25, 0.75) and adding noise. To avoid the obvious “inverse crime” [18,
Section 1.2], the measurement data is generated with a finer 128× 128 grid and a smaller
time step of 0.0025.
We start with the initial design D consisting of 4 inputs θ arranged in a Latin hy-
percube design (see the blue squares in Figure 5(a)). The priors for the hyperparameters
are taken as follows: p(σc) = U(10−8, 2), p(`1) = U(10−8, 1), p(`2) = U(10−8, 1). The
hyperparameter posterior is obtained with MCMC using the likelihood function (11) with
normalized outputs (12).
We run Algorithm 1 with nmax = 11, thresh = 0.01, and Bθ = [0, 1]2. To solve
(25), we initialize the optimization algorithm with 50 points from a two-dimensional Sobol
sequence. If the resulting maximum expected improvement is less than the threshold, we
perform another search initialized at an additional 100 Sobol points.
Figure 6 shows the iteration history of Algorithm 1. The red solid line shows the values
of gkmin/g
∗
min over iterations, where g
k
min is gmin at iteration k, and g
∗
min = 15.015 is the
minimum of g(θ) that we find by exhaustively searching in the region around θtrue and
use here only as a reference value (this value is, of course, unknown in practice). The
19
0.0 0.2 0.4 0.6 0.8 1.0
Source location, 1
0.0
0.2
0.4
0.6
0.8
1.0
So
ur
ce
 lo
ca
tio
n,
 
2
1
2
3
4
5
6
(a) Final adaptive design.
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(b) Fixed Latin hypercube design.
Figure 5: Designs for the problem (27): (a) final adaptive design with the blue squares
being the initial inputs and the red circles added by Algorithm 1 (with numbers indicating
iterations k at which they were added), and (b) non-adaptive Latin hypercube design with
the same total number of inputs. Black cross indicates θtrue.
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Figure 6: Iteration history of Algorithm 1 for the Problem (27). Here g∗min = 15.015.
blue dashed line shows 1−I(θ(k))/gkmin, i.e., one minus the relative expected improvement
(recall, that θ(k) corresponds to the maximizer of problem (25) at iteration k). As the
algorithm progresses, we expect both lines to approach 1.
Comparing Figure 6 with the order in which the inputs were added to the training set
(see the numbers in Figure 5(a)), we can make a few observations. At the initial stages,
k = 1, 2, 3, the inputs that maximize the expected improvement are located in the interior
of Bθ and around θtrue. The relative expected improvement value is high—over 50%—and
the gmin value remains unchanged. Upon addition of input 3, the value of gmin drops,
and the algorithm starts adding inputs corresponding to high variance—inputs 4 and 5.
It is expected that these inputs lie on the boundary where the uncertainty is highest. At
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this time, the relative expected improvement steadily decreases. Finally, adding input 6
leads to further reduction of gmin. This time, the maximum relative expected improvement
drops below the threshold value thresh = 0.01 and the algorithm terminates. The final
design in Figure 5(a) contains 10 training inputs, and so does the Latin hypercube design
in Figure 5(b) that we use for comparison below.
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(a) Full model.
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(b) GP (adaptive).
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Figure 7: Contours of normalized likelihoods constructed with the full model (a), the GP
model with adaptive design (b), and the GP model with a fixed design (c). Black cross
indicates θtrue.
Figure 7 shows the contours of the normalized likelihoods—each likelihood function is
evaluated on a grid of 625 equidistant points in Ω and its values are divided by their sum.
Figure 7(b) shows the D-restricted likelihood obtained with the adaptively constructed
design in Figure 5(a). It appears to be very similar to the “true” likelihood in Figure 7(a).
By contrast, the D-restricted likelihood in Figure 7(c) that is based on the Latin hypercube
design in Figure 5(b) deviates from the truth considerably and covers a larger region of
the parameter space.
Posteriors estimated with each likelihood function in Figure 7 are shown in Figure
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(a) Full model.
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(b) GP (adaptive).
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(c) GP (fixed).
Figure 8: Corner plots of the posteriors estimated with the full model (a), the GP model
with adaptive design (b), and the GP model with a fixed design (c) (each based on 2× 104
posterior samples). Red lines indicate the location of θtrue.
8. These figures are generated with 2 × 104 posterior samples obtained with the MCMC
sampler initialized using a uniform prior p(θ) = U([0, 1]2) (see A for details). The red lines
in each figure show the location of θtrue. We observe that the posterior obtained with the
adaptively built GP model, see Figure 8(b), gives good estimates of the several important
characteristics of the true posterior shown in Figure 8(a), such as its mode, its highest
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posterior density region (discussed below), and one-dimensional marginals. This cannot
be said about the posterior obtained with the GP model based on the non-adaptive fixed
design shown in Figure 8(c).
As a summary statistic to compare the quality of the obtained posteriors, we use the
Highest Posterior Density (HPD) region defined as follows.
Definition 5.1 A 100(1−α)% HPD region for θ is a subset Hθ ⊂ Bθ defined by Hθ = {θ ∈
Bθ : p(θ | z) ≥ t}, where t is the largest number such that
∫
θ : p(θ|z)≥t p(θ | z)dθ = 1− α.
In short, HPD is the smallest region enclosing (1− α)% of the posterior mass and is a
form of Bayesian credibility region. Note that other commonly used summary statistics,
such as K-L divergence, might not be appropriate in our case. Since we cannot guarantee
that the support of the GP-based posterior will include that of the “true” posterior, or
vice versa, K-L divergence would not be well-defined.
For the posteriors in Figures 8(a) and 8(b), the 95% HPD regions are respectively:
Hθ = [0.19, 0.38]× [0.61, 0.83] for the full model,
Hθ = [0.22, 0.39]× [0.57, 0.83] for the adaptive GP model.
Note, that in the case of D-restricted posterior we substitute p(θ|z) with p(θ|z,D) in
Definition 5.1. For the fixed-design GP posterior in Figure 8(c) the 95% HPD region is
Hθ = [0.04, 0.45]× [0.47, 0.86] for the fixed GP model.
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Figure 9: Iteration histories for 10 runs of Algorithm 1 for the Problem (27). (a) In 6 cases,
the algorithm terminated before reaching nmax iterations. (b) In 4 cases, the maximum
number of iterations was reached. Solid lines correspond to gkmin/g
∗
min, and dashed lines
correspond to 1− I(θ(k))/gkmin. Here g∗min = 15.015.
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The results reported above are based on a single run of Algorithm 1. Since the algorithm
is stochastic due to the randomness in the initial design D, multiple runs are required to
draw meaningful conclusions. Figure 9 reports the iteration histories for 10 random starts
of Algorithm 1, each with 4 initial inputs arranged in randomized Latin hypercube designs.
As before, we set the total allowed number of iterations nmax = 11 so that the final designs
have at most 15 inputs. Figure 9(a) shows the iteration histories for the cases that satisfied
the termination condition I(θ(k)) ≤ thresh · gmin without exceeding nmax iterations. The
behavior of the algorithm in these cases is similar to that in Figure 6: in the first few
iterations, the relative expected improvement is between 35-85%, and the gmin value either
stays the same or is reduced slowly—the algorithm is in the exploration stage. A small value
of gmin is achieved by iterations 5-6 at which point the relative expected improvement drops
to less than 30%, and the final iterations are spent on further reducing the uncertainty in
the model by exploiting the found gmin value. In the cases for which the maximum number
of iterations nmax was reached before the relative expected improvement value reached the
specified threshold thresh = 0.01, see Figure 9(b), the behavior of the algorithm is slightly
different: the small gmin value is found relatively fast by iterations 3-4, and the remaining
iterations are spent on reducing the uncertainty in the GP model. Typically, the inputs
added to the training set during these iterations lie on the boundaries of the parameter
domain Bθ. The relative expected improvement is slowly reduced and by the last iteration
is very close to the threshold value—about 2-4% instead of the desired 1%—which suggests
that only a few more iterations would be required to satisfy the desired threshold condition.
A summary of the results for all 10 random starts is given in Table 1.
Table 1: Results from 10 runs of Algorithm 1 for the Problem (27).
Run Final ntrain Final g
k
min Final I(θ(k))/gkmin Less thresh
1 11 15.016 7× 10−3 yes
2 10 15.177 6× 10−3 yes
3 15 15.135 4× 10−2 no
4 12 15.036 6× 10−3 yes
5 9 15.114 0 yes
6 13 15.019 7× 10−3 yes
7 15 15.234 3× 10−2 no
8 15 15.067 1.4× 10−2 no
9 14 15.023 9× 10−3 yes
10 15 15.093 3× 10−2 no
We plot the 95% HPD regions for all 10 runs of Algorithm 1 in Figure 10(a). These
regions correspond well to the 95% HPD region of the true posterior shown as red rectangle.
Discarding the cases that reached the maximum number of iterations produces an even more
convincing picture, see Figure 10(c). To contrast our adaptive designs with randomized
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(a) GP adaptive (all cases).
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(b) GP fixed.
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(c) GP adaptive (cases with final k < nmax).
Figure 10: The 95% HPD regions for 10 runs of Algorithm 1 (a) and for 10 Latin hypercube
designs (each with 15 points) (b) shown as blue rectangles with dashed borders. The
95% HPD region for the true posterior is shown as red rectangle with solid border. (c)
corresponds to the 6 cases from (a) for which Algorithm 1 terminated with k < nmax.
fixed designs, we also perform the posterior estimation with 10 randomized Latin hypercube
designs each containing 15 points. As Figure 10(b) demonstrates, the resulting posteriors
vary significantly and, in general, are of much worse quality than those obtained with the
adaptive designs. Note further that the average number of inputs in the final designs (see
second column of Table 1) for all adaptive cases is 12.9, and for the cases with final k <
nmax depicted in Figure 10(c) it is 11.5. Thus, we achieve consistently better results with
adaptive designs than with fixed designs at 76-86% of the cost (measured in the number of
forward model evaluations). For our target applications (e.g., cosmology simulations), the
reduction in the number of forward model evaluations without sacrificing the accuracy of
the inference is critical due to the high computational demands of simulations.
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6 Discussion and conclusions
We presented a novel approach to the adaptive construction of Gaussian process surrogates
for the solution of inverse problems in the Bayesian framework. Our approach builds upon
the Bayesian surrogate framework of [1] and utilizes the expected improvement acquisition
function from Bayesian optimization [17] in order to sequentially and adaptively select
training inputs. We optimize the expected improvement in fit function that takes into
account measurement noise as well as uncertainty of the GP surrogate. At each step of the
algorithm, we add its maximizers to the training set and re-evaluate the parameters of the
surrogate model. In this way, we build a hierarchical Bayesian model that adjusts to the
obtained simulation data.
The low-dimensional numerical examples demonstrate the effectiveness of our method
compared to a fixed design approach based on Latin hypercube sampling. While a formal
analysis remains a difficult task, our empirical results show that our adaptive method
achieves significantly better results than the non-adaptive method in terms of estimating
the parameter posteriors and the computational cost that is associated with the posterior
estimation using the forward model. Results for a problem with 9 parameters that can be
found in the supplement B suggest that the method is effective in a higher-dimensional
setting as well.
Some comments on the limitations of the methodology are in order. Firstly, the method
of Algorithm 1 has a “potential for deception” as it relies on the estimates of the prediction
error of the Gaussian process model which might considerably underestimate the true error
at untested inputs. As noted by Jones [16, Section 7], in some clinical cases, the expected
improvement criterion might completely fail if the training sample misleads the construction
of the GP surrogate. Furthermore, the greedy and myopic strategy of Algorithm 1 means
that if the misfit function has multiple minima with about the same value, only one of them
will most likely be explored. The first problem is somewhat unavoidable, but unlikely in
practice. The second problem, however, can be alleviated by modeling. One could further
restrict the search region Bθ or one could tweak the algorithm parameters, for example, by
adding several maximizers of the expected improvement in fit function in each iteration and
by decreasing the threshold parameter of the stopping criterion. Note, however, that once
the gmin value is sufficiently close to the global minimum g
∗
min of the true misfit function,
the expected improvement function becomes mostly zero with sharp peaks (see also Figure
2(d)). Therefore, it becomes increasingly difficult to find its maxima and a reduction of
the threshold parameter might have no effect.
Further analysis and development of the method are a matter of future work. Several
potential extensions of the presented method are: adaptation to a case of correlated outputs
using the ideas in [6]; selection of multiple new training inputs at a time in cases when
the forward model evaluations can be efficiently performed in parallel; and incorporation
of several levels of fidelity of the simulation code as in the autoregressive setting of [20].
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A Implementation details
GP training. We specify an “uninformative” prior on the hyperparameters ψ by only
specifying their ranges, i.e., we assume uniform priors on both the variance parameter σ2c
and on the characteristic length-scales `i, and take their product as the prior p(ψ):
p(ψ) = U(10−8, σUc )×
p∏
i=1
U(10−8, `Ui ),
where the choice of the upper bounds σUc , `
U
i depends on the problem at hand. The
posterior p(ψ|D) is then obtained by MCMC methods. We utilize the Python library
gptools [5] that uses the the affine-invariant ensemble sampler [11] known as emcee [9]. In
order to perform sampling, we initialize an ensemble of walkers (typically, 200) using the
prior p(ψ), run the parallelized emcee sampler for 400 steps, and use the final states of
each walker’s chain as posterior samples {ψ}nψj=1 with nψ equal to the number of walkers.
Evaluation of the posterior means and variances is also performed in parallel.
Solving (25). Our strategy for solving (25) is to first apply smoothing to the positive
part function [ · ]+, and then to apply a gradient-based optimization method to find its
maxima. Since the expected improvement function I(θ) is multi-modal, we employ a
multi-start strategy to find its multiple local maxima, and we choose the best one as our
solution.
For convenience and to make the following derivations simpler, we assume a diagonal
noise covariance ΣE . This allows us to write
g(θ;D,ψ) =
q∑
i=1
g(θ;Di,ψ),
where g(θ;Di,ψ) is a misfit for the i-th measurement (recall (15) and (16)):
g(θ;Di,ψ) = (zi − Vi
1/2m(θ;Di,ψ)−mi)2
σ2i + ViV(θ;D,ψ)
.
In order to use gradient-based algorithms for solving (25), we use a smoothed positive
part function [ · ]+η that depends on a smoothing parameter η. Specifically, we use the
following twice continuously differentiable function from [22]:
[x]+η =

0, if x ≤ 0,(
x3
η2
− x4
2η3
)
, if x ∈ (0, η),
x− η2 , if x ≥ η.
For this function [x]+η ≤ [x]+ ≤ [x]+η + 0.5η. We set η = 10−4 and in the following treat
[x]+η as a function of x only. With [ · ]+ substituted by [ · ]+η , the problem (25) is substituted
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by
max
θ∈Bθ
Iη(θ) := 1
nψ
nψ∑
j=1
[
gmin − g
(
θ;D,ψ(j))]+
η
. (28)
The gradient of the objective Iη(θ) can be computed as follows:
∇θIη(θ) = − 1
nψ
nψ∑
j=1
([
gmin − g
(
θ;D,ψ(j))]+
η
)′
∇θg
(
θ;D,ψ(j)),
where the gradient of the misfit function is given by
∇θg(θ;D,ψ) = −
q∑
i=1
[
2Vi1/2(zi − Vi1/2m(θ;Di,ψ)−mi)
σ2i + ViV(θ;D,ψ)
∇θm(θ;Di,ψ)
+ Vi
(zi − Vi1/2m(θ;Di,ψ)−mi)2
(σ2i + ViV(θ;D,ψ))2
∇θ V(θ;D,ψ)
]
.
Recall that the predictive mean for the i-th output has the form
m(θ;Di,ψ) = cTψ(Cψ)−1yi =
ntrain∑
j=1
c
(
θ,θ
(j)
train;ψ
)
v
(i)
j
with (v
(i)
j , . . . , v
(i)
ntrain)
T = vi := (Cψ)
−1yi. The gradient of the covariance between θ and
a point θ
(j)
train in the training set is
∇θc
(
θ,θ
(j)
train;ψ
)
= −Λ−1(θ − θ(j)train)c(θ,θ(j)train;ψ),
where Λ := diag[`21, . . . , `
2
p]. Thus, the gradient of the predictive mean with respect to θ is
∇θm(θ;Di,ψ) = −
ntrain∑
j=1
Λ−1
(
θ − θ(j)train
)
c
(
θ,θ
(j)
train;ψ
)
v
(i)
j ,
or in a more compact form
∇θm(θ;Di,ψ) = −Λ−1(θ − θtrain)(cψ · vi),
where θ− θtrain =
[
θ− θ(1)train, . . . ,θ− θ(ntrain)train
]
∈ Rp×ntrain , and a ·b means element-wise
product of the vectors a and b.
For the predictive variance
V(θ;D,ψ) = c(θ,θ;ψ)− cTψ(Cψ)−1cψ = σ2c − cTψ(Cψ)−1cψ,
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we get
∇θ V(θ;D,ψ) = 2Λ−1(θ − θtrain)(cψ · (Cψ)−1cψ).
Next we discuss the choice of the optimization method for solving (28) and the choice of
initial points.
We utilize the truncated Newton method [31] with bound constraints. Its implemen-
tation is available through the Python function scipy.optimize.fmin tnc. The bounding
box Bθ corresponds to the domain of the uniform prior on the parameters θ. We initial-
ize the solver from multiple initial locations chosen in Bθ either on a grid, or according
to a quasi-random design (Sobol sequence [37, Section 5.6.4]). The number of initializa-
tions is dictated by the dimensionality of the parameter space and by computational time
considerations. Since evaluation of the objective function is already performed in parallel
(with respect to the hyperparameter samples), we perform the optimizations sequentially
for the multiple starts. As convergence criteria we use the norm of the projected gradient,
the absolute difference in the consecutive function values, and the norm of the difference
in the consecutive iterate values. From the set of converged results we select the one
corresponding to the highest optimal objective value as the solution of (28).
Posterior estimation. In the numerical examples estimation of the posterior is also
performed with emcee. It requires providing the log-probability function that is a product
of the log-prior and the log-likelihood. For the “true” likelihood L(θ|z), the log-likelihood
(assuming diagonal noise covariance ΣE) is computed as follows:
logL(θ|z) = −1
2
q∑
i=1
[
(zi − fi(θ))2
2piσ2i
+ log(2piσ2i )
]
.
For the GP-based likelihood L(θ|z,D), the log-likelihood is approximated as:
logL(θ|z,D) ≈ log
( nψ∑
j=1
k(j)
nψ
exp
[
−1
2
g
(
θ;D,ψ(j))])
with k(j) =
(∏q
i=1 2pi
(
σ2i + Vi ·V
(
θ;D,ψ(j)))−1/2. In order to avoid an underflow when
computing this approximation, we use scipy.misc.logsumexp in Python that is based on
the following formulation:
logL(θ|z,D) ≈ −1
2
g∗ + log
( nψ∑
j=1
k(j)
nψ
exp
[
−1
2
(
g
(
θ;D,ψ(j))− g∗)]),
where
g∗ = min{g(θ;D,ψ(j)) | j = 1, . . . , ntrain}.
Finally, as previously mentioned, the prior p(θ) is taken to be uniform U(θL,θU ). The
posterior plots are generated using the Python library corner [8].
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B Inversion of permeability field
We use a test problem motivated by steady flow in porous media considered in [7]. The
governing equations are given by
−∇ · (κ(x;θ)∇u(x)) = q(x) x ∈ Ω := [0, 1]2 (29a)
κ(x;θ)∇u(x) · n(x) = 0 x ∈ ∂Ω (29b)∫
Ω
u(x)dx = 0. (29c)
The source term q(x) is defined by the mixture of four weighted Gaussians with standard
deviations of 0.05, centered at (0.3, 0.3), (0.7, 0.3), (0.7, 0.7), (0.3, 0.7), and with weights
{+2,−3,+3,−2}. Equations (29) are solved in FEniCS [23] using a 32× 32 uniform finite
element mesh with piecewise-linear Lagrange elements.
The permeability field κ(x;θ) is defined as a weighted sum of p = 9 radial basis functions
with the weights being the parameters of interest:
κ(x;θ) =
p∑
i=1
θibi(x), (30)
where
bi(x) = exp
[
−‖x− ci‖
2
2(0.15)2
]
with centers ci given by (0.5, 0.5), (0.25, 0.25), (0.75, 0.25), (0.75, 0.75), (0.25, 0.75), (0, 0.5),
(0.5, 0), (1., 0.5), (0.5, 1.).
0.0 0.2 0.4 0.6 0.8 1.0
x1
0.0
0.2
0.4
0.6
0.8
1.0
x 2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
(a) Permeability field κ(x;θtrue).
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(b) Solution u(x) corresponding to θtrue.
Figure 11: Setup of the Problem (29). Black dots in (b) indicate measurement locations.
The measurements are taken on a uniform 5 × 5 grid covering Ω resulting in a total
of 25 measurements. The measurement data z is generated with the following θtrue =
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(0.3, 0.6, 0.8, 1.5, 0.8, 1.0, 1.0, 0.3, 0.3)T by solving (29) on a 128 × 128 finite element mesh
and adding zero-mean measurement noise with σi = 0.01, i = 1, . . . , 25. The permeability
field corresponding to θtrue is shown in Figure 11(a), and the corresponding solution u(x)
of the problem (29) is shown in Figure 11(b).
We assume uniform priors on the parameters θ, p(θ) = U(Bθ), where B(θ) = [0, 1] ×
[0, 1]× [0, 1]× [0.8, 1.8]× [0, 1]× [0.5, 1.5]× [0.6, 1.6]× [0, 1]× [0, 1].
The initial design D contains 18 training inputs arranged in a Latin hypercube design.
We run Algorithm 1 (described in the main document) with nmax = 20, thresh = 0.01,
and we use 500 9-dimensional Sobol sequence points as initial guesses for the multi-start
optimization problem (25). We use the hyperparameter prior p(ψ) = U([0, 4]p+1). We
obtain nψ = 200 hyperparameter posterior samples with emcee using the likelihood function
(11) with normalized outputs (12).
The iteration history of Algorithm 1 for the Problem (29) is presented in Figure 12.
The reference value g∗min = 12.62 is computed by minimizing the true misfit function g(θ).
After 16 iterations of Algorithm 1, the achieved value of gmin is 56.09 which is relatively
large compared to g∗min. At iteration 17, however, all 500 local optimizations return zero
expected improvement objective value and the algorithm exits. Without performing ad-
ditional searches, we use the obtained GP model based on a total of 34 forward model
evaluations to estimate the parameter posteriors.
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Figure 12: Iteration history of Algorithm 1 for the Problem (29). Here g∗min = 12.62.
The result of estimating p(θ|z) with the full forward model is presented in Figure 14,
and the result of estimating p(θ|z,D) with the adaptively constructed GP model is shown
in Figure 15. In both cases, the plots are generated with 2× 104 posterior samples. Even
though our algorithm did not find the global minimum of the misfit function g(θ), the
obtained posterior agrees with the “true” one for most of the parameters judging by the
two- and one-dimensional marginals. The two slightly misspecified parameters appear to
be θ3 and θ4.
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The 95% high probability density (HPD) region for the true posterior p(θ|z) is given by
Htrueθ = [0.17, 0.48]× [0.52, 0.66]× [0.75, 0.88]× [1.35, 1.53]× [0.66, 0.83]
× [0.89, 1.19]× [0.86, 1.04]× [0.22, 0.38]× [0.25, 0.42].
The 95% HPD region for the GP-based posterior p(θ|z,D) is given by
HGPθ = [0.17, 0.49]× [0.53, 0.66]× [0.71, 0.83]× [1.34, 1.49]× [0.66, 0.79]
× [0.92, 1.21]× [0.86, 1.03]× [0.26, 0.39]× [0.28, 0.42].
To illustrate the inference results with the full model and the GP model, we plot the
recovered permeability fields corresponding to the values of θ fixed at the medians of the
one-dimensional marginals of the posteriors p(θ|z) (Figure 13(a)) and p(θ|z,D) (Figure
13(b)). As Figures 14 and 15 suggest, the medians of the one-dimensional marginals
provide good estimates of the modes of both posteriors. Thus, the permeability fields in
Figures 13(a) and 13(b) can be considered as point estimates of κ(x;θtrue) shown in Figure
11(a) given the measurements z.
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(a) Permeability field κ(x;θfullmedian).
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(b) Permeability field κ(x;θGPmedian).
Figure 13: Recovered permeability fields corresponding to θ fixed at the medians of the
one-dimensional marginals of the posteriors p(θ|z) (a) and p(θ|z,D) (b).
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Figure 14: Posterior p(θ|z) estimated with forward model (based on 2× 104 samples).
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Figure 15: Posterior p(θ|z,D) estimated with adaptive GP model built using a total of 34 forward
model evaluations (based on 2× 104 samples).
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