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Gegenstand der hier vorgestellten Arbeit ist die Betrachtung und der Vergleich von 
Datenbanksystemen und deren Einsatzbereich in Verbindung mit Echtzeitdatenströmen 
in Mobile Cloud Computing Architekturen. 
Nach Erläuterung der Funktionsweise von Datenbanken und deren Eigenschaften 
werden die Unterschiede zwischen den traditionellen relationalen und den 
echtzeitfähigen Datenbanken untersucht. 
Daraufhin wird ein Vergleich von verschiedenen echtzeitfähigen Datenbanken, wie 
RethinkDB und Google Firebase Realtime Database, durch Gegenüberstellung von 
Features, der Query-Language und der Realtime-Fähigkeit angefertigt. 
Die parallel zur Arbeit entwickelte Mobile-App basiert auf dem RemoteUI-System mit 
Anbindung an die NoSQL-Datenbank RethinkDB. Durch die Nutzung von Mobile Cloud 
Computing können rechenintensive Aufgaben wie die Verarbeitung von großen 
Mengen von Sensordaten durch einen leistungsstarken externen Server durchgeführt 
werden, um Rechen- und Akkuleistung des mobilen Endgeräts einzusparen. 
Als Echtzeitdatenströme werden GPS-Positionsdaten eines Smartphones genutzt, die 
per Mobile-App über eine REST-API an den Server gesendet werden. Diese werden dort 
von der Datenbank verarbeitet und für andere Nutzer der App wieder visuell verfügbar 
gemacht. Hierbei spielt vor allem die Verarbeitung auf dem Server eine bedeutende 
Rolle. 
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This study focuses on the comparison of various database systems and their usage in 
conjunction with real time data in mobile cloud computing systems. 
Ensuing an explanation of the general functionality of databases and their features, the 
differences between traditional relational and real time databases will be determined. 
Subsequently a comparison of different real time databases including RethinkDB and 
Google Firebase Realtime Database will be made by analyzing their features, query 
language and real time capabilities. 
Simultaneously, a mobile app based on the RemoteUI system in connection with the 
NoSQL database RethinkDB was developed. By using mobile cloud computing 
technology, intense computing work like processing big data sets from sensor data can 
be operated on a powerful external server to save computing and battery power on the 
mobile phone. 
GPS locations from the phone will be used as real time data and sent to the server via a 
REST-API. The data will be processed by the real time database, sent back to all other 
connected clients, and visually displayed. The importance of this procedure lies within 
the processing on the server side. 
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Die Motivation hinter dieser Arbeit liegt darin begründet, dass im heutigen Web und 
vor allem im mobilen Bereich Realtime-Anwendungen, also Anwendungen, die in einem 
vorgegebenen Zeitraum unabhängig von der gegebenen Last antworten müssen, 
immer bedeutsamer werden. Durch die stetig steigenden Nutzerzahlen müssen die 
Anwendungen darauf optimiert werden, einem großen Ansturm an gleichzeitigen 
Verbindungen zur Datenbank standhalten zu können und allen Abfragen in 
annehmbarer Zeit antworten zu können. Durch Nutzung von Realtime-Datenbanken 
und Mobile Cloud Computing kann dieses Problem angegangen werden, um auch 
Anwendungen mit mehreren Millionen Nutzern problemlos zu unterstützen. 
1.2 Überblick über die Arbeit 
Hinsichtlich der Vermeidung des angesprochenen Problems werden in dieser Arbeit 
verschiedene echtzeitfähige Datenbanken evaluiert. Zuvor werden die notwendigen 
Grundlagen erläutert. Darunter fallen die Definition von Echtzeit, die Eigenschaften von 
Datenbanken, Mobile Cloud Computing und der Unterschied von klassischen 
Datenbanken zu Realtime-Datenbanken. 
Im Anschluss werden die Idee, die genutzten Techniken und die praktische Umsetzung 
der Beispielanwendung, die die Realtime-Datenbank RethinkDB und das RemoteUI-
System nutzt, beschrieben. Durch Mobile Cloud Computing wird der eigentliche 
Programmcode serverseitig ausgeführt, während zwischen dem Client und dem Server 
eine stetige Verbindung besteht und die Kommunikation über einen WebSocket 
verläuft. 
Das Ergebnis der Arbeit wird ebenso wie die kennengelernten Datenbanken und 





2.1 Was ist Echtzeit? 
Unter Echtzeit versteht man nach DIN 44300 „[…] den Betrieb eines Rechensystems, bei 
dem Programme zur Verarbeitung anfallender Daten ständig betriebsbereit sind, derart, 
dass die Verarbeitungsergebnisse innerhalb einer vorgegebenen Zeitspanne verfügbar 
sind. […]“. [1] 
Der Duden beschreibt die Echtzeit als „vorgegebene Zeit, die bestimmte Prozesse einer 
elektronischen Rechenanlage in der Realität verbrauchen dürfen“. [2] 
Echtzeitsysteme werden hierbei meist dem Anspruch gerecht, innerhalb eines 
vorgegebenen Zeitraums eine Antwort liefern zu können, unabhängig davon wie groß 
die Last auf das System zu diesem Zeitpunkt ist. Kann diese Frist nicht eingehalten 
werden oder wird ein falsches Ergebnis geliefert, wird die Echtzeitverarbeitung, 
abhängig von der Anforderung, als gescheitert angesehen. [3] Wie groß der 
vorgegebene Zeitraum ist, spielt dabei keine Rolle. Die Festsetzung dessen hängt 
immer von der jeweiligen Anwendung ab. [4] 
 
Die Anforderung an Echtzeitsysteme kann in drei Gruppen unterteilt werden: 
 
Harte Echtzeitanforderungen 
Das Überschreiten der Frist wird als Versagen der Anforderung gewertet und resultiert 
in einem großen Schaden. Diese Anforderungen werden meist für Aufgaben gesetzt, 






Eine vereinzelte Überschreitung der Frist wird toleriert, jedoch ist das Ergebnis dann 
wertlos. Als Beispiel kann eine Fabrik angesehen werden, in der Roboter am Band 
immer ein bestimmtes Teil montieren müssen. Wird dies in der gegebenen Frist nicht 
erreicht, kann das gesamte Teil als nutzlos angesehen werden. Solange es aber in der 
finalen Qualitätskontrolle aussortiert wird und der Schaden nicht zu groß ist, kann die 
Produktion fortgesetzt werden. [5] 
 
 
Abbildung 1: Darstellung der harten Echtzeitanforderung als Kostendiagramm. 
Wird die Frist (Deadline) überschritten, dann gilt das System als gescheitert 
und resultiert in einem sprunghaften Anstieg der Kosten. 
Quelle: http://www.cse.unsw.edu.au/~cs9242/08/lectures/09-realtimex2.pdf, S. 5 
Quelle: http://www.cse.unsw.edu.au/~cs9242/08/lectures/09-realtimex2.pdf, S. 6 
Abbildung 2: Darstellung der festen Echtzeitanforderung. Je schneller die Aufgabe in der Frist 





Die Nützlichkeit des Ergebnisses sinkt nach Überschreiten der Frist. Ein Versagen des 
Systems ist dadurch aber nicht direkt gegeben, auch wenn die Frist mehrmals 
missachtet wird. Video-Livestreaming hat meist eine weiche Echtzeitanforderung. Das 
Verpassen der Frist resultiert in einem verzerrten oder ruckelnden Bild, jedoch kann der 
Livestream danach fortgesetzt werden. [5] 
 
Als Echtzeitdaten werden Daten beschrieben, die direkt nach Entgegennahme vom 
System an den Benutzer weitergegeben werden. [6] 
Daten, die als Echtzeitdaten genutzt werden können, lassen sich in fast jeder 
Anwendung finden. In jedem System, in dem Aktionen ausgeführt werden, können 






Quelle: http://www.cse.unsw.edu.au/~cs9242/08/lectures/09-realtimex2.pdf, S. 6 
Abbildung 3: Wird die Frist in der weichen Echtzeitanforderung überschritten, dann 






Die Informationen werden hierbei nicht wie herkömmlich vom Benutzer angefordert 
(pull), sondern vom System an den Benutzer geschickt (push). Dabei wird das System 
geschont, da unnötige Abfragen bei nicht vorhandenen Änderungen eingespart werden 
und gleichzeitig die Daten schneller beim Benutzer ankommen. Als Beispiel eines 
Echtzeitsystems kann die Google Analytics Echtzeit-Übersicht herangezogen werden. 
 
Auf der Seite von Google Analytics kann in Echtzeit beobachtet werden, welche Nutzer 
sich auf welcher Unterseite befinden. Die Daten aktualisieren sich dabei durch Push-
Technologie1 und werden innerhalb von Sekunden angepasst, sobald ein Nutzer die 
Seite wechselt. Bei mobilen Anwendungen hingegen wird die Realtime-Statistik nur 




                                                 
1
 Dazu im Developer-Modus den Netzwerktab beachten. Wenn Änderungen der Zahlen 
auftreten, wird kein Request ausgeführt. 
Abbildung 4: Sobald etwas passiert, wird ein Event 







2.2 Allgemeine Informationen über Datenbanken 
2.2.1 Wo und wieso werden Datenbanken eingesetzt? 
Datenbanken lassen sich überall im Leben antreffen und sind aus der Welt der IT nicht 
mehr wegzudenken. Ob Schulen oder Banken – fast alle im Internet zu findenden 
Anwendungen sind Datenbanken im Einsatz. Sie dienen dazu, Daten über eine 
vorhandene Schnittstelle persistent, das heißt dauerhaft über einen langen Zeitraum 
hinaus und ohne Verlust bei unvorhersehbaren Ereignissen wie einem Stromausfall, zu 
speichern. [8] Datenbanken erleichtern das Speichern, Abrufen und Vergleichen von 
verschiedensten Datensätzen. Ein Datenbanksystem besteht aus zwei Teilen: Der 
eigentlichen Datenbank und dem DBMS (Datenbankmanagementsystem). [9] Das 
DMBS kümmert sich dabei um die Verwaltung der Datensätze in der Datenbank, nimmt 
die vom Entwickler geschriebenen Anweisungen entgegen und verarbeitet diese. Durch 
Quelle: https://www.e-nor.com/blog/web-analytics/google-analytics-real-time-
wait-no-more 
Abbildung 5: Die Google Analytics Echtzeit-Übersicht. Hier werden in Echtzeit alle 




GUIs wie phpMyAdmin wird dem Entwickler eine Benutzeroberfläche geboten, welche 
die eingetragenen Daten in Form einer Tabelle anzeigt und Optionen bietet, um diese 
zu manipulieren. Eine direkte Interaktion des Entwicklers mit der eigentlichen 
Datenbank, ohne Verwendung des DBMS, ist meist nicht vorgesehen. Durch eine vom 
DBMS vorgegebene Sprache, wie beispielsweise SQL (Structured Query Language), wird 
dem Entwickler ermöglicht, unterschiedliche Befehle auf die Datenbank auszuführen, 
um die darin befindlichen Daten zu manipulieren. [10] 
2.2.2 Eigenschaften 
Relationale Datenbanken (siehe dazu auch Kapitel 2.2.3 Datenbankmodelle) können aus 
verschiedenen Tabellen bestehen, die wiederum mehrere Spalten besitzen können. 
Werden Daten in diese Tabelle eingetragen, entsteht dort eine neue Reihe. 
Im Normalfall besitzt jede Tabelle eine eindeutige Spalte mit einem Primärschlüssel. 
Unter allen in der Spalte vorkommenden Werten darf kein Wert mehr als einmal 
existieren. Dadurch kann jeder Datensatz eindeutig identifiziert werden. Ein 
Primärschlüssel kann sich ebenso über mehrere Spalten erstrecken. 
Um Datensätze über mehrere Tabellen hinweg zu verbinden, können Primärschlüssel 
einer Tabelle als Fremdschlüssel in einer anderen Tabelle genutzt werden. Dadurch 
kann beispielsweise über eine JOIN-Abfrage ein Kunde aus Tabelle A ausgelesen 
werden und gleichzeitig alle seine Einkäufe aus Tabelle B mitselektiert werden. Dies 
geschieht, indem der Primärschlüssel aus Tabelle A (Spalte ID) mit dem Fremdschlüssel 
kundenID aus Tabelle B verknüpft wird. 
Das Akronym CRUD (Create, Read, Update, Delete) steht für die vier Grundfunktionen 
zur Manipulierung von Datenbanken. [11] In SQL wird Create mit dem INSERT-, Read 
mit dem SELECT-, Update mit dem UPDATE- und Delete mit dem DELETE-Befehl 
assoziiert. Durch das Setzen von Bedingungen über eine WHERE-Klausel können 
spezifische Ressourcen verändert oder gelöscht werden. 
Um Redundanz, also die Speicherung von unnötigen und doppelten Informationen, zu 
vermeiden, werden Tabellen in Datenbanken durch den Normalisierungsprozess in 




von Daten auftreten, wenn diese mehrfach vorhanden sind, aber nur teilweise geändert 
werden. Dies führt zu inkonsistenten Daten. Der Normalisierungsprozess besteht aus 
mehreren Schritten, den sogenannten Normalformen, die alle aufeinander aufbauen 
und dazu dienen, Redundanz, Wiederholungsgruppen und fehlende Atomisierung zu 
vermeiden. [12] 
2.2.3 Datenbankmodelle 
Datenbanken basieren auf einem Modell, das Regeln vorgibt, wie die zu speichernden 
Daten strukturiert werden müssen. Wichtig hierbei ist vor allem die Beziehung der 
Daten untereinander. 
2.2.3.1 Hierarchische Datenbanken 
Sie sind die Vorgänger von relationalen Datenbankmodellen und basieren auf einer 
Baumstruktur. Es existiert eine Wurzel, die beliebig viele Kindselemente haben kann. 
Jedes Kindselement kann wiederum weitere Kindselemente haben, aber immer nur ein 
Elternelement. Um Daten aus hierarchischen Datenbanken auslesen zu können, muss 
die komplette Baumstruktur von oben nach unten abgearbeitet werden. [13] [14] 
2.2.3.2 Relationale Datenbanken 
Relationale Datenbanken sind die heute am häufigsten genutzten (Stand Juli 2016) 
Datenbanken. [15] Sie beruhen wie in Kapitel 2.2.2 beschrieben auf Tabellen und nutzen 
SQL als Abfragesprache. Bekannte Vertreter relationaler Datenbanken sind Oracle, 
MySQL und der MSSQLServer. 
2.2.3.3 Dokumentorientierte Datenbanken 
Dieses Datenbankmodell ist schemafrei, was bedeutet, dass es keine vorgegebene 
Struktur gibt. Jeder Datensatz kann unterschiedliche Spalten beziehungsweise Schlüssel 
besitzen. Zusätzlich können mehrdimensionale Strukturen existieren und Arrays 
abgespeichert werden. Dokumentorientierte Daten werden meist in JSON-Form 
abgespeichert und sind auch unter dem Namen NoSQL (Not Only SQL) bekannt. Die in 
Kapitel 3.3 eingesetzte Datenbank RethinkDB basiert ebenso auf diesem Modell. 




2.2.3.4 Objektorientierte Datenbanken 
Wie der Name bereits andeutet, können in objektorientierten Datenbanken reine 
Objekte sowie deren Attribute und Methoden gespeichert werden. Diese Datenbanken 
sind deswegen auch nur mit objektorientierten Programmiersprachen wie Java oder 
C++ verwendbar oder kommen mit einer eigenen Programmiersprache wie zum 
Beispiel JADE daher. [17] 
2.2.4 ACID 
ACID steht für Atomicity, Consistency, Isolation und Durability, welches 
Eigenschaften sind, die im Idealfall von jeder Datenbank-Transaktion erfüllt werden 
sollten. 
Als Transaktionen wird das erfolgreiche Abschließen einer kompletten Abfolge von 
einer oder mehrerer Abfragen ohne Fehler definiert. Tritt während der Abfragen ein 
Fehler auf, wird durch das Zurückrollen (Rollback) der bisher erfolgreichen Abfragen 
garantiert, dass der Zustand der Transaktion wie zu Beginn ist und keine 
Teilveränderungen und damit Inkonsistenzen vorliegen. [18] [19] Ein klassisches Beispiel 
einer Transaktion ist die Übertragung von Geld von Bankkonto A auf Bankkonto B. 
Dieser Prozess besteht immer aus zwei Schritten: 
1. Betrag X wird von Bankkonto A abgezogen 
2. Betrag X wird auf Bankkonto B gutgeschrieben 
Unter keinen Umständen darf nur einer dieser Schritte ausgeführt werden. Durch die 
Nutzung von Transaktionen kann dies abgesichert werden, selbst wenn Fehler auftreten 
sollten. 
Atomicity oder Atomarität trifft zu, wenn eine Transaktion unter allen Umständen 
entweder ganz oder gar nicht durchgeführt wird. Tritt während dieser ein Fehler, wie 
beispielsweise ein Stromausfall, auf müssen alle bisher erfolgreichen Schritte wieder 





Consistency oder Konsistenz bedeutet, dass, wenn die Datenbank vor Beginn der 
Transaktion in einem gültigen Zustand war, auch nach dem Beenden der Transaktion in 
einem gültigen Zustand sein muss. Das heißt, dass die referentielle Integrität der Daten 
gewährleistet sein muss. Das wiederum bedeutet, dass ein Fremdschlüssel, der auf eine 
referenzierte Tabelle zeigt, kann nur eingefügt werden, wenn in dieser Tabelle ein 
Primärschlüssel mit demselben Wert existiert. [22] [21] 
Isolation bedeutet, dass Transaktionen, die parallel ausgeführt werden, den Zustand 
und die Daten anderer unfertiger Transaktionen nicht kennen. Wenn eine Transaktion 
einen Datensatz lesen will, der gerade von einer anderen Transaktion bearbeitet wird, 
muss erstere warten, bis letztere abgeschlossen ist. [23] [21] 
Durability oder Dauerhaftigkeit soll gewährleisten, dass Daten, die durch erfolgreich 
abgeschlossene Transaktionen geändert wurden, dauerhaft gespeichert sind. Dies muss 
auch dann geschehen, wenn direkt nach Abschluss der Transaktion ein 
Datenbankabsturz auftritt und die Datenbank neu gestartet werden muss. [24] [21] 
2.2.5 CAP-Theorem 
Das CAP-Theorem oder auch Brewers Theorem besagt, dass es für verteilte Systeme 
unmöglich ist, alle der folgenden drei Bedingungen gleichzeitig zu erfüllen. Maximal 
können nur zwei der drei Bedingungen zur selben Zeit erfüllt werden. 
Consistency oder Konsistenz besagt, dass zwischen den verteilten Systemen kein 
Unterschied in den Daten vorliegen darf. In einem Cluster mit mehreren Datenbanken 
muss jede Abfrage auf unterschiedliche Datenbank-Server des Clusters dasselbe 
Ergebnis liefern. [25] [26] 
Availability oder Verfügbarkeit bedeutet, dass das vorhandene verteilte System 
verfügbar sein muss und Anfragen in annehmbarer Zeit entgegengenommen und 
beantwortet werden müssen. [25] [26] 
Partition Tolerance oder Partitionstoleranz heißt, dass auch wenn ein Knotenpunkt im 
System ausfällt, dieses weiterhin fähig ist, Anfragen zu beantworten und kein 




Die beiden Bedingungen Consistency und Partition Tolerance (CP) sind dann erfüllt, 
wenn die Daten zwischen allen Datenbankservern im System konsistent sind, auch 
wenn einer der Verbindungsknoten zwischen diesen ausgefallen ist. Die Bedingung der 
Verfügbarkeit (A) wird hierbei jedoch nicht erfüllt, wenn die Konsistenz durch 
Synchronisierung der Daten zwischen den verschiedenen Servern gewährleistet werden 
muss und einer dieser keine Antwort auf eine Anfrage liefert, da ein Datensatz gerade 
aktualisiert wird. [27] [28] 
Werden alle Anfragen beantwortet, auch wenn ein Teil des Systems durch einen Ausfall 
nicht verfügbar ist, treffen die beiden Bedingungen Availability und Partition Tolerance 
(AP) zu. Jedoch können hier unterschiedliche Daten von verschiedenen Servern 
zurückgegeben werden, wenn die Kommunikation und Synchronisierung zwischen 
diesen nicht möglich ist. Die Konsistenz (C) ist damit nicht gewährleistet. [27] [28] 
Consistency und Availability (CA) treten dann gemeinsam auf, wenn die Konsistenz aller 
Daten gewährleistet ist und das System auf jede Anfrage antwortet. Tritt hierbei jedoch 
ein Ausfall der Kommunikation zwischen den Partitionen auf, dann kann die Bedingung 
der Partition Tolerance nicht erfüllt werden, da nur lokale Konsistenz innerhalb einer 
Partition existiert und nicht zwischen den einzelnen Partitionen. [27] [28] 
Nach Coda Hale kann das dritte Konstrukt CA in verteilten Systemen aber nicht 
auftreten, da Partition Tolerance zwingend notwendig ist. [29] Er begründet das mit 
folgendem Beispiel: Es existiert ein verteiltes System mit den drei Servern A, B und C. 
Durch einen Fehler werden diese in Partition {A, B} und {C} aufgeteilt, das heißt weder A 
noch B kann mit C kommunizieren und umgekehrt. Wenn nun Daten auf Server C 
aktualisiert werden sollen, gibt es genau zwei Möglichkeiten: 
1. Die Aktualisierung wird auf C mit dem Wissen durchgeführt, dass diese weder A 
noch B erreicht  Keine Konsistenz der Daten auf allen Servern. 
2. Die Aktualisierung wird auf C nicht durchgeführt, um die Konsistenz zu 
gewährleisten  Die Verfügbarkeit ist somit bei Server C nicht vorhanden, da 
die Anfrage abgewiesen wird. 
Da eine Entscheidung zwischen diesen Möglichkeiten zwingend notwendig ist, kann 




Eric Brewer, der Kopf hinter dem CAP-Theorem, bestätigt diese Aussage. [30] In einem 
von ihm veröffentlichen Artikel aus dem Jahr 2012 findet sich dazu folgender Abschnitt:  
„Does choosing consistency and availability (CA) as the "2 of 3" make sense? As some 
researchers correctly point out, exactly what it means to forfeit P is unclear. Can a 
designer choose not to have partitions? If the choice is CA, and then there is a partition, 
the choice must revert to C or A. It is best to think about this probabilistically: choosing 
CA should mean that the probability of a partition is far less than that of other systemic 
failures, such as disasters or multiple simultaneous faults.“ [31] 
Brewer will damit sagen, dass, wenn die Wahl auf CA fällt, die Wahrscheinlichkeit einer 
Trennung von Servern im verteilten System viel geringer sein muss als andere 
Vorkommnisse wie Katastrophen oder mehrere gleichzeitige Störungen. Denn bei 
solchen Vorkommnissen sind meist beide Bedingungen, Konsistenz und Verfügbarkeit, 
nicht garantiert. 
Wie aber soll mit einer Partition, also einer Trennung der Kommunikation zwischen 
Servern im verteilten Netz, umgegangen werden? 
Abbildung 6: Das Bild zeigt den Ablauf eines Kommunikationsabbruchs zwischen zwei Servern. Im 
Startzustand S funktioniert das System noch wie gewünscht bis die Trennung auftritt. Danach 
existieren die Zustände S1 und S2, die sich im „Partition mode“ befinden, ein Zustand, der 
beispielsweise nur bestimmte Aktionen, wie SELECT- und INSERT-Befehle, auf die Datenbank 
zulässt, um die Inkonsistenz nicht zu groß werden zulassen. Wenn wieder Kommunikation zwischen 
den zwei Seiten besteht und Zustand S‘ erreicht ist, muss die Inkonsistenz durch bestimmte 







Base steht für Basically Available, Soft state, Eventual consistency und besagt, dass 
Konsistenz zeitlich bedingt nicht direkt nach jeder Transaktion über das Cluster verteilt 
vorhanden ist, da Änderungen asynchron über alle Knoten repliziert werden müssen. 
Die Konsistenz wird dann letztendlich nach einer kurzen Zeitspanne erreicht. Dadurch 
wird die Verfügbarkeit und Geschwindigkeit der Anwendung erhöht, jedoch muss der 
Client mit Rückgabe von „stale data“ also veralteten Daten, die nicht der Realität 
entsprechen, rechnen. BASE kann als Gegensatz zu ACID gesehen werden, da dort wie 
in Kapitel 2.2.4 beschrieben auf volle Konsistenz gesetzt wird und Änderungen 
synchron repliziert werden. [25] [32] 
2.3 Mobile Cloud Computing 
Bevor Mobile Cloud Computing definiert werden kann, muss zuerst der Begriff Cloud 
Computing verstanden werden. Das BSI (Bundesamt für Sicherheit in der 
Informationstechnik) definiert diesen folgendermaßen: 
„Cloud Computing bezeichnet das dynamisch an den Bedarf angepasste Anbieten, 
Nutzen und Abrechnen von IT-Dienstleistungen über ein Netz. Angebot und Nutzung 
dieser Dienstleistungen erfolgen dabei ausschließlich über definierte technische 
Schnittstellen und Protokolle. Die Spannbreite der im Rahmen von Cloud Computing 
angebotenen Dienstleistungen umfasst das komplette Spektrum der 
Informationstechnik und beinhaltet unter anderem Infrastruktur (z. B. Rechenleistung, 
Speicherplatz), Plattformen und Software.“ [33] 
Cloud Computing kann laut dem National Institute of Standards and Technology in drei 
Grundarten von Service-Modellen klassifiziert werden: [34] 
Infrastructure as a Service (IaaS): Dem Kunden wird hierbei die komplette 
Infrastruktur geboten. Diese wird dabei nicht vom Kunden gewartet, sondern vom 
Hoster. Der Kunde hat Zugriff auf Komponenten wie Speicher, Netzwerk und Hardware. 




Der große Vorteil dabei ist die Flexibilität und die Kontrolle sowie die Ressourcen und 
die problemlose Aufstockung dieser. [35] [36] 
Platform as a Service (PaaS): Bei diesem Service erhält der Kunde kein Zugriff auf die 
oben genannten Komponenten, er kann lediglich die von ihm erstellten Anwendungen, 
Programme und vom Provider bereitgestellten Tools auf dem Server nutzen. Vorteil 
hierbei ist, dass der Kunde keine Erfahrung im Verwalten von Servern haben muss und 
sich lediglich mit seiner Anwendung beschäftigen kann. [34] 
Software as a Service (SaaS): Der Provider bietet in diesem Fall seinen Kunden eine 
oder mehrere Anwendungen an, welche diese über verschiedene Clients wie dem 
Browser oder einer mobilen App nutzen können. Ein Beispiel hierfür wäre eine E-Mail-
Anwendung. E-Mails können empfangen und gesendet werden, ohne dass sich der 
Kunde um die Wartung des eigentlichen Programms oder des Servers kümmern muss. 
[34] [35] 
Wieso aber wird eine mobile Cloud benötigt? Gründe sind die verschiedenen 
Limitierungen, die mit Smartphones mit sich bringen: Schwächere Prozessoren als 
herkömmliche PCs, limitierte Akkulaufzeit und begrenzte Konnektivität. 
Für den Begriff Mobile Cloud Computing existieren verschiedene Konzepte: [37] 
1. Die mobile Anwendung greift auf einen entfernten Rechner (Remote-Server) zu, 
wie beispielsweise bei der Gmail App von Google. Die Anwendung selber agiert 
dabei nur als Client, der mit dem Server in Verbindung steht. 
Abbildung 7: Ein Smartphone nutzt eine App, die ihre Funktionalität auf einem externen Remote 






2. Ein weiteres Konzept für MCC (Mobile Cloud Computing) besteht darin, dass 
mobile Geräte unter sich selber ein P2P (Peer-to-Peer) Netzwerk aufbauen und 
Ressourcen teilen. Beispielsweise können Sensordaten wie GPS- und 
Thermometerdaten kombiniert und zusammengefasst werden, sodass Abfragen 
erstellt werden können, die nur durch die Kombination der Messwerte von 




3. Das letzte Konzept ist vor allem für öffentliche Plätze wie Cafés oder 
Einkaufszentren interessant. Dabei kommen kleine kostengünstige Server, 
sogenannte Cloudlets, die über eine starke Internetverbindung zum Remote-
Server verbunden sind, zum Einsatz. Die Clients an den öffentlichen Plätzen 
verbinden sich dabei dann nicht direkt mit dem Remote-Server, sondern mit 
dem Cloudlet, so dass Latenz und Bandbreite eingespart werden kann. Wenn 
der Client sich aus dem Radius des Cloudlets entfernt, verbindet er sich wieder 
direkt mit dem Remote-Server. 
Abbildung 8: Mehrere Smartphones in näherer Umgebung interessieren sich für dieselbe 









Das Hauptziel von MCC ist die Reduktion des Energieverbrauchs. Der Anteil des 
Verbrauchs durch Kommunikation mit dem Remote Server sollte geringer sein als der 
daraus geschlagene Profit. 
Mobile Cloud Computing basiert demnach auf Cloud Computing, hat jedoch weitere 
Probleme wie begrenzte Netzwerkverfügbarkeit und Akkulaufzeit, die beachtet werden 
müssen. Auch müssen Anwendungen auf plötzliche Änderungen der Umwelt, in der 
sich das mobile Endgerät befindet, vorbereitet sein. Unterbrechungen der 
Internetverbindung können durch viele verschiedene Aspekte ausgelöst werden und 
sollten durch mobile Anwendungen, die die Cloud nutzen, beachtet werden. Neben den 
bereits vorhandenen Einschränkungen des Smartphones können durch Cloud Services 
jedoch noch weitere Probleme auftreten. Da der Speicherplatz auf mobilen Endgeräten 
meist knapp bemessen ist, lagern viele Nutzer ihre Daten in die Cloud aus. Das birgt 
unter anderem das Risiko, dass der Anbieter der Cloud angreifbar ist und die Daten 
somit nicht sicher vor fremden Zugriffen sind, die Cloud durch technische Probleme 
nicht erreichbar ist oder der Anbieter vom Markt verschwindet und somit alle Daten 
gelöscht werden. 
Auch die Privatsphäre der Daten spielt eine große Rolle für die Nutzer. Dies trifft vor 
allem zu, wenn es sich dabei um private Fotos, Nachrichten oder standortbezogene 
Abbildung 9: Die Clients verbinden sich nicht direkt mit der Remote Cloud, sondern mit einem Local 
Cloudlet Server in nächster Nähe, so dass eine bessere Latenz vorhanden ist. Der Cloudlet Server, der 







Daten handelt. Durch die Auslagerung in die Cloud geht diese komplett verloren, da 
der Nutzer die physische Kontrolle darüber verliert. [37] 
Eine aktuell erfolgreiche Beispielanwendung, die Mobile Cloud Computing nutzt, ist 
Prisma. [38] Bei der App für Android und iOS können Filter, ähnlich wie bei Instagram, 
auf eigene Fotos angewandt werden. Der große Unterschied zu Instagram ist jedoch, 
dass die Filter nicht lokal auf dem mobilen Endgerät angewendet werden, sondern auf 
einem externen Server. 
Nach Auswahl des entsprechenden Bildes und des gewünschten Filters wird das Bild auf 
den Remote-Server hochgeladen. Die komplexe Erstellung des neuen Bildes mit Filter 
wird vom Server übernommen, da dabei künstliche Intelligenz in Kombination mit 
neuronalen Netzen genutzt wird. Da die Verarbeitung viel Rechenleistung benötigt, 
wird diese Aufgabe auf den Server ausgelagert und nicht lokal auf dem Smartphone 
erledigt. Die App muss lediglich das Ursprungsbild hoch- und das in der Cloud neu 
erstellte Bild herunterladen. [39] 
Wie angesprochen verliert der Nutzer nach erfolgreichem Upload jedoch die komplette 
Kontrolle über das Bild. Auch Prisma sichert sich „nicht-exklusive, weltweite, weiter 
veräußerbare“ Nutzungsrechte an den Fotos und Nutzt Geodaten der Nutzer. [40] 
 
2.4 Unterschiede zwischen Realtime-fähigen und klassischen 
Datenbanken 
Wie in Kapitel 2.2 bereits erläutert, haben klassische Datenbanken bestimmte 
Eigenschaften und folgen meist Prinzipien wie beispielsweise dem des ACID-Prinzips 
(siehe Abschnitt 2.2.4). Realtime-fähige Datenbanken bauen auf den klassischen auf 
und erweitern diese um die aus Kapitel 1 kennengelernte Frist (Deadline) oder auch 
Zeitspanne, die vorgibt, wie lange eine Antwort maximal benötigen darf, bis diese nicht 
mehr von Nutzen ist. [41] Durch die rasante Entwicklung des Internets und dem 




bedeutsamer, um in Anwendungen wie beispielsweise WhatsApp [42] die mehreren 
Milliarden Lese- und Schreibvorgänge pro Tag verarbeiten zu können. 
 
Ein gutes Beispiel für die Nutzung von Realtime Datenbanken ist die Börse. Hier 
müssen hunderte Unternehmen und deren Aktienkurs überwacht werden. Änderungen 




Abbildung 10: Die Kurse des DAX. Änderungen der Kurse werden in Echtzeit angezeigt. 




Die Kurswerte müssen dabei stets aktuell sein, um ihre Gültigkeit zu behalten. Für die 
Datenbank gilt eine weiche Echtzeitanforderung, da veraltete Werte zwar kein 
komplettes Scheitern verursachen, jedoch können hier im schlimmsten Fall andere 
Kosten entstehen, weil der Kurs beim Kauf eigentlich höher oder niedriger als 
angegeben ist. 
Im Gegensatz zu klassischen Datenbanken, die das Ziel haben, schnelle Antwortzeiten 
zu liefern, werden Realtime Datenbanken daran gemessen, wie oft diese ihre Deadline 
überschreiten, wie hoch die durchschnittliche Zeit dieser misslungenen Abfragen ist 
und wie aktuell die zurückgegebenen Daten sind. Die gegebene Zeitspanne wird meist 
vom Entwickler festgelegt und gilt für ausgewählte Transaktionen, jedoch nicht 
notwendigerweise für alle. [43] [44] 
Die von den meisten klassischen Datenbanken unterstützten ACID-Eigenschaften 
werden nicht von allen Realtime Datenbanken unterstützt, da das Erfüllen dieser 
zeitintensiv ist und die eigentliche Aufgabe der Datenbank blockiert wird. [43] Um 
jedoch Konsistenz in Realtime Datenbanken zu gewährleisten, müssen Transaktionen 
möglicherweise blockiert bzw. aufgeschoben werden, was aber dazu führen kann, dass 
die vorgegebene Deadline nicht eingehalten werden kann. [45] 
Während Transaktionen der klassischen Datenbanken hinsichtlich des Ablaufes und der 
Nebenläufigkeit lediglich nach den ACID-Eigenschaften bewertet werden, gibt es für 
die Transaktionen der Realtime-Datenbanken wesentlich mehr Eigenschaften, die 
beachtet werden können: [43] [41] 
- Die Deadline: Die gegebene Frist darf oder sollte nicht überschritten werden, 
ansonsten ist der zurückgegebene Wert möglicherweise nutzlos. 
- Wichtigkeit (criticalness): Transaktionen können eine unterschiedliche 
Wichtigkeit besitzen. Je höher die Wichtigkeit, desto dringender ist es 
notwendig die Deadline einzuhalten. 
- Häufigkeit (periodicity): Wie oft kommt diese Transaktion in der Anwendung 
vor? 
- Zeitpunkt der Events: Zu welchem Zeitpunkt in der Transaktion wird aus der 




- Wertfunktion (value function): Diese hängt mit der Wichtigkeit der 
Transaktion zusammen und berechnet den Wert dieser zu einem bestimmten 




- Erwartete Ausführungszeit: Diese ist schwer vorherzusagen, kann jedoch auf 
Tests von Worst-Case-Szenarien basieren. 
- Voraussetzungen für die Daten: Die Lese- und Schreibsets, welche die 
Transaktion mit sich bringt. Unter Set versteht man zusammenhängende Menge 
von Daten. 
Quelle: http://ilpubs.stanford.edu:8090/39/1/1993-6.pdf, S. 4 
Abbildung 11: Beispiele von Wert-Funktionen: (a) zeigt einen fallenden Wert nach Ablauf 
der Deadline, bis dieser bei 0 ist. (b) zeigt einen direkten Wertverlust auf 0, sobald die 
Deadline überschritten ist. (c) zeigt wie (b) einen direkten Wertverlust, der auch negativ 




- Andere Semantiken: Handelt es sich nur um eine lesende oder auch 
schreibende Transaktion? Kann es zu Konflikten mit anderen Transaktionen 
kommen und falls ja, werden diese Transaktionen zur selben Zeit ausgeführt? 
 
Konkurrierende Datenbankzugriffe durch Transaktionen und deren Reihenfolge in der 
Ausführung sollten anhand von Priorität und Wichtigkeit dieser festgelegt werden. Vier 
typische Probleme können dabei auftreten: [41] 
- Wasted restart (vergeudeter Neustart): Dieses Problem tritt auf, wenn eine 
höher priorisierte Transaktion eine niedriger priorisierte Transaktion abbricht 
und später dann selber verworfen wird, weil die festgelegte Frist nicht 
eingehalten werden kann. 
- Wasted wait (vergeudetes Warten): Das Phänomen tritt auf, wenn eine 
niedrig priorisierte Transaktion auf den Abschluss einer höher priorisierten 
Transaktion warten muss, diese jedoch die Frist nicht einhalten kann und die 
niedrig priorisierte Transaktion umsonst gewartet hat. 
- Wasted execution (vergeudete Ausführung): Eine vergeudete Ausführung 
tritt auf, wenn eine niedrig priorisierte Transaktion in der Validierungsphase neu 
gestartet wird, weil es einen Konflikt mit einer höher priorisierten Transaktion 
gibt, die noch nicht abgeschlossen ist. Die Validierungsphase stellt sicher, dass 
alle Transaktionen serialisierbar sind. Bei lesenden Abfragen stellt die 
Validierungsphase sicher, dass die gelesenen Daten immer noch die aktuellen 
sind. Für schreibende Abfragen muss garantiert werden, dass die aktuelle 
Transaktion im serialisierbaren Weg ausgeführt wurde. [41] Serialisierbarkeit 
bedeutet, dass das resultierende Ergebnis dasselbe ist, wie wenn die 
Transaktionen sequentiell ausführt werden würden, ohne zu überlappen. [46] 
- Unnecessary restart (unnötiger Neustart): Tritt auf, wenn ein Neustart einer 
Transaktion, die sich in der Validierungsphase befindet, durchgeführt wird, auch 
wenn eine serialisierbare Historie existiert. Historie wird ein Ausführungsplan 





Die ersten beiden Probleme treten normalerweise beim Two-Phase Locking auf. Dabei 
handelt es sich um eine Transaktion, die zwei Sperrphasen durchläuft. In der ersten 
Phase, der Wachstumsphase, werden Locks nur gesetzt, aber niemals freigegeben. In 
Phase zwei, der Schrumpfphase, werden Locks nur freigegeben und nicht gesetzt. [47] 
Die anderen Probleme treten auf, wenn optimistische Methoden, wie die Vorwärts- 
bzw. Rückwärtsvalidierung, genutzt werden. Bei der Rückwärtsvalidierung wird unter 
anderem nach Konflikten mit bereits abgeschlossenen Transaktionen gesucht, indem 
die ausgelesenen Daten der zu validierenden Transaktion mit den geschriebenen Daten 
der abgeschlossenen Transaktion verglichen werden. 
Das Ziel der Planung von Transaktionen ist, dass so viele Transaktionen wie möglich in 
der gegebenen Frist erfolgreich ausgeführt werden können. [41] 
 
2.5 Übersicht und Vergleich von Realtime-fähigen Datenbanken 
hinsichtlich deren Features, Skalierbarkeit und Echtzeitfähigkeit 
2.5.1 RethinkDB 
2.5.1.1 Allgemeines und Features 
Bei RethinkDB handelt es sich um eine dokumentbasierte NoSQL-Datenbank, die 
speziell für Realtime-Anwendungen konzipiert wurde. Die eigens entwickelte Sprache 
für Datenbankabfragen unterscheidet sich stark zu der bekannten SQL-Sprache, bietet 
mit Joins, Filtern, Geospatial Abfragen und Indexen aber sogar noch mehr 
Möglichkeiten als SQL. Verschiedene Abfragen können verkettet (chained) werden, da 
die Methoden immer das aktuelle Objekt zurückgeben (Method chaining – Siehe dazu 
auch Kapitel 2.5.1.3). Zusätzlich bietet RethinkDB ein integriertes Web-GUI, das eine 
Übersicht der aktuellen Server, Replicas und Shards bietet. Auch Datenbanken und 
Tabellen können dort direkt per Mausklick angelegt und verwaltet werden. Ein 





Dokumente werden im JSON-Format gespeichert und können durch offizielle und von 
der Community erstellte Sprachtreiber (Client drivers) angesprochen werden. Offizielle 
Sprachtreiber sind in JavaScript (Node.js), Ruby, Python und Java vorhanden. Die in 
Abschnitt 3.3 umgesetzte Anwendung basiert auf RethinkDB und dem Java-Treiber. 
RethinkDB ist für alle modernen Realtime-Anwendungen, wie zum Beispiel Multiplayer 
Spiele, Echtzeit-Marktplätzen wie eBay und kollaborativen Apps wie Google Docs 
geeignet. Für das „Internet der Dinge“ (IdD) (Englisch: Internet of Things, IoT) eignet 
sich RethinkDB auch bestens, beispielsweise zur Überwachung von Systemen mit sich 
schnell ändernden Sensordaten, die Anpassungen vornehmen müssen, sobald ein Wert 
eine bestimmte Grenze unterschreitet. Auch für die Beispielanwendung aus Kapitel 3.3 
ist die Architektur der Datenbank gut geeignet, da dort aktuelle Positionsdaten in 
Echtzeit verarbeitet und in der App für alle anderen Nutzer angezeigt werden müssen. 
Anstatt Daten über Polling von der Datenbank in einem bestimmten Intervall abfragen 
zu müssen, werden die Daten von dieser an die Clients über Callback-Funktionen 
gepusht. Somit wird unnötige Last vermieden und die Anwendung kann bei 
entsprechendem Setup über Millionen Nutzer hinweg ohne Probleme skaliert werden.  
RethinkDB wurde komplett in C++ geschrieben, um eine schnelle Performance zu 
garantieren. Die Datenbank ist Open-Source und kostenlos für jeden verfügbar. Der 
Quellcode kann auf GitHub eingesehen werden. [48] [49] [50] 
 
2.5.1.2 Skalierbarkeit und Performance 
RethinkDB bietet eine unkomplizierte Möglichkeit, die Last auf die Datenbank durch 
Clustering und Sharding so zu verteilen, dass mehrere Millionen Anfragen ohne 
Komplikationen verarbeitet werden können. Dabei können entweder mehrere Instanzen 
von RethinkDB auf einer Maschine erstellt werden oder ein Cluster, das aus mehreren 
Rechnern besteht. [51] Das Routing wird hierbei komplett von RethinkDB übernommen 
und der Programmierer muss sich lediglich um die Bereitstellung des Clusters 
kümmern. Komplexe Abfragen werden auf die verschiedenen Nodes aufgeteilt und 




Ein Cluster sind vernetzte Computer, die zusammenarbeiten und von außen her als 
einziger Computer wahrgenommen werden. Durch Zusammenlegen von mehreren 
Computern kann höhere Performance und eine schnellere Antwortzeit garantiert 
werden. [53] 
Nodes sind Punkte in einem Netzwerk, die Übertragungsströme steuern und zu 
anderen Nodes weiterleiten können. Darunter fallen beispielsweise Switches oder auch 
Server. [54] 
Wenn das Sharding für die Datenbank aktiviert wird, werden Daten anhand des 
Primärschlüssels aus einer Tabelle in mehrere Tabellen aufgeteilt und so die Größe der 
einzelnen Tabellen reduziert. Dadurch steigt die Performance bei der Abfrage nach 
bestimmten Daten, da pro Tabelle weniger Datensätze vorhanden sind. [55] 
Beim Starten des Datenbank-Servers über den Befehl rethinkdb werden drei Ports 
belegt: 
Port 28015 wird für den eigentlichen Datenbankserver genutzt. Dieser Port wird 
beispielsweise in Node.js genutzt, um sich mit der Datenbank zu verbinden. 
Port 29015 wird belegt, damit sich andere RethinkDB-Instanzen im Cluster zur aktuell 
gestarteten Instanz verbinden können. 
Port 8080 wird für das Admin Web Interface genutzt. Dort können neben 
Shardingoptionen die aktuelle Last auf die Datenbank beobachtet werden und Queries 
direkt ausgeführt werden. 
Um ein Cluster aus zwei Instanzen aufzubauen, muss die erste Instanz über den Befehl 
rethinkdb --bind all gestartet werden. Die zweite Datenbank-Instanz, die sich 
auf einem anderen Server mit unterschiedlicher IP befindet, kann über rethinkdb --
join IP_ERSTE_INSTANZ:29015 --bind all mit ersterer verbunden werden. Mit 
diesen zwei Befehlen ist das Cluster bereits lauffähig. Durch --bind all wird der 
Zugriff für alle Verbindungen von außen geöffnet und nicht nur für den lokalen Zugriff. 
Der Zugriff sollte dann durch die Filterung von IP-Adressen mit einer Firewall wie 





2.5.1.3 Query-Language und Syntax 
RethinkDB nutzt als Abfragesprache ReQL (RethinkDB Query Language), die sich von 
anderen NoSQL Abfragesprachen unterscheidet und auf drei Prinzipien basiert: [57] 
1. ReQL passt sich der Programmiersprache an: Es ist nicht nötig, die Abfrage als 
Text zu definieren oder eigene JSON-Objekte zu erstellen, welche die Abfrage 
beinhalten. Stattdessen werden wie gewohnt Methodenaufrufe genutzt und 
entsprechende Parameter übergeben. Das hat unter anderem den Vorteil, dass 
die Chance gering ist, bösartigen Code durch Nutzung von Strings 
eingeschleust zu bekommen. Außerdem muss der Programmierer keine neue 
Sprache lernen, sondern sich lediglich in eine neue Bibliothek und deren 
Methoden einarbeiten. 
2. Abfragen können verkettet werden: Durch die Rückgabe des aktuellen Objektes 
können Abfragen getrennt durch einen Punkt verkettet werden. Dies vereinfacht 
die Programmierung durch die gesteigerte Übersicht und Lesbarkeit. 
3. Alle Abfragen werden serverseitig ausgeführt: Abfragen werden erst nach Aufruf 
der run()-Methode komplett an den Server gesendet und können ohne 
Probleme in Variablen gespeichert werden. 
Beispiel-Abfragen: 
Einen bestimmten Autor aus der authors Tabelle auslesen:  
r.table('authors ').get('id') 
Einen neuen Autor in die Tabelle einfügen:  
r.table('authors').insert({name: 'Chris', age: 23}) 
Alle Autoren, die jünger als 25 Jahre alt sind, aus der Tabelle löschen: 
r.table('authors').filter(r.row('age').lt(25)).delete() 
 
2.5.1.4 Datenkonsistenz bei Abfragen 
Schreibende Datenbankabfragen in RethinkDB unterstützen die Atomarität aus Kapitel 
2.2.4, solange diese nur einen Datensatz betreffen. Abfragen, die weitere Sub-Queries 
(Unterabfragen) beinhalten, durch das Ausführen von JavaScript-Code nicht 




atomar. Nicht atomare Abfragen werden im Fehlerfall dann möglicherweise nur zum 
Teil ausgeführt. Erkennt RethinkDB eine Update- oder Replace-Query, die nicht atomar 
ausgeführt werden kann, wird ein Fehler angezeigt. Wird der Parameter nonAtomic mit 
dem Wert true zusätzlich zur Abfrage an den Server übergeben, dann wird eine nicht-
atomare Abfrage in Kauf genommen und kein Fehler mehr erzeugt. [58] 
Um Schreib- und Leseabfragen gleichzeitig ausführen zu können, erstellt RethinkDB bei 
Bedarf eine Schattenkopie des aktuellen vollständig balancierten B-Baums und behält 
zwei unterschiedliche Versionen im Speicher, um so beide Abfragen zur selben Zeit 
ausführen zu können. Dabei handelt es sich um das MVCC-Verfahren (Multiversion 
Concurrency Control), das dazu dient, parallele Zugriffe auf die Datenbank zu 
ermöglichen, ohne den Zugriff auf diese zu blockieren.  
Speicher wird nur dann blockiert, wenn mehrere Schreibanfragen in unmittelbarer Nähe 
eines Blocks geschehen. [59] 
Um die Dauerhaftigkeit aus Kapitel 2.2.4 und die Konsistenz aus Kapitel 2.2.5 zu 
gewährleisten, bietet RethinkDB drei Einstellungen an: [60] 
1. Schreibbestätigung: Über den Befehl write_acks kann die Art der 
Schreibbestätigung beeinflusst werden. Mit dem Wert majority, welcher der 
Standardwert ist, werden Schreibabfragen als bestätigt markiert, wenn die 
Mehrheit der Replicas einen Erfolg zurückmeldet. Replicas sind einzelne 
Datenbankserver mit denselben Daten, die sich stetig synchronisieren. So sind 
dieselben Daten auf mehreren Servern verfügbar, können schneller an die 
Clients ausgeliefert werden und sind bei Ausfall eines Servers weiterhin 
verfügbar. [61] Die vorhandenen Shards werden dem Primary Replica, also dem 
Datenbank-Hauptserver [62], zugewiesen. Alle Lese- und Schreibanfragen auf 
einen bestimmten Datensatz im jeweiligen Shard werden an dessen Primary 
Replica geroutet und in der Reihenfolge abgearbeitet, wie sie dort ankommen. 
[63] Mit single werden Schreibabfragen direkt bestätigt, sobald nur ein Replica 
einen Erfolg meldet. Das geschieht beim erfolgreichen Persistieren der Daten 




2. Dauerhaftigkeit: Diese kann über den Parameter durability gesetzt werden. 
Der Standardwert ist hard, was bedeutet, dass Schreibvorgänge erst auf die 
Festplatte geschrieben werden und dann einen Erfolg melden. Im soft Modus 
wird die Bestätigung sofort gesendet, sobald sich die Änderungen nur im 
Arbeitsspeicher befinden. Dies beschleunigt die Abfrage, ist jedoch anfälliger 
wenn Fehler auftreten. 
3. Lese-Modus: Über readMode kann angegeben werden, welche Daten bei einer 
Abfrage aus welchem Bereich ausgelesen werden sollen. Mit single, dem 
Standardwert, werden Daten aus dem Arbeitsspeicher zurückgegeben, die aber 
noch nicht auf der Festplatte persistiert sein müssen. Mit majority werden nur 
Daten zurückgegeben, die sich sicher auf dem größten Teil aller Replicas auf 
jeder Festplatte befinden. Da hier jeder Replica abgefragt werden muss, dauert 
dieser Modus am längsten ist aber gleichzeitig auch der konsistenteste. 
outdated liefert Werte zurück, die sich auf einem in der Nähe befindlichen 
Replica im Arbeitsspeicher befinden. 
RethinkDB kann entweder immer aktuelle Daten oder teils aktuelle Daten zurückliefern. 
Standardmäßig liefert RethinkDB immer aktuelle Daten zurück, indem es alle Anfragen 
an den Primary Replica weiterleitet und dort sequentiell abarbeitet. Wenn dieser jedoch 
nicht vorhanden ist, sind Lese- und Schreibanfragen nicht garantiert erfolgreich. Der 
Entwickler hat die Möglichkeit über den eben genannten Parameter readMode: 
outdated bewusst teils aktuelle Daten zuzulassen. [64] Dadurch werden Anfragen an 
den nächsten Replica Server gesendet und somit die Latenz verringert und die 
Verfügbarkeit der Daten erhöht. [65] 
Wie in Abschnitt 2.2.5 beschrieben, wird im CAP-Theorem neben der Partitionstoleranz 
entweder die Konsistenz oder die Verfügbarkeit gewährleistet. RethinkDB hat sich für 
die Konsistenz und gegen die Verfügbarkeit entschieden. Wird das Clusternetz durch 
eine Störung getrennt, kommt es darauf an auf welcher Seite der Störung sich der 
Client, der die Abfrage absendet, befindet. Ist dies die Seite mit den meisten Replica 
Servern, können Abfragen ohne Verluste erfolgreich ausgeführt werden. Befindet er 
sich jedoch auf der anderen Seite mit der Hälfte oder weniger Replica Servern, dann 




eine Abfrage über mehrere Shards hinweg gemacht werden muss, weil notwendige 
Daten verteilt sind, jene Shards sich aber auf der anderen Seite der Störung befinden, 
kann die Abfrage fehlschlagen. [66] 
2.5.1.5 Echtzeitfähigkeit 
RethinkDB unterstützt Realtime-Anwendungen von Grund auf. Anstatt Daten jedoch 
wie in traditionellen Datenbanken in einem bestimmten Intervall zu pullen, kann in 
RethinkDB ein Changefeed erstellt werden, der über Änderungen in bestimmten 
Tabellen automatisch informiert. Diese werden direkt vom Datenbankserver gepusht, 
um so unnötige Belastung durch dauerhaftes Pullen zu vermeiden. Changefeeds 
können über die Methode changes() auf eine ganze Tabelle, einen bestimmten 
Datensatz oder sogar auf eine spezielle Abfrage mit Bedingungen angewandt werden. 
[67] 
 
Changefeed auf eine ganze Tabelle: 
r.table('users').changes().run(conn, function(err, cursor) { 





RethinkDB wird die Callback-Funktion jedes Mal aufrufen, sobald sich in der users-
Tabelle etwas ändert. Das passiert, wenn ein neuer Datensatz hinzugefügt wird, ein 
bestehender Datensatz sich verändert oder ein Datensatz gelöscht wird. In der 
Callback-Funktion, die einen Cursor als Parameter besitzt, wird jede Änderung in der 
Konsole ausgegeben. Der Cursor blockiert die Schleife so lange, bis neue Änderungen 
verfügbar sind. Die Struktur des User-Objekts sieht folgendermaßen aus: 
{ 
old_val: null, 






Wenn old_val den Wert null hat und new_val das Objekt des neuen Datensatzes 
beinhaltet, handelt es sich um einen neuen Eintrag in der Tabelle. Hat old_val 
hingegen einen Wert und new_val ist null, dann wurde der Datensatz aus old_val 
soeben aus der Tabelle gelöscht. Befindet sich in beiden Elementen ein Objekt, dann 
wurde der Datensatz aus old_val bearbeitet. In new_val befindet sich dann das 
aktualisierte Objekt. 
 
Changefeed auf einen bestimmten Datensatz: 
r.table('users').get(150).changes().run(conn, callback); 
 
Für diesen Changefeed wird die Callback-Funktion nur dann aufgerufen, wenn sich der 
Datensatz ändert, der die id 150 hat. Die Methode get() liest Datensätze immer 
anhand ihres Primärschlüssels aus. 




Hier wird die Callback-Funktion nur aufgerufen, wenn sich in der Tabelle messages ein 
Datensatz ändert, der als roomID den Wert 3 hat. 
changes() bietet verschiedene Parameter zur Optimierung der Realtime-Fähigkeit 
hinsichtlich der Performance und der Art des Changefeeds an: [68] 
- squash: Mit diesem Parameter kann definiert werden, ob Änderungen 
aufeinanderfolgend oder als Batch (Stapel) geliefert werden sollen. Mit dem 
Standardwert false werden alle Änderungen nacheinander an die Callback-
Funktion übergeben. Mit true werden mehrere Änderungen, die in einem 
kurzen Zeitraum passieren, zusammengefasst und die Callback-Funktion nur 
einmal aufgerufen. Stattdessen kann aber auch eine Dezimalzahl angegeben 
werden, die besagt, wie lange der Server warten soll, bis er Änderungen 
zusammenfasst und auf einmal sendet. Duplikate, also mehrere Änderungen 
desselben Datensatzes, werden erkannt und zusammengefasst, sodass nur die 




- changefeedQueueSize: Die maximale Anzahl an Änderungen, die der Server 
zwischenspeichert, bevor er diese löscht und einen Fehler sendet. 
- includeTypes: Wird für diesen Parameter der Wert true übergeben, enthält 
jeder Changefeed einen Key type mit dem Wert add, remove, change, initial, 
uninitial oder state. Dieser gibt an, ob es sich bei dem Changefeed um 
einen neuen Eintrag, ein Update oder eine Löschung handelt. Hierbei entfällt 
dann die Differenzierung von old_val und new_val durch den 
Programmierer. 
RethinkDB bietet durch seine Realtime-Implementierung einige Vorteile gegenüber 
anderer Datenbanken. Beispielsweise muss, wie bei MongoDB, kein Replication- oder 
Operationslog ausgelesen und gefiltert werden. [69] Diese Logs zeichnen alle 
Transaktionen mit der Datenbank auf und können ebenso für Realtime-Anwendungen 
genutzt werden. Jedoch ist hier 
1. die Filterung des einzelnen Logs aufwändiger als bei RethinkDB, weil 
möglicherweise viel mehr Informationen wie benötigt geliefert werden und 
2. bei einem Cluster mit mehreren Datenbank-Servern, auf denen Sharding aktiv 
ist, mehrere Logs vorhanden sind und diese kombiniert gefiltert werden 
müssen. [69] In RethinkDB wird sich darum automatisch gekümmert. [70] 
Gerade wenn komplexere Realtime-Daten, wie etwa eine Rangliste von Spielern eines 
Spiels, dargestellt werden sollen, muss für andere Datenbanken die Sortierung dieser 
Spieler und deren Punkte nach Auslesen des Logs geschehen. In RethinkDB hingegen 
existiert mit Changefeeds eine unkomplizierte Möglichkeit, die Änderungen des 
Punktestands direkt über die Abfrage 
r.table('game').orderBy('score').limit(3).changes() zu ermitteln. Dabei 





2.5.2 Google Firebase Realtime Database 
2.5.2.1 Allgemeines und Features 
Bei der Firebase Realtime Database handelt es sich um eine NoSQL-Datenbank von 
Google, die sich in der Cloud befindet. Dokumente werden, wie auch bei RethinkDB, im 
JSON-Format gespeichert und haben im Gegensatz zu traditionellen Datenbanken kein 
festes Schema. 
Google bietet SDKs für Android, iOS und JavaScript (Node.js) an. Dank einer 
vorhandenen REST-API kann mit der Datenbank in jeder anderen Sprache 
kommuniziert werden, die HTTP-Abfragen ausführen kann. Durch die nahtlose 
Integration in Android, das ebenfalls von Google gepflegt wird, ist es möglich, mit der 
Datenbank nur von der Client-Seite aus zu interagieren. Ein eigener Server ist nicht 
zwingend notwendig, da alle Daten in der Google-Cloud gespeichert werden. Durch die 
Nutzung der Cloud und intelligenter Offline-Funktionalität bleiben Daten auch dann 
erhalten, wenn das Smartphone kein Empfang hat. Daten werden bei nicht vorhandener 
Konnektivität auf Wunsch zwischengespeichert und automatisch synchronisiert, sobald 
das Gerät wieder online geht. [71] 
Die Realtime-Funktionalität wird über die Nutzung von Push-Technologie gelöst. Über 
einen Eventlistener kann der Client sich für spezielle Events, beispielsweise wie dem 
Hinzufügen eines neuen Kommentars zu einem Blog-Eintrag, informieren lassen, ohne 
dabei ununterbrochen die Datenbank nach neuen Kommentaren abfragen zu müssen 
und so unnötige Last zu verursachen. [72] 
Der Quellcode der Datenbank ist nicht Open-Source. Während der Entwicklung ist die 
Nutzung, mit Einschränkungen bei der gleichzeitigen Verbindungsanzahl von Nutzern 
zur Datenbank und der Größe der Datenbank, kostenlos. Für kommerzielle Projekte 
bietet Google zwei weitere Preismodelle an. [73] 
2.5.2.2 Skalierbarkeit und Performance 
Da alle Daten in der Google-Cloud gespeichert werden und die Datenbank auf den 
Servern von Google liegt, wird selber keine Infrastruktur benötigt. Googles BLAZE 




wird und auch nur für die benötigten Kapazitäten zu zahlen. Um Missbrauch zu 
vermeiden, wird lediglich ein Limit von 10.000 simultanen Verbindungen zur Datenbank 
gesetzt. Dies kann jedoch auf Wunsch durch Google innerhalb von 24 Stunden erhöht 
werden. [74] Die Firebase Realtime Database skaliert bei diesem Plan automatisch ihre 
Ressourcen und unterstützt weltweit mehrere Millionen Nutzer. [73] 
2.5.2.3 Query-Language und Syntax 
Die bereitgestellten SDKs für Android, iOS und JavaScript unterscheiden sich, bis auf die 
eigentliche Programmiersprache, in der Funktionalität nicht. Die hier aufgeführten 
Beispiel-Abfragen sind in Java geschrieben und werden von dem Android-SKD 
bereitgestellt. 
Bevor mit der Datenbank interagiert werden kann, muss eine Referenz dazu erstellt 
werden:  
DatabaseReference database = 
FirebaseDatabase.getInstance().getReference(); 
 
Über die Variable database können die verschiedenen Lese- und Schreibabfragen 
durchgeführt werden. Mit setValue() können Daten in Tabellen eingefügt werden. Die 
Methode nimmt neben den Standardtypen wie String, Long, Double, Boolean auch 
eigene Java-Objekte als Parameter an. Das Objekt benötigt lediglich einen 
Standardkonstruktor ohne Parameter und Getter- und Settermethoden für alle 
Attribute. So kann beispielsweise ein Benutzer-Objekt ohne Probleme in die Datenbank 
eingetragen werden. Die Attribute der Klasse werden als Kindselemente im JSON-
Dokument gespeichert. [75] 
@IgnoreExtraProperties 
public class User { 
 public String username; 
 public String email; 
 
 public User() { 
 } 
 public User(String username, String email) { 
  this.username = username; 





 public void setUsername(String username) { 
  this.username = username; 
 } 
 public String getUsername() { 
  return username; 
 } 
public void setEmail(String email) { 
  this.email = email; 
 } 
 public String getEmail() { 




Nachdem die User-Klasse mit zwei Konstruktoren und den Getter- und 
Settermethoden ausgestattet wurde, wird ein User-Objekt mit Beispieldaten erstellt. 
 
User user = new User("Chris", "cw077@hdm-stuttgart.de"); 
database.child("users").child(1).setValue(user); 
 
Über child("users") wird auf die Tabelle users2 zugegriffen und per child(1) das 
Kindselement mit dem Key 1 erstellt. In dieses wird das User-Objekt hinein 
gespeichert, das automatisch zu JSON serialisiert wird. Nach erfolgreichem Speichern 
der Daten in der Cloud sieht die Struktur des JSON-Dokumentes folgendermaßen aus: 
{ 
 "users": { 
  1: { 
   "username": "Chris", 
   "email": "cw077@hdm-stuttgart.de" 




                                                 
2
 Es handelt sich hierbei um keine tatsächlich angelegte Tabelle users, sondern um ein großes 




Um beispielsweise den Benutzername zu ersetzen, kann dasselbe Prinzip wie oben 





setValue() nimmt als zweiten Parameter optional einen CompletionListener an, der 
aufgerufen wird, sobald die Datenbank-Operation abgeschlossen oder ein Fehler 
aufgetreten ist. [75] 
Wenn nicht alle Werte ersetzt, sondern nur aktualisiert werden sollen, kann das über 
updateChildren() erledigt werden: 





Hierbei werden der Benutzername und die E-Mail-Adresse gleichzeitig aktualisiert. Die 
Abfrage über updateChildren() ist dabei atomar. Entweder werden alle Felder 
erfolgreich aktualisiert oder keines, falls ein Fehler auftritt. [75] 





 public void onDataChange(DataSnapshot dataSnapshot) { 




 public void onCancelled(DatabaseError databaseError) {} 
}); 
 
An diese wird das Interface eines ValueEventListener übergeben, das die beiden 




aufgerufen, sobald der Datensatz ausgelesen wurde. Über 
dataSnapshot.getValue(User.class) kann das User-Objekt wiederhergestellt 
werden. Im Fehlerfall wird onCancelled() aufgerufen. Dies geschieht, wenn 
beispielsweise kein Zugriff auf diesen Bereich erlaubt ist. Der genaue Grund des Fehlers 
kann über databaseError.toException() ermittelt werden. [76] 




2.5.2.4 Datenkonsistenz bei Abfragen 
Daten, die über updateChildren() in die Datenbank eingetragen werden, 
unterstützen die Atomarität. Entweder werden alle Updates erfolgreich ausgeführt oder 
keines. [78] 
Die Google Firebase Realtime Database bietet unter anderem auch Transaktionen an, 
die sich an das ACID-Prinzip aus Kapitel 2.2.4 halten. Dadurch kann vermieden werden, 
veraltete Daten auszulesen und mit diesen zu arbeiten, wenn simultane Abfragen den 
gleichen Datensatz bearbeiten. 
In diesem Szenario kann jeder Nutzer Bewertungen von anderen Nutzern bekommen. 
Wenn zwei Nutzer versuchen, einen anderen Nutzer gleichzeitig zu bewerten, könnte es 
ohne die Nutzung von Transaktionen vorkommen, dass bei einer Datenbankoperation 
veraltete Daten genutzt werden und das Ergebnis dadurch verfälscht wird. 
DatabaseReference userRef = database.child("users/1/upvotes"); 
 
Zu Beginn des Scripts muss eine Referenz auf die Bewertungen des Nutzers mit der ID 
1 erstellt werden. 





Daraufhin wird eine Transaktion mit dieser Referenz, welche die beiden Methoden 
doTransaction() und onComplete() beinhaltet, gestartet. Letzteres wird bei Erfolg 
oder im Fehlerfall aufgerufen. [79] 
 @Override 
 public Transaction.Result doTransaction(MutableData mutableData) 
{ 
 Integer currentValue = mutableData.getValue(Integer.class); 
 
 if (currentValue == null) { 
  mutableData.setValue(1); 
 } else { 
  mutableData.setValue(currentValue + 1); 
 } 
  return Transaction.success(mutableData); 
 } 
 
doTransaction() wird durch den Transaction-Handler öfters aufgerufen und der 
zurückgegebene Wert kann auch null sein, wenn die Daten lokal noch nicht existieren. 
Wenn der Wert nicht null ist, wird er um einen Zähler erhöht, ansonsten initial auf 1 
gesetzt. Am Ende der Methode wird das MutableData-Objekt mit dem veränderten 
Wert zurückgegeben. 
 @Override 
 public void onComplete(DatabaseError databaseError, boolean b, 
DataSnapshot dataSnapshot) {} 
}); 
2.5.2.5 Echtzeitfähigkeit 
Die Realtime Database unterstützt, wie auch die RethinkDB-Datenbank, Eventlisteners 
auf bestimmte Datenabschnitte und wird über das Push-Verfahren darüber informiert, 
wenn sich etwas im zu beobachtenden Bereich ändert. Wenn alle Nutzer der App 
informiert werden sollen, sobald sich die Daten eines bestimmten Nutzers ändern, kann 
das mit folgendem Code realisiert werden: [76] 
DatabaseReference userRef = database.child("users/1"); 
 
Am Anfang wird wieder eine Referenz auf den Benutzer mit der ID 1 erstellt, indem auf 




ValueEventListener userListener = new ValueEventListener() { 
 @Override 
 public void onDataChange(DataSnapshot dataSnapshot) { 




 public void onCancelled(DatabaseError databaseError) { 
  Log.w(TAG, "User-Änderungen konnten wegen eines Fehlers 





Wie auch bei der Methode addListenerForSingleValueEvent() wird ein 
ValueEventListener mit den beiden Methoden onDataChange() und 
onCancelled() erstellt. Statt der Methode addListenerForSingleValueEvent() 
muss dieses Mal jedoch addValueEventListener() auf die Datenbankreferenz 
angewandt werden. Dadurch werden die Daten nicht nur einmal ausgelesen, sondern 
zusätzlich auch bei jeder Änderung. Zu Beginn wird onDataChange() einmalig 
aufgerufen und liest den aktuellen Nutzer aus. Danach wird die Methode bei jeder 
Änderung des Nutzerobjektes, beispielsweise wenn dessen E-Mail-Adresse sich ändert, 
aufgerufen. 
Diese Methode hat aber nur dann ein Nutzen, wenn der Key eines Nutzers bekannt ist. 
Soll zum Beispiel eine Realtime-Liste aller Nutzer dargestellt werden, muss ein 
ChildEventlistener auf users gesetzt werden, der dann getriggert wird, wenn sich 
ein Kindselement in diesem Zweig ändert oder hinzugefügt wird. Dieser Listener 
reagiert nur auf Einträge, die durch die push()- oder updateChildren()-Methode 
hinzugefügt werden. [80] 
DatabaseReference usersRef = database.child("users"); 
ChildEventListener childEventListener = new ChildEventListener() { 
 @Override 
 public void onChildAdded(DataSnapshot dataSnapshot, String 
previousChildName) { 





onChildAdded() wird genau wie onDataChange() initial für jedes Kindselement 
aufgerufen und danach wird jede Änderung per Realtime gepusht. Über 
getValue(User.class) kann das DataSnapshot-Objekt in das User-Objekt 
konvertiert und der Nutzer in Echtzeit zur Liste hinzugefügt werden. 
 @Override 
 public void onChildChanged(DataSnapshot dataSnapshot, String 
previousChildName) { 
  User user = dataSnapshot.getValue(User.class); 
  String userID = dataSnapshot.getKey(); 
 } 
 
Die Methode onChildChanged() wird bei Änderungen von Kindselementen 
aufgerufen, beispielsweise wenn ein Nutzer seinen Namen ändert. Neben dem 
eigentlichen User-Objekt kann über dataSnapshot.getKey() auf den Key des 
Nutzers zugegriffen werden, in diesem Fall die User-ID.  
 @Override 
 public void onChildRemoved(DataSnapshot dataSnapshot) { 
  String userID = dataSnapshot.getKey(); 
 } 
 
Wenn ein Kindselement gelöscht wird, wird onChildRemoved() aufgerufen. Da das 
User-Objekt nicht mehr existiert, bleibt nur noch der Zugriff auf den Primary Key des 
Nutzers. 
 @Override 
 public void onChildMoved(DataSnapshot dataSnapshot, String 
previousChildName) { 
  User user = dataSnapshot.getValue(User.class); 
  String userID = dataSnapshot.getKey(); 
 } 
 
onChildMoved() wird nur aufgerufen, nachdem onChildChanged() durch ein Update 







 public void onCancelled(DatabaseError databaseError) { 
  Log.w(TAG, "User-Änderungen konnten wegen eines Fehlers 





Um einen Eventlistener wieder zu entfernen, muss die Methode 
removeEventListener() auf die Datenbankreferenz aufgerufen werden, auf die der 
Eventlistener auch hinzugefügt wurde: 
DatabaseReference usersRef = database.child("users"); 
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3. Praktische Umsetzung 
3.1 Idee und Herausforderung 
Um die in der Arbeit beschriebene Realtime-Fähigkeit zu demonstrieren, wurde parallel 
dazu eine Demoanwendung geschrieben, die ein Echtzeitszenario widerspiegelt. Die 
ursprüngliche Idee war es, einen „Freunde-Tracker“ zu schreiben, mit dem es möglich 
sein sollte, seine Freunde anhand einer ID auf einer Google-Maps Karte live zu 
verfolgen. Hier würde es sich zwar auch um eine Echtzeitanwendung handeln, jedoch 
wäre dabei immer nur ein Datensatz vorhanden, der sich in gewissen Zeitabständen 
ändern würde. Um das steigende Nutzeraufkommen der Realität so getreu wie möglich 
nachzustellen, wurde die Idee angepasst. Statt nur einen Freund auf der Karte anzeigen 
zu lassen, sollen nun alle verbundenen Clients und deren aktuelle Position per Marker 
auf dieser angezeigt werden. Dadurch kann die Echtzeitfähigkeit der eingesetzten 
Datenbank besser beurteilt werden, da diese dann mit vielen gleichzeitigen 
Änderungen in der Tabelle umgehen können muss. 
In Version 1.0 der Anwendung werden noch keine realen Positionsdaten der Clients 
ausgelesen, da dieses Feature zum Zeitpunkt der Entwicklung noch nicht in RemoteUI 
implementiert war. Stattdessen wird zur Simulation der Positionsdaten ein Node.js 
Script genutzt, das zufällig generierte Daten in die Datenbank einträgt. 
Über eine REST-API können Positionsdaten hinzugefügt, verändert oder gelöscht 
werden. Jeder Client besitzt dabei eine einzigartige ID, zu der ein Eintrag in der 
Datenbank zugeordnet werden kann. 
Die Herausforderung an der Umsetzung war neben der Einarbeitung in RemoteUI und 
RethinkDB die korrekte Implementierung des Changefeeds und die dazugehörige 
Visualisierung der Nutzer auf der Google-Maps Karte. 
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3.2 Genutzte Techniken 
3.2.1 RethinkDB 
Unter den Realtime-Datenbanken wurde die in Abschnitt 2.5.1 beschriebene RethinkDB 
als ideale Komponente für die Beispielanwendung ausgewählt. Gründe dafür waren 
unter anderem, dass diese als Open-Source-Projekt zur Verfügung steht, unter 
Windows, OS X und Ubuntu lauffähig ist, viele verschiedene Client-Treiber bereitstellt 
und damit für die Art der Anwendung perfekt geeignet ist. [50] 
3.2.2 RemoteUI 
RemoteUI ist ein App-Framework, das dem Entwickler die Möglichkeit bietet, seine App 
in nur einer Programmiersprache zu entwickeln, diese jedoch gleichzeitig für die zwei 
bedeutsamsten mobilen Plattformen, Android und iOS, als native App zur Verfügung zu 
stellen. Das RemoteUI-System besteht dabei aus einem Client, der auf dem Smartphone 
installiert wird und dem RemoteUI-Server, mit dem der Client über eine WebSocket-
Verbindung kommuniziert. Die Kommunikation findet dabei im binären Format über 
das schnelle RemoteUI-Protokoll statt. Dieses ist hierarchisch und überträgt die als 
erstes benötigten Informationen, wie beispielsweise das Layout der App, vorrangig. 
Die serverseitige Entwicklung findet in Java statt. RemoteUI nutzt das Spring-
Framework in dem Dependency Injections, Annotationen und eine MVC-Architektur 
zum Einsatz kommen. Data-Bindings erleichtern die Kommunikation zwischen dem 
Controller und dem View. Änderungen von Eigenschaften im Controller, die gleichzeitig 
auch im View referenziert sind, werden dabei automatisch dargestellt. Ebenso werden 
Änderungen im View für Elemente wie Textfelder automatisch auf die Eigenschaft im 
Controller widergespiegelt. Das Layout wird in einem Android ähnlichen XML-Syntax 
geschrieben. Dank der WebSocket-Verbindung können Designänderungen vom Server 
direkt an die Clients gepusht werden und sind in Echtzeit sichtbar. Eine mühsame 
Neuinstallation der App für jede kleine Änderung ist nicht mehr notwendig. [81] 




Da in der aktuellen Version der Umsetzung noch keine realen Positionsdaten 
ausgelesen werden, wurde zusätzlich ein Simulationsscript in Node.js geschrieben.  
Zur Simulation fügt dieses zufallsgenerierte Positionsdaten in die Datenbank ein und 
aktualisiert diese in regelmäßigen Abständen. 




Zu Beginn der Umsetzung mussten die entsprechenden Tools eingerichtet werden. 
RemoteUI wurde in Version 0.26.1 installiert und über den Befehl mvn –N package 
konfiguriert. Zuvor war die Installation und Einrichtung von Apache Maven und Java 
notwendig. Durch den Befehl wurden die benötigten Bibliotheken automatisch 
installiert. Danach konnte mit mvn archetype:generate -Dfilter=remoteui im 
gewünschten Verzeichnis das erste RemoteUI-Projekt angelegt werden. Nach 
erfolgreicher Generierung des Projektes konnte mit dem Befehl mvn tomcat7:run-war 
der Tomcat Server gestartet werden. RemoteUI generiert nach Ausführung des Befehls 
ein direkt installierbares .war-Archiv, das den kompletten Quellcode enthält. Nach 
Kompilierung und Ausgabe von INFORMATION: Starting ProtocolHandler 
["http-bio-9090"] in der Konsole kann der Server unter http://localhost:9090 
erreicht werden. 
RethinkDB für Windows wird als ausführbare .exe-Datei zum Download bereitgestellt. 
Die Weboberfläche ist nach Starten des Datenbankservers unter http://localhost:8080 
erreichbar. Dort können Datenbanken und Tabellen per GUI erstellt und gleichzeitig per 
Mausklick Cluster- und Shardingoptionen bearbeitet werden. 
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Node.js kann ebenso über eine .exe-Datei installiert werden und steht nach Neustart 
des Computers mit dem Befehl node in der Eingabeaufforderung von Windows zur 
Verfügung. 
Nach erfolgreicher Einrichtung der benötigten Tools kann in der Weboberfläche von 
RethinkDB die benötigte Datenbank und Tabelle erstellt werden. Für die 
Demoanwendung wird die Datenbank test und die Tabelle location genutzt. 
Der erste Schritt war, die Kommunikation mit der Datenbank herzustellen. Dazu wurde 
die Klasse LocationController genutzt, die eine von außen erreichbare REST-API 
bereitstellt. Dort können über CRUD-Operationen (Create, Read, Update, Delete) 
Datensätze der Tabelle location manipuliert werden. In der init()-Methode des 
Controllers wird die Verbindung zur Datenbank hergestellt und die Tabelle location 
erstellt, falls diese noch nicht existiert: 
public void init(){ 
 conn = db.getConnection(); 
 r = db.getR(); 
  
 if (!tableExists("location")) { 




Durch Springs Annotation wird die Variable db automatisch mit einem neuen 
DatabaseManager-Objekt assoziiert. 
@Autowired 
private DatabaseManager db; 
 
/** 
 * Routing method for inserting a location 
 * @param json 
 * @return the new location json object, including the generated id 
 */ 
@RequestMapping(path = "/location", method = RequestMethod.POST) 
@ResponseBody 
public ResponseEntity post(@RequestBody String json) { 
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Die Methode post() nimmt als Parameter einen String entgegen, der durch die 
Annotation @RequestBody den Inhalt des POST-Bodys zugewiesen bekommt. Die 
POST-Route dient dazu, neue Datensätze in die Tabelle einzufügen. Durch 
@RequestMapping kann angegeben werden bei welchem Pfadaufruf und durch welche 
HTTP-Methode die Methode aufgerufen werden soll. @ResponseBody gibt an, dass der 
zurückgegebene Typ der Methode als Body der HTTP-Antwort genutzt werden soll.    
 try { 
  JSONObject location = (JSONObject) new 
JSONParser().parse(json); 
  Double lat = (Double) location.get("lat"); 
  Double lng = (Double) location.get("lng"); 
  String userID = (String) location.get("userID"); 
   
  // we need all three parameters 
  if (lat == null || lng == null || userID == null) { 
   return 
ResponseEntity.status(HttpStatus.BAD_REQUEST).build(); 
  } 
 
Zu Beginn der Methode werden die benötigten Parameter aus dem Request-Body 
ausgelesen. Falls einer dieser nicht gesetzt sein sollte, gibt die Methode einen HTTP-
Statuscode von „400 Bad Request“ zurück. Dieser repräsentiert eine fehlerhafte 
Anfrage.   
  // check if given user already has an db entry (we only 
allow one per user) 
  Cursor cursor = 
r.table("location").filter(r.hashMap("userID", 
userID)).limit(1).run(conn); 
  boolean userIDInUse = false; 
   
  for (Object doc : cursor) { 
   userIDInUse = true; 
  } 
   
  if (userIDInUse) { 
   return 
ResponseEntity.status(HttpStatus.FORBIDDEN).body("The given userID 
already has an entry. Use PUT /location/{locationID} instead."); 
  } 
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Da pro Benutzer nur ein Standort in der Datenbank vorhanden sein darf, wird vorher im 
Script mit dem Parameter userID nach einem bereits vorhandenen Datensatz in der 
location-Tabelle gesucht. Sollte dieser vorhanden sein, wird mit dem HTTP-
Statuscode „403 Forbidden“ geantwortet und die Information geliefert, dass bereits ein 
Benutzer mit dieser ID existiert.  
  // insert new location 
  HashMap hm = r.table("location").insert(r.hashMap("userID", 
userID).with("location", r.point(lng, lat))).optArg("return_changes", 
true).run(conn); 
   
  // get returned json object with generated id 
  ArrayList<HashMap> changes = (ArrayList<HashMap>) 
hm.get("changes"); 
  HashMap change = changes.get(0); 
  HashMap newVal = (HashMap) change.get("new_val"); 
   
  org.json.JSONObject newLocation = new 
org.json.JSONObject(newVal); 
   
  return 
ResponseEntity.status(HttpStatus.OK).body(newLocation.toString()); 
 
Nach erfolgreicher Validierung der Parameter und Kontrolle der userID wird der neue 
Standort in die Tabelle eingefügt. Durch den Parameter return_changes wird der neu 
generierte Datensatz, der auch die ID als Primärschlüssel beinhaltet, mitausgelesen. Das 
komplette Objekt wird als JSON-formatierter String mit dem Statuscode „200 OK“ 
zurückgegeben. 
 } catch (ParseException e) { 
  e.printStackTrace(); 
   
  return 
ResponseEntity.status(HttpStatus.CONFLICT).body("Error parsing your 
json body. Please check and retry."); 
 } 
} 
Falls beim Parsen des erhaltenen JSON-Strings im HTTP-Request ein Fehler auftritt, wird 
eine ParseException geworfen. Das kann vorkommen, wenn beispielsweise ein 
fehlerhaft formatierter String übergeben wird. Die Exception wird abgefangen und der 
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Anfrage mit einem „409 Conflict“ HTTP-Statuscode mitgeteilt, dass ein Fehler 
aufgetreten ist. 
Neben der post()-Methode, um neue Standorte einzufügen, bietet die Klasse noch 
weitere Methoden an: 
- getAll(): Liest alle Standorte aus. 
- get(): Liest einen einzelnen Standort aus. 
- put(): Modifiziert einen vorhandenen Standort. 
- delete(): Löscht einen einzelnen Standort aus der Tabelle. 
- deleteAll(): Leert die Tabelle locations komplett. 
Das Layout der App ist simpel gehalten und besteht lediglich aus einem LinearLayout, 
das ein MapView-Element beinhaltet. 
 <LinearLayout width="fill_parent" height="fill_parent" 
  orientation="vertical"> 
 
  <MapView 
   width="fill_parent" height="0dp" layoutWeight="1" 
compassEnabled="true" 
   locationButtonEnabled="true" cameraTilt="90" 
cameraBearing="0" 
   mapType="normal" zoomControlsEnabled="true" 
zoomLevel="3" 
   rotateGesturesEnabled="true" markers="#{markers}" 
scrollGesturesEnabled="true" 
   tiltGesturesEnabled="true" animate="true"  




Durch markers="#{markers}" wird ein Two-Way-Binding erzwungen. Hierbei wird das 








 * Init method, which gets called first 
 */ 
public void init() { 
 Utils.log("init"); 
 
 // get random id for user (2^122 possibilities, should'nt 
collide in our use case) 
 uuid = UUID.randomUUID().toString(); 
 
Zu Beginn der init()-Methode der MainActivity wird jedem Nutzer eine 
einzigartige ID über die UUID-Klasse (Universally Unique Identifier) zugewiesen, um 
diesem so später einen Standort zuweisen zu können. 
 // get current active locations from database and add them to 
the markers array 
 Cursor<HashMap> cursor = 
db.getR().table("location").run(db.getConnection()); 
  
 for (HashMap doc : cursor) { 
  Location location = Location.fromHashMap(doc); 
   
  markers.add(new RuiMarker(location.getID(), 




Danach werden aus der Datenbank alle vorhandenen Positionsdaten ausgelesen und 
dem List-Attribut markers, das per Two-Way-Binding mit dem View verbunden ist, 
hinzugefügt. Nutzer der App sehen so beim Start direkt alle vorhandenen Positionen 
aus der Tabelle location auf der Karte. 
@Override 
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Zuerst wird für den aktuellen Nutzer ein Listener in der DatabaseManager-Klasse 
registriert, um diesen zu informieren, wenn sich Daten in der Tabelle ändern. Siehe dazu 
weiter unten auch die update()-Methode.  
 JSONObject data = new JSONObject(); 
 data.put("lat", randDouble(-90, 90)); 
 data.put("lng", randDouble(-180, 180)); 
 data.put("userID", uuid);  
 
Daraufhin werden zufällig generierte Positionsdaten erzeugt und gemeinsam mit der 
userID in ein JSONObject eingefügt. 
 // insert marker to database when client connects 
 Unirest.post(BASE_URL) 
 .header("accept", "application/json") 
 .header("Content-Type", "application/json") 
 .body(data) 
 .asJsonAsync(new Callback<JsonNode>() { 
  public void completed(HttpResponse<JsonNode> response) { 
   int code = response.getStatus(); 
   Utils.log("completed"); 
   Utils.log("code: " + code); 
   locationID = 
response.getBody().getObject().getString("id"); 
  } 
 }); 
} 
Mit der Unirest HTTP-Bibliothek [82] wird eine asynchrone POST-Abfrage an die REST-
API gesendet, um so die neue Position in die Datenbank einzufügen. Nach erfolgreicher 
Antwort wird die ID des neu generierten Datensatzes im Klassen-Attribut locationID 
gespeichert. Diese kann später dazu genutzt werden, um Veränderungen der Position 
an die Datenbank mitzuteilen. 
@Override 
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In der onStop()-Methode wird der vorher registrierte Listener wieder entfernt. Diese 
wird aufgerufen, wenn die Activity geschlossen oder von einer anderen überlagert wird. 
Dadurch wird dieser nicht unnötigerweise vom DatenbankManager als aktiv gewertet 
und für jede Änderung in der Tabelle aufgerufen. 
 // remove own marker from the database 
 Unirest.delete(BASE_URL + locationID) 
 .asJsonAsync(new Callback<JsonNode>() { 
  public void completed(HttpResponse<JsonNode> response) { 
   int code = response.getStatus(); 
   Utils.log("completed"); 
   Utils.log("code: " + code); 




Danach wird per HTTP-Request der zuvor angelegte Standort wieder gelöscht. 
/** 
 * Constructor for our singleton database manager. We create a new 
Thread to listen for location changes in real time 
 */ 
public DatabaseManager() { 
 connection = 
r.connection().hostname("localhost").port(28015).connect(); 
 
Im Konstruktor der DatabaseManager-Klasse wird zuerst die Verbindung zum 
Datenbankserver von RethinkDB hergestellt. Da es sich um eine Singleton-Klasse 
handelt, wird die DatabaseManager()-Methode nur einmal aufgerufen und somit auch 
nur eine einzige Verbindung zum Datenbankserver angefragt. Dabei ist es egal, wie 
viele Clients sich zum RemoteUI-Server verbinden und den DatabaseManager 
benötigen. 
 // listen for database changes. Here is where the magic happens 
in realtime. Will only be called once, because it's a singleton 
 new Thread() 
 { 
  public void run() { 
   try { 
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    Cursor<HashMap> changeCursor = 
r.table("location").changes().run(connection); 
     
    // if something in the database changes 
(insert/update/delete), this loop will be triggered 
    for (HashMap doc : changeCursor) { 
 
Daraufhin wird ein neuer Thread gestartet und ein RethinkDB Changefeed, wie in 
Kapitel 2.5.1.5 beschrieben, für die Tabelle location registriert. Dieser befüllt unseren 
Cursor bei Änderungen mit dem neuen Standort. 
     Utils.log("Database has changed"); 
     Utils.log(doc.toString()); 
    updateOnLocationChangeListeners(location); 
Um die verbundenen Geräte über die Änderung zu informieren, wird die Methode 
updateOnLocationChangeListeners() aufgerufen und als Parameter der neue Ort 
mitgegeben. 
    } 
   } catch (Exception e) { 
    System.err.println("Error: changefeed failed"); 
    e.printStackTrace(); 
   }   





 * Informs all listeners in the list, when an update occurs 
 * @param location 
 */ 
private void updateOnLocationChangeListeners(HashMap location) { 
 for (OnLocationChangeListener onLocationChangeListener : 
onLocationChangeListeners) { 
  onLocationChangeListener.onLocationChanged(location); 
 } 
} 
Die Methode iteriert über alle registrierten Listeners und teilt diesen die neue, 
veränderte oder gelöschte Position mit. 
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Das Node.js-Script, das Benutzerbewegungen simuliert, nutzt die REST-API, um 
zufällige Positionsdaten einzufügen und zu verändern. 
/* Config variables */ 
var userCount = 20; 
var timeout = 3000; 
var randomPositionMaxDiff = 0.1; 
var baseUrl = 'http://localhost:9090/rest/location/'; 
var users = []; 
 
Zu Beginn des Scripts werden die benötigten Konfigurationsvariablen definiert, die 
unter anderem angeben, wie viele Nutzer erstellt werden sollen und in welchem 
Intervall deren Position aktualisiert werden soll. 
// entry point for script 
createUsers(0, function() { 
 console.log(users); 
 setInterval(updateLocations, timeout); 
}); 
 
Daraufhin startet das eigentliche Script, das mit der Funktion createUsers() beginnt. 
Nachdem diese abgearbeitet wurde und alle Nutzer erstellt sind, wird die Funktion 
updateLocations() im konfigurierten Intervall aufgerufen. 
function createUsers(index, callback) { 
 if (userCount > index) { 
 
Die Funktion ist im rekursiven Programmierstil geschrieben, da eine asynchrone Aktion 
in dieser ausgeführt wird und die Antwort verarbeitet werden muss. Wenn alle Nutzer 
erstellt wurden, springt das Script in den else-Zweig und ruft die Callback-Funktion 
auf. 
  var user = { 
   userID: uuid.v4(), 
   lat: getRandomLat(), 
   lng: getRandomLng(), 
   locationID: "" 
  } 
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  users.push(user); 
 
Daraufhin wird ein User-Objekt mit einer zufälligen UUID und gültigen Positionsdaten 
erstellt und zum users-Array hinzugefügt. 
var options = { 
   method: 'POST', 
   body: user, 
   json: true, 
   url: baseUrl 
  } 
 
  request(options, function(err, response, body) { 
   if (err) { 
    console.log(err); 
    return; 
   } 
 
   console.log(body); 
   user.locationID = body.id; 
   createUsers(++index, callback); 
  }); 
 
Nach Erstellung des options-Objekts, das neben dem User-Objekt weitere Parameter 
für die HTTP-Anfrage beinhaltet, wird ein Request an die REST-API gesendet. Ist dieser 
erfolgreich, wird die neu generierte ID dem Nutzer zugewiesen. Daraufhin wird die 
Funktion mit einem erhöhten Index von plus eins wieder rekursiv aufgerufen. 
 } else { 




Der Code springt in den else-Zweig, sobald alle Nutzer erstellt wurden. Über den 
Aufruf der callback()-Funktion wird dem initial aufrufenden Script Bescheid gegeben, 
so dass dieser fortfahren kann. 
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Die Methode updateLocations() funktioniert nach demselben Prinzip wie 
createUsers(). Hier wird lediglich statt einem POST-Request ein PUT-Request auf die 
REST-API URL mit der gespeicherten locationID ausgeführt.  
/** 
 * Returns a random valid latitude position 
 * @param oldLat if set, then this function won't return a completely 
random value, it will be nearby the old one 
 */ 
function getRandomLat(oldLat) { 
 var min = -90.0; 
 var max = 90.0; 
 
 if (oldLat !== undefined) { 
  min = oldLat - randomPositionMaxDiff; 
  max = oldLat + randomPositionMaxDiff; 
 } 
 
Statt zufällige Positionswerte zu erzeugen, generieren wir über die Methoden 
getRandomLng() und getRandomLat() Näherungswerte der alten Positionsdaten, 
damit der Marker des Nutzers auf der Karte von Europa nicht plötzlich nach Australien 
springt. 
 
 return min + Math.random() * (max - min); 
} 
4. Fazit und Ausblick 
54 
 
4. Fazit und Ausblick 
Nachdem die Grundlagen der Datenbanken kennengelernt und Einblicke in Themen 
wie Echtzeit und Mobile Cloud Computing gewährt wurden, wurden die Unterschiede 
zwischen echtzeitfähigen und klassischen Datenbanken aufgezeigt. Daraufhin wurden 
zwei echtzeitfähige Datenbanken auf deren Features, Möglichkeiten zur Skalierbarkeit, 
Einhaltung von datenbankspezifischen Eigenschaften wie ACID oder dem CAP-Theorem 
und dem eigentlichen Syntax und Komplexität der Echtzeitfunktion untersucht. In 
Kapitel 3 wurde anhand einer Android-Beispielanwendung der praktische Einsatz der 
Echtzeitdatenbank RethinkDB, das App-Framework RemoteUI und Mobile Cloud 
Computing erklärt. 
Da der Besitz eines Smartphones heutzutage schon fast zur Normalität gehört und es 
gilt, die steigende App-Nutzerzahl zu bewältigen, müssen für die Verarbeitung der 
riesigen Mengen an Daten entsprechende Systeme entwickelt werden, welche diese in 
Echtzeit analysieren können. Mit Echtzeitdatenbanken, die bei entsprechendem Setup 
bis zu mehreren Millionen Abfragen pro Sekunde verarbeiten können, ist dies möglich. 
Bei einer Vielzahl der heute erscheinenden Anwendungen existiert mindestens eine 
Funktion, die Daten eines Nutzers in Echtzeit allen anderen Nutzern zur Verfügung 
stellen muss. Auch für den wachsenden IoT-Bereich, in dem Sensordaten erfasst und 
schnell verarbeitet werden müssen, eignen sich Echtzeitdatenbanken ideal. 
Durch den rasanten Anstieg an mobilen Endgeräten werden Lösungen gesucht, um 
Probleme wie begrenzte Speicher- und Akkukapazität anzugehen. Mobile Cloud 
Computing kann diese Probleme zumindest einschränken, indem die Speicherung und 
Verarbeitung von Daten nicht auf dem Smartphone, sondern einem Remote Server 
geschehen. Dadurch kann dem Client die komplette Arbeit abgenommen und auf einen 
leistungsstarken Server ausgelagert werden. Der Client muss somit nur noch in 
Kommunikation mit dem Server stehen, Anfragen senden und auf entsprechende 
Antworten warten. 
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Werden traditionelle Datenbanken in naher Zukunft möglicherweise immer mehr von 
Echtzeitdatenbanken abgelöst? Ein Umschwung ist definitiv ersichtlich, jedoch kann 
wegen der bereits sehr großen Verbreitung von relationalen Datenbanken wie MySQL 




Auch wenn Echtzeitanwendungen immer bedeutsamer werden, kann auf eine volle 
Unterstützung der ACID-Eigenschaften bei vielen Anwendungen nicht verzichtet 
werden, weswegen traditionelle Datenbanksysteme weiterhin den größten Teil der 
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