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Abstract.  Most of the state-of-the-art commercial simulation software mainly focuses on providing realistic 
animations and convincing artificial intelligence to avatars in the scenario. However, works on how to trigger the 
events and avatar reactions in the scenario in a natural and intuitive way are less noticed and developed. Typical 
events are usually triggered by predefined timestamps. Once the events are set, there is no easy way to interactively 
generate new events while the scene is running and therefore difficult to dynamically affect the avatar reactions. 
Based on this situation, we propose a framework to use human gesture as input to trigger events within a DI-Guy 
simulation scenario in real-time, which could greatly help users to control events and avatar reactions in the scenario.  
By implementing such a framework, we will be able to identify user’s intentions interactively and ensure that the 
avatars make corresponding reactions. 
1. INTRODUCTION 
Crowd simulation and interactions on computers have 
been a hot research topic in recent years, especially with 
the world population growth. As the increment of 
computational power on personal computers, 
researchers are enabled to incorporate more advanced 
simulation techniques such as more realistic animations 
and more convincing artificial intelligence to avatars [1, 
2, 3, 26, 27 and 28]. Events and the consequent 
reactions in a simulation scenario are usually predefined 
with fixed timestamps or written within scripts, which 
leads to predictable and unrealistic results. There have 
been efforts in trying to adopt random events and more 
variables in the scenario to simulate uncertainty, but it 
still totally relies on computations rather than actual 
user interactions.  
 
On the other hand, the way humans interact with the 
simulation scenarios are less noticed and developed. 
Even very sophisticated simulation software has rather 
simple and straightforward approach to handle user 
input and interactions. This leads to non-intuitive 
approaches for human machine interaction and usually 
causes rigid and non-immersive simulation procedures. 
  
We analysed the current state-of-the-art of crowd 
simulation and realised that it requires to be improved 
by having more intelligent and autonomy to make the 
whole simulation procedure as realistic as possible. 
Avatar reactions will be affected not only by pre-
defined in-scene events but also by collateral reactions 
from other avatars as well as external events and human 
interactions. Meanwhile, gesture-based human machine 
interaction needs to be advanced further and fit into the 
right niche for practical use.  
 
In this paper we seek to fill this gap by proposing a 
gesture recognition framework using Microsoft Kinect 
system. The aim is to allow real-time events, which are 
triggered by human gesture recognition, to interact with 
avatar crowd inside off the shelf simulation 
environments such as DI-Guy. 
 
  
 
  
Figure 1: Figure 1: Gesture recognition using Kinect 
motion tracker 
 
The rest of the paper is organised as follows. In Section 
2 we review related work on crowd simulation and 
gesture based control system. In Section 3, we 
demonstrate our proposed solution to gesture-based 
human computer interaction, including the overall 
framework as well as details of each component in the 
framework. Chapter 4 focuses on implementation and 
technical details of the framework. We also discuss 
several real life application examples to show the 
advantage and capability of the proposed idea. Finally 
in Chapter 5 we summarize the work done and propose 
future work along this research and development 
direction. 
  
2. LITERATURE REVIEW  
Crowd encompasses many behaviours reacting to 
different scenarios, under different space and time. 
Some behaviour are influenced by the individual’s 
personality and emotions, while other behaviours are 
affected by the surrounding environment and the 
behaviour of other people surround them, when reacting 
to a certain event. Panic and aggressive crowd usually 
reduce the overall egress rate of an evacuation, in a 
crowded environment [1]. Although there are existing 
crowd control methods, such as placing visible 
obstacles in the path to disperse a crowd in order to 
improve the flow rate [2]. In major evacuation events, 
such as a fire break out raises the level of panic, causing 
a reduction to evacuation time. Under these situations, 
the present of authorities to direct and control the traffic 
is a viable option and an effective mean to reduce the 
panic level [3-4]. 
 
In crowd simulation studies, authors are usually 
concerned with the details of animation and avatar 
artificial intelligence, where behaviour is trigger at 
predefined or randomly generated elapsed time rather 
than user driven control. This issue has been 
investigated in the work of Patil et al. [5], where a 
controller that allows the user to interact with a crowd 
in the simulation environment was developed. Their 
work proposed a reactive navigation field control 
technique to enable realistic crowd moving behaviour to 
resolve common congestion issues. The derived method 
required user to interactively specify the navigation 
field’s direction, by using a mouse interface to sketch a 
path or by import motion flow fields extracted from 
video footage. This path renders the surrounding region 
into vector fields, which influence the behaviour of 
nearest active crowd agent by guiding and directing 
them towards a desired goal. This approach is similar to 
the proposition in Reynolds [6], where user defined 
flow field is employed to steer flock of agents inside the 
simulation environment. 
 
Even though the computer technology was developed in 
the 40’s, many initial researches on the interaction with 
the computer system took places in early 60’s [7]. Some 
researchers began in the area of gesture-based drawing 
using light pen [8], followed by hand controlled mouse 
concept that replaced the previous light pen system for 
text selection and interface manipulation [9]. 
Concurrently, other researchers introduced the concept 
of 2D and 3D in the area of computer aided design 
(CAD) [10-11] and the introduction of video game 
technologies [7, 12]. These are amongst some of the 
important researches that lead to the development of 
gesture recognition, virtual reality, augmented reality, 
simulation and modelling disciplines, which changed 
the way we interact with machines today.  
 
Despite the fact that many changes took places in the 
computer technology and its software application, the 
method to interact and manipulate the software 
application still relies heavily on the event trigger by the 
mouse and keyboard devices. Some authors tried to 
improve this by proposing alternative computer 
interfaces to perform common tasks. Such as using hand 
gestures to simulate a 3D mouse motion [13], moving 
an object through a maze [14] and controlling home 
appliances [15, 16]. While other authors look at facial 
gesture recognition to enable physicaly challenged 
individuals to interact with a computer [17, 18].  
In simplest terms, gesture recognition is the process of 
interpreting human motion using computation 
algorithms. It has a wide-range of applications that 
makes it appealing to researchers [19]. Aside from 
providing us the ability to interact with hearing 
impaired people [20-21], it also allows us to interact 
with computer systems and controlling different 
appliances as seen previously in [13-18]. Although 
many gesture-based control methodologies have been 
established over time, their applications were initially 
limited to some specialised domains within the research 
community. This barrier has been knocked down by the 
entertainment industry, as it sees the true benefit and 
profit lying inside these innovative technologies, which 
could potentially be used to improve people’s living 
style. With the involvement of entertainment industry, 
gesture recognition technology has been successfully 
exposes to a wider range of audiences. One of the 
fruitful implementation of such technology is the 
Nintendo Wii game console system. The system allows 
users to physically interact with a virtual environment in 
a healthy, fun and cost effective way. 
 
Another popular candidate in the gesture recognition 
category is undoubtedly the low cost depth sensor, 
KinectTM device from Microsoft. The technology was 
initially developed for Xbox game consoles, until open 
source developers created a working software driver 
and made it available to the personal computer 
community. This simplified architecture has attracted 
many researchers, which initiated several fruitful 
research outcomes [22-25]. The software library has 
been used to intuitively interact with robots [22], 
physical rehabilitation process [23], interact with 
augmented reality virtual objects [24] and recognise 
objects inside an environment [25]. Due to its capability, 
portability and affordability, while allowing multiple 
researchers to work on the project concurrently, it was 
chosen in this study. 
 
DI-Guy is a crowd modelling and simulation software 
package. It facilitates to modelling crowds and 
individuals with different social behaviours that change 
according to different situations and environments while 
react intelligently to ongoing events. The behaviour 
library in DI-Guy ranging from military formation, flee, 
follow, fear, aggressive, crouch, down to the micro level 
such as, shake head, wave, eat, talk back, gazing and 
facial expressions and many other features. Social 
behaviours are defined through action beads that trigger 
by predetermined time stamp. Complex behaviour for 
triggering events can also be defined using decision 
bead and script bead. Like other crowd simulation 
software packages, DI-Guy triggers user events through 
keyboard and mouse, predefined or randomly generated 
time stamps and sensor regions. However, such systems 
lack the immersive feature that allows the user to 
  
interact intuitively with the simulated crowd. In this 
research, our aim is to introduce a framework that 
allows the user to be immersed inside crowd modelling 
virtual environment allowing her to engage intuitive 
interactions with simulated crowds. The framework 
facilitates performing motion gestures to interact and 
control virtual crowds. 
3. DESIGN FRAMEWORK  
The proposed framework is implemented in two parts: a 
viewer responsible for human skeleton recognition and 
a plug-in to the crowd simulation software to receive 
parse the data into different human gestures and then 
trigger corresponding in-scene events. The framework 
is a distributed system in which different modules are 
communicating and synchronizing through data 
streams. This provides a scalable loosely coupled highly 
cohesive modular framework where any component can 
be altered or modified without redesigning the whole 
system. The major components of the framework are: 
motion capture module, motion analyser and interpreter 
module, and visualization and user interaction module. 
Figure 2 shows the flow diagram of the proposed 
framework. 
 
Figure 2: Overall design framework with major 
components.  
3.1 Motion capture module 
The motion capture device employed in this work is 
Microsoft Kinect™. This rapidly developing technology 
is growing a lot of interest from the research community 
due to its efficient real time capabilities with relatively 
low cost when compared to other motion capture 
systems. The Kinect™ device can recognize and track 
up to four human skeletons with Z value (Distance 
between skeleton joints and Kinect™ sensors). Most of 
the human joints can be reported such as arms and legs 
with exclusion of finer details such as fingers and face 
details. Figure 3 shows 20 human skeleton joints 
recognised by Kinect™.  
 
Using these joint position values, many gestures can be 
formed and identified efficiently with an effective 
accuracy. An ethernet communication module sender 
module was designed to report the values of these joints 
to the gesture analyser module. The main challenge in 
this module is to filter the sent signal and execute pre-
processing for easier analysis. The sender is by default 
deployed on a remote machine although it can also be 
on the same one.  
 
 
 
Head x1 
Neck x1 
Shoulders x2 
Elbows x2 
Wrists x2 
Hands x2 
Spine x1 
Hip x1 
Thighs x2 
Knees x2 
Ankles x2 
Feet x2 
 
Figure 3: Recognizable human skeleton joints in 
Kinect.  
3.2 Motion analyser and interpreter module 
The second module is the motion analyser and 
interpreter. This module is the core part of the proposed 
framework and is responsible for receiving joint 
positional values streamed from the motion capture 
module, identify and analyse it, and resend pre-defined 
orders to the visualization module. This is required in 
order to decouple the visualization and the processing of 
the data. Also, the DI-Guy™ software requires this 
decoupling in the form of environment plugins.  
 
The motion stream is first split into frames. Each frame 
is identified using a pair of header and footer. The 
gestures are extracted, as will be seen in the next section, 
from the stream. This is determined by monitoring one 
or several joints through consecutive number of frames. 
The main challenge here is the ability to handle the case 
of lost packets during gesture recognition.  
 
Upon receiving real-time joint data from remote or local 
sender, the received data will first be verified to ensure 
its integrity. If the received data is corrupted, we 
  
propose several approaches to handle the situation, 
depending on the number of consecutively corrupted 
frames as well as the fidelity requirement of the specific 
application. When only few frames were corrupted, we 
propose to first analyse the previous frames and 
determine if there was an abrupt motion during the 
corrupted frames. If not, a linear interpolation algorithm 
will be applied to estimate the corrupted frame data and 
make sure the reconstructed data generate smooth 
motion with previous and current frames. If the analysis 
shows that there was an abrupt motion during the 
corrupted frames, a warning message will show and 
inform the user to redo specific actions for the previous 
few seconds. 
 
We developed a general routine for parsing all receiving 
skeleton joint positions/orientations from the user and 
map them onto predefined gesture libraries. Ideally the 
gesture library could have as many gestures as possible. 
However, due the update rate and input data accuracy, 
we generally store gestures with distinct limb and body 
features. A brief list of available gestures in our current 
library is listed in Figure 4, and it is still expanding.  
 
Figure 4: Recognizable gestures and related joints.  
 
The gestures are recognised based on analysis of 
relative positions and joint angles of related joints on 
the human skeleton. We first analyse joints by regions 
such as upper limbs, lower limbs, body, head, and then 
use pre-defined criteria on joints values to evaluate the 
gesture. After that, gestures from different regions are 
combined to compose the final gesture. Each gesture 
has one or several corresponding events which will 
trigger in-scene avatar actions as well as collateral 
actions. As the user continuously making new gestures, 
the avatars are driven by continuous events and react 
accordingly. 
3.3 Visualization and user interaction module 
The third module is dedicated for visualizing the 
scenarios and providing an interactive environment for 
the user. This is represented in DI-Guy™. 
 
The DI-Guy™ software has an open architecture which 
supports functionality extensions in the form of plugins. 
Plugins can be compiled according to DI-Guy 
interfacing requirements and invoked when the 
simulation starts and then responds to the simulation 
scenario events. We identify two challenges in this 
module. The first challenge is to fit the virtual character 
joints with the supplied joints from the Kinect™ device, 
while the second challenge is to define character 
reactions to the user movement to form a two way 
interaction environment. The plugin also is responsible 
for controlling the virtual scene characters and calling 
artificial intelligence (AI) routines. Once each gesture is 
recognised, the corresponding events will be triggered 
in the scene and affect some or all avatar actions. Some 
avatars’ reactions may also be affected collaterally by 
other avatars’ reactions. All the reactions to certain 
events are generated and controlled by AI routines in 
the crowd simulation package. DI-Guy employs the 
LUA language to for AI scripts. 
 
The user interacts with the environment in a hands-free 
basis using Kinect™ motion tracker. The environment 
also can support the introduction of other input devices 
such as a haptic device or a 3D mouse.  
4. TECHNICAL DETAILS AND APPLICATION 
EXAMPLES  
The viewer is implemented based on Kinect SDK via 
C# programming language. This SDK facilitates 
interactive identification of the user’s skeleton and 
returns the corresponding joint positions. The plug-in is 
implemented in C++ programming language through 
reserved interfaces in DI-Guy. The two parts 
communicate through TCP/IP communication sockets.  
 
The proposed framework could support various 
applications including but not limited to civil, military 
training, and teleportation. The examples in this paper 
focus on interactions with crowds especially in the 
domain of civil law enforcement. Two test cases were 
developed: a police officer organizing traffic for 
pedestrians and two police officers evacuating civilians 
from an explosion in a building. 
        
The first case study shown in Figure 4 involves a police 
officer and a crowd of civilians. There are some 
disasters happened in the scene and civilians are 
running. The user will need to act as the police officer 
and use his/her own gestures to guarantee the safety of 
the civilians. The scene has predefined action beads 
which connects gestures of the police officer with 
reactions of the crowd, i.e. when the police officer 
waves forward, the crowd will run towards him, when 
the police officer waves backward, the crowd will run 
Gestures Involved joints 
Left/Right hand up (over 
the head) Left/Right hand, head 
Left/Right hand waving 
(between neck and hip) 
Left/Right hand, 
Left/Right elbow, 
neck, hip 
Left/Right hand down 
(lower than hip) 
Left/Right hand, neck, 
hip 
Cross hands 
hands, elbows, neck, 
hip 
Prepare to Fight 
hands, elbows, feet, 
knees, neck, hip 
Prepare to Run 
hands, elbows, feet, 
knees, neck, hip 
Prepare to Shoot 
hands, elbows, neck, 
hip 
Stop other people 
Left/Right hand, neck, 
hip 
Let other people go hands, neck, hip 
Bruce Lee style 
hands, elbows, 
shoulders, feet, neck, 
hip 
  
away from him, when the police officer raises both of 
his arms and show stop, the crowd will stop and wait for 
further commands. The police officer’s gestures are 
triggered by user interactions instead of the predefined 
timestamps. In this test case, we identify three gestures 
from the Kinect recognised posture: left hand up 
corresponds to wave forward; right hand up corresponds 
to wave backward; both hands up correspond to stop. 
The gesture parsing procedure is done by analysing 
relative positions between wrist and head.  
 
 
(a) (b) 
 
(c) 
Figure 5: Using Kinect to control the crowd reactions 
in a DI-Guy scenario. (a) Actual human gesture. (b) 
Detected skeletons. (c) Crowd reactions to recognised 
commands parsed from detected skeletons 
 
A more advanced case where two police officers are 
controlling an emergency evacuation of an explosion in 
a building is shown in Figure 5. This is more 
challenging as the timing of the gestures is important 
and a good perception of the whole scene is required. 
Besides, civilians further from the police officer will not 
see his gestures and respond. On the other hand, they 
will start to wonder why civilians closer to the police 
officer are running and later realize the hazardous 
situation. Therefore, user interactions will not only 
directly affect certain avatars, but also cause collateral 
reactions to other avatars. This procedure involve more 
processing power over artificial intelligence as well as 
extra control parameters such as area of influence, other 
avatars’ action analysis, decision and action. Besides, 
there are cases the two police officers make different 
commands for evacuation. In such cases, the avatars 
will have to make their decisions and act quickly based 
on each of the two officers, as well as other avatars’ 
actions. This case would provide great immersion in 
simulating real-life emergency situations and help train 
authorities as well as civilians. 
 
 
 (a) (b) 
 
(c) 
Figure 6: Using Kinect to control the crowd reactions 
in a DI-Guy scenario (Two users). (a) Actual human 
gesture. (b) Detected skeletons. (c) Crowd reactions to 
recognised commands parsed from detected skeletons 
 
5. CONCLUSION AND FUTURE WORK 
To summarize, this framework could provide fast, 
affordable yet reliable environments for real time 
interactive crowd simulations. It supports direct user 
gesture input and allow for direct and collateral avatar 
reactions based on artificial intelligence. The gesture 
libraries provide most commonly used gesture 
recognitions and it could be easily expanded with more 
requirements. Several application examples based on 
commercial simulation software DI-Guy are also 
demonstrated to show the capabilities of the proposed 
framework. 
 
In the future, we are going to further expand this 
framework to other applications, which involves 
interactive human gestures to perform both virtual and 
real-life control of human as well as robotics. We are 
also working on using Kinect input to control haptic 
devices and use them as force output equipment for 
educational and entertainment purposes.  
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