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Abstract

This paper presents a comprehensive review of the published algorithms on
power control for cellular systems. The majority of the research is focused on
Code Division Multiple Access (CDMA) systems, although a small fraction of
the reviewed literature pertains to Frequency Division Multiple Access (FDMA)
and Time Division Multiple Access (TDMA).
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Introduction

Power control in cellular systems is applied to numerous communication architectures. For Frequency Division Multiple Access (FDMA) and Time Division
Multiple Access (TDMA) power control reduces intercell interference and improves capacity.
For Code Division Multiple Access (CDMA) power control is a required part
of the base station and mobile station designs. Power Control reduces interference due to multiple users in the same frequency band. A general term that
characterizes this type of multiple access interference is the “near-far effect”.
Due to propagation characteristics the signals from mobiles closer to the base
station could overpower the signals from mobiles located farther away. With
power control each mobile adjusts its own transmit power to ensure an adequate
quality of service (QoS) or signal-to-interference ratio (SIR) at the base station.
The mobile’s transmit power is either increased or reduced depending on instructions from the base station (uplink power control). By reducing a user’s
transmit power, that particular component in the multiuser interference is also
reduced. While power control reduces the average required transmit power of
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each mobile, it also improves system capacity. The former improves battery life
and the latter allows for more system users.
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Optimum/Global Power Control

Centralized power control is often referred to as optimum power control due to
the upper performance bounds achieved by the algorithms. In such approaches,
a central station controls all the links in a cellular system. The goal of centralized power control research is to develop upper bounds for power control
algorithms. The results are used for comparison with the distributed power
control algorithms implemented in cellular systems. The classic paper on the
topic of centralized power control was written by Jens Zander in 1992 [1]. The
paper investigates optimum transmitter power control for general cellular systems. The algorithms are for the downlink, base station to mobile station, but
similar results were later developed for the uplink, mobile to base, in [2].
In [1], the goal of transmitter power control is the ability to control cochannel interference and the associated quality is measured based on the carrier
to interference ratio (CIR). The author also proposes an “optimal” power control
scheme that minimizes the interference and thus the outage probability, the
probability that a CIR is below the set threshold. In addition to the optimum
power control algorithm a Step Removal Algorithm (SRA) is proposed. SRA,
when implemented, removes cells stepwise until all remaining mobiles can satisfy
the required CIR. The derivations in the paper contain the link gain matrix for
the mobile in cell i to the base station in cell j, Gij . Specifically, let
CIRi = Γi =

Pi
Q
P
j=1

Pj · Zij − Pi

, Zij =

Gij
Gii

(1)

where Pi denotes the power for user i, Q is the number of co-channel sets, and
Γi and Zij are stochastic variables.
The goal of transmitter power control is to choose all Pi ’s such that all
Γi ’s are above the desired CIR threshold. In centralized power control the Pi ’s
required to achieve the Γi ’s are determined via a central controller with the link
gain matrix.
In [1] the term “global” power control algorithm (PCA) is used to describe
the centralized PCA. Zander’s global PCA, ΨG , has access to the entire link
gain matrix Z = {Zij} and can control the entire power vector P, where
P = ΨG (Z). Optimum power control is achieved when a power vector is chosen
such that P ≥ 0 and Γi ≥ γ, ∀ i, for the achievable CIR. Zander then shows
for given a stochastic link gain matrix Z the maximum achievable CIR, defined
as γ ∗ = max {γ|∃ P ≥ 0 : Γi ≥ γ, ∀i} , is given by γ ∗ = λ∗1−1 , λ∗ is the largest
real eigenvalue of Z. The optimum power vector, P ∗ , is the eigenvector corresponding to γ ∗ . Since Z consists of stochastic random variables Z has full
rank and must have one real positive eigenvalue λ∗ for which the corresponding
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eigenvector is positive. With this result Zander proves that the global PCA is
optimum by starting with the known link gain matrix Z, and calculating the
0
largest positive eigenvalue λ0 and corresponding positive eigenvector P . If λ0
0
∗
and P do not support the desired CIR, γ , then a cell or subset of cells are
removed, and the process is repeated until the desired CIR is achieved. The
cell removal procedure helps achieve higher system capacity and the optimum
power control.
A paper co-authored by Grandhi et.al.[3] presents a centralized power control
approach that is based on signal strength measurements. This centralized power
control algorithm converges to the same optimal solution presented in [1]. The
centralized controller updates each mobile’s transmitter power so the received
CIR is common to all links. This paper lays the foundation for a distributed
algorithm that converges to the optimal, global power control solution .
Qiang Wu authored two papers on optimum power control [4],[5]. The
first paper presents the optimum power control scheme (OPCS) designed for
CDMA systems and develops the upper bounds for all transmitter power control
schemes. Wu presents simulation results that show system capacity increases
by 1.9 dB over an IS-95 system with perfect average power control. In [5] Wu
builds upon the algorithms in [4] to develop an optimum power control algorithm for cellular systems with heterogeneous signal to interference ratio (SIR)
thresholds; different SIR thresholds for different links. This is a plausible situation when dealing with both voice and data links that have varying data rates.
In practical cellular systems the minimum required SIR thresholds are functions
of the fading characteristics, data rates, and required Quality of Service (QoS).
Systems with heterogeneous SIR thresholds allow the base stations (on the uplink) to assign each channel a unique SIR threshold. This allows each link to
have the ideal minimum threshold which will improve QoS, reduce the power
requirements on each mobile, and reduce the multiple access interference.
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Distributed Power Control

The topic of distributed power control has been an active area of research since
the early 1990’s. Many research topics relating to DPC have also become popular and very important to cellular communications. A few examples are stochastic power control, SIR estimation, time delay compensation, power control and
capacity.
The architecture of distributed power control (DPC) is based on the idea
that each base station tracks and updates the transmitted powers from the local
mobile stations. Therefore power control is “distributed” to all base stations
and a centralized controller is not required. The benefits of DPC are reduced
computational complexity and the link gain matrix statistics are not required.
The only information required for deterministic, distributed power control is
knowledge of local SIRs and local link gains.
Zander authored one of the two pioneering papers on DPC. In [6] results
are presented of imperfect CIR estimates due to multipath, fading, mobility,
3

and system noise. This distributed approach is based on a proportional control
algorithm which has stability problems when the CIR target is high. Zander’s
DPC incorporates distributed CIR balancing to overcome the stability issues
and improve the system capacity. The system model presented in [6] is based
upon the model and assumptions in [1]. The CIR at mobile i, for the downlink
from base j, is given by (1) As in the previous papers [1],[2] the performance
Q
P
1
measure is the interference function F (γ) = Q
Pr {Γj ≤ γo } where γo is the
j=1

minimum required CIR. The largest achievable CIR ratio is related to the link
gain matrix Z as shown in Section 3. If P ∗ is computationally feasible then it
is used to obtain the same CIR ratio in all mobiles. Thus the system is defined
as “balanced”.
One main assumption in [6] is that the link gain matrix Z is a constant.
Zander points out that Z is a stochastic process and the dimensions of Z change
based on the time varying traffic conditions. But for initial analysis it is assumed
that Z changes slowly compared to the algorithm’s update rate.
The distributed
discrete-time
power control algorithm (DPCA) is defined as
³
´
(v+1)
(v)
(v)
Pi
= ΨD Pi , Γi
. The formulation evolves into the distributed balancing (DB) algorithm. The algorithm assumes that the initial power vector Po
is positive, i.e. all components are > 0. From equation 1 the DB algorithm is
defined as
Ã
!
1
(v+1)
(v)
Pi
= βPi
1 + (v) , β > 0.
Γi
(v)

lim Pi

v→∞

=

(v)

P ∗ , lim Γi
v→∞

= γ∗

The second pioneering paper [7] on distributed power control was authored
by Yates. The concept of “interference functions”, associated properties, and
proofs of synchronous and asynchronous convergence are presented. The proposed power control scheme is based on iterative algorithms that can be applied
to “dynamic” systems with time varying channel characteristics.
The iterative power control algorithm is based on the SIR requirements
described by p ≥ I (p) where p is a transmitter power vector, p = (p1 , ..., pn ),
and pi is the transmitter power of user i. I (p) is the interference function,
I (p) = (I1 (p) , ..., In (p)), Ii (p) is the interference that mobile i must overcome.
This formulation leads to the iterative power control algorithm
p (t + 1) = I (p (t))
Yates defines the interference function I (p) as standard if p ≥ 0 and the following three properties are satisfied.
1. Positivity −→ I (p) > 0
2. Monotonicity−→ If p ≥ p0 , then I (p) ≥ I (p0 )
4

3. Scalability−→ For all α > 1, αI (p) > I (αp)
In [7] five systems are described with the iterative constraints placed on
each. The first three systems, fixed assignment, minimum assignment, and
macro diversity, have been previously studied and Yates applies the approach
of interference functions to each. The last two system, Limited Diversity and
Multiple Connection Reception, are presented by Yates and have pros and cons
as compare to the first three systems. The goal of [7] is to investigate the
systems in terms of the interference functions and provide a “framework” for
understanding the convergence issues associated with each. With regards to the
five systems the SIR of user i at base station j is defined as pi uij (p) where
pi uij (p) = P

pi hij
, σj is the receiver noise power.
hij pi + σj

i6=j

For the Fixed Assignment (FA) system the SIR requirement for user i is
pi uij (p) ≥ γi∗ . This is written as
pi ≥ IiF A (p) =

γi∗
uij (p)

In this system the desired SIR γ ∗ is common to all users, γi∗ = γ ∗ . The goal of
the FA system is to maximize γ with respect to p ≥ IF A (p).
The Minimum Power Assignment (MPA) system is a soft handoff system
where user i is assigned to the base station where it’s SIR is maximized. The
SIR of user i is maximized with respect to base station j pi uij (p) ≥ γi∗ ,
pi ≥ IiM P A (p) = min
j

γi∗
uij (p)

In this system it is assumed that the powers of all other users are fixed, user
i is then assigned to the base station where the minimum power is required to
achieve the desired SIR, γi∗ .
Macro Diversity (MD) is a diversity receiving method where the signal from
user i is received at each base station and then maximal ratio combining is
applied. The MD algorithms is
γi∗
.
k uij (p)

pi ≥ IiM D (p) = P

Macro Diversity, Limited Diversity, and Multiple Connection Reception are variations where a number of base stations are used for diversity combining.
Following the developments of a standard interference function and the five
power control systems are proofs of convergence for both synchronous and asynchronous power control algorithms. The proofs show that standard power control algorithms converge to a fixed point, with the assumption that I (p) is
feasible. The advantage of asynchronous power control is the each base/mobile
5

pair can update its own power independent of others. Therefore some pairs
could update their power faster and perform more iterations.
Foschini and Miljanic co-authored a paper [8] in 1993 in which a distributed
autonomous power control algorithm is presented and the convergence is proven.
The authors develop a continuous time differential equation approach and a
discrete time difference equation approach. Their work demonstrates that the
power control algorithms are universal in the sense that the link gain matrix Z
does not affect the convergence to the optimum power vector P ∗ .

4.1

Power Control for Cellular Systems

For effective power control there are many “requirements”. Distributed and
asynchronous power updates are dictated by the general power control problem.
The algorithms must be stable and converge to the “near” optimum solution.
One key to power control is estimating and/or measuring the BER and SIR,
which characterizes the channel quality. The BER/SIR measurement rate is
determined by the rate at which the power control updates are made. Fast
power control is used to suppress Rayleigh fading and slow power control is used
for shadow fading. Errors can cause an increase in interference and an increase
in outage probability. The estimation errors are due, in part, to channel and
interference power information that is no longer current. The time delay between
the measurements and power updates can cause instability, power oscillations,
and estimation errors. Estimation errors and stochastic link gains are commonly
disregarded in snapshot analysis, but when stochastic processes and estimation
errors are the topics of research then the standard analysis techniques fail. The
future of power control may lie in the area of estimation approaches and power
update methods for stochastic environments.
In 1998, Zander and Rosberg coauthored a paper [9] in which they presented
a “Framework for Power Control in Cellular Systems”. The main points of
the paper are: 1) Channel quality and interference, 2) Measurement errors, 3)
Delayed estimation errors, 4) Algorithm requirements, and 5) Public knowledge
bank.
The first half of [9] is devoted to cellular system architectures and general
areas of power control. The second half of the paper is focused on distributed
power control. Overall this article provides a good “framework” for the power
control problem. The authors present six factors that cause interference in
cellular systems. These factors are: 1) Signaling/modulation scheme associated
with the chosen multiple access method, 2) Link orientation, 3) Environment
morphology and topology, 4) Speed of the mobile terminals, 5) Cell hierarchy,
and 6) Connection type. The authors in [9] view 1) as the most dominant cause
of interference. Today the research on power control problem is usually centered
on CDMA, therefore 1) is no longer the primary focus of power control research
The majority of research papers are topics associated with 3), 4), 5) and the
dominant link analyzed is the uplink, (2).
The rate of convergence of distributed power control algorithms is an important topic of research. As new algorithms with faster convergence rates are
6

proposed, the ability to suppress fast Rayleigh fading increases. Since convergence rates and power update rates are related it is important to develop
algorithms that are computationally simple which allows for fast convergence.
In [10] Huang and Yates focus on the convergence rate of the Constrained Minimum Power Assignment (CMPA) algorithm. This algorithm implements iterative power control and assignments of base stations. The CMPA is based on CIR
measurements and as the name implies has a constrained power level. Jantti
and Kim propose a second-order power control algorithm in [11] and prove that
the rate of convergence exceeds that shown in [10]. The second-order algorithm uses power levels from current and previous iterations for calculating the
power update commands. The benefit from the second-order approach is a gain
in the rate of convergence, specifically the authors show that the convergence
is asymptotically faster than the convergence of the Distributed Constrained
Power Control (DCPC) algorithm in [10].
Two second-order algorithms are developed, the unconstrained second-order
power control (USOPC) algorithm and the constrained second-order power control (CSOPC) algorithm. Both algorithms are based on the successive overrelaxation iterative method (SOR) and evolved from the distributed power control
(also know as distributed balancing algorithm [12]) and constrained distributed
power control.
The USOPC algorithm is
(n+1)

Pi

=w

γit
(n)

γi

(n)

Pi

(n−1)

+ (1 − w) Pi

, n = 1, 2, ...

If w = 1 then the USOPC becomes the DPC algorithm from [12]. For purposes
of implementation w is a non-increasing sequence of control parameters.w(1) =
(0)
(1)
w(2) < w(3) = w(4) < ... < w(2n+1) where Pi and Pi are arbitrary, γit is the
(n)
target CIR value, and γi is the received CIR from mobile i. The problems
associated with the USOPC algorithm, which are: 1) power vectors from a
feasible system may be out of the specified range of the transmitter, 2) the
(n)
algorithm could compute Pi < 0, The CSOPC algorithm solves the problems
(n)
with the USOPC by constraining the maximum value of Pi
The CSOPC
algorithm is
(
(
))
³
´
t
(n+1)
(n)
(n−1)
(n) γi
(n)
Pi
= min P i , max 0, w
P
+ 1−w
Pi
.
(n) i
γi
For implementation the CSOPC algorithm is modified to the form
(n+1)

Pi

(n)

where ∆i

n
n
´
oo
³
(n) (n)
(n−1)
= min P i , max 0, w(n) ∆i Pi + 1 − w(n) Pi

is the step size for each iteration and
(
(n)
(n)
∆ γi ≤ γit
∆i
=
(n)
1
γi > γit
∆
7

(2)

If w = 1 then this algorithm is equivalent to the “bang-bang” power control
(B-BPC) used in the IS-95 system.
Numerical simulations show that the USOPC algorithm converges asymptotically faster than the DPC algorithm if the optimal w is chosen asymptotically. The convergence speed increases as the algorithm approaches the optimal
power vector P ∗ . Simulations show that the CSOPC algorithm converges faster
in terms of outage probability then the B-BPC algorithm. Also the modified
CSOPC algorithm in (2) outperforms the B-BPC in terms of convergence rate.
Another paper focusing on distributed power control and system performance is authored by El-Osery and Abdallah [13]. In this paper a new statespace approach to the power control problem is presented. The Linear Quadratic
Power Control (LQPC) algorithm is faster in computing transmitter power and
has a higher capacity then the CSOPC algorithm in [11].
The state space representation of linear quadratic control can be developed
by assigning each mobile to base station connection as a subsystem.
si (n + 1) =

pi (n) + ui (n)
= si (n) + vi (n)
Ii (n)

Ii (n) is the received interference.
Ii (n) =

Q
X

pi

i6=j

Gij
ηi
+
Gii
Gii

The input to each subsystem is ui (n) and
vi (n) =

pi (n)
ui (n)
, si (n) =
Ii (n)
Ii (n)

The objective of the power control algorithm is for si (n) to track the desired
SIR γ ∗ . The “integrator of the error” is added to the system to eliminate steady
state errors and include different γ ∗ at each mobile station. This state is
ξi (n + 1) = ξi (n) + ei (n) , ei (n) = si (n) − γ ∗
If xi (n) is defined as

µ
xi (n) =

ξi (n)
ei (n)

¶

then the second-order linear state space system is
µ
¶ µ
¶
µ ¶
ξi (n + 1)
1 1
0
xi (n + 1) =
=
xi (n) +
vi (n)
si (n + 1)
0 1
1
and the feedback controller is
vi (n) = −

¡

kξ
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ks

¢

xi (n)

The key to the LQPC algorithm is choosing the feedback gains, kξ and ks ,
so the system is asymptotically stable. After the feedback gains are found then
the power update command is computed by
pi (n + 1) = min {pi , si (n + 1) Ii (n)}
Simulations show that initially the LQPC algorithm has a higher outage
probability than the CSOPC algorithm in [11]. After a few iterations the LQPC
outage probability drops below the CSOPC’s. This shows that the LQPC requires a few iterations before it generates the optimal power assignments. In
addition it is shown that LQPC has higher capacity over CSOPC. The simulation environment includes P i,max = 1 watt, γ ∗ = 7dB, bit rate = 9.6KHz,
BW = 1.2288M Hz,and ni = 10−12 .With this system LQPC supports 19 mobiles with zero outages while CSOPC supports 17 mobiles. If the maximum
constrained power is increased, P i,max = 5 watts, then LQPC supports 26 mobiles with zero outages while CSOPC supports 21 mobiles. In both cases LQPC
converges to zero outage probability in fewer iterations than CSOPC.
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Conclusion and Outstanding Issues

Power control in cellular systems is employed for a number of reasons: 1) reduce
the near-far effect, 2) reduce the cumulative interference power,3) improve battery lifetime via reducing transmitter power, and 4) improve system capacity.
The first three topics have been covered in the first two sections of this report.
Centralized power control produces the optimum results, but is unrealistic in
a real world system. Distributed power control uses locally available information to update the local mobile’s transmit power. There are many versions of
distributed power control, each has its pros and cons.
Additional topics in cellular system research are devoted to specific areas of
power control; multiuser receivers [19], system capacity [24][25], time delay compensation [14][15], SIR/CIR estimation [17][18], stochastic power control [20].
These topics are open areas of research and offer performance improvements
in terms of quality of service (QoS), outage probability, and system capacity.
Receiver design and power control for IS-95 and 3G systems is an important
area of cellular system research. As QoS and capacity demands increase new
approaches must developed to enhance system performance. This includes using
statistical analysis to understand and adapt to time varying channel conditions.
Multiuser receivers and power control are two topics that have been extensively researched independently over the past decade. Both power control
algorithms and multiuser receivers are designed to combat the “near-far effect”
in CDMA cellular systems. Researchers at the Wireless Information Network
Laboratory, Rutgers University, have published research that combines the two
topics. When interference from adjacent cells is included power control with
multiuser receivers offers exceptional performance in terms of additional capacity and lower interference levels, refer to [21] and [22].
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Yun and Messerschmitt [26] addressed the subject of variable quality of service (QoS) for different traffic types. In this paper a statistical power control
approach is developed for cellular systems that employ various traffic types (different data rates and QoS requirements) through substreams. The transmitted
power is modulated to support the varying QoS requirements for the different
substreams. Auto-interference is a concept not widely discussed in power control literature. Godlewski and Nuaymi authored the only paper [27] devoted
solely to the subject. Auto-interference is a term used to describe the effect
when the total transmit power of user i is not entirely used for signal decoding.
The fraction of the power rendered unusable is attributed to multipath, transmission nonlinearity, imperfect equalization, and intersymbol interference. If
the concept of auto-interference is applied to standard power control algorithms
then the maximum achievable CIR is lower than the optimal case.
Overall there is a wide ranging catalogue of power control algorithms for
deterministic signals and systems. The future in this area of research lies in
statistical analysis of stochastic systems. A good foundation is developing and
many new areas are open for research.

References
[1] Jens Zander, “Performance of Optimum Transmitter Power Control in Cellular Radio Systems”, IEEE Transactions On Vehicular Technology, vol. 41,
no. 1, pp. 57-62, February 1992.
[2] Jens Zander and Magnus Frodigh, “Comment on ‘Performance of Optimum
Transmitter Power Control in Cellular Radio Systems’ ”, IEEE Transactions On Vehicular Technology, vol. 43, no. 3, pp. 636, August 1994.
[3] Sudheer A. Grandhi, Rajiv Vijayan, David J. Goodman, and Jens Zander,
“Centralized Power Control in Cellular Radio Systems”, IEEE Transactions
On Vehicular Technology, vol. 42, no. 4, pp. 466-468, November 1993.
[4] Qiang Wu, “Performance of Optimum Transmitter Power Control in
CDMA Cellular Mobile Systems”, IEEE Transactions On Vehicular Technology, vol. 48, no. 2, pp. 571-575, March 1999.
[5] Qiang Wu, “Optimum Transmitter Power Control in Cellular Systems with
Heterogeneous SIR Thresholds”, IEEE Transactions On Vehicular Technology, vol. 49, no. 4, pp. 1424-1429, July 2000.
[6] Jens Zander, “Distributed Cochannel Interference Control in Cellular Radio
Systems”, IEEE Transactions On Vehicular Technology, vol. 41, no. 3, pp.
305-311, August 1992.
[7] Roy D. Yates, “A Framework for Uplink Power Control in Cellular Radio
Systems”, IEEE Journal On Selected Areas In Communications, vol. 13,
no. 7, pp.1341-1347, September 1995.
10

[8] Gerard J. Foschini and Zoran Miljanic, “A Simple Distributed Autonomous
Power Control Algorithm and its Convergence”, IEEE Transactions On
Vehicular Technology, vol. 42, no. 4, pp. 641-646, November 1993.
[9] Zvi Rosberg and Jens Zander, “Toward a framework for power control in
cellular systems”, Wireless Networks, vol. 4, no. 3, pp 215-222, April 1998.
[10] Ching-Yao Huang and Roy D. Yates, “Rate of convergence for minimum
power assignment algorithms in cellular radio systems”, Wireless Networks,
vol. 4, no. 3, pp.223-231, April 1998.
[11] Riku Jantti and Seong-Lyun Kim, “Second-Order Power Control with
Asymptotically Fast Convergence”, IEEE Journal On Selected Areas In
Communications, vol. 18, no. 3, pp.447-457, March 2000.
[12] Sudheer A. Grandhi, Rajiv Vijayan, and David J. Goodman, “Distributed
Power Control in Cellular Radio Systems”, IEEE Transactions On Communications, vol. 42, no. 2/3/4, pp. 226-228, February/March/April 1994.
[13] Aly El-Osery and Chaouki Abdallah, “Distributed Power Control in CDMA
Cellular Systems”, IEEE Antennas and Propagation Magazine, Vol. 42, no.
4, pp. 152-159, August 2000.
[14] Aly El-Osery, Chaouki Abdallah, Mo Jamshidi, “Time Delay and Power
Control in Spread Spectrum Wireless Networks”, submitted to International Federation of Automatic Control (IFAC).
[15] Fredrik Gunnarsson, Fredrik Gustafsson, and Jonas Blom, “Dynamical Effects of Time Delays and Time Delay Compensation in Power Controlled
DS-CDMA”, IEEE Journal On Selected Areas In Communications, vol. 19,
no. 1, pp.141-151, January 2001.
[16] Fredrik Gunnarsson, Jonas Blom, and Fredrik Gustafsson, “Estimation of
the Carrier –To – Interference Ratio In Cellular Radio Systems”, Proc.
IEEE Vehicular Technology Conference, Houston TX, May 1999, pp. 1312
– 1316
[17] F.C.M Lau and W.M. Tam, “Novel SIR-Estimation-Based Power Control
in a CDMA Mobile Radio System Under Multipath Environment”, IEEE
Transactions On Vehicular Technology, vol. 50, no. 1, pp. 314-320, January
2001.
[18] Deppa Ramakrishna, Naraya B. Mandayam, and Roy D. Yates, “SubspaceBased SIR Estimation for CDMA Cellular Systems”, IEEE Transactions
On Vehicular Technology, vol. 49, no. 5, pp. 1732-1742, May 2000
[19] P. Sarath Kumar and Jack Holtzman, “Power Control for a Spread
Spectrum System with Multiuser Receivers”, Proceedings of PIMRC ’95,
Toronto, Canada, September 1995, pp. 955-959.

11

[20] Sennur Ulukus and Roy D. Yates, “Stochastic Power Control for Cellular
Radio Systems”, IEEE Transactions On Communications, vol. 46, no. 6,
pp. 784-798, June 1998.
[21] Sennur Ulukus and Roy D. Yates, “Adaptive Power Control with SIR Maximizing Multiuser Detectors”, Conference on Information Sciences and Systems, Baltimore, MD, March 1997.
[22] Sennur Ulukus and Roy D. Yates, “Adaptive Power Control and MMSE
Interference Suppression”, Wireless Networks, vol 4, no. 6, pp. 489-496,
June 1998
[23] Sennur Ulukus, “Power Control, Multiuser Detection and Interference
Avoidance in CDMA Systems”, Ph.D. Dissertation, Rutgers, The State
University of New Jersey, New Brunswick, New Jersey, October 1998.
[24] Stephen V. Hanly, “Capacity and Power Control in Spread Spectrum
Macrodiversity Radio Networks”, IEEE Transactions On Communications,
vol. 44, no. 2, pp. 247-256, February 1996.
[25] Stephen V. Hanly and D.N. Tse, “Power Control and Capacity of Spread
Spectrum Wireless Networks”, Automatica, vol. 35, no. 12, pp. 1987-2012,
December 1999.
[26] Louis C. Yun and David G. Messerschmitt, “Variable Quality of Service in
CDMA Systems by Statistical Power Control”, Proc. IEEE ICC., Seattle,
WA, June 18-22, 1995, pp. 713-719
[27] Philippe Godlewski and Loutfi Nuaymi, “Auto-Interference Analysis in Cellular Systems”, Proc. IEEE Vehicular Technology Conference, Houston TX,
May 1999, pp.1994-1998

12

