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Computations in neocortical circuits are predominantly driven by synaptic integration of excitatory glutama-
tergic and inhibitory GABAergic inputs. New optical, electrophysiological, and genetic methods allow
detailed in vivo investigation of the superficial neocortical layers 2 and 3 (L2/3). Here, we review current
knowledge of mouse L2/3 sensory cortex, focusing on somatosensory barrel cortex with comparisons to
visual and auditory cortex. Broadly tuned, dense subthreshold synaptic input accompanied by sparse action
potential (AP) firing in excitatory neurons provides a simple and reliable neural code useful for associative
learning. Sparse AP firing is enforced by strong inhibition from genetically defined classes of GABAergic
neurons. Subnetworks of strongly and specifically connected excitatory neurons may drive L2/3 network
function, with potential contributions from dendritic spikes evoked by spatiotemporally clustered synaptic
input. These functional properties of L2/3 are under profound regulation by brain state and behavior,
providing interesting avenues for future mechanistic investigations into context-specific processing of
sensory information.Introduction
Themammalian neocortex plays an important role in higher brain
function including cognition, sensory perception, associative
learning, and goal-directedmotor control. The neocortex is orga-
nized in such a way that it is both highly specialized, with defined
areas dedicated to specific functions and/or sensory modalities,
and highly integrative, with each area receiving converging
inputs from different thalamic nuclei, other cortical areas, and
several neuromodulatory systems. All these inputs are integrated
in local neocortical microcircuits, generally considered to be
composed of six layers of interconnected excitatory and inhibi-
tory neurons. Early investigations of neocortical function re-
vealed similar receptive field properties of neurons aligned
perpendicular to the brain surface in radial cortical columns
(Mountcastle, 1957; Hubel and Wiesel, 1962; Simons, 1978). In
primary sensory cortical areas, sensory inputs relayed by the
thalamus mainly impact the ‘‘granular’’ layer 4 (L4), which in
turn signals to the whole cortical column (although it is important
to note that there is also significant direct thalamic input to other
layers). The deep infragranular layer 5 (L5) and layer 6 (L6) are the
main source of cortical outputs to subcortical structures (such as
thalamus, striatum, and brainstem), and layers 2 and 3 (L2/3)
contribute an important source of projections to other cortical
areas. The superficial layers of the neocortex receive from, and
send information to, many other neocortical regions and are
therefore positioned at a key point in the network to integrate
information across cortical areas.
Classical in vivo neurophysiological methods for extracellular
recording of spikes in behaving animals have mainly focused
on the deep infragranular neocortical layers, where the cell
bodies are larger and the spikes more easily resolved. However,28 Neuron 78, April 10, 2013 ª2013 Elsevier Inc.the development of high-resolution optical imaging techniques
has focused attention on the superficial layers of the mouse
neocortex, which are readily accessible to light. At the same
time, progress in molecular biology and genetics has allowed
neural circuits and cell types to be defined with unprecedented
resolution in the mouse. Finally, the application of the whole-
cell recording technique in combination with these optical and
molecular methods has begun to provide detailed measure-
ments of synaptic and neuronal function in the superficial
neocortical layers of awake behaving mice. Here, we review
new insights into the function of L2/3 mouse sensory neocortex
gained through this technological progress, with a specific focus
on the primary somatosensory barrel cortex (Brecht, 2007; Pe-
tersen, 2007; Diamond et al., 2008) and comparison to primary
visual and auditory cortex.
Technical Advances Helpful for Studying Layer 2/3
Mouse Cortex
There has been enormous technological progress over the last
decade in measuring and perturbing neuronal activity in the
superficial layers of themouse neocortex in vivo during behavior.
Here, we briefly summarize some of the most important ad-
vances across the fields of optical imaging, electrophysiology,
molecular biology, and behavior that jointly enable the detailed
study of the functional operation of L2/3 mouse neocortex.
Optical Imaging
The development of two-photon microscopy for high-resolution
imaging in light-scattering tissue has transformed our ability to
visualize the structure and function of the living brain (Denk
et al., 1990). Two-photon microscopy has been extensively
applied to image the upper 500 mm of the neocortex at high
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Yasuda, 2006). Imaging of calcium-sensitive fluorescent dyes
with two-photon microscopy has allowed in vivo imaging of
L2/3 network function at cellular resolution (Stosiek et al.,
2003; Ohki et al., 2005), dendritic activity in individual neurons
(Svoboda et al., 1997; Chen et al., 2011), and axonal activity
(Petreanu et al., 2012; Glickfeld et al., 2013). Whereas in vivo
two-photon calcium imaging provides signals with cellular and
subcellular resolution across the scale of a cortical column, op-
tical imaging of voltage-sensitive dyes in vivo allows millisecond
temporal resolution imaging of neuronal activity in superficial
layers across a much larger spatial scale of many millimeters,
providing an optical method to investigate the spatiotemporal
dynamics of interactions between different cortical areas (Grin-
vald and Hildesheim, 2004). Importantly, both two-photon
calcium imaging and voltage-sensitive dye imaging have been
successfully applied to study the function of superficial cortical
layers in awake mice (Petersen et al., 2003; Ferezou et al.,
2006, 2007; Dombeck et al., 2007; Komiyama et al., 2010).
Electrophysiology
In vivo recording of action potentials (APs) with extracellular
electrodes has been the primary way of assessing cellular brain
function to date. The recent development of technology for high-
density neuronal recordings in freely moving animals performing
behavioral tasks has opened new avenues to crack the neural
code (Buzsa´ki, 2004; Nicolelis and Lebedev, 2009; Einevoll
et al., 2012). Of equal importance is the understanding of
what makes an individual neuron fire. This question can only
be tackled by assessing the underlying membrane potential
dynamics leading to AP initiation. Intracellular recordings of
membrane potential using either sharp microelectrodes or
patch-clamp electrodes were first applied to ex vivo prepara-
tions and anesthetized animals. In the last decade, these intra-
cellular recording techniques have been expanded to nonanes-
thetized animals during the natural sleep-wake cycle or quiet
wakefulness using either sharp microelectrodes (Steriade
et al., 2001; Mahon et al., 2006; Okun et al., 2010) or the
whole-cell patch-clamp technique (Margrie et al., 2002; Petersen
et al., 2003; Okun et al., 2010). Because whole-cell patch-clamp
recordings are less sensitive to mechanical movements of
brain tissue than sharp microelectrode recordings (see Crochet,
2012 for a detailed comparison of the two techniques), it has
recently become a key approach to study membrane potential
dynamics in awake behaving animals (Crochet and Petersen,
2006; Poulet and Petersen, 2008; Harvey et al., 2009; Haider
et al., 2013). Combining patch-clamp recordings with two-
photon microscopy furthermore allows targeted whole-cell
recordings of specific neuronal populations in anesthetized
(Margrie et al., 2003) and awake (Gentet et al., 2010, 2012)
mice. Assessing membrane potential dynamics in awake ani-
mals has provided new insights into brain function, opening
the possibility of dissecting the synaptic mechanisms that drive
neuronal networks during behavior.
Molecular Biology
Advances in mouse genetics, viral vectors, and optogenetics
have provided tools for investigating the role of precisely speci-
fied components in neural circuits. Specific types of genetically
defined neurons are labeled through GFP expression in differentmouse lines (Feng et al., 2000; Oliva et al., 2000; Tamamaki et al.,
2003; Gong et al., 2003), which can be visualized in vivo using
two-photon microscopy allowing targeted electrophysiological
recordings in L2/3 (Margrie et al., 2003; Liu et al., 2009; Gentet
et al., 2010, 2012). A more versatile approach is to express
Cre-recombinase under the control of different promoters in
specific cell types (Gong et al., 2007; Taniguchi et al., 2011),
which can then be used to knock out genes flanked by loxP sites
(floxed genes) (Tsien et al., 1996) or to drive expression of genes
preceded by loxP-STOP-loxP sequences (Madisen et al., 2010,
2012). Viral vectors can also be made to express in a highly
specific Cre-dependent manner, giving further applications for
Cre-driver mouse lines and providing a simple method for spatial
and temporal specificity (Atasoy et al., 2008; Cardin et al., 2009).
In vivo two-photon imaging of fluorescent proteins expressed in
a Cre-dependent manner has allowed targeted electrophysio-
logical recordings and calcium imaging in genetically defined
L2/3 cell types (Hofer et al., 2011; Atallah et al., 2012; Gentet
et al., 2012). Further advances in molecular biology have pro-
vided genetically encoded voltage-sensitive (Akemann et al.,
2010, 2012; Kralj et al., 2012; Jin et al., 2012) and calcium-sensi-
tive (Tian et al., 2009; Harvey et al., 2012; Keller et al., 2012;
Lu¨tcke et al., 2010) fluorescent indicators useful for in vivo
imaging of L2/3. Although currently limited in sensitivity, these
genetically encoded sensors of neural activity offer the unique
opportunity to use two-photon microscopy to repeatedly image
the activity of the same cells over many days, providing new
insight into plasticity (Margolis et al., 2012) and the neural corre-
lates of learning (Huber et al., 2012) in L2/3 neocortex of
behaving mice. Of equal importance to these optical probes
for measuring neuronal activity is the development of genetically
encoded tools for controlling neuronal activity. Optogenetic tools
have been successfully applied to excite neural activity, for
example, using the light-activated cation channel encoded by
channelrhodopsin-2 (ChR2) (Boyden et al., 2005), and to inhibit
neuronal activity, for example, by the light-activated chloride
pump halorhodopsin (NpHR) (Zhang et al., 2007; Gradinaru
et al., 2010) and the light-activated proton pump archaerhodop-
sin (Arch) (Chow et al., 2010). In a remarkably short time, optoge-
netics has become a standard and essential tool for the causal
investigation of the roles of specific genetically defined cell types
in neural circuit function and behavior.
Behavior
The development of the awake head-restrained mouse prepara-
tion has been of critical importance to investigate physiological
patterns of neural activity utilizing the optical, electrophysiolog-
ical, and genetic methods described above. In the simplest
form, awake mice implanted with head-fixation posts can be
readily habituated to accept head restraint, allowing whole-cell
recordings and optical imaging from L2/3 during spontaneous
behavior (Petersen et al., 2003; Crochet and Petersen, 2006;
Ferezou et al., 2007) or during the execution of simple learned
tasks (Komiyama et al., 2010; O’Connor et al., 2010; Andermann
et al., 2010; Kimura et al., 2012). In order to study cortical
function during locomotion, mice can be placed on a floating
track ball, which in addition may help reduce brain movement
(Dombeck et al., 2007; Niell and Stryker, 2010). In the most
sophisticated experimental set-ups, head-restrained mice onNeuron 78, April 10, 2013 ª2013 Elsevier Inc. 29
Figure 1. Sparse Action Potential Firing in Excitatory Neurons of L2/3
(A) Left: confocal image of DAPI-stained nuclei (cyan) at a single focal plane through the C2 barrel column. Middle: schematic representation of the cortical
layers (barrels within L4 in cyan) with examples of typical dendritic morphologies of excitatory cortical neurons (in red, an L2 neuron; in blue, a spiny stellate
L4 cell; in green, an L5B pyramidal neuron). Right: schematic representation of the main excitatory connections between cortical layers within a barrel
column (black), as well as the main thalamic inputs to the barrel cortex from the ventral posteromedial nucleus (VPM, green) and the posteromedial nucleus
(POM, red).
(B) Simultaneous extracellular AP recording across cortical layers in the primary auditory cortex of an anesthetized rat. L2/3 neurons are much less active than
L4 and L5 neurons during both sensory-evoked and spontaneous activity.
(C) Averaged activity of neurons recorded juxtacellularly in different cortical layers of the barrel cortex from mice performing a vibrissa-based object localization
task. Each circle corresponds to a single neuron. Purple circles indicate ‘‘silent’’ neurons that are mainly located in L2/3.
(D) Two-photon calcium imaging of L2/3 barrel cortex neurons from a mouse performing the same vibrissa-based object localization task as above. Neurons are
color coded as a function of their mean activity (event rate).
(legend continued on next page)
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ronments, providing exquisite experimental control for studying
complex behaviors during electrophysiological recordings and
two-photon imaging of L2/3 neocortex (Harvey et al., 2012).
Together, these technical advances in optical imaging, elec-
trophysiology, molecular genetics, and behavior have helped
shed new light on the functional role of L2/3 in awake behaving
mice, which forms the focus of this Review.
Sparse Coding in Superficial Layers of the Neocortex
The vast majority of neocortical neurons (80%) are excitatory,
releasing glutamate onto their synaptically connected targets.
The types of excitatory neurons in sensory neocortex vary
according to laminar position of the cell body (Figure 1A). L1
only contains GABAergic neuronal somata and, of course,
many glutamatergic and GABAergic axons, dendrites, and syn-
apses. In themouse, L1 is125 mm thick, varying across cortical
regions. The excitatory neurons in the superficial neocortical
layers, L2/3, are densely packed pyramidal neurons with prom-
inent vertically aligned apical dendrites. At the border between
L1 and L2, many of the excitatory neurons are modified pyrami-
dal neurons, which can have near horizontal or very short apical
dendrites. Excitatory L2/3 neurons locally innervate L2/3 and L5,
and have long-range axonal projections that project to distant
cortical areas. In mouse neocortex, L2 and L3 have a combined
thickness of 300 mm. Most two-photon imaging studies have
been performed within the upper 400 mm of the neocortex
spanning from L1 to L3, since imaging deeper in the brain is
technically more challenging (Mittmann et al., 2011). Excitatory
neurons in L4 are typically dominated by spiny stellate neurons
with small somata and dendrites confined to L4. Excitatory L4
neurons only have local axonal arborizations, prominently inner-
vating excitatory neurons within L4, as well as in all other cortical
layers of the same column (Figure 1A) (Lefort et al., 2009). The
deep L5 excitatory pyramidal neurons have larger cell bodies
and prominent apical dendrites ascending to the superficial
layers. The excitatory L5 neurons receive excitatory input from
all other cortical layers and have long-range axonal projections
to cortical and subcortical brain regions. Layer 6 contains a large
diversity of excitatory cell types including pyramidal neurons
with vertically aligned apical dendrites reaching L4 and inverted
pyramidal neurons. Excitatory neurons in L6 send long-range
axonal projections across cortical areas and also innervate the
thalamus.
In the studies that have directly compared the AP firing rates
across different layers, there is growing agreement that L2/3
pyramidal neurons have significantly lower firing rates than excit-
atory neurons in L4 and L5. Sparse AP firing in the superficial
layers was already noted in early whole-cell recording studies
carried out under anesthesia (Moore and Nelson, 1998; Zhu
and Connors, 1999; Brecht et al., 2003). More recently, simulta-
neous recordings across the entire depth of the primary auditory(E) Membrane potential dynamics of an identified L2/3 pyramidal neuron within th
whisker makes contacts with an object (red bars), and quiet waking (whisker posit
and reconstructed (dendrites, red; main descending axon, gray) within the barre
(A) is reproduced from Lefort et al. (2009) with permission fromCell Press. (B) is rep
(D) are reproduced from O’Connor et al. (2010) with permission from Cell Press.cortex using multisite silicon probes under anesthesia revealed
that presumed excitatory neurons in superficial layers are
several fold less active than those in deep layers for both spon-
taneous and evoked activity (Figure 1B) (Sakata and Harris,
2009). Juxtasomal recordings from anatomically identified pyra-
midal neurons in primary somatosensory barrel cortex, both
under anesthesia and in awake head-restrained animals, also re-
vealed low spontaneous and evoked AP rates in L2/3 compared
to the several times higher AP rates in L5 pyramidal neurons (de
Kock et al., 2007; de Kock and Sakmann, 2009). In recordings
from barrel cortex in awake head-restrained mice performing
an object localization task, presumed excitatory neurons in
L2/3 also fired APs at several fold lower rates compared to L5
neurons (O’Connor et al., 2010) (Figure 1C). The lower firing rates
of L2/3 excitatory neurons may, at least in part, result from their
resting membrane potentials being10 mV hyperpolarized rela-
tive to L5 pyramidal neurons, according to in vitromeasurements
(Lefort et al., 2009). Layer 2/3 pyramidal neurons may therefore
require substantially more excitatory synaptic input to drive
them to AP threshold compared to L5 pyramids.
Importantly, the distribution of firing rates observed in vivo is
far from a normal Gaussian distribution and rather indicates the
presence of a sparse population of neurons firing many APs
and the vast majority firing very few APs (Hroma´dka et al.,
2008). Such long-tailed distributions of AP firing rates have
been consistently observed in measurements of L2/3 neocortex,
as most easily revealed by comparison of mean and median
firing rates. In distributions with long tails, the mean is strongly
influenced by the few high firing rate neurons, whereas the me-
dian more closely represents the majority behavior. In L2/3
mouse barrel cortex during object localization, the mean AP
firing rate in presumed excitatory neurons was 3.0 Hz, whereas
the median was 0.2 Hz (O’Connor et al., 2010) (Figure 1C).
Similarly in whole-cell recordings from identified L2/3 pyramidal
neurons in mouse barrel cortex during active touch, themean AP
firing rate was 1.7 Hz, whereas the median was 0.2 Hz (Crochet
et al., 2011). These electrophysiological measurements there-
fore indicate that sensory stimuli are represented by robust
AP firing in a small subset of excitatory neurons in L2/3 mouse
sensory cortex. However, the vast majority of excitatory L2/3
neurons fire few APs in response to a given sensory stimulus.
Two-photon in vivo calcium imaging of network activity is well
suited to investigate such distributions of AP firing, with the
caveat that the results are influenced by the difficulty in resolving
calcium signals from single APs (Kerr et al., 2005; Tian et al.,
2009; Lu¨tcke et al., 2010). Such imaging studies reveal that high-
ly active neurons in L2/3 neocortex are a small minority
embedded within a large number of much less active neurons
in both awake and anesthetized animals (Greenberg et al.,
2008; O’Connor et al., 2010) (Figure 1D). Results from imaging
studies are therefore in good agreement with electrophysiolog-
ical measurements.e C2 barrel column during free whisking in air, active touch during which the C2
ion, green; membrane potential, black). Right: the recorded neuron was stained
l map (cyan).
roduced fromSakata andHarris (2009) with permission fromCell Press. (C) and
(E) is reproduced from Crochet et al. (2011) with permission from Cell Press.
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be modulated by anesthesia, brain state, development, and
experience. In the visual cortex, L2/3 pyramidal neurons fire
less in awake mice than in anesthetized mice (Haider et al.,
2013). In the auditory cortex, the mean firing rate decreases in
L2/3 during activated states occurring spontaneously or induced
by stimulation of the pedunculopontine tegmental nucleus
(Sakata and Harris, 2012). Two-photon calcium imaging in L2/3
mouse visual cortex during development has revealed a switch
from dense to sparse network activity after eye opening (Roche-
fort et al., 2009). A similar imaging approach also showed
sparsification of L2/3 barrel cortex activity during early postnatal
development (Golshani et al., 2009). Furthermore, in the barrel
cortex, whisker associative fear learning enhances the sparse-
ness of L2/3 responses to whisker stimulation (Gdalyahu et al.,
2012).
The very low rates of AP firing in the majority of excitatory L2/3
neocortical neurons could indicate that many neurons might
receive very little synaptic input. However, whole-cell membrane
potential recordings from L2/3 excitatory neurons in awake
head-restrained mice reveal large-amplitude (20 mV) sub-
threshold membrane potential fluctuations driven by synaptic
inputs, even in neurons that fire APs very rarely (Figure 1E)
(Petersen et al., 2003; Crochet and Petersen, 2006; Poulet and
Petersen, 2008; Crochet et al., 2011). The paucity of sponta-
neous and evoked APs in the majority of L2/3 excitatory neurons
is therefore not due to the absence of excitatory input, but rather
because of the strong impact of inhibition, as we discuss below.
An important question that remains to be elucidated is whether
the sparse firing of L2/3 pyramidal cells reflects the existence of
a small population of highly excitable neurons and/or a high
selectivity of L2/3 pyramidal cells for specific sensory input. In
other words, does L2/3 contain a small pool of broadly tuned
neurons ready to respond to any stimulus within the receptive
field or does it contain a large pool of finely tuned neurons that
only respond to a specific parameter of the stimulus and
context? Recent studies suggest that L2/3 pyramidal neurons
show a certain degree of stimulus selectivity. Selectivity to the
direction of a moving stimulus is a well-known feature of neurons
in the primary visual cortex. Two-photon calcium imaging
studies have revealed that L2/3 neurons in the rodent primary
visual cortex show high selectivity for stimulus orientation,
even though they are not organized into the orientation pinwheel
maps found in cats (Ohki et al., 2005, 2006). Similarly, in the
rodent barrel cortex, L2/3 pyramidal neurons fire preferentially
for a specific direction of whisker deflection. Neurons showing
similar angular preference tend to be spatially clustered, forming
a map of orientation selectivity within a single barrel column
(Andermann and Moore, 2006; Kremer et al., 2011). This map
seems to emerge late in the development after birth since it
was not observed in immature rats (Kerr et al., 2007; Kremer
et al., 2011). L2/3 pyramidal neurons may well also be selective
for othermore complex parameters of the stimulus. For example,
a small proportion of L2/3 pyramidal cells seem to show a pref-
erence to object location during active sensing in mice trained to
discriminate between two object positions (O’Connor et al.,
2010). In the auditory cortex, L2/3 neurons have more hetero-
geneous frequency tuning than L4 neurons within the same32 Neuron 78, April 10, 2013 ª2013 Elsevier Inc.column, which might suggest selectivity to complex sounds
emerging from intracortical processing (Rothschild et al., 2010;
Bathellier et al., 2012; Winkowski and Kanold, 2013). There is
therefore growing evidence supporting the notion that the sparse
firing in L2/3 excitatory neurons of sensory cortex reflects high
stimulus selectivity.
Differential Processing in Layers 2 and 3
In most studies, L2 and L3 have been considered together
because of the difficulties in clearly distinguishing them.
Whereas the border between L1 and L2 is very clear in Nissl-
or DAPI-stained coronal sections (since there are very few cell
bodies in L1), differentiating between L2 and L3 is more difficult
(Figure 1A). However, structural, molecular, and functional data
support the notion that L2 and L3 are different. Structurally, the
most superficial 100 mm of L2/3 has a higher cell density than
the deeper parts of L2/3, and this superficial region also contains
a higher fraction of GABAergic neurons compared to deeper L2/
3 (Lefort et al., 2009; Meyer et al., 2011). At the molecular level,
in situ hybridization signals for a variety of mRNAs are different,
comparing superficial and deep parts of L2/3. For example,
RIKEN cDNA 9830123M21 is reported to be localized only in su-
perficial L2/3 and Rgs8 is more abundant in superficial L2/3,
whereas Cart is localized to deep L2/3 (Figure 2A) (Lein et al.,
2007). Functionally, whole-cell recordings of sensory responses
evoked by active whisker touch revealed a clear dependence
upon recording depth in L2/3 mouse barrel cortex (Crochet
et al., 2011). Active touch evoked short-latency, large, and fast
depolarizing sensory responses in excitatory neurons with
somata located in deep L2/3, whereas more superficial L2/3
excitatory neurons had longer latency and smaller-amplitude de-
polarizing responses lasting longer (Figure 2B). The large and
fast sensory responses in L3 neuronsmight result from the prom-
inent direct thalamic VPM innervation of L3 (in addition to the
well-known innervation of L4), which is strongly reduced in L2
(Oberlaender et al., 2012) (Figure 2C). Strong recurrent excitatory
connections between L3 pyramidal cells and between L3 and L2
excitatory neurons may further amplify sensory inputs
(Figure 2D) (Lefort et al., 2009). Both L2 and L3 excitatory neu-
rons are strongly innervated by L4 neurons, which will also
contribute to the sensory responses (Feldmeyer et al., 2002; Le-
fort et al., 2009) (Figure 2D). In addition, L2 neurons also receive a
potentially important excitatory input from L5A neurons, whereas
L5B neurons make fewer connections with excitatory neurons in
L2/3 (Figure 2D) (Lefort et al., 2009). Although these ‘‘noncanon-
ical’’ synaptic pathways from deeper to superficial cortical layers
occur at relatively low probabilities of finding connected pairs of
neurons, they may be functionally important since L5 pyramidal
neurons fire APs at higher rates than L2/3 excitatory neurons, as
discussed above. In future studies, it would appear to be impor-
tant and interesting to carefully probe for further functional
differences between L2 and L3. It is also conceivable that future
molecular labels will be able to subdivide L1, L2, and L3 into
many further sublaminae.
Diverse Types of GABAergic Neurons in Layer 2/3
So far we have considered the excitatory glutamatergic neurons,
which make up 80% of the neocortical neuronal population.
Figure 2. Layer 2 versus Layer 3
(A) Sagittal sections showing the laminar expression of 9830123M21Rik (top), Rgs8 (middle), and Cart (bottom) revealed through in situ hybridization.
(B) Representative examples of averaged postsynaptic potentials (PSPs) evoked by active contacts of the C2 whisker with an object from identified L2/3
pyramidal neurons within the C2 barrel column. The recording depth is indicated on the left. Bottom: the latency of the PSP evoked by active contacts is plotted
against the recording depth for 18 L2/3 pyramidal neurons.
(C) Color-coded density of ventral posteromedial nucleus (VPM) axon boutons within a barrel column. The one-dimensional profile along the vertical column axis
is superimposed in white.
(D) Schematic representation of the main excitatory inputs to L2 and L3. Red, thalamic inputs from the VPM.
(A) is reproduced from Lein et al. (2007) with permission from Nature Publishing Group. (B) is reproduced from Crochet et al. (2011) with permission from
Cell Press. (C) from is reproduced Oberlaender et al. (2012) with permission from Oxford University Press.
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neurons, which for the most part only have local axonal arbori-
zations and are therefore often termed ‘‘interneurons.’’ The
GABAergic neurons show a striking diversity of morphological,
molecular, and electrophysiological features (Ascoli et al.,
2008). Recently, it has been suggested that the neocortical
GABAergic neurons can be divided into three largely nonover-
lapping groups defined by molecular markers (Lee et al., 2010).
In L2/3, the largest group of neurons, accounting for 50% of
the GABAergic population, expresses the ionotropic serotonin
receptor 5-HT3AR and nicotinic acetylcholine receptors but
does not express parvalbumin or somatostatin. These 5HT3AR-
expressing neurons have broad AP waveforms with adapting
firing patterns, corresponding to the large class of non-fast-
spiking GABAergic neurons reported in GAD67-GFP mice (Gen-
tet et al., 2010, 2012; Avermann et al., 2012; Suzuki and Bekkers,
2010). Here, for simplicity, we will refer to these as 5HT3AR cells,
which are likely to include at least two different subclasses
of GABAergic neurons, one being the neurogliaform cells, which
predominantly signal via volume transmission (Ola´h et al., 2009),
and the other type being VIP-expressing bipolar neurons, which
might preferentially inhibit other GABAergic neurons (Acsa´dy
et al., 1996; Dalezios et al., 2002; Staiger et al., 2004). The
5HT3AR neurons can be visualized in BAC transgenic mice
expressing GFP under the control of the 5HT3AR promoter
(Lee et al., 2010) and the subset of VIP-expressing neuronscan be examined using VIP-Cre mice (Taniguchi et al., 2011).
The second largest group of L2/3 GABAergic neurons is defined
through expression of the calcium-binding protein parvalbumin
(PV). These PV cells account for 30% of the L2/3 inhibitory
neurons. Electrophysiologically, they have rapid AP waveforms
and are capable of firing at very high frequencies for sustained
periods of time. Fast-spiking PV neurons densely innervate
nearby excitatory neurons providing strong inhibition (Packer
and Yuste, 2011; Avermann et al., 2012). The group of PV
neurons can be divided into two classes, one of which targets
the soma and proximal dendrites of pyramidal neurons, often
termed basket cells (Freund and Katona, 2007; Isaacson and
Scanziani, 2011), and the other of which specifically innervates
the axon initial segment of pyramidal neurons, termed axoaxonic
neurons or chandelier cells (Somogyi, 1977; Taniguchi et al.,
2013). PV neurons can be visualized either in BACmice express-
ing GFP (Meyer et al., 2002) or in gene-targeted mice expressing
Cre-recombinase (Hippenmeyer et al., 2005) from the PV gene
locus. Taniguchi et al. (2013) report that chandelier cells can
be visualized in Nkx2.1-CreERT mice induced with tamixofen
at E17, and they furthermore report that only a subset of chande-
lier cells express PV. The third group of L2/3GABAergic neurons,
which accounts for the remaining 20% of the population, is
defined through the expression of somatostatin (SST). These
neurons have a higher input resistance and are oftenmore depo-
larized than other GABAergic neurons (Gentet et al., 2012). LayerNeuron 78, April 10, 2013 ª2013 Elsevier Inc. 33
Figure 3. Cell Type-Specific Activity of GABAergic Neurons in L2/3 Barrel Cortex of Awake Mice
(A) Two-photon microscopy was used to target whole-cell patch-clamp recordings to specific GFP-labeled subtypes of L2/3 GABAergic neurons in the
barrel cortex of awake head-restrained mice. EXC, excitatory neurons; PV, parvalbumin-expressing GABAergic neurons; 5HT3AR, non-fast-spiking presumed
5HT3AR-expressing GABAergic neurons; SST, somatostatin-expressing GABAergic neurons.
(B) Approximate fractions of 5HT3AR, PV, and SST GABAergic neurons within L2/3 mouse barrel cortex.
(C) Example whole-cell recordings of spontaneous membrane potential fluctuations during quiet wakefulness for the corresponding neuronal types depicted
in (A).
(D) Average firing rate during quiet wakefulness.
(E) Grand average postsynaptic potential evoked by a brief passive deflection of the C2 whisker for the different neuron subtypes.
(F) Average evoked firing rate quantified over the 50 ms after deflection of the C2 whisker.
(A) and (C)–(F) are reproduced from Gentet et al. (2012) with permission from Nature Publishing Group.
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2008; McGarry et al., 2010; Xu et al., 2013), innervate distal
dendrites of pyramidal neurons, often targeting the apical tuft
in L1. Unlike most other types of L2/3 neurons, the SST neurons
receive strongly facilitating excitatory synaptic input from nearby
pyramidal neurons, responding only weakly to single APs (Reyes
et al., 1998; Silberberg and Markram, 2007; Kapfer et al., 2007;
Fanselow et al., 2008; Gentet et al., 2012). They are also unusual
among L2/3 neurons in that they appear to receive little excit-
atory input from L4 (Adesnik et al., 2012). These SST neurons
can be visualized in GIN-GFP mice (Oliva et al., 2000) or in
mice expressing Cre-recombinase from the SST gene locus
(Taniguchi et al., 2011).
These three groups of GABAergic neurons, defined through
the nonoverlapping expression of 5HT3AR, PV, or SST, therefore
have diverse features at all levels of characterization. Over
the last years, the ability to genetically label these neurons with
fluorescent proteins and visualize their location in the living34 Neuron 78, April 10, 2013 ª2013 Elsevier Inc.animal through two-photon microscopy has allowed their func-
tion to be studied during sensory processing in awake behaving
mice.
In L2/3 barrel cortex of awake head-restrained mice, whole-
cell recordings have been targeted to these different groups of
GABAergic neurons, revealing their functional properties during
whisker-related sensorimotor behavior (Figures 3A and 3B). On
average, the spontaneous firing rate of L2/3 GABAergic neurons
is around an order of magnitude higher than that of the nearby
excitatory neurons (Gentet et al., 2010). Because there are
many more excitatory neurons, the total number of APs in
GABAergic neurons is approximately equal to the total number
of spikes in the excitatory glutamatergic L2/3 neurons over any
given period of time. During quiet wakefulness, the average
spontaneous firing rates of PV neurons are highest, SST neurons
are intermediate, and 5HT3AR-expressing neurons are lowest,
with all three classes of GABAergic neurons on average firing
at considerably higher rates than excitatory L2/3 neurons
Neuron
Review(Gentet et al., 2010, 2012) (Figures 3C and 3D). However, it is
important to note that there is a wide distribution of AP firing
rates within each genetically defined class, which include both
high and low firing rate individual neurons. Dual whole-cell
recordings in awake head-restrained mice have revealed that
the slow, large-amplitude membrane potential fluctuations that
characterize quiet wakefulness in L2/3 mouse barrel cortex
(Crochet and Petersen, 2006; Poulet and Petersen, 2008) are
highly synchronous in PV, 5HT3AR, and excitatory neurons,
whereas these fluctuations are strongly reduced and negatively
correlated in SST neurons (Gentet et al., 2010, 2012)
(Figure 3C). The SST neurons therefore have different sponta-
neous membrane potential dynamics compared to all the other
classes of nearby neurons. SST neurons are also unique in being
hyperpolarized and inhibited by sensory whisker input (either
passively applied by the experimenter or actively acquired
by the mouse palpating objects), whereas PV, 5HT3AR, and
excitatory neurons are depolarized and excited by sensory
stimulation (Gentet et al., 2010, 2012) (Figures 3E and 3F). PV
neurons have the strongest increase in firing rates evoked by
whisker stimulation, closely followed by 5HT3AR neurons, and
both of these types of GABAergic neurons fire approximately
an order of magnitude more sensory-evoked APs than the excit-
atory neurons. There are therefore strong differences comparing
the activity of excitatory neurons and different types of inhibitory
neurons in L2/3 mouse barrel cortex. In particular, the SST
neurons have a radically different behavior from the other cell
types, probably indicating that they receive different synaptic
inputs. Several mechanisms might contribute to the unusual
inhibitory responses in SST neurons. The SST cells might receive
stronger inhibition than other nearby cells types or they might
lack excitatory input that the other cell types receive (Adesnik
et al., 2012). Also, the need for repetitive AP firing in presynaptic
excitatory neurons to evoke facilitated synaptic input may
contribute to the functional differences observed for SST neu-
rons (Reyes et al., 1998; Silberberg and Markram, 2007; Kapfer
et al., 2007; Fanselow et al., 2008; Gentet et al., 2012).
Cell type-specific firing of different types of GABAergic neu-
rons has also been reported in L2/3mouse primary visual cortex.
Extracellular recordings targeted to PV neurons have generally
found that they respond strongly to drifting grating visual stimuli
without strong orientation specificity (Liu et al., 2009; Ma et al.,
2010; Kerlin et al., 2010; Hofer et al., 2011; Atallah et al., 2012;
but see also Runyan et al., 2010). Optogenetic perturbations of
PV neurons suggest that they may act primarily as gain control
in primary visual cortex, strongly affecting the spike rate of
excitatory neurons with a smaller effect on the tuning properties
(Atallah et al., 2012; Lee et al., 2012), although significant
enhancement of orientation tuning of excitatory neurons was
reported during optogenetic stimulation of PV neurons (Wilson
et al., 2012). SST neurons responded several fold weaker with
a delay compared to PV neurons in response to visual stimuli,
but, interestingly, SST neurons had a similar orientation tuning
selectivity to excitatory neurons andweremuchmore orientation
selective than PV neurons (Ma et al., 2010). Recently, SST neu-
ronswere found to summate visual inputs from a very large visual
field, suggesting that they may mediate surround suppression
in mouse primary visual cortex (Adesnik et al., 2012). Although,there ismuch further work to be done to clarify the computational
roles of different types of inhibitory neurons, it is clear that
different classes of GABAergic neurons in visual cortex have
very different response properties, similar to the findings in
mouse barrel cortex.
In the future, it will probably be important to further subdivide
the types of GABAergic neurons and it will also be essential to
begin to subdivide different types of excitatory neurons, perhaps
based on their long-range projection targets or through genetic
labeling.
GABAergic Inhibition Drives Sparse Coding in Layer 2/3
The sparse AP firing in excitatory neurons contrasts strongly with
the high firing rates observed in many inhibitory neurons. This
leads to the obvious suggestion that the GABAergic neurons
might be responsible for suppressing the activity of excitatory
neurons. Consistent with this idea, local infusion of GABAA-
receptor antagonists into L2/3 mouse barrel cortex increases
spontaneous AP firing rates in nearby excitatory neurons (Gentet
et al., 2010) (Figure 4A). Similarly, optogenetic inhibition of L2/3
PV or SST neurons in vivo also increased the firing rate of L2/3
pyramidal cells (Gentet et al., 2012; Atallah et al., 2012; Adesnik
et al., 2012). PV, 5HT3AR, and excitatory neurons have correlated
membrane potential fluctuations, so that the inhibitory PV and
5HT3AR neurons fire APs when the excitatory neurons are also
most depolarized (Gentet et al., 2010). Excitatory and inhibitory
conductances are therefore overall tightly correlated (Okun and
Lampl, 2008), in general giving rise to closely balanced excitation
and inhibition in neocortical neuronal networks. However, it is
interesting to note that SST GABAergic neurons in L2/3 barrel
cortex of awake mice have membrane potential fluctuations
and firing probabilities that are anticorrelated with all the other
nearby cell types (Gentet et al., 2012). Distal dendritic inhibition
provided by SST neurons is therefore reduced exactly at the
time when other excitatory and inhibitory conductances are
increased.
GABAergic inhibition appears to play an important role during
sensory processing. Intracellular recordings in anesthetized
animals initially revealed an important contribution of inhibitory
conductances in sensory-evoked responses in cortical neurons
across laminae and in different sensory areas (Borg-Graham
et al., 1998; Wehr and Zador, 2003; Monier et al., 2003; Wilent
and Contreras, 2004, 2005; Priebe and Ferster, 2008). In the
awake mouse barrel cortex, whole-cell recordings recently
revealed a novel mechanism, probably involving GABAergic
inhibition, for reliable sparse coding of active touch in L2/3 excit-
atory neurons (Crochet et al., 2011). Upon each whisker-object
contact, the membrane potential was driven toward a fixed
value independent of spontaneous variations in precontact
membrane potential (Figure 4B). For a given neuron, active
touch is therefore reliably encoded across trials as the absolute
value of the membrane potential at the peak of the response,
which we term the reversal potential. The reliable representa-
tion of a sensory stimulus in terms of such a reversal potential
differs from the normal way in which sensory responses are
typically quantified as the change in membrane potential evoked
by the sensory stimulus from its prestimulus value, which is
highly variable across trials. This reversal potential for the activeNeuron 78, April 10, 2013 ª2013 Elsevier Inc. 35
Figure 4. Strong GABAergic Inhibition Shapes In Vivo Activity of L2/3 Excitatory Neurons
(A) Left: two-photon microscopy targeted patch-clamp recording of an L2/3 excitatory neuron recorded in an awake head-restrained GAD67-GFP knockin
mouse. The recording electrode (upper pipette outlined in white) was filled with Alexa 594, which diffused into the recorded excitatory neuron labeling the soma
with a red fluorescence. A second pipette (lower white outline) containing Alexa 594 and 200 mM gabazine (a GABAA-receptor antagonist) was used to locally
block GABAergic synaptic transmission. Middle: membrane potential was recorded before (control) and during gabazine application. Right: gabazine induced an
increase in firing rate in all L2/3 pyramidal cells.
(B) The PSPs evoked by active whisker-object contacts (left) in L2/3 barrel cortex of awake mice are modulated by precontact membrane potential (Vm).
Averaged PSP for different precontact Vm levels reveals hyperpolarizing responses at depolarized Vm. Plotting the PSP amplitude against the precontact Vm
defines a cell-specific reversal potential (Vrev), which is generally hyperpolarized compared to AP threshold and explains a large part of AP firing rate (right).
(C) Visually evoked conductances in L2/3 primary visual cortex are dominated by inhibition in awake mice. Change in excitatory (DGe, red) and inhibitory (DGi,
blue) conductances evoked by central (left) and surround (middle) visual stimuli. Spatial profiles of excitation and inhibition are shown (right). DGe and DGi were
normalized to peak DGe for central stimuli (gray dashed line) for each neuron and then averaged across the population.
(A) is reproduced from Gentet et al. (2010) with permission from Cell Press. (B) is reproduced from Crochet et al. (2011) with permission from Cell Press. (C) is
reproduced from Haider et al. (2013) with permission from Nature Publishing Group.
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Reviewtouch response varied across recorded cells. The difference be-
tween the reversal potential and AP threshold for each individual
neuron closely predicted touch-evoked spiking probability. Most
neurons had hyperpolarized reversal potentials and fired few
touch-evoked spikes, but a small number (10%) of excitatory
L2/3 neurons had depolarized reversal potentials and reliably
fired an AP upon active touch. The reversal potential of the active
touch response is likely to be driven by synchronous glutamater-
gic and GABAergic conductances, apparently acting like a tran-
sient voltage clamp driven by synaptic inputs distributed across36 Neuron 78, April 10, 2013 ª2013 Elsevier Inc.the soma and dendrites. Since SST neurons are inhibited by
whisker stimulation, they are clearly not responsible for the
hyperpolarized reversal potential of the active touch response.
The strong touch-evoked firing of PV and 5HT3AR GABAergic
neurons probably contributes to the hyperpolarized reversal
potentials enforcing sparse AP firing and reliable coding in
excitatory neurons of L2/3 mouse barrel cortex. Additional feed-
forward GABAergic input from L4 is also likely to contribute
importantly to the hyperpolarized reversal potential of the sen-
sory response in excitatory L2/3 neurons.
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inhibition in driving sparse coding in L2/3 mouse barrel cortex.
Stimulation of 100 excitatory L2/3 neurons synaptically drove
AP firing predominantly in PV neurons. Thus, somewhat unex-
pectedly, the optogenetic stimulation of excitatory neurons
evoked a net inhibition of postsynaptic excitatory L2/3 neurons,
transiently suppressing spontaneous firing (Mateo et al., 2011).
During depolarized (but not hyperpolarized) cortical states,
the optogenetic stimulus also strongly drove APs in 5HT3AR
neurons, demonstrating brain state-dependent recruitment of
different inhibitory cell types. Strong disynaptic inhibition medi-
ated by PV and 5HT3ARGABAergic neurons therefore apparently
drives competition for action potential firing among excitatory
L2/3 neurons.
Inhibition also strongly limits the sensory-evoked discharge
of L2/3 neurons in the visual cortex of awake mice (Figure 4C)
(Haider et al., 2013). Interestingly, this later study points to
an important difference in the balance between excitation and
inhibition in awake compared to anesthetized animals, with
more prominent inhibition during wakefulness. It will therefore
be important in the future to further investigate the contribution
of inhibition to sculpting the neural code in awake animals.
Microcircuits of Excitatory and Inhibitory Neurons
in L2/3
In order to obtain a mechanistic understanding of neocortical
function, it will be essential to characterize the synaptic wiring
diagram of the neuronal networks, as well as the activity of the
neurons during behavior. The synaptic connectivity between
nearby neurons within local neocortical microcircuits has so far
been studied ex vivo in brain slices and, here, we will focus on
current knowledge of cell type-specific patterns of excitatory
and inhibitory synaptic connectivity within neocortical L2/3.
Comparison of the connectivity of excitatory and inhibitory
neurons in L2/3 has consistently shown that excitatory neurons
are sparsely connected to each other with weak synapses on
average, whereas synaptic interactions between excitatory and
inhibitory neurons are dense and strong. Holmgren et al. (2003)
probed synaptic connectivity between excitatory pyramidal
neurons and fast-spiking PV-expressing GABAergic neurons
through whole-cell recordings in L2/3 of rat somatosensory
and visual cortex, estimating that excitatory neurons within a
100 mm radius were connected to each other with5%probabil-
ity and average unitary excitatory postsynaptic potential (uEPSP)
amplitude of 0.7 mV, whereas excitatory neurons innervated
PV neurons with 78% connection probability and uEPSP ampli-
tude of 3.5 mV. In L2/3 of mouse barrel cortex, Avermann et al.
(2012) probed synaptic connectivity with multiple simultaneous
whole-cell recordings betweenGFP-labeledGABAergic neurons
and excitatory pyramidal neurons, finding that excitatory neu-
rons connect to each other with probability of 17% with average
uEPSP amplitude of 0.4mV, that excitatory neurons innervate PV
neurons with probability of 58% and mean uEPSP amplitude of
0.8 mV, and that excitatory neurons innervate 5HT3AR neurons
with 24%connection probability and 0.4mVmean uEPSP ampli-
tude (Figures 5A and 5B). In good agreement with brain slice
experiments, in vivo measurements of synaptic inputs evoked
by optogenetic stimulation of excitatory neurons revealed thatPV neurons receive approximately five times larger PSPs, and
5HT3AR neurons receive almost two times larger PSPs, com-
pared to nearby excitatory neurons (Mateo et al., 2011). These
data suggest that the strongest output of excitatory pyramidal
neurons in L2/3 is to PV-expressing GABAergic neurons. Aver-
mann et al. (2012) also found that the PV neurons strongly inner-
vate other PV neurons (55% connectivity) and nearby excitatory
neurons (60% connectivity) with less connectivity to 5HT3AR
neurons (24% connectivity). Interestingly, both the excitatory
input to PV cells from nearby pyramidal neurons and the inhi-
bitory output of PV cells onto excitatory neurons occur with
very rapid kinetics (Hu et al., 2010; Eggermann et al., 2012).
For example, whereas the uEPSP latency of excitatory to excit-
atory connections in L2/3 is 2.1 ms, the uEPSP latency of excit-
atory neurons onto PV neurons is 1.2 ms (Avermann et al., 2012).
Optical methods for stimulating neurons allow much larger con-
nectivity data sets to be gathered, and the first single-cell stimu-
lation study using two-photon glutamate uncaging to examine
synaptic connectivity of PV neurons onto excitatory neurons in
mouse L2/3 somatosensory cortex revealed 71% connection
probability within 100 mm and 43% connection probability within
200 mm (Packer and Yuste, 2011). There is therefore strong
evidence that excitatory neurons and PV neurons form highly
connected networks. PV neurons are likely to play a key role in
balancing the activity of excitatory neurons by providing strong
and rapid feedback inhibition. The strong excitatory inputs
onto PV neurons are likely to underlie their high firing rates and
strong responses to sensory stimulation. The strong and fast
inhibitory output of PV neurons is likely to contribute importantly
to enforce sparse coding in the excitatory neuronal population.
SST-expressing GABAergic neurons also densely innervate
nearby excitatory neurons in L2/3 mouse cortex with connection
probability of 71% within 200 mm (Fino and Yuste, 2011). The
probability of finding excitatory input onto nearby SST neurons
was found to be 29% (Kapfer et al., 2007). Although single APs
in excitatory neurons evoke small-amplitude uEPSPs in SST
neurons, high-frequency stimulation of pyramidal neurons
evokes strongly facilitating postsynaptic responses in SST
neurons (Reyes et al., 1998) such that the repetitive firing of
even a single pyramidal neuron can drive postsynaptic APs in
SST neurons in brain slices (Kapfer et al., 2007; Silberberg and
Markram, 2007), in vivo under anesthesia (Kwan and Dan,
2012), and in awake mice (Gentet et al., 2012).
Together, the data suggest that the functional connectivity
between excitatory and inhibitory neurons should be viewed
dynamically. Excitatory neurons firing single spikes at low fre-
quencies will primarily recruit PV GABAergic neurons, whereas
excitatory neurons firing high-frequency bursts of APs will drive
SST GABAergic neurons to fire.
In future studies, it will be of key importance to extend synaptic
connectivity measurements across all layers with increasingly
specific markers to identify cell types. Current data from gluta-
mate uncaging studies already point to important layer-specific
synaptic interactions for both excitatory and inhibitory inputs to
L2/3 neurons (Figure 5C) (Xu and Callaway, 2009). Together
with other connectivity studies, this study confirms that L2/3
excitatory neurons receive excitation mostly from L4, neigh-
boring neurons within the same layer, and L5A. Inhibitory inputsNeuron 78, April 10, 2013 ª2013 Elsevier Inc. 37
Figure 5. Microcircuit Connectivity Analysis Reveals Strong Inhibition in L2/3
(A) Example of simultaneous patch-clampwhole-cell recordings from two excitatory (neurons 1 and 2) and one inhibitory fast-spiking PV neuron (neuron 3) in L2/3
of the mouse barrel cortex in vitro. GABAergic neurons are labeled with GFP in the GAD67-GFP knockin mouse (green). APs in cell 1 evoked large and fast EPSPs
in cell 3. APs in cell 3 evoked simultaneous IPSPs in cells 1 and 2.
(B) Synaptic connectivity analyzed through paired recordings shows strong interactions between EXC and PV cells. EXC, excitatory neurons; PV, fast-spiking
parvalbumin-expressing GABAergic neurons; 5-HT, non-fast-spiking GABAergic neurons, presumably expressing the 5HT3AR.
(C) Laminar patterns of excitatory and inhibitory input to L2/3 pyramidal cells derived from glutamate uncaging in vitro. Example maps of excitatory (left) and
inhibitory (middle) input to pyramidal neurons. A reconstruction of the neuron’s cell body andmajor dendrites is shown in black or white over the color-coded input
maps. The color scale codes evoked input in units of picoamperes measured after photostimulation for each stimulation site. Right: summary data of laminar
excitatory (top) and inhibitory (bottom) input strength onto L2/3 pyramidal neurons.
(D) Schematic representation of main excitatory and inhibitory inputs to L2/3 pyramidal neurons within a barrel cortex column.
(A) and (B) are reproduced from Avermann et al. (2012) with permission from The American Physiological Society. (C) is reproduced from Xu and Callaway (2009)
with permission from the Society for Neuroscience.
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and from L1 (Xu and Callaway, 2009), together with L4 (Ka¨tzel
et al., 2011) (Figure 5D). However, these studies now need to
be extended toward further genetic cell-type specificity and
single-cell connectivity analyses.
Escape from Inhibition
Computational modeling of simplified, randomly connected
neuronal networks of L2/3 mouse barrel cortex based on
in vitro measurements reveal that local GABAergic inhibition is
so strong that it is difficult to drive any postsynaptic spiking in
excitatory neurons of the network (Avermann et al., 2012). This
results from the synaptic connectivity described above, with38 Neuron 78, April 10, 2013 ª2013 Elsevier Inc.most excitatory neurons receiving strong inhibitory input (espe-
cially from PV neurons) and relatively weak excitatory synaptic
input from its neighbors. One potentially interesting way for
excitatory neurons to escape from inhibition is through the
presence of rare strong excitatory synaptic inputs, which can
reach 10 mV in amplitude (about 20 times larger than the
average uEPSP). The distribution of uEPSP amplitudes is far
from a normal Gaussian distribution, exhibiting a long tail of
sparse large-amplitude connections (Song et al., 2005; Lefort
et al., 2009) (Figure 6A). Computational modeling suggests that
these few strong connections in the neocortical neuronal
network could be responsible for generating recurrent activity
(Lefort et al., 2009). These large-amplitude connections might
Figure 6. Sparse Strong Connectivity among Excitatory Neocortical Neurons
(A) Excitatory to excitatory uEPSP distribution in mouse barrel cortex indicates a long tail of rare large-amplitude uEPSPs (red).
(B) The spike-triggered grand average Vm and PSTH across dual recordings in L2/3 barrel cortex. Dual recordings indicate that excitatory L2/3 neurons fire APs
driven by large cell-specific prespike depolarizations. This makes excitatory neurons fire asynchronously, although in general they have highly correlated
subthreshold Vm. A large and rapid depolarization precedes the AP in the spiking neuron, but there is very little change in membrane potential in the simulta-
neously recorded nearby neuron. The large synaptic inputs driving APs therefore appear to be cell specific.
(C) The convergence of a few strong uEPSPs might drive downstream neurons.
(D) Left: OGB-1-labeled cells (green), including four PV neurons (labeled in red) in L2/3 visual cortex. Right: average calcium traces (DF/F) from three PV neurons
(red) and two parvalbumin-negative neurons (putative pyramidal cells, green) during stimulation with episodically presented drifting gratings. The directions of
drifting gratings are indicated by arrows; dashed lines show drift onset.
(E) Two pyramidal cells are more likely to be synaptically connected if they preferred similar grating orientations. Connection probability from pyramidal cell onto
fast-spiking PV cells did not depend on orientation response similarity, irrespective of response selectivity. Relationship between connection probability and
difference in preferred orientation (DOri) for pairs of orientation-tuned (OSI > 0.4) pyramidal cells (green), from pyramidal cells to fast-spiking PV neurons (black),
and from pyramidal cells to fast-spiking PV neurons with OSI > 0.25 (open bars).
(A) and (C) are reproduced from Lefort et al. (2009) with permission fromCell Press. (B) is reproduced fromPoulet and Petersen (2008) with permission fromNature
Publishing Group. (D) and (E) are reproduced from Hofer et al. (2011) with permission from Nature Publishing Group.
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Reviewcome about through Hebbian synaptic plasticity, in which the
correlated firing of the presynaptic and postsynaptic neurons
leads to a strengthening of the synaptic connection. At a network
level, synaptic plasticity might drive the formation of strongly
connected subnetworks of neurons, which would be able to
overcome the general blanket of inhibition. In agreement with
such a hypothesis, high-order network motifs of interconnected
neurons in the neocortex have already been experimentally
observed (Song et al., 2005; Perin et al., 2011). Furthermore, in
the mouse barrel cortex, the subset of cells expressing GFP
under the control of the c-fos promoter fire at higher rates than
nearby unlabeled cells and also show higher synaptic intercon-
nectivity (Yassin et al., 2010).Themembrane potential dynamics leading to AP initiation also
appear to be consistent with a prominent role for strong sparse
connectivity of excitatory neurons. Action potentials in excitatory
L2/3 barrel cortex neurons of awake mice are driven by large
and rapid depolarization of10mV in the 20ms preceding spike
initiation (Poulet and Petersen, 2008; Gentet et al., 2010)
(Figure 6B). Although membrane potential fluctuations are in
general highly correlated in nearby excitatory neurons, the post-
synaptic potentials that drive AP firing are entirely specific for
the spiking neuron and no correlated signal is seen in neigh-
boring excitatory neurons during ongoing spontaneous activity
in awake L2/3 mouse barrel cortex (Poulet and Petersen, 2008;
Gentet et al., 2010). These large and rapid depolarizations thatNeuron 78, April 10, 2013 ª2013 Elsevier Inc. 39
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Reviewdrive spiking might result from the postsynaptic integration of
one, or more, of these rare large-amplitude synaptic inputs
specifically innervating the spiking neuron (Figure 6C). In future
experiments, it might therefore be of key importance to better
characterize these large-amplitude synaptic connections
examining their functional relevance in vivo and whether they
preferentially occur within specific subnetworks.
Of specific functional significance, excitatory L2/3 neurons
in mouse primary visual cortex preferentially make synaptic
connections with other excitatory neurons sharing the same
orientation tuning (Figures 6D and 6E) (Ko et al., 2011; Hofer
et al., 2011). However, PV neurons receive uEPSPs from excit-
atory neurons without orientation-specific connectivity (Hofer
et al., 2011), consistent with the broad tuning properties of
PV cells (Sohya et al., 2007) and the extremely high connectivity
between excitatory neurons and PV neurons, which in itself
precludes specificity (Figures 6D and 6E). Strongly connected
subnetworks of L2/3 excitatory neurons with the same orienta-
tion preference may thus help drive these neurons to respond
to specific visual stimuli escaping from strong, but weakly
tuned, inhibition.
Dendritic Computation
Both the in vitro and the in vivo membrane potential measure-
ments that we have discussed until now were recorded at the
soma. It is interesting to record from the soma because it is
electrotonically close to the axon initial segment, where APs
are typically initiated (Stuart and Sakmann, 1994). The somatic
membrane potential of excitatory L2/3 neurons is therefore a
good predictor of AP firing, which occurs at a relatively constant
threshold potential (Azouz and Gray, 2000; Poulet and Petersen,
2008; Mensi et al., 2012). However, the synaptic conductances
that drive membrane potential changes are distributed across
the neuronal arborizations, often at large electrotonic distances.
Most excitatory synapses are located on dendritic spines
and many GABAergic synapses are also on dendrites (although
not primarily on spines). The passive membrane properties of
dendrites follow from the properties of the electrical cables
(Rall, 1969; Jack et al., 1975; Spruston et al., 1994). A synaptic
input on a dendrite will locally drive a large, rapidly rising depo-
larization, which is much slower and smaller after propagating
to the soma (Magee, 2000; Williams and Stuart, 2002; Nevian
et al., 2007) (Figure 7A). For some excitatory synapses, there
may even be an important voltage difference comparing the
spine head and the parent dendrite to which it is attached, due
to large spine neck electrical resistances (Bloodgood and
Sabatini, 2005). Complex spatiotemporal dynamics of mem-
brane potential are therefore expected across dendritic arbori-
zations and, importantly, dendritic membrane potential is not
expected to be the same as the membrane potential of the
soma (Williams and Mitchell, 2008). Indeed, in vivo recordings
reveal that membrane potential fluctuations are faster in
dendrites than typically recorded at the soma (Waters and
Helmchen, 2004).
The somatic impact of synaptic inputs distributed across the
dendrites will depend upon the precise spatiotemporal pattern
of the synaptic activity. In vivo two-photon imaging of calcium-
sensitive fluorescent dyes has recently been able to resolve40 Neuron 78, April 10, 2013 ª2013 Elsevier Inc.signals at the level of individual dendritic spines (Jia et al.,
2010; Chen et al., 2011; Varga et al., 2011; Takahashi et al.,
2012). Investigating layer 2/3 excitatory neurons in mouse visual
cortex, neighboring spines were found to have diverse orienta-
tion preferences to visual stimuli and conversely spines activated
by a given oriented visual stimulus were widely distributed over
the dendritic arborization (Jia et al., 2010). Similarly, in auditory
cortex, spines with different frequency tunings were found
intermingled across the dendrites (Chen et al., 2011). In the
mouse layer 2 barrel cortex, nearby spines could be activated
by deflection of different whiskers, including the whisker defining
the principal whisker barrel column and neighboring whiskers
(Varga et al., 2011) (Figure 7B). The overall impression is
therefore that dendrites will experience a constant barrage of
distributed synaptic input, with neighboring spines receiving
signals with diverse receptive fields. Although the spatiotem-
poral pattern of synaptic inputs arriving during behavior in awake
animals is not known, there are already indications that clustered
activation of nearby synapses occurs at higher than chance
probability (Takahashi et al., 2012). Spatially and temporally
clustered synaptic input might drive large local depolarizations
in dendrites, which might activate nonlinear voltage-gated con-
ductances.
Voltage-dependent sodium, potassium, and calcium channels
are widely distributed across neuronal arborizations, which
could drive active regenerative events during synaptic integra-
tion in dendrites (Stuart and Sakmann, 1994; Reyes, 2001;
Larkum et al., 2007). The voltage-dependent magnesium block
of the NMDA receptor adds further nonlinear components to
the process of dendritic synaptic integration, driving NMDA
spikes in distal dendrites (Schiller et al., 2000; Nevian et al.,
2007; Larkum et al., 2009) (Figure 7C). Two-photon uncaging
of glutamate has allowed detailed investigation of the spatiotem-
poral requirements for driving supralinear dendritic integration of
excitatory synaptic inputs (Branco and Ha¨usser, 2011) (Figures
7D and 7E). When nearby spines on proximal dendrites are
activated by glutamate uncaging, then their inputs sum linearly
as measured at the soma (Branco and Ha¨usser, 2011). However,
when similar uncaging is performed on spines located on distal
dendritic segments, then the inputs sum supralinearly as
measured at the soma. The supralinear summation depends
upon the activation of NMDA receptors (Branco and Ha¨usser,
2011) (Figure 7E) and is probably mediated by large local synap-
tic depolarizations in distal dendrites relieving the NMDA recep-
tors of the voltage-dependent Mg2+ block, causing further
inward current and thus more depolarization, the mechanism
thought to underlie NMDA spike generation.
The nonlinear integration of spatiotemporally distributed
excitatory and inhibitory conductances could endow dendrites
with the ability to perform complex computations (Poirazi and
Mel, 2001; Branco and Ha¨usser, 2010; Takahashi et al.,
2012). Indeed, recent data suggest that dendritic spikes may
be prominent in awake mice (Murayama and Larkum, 2009;
Gentet et al., 2012; Xu et al., 2012), perhaps enhanced by the
reduced firing rate of SST GABAergic neurons during active
brain states, whereas these dendrite-targeting neurons are
tonically active during quiet wakefulness (Gentet et al., 2012)
(Figure 7F).
Figure 7. Dendritic Integration
(A) Unitary EPSPs evoked by locally applying a high sucrose concentrationwere recorded in vitro with dual patch-clamp from the soma (blue) and a basal dendrite
(red), showing strong attenuation of the EPSP at the soma.
(B) Top: spine activation patterns from a portion of a dendrite of an L2 pyramidal cell in mouse barrel cortex. Red and blue dots indicate spines activated by
principal (PW) and surrounding (SW) whiskers, respectively; green dots indicate spines activated by both PW and SW. Bottom: schematic representation of the
sensory inputs from PW and SW to L2/3 pyramidal neurons.
(C) High-frequency extracellular stimulation close to the basal dendrite of a pyramidal neuron evokes NMDA receptor-dependent dendritic spikes (red) that were
blocked after APV application (black). The propagation of the evoked PSP to the soma was strongly attenuated after APV application (black) as compared to
control condition (blue).
(D) A two-photon image of a layer 2/3 pyramidal neuron filled in vitro with fluorescent dye loaded through a whole-cell recording pipette. Glutamate uncaging was
carried out on seven spines on the dendrite within the rectangular box. The dendrite is shown at higher magnification on the right with the uncaging spots
highlighted by orange dots.
(E) Uncaging of glutamate on different numbers of spines results in a nonlinear summation of EPSPs under control conditions (black). However, in the presence of
the NMDA receptor antagonist APV, the summation is linear (red). Cooperative activation of NMDA receptors, presumably through relief of the voltage-dependent
Mg2+ block, therefore drives supralinear summation of synaptic input in distal dendrites.
(F) Left: schematic representation of the inhibitory output of somatostatin-expressing neurons (SST) onto L2/3 and L5 apical dendrites in L1. Middle: an example
whole-cell membrane potential recording from an SST neuron during free whisking, in the absence of whisker-object contacts (green trace, quantification of
whisker angle). Right: two-photon GCaMP3 fluorescence imaging of L1 barrel cortex reveals activation of excitatory dendrites during whisking behavior.
Reduced firing of SST neurons might contribute to disinhibition of L1 dendrites during whisking.
(A) and (C) are reproduced fromNevian et al. (2007) with permission fromNature Publishing Group. (B) is reproduced from Varga et al. (2011) with permission from
Proceedings of the National Academy of Sciences USA. (D) and (E) are reproduced from Branco and Ha¨usser (2011) with permission from Cell Press. (F) is
reproduced from Gentet et al. (2012) with permission from Nature Publishing Group.
Neuron 78, April 10, 2013 ª2013 Elsevier Inc. 41
Neuron
Review
Neuron
ReviewBehavioral State and Cortical Function
A given sensory stimulus might have quite different meanings
depending upon when it occurred, requiring the subject to un-
dertake different courses of action. Accordingly, the computa-
tions taking place in neocortical circuits depend strongly upon
behavioral context. Among the most obvious differences in pat-
terns of neocortical activity during wakefulness are the cortical
states found during quiet, relaxed periods, which contrast with
those during active periods. The first human electroencephalo-
gram (EEG) recordings in relaxed subjects with their eyes closed
revealed prominent slow synchronous oscillations of visual cor-
tex (the so-called alpha rhythm), which were suppressed during
normal active vision (Berger, 1929). Similarly, a slow, large-
amplitude oscillation (called the mu rhythm) has been reported
in sensorimotor areas during wakefulness in the absence of
movements (Rougeul et al., 1979; Bouyer et al., 1981). A poten-
tially related phenomenon (though in a lower-frequency band)
has been reported in the whisker sensorimotor system of mice
(Crochet and Petersen, 2006) and rats (Wiest and Nicolelis,
2003; Sobolewski et al., 2011). Slow synchronous fluctuations
in EEG, local field potential, and membrane potential of L2/3
barrel cortex neurons (except SST neurons as noted above)
are prominent during quiet wakefulness in relaxed head-
restrained mice (Figure 8A) (Crochet and Petersen, 2006; Poulet
and Petersen, 2008; Gentet et al., 2010, 2012). During whisking,
when the mouse is actively scanning its immediate environment,
these slow membrane potential fluctuations are suppressed.
Membrane potential variance is decreased and the remaining
membrane potential fluctuations become less correlated in
nearby neurons (Figure 8A). The reduced membrane potential
variance during whisking might help improve signal-to-noise
ratios for sensory processing (Poulet and Petersen, 2008).
During whisking, compared to quiet wakefulness, excitatory
neurons on average depolarize by a few millivolts, PV neurons
on average do not changemembrane potential, 5HT3AR neurons
depolarize strongly, and SST neurons hyperpolarize strongly
(Gentet et al., 2010, 2012). Active sensing thus induces a sig-
nificant reorganization of the L2/3 GABAergic neuronal network
activity. The cortical state change during whisking is not affected
by cutting the peripheral sensory nerves innervating the whisker
follicle, suggesting that the active desynchronized cortical state
is internally driven by the brain (Poulet and Petersen, 2008;
Poulet et al., 2012). The desynchronized cortical state in S1
during whisking is correlated to an increased firing rate of thala-
mocortical cells, is blocked by pharmacological inactivation of
the thalamus, and can be mimicked by optogenetic stimulation
of the thalamus (Figure 8B) (Poulet et al., 2012). Thus, an in-
crease in thalamic AP firing rate drives important aspects of
the cortical state change during whisking (Poulet et al., 2012).
Neuromodulatory inputs are also likely to play a significant role
in generating some desynchronized brain states (Constantinople
and Bruno, 2011; Lee and Dan, 2012) and modulating sensory
processing (Edeline, 2012).
Importantly, cortical sensory processing of the same periph-
eral stimulus differs strongly comparing quiet and active cortical
states (Fanselow and Nicolelis, 1999; Castro-Alamancos, 2004;
Crochet and Petersen, 2006; Ferezou et al., 2006, 2007; Otazu
et al., 2009; Niell and Stryker, 2010; Keller et al., 2012). In the42 Neuron 78, April 10, 2013 ª2013 Elsevier Inc.mouse whisker system, a brief whisker deflection delivered dur-
ing quiet wakefulness evokes a large-amplitude sensory
response initially localized to the homologous cortical barrel col-
umn, which subsequently spreads across the barrel cortex and
also excites the whisker motor cortex. However, the same stim-
ulus delivered during active whisking evokes a smaller-ampli-
tude response, which propagates over a much smaller cortical
area (Figure 8C) (Crochet and Petersen, 2006; Ferezou et al.,
2006, 2007). A similar suppression of sensory-evoked responses
during active behaviors was observed in rat barrel cortex (Cas-
tro-Alamancos, 2004) and rat auditory cortex (Otazu et al.,
2009). Increased firing rate of thalamocortical neurons resulting
in short-term depression at thalamocortical synapses could be
responsible for the decreased sensory response at the cortical
level (Castro-Alamancos and Oldford, 2002; Otazu et al., 2009;
Poulet et al., 2012). The large sensory response evoked during
quiet wakefulness might act to alert the animal, encouraging
active exploratory sensing to discover the source of the stimulus.
The smaller and spatially confined response during the active
cortical state might serve to enhance fine-level discrimination
of sensory input.
Unlike what happens in primary somatosensory and auditory
areas, the cortical response to visual stimuli seems rather to be
enhanced by motor activity. In primary visual cortex of head-
restrained mice on a track ball, running increases both sponta-
neous and evoked neuronal firing, along with increased gamma
activity in response to drifting grating visual stimuli (Niell and
Stryker, 2010). Using two-photon calcium imaging, L2/3 neurons
in the primary visual cortex were also found to respond more to
self-generated visual-flow feedback when the mouse was
running on a treadmill (feedback, Figure 8E) than to the same vi-
sual flow displayed when the mouse was immobile (playback,
Figure 8E) (Keller et al., 2012). Similar to the overlap of sensory
and motor function in primary somatosensory cortex (Matyas
et al., 2010), the studies of Niell and Stryker (2010) and Keller
et al. (2012) reveal that neurons in primary visual cortex show
mixed sensory and motor processing, likely essential for gener-
ating coherent sensory percepts and expectations, which must
inevitably be affected by self-generated movements.
Conclusions and Future Perspectives
Broadly tuned, dense subthreshold synaptic input accompanied
by sparse AP firing in excitatory neurons of L2/3 provides a sim-
ple and reliable neural code useful for associative learning. The
distribution of sparse activity is such that most excitatory L2/3
neurons fire very few APs and only a small fraction of excitatory
neurons fire strongly and reliably in response to specific sensory
features. Such sparse activity forms a simple and efficient cod-
ing scheme that can readily be interpreted by downstream
neurons. The dense subthreshold synaptic inputs that all L2/3
neurons receive may be essential for associative learning. Sub-
threshold depolarization might be paired with specific sensory
input, top-down input, or neuromodulatory input to drive synap-
tic plasticity of relevant neural circuit configurations. Subthresh-
old depolarization could also play direct roles in regulating the
synaptic output of neurons, since slow subthreshold potentials
are signaled surprisingly long distances along the axon and
can affect neurotransmitter release (Shu et al., 2006). Sparse
Figure 8. Cortical States
(A) Simultaneous whole-cell patch-clamp
recording of two L2/3 neurons from the barrel
cortex of an awake mouse during quiet wakeful-
ness and whisking behavior (green, whisker
position; black and blue, membrane potentials).
Right: slow, large Vm fluctuations were highly
correlated in the two neurons during quiet wake-
fulness (black), whereas the fast, small-amplitude
Vm fluctuations during whisking were less corre-
lated (red).
(B) Optogenetic stimulation of somatosensory
thalamus drives cortical desynchronization. Left:
epifluorescence images showing the expression
of ChR2-Venus in the somatosensory thalamus
(top) and in thalamocortical axons projecting to
the barrel cortex (bottom). Right: an example
whole-cell recording in the barrel cortex of an
awake mouse during quiet wakefulness before,
during, and after optogenetic stimulation of the
thalamus (blue shaded period).
(C) Schematic representation of the classical
sensorimotor pathways linking whiskers and the
barrel cortex. S1, primary somatosensory barrel
cortex; M1, primary whisker motor cortex.
(D) Voltage-sensitive dye (VSD) imaging showing
the spatiotemporal organization of the response
evoked by passive whisker stimulation during
quiet and whisking behaviors. Left: averaged re-
sponses are shown 18 and 30 ms after whisker
stimulation. Right: time courses of changes in
VSD fluorescence for S1 and M1, evoked by
whisker stimulation during quiet and whisking
behaviors.
(E) Left: mice were head-restrained on a spherical
treadmill located between two monitors pro-
viding visual-flow feedback in response to
running on the ball. Middle: maximum projections
over 54 s (1,000 frames) of data taken during
feedback and playback. The same field of view
is shown in the two panels. Corresponding
locations of a subset of cells in different images
are marked by red arrowheads. Right: average
fluorescence during feedback and playback
shows that visual responses are stronger during
running.
(A) is reproduced from Poulet and Petersen (2008)
with permission from Nature Publishing Group.
(B) is reproduced from Poulet et al. (2012)
with permission from Nature Publishing Group.
(C) and (D) are reproduced from Ferezou et al.
(2007) with permission from Cell Press. (E) is re-
produced from Keller et al. (2012) with permission
from Cell Press.
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Reviewfiring appears to be enforced by strong GABAergic inhibition,
which is readily recruited by firing of a few excitatory L2/3 neu-
rons and probably drives competition among L2/3 excitatory
neurons, such that only a small fraction can be active at any
given time. Brain state, behavioral, and contextual regulationNeuroof GABAergic neurons, possibly involving
neuromodulation (Letzkus et al., 2011),
could play a key role in selecting the
active ensembles of neurons within the
L2/3 network.
Although understanding of sensory
processing in L2/3 has significantlyimproved over the last years, much remains to be discovered.
Below, we briefly outline three directions for future research,
which we think will be possible to address over the next years
through application of combined optical, electrophysiological,
molecular genetic, and behavioral approaches.n 78, April 10, 2013 ª2013 Elsevier Inc. 43
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Sparse coding appears to be a common rule for representation
of sensory information in L2/3 of primary sensory cortices (Sa-
kata and Harris, 2009; O’Connor et al., 2010; Crochet et al.,
2011; Haider et al., 2013). But how sensory information is repre-
sented during complex behavior remains an open question.
In order to fully understand sensory representation, one needs
to be able to address the question of the stimulus/context
specificity at the level of the neuronal population. Measurements
must be made from identified neuronal subtypes in awake
behaving animals. The development of large-scale multisite
extracellular electrophysiological recording techniques (Buz-
sa´ki, 2004; Nicolelis and Lebedev, 2009; Einevoll et al., 2012)
and the development of genetically encoded dyes allowing
two-photon imaging of neuronal activity over many days are
likely to be of key importance to investigate the response of large
neuronal ensembles to varying stimuli, different contexts, and
during learning (Huber et al., 2012; Margolis et al., 2012). A finer
subdivision of excitatory and inhibitory neurons based on
genetic markers and on their projection targets will also be of
major importance to better understand how sensory representa-
tion is built.
Sensory Perception
Sensory perception involves a large network of distributed
cortical and subcortical structures. The issue of perception
thus extends well beyond L2/3 of primary sensory cortex.
However, several studies point to important top-down modula-
tion of early sensory representation (Gilbert and Sigman, 2007).
These influences might arise by direct input from higher-order
cortical areas and also through arousal/attentional signals
coming from ascending neuromodulatory systems (Lee and
Dan, 2012). Top-down control of sensory processing is also likely
to play an important role in experience-dependent modifications
of sensory representation. Thus, some aspects of sensory
perception are likely to be found in the responses of L2/3 cells
in the primary sensory areas. In the future, it would be of great
interest to investigate how sensory representation varies ac-
cording to behavioral response and how it can be modified by
different contexts or experiences. This becomes possible
thanks to the recent development of increasingly sophisticated
behavioral tasks that can be performed by head-restrained
mice together with two-photon calcium imaging and electro-
physiological measurements (O’Connor et al., 2010; Andermann
et al., 2010; Kimura et al., 2012; Harvey et al., 2012). Such
behavioral paradigms can also be combined with selective
optogenetic neuronal excitation or inhibition to directly address
the contribution of different cell types to perception (Lee et al.,
2012).
Synaptic Mechanisms
Understanding the synaptic mechanisms underlying sensory
representation is another key issue toward a complete under-
standing of perception. Several studies have aimed at decipher-
ing the relative contribution of excitatory and inhibitory inputs
to neuronal firing. One of the most used techniques is the
estimation of synaptic conductances extracted from intracellular
recordings. However, it is important to note that the mea-
surement of synaptic conductances distributed across dendritic
arborizations is severely hampered by poor space clamp in44 Neuron 78, April 10, 2013 ª2013 Elsevier Inc.morphologically complex cells (Williams and Mitchell, 2008).
Future studies, presumably involving a combination of intracel-
lular electrophysiological measurements and imaging methods,
will be essential to determine the nature of the synaptic inputs
and how they are integrated across the dendritic arborizations
to drive somatic action potential firing, the primary output signal
of neocortical neurons.ACKNOWLEDGMENTS
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