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Immanants are homogeneous polynomials of degree n in n2 vari-
ables associated to the irreducible representations of the symmetric
groupSn of n elements. We describe immanants as trivialSn mod-
ules and show that any homogeneous polynomial of degree n on
the space of n × nmatrices preserved up to scalar by left and right
action by diagonal matrices and conjugation by permutation ma-
trices is a linear combination of immanants. Building on works of
Duffner [5] and Purificação [3], we prove that for n ≥ 6 the identity
component of the stabilizer of any immanant (except determinant,
permanent, and π = (4, 1, 1, 1)) is (Sn) T(GLn × GLn) Z2,
where T(GLn×GLn) is the group consisting of pairs of n×n diagonal
matrices with the product of determinants 1, acting by left and right
matrix multiplication, (Sn) is the diagonal ofSn ×Sn, acting by
conjugation (Sn is the group of symmetric group) and Z2 acts by
sending a matrix to its transpose. Based on the work of Purificação
and Duffner [4], we also prove that for n ≥ 5 the stabilizer of the
immanant of any non-symmetric partition (except determinant and
permanent) is (Sn) T(GLn × GLn) Z2.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Littlewood [7] defined polynomials of degree n in n2 variables generalizing the notion of determi-
nant and permanent, called immanants, and are defined as follows.
Definition 1.1. For any partition π  n, define a polynomial of degree n in matrix variables (xij)n×n
associated to π as follows:
Pπ :=
∑
σ∈Sn
χπ(σ )
n∏
i=1
xiσ(i).
This polynomial is called the immanant associated to π .
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Example 1.2. If π = (1, 1, . . ., 1) then Pπ is exactly the determinant of the matrix (xij)n×n.
Example 1.3. If π = (n) then Pπ is the permanent∑σ∈Sn
∏n
i=1 xiσ(i).
Remark 1.4. Let E and F be Cn. Since immanants are homogeneous polynomials of degree n in n2
variables, we can identify them as elements in Sn(E ⊗ F) (Identify the space E ⊗ F with the space of
n×nmatrices). The space Sn(E⊗F) is a representation ofGL(E⊗F), in particular, it is a representation
of GL(E) × GL(F) ⊂ GL(E ⊗ F). So we can use the representation theory of GL(E) × GL(F) to study
immanants. The explicit expression of an immanant Pπ in S
n(E ⊗ F) is:
∑
σ∈Sn
χπ(σ )
n∏
i=1
ei ⊗ fσ(i),
where
∏
is interpreted as the symmetric tensor product.
In Section 3, we remark that immanants can be defined as trivial Sn modules (Proposition 3.3).
Duffner found the system of equations determining the stabilizer of immanants (except determinant
and permanent) for n ≥ 4 in [5] in year 1994. Two years later, Purificação proved in [3] that if the
system of equations in [5] has a solution, then permutations τ1 and τ2 in the systemmust be the same.
Building onworks of Duffner and Coelho,We prove themain results Theorems 1.5 and 1.7 of this paper
in Section 4.
Theorem1.5. Letπ be a partition of n ≥ 6 such thatπ = (1, . . ., 1), (4, 1, 1, 1) or (n), then the identity
component of the stabilizer of the immanant Pπ is (Sn) T(GLn × GLn) Z2, where T(GLn × GLn) is
the group consisting of pairs of n × n diagonal matrices with the product of determinants 1, acting by left
and right matrix multiplication,(Sn) is the diagonal ofSn ×Sn, acting by conjugation, (Sn is the group
of symmetric group.) and Z2 acts by sending a matrix to its transpose.
Remark 1.6. It is well-known that Theorem 1.5 is true for permanent as well, but our proof does not
recover this case.
Theorem 1.7. Let n ≥ 5 and let π be a partition of n which is not symmetric, that is, π is not equal to its
transpose, andπ = (1, . . ., 1) or (n), then the stabilizer of the immanant is(Sn)T(GLn×GLn)Z2.
Remark 1.8. One can compute directly from the system of equations determined by Duffner for the
case n = 4 and π = (2, 2) and see that in this case, Theorem 1.7 fails, since there will be many
additional components. For example,
C =
⎛
⎜⎜⎜⎜⎜⎜⎝
e −e −e e
1 1 1 1
1 1 −1 −1
1
e
− 1
e
1
e
− 1
e
⎞
⎟⎟⎟⎟⎟⎟⎠
stabilizes the immanant P(2,2), but it is not in the identity component.
2. Notations and preliminaries
(1) E and F are n-dimensional complex vector spaces.
(2) {ei}ni=1 and {fi}ni=1 are fixed basis of E and F , respectively.
(3) Sn is the symmetric group on n elements. Given σ ∈ Sn, we can express σ as disjoint product
of cycles, and we can denote the conjugacy class of σ by (1i12i2 , . . ., nin), meaning that σ is a
disjointproductof i1 1-cycles, i2 2-cycles,…, in n-cycles. Sometimeswemightuse (k1, k2, . . ., kp)
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(where n ≥ k1 ≥ k2 ≥ · · · ≥ kp ≥ 1 and∑pi=1 ki = n) to indicate the cycle type of σ . This
notation means that σ contains a k1-cycle, a k2-cycle and a kp-cycle.
(4) π  n is a partition of n, we can write π = (π1, . . ., πk) with π1 ≥ · · · ≥ πk .
(5) π ′ is the conjugate partition of π .
(6) Mπ (sometimes we might use [π ] as well) is the irreducible representation of the symmetric
groupSn corresponding to the partition π .
(7) Sπ (E) is the irreducible representation of GL(E) corresponding to π .
(8) χπ is the character ofMπ .
(9) Let V be a representation of SL(E), then the weight-zero-subspace of V is denoted as V0.
(10) For Sπ (E), we have a realization in the tensor product E
⊗n via the young symmetrizer cπ : Sπ (E)∼= cπ (E⊗n),where π is any young tableau of shape π .
(11) The action of Sn on E is the action of the Weyl group of SL(E), that is, the permutation repre-
sentation on Cn.
(12) Fix a young tableau π , define Pπ¯ := {σ ∈ Sn | σ preserves each row of π¯} and Qπ¯ := {σ ∈
Sn | σ preserves each column of π¯}.
(13) For a polynomial P in variables (xij)n×n, denote the stabilizer of P in GL(E ⊗ F) by G(P).
3. The description of immanants as modules
Consider the action of T(E) × T(F) on immanants, where T(E),T(F) are maximal tori (diagonal
matrices) of SL(E), SL(F), respectively. For any (A, B) ∈ T(E) × T(F),
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a1 0 . . . 0
0 a2 . . . 0
...
...
. . .
...
0 0 . . . an
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
b1 0 . . . 0
0 b2 . . . 0
...
...
. . .
...
0 0 . . . bn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
For the immanant Pπ = ∑σ∈Sn χπ(σ )
∏n
i=1 xiσ(i), the action of (A, B) on Pπ is given by
(A, B).Pπ :=
∑
σ∈Sn
χπ(σ )
n∏
i=1
aibσ(i)xiσ(i) = Pπ .
That is, immanants are in the SL(E) × SL(F) weight-zero-subspace of Sn(E ⊗ F). On the other hand,
the decomposition of Sn(E ⊗ F) as GL(E) × GL(F)-modules:
Sn(E ⊗ F) = ∑
λn
Sλ(E) ⊗ Sλ(F).
Accordingly, we have a decomposition of the weight-zero-subspace:
(Sn(E ⊗ F))0 =
∑
λn
(Sλ(E))0 ⊗ (Sλ(F))0.
Proposition 3.1. For λ  n, (Sλ(E))0 ∼= Mλ asSn-modules.
Proof. See [8, p. 272]. 
Thus we can identify (Sλ(E))0 ⊗ (Sλ(F))0 withMλ ⊗Mλ as anSn ×Sn module. Also, the diagonal
(Sn) of Sn × Sn is isomorphic to Sn, so Mλ ⊗ Mλ is a Sn-module. Mλ ⊗ Mλ is an irreducible
Sn × Sn module, but it is reducible as and Sn-module, so that we can decompose it. Consider the
action ofSn on Sn(E ⊗ F), let σ ∈ Sn, then:
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σ.xij = xσ(i)σ (j).
So immanants are invariant under the action ofSn, hence are contained in the isotypic component of
the trivialSn representation of
⊕
λn(Sλ(E))0 ⊗ (Sλ(F))0 =⊕λn Mλ ⊗ Mλ.
Proposition 3.2. As aSn module, Mλ ⊗ Mλ contains only one copy of trivial representation.
Proof. Denote the character of σ ∈ Sn on Mλ ⊗ Mλ by χ(σ), and let χtrivial be the character of
the trivial representation. From the general theory of characters, it suffices to show that the inner
product (χ, χtrivial) = 1. First, the character χ(σ, τ ) of (σ, τ ) ∈ Sn ×Sn on the moduleMλ ⊗Mλ is
χλ(σ )χλ(τ ). So in particular, the character χ ofMλ ⊗ Mλ on σ is (χλ(σ ))2. Next,
(χ, χtrivial) = 1
n!
⎛
⎝ ∑
σ∈Sn
χ(σ)χtrivial(σ )
⎞
⎠
= 1
n!
∑
σ∈Sn
(χλ(σ ))
2
=(χλ, χλ)
=1
since χtrivial(σ ) = 1,∀ σ ∈ Sn. 
By the above proposition, Mλ ⊗ Mλ = Cλ ⊕ · · · , where Cλ means the unique copy of trivial
representation inMλ ⊗ Mλ, and dots means other components in this module. Hence
Pπ ∈
⊕
λn
Cλ.
We can further locate immanants.
Proposition 3.3. Let Pπ be the immanant associated to the partition π  n. Assume Cπ is the unique
copy of the trivialSn-representation contained in (Sπ (E))0 ⊗ (Sπ (F))0. Then: Pπ ∈ Cπ .
Before proving this proposition, we remark that it gives an equivalent definition of the immanant:
Pπ is the element of the trivial representationCπ ofMπ ⊗Mπ such that Pπ (Id) = dim([π ]). For more
information about this definition, see for example [2].
Example 3.4. If π = (1, . . ., 1), then SπE = ∧n E, which is already a one-dimensional vector space.
If π = (n), then SπE = SnE, in which there’s only one (up to scale) weight zero vector e1 ◦ · · · ◦ en.
Proof. Fix a partition π  n, we want to show that the immanant Pπ is inCπ , but we know that Pπ is
in the weight-zero-subspace (Sn(E ⊗ F))0 = ⊕λn(Sλ(E))0 ⊗ (Sλ(F))0. Since (Sλ(E))0 ⊗ (Sλ(F))0 ⊂
Sλ(E)⊗ Sλ(F), it suffices to show that Pπ ∈ Sπ (E)⊗ Sπ (F). Then it suffices to show that for any young
symmetrizer cλ¯ not of the shape π , cλ¯ ⊗ cλ¯(Pπ ) = 0. It suffices to check that 1 ⊗ cλ¯(Pπ ) = 0, since
cλ¯ ⊗ cλ¯ = (cλ¯ ⊗ 1) ◦ (1 ⊗ cλ¯). Express Pπ as an element in Sn(E ⊗ F):
Pπ =
∑
σ∈Sn
∑
τ∈Sn
χπ(σ )
(⊗ni=1eτ(i)
)⊗ (⊗ni=1fσ◦τ(i)
)
.
The young symmetrizer cλ¯ =
∑
p∈Pλ, q∈Qλ sgn(q) p q. So
1 ⊗ cλ(Pπ ) =
∑
τ∈Sn
⊗ni=1eτ(i) ⊗
⎛
⎜⎜⎝
∑
p∈Pλq∈Qλ
σ∈Sn
χπ(σ )sgn(q) ⊗ni=1 fσ ·τ ·q·p(i)
⎞
⎟⎟⎠
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In the above expression, cλ¯ acts on fi’s. Now it suffices to show that:
∑
p∈Pλ
q∈Qλ
σ∈Sn
χπ(σ )sgn(q)
n⊗
i=1
fσ ·τ ·q·p(i) = 0, ∀ τ ∈ Sn.
For any τ ∈ Sn,
∑
p∈Pλ
q∈Qλ
α∈Sn
χπ(α · τ−1)sgn(q)
n⊗
i=1
fα·q·p(i) =
∑
γ∈Sn
∑
p∈Pλ
q∈Qλ
α∈Sn
α·q·p=γ
χπ(α · τ−1)sgn(q)
n⊗
i=1
fγ (i)
= ∑
γ∈Sn
⎡
⎢⎢⎣
∑
p∈Pλ
q∈Qλ
χπ (γ · p−1 · q−1 · τ−1)sgn(q)
⎤
⎥⎥⎦
n⊗
i=1
fγ (i).
Let σ ,τ ∈ Sn, σ ·τ = σ ·τ ·σ−1 ·σ , so σ ·τ = τ ′ ·σ , where τ ′ is conjugate to τ inSn by σ . Therefore,
we can rewrite the previous equation as:
∑
γ∈Sn
⎡
⎢⎢⎣
∑
p∈Pλ
q∈Qλ
χπ (τ
−1 · γ · p−1 · q−1)sgn(q)
⎤
⎥⎥⎦
n⊗
i=1
fγ (i).
Therefore, it suffices to show:
∑
p∈Pλ¯
q∈Qλ¯
χπ (γ · p · q)sgn(q) = 0, ∀ γ ∈ Sn
This equality holds because the left hand side is the trace of γ · cλ¯ as an operator on the spaceCSn · cπ¯ ,
the group algebra ofSn, which is a realization ofMπ in CSn, but this operator is in fact zero:
∀ σ ∈ Sn , γ · cλ¯ · σ · cπ¯ = γ · σ · cλ¯′ · cπ¯ = 0,
where λ¯′ is the young tableau of shape λ′ which is conjugate to λ¯ by σ . This implies that cλ¯ and
cπ¯ are of different type, hence cλ¯ · cπ¯ = 0, in particular, the trace of this operator is 0. Therefore,
Pπ ∈ Sπ (E) ⊗ Sπ (F). 
Corollary 3.5. If a homogeneous polynomial Q of degree n is preserved by the group(Sn)×T(E)×T(F),
then Q is a linear combination of immanants. Furthermore, immanants are linearly independent and form
a basis of the space of all homogeneous degree n polynomials preserved by (Sn) × T(E) × T(F).
Proof. IfQ is preservedbySn×T(GL(E)×GL(F)), thenQ is in⊕λn Cλ. By theproposition, immanants
form a basis of
⊕
λn Cλ, the corollary follows. 
4. The stabilizer of immanant
Next, we study the stabilizer of immanants in the group GL(E ⊗ F).
Example 4.1. For π = (1, 1, . . ., 1) and π = (n), G(Pπ ) are well-known: if π = (1, 1, . . ., 1), then
G(Pπ ) = S(GL(E) × GL(F))  Z2, and if π = (n),then G(Pπ ) = Sn ×Sn × T(GL(E) × GL(F))  Z2,
where S(GL(E)×GL(F)) is a subgroupofGL(E)×GL(F) consistingof pairs (A, B)withdet(A)det(B) = 1,
T(GL(E)×GL(F)) is the pair of diagonal matrices with the product of determinants 1, andZ2 means
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that we are allowed to take the transpose of matrices. For the stabilizer of determinant, see Frobenius
[7]. For the stabilizer of permanent, see Botta [1].
Assume C = (cij) and X = (xij) are n × nmatrices. Denote the torus action of C on X by C∗X = Y ,
where Y = (yij) is an n × nmatrix with entry yij = cijxij . Note that the torus action is just the action
of the diagonal matrices in End(E⊗ F) on the vector space E⊗ F . To find G(Pπ ), we need the following
result from [5].
Theorem 4.2 [5]. Assume n ≥ 4, π = (1, 1, . . ., 1) and (n). A linear transformation T ∈ GL(E ⊗ F)
preserves the immanant Pπ iff T ∈ T(GL(E ⊗ F))  Sn  Sn  Z2, and satisfies the relation:
χπ(σ )
n∏
i=1
ciσ(i) = χπ
(
τ2στ
−1
1
)
,
where σ runs over all elements inSn, T(GL(E ⊗ F)) is the torus of GL(E ⊗ F), acting by the torus action
described above,Sn is the symmetric group in n elements, acting by left and right multiplication, and Z2
sending a matrix to its transpose.
Sketch. Step 1: Let π be a fixed partition of n. Define a subset A of the set Mn(C) of n by n matrices
as follows, X(n−1) := {A ∈ Mn(C) : degree of Pπ (xA + B)  1, for every B ∈ Mn(C)}. Geometrically,
X(n−1) is themost singular locus of IMπ = 0. If A is in X(n−1), and T preserves Pπ (it can be shown that
T is invertible), then we have that T(A) ∈ X(n−1), since the preserver of the hypersurface IMπ = 0
will preserve the most singular locus as well.
Step 2: Characterize the set X(n−1). To do this, first define a subset Ri (resp. Ri) ofMn(C), consisting of
matrices that have nonzero entries only in ith row (resp. column). Then one proves that A ∈ X(n−1) if
and only if it is in one of the forms:
(1) Ri or R
i for some i.
(2) The nonzero elements are in the 2 × 2 submatrix A[i, h | i, h], and
χπ(σ )aiiahh + χπ(τ)aihahi = 0
for every σ and τ satisfying σ(i) = i, τ(h) = h and τ = σ(ih).
(3) π = (2, 1, . . ., 1) and there are complementary sets of indices {i1, . . ., ip}, {j1, . . ., jq} such that
the nonzero elements are in A[i1, . . ., ip | j1, . . ., jq] and the rank of A[i1, . . ., ip | j1, . . ., jq] is
one.
(4) π = (n−1, 1), the nonzero elements are in a 2 by 2 submatrix A[u, v | r, s], and the permanent
of this submatrix is zero.
Step 3: Characterize T by sets Ri and R
j . 
Wewill start from this theorem. From this theorem, we know that G(Pπ ) is contained in the group
Sn ×Sn × Cn2  Z2, and subject to the relation in Theorem 4.2.
Remark 4.3. In the equation in the Theorem 4.2, cij = 0,∀ 1  i, j  n, since the stabilizer of Pπ is
a group.
Now instead of considering n2 parameters, we can consider n! parameters, i.e., consider the sta-
bilizer of immanant in the bigger monoid Sn × Sn × Cn!  Z2. We can ignore the Z2-part of this
monoid. The action of the monoid on the weight zero space of Sn(E ⊗ F) spanned by monomials
x1σ(1)x2σ(2) · · · xnσ(n), σ ∈ Sn is:
(τ1, τ2, (cσ )σ∈Sn) · (x1σ(1)x2σ(2) · · · xnσ(n)) = cσ xτ1(1)τ2σ(1)xτ1(2)τ2σ(2) · · · xτ1(n)τ2σ(n).
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Proposition 4.4. The stabilizer of Pπ inSn ×Sn × Cn! is determined by equations
cτ−12 τ1σχπ
(
τ−12 τ1σ
)
= χπ(σ ), ∀ σ ∈ Sn. (1)
Proof. The action of this monoid on Pπ is:
(τ1, τ2, (cσ )σ∈Sn) · Pπ =
∑
σ∈Sn
χπ(σ )cσ
n∏
i=1
xτ1(i),τ2σ(i)
= ∑
σ∈Sn
χπ(σ )cσ
n∏
i=1
x
i,τ2στ
−1
1 (i)
= ∑
σ∈Sn
χπ
(
τ−12 στ1
)
cτ−12 στ1
n∏
i=1
xi,σ (i)
= ∑
σ∈Sn
χπ
(
τ−12 τ1
(
τ−11 στ1
))
cτ−12 τ1(τ−11 στ1)
n∏
i=1
xi,σ (i)
If (τ1, τ2, (cσ )) stabilizes Pπ , then
χπ
(
τ−12 τ1
(
τ−11 στ1
))
cτ−12 τ1(τ−11 στ1) =χπ(σ ) = χπ(τ
−1
1 στ1), ∀ σ ∈ Sn.
Therefore, we have: cτ−12 τ1σχπ(τ
−1
2 τ1σ) = χπ(σ ), ∀ σ ∈ Sn. 
Our next task is to find τ1 and τ2, such that the Eq. (1) has solution for (cσ )σ∈Sn . For convenience,
in the Eq. (1), set τ−12 τ1 = τ , so we get a new equation:
cτσ χπ (τσ ) = χπ(σ ),∀ σ ∈ Sn (2)
Lemma 4.5. If the equation (2) has a solution then τ ∈ Sn satisfies:
(1) If χπ(σ ) = 0, then χπ(τσ ) = 0;
(2) If χπ(σ ) = 0, then χπ(τσ ) = 0;
Proof. Clear. 
Definition 4.6. For a fixed partition π  n, define:
P := {σ ∈ Sn | χπ(σ ) = 0},
Q := {σ ∈ Sn | χπ(σ ) = 0}.
G := (∩σ∈PPσ) ∩ (∩σ∈QQσ).
Lemma 4.7. The Eq. (2) has a solution, then τ ∈ G.
Proof. It suffices to show that the 2 conditions in Lemma 4.5 imply τ ∈ G. If τ satisfies conditions 1
and 2, then
τσ ∈ P, ∀ σ ∈ P; τσ ′ ∈ Q , ∀ σ ′ ∈ Q ,
therefore
τ ∈ Pσ−1, ∀ σ ∈ P; τ ∈ Qσ ′−1, ∀ σ ′ ∈ Q ,
so
τ ∈ G. 
1092 K. Ye / Linear Algebra and its Applications 435 (2011) 1085–1098
Example 4.8. We can compute G directly for small n. If n = 3, then we have three representa-
tions M(3), M(1,1,1), M(2,1), G = S3, A3, A3, respectively. If n = 4, then we have five representa-
tions M(4), M(1,1,1,1), M3,1, M(2,1,1), M(2,2). Here G = S4, A4, {(1), (12)(34), (13)(24), (14)(23)},{(1), (12)(34), (13)(24), (14)(23)}, A4, respectively. If the partition π = (1, 1, . . ., 1), then G = An.
If the partition π = (n), then G = Sn. Note that in these examples, G is a normal subgroup. In fact,
this holds in general.
The following proposition is due to Purificação in [3], using Murnagham–Nakayama Rule. One can
give a different proof using Frobenius character formula for cycles (see, for example [6]).
Proposition 4.9 [3]. For any n ≥ 5 and partition π  n, G is a normal subgroup of Sn. Moreover, if
π = (1, 1, . . ., 1) or (n), then G is the trivial subgroup (1) ofSn.
Sketch. It is easy to show that G is a normal subgroup of Sn. And then one can prove G = Sn by
computing character χπ . Then assume G = An, one can show that Q = An and P = Sn − An. If such a
partitionπ exists, then it must be symmetric. But then one can construct cycles σ contained in An case
by case (using Murnagham–Nakayama rule or Frobenius’s character formula) such that χπ(σ ) = 0. It
contradicts that Q = An. 
Let’s return to the equation (see Theorem 4.2):
χπ(σ )
n∏
i=1
ciσ(i) = χπ(τ2στ−11 ) ∀ σ ∈ Sn
By Proposition 4.9, we can set τ1 = τ2 in the above equation then we have equations for cσ ’s:
n∏
i=1
ciσ(i) = 1 ∀ σ ∈ Sn, with χπ(σ ) = 0. (3)
So elements in G(Pπ ) can be expressed as triples (τ, τ, (cij))wherematrices (cij) is determined by Eq.
(3).
Remark 4.10. The coefficients of those linear equations are n × n permutation matrices. If we ignore
the restriction χπ(σ ) = 0,then we get all n × n permutation matrices.
Lemma 4.11. The permutation matrices span a linear space of dimension (n−1)2 +1 in Matn×n ∼= Cn2 .
Proof. Consider the action ofSn onC
n by permuting the entries, so σ ∈ Sn is an element in End(Cn),
corresponding to a permutation matrix, and vice versa. Now as Sn modules, C
n ∼= M(n−1,1) ⊕ C,
where C is the trivial representation ofSn. So we have a decomposition of vector spaces:
End(Cn) ∼= End(M(n−1,1) ⊕ C)∼= End(M(n−1,1)) ⊕ End(C) ⊕ Hom(M(n−1,1),C) ⊕ Hom(C,M(n−1,1)).
SinceC andM(n−1,1) areSnmodules,Sn ↪→ End(M(n−1,1))⊕End(C). Note thatdim(End(M(n−1,1))⊕
End(C)) = (n − 1)2 + 1, so it suffices to show thatSn will span End(M(n−1,1)) ⊕ End(C), but this is
not hard to see because we have an algebra isomorphism:
C[Sn] ∼=
⊕
λn
End(Mλ)
Hence, we have:
C[Sn] End(M(n−1,1)) ⊕ End(C). 
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Remark 4.12. Lemma4.11 shows that the dimension of the stabilizer of an immanant is at least 2n−2.
We will show next that for any partition π of n ≥ 5 except (1, . . ., 1) and (n), the dimension of the
stabilizer G (Pπ ) is exactly 2n − 2.
We compute the Lie algebra of the stabilizer of G(Pπ ). Since G(Pπ ) ⊂ GL(E ⊗ F), the Lie algebra of
G(Pπ ) is a subalgebra of gl(E ⊗ F). We have the decompsition of gl (E ⊗ F)
gl(E ⊗ F) = End(E ⊗ F)
∼= (E ⊗ F)∗ ⊗ (E ⊗ F)
∼= E∗ ⊗ E ⊗ F∗ ⊗ F
∼= (slR(E) ⊕ IdE ⊕ T(E)) ⊗ (slR(F) ⊕ IdF ⊕ T(F))∼= slR(E) ⊗ slR(F) ⊕ slR(E) ⊗ IdF ⊕ IdE ⊗ slR(F) ⊕ IdE ⊗ IdF
⊕ T(E) ⊗ T(F) ⊕ T(E) ⊗ IdF ⊕ IdE ⊗ T(F)
,
where slR(E) is the root space of sl(E), T(E) is the torus of sl(E), and IdE is the space spanned by identity
matrix. The similar notation is for F . We will show that the Lie algebra of {C ∈ Mn×n | Pπ (C ∗ X) =
Pπ (X)} is T(E) ⊗ IdF ⊕ IdE ⊗ T(F). Let {ei | i = 1, . . ., n} be a fixed basis of E and {αi | i = 1, . . ., n}
be the dual basis. Let HE1i = α1 ⊗ e1 − αi ⊗ ei. Then {H1i | i = 2, . . ., n} is a basis of T(E). We use HF
for F and define Aij = HE1i ⊗ HF1j for all i ≥ 2, j ≥ 2.
Now consider the action of Aij on variable xpq.
Ci,jp,q := Aij(xpq) =
(
δ1p − δip
) (
δ1q − δjq
)
Ci,jp,q =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1, p = q = 1
−1, p = i, q = 1
−1, p = 1, q = j
1, p = i, q = j
0, otherwise
(4)
Eq. (3) implies that thematrices C = (cij) that stabilize Pπ is contained in the torus ofGL(E⊗F), hence
the Lie algebra of the set of such matrices is contained in the torus of gl(E ⊗ F), that is, it is contained
in t := IdE ⊗ IdF ⊕ T(E) ⊗ T(F) ⊕ T(E) ⊗ IdF ⊕ IdE ⊗ T(F). Now let L be an element of t, then L can
be expressed as the linear combination of Aij ’s and IdE ⊗ IdF . Hence:
L =
⎛
⎝aIdE ⊗ IdF +
∑
i,j>1
aijAij
⎞
⎠
for some a, aij ∈ C.
Then
L(xpq) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(
a +∑i,j>1 aij
)
x11, p = q = 1(
a −∑i>1 aiq) x1q, p = 1, q = 1(
a −∑j>1 apj
)
xp1, p = 1, q = 1(
a + apq) xpq, p = 1, q = 1
(5)
Now for a permutation σ ∈ Sn, the action of L on the monomial x1σ(1) x2σ(2) . . . xnσ(n) is:
if σ(1) = 1,
L
⎛
⎝
n∏
p=1
xpσ(p)
⎞
⎠ =
⎛
⎝na + ∑
i,j>1
aij +
n∑
p=2
apσ(p)
⎞
⎠
n∏
p=1
xpσ(p). (6)
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if σ(1) = 1 and σ(k) = 1,
L
⎛
⎝
n∏
p=1
xpσ(p)
⎞
⎠ =
⎛
⎝na + ∑
p=1,k
apσ(p) −
∑
i>1
aiσ(1) −
∑
j>1
akj
⎞
⎠
n∏
p=1
xpσ(p). (7)
Lemma 4.13. For any solution of the system of linear equations
aij + ajk + akm = aik + akj + ajm,where {i, j, k,m} = {2, 3, 4, 5} (8)
aij + ajk = aij′ + aj′k,where {i, j, k, j′} = {2, 3, 4, 5}. (9)
There exists a number λ such that for any permutation μ of the set {2, 3, 4, 5} moving l elements,
5∑
i=2
μ(i)=i
aiμ(i) = lλ. (10)
Proof. Check by solving this linear system. 
Lemma 4.14. Let n ≥ 6 be an integer, π be a fixed partition of n, which is not (1, . . ., 1) or (n). Assume
that there exists a permutation(so a conjugacy class) τ ∈Sn such that:
(1) χπ(τ) = 0;
(2) τ contains a cycle moving at least 4 numbers;
(3) τ fixes at least 1 number.
Also assume that L(Pπ ) = 0. Then under the above assumptions, a = aij = 0 for all i, j > 1.
Proof. L(Pπ ) = 0 means that L(∏np=1 xpσ(p)) for all σ ∈ Sn such that χπ(σ ) = 0. Consider permu-
tations (2345. . .) . . . (. . .) and (2435. . .) . . . (. . .) (all cycles are the same except the first one, and
for the first cycle, all numbers are the same except the first 4), from formula (6), we have:
na + ∑
i,j>1
aij + a23 + a34 + a45 + E = 0 (11)
na + ∑
i,j>1
aij + a24 + a43 + a35 + E = 0 (12)
for some linear combination E of aij ’s. Thus
a23 + a34 + a45 = a24 + a43 + a35 (13)
Similarly,
aij + ajk + akm = aik + akj + ajm, for i, j, k,m distinct. (14)
Next, consider permutations (1234. . .k). . .(. . .) and (1254. . .k). . .(. . .), again, from formula (7), we
obtain:
na + a23 + a34 + E′ −
∑
i>1
ai,2 −
∑
j>1
ak,j = 0 (15)
na + a25 + a54 + E′ −
∑
i>1
ai,2 −
∑
j>1
ak,j = 0 (16)
Hence,
a25 + a54 = a23 + a34 (17)
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and thus
aij + ajk = aij′ + aj′k, for all i, j, j′, k distinct. (18)
Now for 2 ≤ i < j < k < m ≤ n, we have system of linear equations of the same form as Lemma
4.13. So we have relations:
∑
m≥p≥i
μ(p)=p
apμ(p) = lλijkm
whereμ is a permutation of the set {i, j, k,m}, l is the number of elements moved byμ, and λijkm is a
constant number.
It is easy to see that λijkm is the same for different choices of the set {2 ≤ i < j < k < m ≤ n}, for
example, we can compare {i, j, k,m} and {i, j, k,m′} to obtain λijkm = λijkm′ . From now on, we write
all λijkm’s as λ. Hence, given any permutation of the set {2, . . ., n} moving l elements,
∑
n≥p≥2
μ(p)=p
apμ(p) = lλ (19)
Next, we find relations among the aii’s for i ≥ 2. For this purpose, consider τ1 = (243. . .k). . .(. . .)
and τ2 = (253. . .k). . .(. . .), then
na + ∑
i,j>1
aij + a24 + · · · + ak2 + a55 + (sum of aii’s for i = 5 fixed by τ1) = 0, (20)
na + ∑
i,j>1
aij + a25 + · · · + ak2 + a44 + (sum of aii’s for i = 4 fixed by τ1) = 0. (21)
Combine these two equations and Eq. (19) to obtain
a44 = a55.
The same argument implies that aii = a55 for all n ≥ i ≥ 2. Now we have:
∑
i,j>1
aij =
∑
1<i<j
(aij + aij) + 2(n − 1)a55 = (n − 1)(n − 2)λ + 2(n − 1)a55.
Let σ = (1), formula (6) implies
na + (n − 1)(n − 2)λ + 3(n − 1)a55 = 0. (22)
Let σ = (2345. . .). . .(. . .)(σ(1) = 1), again by formula (6)
na + ((n − 2)(n − 1) + l)λ + (3(n − 1) − l)a55 = 0, (23)
where l is the number of elements moved by σ . Let σ1 = (123. . .p4). . .(. . .) and σ2 = (143. . .p2). . .
(. . .). Then formula (7) gives:
0 = na + (a23 + · · · + ap4) + E˜ −
∑
i>1
ai2 −
∑
j>1
a4j (24)
0 = na + (a43 + · · · + ap2) + E˜ −
∑
i>1
ai4 −
∑
j>1
a2j (25)
Note that E˜ comes from the product of disjoint cycles in σ1 and σ2 except the first one, so they are
indeed the same, and ifwe assume thatσ1 moves l
′ elements, and thefirst cycle inσ1 moves r elements,
then E˜ = (l′ − r)λ + (n − l′)a55. On the other hand,
a23 + · · · + ap4 = a23 + · · · + ap4 + a42 − a42 = rλ − a42
a43 + · · · + ap2 = a43 + · · · + ap2 + a24 − a24 = rλ − a24
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Eqs. (24) and (25) gives:
na + (l′ + 2n − 5)λ + (n − l′ + 2)a55 = 0. (26)
Now Eqs. (22), (23), and (26) imply that λ = a = a55 = 0. From Eq. (24), we have:
a42 =
∑
j>1
a4j +
∑
i>1
ai2
similarly,
ak2 =
∑
j>1
akj +
∑
i>1
ai2 for all n ≥ k ≥ 2.
The sum of these equations is:
∑
i>1
ai2 = (n − 1)
∑
i>1
ai2 +
∑
i,j>1
aij = (n − 1)
∑
i>1
ai2.
Hence
∑
i>1 ai2 = 0. For the same reason∑j>1 a4j = 0, therefore a42 = 0. By the same argument,
aij = 0 for all n ≥ i = j ≥ 2, and this completes the proof of the lemma. 
Lemma 4.15. If n ≥ 6, then for any partition λ of n, except λ = (3, 1, 1, 1), λ = (4, 1, 1) and
λ = (4, 1, 1, 1), there exists a permutation τ ∈ Sn satisfying conditions (1), (2), (3) in Lemma 4.14.
Proof. Write λ = (λ1, λ2, . . ., λp) where λ1 ≥ λ2 ≥ · · ·λp ≥ 1 and∑pi=1 λi = n. Without loose of
generality, we may assume p ≥ λ1, otherwise, we can consider the conjugate λ′ of λ. There exists a
largest integerm such that the Young diagram of λ contains anm × m square.
Now we will construct τ using the Murnagham–Nakayama Rule (see [9]) case by case:
(1) Ifm = 1 then λ is a hook: (λ1, 1, . . ., 1), there are the following cases:
(a) p > λ1 andλ1 ≥ 4. Take τ = (p−1, 1n−p+1) thenχλ(τ) = 0by theMurnagham-Nakayama
Rule. In this case, n ≥ 8.
(b) p > λ1 and λ1 = 1. This case is trivial.
(c) p > λ1 and λ1 = 2 or 3. τ = (4, 1n−4) will work.
(d) p = λ1. Take τ = (p − 1, 1n−p+1) if p ≥ 6 is even and τ = (p − 2, 1n−p+2) if p ≥ 7 is odd.
In this case n ≥ 11.
(e) p = λ1 = 5. τ exists by checking the character tables.
(2) Ifm ≥ 2, let ξ be the length of the longest skew hook contained in the young diagram of λ. Then
take τ = (ξ, 1n−ξ ). 
Proof of Theorem 1.5. For the case n = 5, one can check directly. By Lemmas 4.14 and 4.15, we know
that forn ≥ 6andπ not equal to (3, 1, 1, 1) and (4, 1, 1, 1), the lie algebraof {C ∈ Mn×n | Pπ (C∗X) =
Pπ (X)} is T(E) ⊗ IdF ⊕ IdE ⊗ T(F), so the identity component of {C ∈ Mn×n | Pπ (C ∗ X) = Pπ (X)}
is T(GL(E) × GL(F)), and hence the identity component of G(Pπ ) is (Sn) T(GL(E) × GL(F)) Z2.
For cases π = (3, 1, 1, 1), π = (4, 1, 1) the statement is true by Theorem 1.7. 
By investigating the Eq. (3), we can give a sufficient condition for the stabilizer of Pπ to be (Sn)
T(GL(E) × GL(F)) Z2 as follows:
Lemma 4.16. Letπ be a partition of nwhich is not (1, . . ., 1) or (n). Assume that there exist permutations
σ , τ ∈¡¡Sn and an integer p ≥ 2, such that χπ((i1. . .ip)σ ) = 0, χπ((1i1. . .ip)σ ) = 0, χπ(τ) = 0 and
χπ((ij)τ ) = 0, where (i1. . .ip) and (1i1. . .ip) are cycles disjoint from σ , and (ij) is disjoint from τ . Then
the stabilizer of Pπ is (Sn) T(GL(E) × GL(F)) Z2.
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Proof. For convenience, we will show for the case σ = (1) and p = 2, the other cases are similar. In
equations 3, let σ = (ij) and (1ij), where 1 < i, j  n and i = j. Then
cjicijc11
∏
k =1,i,j
ckk = 1, (27)
cjic1jci1
∏
k =1,i,j
ckk = 1. (28)
So cij = ci1c1jc11 . Similarly, the existence of τ will give the relation cii = ci1c1ic11 for all 1 ≤ i ≤ n. Set
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a1 0 . . . 0
0 a2 . . . 0
...
...
. . .
...
0 0 . . . an
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
b1 0 . . . 0
0 b2 . . . 0
...
...
. . .
...
0 0 . . . bn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
where aii = ci1 and bjj = c1jc11 . So we have
C∗X = AXB, with det(AB) = 1. 
The following two propositions guarantee the existence of permutations satisfied conditions in
Lemma (4.16).
Proposition 4.17. Let n ≥ 3, and π be a non-symmetric partition of n, then there exists nonnegative
integers k1,…, kr such that k1 +· · ·+ kr = n − 2, such that |(χπ (τ ))| = 1, where τ is a permutation of
type (k1,…, kr, 1
2) or (k1,…, kr, 2).
Proof. See Proposition (3.1), Purificação and Duffner [4]. 
Proposition 4.18. Let n > 4 and π be a non-symmetric partition of n, then there exists nonnegative
integers k1 , . . ., kr and q with kr > 1, q ≥ 1, and k1 +· · ·+ kr +q = n, such that χπ(σ ) = 0, where σ∈S is of type (k1, . . ., kr, 1q) or (k1, . . ., kr + 1, 1q−1).
Proof. See Proposition (3.2), Purificação and Duffner [4]. 
proof of Theorem 1.7. Since n ≥ 5, by Propositions 4.17 and 4.18, there exist permutations satisfying
conditions in Lemma 4.16, then the theorem follows. 
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