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Abst rac tmFor  the system of linear equations resulting from the discretization ofthe one-dimen- 
sional Poisson equation, we investigate the influences of the multiple splittings and the weighting 
matrices upon the convergence rate of the parallel matrix multisplitting method. The results how 
that the convergence rate is only dependent on the sizes of the splittings, the degrees of the overlap- 
pings, and the distributions of the tasks, but independent ofthe quantities of the weightings. (~) 1998 
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1. INTRODUCTION 
Consider the large sparse system of linear equations 
Ax = b, A E L ( R n) nonsingular, x, b E R n. (1.1) 
To solve this system efficiently on the high-speed parallel multiprocessor system, O'Leary and 
White [1] proposed a class of matrix multisplitting method through several splittings of the 
coefficient matrix A E L(Rn). Let a (1 < a < n) be the processor number of the multiprocessor 
system. For i = 1, 2, . . . ,  a, let M~, N~ E L(R n) be matrices uch that det (M~) ~ 0 and A = Mi - 
Ni, and Ei E L(R n) be nonnegative diagonal matrices uch that  ~-~a__ 1 Ei = I (the n x n identity 
matrix). Then the collection of triples (Mi, Ni, Ei) (i = 1, 2 , . . .  ,a )  is called a multisplitting of 
the matr ix A E L(Rn), and the corresponding matrix multisplitting method can be described by 
the formula 
x p+I = Hx p + Gb, p = 0, 1 ,2 , . . . ,  (1.2) 
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where 
• ~ Ot 
H = ~-'~E,M('INi, G = ~'~E,M~ -1. (1.3) 
i=1  i=1 
As pointed out in [1,2], this method has strong parallelism and good numerical properties. 
The multiple splittings and the weighting matrices in method (1.2) can be chosen to balance 
the task and decrease the workload istributed on each processor of the multiprocessor system. 
Therefore, they are crucial factors that affect he parallel computing efficiency of this method. 
However, it is very difficult o get a reliable principle for the choices of these multiple splittings 
and weighting matrices even if in the sense that the asymptotic convergence factor p(H), the 
spectral radius of the iteration matrix H E L(Rn), attains minimum with respect to these factors. 
In addition, how the degrees of the overlappings and the quantities of the weightings affect he 
convergence property of method (1.2) is still unclear from both theoretical nd numerical spects. 
In this paper, for the simple but very typical system of linear equations resulting from the 
discretization ofthe two-point boundary-value problem of the one-dimensional Poisson equation 
(or in short, one-dimensional model problem), we give quantitative answers about he choices of 
the multiple splittings and the weighting matrices, and reveal the dependence r lations of the 
asymptotic convergence rate of method (1.2) upon the degrees of the overlappings as well as the 
quantities of the weightings. 
2. PREL IMINARIES  
Evidently, method (1.2) converges to the unique solution of the system of linear equations (1.1), 
if and only if p(H) < 1. Moreover, this sufficient condition is guaranteed if A E L(R n) is a 
monotone matrix and A = M~ -N~ (i = 1,2,... ,a) are weak regular splittings (see [1,3,4] for 
details). 
When the one-dimensional model problem is discretized by the well-known finite element or 
the finite difference method, we get a system of linear equations (1.1) having coefficient matrix 
2 -1 
A= ".. "-. "-. , (2.1) 
-1 2 1 
-1 -2 
and some certain right-hand vector b E R n. It is easily seen that this matrix A E L(R n) is an 
M-matrix. This concrete system of linear equations i called, in short, one-dimensional model 
system in our subsequent discussions, and will be used to investigate he properties of the matrix 
multisplitting method (1.2). 
By direct calculations, we know A -1 = (~?~j), where 
(n - j+ l )k  i f l<k<j ,  
n+l  ' 
~kj = (n -  k+ 1)j i f j  + 1 < k < n. 
n+l  ' - - 
This fact and the Sherman-Morrison-Woodbury formula [5] 
(C + UVr) -x = C -1 - C-1U (I + vT c-Xu)-X V-r C_ x 
will be very useful in the sequel. Here, C E L(R n) and U, V E L(R k, R n) are matrices uch that 
both C and I + V'rC-IU are nonsingular. 
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3.  TWO PROCESSOR CASE 
First of all, we consider a simple example that the two splittings have no overlapping. Suppose 
A E L(R n) adopt the two-by-two block form 
(al,x A1,2) '~ AI,I E 
A-- ~,A2,1 A2,2 ' 
L ( Rs) , 
with s a positive integer. Correspondingly, we take 
and 
A2,2 E L (Rn-s) ,  
A = (AI,10 
( DI,10 
o)_(o 
D2,2 -A2,1 
0 
A2,2) - (  BI,1 -A2,1 
-A1,2 ~ : M1 - N1 
B2,2 / 
-AI,2) : M2 - N2 ' 
(,.) (0)  
0 ' E2= I , - s  ' 
where D~,~ = diag(Ai,~), Bi,~ = Di,i - Aij, i = 1, 2, and Is, In-s are s × s, and (n - s) x (n - s) 
identity matrices, respectively. 
With straightforward calculations, we obtain 
-A~,2A2 ,, 0 , p(H) = (s + X)(n - s + 1) := O(s). 
Therefore, the minimum of the asymptotic convergence factor p(H) is attained at s* = INT (n/2), 
and n 
p * = Q ( s * ) = min Q( s ) = I n+2'  i fn i seven ,  
~, if h i s  odd, 
where we use INT (.) to denote the integer part of the corresponding positive number. Note that 
this optimal partition makes the tasks between the two processors be well balanced. 
Now, we turn to investigate the overlapping situation. Suppose A E L(R n) adopt the three- 
by-three block form 
/ AI,1 A1,2 0 
A= [A2,1 A2,2 A2 ,3) ,  AI , IEL (Rt ) ,  A2,2EL(RW),  A3 ,3EL(Rd) ,  
\o  A3,2 A3,3 
with w -- s - t, d =- n - s, and s, t positive integers atisfying 1 < t < s < n. Correspondingly, 
we take 
0 D3,3 0 -A3,2 B3,3 ,I 
A3,2 A3,3 0 
and ( , )  (0 ) 
E1 = eI~ , E2 = (1 - e) I~ , 
0 Id 
where D~,i = diag(Ai,~), B~,~ = D~,~ - A~,~, i = 1,3, I~ is a ~ × ~ identity matrix for ~ = t,w,d, 
and e ~ [0, 1]. 
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After direct calculations, we obtain 
0 0 -43 
H= -(I - e)Tz,l 0 -eRz,s , 
-T3,1 0 0 
with 
R1,3 = - (&,I - &,2A2,:A2,1) -’ A,2A$A2,3, 
R2,3 = (A2,2 - A2,1&,:4,2) -’ A2,3, 
Tz,1 = (A2,2 - A2,3A;;A3,2)-l A2,1, 
T 3,1 = - (A3,3 - A3,2A$A2,3)-1 A3,24,:A2,1. 
Moreover, by making use of the Sherman-Morrison-Woodbury formula, we have 
’ 
and 
p(H) = 
(w + t + wt)(w + d + wd)td 
(w + 1)2(t + l)(w + t)(d + l)(w + d) 
To see clearly, the functional relations of the optimal parameters and the optimal asymptotic 
convergence factor with respect to the order of the model system, we consider the simplified 
situation for which w + t = w + d, or in other words, s = n - t. Now, by direct operations, we 
immediately get 
[(?a - 2t)t + (n - t)] t 
&) = e(sYt) = (n - 2t + l)(t + l)(n - t) 
nt + (n - l)? - 2t3 
= 2P - 3(n + 1)t2 + ( n2 - 2n - 1)t + n(n + 1) ’ 
Therefore, p’ = e(F) = minl<t<,, e(t) is attained at some t* E (1, n]. -- 
4. (I! PROCESSOR CASE 
At first, we consider a simple example that the (Y splittings have not overlappings each other. 
Suppose A E L(R”) adopt the a-by-a block form 
A= 
Ax-1,cr-2 Ax-l,a-1 Ax-l,, 
&,cv- 1 A,,, I 7 Ai,i E L (Rdi-si--l) (1 5 i 5 a), 
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with si (i = 0, 1 ,2 , . . . ,  a) positive integers atisfying 
0---- S 0 ~ 81 <~ "'" <: 8c~ ~n.  
Correspondingly, we take for i = 1,2, . . .  ,c~ that 
f Dl,1 
° . ,  
Di-l,i-1 
M~ = =N~+A 
Di+l , i+ l  
"°. 
D~,~ 
and 
E~ = 
o / 
° .  
0 
Ir~ , r i : 8i -- 8 i -1,  
0 
... 
0 
where Di# = diag(Ai#), Bi# -- Di,i - Ai,i, and Ir~ are ri x ri identity matrices, respectively. 
With straightforward calculations, we obtain 
H __ 
and 
o -a ,Ial,2 ) 
--1 A-1 -A2,2A2,1 0 - 2,2A2,3 
",. ".. " .  
A-1 --1 -- ~_1,~_1A~-1,~-2 0 -Aa_ l ,a_ lA~_ l ,  ~ 
-A~,lAa,a-1 0 
= max i riri+l 
? 
p(H) l_<i_<a-1 __(r i  + 1)(ri+l + 1)" 
Therefore, the minimum of the asymptotic onvergence factor p(H) of method (1.2) is attained 
at s~ = ix INT(n /a )  (i = 1 ,2 , . . . ,a -1 ) ,  and 
(n - k)(n + (a - 1)k) 
P* "~- 81,...,sQmin p(H) = (n - k + c~)(n + (~ - 1)k + a) '  
for n = c~q + k and 0 < k < a - 1. Note that this optimal partition also makes the tasks among 
the a processors be well balanced. 
Now, we turn to investigate the overlapping situation. Suppose A E L(Rn), adopt the (2a -  1)- 
by-(2a - 1) block form 
A = 
A1,1 
A2,1 
A1,2 
A2,2 
" .  
A2,3 
"°. 
A2a-2,2~-3 
".° 
A2a-2 ,2a-2  
A2a-  1,2a-2 
A2a-2 ,2a- I  
A2c~ - 1,2c~ - 1 
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where 
A2~-1,2j--1 e L (Rtj+1--aJ-l) ,
A2j,2j e L (RSJ-t~+~), 
and tj+l, sj (j = O, I, 2 , . . . ,  a) are positive integers satisfying 
j = 1 ,2 , . . . ,~ ,  
j = 1 ,2 , . . . ,a -  1, 
O : tl ~_ t2 <: " "  ~_ ta <: ta+l  -~ n, 
O -~- 80 <: 81 <: ... ~ 8a_  1 <: 8 a : n, 
t/+l _<:S/ _<: ti+2, i = 0 ,1 , . . . ,a -  1. 
Correspondingly, we take for i = 1,2,... ,a that 
D2i-s,2i-3 
A2i-2,2i-2 
Mi = A2i_1,2i_2 
IO 
A2i--2,2i--1 
"#[2/--1,2/--1 
A2i,2i--1 
0 
(1 - ei-1)~'tv2,_2 
~tO21-- 1
ei ~w2~ 
A2i-1,2i 
A2i,2i 
0 
0 
= 
D2i+1,2i+1 
T2i- 1,2/-3 : -(~2/11,2i- 1A2i- 1,2i-2A2i12,2i - 2~2i-  2, 2i-s, 
f~-I  A A - I  A ~2i--1,2id-1 ~ --~2i--1,2i--I 2/--1,2/ 2i,2ix22i,2i-{-1, 
(~2i--1,2i--I ---~ A2i- I ,2i - I  - ~2i -  I,2i- 2A2"-i12,2i- 2A2i- 2,2i-1 - 2~ 2/- I,2i A2i12i A2i,2/-1. 
0 -R1,3 
-T3,1 0 --R3,5 
--T2i-1,2i-3 0 -R2i-1,2i+1 
-T2a-3,2a-5 
where 
~= 
0 -R2a_3,2a_ 1 
- T2a- l,2a- 3 0 
and Ni = M/ -  A, where Dj j  = diag(Aj j ) ,  Bj j  = Dj,j - A j j ,  1 <_ j <_ 2a - 1, I~ is a ~ x 
identity matr ix  for ~ = wj(1 < j _< 2a  - 1), with 
t j+l  -- Sj-1, for i = 2j -- 1, 
wi = j = 1 ,2 , . . . ,~ ,  
sj -- t j+l ,  for i = 2j, 
and e/e  [0,1] (1 < i < a). 
After direct calculations, we obtain that the nonzero eigenvalue set of the iteration matrix H 
is the same as that of the matrix 
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Furthermore, we have 
~2i--1,2i- - I  
r 2 Si-1 -- ti 
8i--1 -- t i  + 1 --1 
1 
2 - i  
" ,o  °o°  
-1 
i "'" 0 --1 A 0 Al i - l , l i -2A2 i_2 ,2 i _  2 2i -2 ,2 i -3  ---- 
o 
2 
-1 
I 0 0 ... 
° o 
A2i-1,2iA2i~2iA2i,2i+1 = 0 0 "'" 
1 
s i - t i+y+l  0 . . .  
L (R"+'-"-'), 
-1  
$i -- ~i+l 2 
s i  - t i+ l  + 1 
$i--1 - - t i '~  1 
0. ~ L (/l t ' - ' ' - ' ,  Rt'+'-"'-~), 
0 o) 
o L(R',+:-',, lt',+,-',-,), 
0 
and thereby, by making use of the Sherman-Morrison-Woodbury formula again, we obtain 
T2i-1,2i - -3 = --(O, O , . . . ,  t2 i -1 ,2 i -3 ) ,  
R2 i -  1,2i+ 1 ----- -- ( i '2 i -  1,2i-I- 1, O, . . .  , 0), 
0 )" t2 i -1 ,2 i -3  = t2 i - l ,2 i -Z] l , [ t2~- l ,2~-312, . . . , [ t2~- l ,2 i -31,~,  , 
0 / 
{[(1 - ~)~o~ + 11 [~ - k + 1] + ~k)-y~ 
[ t2~-~,2~-3]~ = [(1 - N)~o,  + 11 [(1 - ~)~o~ + 11 - ~'  
[I.2i_1,2i+11k -~ {[(1 - oq)wi + 11 #¢ -I- eli [wi - /¢ + I]} 7i+I 
[(1 - /7/ .)wi + 1] [(1 - ~i )wi  + 1] - cii/Ti ' 
where 
$i--1 -- ~i $i -- t i+ l  
c l i=  ~ i= 1'  8 i -1  - t i  + 1 ' 8i - t i+ l  + 
1 
~i = ~ i  ----- t i+ l  -- $i-- I .  
8i--I -- l i  "i- I '  
Now, considering the concrete structure of the matrix H, we easily know that 
p(/ ' / )  = p(H)  = max ~[~2i+1,2 i_1]  1 [ r2 i _ l ,2 i+ l iw  il_<i_<a-1 
= m= (7  {[ ( l - - J i+ l )~i+l+l ]~i+l+J i+ l} 'T i+l  
l< i<a- I  [(1 - ~Ti+i)~i+i + 1] [(1 - cli+l)~i+l + 1] - ai+l~i+l 
{[(1 - a i )w i  + + 
x [(1--- jT):~¥VI[~-<~,),, , ,+ l]-<~,n~] 
= ~fi+2 
kl_<i~ll-1 ['yi+l(~Oi+l -- 1) + 
"ri 1~ -'/2 
[7~(',-'~ - 1) + 1]7~+1/ J )  " 
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Evidently, the optimal parameters 8i+1, t i  ( i  -~- 1, 2 , . . . ,  c~- 1) can be got by solving the min-max 
problem 
max rain 
l<si+l,ti<n l<i~c~--I 
1_<~<a-1 
[I + 7i+2 
[7,+2(~,+l---T)+l]-y,+1] [ I+ 
5. CONCLUSIONS 
For the system of linear equations by the finite element or the finite difference discretization of 
the two-point boundary-value problem of the one-dimensional Poisson equation, we have shown 
that the asymptotic onvergence rate of the parallel matrix multisplitting method is thoroughly 
dependent on both the sizes of the splittings and the degrees of the overlappings, but indepen- 
dent of the quantities of the weightings. Also, suitable overlappings among the multiple splittings 
can give much faster convergence speed, provided the computing workload is equally distributed 
among the problems of the multiprocessor system. However, no overlapping and overmany over- 
lappings usually result in slow convergence of the parallel matrix multisplitting method. 
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