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Abstract
We study the von Neumann algebra, generated by the regular representations of the
infinite-dimensional nilpotent group BZ0 . In [14] a condition have been found on the
measure for the right von Neumann algebra to be the commutant of the left one. In
the present article, we prove that, in this case, the von Neumann algebra generated
by the regular representations of group BZ0 is the type III1 hyperfinite factor.
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1 Introduction
We study the von Neumann algebra, generated by the regular representations
of the infinite-dimensional nilpotent group BZ0 . The conditions of irreducibility
of the regular and quasiregular representations of infinite-dimensional groups
(associated with some quasi-invariant Gaussian measures µb) are given by the
so-called Ismagilov conjecture (see [11,12,13]). In this case the corresponding
von Neumann algebra is a type I∞ factor. In [14] a condition have been found
on the measure for the right von Neumann algebra to be the commutant of
the left one.
In the present article, we prove that, in this case, the von Neumann algebra
generated by the regular representations of the infinite-dimensional nilpotent
group BZ0 is the type III1 hyperfinite factor. Moreover this factor is unique.
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We recall that the first examples of a non-type I factor, namely a type II1
factor, were also obtained by Murray and von Neumann as von Neumann
algebra generated by the regular representation of a discrete ICC group (i.e.
the group for which all conjugacy classes are infinite, except the trivial one) We
shall show that the regular representations of non-discrete infinite-dimensional
groups provide examples of non-type I or II, but type III factors, namely the
type III1.
2 Regular representations
Let us consider the group G˜ = BZ of all upper-triangular real matrices of
infinite order with units on the diagonal
G˜ = BZ = {I + x | x =
∑
k,n∈Zk<n
xknEkn},
and its subgroup
G = BZ0 = {I + x ∈ B
Z | x is finite},
where Ekn is an infinite-dimensional matrix with 1 at the place k, n ∈ Z and
zeros elsewhere, x = (xkn)k<n is finite means that xkn = 0 for all (k, n) except
for a finite number of indices k, n ∈ Z.
Obviously, BZ0 = lim−→n
B(2n− 1,R) is the inductive limit of the group B(2n−
1,R) of real upper-triangular matrices with units on the principal diagonal
realized in the following form
B(2n− 1,R) = {I +
∑
−n+1≤k<r≤n−1
xkrEkr | xkr ∈ R}, n ∈ N,
with respect to the symmetric imbedding
B(2n− 1,R) ∋ x 7→ is(x) = x+ E−n,−n + Enn ∈ B(2n+ 1,R).
We define the Gaussian measure µb on the group B
Z in the following way
dµb(x) = ⊗k,n∈Z, k<n(bkn/pi)
1/2 exp(−bknx
2
kn)dxkn = ⊗k,n∈Z, k<ndµbkn(xkn),
(1)
where b = (bkn)k<n is some set of positive numbers bkn > 0, k, n ∈ Z.
Let us denote by R and L the right and the left action of the group BZ on
itself: Rt(s) = st
−1, Lt(s) = ts, s, t ∈ B
Z and by Φ : BZ 7→ BZ, Φ(I + x) :=
(I + x)−1 the inverse mapping. It is known [17,19] that
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Lemma 1 µRtb ∼ µb ∀t ∈ B
Z
0 if and only if S
R
kn(b) < ∞, ∀k, n ∈ Z, k < n
where
SRkn(b) =
k−1∑
r=−∞
brn
brk
. (2)
Lemma 2 µLtb ∼ µb ∀t ∈ B
Z
0 if and only if S
L
kn(b) < ∞, ∀k, n ∈ Z, k < n,
where
SLkn(b) =
∞∑
m=n+1
bkm
bnm
. (3)
Lemma 3 µ
LI+tEkn
b ⊥ µb ∀t ∈ R\{0} ⇔ S
L
kn(b) =∞, k, n ∈ Z, k < n.
Let us denote
E(b) =
∑
k<n<r
bkr
bknbnr
, Em(b) =
∑
k<n<r≤m
bkr
bknbnr
, m ∈ Z. (4)
Lemma 4 [15] If E(b) <∞, then µΦb ∼ µb.
Remark 5 [15] If µΦb ∼ µb then µ
Lt
b ∼ µb ⇔ µ
Rt
b ∼ µb ∀t ∈ B
Z
0 .
PROOF. This follows from the fact that the inversion Φ replace the right
and the left action: Rt ◦ Φ = Φ ◦ Lt ∀t ∈ B
Z. Indeed, if we denote µf(C) =
µ(f−1(C)) for a measurable set C, we have (µf)g = µf◦g. Hence
µb ∼ µ
Rt
b ∼ (µ
Rt
b )
Φ = µRt◦Φb = µ
Φ◦Lt
b = (µ
Φ
b )
Lt ∼ µLtb , ∀t ∈ B
Z
0 .
✷
Remark 6 We have
E(b) =
∑
k<n
SLkn(b)
bkn
=
∑
k<n
SRkn(b)
bkn
, Em(b) =
∑
k<n≤m
SRkn(b)
bkn
. (5)
Indeed ∑
k<n
SLkn(b)
bkn
=
∑
k<n
∞∑
r=n+1
bkr
bknbnr
=
∑
k<n<r
bkr
bknbnr
= E(b)
=
∑
n<r
1
bnr
n−1∑
k=−∞
bkr
bkn
=
∑
n<r
SRnr(b)
bnr
.
If µRtb ∼ µb and µ
Lt
b ∼ µb ∀t ∈ B
Z
0 , one can define in a natural way (see
[11,12]), an analogue of the right TR,b and the left TL,b regular representations
of the group BZ0 in the Hilbert space Hb = L
2(BZ, µb)
TR,b, TL,b : BZ0 → U(Hb = L
2(BZ, µb)),
5
(TR,bt f)(x) = (dµb(xt)/dµb(x))
1/2f(xt),
(TL,bs f)(x) = (dµb(s
−1x)/dµb(x))
1/2f(s−1x).
3 Von Neumann algebras
Let AR,b = (TR,bt | t ∈ B
Z
0 )
′′ (resp. AL,b = (TL,bs | s ∈ B
Z
0 )
′′) be the von
Neumann algebras generated by the right TR,b (resp. the left TL,b) regular
representation of the group BZ0 .
Theorem 7 [14] (The commutation theorem) If E(b) <∞ then µΦb ∼ µb. In
this case the right and the left regular representations are well defined and the
commutation theorem holds:
(AR,b)′ = AL,b. (6)
Moreover, the operator Jµb given by
(Jµbf)(x) = (dµb(x
−1)/dµb(x))
1/2f(x−1) (7)
is an intertwining operator:
TL,bt = JµbT
R,b
t Jµb , t ∈ B
Z
0 and JµbA
R,bJµb = A
L,b.
If µRtb ∼ µb ∀t ∈ B
Z
0 but µ
Lt
b ⊥ µb ∀t ∈ B
Z
0 \{e} one can’t define the left regular
representation of the group BZ0 . Moreover the following theorem holds
Theorem 8 [17] The right regular representation TR,b : BZ0 7→ U(Hb) is irre-
ducible if
(1) µLsb ⊥ µb ∀s ∈ B
Z
0 \{0},
(2) the measure µb is B
Z
0 right-ergodic,
(3) σkn(b) =∞, ∀k < n, k, n ∈ Z, where
σkn(b) =
∞∑
m=n+1
b2km
[SRkm(b) + bkm][S
R
nm(b) + bnm]
.
Remark 9 We do not know whether the Ismagilov conjecture holds in this
case, namely, whether conditions 1) and 2) of the theorem are the criteria
of the irreducibility of the representation TR,b of the group BZ0 as holds for
example for the group BN0 (see [11,12]).
Remark 10 We do not know the criterion of the BZ0 -ergodicity of the measure
µb on the space B
Z. The sufficient conditions are the following Em(b) < ∞
for all m ∈ Z.
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Remark 11 The von Neumann algebra AR,b is a type I∞ factor if the condi-
tions of the Theorem 8 are valid.
Let us assume now that µLtb ∼ µb ∼ µ
Rt
b ∀t ∈ B
Z
0 . In this case the right regular
representation and the left regular representation of the group BZ0 are well
defined.
In [15] the condition were studied when the von Neumann algebra AR,b is a
factor, i.e.
A
R,b ∩ (AR,b)′ = {λI|λ ∈ C}.
Since TL,bt ∈ (A
R,b)′ ∀t ∈ BZ0 , we have A
L,b ⊂ (AR,b)′, hence
A
R,b ∩ (AR,b)′ ⊂ (AL,b)′ ∩ (AR,b)′ = (AR,b ∪ AL,b)′. (8)
The last relation shows that AR,b is factor if the representation
BZ0 × B
Z
0 ∋ (t, s)→ T
R,b
t T
L,b
s ∈ U(Hb)
is irreducible. Let us denote
SR,Lkn (b) =
∞∑
m=n+1
b2km
[SRkm(b) + bkm][S
L
nm(b) + S
R
nm(b)]
, k < n. (9)
Theorem 12 [15] The representation
BZ0 × B
Z
0 ∋ (t, s)→ T
R,b
t T
L,b
s ∈ U(Hb)
is irreducible if SR,Lkn (b) =∞, ∀k < n and the measure µb is B
Z
0 right-ergodic.
Corollary 13 The von Neumann algebra AR,b is factor if SR,Lkn (b) =∞∀k < n
and the measure µb is B
Z
0 right-ergodic.
Remark 14 In what follows, we shall show that the condition E(b) < ∞ is
already sufficient for AR,b (and AL,b) to be a factor.
4 Examples
In this section we give an example of a measure µb, b = (bkn)k<n for which
E(b) < ∞, hence the representations TR,b and TL,b are well defined and the
commutation theorem (Theorem 7) for von Neumann algebras AR,b and AL,b
holds. We show that the set b = (bkn)k<n for which
E(b) <∞ and hence SRkn(b) <∞, S
L
kn(b) <∞ (10)
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defined respectively by (4), (2) and (3), is not empty.
In the example (15) below for the particular case bkn = (ak)
n we give some
sufficient conditions on the sequence an implying conditions (10).
Example 15 Let us take bkn = (ak)
n, k, n ∈ Z.
We have
SRkn(b) =
k−1∑
r=−∞
brn
brk
=
k−1∑
r=−∞
an−kr <∞ if
0∑
r=−∞
ar <∞, (11)
SLkn(b) =
∞∑
m=n+1
(
ak
an
)m
=
(
ak
an
)n+1 ∞∑
m=0
(
ak
an
)m
=
(
ak
an
)n+1 1
1− ak
an
<∞,
(12)
iff ak < ak+1, k ∈ Z. Finally we get
E(b) =
∞∑
k=−∞
∞∑
n=k+1
SLkn(b)
bkn
=
∞∑
k=−∞
∞∑
n=k+1
(
ak
an
)n+1 1
1− ak
an
1
ank
=
∞∑
k=−∞
ak
∞∑
n=k+1
(
1
an
)n+1 1
1− ak
an
<
∞∑
k=−∞
ak
1− ak
ak+1
∞∑
n=k+1
(
1
an
)n+1
<
∞∑
k=−∞
ak
1− ak
ak+1
∞∑
n=k+1
(
1
ak+1
)n+1
=
∞∑
k=−∞
ak
1− ak
ak+1
(
1
ak+1
)k+2
1
1− 1
ak+1
=
∞∑
k=−∞
ak
ak+1(
1− ak
ak+1
)2
(
1
ak+1
)k+1
.
Example 16 Let us take bkn = (ak)
n, k, n ∈ Z where ak = s
k, k ∈ Z with
s > 1.
Conditions (10) hold for ak = s
k. By (11) and (12) we have
SLkn(b) =
(
ak
an
)n+1 1
1− ak
an
=
(
1
sn−k
)n+1 1
1− 1
sn−k
∼
(
1
sn−k
)n+1
,
SRkn(b) =
k−1∑
r=−∞
an−kr =
k−1∑
r=−∞
sr(n−k) =
∞∑
r=1−k
1
sr(n−k)
=
(
1
sn−k
)1−k 1
1− 1
sn−k
∼ s(n−k)(k−1),
since
1 <
1
1− 1
sn−k
<
1
1− 1
s
.
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Using the latter equivalence we conclude that E(b) <∞. Indeed we have
E(b) =
∞∑
k=−∞
∞∑
n=k+1
SLkn(b)
bkn
∼
∞∑
k=−∞
∞∑
n=k+1
1
s(n−k)(n+1)
1
skn
=
∞∑
k=−∞
sk
∞∑
n=k+1
1
sn(n+1)
=
0∑
k=−∞
sk
∞∑
n=k+1
1
sn(n+1)
+
∞∑
k=1
sk
∞∑
n=k+1
1
sn(n+1)
<
0∑
k=−∞
sk
∞∑
n=−∞
1
sn(n+1)
+
∞∑
k=1
sk
s(k+1)2
∞∑
n=k+1
1
sn
=
0∑
k=−∞
sk
∞∑
n=−∞
1
sn(n+1)
+
∞∑
k=1
1
s(k+1)2+1
<∞.
5 Cyclycity
We prove that the function 1 ∈ L2(BZ, µb) is cyclic and separating for A
R,b
and AL,b if E(b) < ∞. We use a method similar to the proof of ergodicity of
µb (under the same condition) in [17], Lemma 4 by reducing the situation to
the case of BN ([20]).
Lemma 17 If E(b) < ∞ then the function 1 ∈ L2(BZ, µb) is cyclic and
separating for AR,b.
PROOF. First we prove that 1 is cyclic for AR,b. For any m ∈ Z we define
the subgroups Bm and B(m) of the group B
Z as follows:
Bm := {1 + x ∈ BZ | x =
∑
k<n≤m
xknEkn},
B(m) := {1 + x ∈ B
Z | x =
∑
k<n,n>m
xknEkn}.
Obviously, BZ is a semi-direct product of the two groups above (B(m) is a
normal subgroup of BZ) for any m:
BZ = B(m) ⋊ B
m, z = yx, z ∈ BZ, y ∈ B(m), x ∈ B
m.
Let µb,(m), µ
m
b be the projections of the measure µb on the above groups:
µmb := ⊗k<n≤mµbkn, µb,(m) := ⊗k<n,n>mµbkn .
Then we have
L2(BZ, µb) = L
2(B(m), µb,(m))⊗ L
2(Bm, µmb ), f(z) = f(yx).
Furthermore let B0,(m), B
m
0 be the intersection of the above groups with B
Z
0 .
Now, fix an m ∈ Z and consider a function f(z) = f(yx) ∈ L2(BZ, µb).
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Further, suppose that
(f, a1) = 0, ∀a ∈ AR,b. (13)
First we note that the points of B(m) are invariant under the right action Rt
for all t ∈ Bm0 . Indeed, we have for t ∈ B
m
0
(xt)kn =
n−1∑
j=k+1
xkjtjn = xkn, n > m,
since tkn = δkn for n > m. We have for t ∈ B
m
0
0 =(f, TR,bt 1) =
∫
B(m)
∫
Bm
f(yx)TR,bt 1(yx)dµb,(m)(y)dµ
m
b (x)
=
∫
Bm
fm(x)T
R,b
t 1(x)dµb,(m)(x),
where
fm(x) :=
∫
B(m)
f(yx)dµb,(m)(y).
For the function fm holds
(fm, T
R,b
t 1)m = 0, ∀t ∈ B
m
0 , (14)
where (., .)m denotes the restriction of the inner product (., .) to L
2(Bm, µmb ).
Next, we define a bijection Ψ : Bm 7→ Bm, where Bm is the group
Bm := {1 + x; x =
∑
m≤k<n
xknEkn} ∼= B
N,
x′kn = (Ψ(x))kn := x2m−n2m−k.
Note that Ψ are reflections around the axis k + n = 2m and if m = 0,
x′kn = x−n−k. Now we continue with the equation (14):
0 = (fm, T
R,b
t 1)m=
∫
Bm
fm(x)
√√√√dµmb (xt)
dµmb (x)
dµmb (x)
=
∫
Bm
fΨm(x
′)
√√√√dµm,Ψb (t′x′)
dµm,Ψb (x
′)
dµm,Ψb (x
′),
where fΨm := fm ◦Ψ and µ
m,Ψ
b (C) = µ
m
b (Ψ(C)) for each Borel set C. Since this
holds for all t ∈ Bm0 and hence all t
′ ∈ B0,m and Bm ∼= B
N,
0 =
∫
BN
fΨm(x)T
L,b
t 1dµb(x) = (f
Ψ, TL,bt 1)N,
where, more precisely, fΨm is interpreted as its image under the isomorphism
form Bm to B
N and (., .)N is the inner product on L
2(BN, µb). It also follows
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(after taking the linear span and weak limits) that
(fΨm, a1)N = 0, ∀a ∈ A
L,b,N,
where AL,b,N are the algebras generated by the left regular representation TL,b
of the group BZ0 . But 1 is cyclic for A
L,b,N, by [20] and hence fΨm(x
′) = 0 for
all x′ ∈ Bm. Since Ψ is a bijection, hence we get fm = 0 for any m.
In addition we have fm → f , when m→∞ in L
2(BZ, µb) (see [17], Corollary
1). Thus fm = 0 for all m ∈ Z implies f = 0. Since f is arbitrary, using (13)
we conclude, that the set AR,b1 is dense in L2(BZ, µb) and hence 1 is cyclic
for AR,b.
Now we turn to the separating property. We know that 1 is cyclic for AR,b.
We prove that the same holds for (AR,b)′ = AL,b. Thus, again consider f ∈
L2(BZ, µb) and assume
(f, b1) = 0, ∀b ∈ AL,b. (15)
Recall that E(b) < ∞ implies the existence of the intertwining operator J =
Jµb , which is anti-unitary. Then the following calculation holds:
(f, TR,bt 1)= (JT
R,b
t 1, Jf)
=
∫ √√√√dµb(x−1)
dµb(x)
√√√√dµb((xt)−1)
dµb(x−1)
√√√√dµb(x−1)
dµb(x)
f(x−1)dµb(x)
=
∫ √√√√dµb(t−1x−1)
dµb(x−1)
f(x−1)dµ(x−1).
If we replace x−1 by x in the above integral we obtain (f, TR,bt 1) = (f, T
L,b
t 1)
for all t ∈ BZ0 . From (1) we know that (f, T
R,b
t 1) = 0 for all t ∈ B
Z
0 implies
that f = 0. Hence (f, TL,bt 1) = 0 for all t ∈ B
Z
0 also implies that f = 0 and
hence 1 is cyclic for AL,b, since we chose f arbitrarily. ✷
6 Modular operator
In this section we recall the construction of the modular operator for a locally
compact group and generalize it to the infinite-dimensional case. We recall [7]
(see also [20]) how to find the modular operator and the operator of canonical
conjugation for the von Neumann algebra AρG, generated by the right regular
representation ρ of a locally compact Lie group G. Let h be a right invariant
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Haar measure on G and
ρ, λ : G 7→ U(L2(G, h))
be the right and the left regular representations of the group G defined by
(ρtf)(x) = f(xt), (λtf)(x) = (dh(t
−1x)/dh(x))1/2f(t−1x).
To define the right Hilbert algebra onG we can proceed as follows. LetM(G) be
an algebra of all probability measures on G with convolution µ∗ν determined
by ∫
G
f(u)d(µ ∗ ν)(u) =
∫
G
∫
G
f(st)dµ(s)dν(t).
We define the homomorphism
M(G) ∋ µ 7→ ρµ =
∫
G
ρtdµ(t) ∈ B(L
2(G, h)).
We have ρµρν = ρµ∗ν , indeed
ρµρν =
∫
G
ρtdµ(t)
∫
G
ρsdν(s) =
∫
G
∫
G
ρtsdµ(t)ν(s) =
∫
G
ρtd(µ ∗ ν)(t) = ρ
µ∗ν .
Let us consider a subalgebra Mh(G) := {µ ∈ M(G) | ν ∼ h} of the algebra
Mh(G). In the case when µ ∈ Mh(G) we can associate with the measure
µ its Rodon-Nikodim derivative dµ(t)/dh(t) = f(t). When f ∈ C∞0 (G) or
f ∈ L1(G) we can write
ρf =
∫
G
f(t)ρtdh(t),
hence we can replace the algebra Mh(G) by its subalgebra identified with an
algebra of functions C∞0 (G) or L
1(G, h) with convolutions.
If we replace the Haar measure h with some measure µ ∈ Mh(G) we ob-
tain the isomorphic image TR,µ of the right regular representation ρ in the
space L2(G, µ): TR,µt = UρtU
−1 where U : L2(G, h) 7→ L2(G, µ) defined by
(Uf)(x) =
(
dh(x)
dµ(x)
)1/2
f(x). We have
(TR,µt f)(x) =
(
dµ(xt)
dµ(x)
)1/2
f(xt),
and
T f =
∫
G
f(t)TR,µt dµ(t).
We have (see [4], p.462) (we shall write Tt instead of T
R,µ
t )
S(T f) := (T f)∗ =
∫
G
f(t)Tt−1dµ(t) =
∫
G
f(t)Tt−1
dµ(t)
dµ(t−1)
dµ(t−1)
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=
∫
G
dµ(t−1)
dµ(t)
f(t−1)Ttdµ(t).
Hence
(Sf)(t) =
dµ(t−1)
dµ(t)
f(t−1). (16)
In the Tomita-Takesaki theory [22], Chapter VI, Lemma 1.2, the operator S
is defined for the von Neumann algebra M of operators on the Hilbert space
H by
H ∋ xω 7→ Sxω = x∗ω ∈ H,
where x ∈M and ω ∈ H is cyclic (generating) and separating vector.
To calculate S∗ we use the fact that S is antilinear, i.e. (Sf, g) = (S∗g, f). We
have
(Sf, g) =
∫
G
dµ(t−1)
dµ(t)
f(t−1)g(t)dµ(t) =
∫
G
f(t−1)g(t)dµ(t−1)
=
∫
G
g(t−1)f(t)dµ(t) = (S∗g, f),
hence (S∗g)(t) = g(t−1). Finally the modular operator ∆ defined by ∆ = S∗S
has the following form (∆f)(t) = dµ(t)
dµ(t−1)
f(t). Indeed we have
f(t)
S
7→
dµ(t−1)
dµ(t)
f(t−1)
S∗
7→
dµ(t)
dµ(t−1)
f(t).
Finally, since J = S∆−1/2 (see [4] p.462) we get
f(t)
∆−1/2
7→
(
dµ(t−1)
dµ(t)
)1/2
f(t)
S
7→
dµ(t−1)
dµ(t)
(
dµ(t)
dµ(t−1)
)1/2
f(t−1)
=
(
dµ(t−1)
dµ(t)
)1/2
f(t−1),
(Jf)(t) =
(
dµ(t−1)
dµ(t)
)1/2
f(t−1), and (∆f)(t) =
dµ(t)
dµ(t−1)
f(t). (17)
To prove that JTR,µt J = T
L,µ
t we get
f(t)
J
7→
(
dµ(x−1)
dµ(x)
)1/2
f(x−1)
TR,µt7→
(
dµ(xt)
dµ(x)
)1/2 (
dµ((xt)−1)
dµ(xt)
)1/2
f((xt)−1)
=
(
dµ(t−1x−1)
dµ(x)
)1/2
f(t−1x−1)
J
7→
(
dµ(x−1)
dµ(x)
)1/2 (
dµ(t−1x)
dµ(x−1)
)1/2
f(t−1x)
=
(
dµ(t−1x)
dµ(x)
)1/2
f(t−1x) = (TL,µt f)(x).
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Remark 18 The representation TR,µb is the inductive limit of the represen-
tations TR,µ
m
b of the group B(m,R) where the measure µmb is the projection of
the measure µb onto subgroup B(m,R). Obviously µ
m
b is equivalent with the
Haar measure hm on B(m,R).
7 Structure of von Neumann algebras and the flow of weights in-
variant of Connes and Takesaki
Let us denote as before M = AR,b = (TR,bs | s ∈ B
Z)′′, AL,b = (TL,bt | t ∈ B
Z
0 )
′′.
We assume that
E(b) <∞, hence SRkn(b) <∞, and S
L
kn(b) <∞.
We also note that from [17], Lemma 4 (see Remark 10) follows that the con-
dition E(b) <∞ implies the ergodicity of the measure µb with respect to the
right action.
From the previous section (see (17)) we conclude that the modular operator
∆ is defined as follows
(∆f)(x) = dµb(x)/dµb(x
−1)f(x). (18)
In the next section we shall prove that M (and hence M ′) is a type III1
factor, without assuming further conditions on the measure. From our proof
immediately follows that M is a factor and we do not use the conditions (9).
In [20] the case of the group BN0 was studied. There the author proved the
type III1 property by directly showing that the fixed point algebra of M w.r.t.
the modular group is trivial. The idea was to prove that the one-parameter
groups generated by multiplication operators by the independent variables xkn
are contained in the commutant of the fixed point algebra. This, together with
the fact that also all translations TR,bt , t ∈ B
N
0 are in the latter commutant,
implies the triviality of this fixed point algebra. In the case of BZ0 , however,
this method does not directly give the answer, because of the presence of
infinite sums (see later). In this paper, we came up with a different approach,
by making use of the flow of weights of a type III factor.
After the original classification of type III factors by Connes in 1973 ([2]), there
came an equivalent classification of type III factors using the flow of weights
invariant, which was concluded in the joint work of Connes and Takesaki
[5]. The definition of the flow of weights relies on the duality theory for von
Neumann algebras, which was discovered by Connes ([2]) and Takesaki ([21]).
Remark 19 (See [22], chap.X, §2) To a von Neumann algebra M with an
action σ of a locally compact abelian group G one can associate another von
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Neumann algebra N and an action θ of the dual group Gˆ. The pair (N, θ) is
called the dual system.
For the case when M is a type III factor and σ is the modular automorphism
group of a faithful semi-finite normal weight, this becomes an invariant, called
the non-commutative flow of weights. The pair (CN , θ), where CN is the center
of N , is called the flow of weights. In this section we review some basic facts
about the structure of von Neumann algebras and the flow of weights of a
type III factor. For more details we refer to e.g. [22].
Definition 20 A W∗-dynamical system is a triple (M,α,G), where M is a
von Neumann algebra, G a locally compact group and α an action of G on
M by automorphisms, i.e. a strongly continuous homomorphism from G into
Aut(M).
A crossed product of (M,α,G) is defined as follows.
Definition 21 Consider the following representations of M and G on
L2(G,H) = L2(G)⊗H, where H is the Hilbert space M acts on:
(piα(x)ξ)(s) = α
−1
s (x)ξ(s), x ∈M s ∈ G,
(λ(t)ξ)(s) = ξ(t−1s), s, t ∈ G ξ ∈ L2(G,H).
The representation (piα, λ) is covariant, i.e. piα◦αs(x) = λ(s)piα(x)λ(s)
∗. Then
M ⋊α G := (piα(M) ∪ λ(G))
′′
is called the crossed product of (M,α,G).
When G is abelian we can define an action of Gˆ (the dual of G) on the crossed
product by the following formulas.
(µ(p)ξ)(s) = 〈s, p〉ξ(s), p ∈ Gˆ,
αˆp(x) = µ(p)xµ(p)
∗, x ∈M ⋊α G.
Let us denote U(s) = λ(s) and V (p) = µ(p), s ∈ G, p ∈ Gˆ. It follows that U
and V satisfy the following relation:
U(s)V (p)U(s)∗V (p)∗ = 〈s, p〉. (19)
Definition 22 In general, a pair of unitary representations U of G and V
of Gˆ on the same Hilbert space H is said to be covariant if the commutation
relation (19) is satisfied. The commutation relation (19) is called the Weyl-
Heisenberg commutation relation.
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In what follows we will need the following result for covariant representations
in a von Neumann algebra.
Proposition 23 ([22], Proposition 2.2) The covariant representation
{λG, µG} generates the factor B(L
2(G)) of all bounded operators on L2(G).
PROOF. For each f ∈ L1(Gˆ), we define
V (f) :=
∫
Gˆ
f(p)V (p)dp.
Then V is a *-representation of L1(Gˆ), so that it can be extended to the
enveloping C∗-algebra C0(G) (the algebra of continuous functions vanishing
at infinity 1 ). We shall denote the extended representation of C0(G) by V
again. In the case when V = µG, we have that µG(f) is the multiplication by
f on L2(G) (f ∈ C0(G)). Hence the von Neumann algebra A generated by
{µG(f); f ∈ C0(G)} is the multiplication algebra L
∞(G) on L2(G). So it is
maximal abelian (i.e. L∞(G)′ = L∞(G)). Now, we have
λG(s)µG(f)λG(s)
∗ = µG(λsf), s ∈ G, f ∈ L
∞(G),
where (λsf)(r) = f(r− s). Hence the operators A commuting with λG(G) are
only scalars (the Haar measure dr is ergodic). Therefore,
{λG(G), µG(Gˆ)}
′ = C,
so that {λG, µG} is irreducible. ✷
The definition of the flow of weight relies on the following duality theorem of
Connes and Takesaki.
Theorem 24 ([2,21]) For a W∗-dynamical system (M,α,G), where G is
abelian the following isomorphism holds:
(M ⋊α G)⋊αˆ Gˆ ∼= M⊗B(L
2(G)).
Definition 25 The representation µ of Gˆ on L2(G,H) defined above is called
the dual representation to λ. The action αˆ of Gˆ on the crossed product Mˆ =
M⋊αG is called the dual action and the resulting dynamical system (Mˆ, αˆ, Gˆ),
we call the dual system.
Later we will need a convenient description of the commutant of Mˆ . The
following theorem gives us the desired answer:
1 A function f on G is said to vanish at infinity if given any ǫ > 0, there is a
compact subset of G such that |f(x)| < ǫ for x outside this subset
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Theorem 26 ([22]) Consider a W ∗-dynamical system (M,G, α), where M
acts on H, G a locally compact group and α is implemented by a unitary one
parameter group V (s) on H, i.e. αs(a) = V (s)aV (s)
∗, for a ∈ M, s ∈ G.
Define
(Wξ)(s) = V (s)∗ξ(s), ξ ∈ L2(G,H).
Then the following holds
M ⋊α G =
(
WMW ∗ ∪ AλG
)′′
,
(M ⋊α G)
′ = (M ′ ∪WAρGW
∗)
′′
,
where AλG (resp. A
ρ
G) is the left (resp. the right) von Neumann algebra of G.
The following Theorem describes the so-called continuous decomposition of a
von Neumann algebra. It is crucial for the definition of flow of weights for type
III factors. From now on we set G = R and denote the W ∗-dynamial systen
(N, θ,R) by (N, θ).
Theorem 27 ([21,5]) (1) Let (N, θ) be a W ∗-dynamical system such that
• N admits a faithful semi-finite normal trace τ ;
• θ transforms in such a way that
τ ◦ θs = e
−sτ, s ∈ R.
Then the crossed product M = N ⋊θ R is properly infinite and the center
CM is precisely the fixed point algebra C
θ
N of the center of N under the
canonical embedding of N into M (the representation piθ). Furthermore,
M is of type III (i.e. all the factors in the decomposition of M are of type
III) if and only if the central dynamical system (CN , θ) does not contain
an invariant subalgebra A, such that the subsystem (A, θ) is isomorphic
to L∞(R) together with the translation action of R. In the case that M
is of type III, N is necessarily of type II∞ (i.e. τ(I) =∞).
(2) If M is a von Neumann algebra of type III, then there exists a unique,
up to conjugacy, covariant system (N, θ) satisfying the conditions of (1).
Moreover, the above theorem implies that M is a factor if and only if θ is
centrally ergodic. Now we are ready to introduce the flow of weights. It was
discovered, in the context of the duality theory for von Neumann algebras, by
Connes in [2] and Takesaki in [21] and was studied in detail in their joint work
[5].
Definition 28 The dynamical system (N, θ,R), such that M ∼= N ⋊θ R is
called the non-commutative flow of weights, whereas (CN , θ,R) is called the
flow of weights associated to (M,σ,R). By the above theorem it is an invariant
for the algebraic type of M .
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Recall that in [2] Alain Connes classified type III factors with the following
invariant.
S(M) =
⋂
φ∈W
Sp∆φ, (20)
where W is the set of faithful normal semi-finite weights on M . S(M)\{0}
is a multiplicative subgroup of R+ and subdivides type III factors into three
classes ([2]):
(1) When S(M) = [0,+∞), M is said to be of type III1
(2) When S(M) = {λn|n ∈ Z} ∪ {0}, where 0 < λ < 1, M is said to be of
type IIIλ,
(3) When S(M) = {0, 1}, M is said to be of type III0.
The following theorem states an equivalent description of the types in terms
of the flow of weights.
Theorem 29 ([5]) Let M be a factor of type III.
(1) M is of type III1 if and only if the flow of weights is trivial, i.e. N is a
factor.
(2) M is of type III0 if and only if N is not a factor and the flow of weights
has no period.
(3) M is of type IIIλ if and only if N is not a factor and T > 0 is the period
of the flow of weights,where λ = e−T .
8 Type III1 factor
For the von Neumann algebraM = AR,b we shall prove that the corresponding
flow of weights is trivial , i.e. N is a factor. Using the theorem 29, we conclude
that M is then of type III1. [From Theorem 27 it follows, first of all that
M is a factor, since the center of M is contained in the center of its dual.
Moreover, by the same theorem, it is of type III, since there can not be a
non trivial subsystem isomorphic to L2(R) with the translation action on R.
Furthermore, by theorem 29, M is of type III1.]
Note that to prove the factor property we do not use the sufficient conditions
from Corollary 13. Now we state the main theorem.
Theorem 30 Consider the von Neumann algebra AR,b generated by the right
regular representation TR,b of BZ0 . Assume that E(b) <∞. Let φ(a) = (1, a1)
be the faithful normal state on AR,b, associated to the cyclic and separating
vector 1, and σ the corresponding modular automorphism group. Then the
dual algebra N := AR,b⋊σ R is a factor. Hence, A
R,b is a type III1 factor. The
same holds for AL,b.
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PROOF. On the space L2(R, L2(BZ, µb)) = L
2(BZ × R, µb ⊗ m) (m is the
Lebesgue measure) we define the operator W as follows
(Wf)(x, t) = ∆−it(x)f(x, t) =
(
dµb(x
−1)
dµb(x)
)it
f(x, t). (21)
Denote N := Mˆ = M ⋊σ R. By Theorem 26, we have
N = (WMW ∗ ∪ Aλ
R
), N ′ = (M ′ ∪WAρ
R
W ∗),
hence
CN = N
′ ∩N = (N ∪N ′)′ = (WMW ∗ ∪M ′ ∪ λ(R) ∪Wρ(R)W ∗)′. (22)
From (22) we see that C′N contains the following set of elements:(
WTR,bu W
∗, TL,bu , λ(s),Wρ(s)W
∗; u ∈ BZ0 , s ∈ R
)
. (23)
We would like to prove the triviality of CN . For this we show that operators of
multiplication by the independent variables xkn and t, in the space L
2(BZ ×
R, µb ⊗ m), are affiliated to C
′
N (see Lemma 33). In this case, since T
L,b
u ∈
C′N , ∀u ∈ B
Z
0 , the two lemmas below would imply that CN is trivial.
Lemma 31 ([20]) Let g be a multiplication on L2(BZ, µb) by a measurable
function g on BZ, then
(TR,bt gT
R,b
t−1 f)(x) = g(xt)f(x), for all t ∈ B
Z
0 , f ∈ L
2(BZ, µb).
Lemma 32 Let M be a von Neumann algebra on L2(BZ, µb) ⊗ L
2(R, m) =
L2(BZ × R, µb ⊗ m). If e
ist, eisxkn ∈ M ′, k < n, TL,bu ∈ M
′, ∀u ∈ BZ0 , s ∈ R,
λ(s) ∈ M ′ for all s ∈ R and the measure µb is ergodic, then M = CI.
PROOF. From proposition 23 follows that the result holds in the one-
dimensional case. The space L2(BZ×R, µb⊗m) is isomorphic to L
2(R∞, µb⊗
m) = ⊗k<n∈ZL
2(R1, µbkn) ⊗ L
2(R, m). Since the variables xkn and t are in-
dependent, the condition eits, eixkns ∈ M ′, for all k < n ∈ Z and s ∈ R,
means that L∞(R, m), L∞(R, µbkn) ⊂ M
′ for all k < n. This implies that the
von Neumann algebra generated by (L∞(R, µbkn))k<n∪L
∞(R, m) is contained
in M ′. The latter is isomorphic to L∞(BZ × R, µb ⊗m), which is maximally
abelian. Hence, M ⊂ L∞(BZ×R, µb⊗m)
′ = L∞(BZ ×R, µb⊗m). Moreover,
since we assume that λ(s), TL,bu ∈ M
′ for all u ∈ BZ0 , s ∈ R, all functions in
M are BZ0 -left invariant, by Lemma 31, and translation invariant in the last
argument. By the ergodicity of the measure, they are constant µb⊗m-a.e. ✷
Thus, Theorem 30 is proved. ✷
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Lemma 33 Let Qkn and Qt be the multiplication operators
(Qknf)(x, t) := xknf(x, t), (Qtf)(x, t) := tf(x, t), (24)
in L2(BZ × R, µb ⊗m). Then
eiQkns, eiQts ∈ C′N ,
for all s ∈ R, k, n ∈ Z, k < n.
Formal Computations: The following method uses calculations with un-
bounded generators of one parameter groups, using commutator identities. In
such a way we want to obtain the variables xkn and t. However, these compu-
tations are formal and we would have to verify conditions on the domains of
the operators in question, to justify these identities rigorously.
Consider generators of the following one-parameter groups in C′N :
(WTR,b1+sEpqW
∗, TL,b1+sEpq , λ(t) | s, t ∈ R). (25)
Note that we left out one group, namely Wρ(R)W ∗. However, the same result
can be obtained by replacing λ(R) by the latter group.
The generator of (λ(−t)) is Dt :=
d
dt
. From [16] follows that the generators of
TLpq(s) := T
L,b
1+sEpq are
ALpq :=
d
ds
TL,b1+sEpq |s=0 = Σ
∞
m=q+1xqmDpm +Dpq, (26)
where Dpq =
∂
∂xpq
− bpqxpq. Finally we need to calculate the generators of
Vpq(s) := WT
R,b
1+sEpqW
∗. We have
(Vpqf)(x, t) :=
d
ds
(Vpq(s)f)(x, t)|s=0 =
d
ds
(WTRpq(s)∆W
∗f)(x, t)|s=0
= ∆(x)−it(
d
ds
∆(xs)−it.1)|s=0f(x, t) +
d
ds
(TRpq(s)f)(x, t)|s=0.
The last term is nothing else than ARpq defined by (see e.g. [15])
ARkn =
k−1∑
r=−∞
xkrDrn +Dkn, 1 ≤ k < n.
Set Bpq = Vpq −
d
ds
TRpq(s). We have
Bpq :=
d
ds
(∆(x)−it exp(sARpq)∆
it exp(−sARpq)1)(x)|s=0
= ∆−it([ARpq,∆
it]).
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The nth term in the Taylor expansion of ∆it is equal to (it)
n
n!
ln∆n. Since
[ARpq, ln∆] is a function (see later), it commutes with ln∆. Hence one has the
following formula:
[ARpq,
(it)n
n!
ln∆n] = n ln∆n−1[ARpq, ln∆].
applying this to the Taylor expansion of ∆it we obtain
[ARpq,∆
it] = it∆it[ARpq, ln∆].
In this manner we obtain
Bpq = it[A
R
pq, ln∆(x)]
and hence Vpq = it[A
R
pq, ln∆(x)] + A
R
pq. Thus the generator in (25) are as
follows:
Vpq := it[A
R
pq, ln∆(x)] + A
R
pq, A
L
pq, Dt :=
d
dt
.
Some useful formulas (see [12]).
Let us denote by X−1 the inverse matrix to the upper triangular matrix X =
I + x = I +
∑
k<n xknEkn ∈ B
Z
X−1 = (I + x)−1 := I +
∑
k<n
x−1knEkn ∈ B
Z.
We have by definition X−1X = XX−1 = I, hence
(
XX−1
)
kn
=
n∑
r=k
xkrx
−1
rn = δkn =
n∑
r=k
x−1kr xrn =
(
X−1X
)
kn
, k ≤ n, (27)
thus
x−1kn +
n−1∑
r=k+1
xkrx
−1
rn + xkn = 0 = xkn +
n−1∑
r=k+1
xkrx
−1
rn + x
−1
kn , k < n,
and
x−1kn = −xkn −
n−1∑
r=k+1
xkrx
−1
rn = −xkn −
n−1∑
r=k+1
x−1kr xrn. (28)
We can write also
x−1kn = −
n∑
r=k+1
xkrx
−1
rn = −
n−1∑
r=k
x−1kr xrn. (29)
There is also the explicit formula for x−1kn (see [10] formula (4.4))
x−1kk+1 = −xkk+1 and
x−1kn = −xkn +
n−k−1∑
r=1
(−1)r+1
∑
k≤i1<i2<...<ir≤n
xki1xi1i2...xirn, k < n− 1. (30)
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Remark 34 Using (30) we see that x−1kn depends only on xrs with k ≤ r <
s ≤ n.
Using (29) we have
x−1kn + xkn = −
n−1∑
r=k+1
xkrx
−1
rn , x
−1
kn − xkn = 2xkn −
n−1∑
r=k+1
xkrx
−1
rn . (31)
Let us denote
wkn := wkn(x) := (xkn + x
−1
kn )(xkn − x
−1
kn ).
Using (1) and (18) we get
∆(x) =
dµb(x)
dµb(x−1)
= exp

 ∑
k,n∈Z, k<n
bkn
(
(x−1kn )
2 − x2kn
) . (32)
− ln∆(x) =
∑
k,n∈Z, k<n
bkn
[
x2kn − (x
−1
kn )
2
]
=
∑
k,n∈Z, k<n
bkn(xkn + x
−1
kn )(xkn − x
−1
kn )
∑
k,n∈Z, k<n
bkn(xkn + x
−1
kn )[2xkn − (xkn + x
−1
kn )] =
∑
k,n∈Z, k<n
bknwkn(x).
To study the action of the operators
ARkn :=
d
ds
TR,b1+sEpq |s=0 =
k−1∑
r=−∞
xrkDrn +Dkn
on the function ln∆(x) we need to know the action of Dpq on x
−1
kn .
Lemma 35 ( [20]) We have
[Dpq, x
−1
kn ] =


−x−1kp x
−1
qn , if k ≤ p < q ≤ n,
0, otherwise .
(33)
For proof see [20].
Using (33) we get
[Dpq, xkn + x
−1
kn ] =


−x−1kp x
−1
qn − δkpx
−1
qn − δqnx
−1
kp , if k ≤ p < q ≤ n,
0, otherwise .
(34)
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Using (34) we have [Dpq, (xkn + x
−1
kn )(xkn − x
−1
kn )] =


2 x−1kp x
−1
qn x
−1
kn + 2 δkpx
−1
qn x
−1
kn + 2 δqnx
−1
kp x
−1
kn , if k ≤ p < q ≤ n, (p, q) 6= (k, n),
2(xkn + x
−1
kn ), if (p, q) = (k, n),
0, otherwise .
(35)
Indeed, if k ≤ p < q ≤ n, (p, q) 6= (k, n) we have
[Dpq, (xkn + x
−1
kn )(xkn − x
−1
kn )] = [Dpq, (xkn + x
−1
kn )(2xkn − (xkn + x
−1
kn ))]
= [Dpq, (xkn + x
−1
kn )](2xkn − (xkn + x
−1
kn ))− (xkn + x
−1
kn )[Dpq, (xkn + x
−1
kn )] =
−2x−1kn [Dpq, (xkn + x
−1
kn )]
(34)
= 2x−1kp x
−1
qn x
−1
kn + 2δkpx
−1
qn x
−1
kn + 2δqnx
−1
kp x
−1
kn .
Lemma 36 ( [20]) We have
[ARpq, wkn] =


2xkpxkq, if n = q, k ≤ p− 1,
2x−1pnx
−1
qn , if k = p, n ≥ q + 1,
2(xpq + x
−1
pq ), if k = p, q = n,
0, if k 6= p or n 6= q,
(36)
hence
− [ARpq, ln∆(x)] = 2
p−1∑
r=−∞
brqxrpxrq + 2
∞∑
n=q+1
bpnx
−1
pnx
−1
qn + 2(xpq + x
−1
pq ). (37)
Next, we consider the action of ALij on (37), where i < p < j < q.
Lemma 37 ( [20]) One has
[ALij, [A
R
pq, ln∆(x)]] = −2biqxjqxip, for i < p < j < q
and hence
[ALip, [A
L
ij, [A
R
pq, ln∆(x)]]] = 2biqxjq, (38)
which immediately gives us the variables xjq, j, q ∈ Z, q − j ≥ 1.
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PROOF. Recall (see (26)) that ALij = Σ
∞
m=j+1xjmDim +Dij . Then
[ALij, x
−1
kn ] = Σ
∞
m=j+1xjm[Dim, x
−1
kn ] + [Dij , x
−1
kn ]
(33)
= −
∑n
r=j+1 xjr(x
−1
ki x
−1
rn + δkix
−1
rn + δrnx
−1
ki + δkiδrn)
= −δjn(x
−1
ki + δki).
(39)
Moreover we also need the formula
[ALij , xkn] = Σ
∞
m=i+1xjm[Dim, xkn] + [Dij , xkn]
= −δki(xjn + δjn).
(40)
By our choice of i and j, [ALij , [A
R
pq, ln∆(x)]] will only depend on xkn, n < p.
Hence
[ALij , [A
R
pq, ln∆(x)]] = −2
p−1∑
r=−∞
brqxrp[A
L
ij , xrq] = −2biqxjqxip.
The last formula of the Lemma follows trivially. ✷
By applying [ALjq, .] to (38), we obtain a constant 2biq. The direct computation,
based on the above formulas gives us the operator of multiplication by xkn and
t:
[ALjq, [A
L
ip, [A
L
ij , C
R
pq]]] = 2itbiq,
[Dt, [A
L
ip, [A
L
ij , C
R
pq]]] = 2ibiqxjq,
since AR commutes with AL, t is of course the variable in L2(R).
Remark 38 The previous manipulations with the unbounded operators, were
formal. Nevertheless they indicate us the form of the expressions in terms of
the unitary one-parameter groups generated by ALkn and A
R
kn, we should take,
to obtain the desired answer. We should replace the commutator [x, y], x, y ∈
L(G) in the Lie algebra L(G) by the group commutator {a, b} := aba−1b−1
where a, b ∈ G.
Again, denote
TL,bpq (s) = T
L,b
I+sEpq , T
R,b
pq (s) = T
R,b
I+sEpq ,
Vpq(s) = WT
R,b
I+sEpqW
∗, Wf(x, t) = ∆−it(x)f(x, t).
Lemma 39 Denote
U(τ, s) = {TL,bτ , V
R,b
s }, τ, s ∈ B
Z
0 , (41)
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then we have
U(τ, s) = ∆−it(τ−1x)∆it(τ−1xs)∆−it(xs)∆it(x). (42)
PROOF. Since
U(τ, s) = {TL,bτ , V
R,b
s } = T
L,b
τ V
R,b
s T
L,b
τ−1V
R,b
s−1 = T
L,b
τ WT
R,b
s W
∗TL,bτ−1WT
R,b
s−1W
∗,
we have
f(x, t)
W ∗
→ ∆it(x)f(x, t)
WTR,b
s−1→
(
dµ(xs−1)
dµ(x)
)1/2
∆it(xs−1)f(xs−1, t)
W ∗TL,b
τ−1→
∆it(x)
(
dµ(τx)
dµ(x)
)1/2
∆−it(τx)
(
dµ(τxs−1)
dµ(τx)
)1/2
∆it(τxs−1)f(τxs−1, t)
= ∆it(x)∆−it(τx)
(
dµ(τxs−1)
dµ(x)
)1/2
∆it(τxs−1)f(τxs−1, t)
WTR,bs→ ∆−it(x)
(
dµ(τx)
dµ(x)
)1/2
∆−it(xs)∆−it(τxs)∆it(τx)f(τx, t)
TL,bsτ→
(
dµ(τ−1x)
dµ(x)
)1/2
∆−it(τ−1x)
(
dµ(x)
dµ(τ−1x)
)1/2
∆it(τ−1xs)∆−it(xs)∆−it(x)f(x, t)
= ∆−it(τ−1x)∆it(τ−1xs)∆−it(xs)∆it(x)f(x, t).
✷
Consider the following one-parameter groups in BZ0 :
Epq(s) := {1 + sEpq; s ∈ R} , p, q ∈ Z, p < q. (43)
We calculate U(Erm+1(t), Emm+1(s)) for t = −1.
Lemma 40 Let Urm(s) ∈ C
′
N be the operators defined by
Urm(s) := U(I − Erm+1, I + sEmm+1),
where s ∈ R. Then for f ∈ L2(BZ × R, µb ⊗m) holds
(Urm(s)f) (x, t) = exp (−2ibrm+1stxrm) f(x, t), ∀t, s ∈ R. (44)
Then {Urm(s), λ(1)} and {Urm(s), T
L,b
rm (1)} are the one parameter groups gen-
erated by the multiplications by xrm and t.
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PROOF. Fix s ∈ R and define:
X ′ := XEmm+1(s), Y := Erm+1(1)X, Y
′ := Y Emm+1(s),
where X = 1 + x, Y = 1 + y ∈ BZ. First we note that Erm+1(−1)Y = X and
Erm+1(−1)Y
′ = X ′, since Erm+1(s) are one-parameter groups. By Lemma 39
we get
Urm(s) =
∆it((I + Erm+1)x(I + sEmm+1))∆
it(x)
∆it((I + Erm+1)x)∆it(x(I + sEmm+1))
, or
Urm(s) = ∆
−it(y)∆it(y′)∆−it(x′)∆it(x).
To obtain (44) we proceed in two steps. First of all we compute ∆(x′)−it∆(x)it.
Secondly, we replace x by y and t by −t in the latter expression, to obtain
∆(y′)it∆(y)−it. Finally, we combine the two expressions above to obtain the
desired result. Recall that
− ln∆(x) =
∑
k,n∈Z,k<n
bknwkn(x).
We show (44) in two steps.
Step 1: The first step is to compute ∆(x′)−it∆(x)it.
Remark 41 The computations below are analogous to those in [20], which
were carried out to obtain the variables xkn, in order to prove the triviality of
the fixed point algebra of AL,b w.r.t. the modular group. However, in the case
of BZ0 the fixed point algebra method does not work, since all sums are over
an infinite number of indices. The flow of weights allows us to overcome the
problems.
First of all, we would like to know the right action of Emm+1(s) on X ∈ B
Z,
where X = 1 + x and on X−1. For k < n we have: x′kn =
(XEmm+1(s))kn =
n∑
i=k
Xki(δin+sδmiδm+1n) = xkn+δm+1n(sxkm+sδkm). (45)
Note that only the m+ 1st column of x is affected by this transformation.
XEmm+1(s) =


. . .
1 x12 x13 x14 · · · x1m+1 + sx1m · · ·
0 1 x23 x24 · · · x2m+1 + sx2m · · ·
...
...
...
...
...
...
...
0 0 · · · · · · 1 xmm+1 + s · · ·
. . .


.
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From (45) we now can deduce the inverse of x′. In order to do this we note
the following:
x′−1kn = (XEmm+1(s))
−1
kn = (Emm+1(−s)X
−1)kn,
where k < n. Hence we get: x′−1kn =
∑n
j=k(Emm+1(−s))kjX
−1
jn =
n∑
j=k
(δkj − sδmkδjm+1)(x
−1
jn + δjn) = x
−1
kn − sδkm(x
−1
m+1n + δm+1n),
where of course x′ depends on s ∈ R. Since only the rows with number m of
x−1 and the columns with numberm+1 of x are affected by the transformation
x → x′, it follows that ln∆(x′) can be written as the sum of three different
terms:
− ln∆(x′) =
∑
k<n,k 6=m,n 6=m+1
bknwkn(x)+
∑
k<m
bkm+1wkm+1(x
′)+
∑
n>m+1
bmnwmn(x
′).
Note that the term with k = m,n = m + 1 vanishes, because wmm+1(x) = 0.
First we consider the second term:
∑
k<m bkm+1wkm+1(x
′) =
∑m−1
k=−∞ bkm+1(x
′
km+1 − x
′−1
km+1)(x
′
km+1 + x
′−1
km+1) =∑m−1
k=−∞ bkm+1(xkm+1 + sxkm − x
−1
km+1)(xkm+1 + sxkm + x
−1
km+1) =∑m−1
k=−∞ bkm+1wkm+1(x) +
∑
k<m bkm+1 (2sxkmxkm+1 + s
2(xkm)
2) .
(46)
The third term is as follows:
∑
n>m+1 bmnwmn(x
′) =
∑∞
n=m+2 bmn(x
′
mn − x
′−1
mn)(x
′
mn + x
′−1
mn) =∑∞
n=m+2 bmn(xmn − x
−1
mn + sx
−1
m+1n)(xmn + x
−1
mn − sx
−1
m+1n) =∑∞
n=m+2 bmnwmn(x) +
∑
n>m+1 bmn
(
2sx−1mnx
−1
m+1n − s
2(x−1m+1n)
2
)
.
(47)
After adding up the terms we get: ln∆(x)− ln∆(x′) =
m−1∑
k−∞
bkm+1
(
2sxkmxkm+1 + s
2(xkm)
2
)
+
∞∑
n=m+2
bmn
(
2sx−1mnx
−1
m+1n − s
2(x−1m+1n)
2
)
.
Hence we get:
∆it(x)∆−it(x′) = exp
(
it
∑m−1
k=−∞ bkm+1(2sxkmxkm+1 + s
2(xkm)
2
)
+it
∑∞
n=m+2 bmn
(
2sx−1mnx
−1
m+1n − s
2(x−1m+1n)
2
)
.
(48)
Step 2: The next step is to compute ∆−it(y)∆it(y′). To obtain the latter we
have to perform the following operations in formula (48)
x→ Erm+1(1)x, t→ −t.
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First we have to compute: ykn = (Erm+1(1)X)kn
=
n−1∑
i=k+1
(δki + δkrδim+1) (xin + δin) = xkn + δkr (xm+1n + δm+1n) . (49)
In order to calculate y−1 we note that (Erm+1(s)X)
−1 = X−1Erm+1(−s)
(Erm+1(s) are one-parameter groups). Thus
y−1kn = x
−1
kn − δm+1n(x
−1
km + δkm). (50)
According to equation (49) only the row with number r of x is affected by
the left Erm+1(1)-action. Similarly, by (50), only the column with number
m+1 of y−1 is affected. Moreover, yrm = xrm, since xm+1m = 0. Hence, in the
calculation below we have:
ykmykm+1 =


xkmxkm+1, if k 6= r
xrmxrm+1 + xrm, if k = r,
and other terms are unaffected by the transformation x→ y. We obtain
∆−it(y)∆it(y′) =
exp{−it
m−1∑
k=−∞
bkm+1(2sykmykm+1 + s
2(ykm)
2)−
it
∞∑
n=m+2
bmn(2sy
−1
mny
−1
m+1n − s
2(y−1m+1n)
2} =
exp{−it
m−1∑
k=−∞
bkm+1(2sxkmxkm+1 + s
2(xkm)
2)−
it
∞∑
n=m+2
bmn(2sx
−1
mnx
−1
m+1n − s
2(x−1m+1n)
2)− 2isbrm+1txrm}.
Therefore
(Urm(s)f) (x, t) = e
−2ibrm+1stxrmf(x, t).
Since TL,brm (s), λ(s) ∈ C
′
N for all s ∈ R, we conclude that {Urm(s), λ(1)},
{Urm(s), T
L,b
rm (1)} ∈ C
′
N . The explicit calculation gives us:
({Urm(s), λ(1)}f) (x, t) = e
isbrm+1xrmf(x, t),
(
{Urm(s), T
L,b
rm (1)}f
)
(x, t) = eisbrm+1tf(x, t).
✷
PROOF. Now we finish the proof of Lemma 33. From the equations above
we see that the unitary one-parameters groups exp(isQrm) and exp(isQt), s ∈
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R, generated by the self-adjoint operators Qrm and Qt, defined by (24), are
contained in C′N , which proves Lemma 33. ✷
9 Uniqueness of the constructed factor
Theorem 42 The von Neumann algebras AR,b and AL,b are hyperfinite type
III1 factors and hence isomorphic to the factor R∞ of Araki and Woods.
PROOF. Let G be a solvable separable locally compact group or a connected
locally compact group. Then any representation pi of G in a Hilbert space gen-
erates a hyperfinite von Neumann algebra ([3]).
The group BZ0 is the inductive limit of groups of finite dimensional upper-
triangular matrices (with units on the diagonal), which are of course solvable,
connected locally compact groups. Hence their group algebras are hyperfinite
(and by a theorem of Dixmier ([6]) even type I algebras). Thus the von Neu-
mann algebra AR,b is the inductive limit of hyperfinite von Neumann algebras
and hence itself hyperfinite. From the theorem of Haagerup ([9]) follows that
AR,b and AL,b are all isomorphic to the Araki-Woods factor R∞ ([1]). ✷
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