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Behavior Adaptation in Cooperative Human-Robot Transportation
Tasks
Erik Berger1, David Vogt1, Heni Ben Amor2 and Bernhard Jung1
Abstract— In cooperative transportation tasks, where a hu-
man and a humanoid robot carry an object together, the
robot has to be able to flexibly adapt its behavior both to the
carried object and the cooperating human. In particular, the
robot has to reactively adapt its walking motion to compensate
for pushing and pulling forces exerted by the human via
the carried object. Our approach to this problem draws on
a learned model that is able to predict reference values for
the robot’s stability parameters from the robot’s posture and
behavior parameters such as current walking speed. During
an on-going transportation task, deviations between predicted
and measured stability parameters can then be used to adapt
the robot’s walking style to the movements of the human
cooperation partner. In this way, the human can control the
speed of the joint transportation task by means of simple
physical interaction.
I. INTRODUCTION
Cooperative human robot interaction tasks are a promising
application area for robotic assistants. Stu¨ckler et al. [1]
present a cooperative transportation task where the special-
ized robot named Cosero follows the human using arm
compliance. In doing so the robot recognizes the desired
walking direction through visual observation of the object
being transported.
A similar setting has been investigated by Yokoyama et al.
[2]. The authors use a HRP-2P humanoid robot equipped
with a biped locomotion controller and an aural human
interface to carry a large panel together with a human. Forces
measured with sensors on the wrists are utilized to derive the
walking direction. The main drawback of both approaches
is that they require special aural and visual input devices or
force sensors which are not present on many robot platforms.
In this paper, we propose a method for cooperative trans-
portation tasks by a human and a humanoid without the
need of special input devices. In direct physical human-
robot interactions the human touches the robot or moves
its extremities as investigated by Ikemoto et al. [3]. In our
approach the human applies forces to the robot via the carried
object as shown in Figure 1. The human guides the robot,
which in turn has to react to the exerted forces by increasing
and decreasing the walking speed. The pushing and pulling
human forces on the transported object can be approximated
by their effects on different stability parameters of the robot.
In contrast to that, indirect forces occur from the dynamics
of the walking behavior itself. We generate a model of the
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desired behavior, to calculate the relative deviation between
the expected and measured sensor value.
Fig. 1: The robot is following the human guidance during a
transportation task.
II. APPROACH
In a human-robot transportation task the robot has to
adapt its walking speed to the forces exerted by the human
partner. These forces are treated as indications for the
intention of the human, e.g., a push backwards signalizes
the human’s intention to move backwards. In this paper, we
assume that the human forces cannot be directly measured.
Instead, we want to estimate these forces using the internal
sensors of the robot.
To do so, we first use dimensionality reduction techniques
to create a low-dimensional representation of the current joint
angle configuration. Together with sensor values acquired
from accelerometers and foot pressure sensors we create a
feature vector representing the current state of the robot. Via
regression techniques we then train a model which maps a
given feature vector onto one or several stability parameters,
e.g., center of pressure. Finally, by analyzing the difference
between the predicted stability parameter and the calculated
stability parameter we can estimate the external perturbation
caused by the human counterpart.
In the following sections, we will explain each step of our
approach in more detail.
III. STABILITY PARAMETERS
In the presented interaction approach the well-known
humanoid robot Nao [6] is used. For controlling the robot,
we first use the raw sensor data to estimate a set of stability
parameters which are better suited for assessing the state of
the walking gait. For example, we calculate the center of
pressure (CoP) of the robot using the included foot pressure
sensors. The calculation of the CoP is based on the position
~pi of the pressure sensor, as well as on the corresponding
pressure value fi as can be seen in the following equation:
#   »cop =
1
F
n∑
i=1
(~pi · fi). (1)
Here, n is the number of pressure sensors and F is the
sum of their measured pressures. Furthermore, we use the
acceleration ~a measured with a three-axis accelerometer, the
mass m of the robot, and the gravity vector ~g to calculate
the ground reaction vector (GRV) according to the formula:
#    »grv = (m · ~a)− (m · ~g). (2)
Finally, we also approximate the center of mass (CoM) using
the position #     »posi and the mass mi of each body part:
#     »com =
1
M
n∑
i=1
( #     »posi ·mi) (3)
where n is the number of body parts and M is the sum of
their masses.
The presented approach can be used for arbitrary robot
platforms as long as they are capable to gain feedback from
at least one sensor reading which is affected through the
human behavior.
A. Dimensionality Reduction
It is generally known that human motion is intrinsically
based on low dimensional manifolds [7], [8], [9]. Hence, di-
mensionality reduction can be applied to recorded movement
data in order to remove redundant information. To this end,
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Fig. 2: Larger walking velocities result in increased principal
component amplitudes.
we employ principal component analysis (PCA), which tries
to reduce the dimensionality by analyzing the variance of the
recorded variables. Dimensionality reduction transforms high
dimensional joint angle data into low dimensional trajecto-
ries. Each point in the resulting posture space is equivalent
to a robot posture when projected back to its original space
of dimensions [9]. For our experiments, we use various robot
walking motions to learn a single low-dimensional posture
space. Figure 2 shows the first principal component (PC) of a
robot’s walking gait in relation to increasing walking speeds.
As can be seen, the amplitude of the principal component is
proportional to the robot’s walking speed. Figure 3 illustrates
Fig. 3: The low dimensional walking behavior is recorded
for different velocities. Additionally positive velocities are
highlighted red whereas negative velocities are marked blue.
This space is used for model generation.
this fact for a two-dimensional posture space. The figure
was created by slowly modifying the walking speed of the
Nao and projecting the resulting joint angles onto the first
two principal components. As can be seen in the figure, the
walking speed affects the size of the limit cycle in the low-
dimensional space. The slower the walk, the smaller is the
size of the limit cycle.
The complete space is used for the model generation
process which is described in the following section.
B. Predictive Model
In the following, we learn a mapping from low
dimensional PCA points and the behavior parameters to
stability parameters as illustrated in figure 4. Input to the
LOWESS/
GPR
Posture Space Regression Model Stability Parameters
Fig. 4: The regression model is used to map from a low
dimensional posture to stability parameters.
mapping is a vector ~X = {pc1, ..., pcn, b1, ..., bm} which
holds the n-dimensional PCA parameters and m behavior
parameters. The mapping produces a vector which represents
k sensor parameters S = {s1, ..., sk} e.g. the CoM or GRV.
For the implementation of this mapping we applied locally
weighted regression [4][5] and Gaussian process regression
[10]. Lowess on the one hand is a modeling method for
locally weighted polynomial regressions. At each frame in
the model a low-degree polynomial is fitted to a subset of
the data using points in the neighborhood of the estimated
point. The polynomial is fitted using weighted least squares,
giving more weight to points near the point whose response
is being estimated and less weight to points further away.
The traditional weight function used for Loess has a tri-cube
weighting characteristic which has the following appearance:
w(x) =
{
(1− |x|3)3, for |x| < 1
0, for |x| ≥ 1 (4)
On the other hand Gaussian Process Regression defines a
distribution over functions. In contrast to other regression
methods that work in the space of parameters of a specific
function class, GPR works directly in the space of functions.
Given the observations, GPR finds a distribution specifying
the most likely functions in function space that can explain
the data. This is realized by finding a mean function over
the observed data points, as well as a covariance matrix that
relates each data point to every other data point. One of the
advantages of GPR is the ability to calculate the predictive
variance for any predicted point. This can be useful for
estimating the uncertainty of a specific prediction.
IV. HUMAN-ROBOT INTERACTION
During interaction we measure the current angles of the
robot and project them into the low dimensional space. The
resulting low dimensional point and the current behavior
parameters are mapped to the sensor value via the regression
model. This predicted reference sensor value is compared
with the measured sensor value. The difference between the
predicted value and the measured sensor value is attributed to
the external perturbation caused by the user. The difference
in percentage is used linearly to adapt the speed of the robot
to the external perturbation.
V. EXPERIMENTS
In the following, we compare the models generated by
GPR and Lowess. Furthermore, we apply our approach to a
cooperative interaction scenario.
A. Comparison of Prediction Results
In this section we compare the relative error and the
required mapping time of the mentioned regression methods
with respect to the amount of data needed. For this, we record
a behavior with an interval of 10 to 100 Hz for 50 seconds.
The regression results in a mapping from a four-dimensional
input vector to a three dimensional output vector. Figure 5
shows the relative error of both regression methods. The
relative error decreases for both regression methods with
increasing amount of data. However, as can be seen in the
Fig. 5: The regression methods are compared in regard
to their relative error. As can be seen Gaussian process
regression exhibits a lower overall error.
figure, GPR consistently produces more accurate results than
Lowess. At the same time, a main drawback of GPR in
contrast to Lowess is the high computational demand for
performing the mapping. The number of measurements used
for training heavily affects the prediction time of the model.
When trained with more that 4000 measurements, the GPR
model only produces 0.3 predictions per second. However,
with slightly smaller training sets GPR is more accurate then
Lowess while producing up to ten predictions per seconds.
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Fig. 6: In this cooperative human-robot transportation task
the human applies forces to the robot via a carried object.
The speed and direction of the robot’s walking behavior is
adapted to fit the external forces applied by the user.
B. Cooperative Transportation Task
In this experiment, we apply our approach to a cooperative
human-robot manipulation task in which the human applies
forces to the robot via a carried object as shown in Figure 6.
In order to respond to these forces the speed of the walking
behavior needs to be adapted to fit the new constraints.
First, we calculate a reference model utilizing the mentioned
GPR method. A single input frame of this model contains
the low dimensional posture and the current walking speed.
The output is set to the robot’s CoM.
The resulting model is used to predict a reference CoM
for the current posture and walk speed of the robot. In an
ongoing interaction with a user this reference value will differ
from the measured value, because of the forces exerted by the
human. Figure 7 shows the predicted CoM and the measured
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Fig. 7: The predicted and measured center of mass during
interaction is shown. Highlighted regions indicate how user
applied forces affect the CoM.
CoM during the interaction. From the difference of both
values it can be derived that the human is pushing or pulling
the robot. If we adapt the walk speed depending on this
divergence the CoM gets balanced up to the maximum walk
speed. A video of the resulting cooperation can be accessed
on the internet1.
VI. CONCLUSION
In this paper we proposed a framework for behavior adap-
tation in cooperative human-robot tasks. Using dimensional-
ity reduction and machine learning techniques the robot es-
timates the external forces applied by the human interaction
partner. As a result, the robot can adapt its control parameters
to account for these external perturbations. In contrast to
prior work on human-robot interaction in cooperative tasks,
our method does not require special purpose sensors for
measuring the forces applied by the human. We evaluated
the introduced method in a cooperative transportation task
between a human and a small humanoid robot.
We are currently extending our framework to scenarios
that involve the interaction with both a human partner
and additional objects. In such scenarios the robot needs
to disambiguate between the different sources of external
perturbations, e.g., the weight of the transported object vs.
1http://youtu.be/jti313dojvI
the force of the human push. We are also working on scaling
the presented approach to more control variables. In the
results presented here, only the velocity of the robot was
controlled. However, the model can also be trained to control
many degrees of freedom of the robot, e.g., the individual
joints.
Furthermore we want to expand the number of interaction
scenarios to prove the general applicability of our approach,
e.g., we want to use the human guidance in a path planning
scenario in a non-stationary environment.
REFERENCES
[1] J. Stu¨ckler, Sven Behnke, Following Human Guidance to Coopera-
tively Carry a Large Object, In Proceedings of the 11th IEEE-RAS
International Conference on Humanoid Robots (Humanoids), Bled,
Slovenia, 2011.
[2] K. Yokoyama, H. Handa, T. Isozumi, Y. Fukase, K. Kaneko, F.
Kanehiro, Y. Kawai, F. Tomita, and H. Hirukawa, Cooperative works
by a human and a humanoid robot, In Proceedings of the 2003 IEEE
International Conference on Robotics and Automation Taipei, Taiwan,
2003.
[3] S. Ikemoto, H. Ben Amor, T. Minato, H. Ishiguro, abd B. Jung,
Physical Interaction Learning: Behavior Adaptation in Cooperative
Human-Robot Tasks Involving Physical Contact, RO-MAN 2009 -
18th IEEE International Symposium on Robot and Human Interactive
Communication, 2009.
[4] Cleveland, William S. (1979). ”Robust Locally Weighted Regression
and Smoothing Scatterplots”. Journal of the American Statistical
Association 74 (368): 829?836
[5] Cleveland, William S.; Devlin, Susan J. (1988). ”Locally-Weighted
Regression: An Approach to Regression Analysis by Local Fitting”.
Journal of the American Statistical Association 83 (403): 596?610.
[6] Aldebaran Robotics, NAO Software 1.12.5 documentation, http://
www.aldebaran-robotics.com/documentation/nao.
[7] Levine, S. and Wang, J. M. and Haraux, A. and Popovic, Z. and
Koltun, V., Continuous Character Control with Low-Dimensional
Embeddings, In Proceedings of the SIGGRAPH, 2012.
[8] Shum, Hubert P. H. and Komura, Taku and Shiratori, Takaaki and
Takagi, Shu, Physically-based character control in low dimensional
space, In Proceedings of the Third international conference on Motion
in games, pp. 23 - 34, 2010.
[9] Heni Ben Amor, Imitation Learning of Motor Skills for Synthetic
Humanoids, Dissertation, TU Freiberg, 2010.
[10] Rasmussen, C., Williams, C.: Gaussian Processes for Machine Learn-
ing. MIT Press, Cambridge, MA, USA (2005)
Learning humanoid robot interface to generate many-DOF movements
from fewer-DOF command inputs
Yuka Ariki, Tetsunari Inamura and Jun Morimoto
I. INTRODUCTION
Autonomous motion generation for humanoid robots has
been well studied [1]. However, many challenges remain
such as flexible adaptation to unknown environments. There-
fore, to utilize a robot widely during a disaster and daily life,
teleoperation using a proper interface by which human users
can be in a control loop of humanoid robot operation would
be useful. However, the degrees of freedom (DOFs) of an
easily available controller like a gamepad are very few in
general and cannot be used to control a many-DOF robot
such as humanoid robot.
One possible approach to control many DOFs is using
a motion capture system [2], [3]. However, preparing the
virtual environment requires large space and can be expen-
sive, thus, it cannot be used in daily life. In addition, using
a motion capture system would be useful only for healthy
users.
Another approach is using an interface to control a robot
while many of the DOFs are autonomously controlled to
maintain the balance of the robot [4], [5]. However, this
interface may not be useful to accomplish a specified target
task.
Numaguchi et al. [6] proposed using a puppet-like in-
terface. Although this approach can provide a few-DOF
interface to generate many joint angle movements, it requires
sufficient skill to generate target movements properly and is
not very intuitive. Moreover, the relationship between the
few DOFs and the DOFs of the puppet is predetermined and
may not be suitable to generate a particular target movement.
Therefore, a few-DOF interface needs to be developed that
can be used to control many joints intuitively for a target task.
In this study, the relationship between interface and robot
behaviors are estimated by using an imitation learning ap-
proach [7]. In this paper, we extract the low-dimensional
command space from observed high-dimensional joint angle
trajectories when a human or humanoid robot is performing
the target task. For the command space extraction, we
use Locally Smooth Manifold Learning (LSML) by which
we can find high-dimensional tangent vectors on the low-
dimensional command space. By using the derived tangent
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Fig. 1. Input device and simulation environment.
space, we can convert the low-dimensional control command
that can be specified by a few-DOF gamepad into joint angle
movements of the simulated (See Fig. 1) and real humanoid
robots.
II. PROPOSED FRAMEWORK
In this section, we describe our learning framework of
the humanoid robot interface. The problem of learning the
few-DOF interface that can be used to control many joints
is considered as the problem of properly finding a smooth
bijective mapping that converts low-dimensional command
space into a high-dimensional joint space. If we assume that
z2Rd is the variable in the low-dimensional command space
and x 2 RD represents joint angles, the problem becomes
finding the smooth mapping G
xi =G(zi); (1)
where d < D and i= 1; : : : ;T denotes the number of data.
Figure 2 illustrates the overview of the proposed frame-
work. The few-DOF interface can be learned through the
following procedures.
1) High-dimensional joint angle trajectories x are ob-
served when humans or humanoid robots are perform-
ing a target task.
2) Extracting the low-dimensional command manifold
from the observed high-dimensional joint angle tra-
jectories by using LSML. In other words, the smooth
mapping G in (1) is learned from the observed data.
3) The acquired smooth mapping can convert the low-
dimensional vectors in the command manifold into
the high-dimensional vectors in the joint angle space.
The specified low-dimensional command by a user
while s/he is using a gamepad can be converted to
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Fig. 2. Proposed framework. Low-dimensional command inputs are converted to high-dimensional joint angle movements.
generate high-dimensional joint angle movements on
many-DOF robots.
III. RESULT
We consider using our proposed interface learning method
to control 14-DOF whole body movement of the real NAO
humanoid robot. Figure 4 shows a generated whole body
movement to draw a spiral as a hand position sequence.
On the other hand, the human subject was not able to
manipulate each joint angle independently by using the naive
interface. The user was not able to accomplish the target task
trying for thirty minutes (see Fig. 3). These results show that
the proposed interface properly learned the low-dimensional
command manifold so that the user can accomplish the target
task much easier than which using the naive interface.
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Fig. 3. Control performance with naive interface.
IV. CONCLUSION
We proposed an interface learning framework and applied
it to construct the few-DOF interface. Our proposed interface
can be used to accomplish a given target task accurately in
small amount of time. We also show that 14 DOFs of the
real humanoid robot can be controlled by using the learned
2-DOF interface to generate a target spiral trajectory. As a
future study, we consider manipulating a many-DOF robot
to interface with an environment by using the proposed
interface.
Fig. 4. Application to 14-DOF humanoid control. Hand position sequence
draws test spiral trajectory.
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Optimal Robot Motion Generation from Demonstration
Hyuk Kang and F. C. Park
Abstract— This paper examines the extent to which Gaussian
process dynamic models can be used as a method of dimension
reduction in learning by demonstration, and more generally as
a means of motion optimization. We introduce the notion of
variance tubes as a convenient and efficient means of enforcing
constraints which are inferred from demonstration. To evaluate
the performance of our algorithm, we consider a bat lifting
motion for a mobile robot platform. The optimized motion
is also obtained in near real-time, with stable and uniform
convergence.
I. INTRODUCTION
Learning by demonstration (LbD) allows a user to con-
veniently and intuitively teach a robot to perform a task,
and is the subject of much recent research, from low-level
motion learning, to constructing skill trees of motions via
reinforcement learing, and abstract task level representa-
tions for learning [1], [2], [3], [4]. The learned motions
typically replicate the original motion taking into account
additional constraints, but generally do not reflect dynamical
considerations. During the course of imitation learning, it
would also be desirable for the robot to optimize the motion
with respect to some user-specified criterion, e.g., minimum
energy, minimum time, or maximum height or distance.
The challenges in dynamics-based robot motion opti-
mization on the other hand are well-documented: the high
dimensionality of the robot and complexity of the dynamics
equations, sensitivity to boundary conditions, and complex
constraints involving e.g., contact, momentum conservation,
and dynamic balance. Any such constraints, as well as the
objective function to be used, naturally should be provided
by the user, and in an LbD context it is not always straight-
forward to do so simply from demonstrations. Moreover, a
typical humanoid robot can possess up to sixty or more de-
grees of freedom; existing numerical motion optimization al-
gorithms encounter difficulties when the degrees of freedom
exceeds ten. To address the problem of high dimensionality,
dimension reduction methods based on principal component
analysis (PCA) have been investigated in the literature. These
methods typically assume that a set of training motion data,
in the form of, e.g., human motion capture data, is available.
In [5], for example, given a set of training motions (e.g., fifty
trials of a human lifting a dumbbell), principal components
are extracted for each joint and used as a set of basis
functions PCi, i = 1, . . . ,d. A general joint trajectory q(t)
is then represented as a linear combination of the principal
The authors are with the School of Mechanical and Aerospace Engi-
neering, Seoul National University, Korea. khyuk959@snu.ac.kr,
fcp@snu.ac.kr
components:
q(t) =
d
∑
i
PCi(t) · xi = f (x) (1)
x= {x1,x2, · · · ,xd} ∈ Rd . (2)
In the context of the dumbbell lifting example, to generate
an optimal1 lifting motion for an arbitrary initial and final
arm pose, optimization is then performed over the finite
dimensional space x∈Rd . The resulting motions will resem-
ble the training motion data, which is usually a desirable
feature, particularly if the training motions are viewed as
being close to optimal. One rather obvious downside is
that sufficient training motion data must be available to
extract the principal components. These methods also have
great difficulty handling constraints; in general the number
of principal components d should exceed the number of
boundary conditions, and to keep d from becoming too
large such methods often resort to ad hoc methods that only
partially ensure constraint satisfaction. A third limitation of
this approach is that the mapping f (x) as defined in (1) is
linear with respect to x, considerably limiting the space of
admissible trajectories in the motion optimization.
Recently considerable progress has been made in statis-
tical techniques for nonlinear dimension reduction. Broadly,
these methods can be classified into embedding-based and
mapping-based techniques. In the former, e.g., the locally
linear embedding method of [6], or the isomap algorithm
of [7], the low-dimensional structure of the data is modeled
directly, without generating a mapping between the latent
space and configuration space. Mapping-based techniques
on the other hand determine a nonlinear mapping between
the data and their latent space coordinates, typically via a
combination of local linear models (e.g., [8], [9]), or through
a single nonlinear function (e.g., [10]).
Among embedding methods, the Gaussian process latent
variable model (GPLVM) [10] has been used in a number
of motion generation contexts, from generating style-specific
inverse kinematics [11] to mapping human motions to non-
humanoid characters in a natural way [12]. While the latter
work bears some superficial similarities to our paper—for
example, GPLVM is used to learn a static mapping function
from a human pose to a character pose, and involves a
dynamics-based optimization procedure—the optimization is
for a highly specific objective function defined in terms of a
finite-dimensional weight vector instead of a general integral
functional, and performed at a fixed time-instant.
1Strictly speaking, the motions are suboptimal in the space of
parametrized motions.
In our recent previous work [13], a dynamics-based motion
optimization algorithm based on a Gaussian process latent
variable model (GPLVM) was developed. This algorithm
accommodates general integral functional objective functions
that reflect physical criteria, and perhaps more importantly,
formulates the optimization directly in the GPLVM’s lower-
dimensional latent space. While the resulting motions in
[13] are obtained in near real-time and satisfy all the given
contact and balance constraints, the motions in some cases
tend to be choppy and discontinuous. The reason is that the
GPLVM-based optimization fails to take into account the
temporal correlation of the data. To address this shortcoming
of the GPLVM model, Wang et al [14] have proposed the
Gaussian process dynamical model (GPDM) as a natural time
series-based generalization of GPLVM. In [14] the GPDM
model is used to great effect in representing, classifying,
and synthesizing human motion trajectories (but only at
the kinematic level; as of yet dynamics has not yet been
considered in the GPDM framework).
The main goal of this paper is to develop an efficient
robot motion optimization algorithm based on demonstration.
Given training motion data obtained from demonstration,
we use the GPDM to construct a stochastic time series
model of the robot in a lower dimensional (latent) space,
together with a nonlinear mapping from the latent space to
the robot’s configuration space. Trajectory optimization is
then performed directly in the latent space. To ensure that
the resulting optimizing trajectories satisfy any constraints
on the motions, the notion of variance tubes is introduced.
Both numerical and hardware experiments demonstrate that
optimal motions can be reliably generated in near real-time.
The remainder of this paper is organized as follows. The
basics of GPDM are stated in Section II. Section III presents
our GPDM-based dynamics optimization algorithm, while
Section IV presents results of our case studies. Concluding
remarks and directions for future investigation are presented
in Section V.
II. GAUSSIAN PROCESS DYNAMICAL MODEL
In this section we review the Gaussian process dynamical
model (GPDM) of Wang et al [14]. Given data in the form
of a time series, the standard approach to modeling such
data is to assume a certain parametric time series form
of the dynamics (possibly nonlinear), and to determine the
values of the model parameters such that they are a best
fit to the data in some sense. Such a parametric approach
to model identification runs into difficulties when (i) only
limited data is available, (ii) the model is very complicated,
and (iii) the number of parameters is large. One of the
advantages of GPDM is that by regarding the parameters
as random variables and then marginalizing them out, the
burden of identifying the model parameters is removed.
GPDM consists of a function from the latent space to the data
(or observation) space, together with a dynamical function
in the latent space. These two functions can be obtained as
closed-form probability densities by marginalizing out the
parameters of the two mappings. To use GPDM one must
determine these so-called hyperparameters associated with
the probability densities and the latent coordinates.
Given time series observation data Q= {qt}N1 ,qt ∈RD, we
assume that these data are generated by a stochastic Markov
dynamics process in a lower-dimensional latent space Rd as
follows:
xt = f (xt−1)+nx,t (3)
qt = g(xt)+nq,t . (4)
where f : Rd → Rd and g : Rd → RD are nonlinear, and
nx,t and nq,t are zero-mean Gaussian white noise processes.
The latent points X = {xt}N1 ,xt ∈Rd corresponding to Q are
initially unknown. In the GPDM framework, f and g are
formulated as linear combinations of some given scalar basis
functions φi(x), ψi(x) ∈ R:
f (x) =
m
∑
i
aiφi(x) (5)
g(x) =
m
∑
i
biψi(x). (6)
Defining A= [a1 a2 · · ·am]T ∈Rm×d and B= [b1 b2 · · ·bm]T ∈
Rm×D, if we assume an isotropic Gaussian prior on each of
the columns of B, the conditional density for the data Q can
be obtained by marginalizing over g:
p(Q|X , β¯ ) =
|W |N√
(2pi)ND|KQ|D
exp
(
−1
2
tr(K−1Q QW
2QT )
)
, (7)
where β¯ = {β1,β2,β3,W} comprises the hyperparameters
that specify (8), W is a weighting matrix, and KQ is a kernel
matrix whose elements are defined via the following radial
basis function (RBF) kernel:
kQ(x,x′) = β1 exp
(
−β2
2
||x− x′||2
)
+β−13 δx,x′ , (8)
where δx,x′ is the Kronecker delta function.
The joint density over the latent coordinates X can be
obtained by marginalizing over the coefficients A:
p(X |α¯) =
∫
p(X |A, α¯)p(A|α¯)dA, (9)
where α¯ are a set of kernel hyperparameters to be defined
later. Incorporating the Markov property (3) gives
p(X |α¯) = p(x1)
∫ N
∏
t=2
p(xt |xt−1,A, α¯)p(A|α¯)dA. (10)
Finally, with an isotropic Gaussian prior on the columns of
A, the density (10) reduces to the following closed form
expression:
p(X |α¯) =
p(x1)√
(2pi)(N−1)d |KX |d
exp
(
−1
2
tr(K−1X XoutX
T
out)
)
, (11)
where Xout = {xt}N2 is the set of all latent points (minus x1),
and KX is the (N− 1)× (N− 1) kernel matrix constructed
from Xin = {xt}N−11 . All elements of the dynamic kernel
matrix KX can be defined by kernel function, for which we
typically use a ”RBF + linear” kernel; that is,
kX (x,x′) =
α1 exp
(
−α2
2
||x− x′||2
)
+α3xT x′+α−14 δx,x′ , (12)
where α¯ = {α1,α2,α3,α4} is the hyperparameters. The
RBF term enables GPDM to consider nonlinear dynamics,
whereas the linear term provides a natural preference for the
prediction close to the existing data.
A. Learning
GPDM learning involves finding the latent positions X
and model parameters α¯, β¯ that specify the kernel func-
tions kX (x,x′), kQ(x,x′). The GPDM parameters are learned
from the training data Q by maximizing the posterior
P(X , α¯, β¯ |Q). This is equivalent to minimizing the negative
log-posterior, i.e.,
min
X ,α¯,β¯
Lgp =− logP(X , α¯, β¯ |Q) (13)
=
d
2
ln |KX |+ 12 tr(K
−1
X XoutX
T
out)
−N ln |W |+ D
2
ln |KQ|+ 12 tr(K
−1
Q QW
2QT )
+∑
i
lnαi+∑
i
lnβi.
For our purposes it is sufficient to use the algorithm proposed
in [14] to solve this optimization problem.
B. New Pose Generation
Once the model parameters β¯ and latent positions {xi}Ni
have been learned, given a new latent position x, the density
over the associated full pose q is given by
P(q|x,X ,Q, β¯ ) = N (µQ(x),σ2(x)ID) (14)
µQ(x) = QTK−1Q k(x) (15)
σ2(x) = kQ(x,x)− k(x)TK−1Q k(x), (16)
where k(x) ≡ [kQ(x1,x), · · · ,kQ(xN ,x)]T and ID is the D-
dimensional identity matrix. The function µQ(x) is the mean
pose reconstructed from the latent position x. The variance
σ2(x) reflects the uncertainty of the reconstruction, which
clearly impacts the optimization (details are provided in
following section). Define xr(t) to be the continuous path
connecting the latent positions {xt}Ni .
C. Propagation in Latent Space
Once the model parameters α¯ and latent positions X are
learned, the dynamical model (i.e., function f ) can be used
to generate new motions. Given x˜t−1, the subsequent point
x˜t can be drawn as follows:
x˜t ∼ N
(
µX (x˜t−1) ,σ2X (x˜t−1) Id
)
(17)
µX (x) = XToutK
−1
X kX (x) (18)
σ2X (x) = kX (x,x)− kTX (x)K−1X kX (x) , (19)
where kX (x) ≡ [kX (x1,x), · · · ,kX (xN ,x)]T and Id is the d-
dimensional identity matrix. The function µX (x) is the mean
prediction function that finds the most likely point given the
previous point. The variance σ2X (x) reflects the uncertainty
of the predicted next point.
III. GPDM-BASED MOTION OPTIMIZATION
We first formulate the general motion optimization prob-
lem and then show how GPDM can be exploited for the
purposes of robot motion optimization.
A. General Optimal Control Formulation
The dynamics equations of motion for our systems, which
are modeled as a set of articulated rigid bodies, are of the
form
M(q)q¨+C(q, q˙)q˙+V (q) = τ (20)
where M(q) ∈ℜD×D is the mass matrix, C(q, q˙) ∈ℜD×D is
the Coriolis matrix, and V (q) is the gravity force. We will
be interested in minimizing cost functionals of the form
J(τ) =
∫ t f
0
L(q, q˙,τ, t)dt (21)
subject to (20) and constraints on the kinematics (e.g.,
joint limits, closed loop constraints) and dynamics (e.g.,
torque limits, contact, dynamic balance). In the absence of
closed-loop and dynamic balance constraints, an efficient
way of finding a suboptimal solution is to parametrize the
configuration coordinates q(t) by B-splines [15]. The B-
splines in turn depend on the choice of basis function Bi(t)
and the control points P= {p1, p2, · · · , pm}, where pi ∈RD.
The configuration trajectories are then of the form q= q(t,P),
where
q(t,P) =
m
∑
i=1
piBi(t). (22)
Finding the optimal control is thus reduced to a finite-
dimensional parameter optimization problem. Naturally the
computational burden increases with the configuration space
dimension D, and also with the number of control points
m; assuming a humanoid with sixty degrees of freedom
(D = 60), and fifteen control points (m = 15), the resulting
parameter optimization problem then is of dimension 900.
Not only is the problem high-dimensional, but because the
cost function is highly nonlinear and involves numerical
integration, the combination of high dimensionality and non-
linearity, accumulation of numerical errors, and sensitivity to
initial solutions and boundary conditions makes obtaining a
solution very difficult. These difficulties serve as motivation
for our GPDM-based motion optimization algorithm.
B. GPDM-based Motion Optimization Algorithm
We now show how GPDM can be exploited in motion
optimization. The first step is to construct and learn a
GPDM from the given training motion data. Once the GPDM
is learned, the latent space corresponding to the training
data is determined, and the motion optimization problem
reformulated and solved directly in this lower dimensional
latent space. For this purpose we parametrize the latent space
trajectory x(t) using B-splines:
x(t,P) =
m
∑
i=1
piBi(t), (23)
with basis function Bi and control points P =
{p1, p2, · · · , pm} (note that each pi ∈ Rd). With this latent
space formulation the number of optimization parameters
is dramatically reduced from D×m to d ×m. Although
the trajectory x(t) is parametrized in the latent space, to
evaluate the dynamics (20) one needs the joint trajectory
q(t) corresponding to x(t). In the GPDM formulation this
joint trajectory is obtained in the form of a probability
density. For a new latent point x, the density over an
associated full pose q is a Gaussian distribution in RD with
the following mean and covariance:
E[q(x)] = µQ(x) (24)
V [q(x)] = σ2(x)ID, (25)
where µQ(x) is the mean function mapping from x to q
as given in (15), and σ2(x) is the variance of q given in
(16). The optimization problem (21) can now reformulated
as follows:
min
P
J(P) =
∫ t f
0
L(P, t)dt, (26)
subject to the dynamic equations and any given constraints.
Note that the input torques τ are parametrized as τ = τ(P, t);
x, x˙, and x¨ are all given functions of t and P from (23) and
its time derivatives; q, q˙, and q¨ are all given functions of
µQ(x) in (24) and its time derivatives, and τ also becomes
an explicit function of the spline parameters through (20).
The latent trajectory corresponding to the training data (xr(t)
defined in II-B) is parametrized in terms of B-splines as an
initial value for the optimization (26).
C. Constraints
Typical constraints imposed on the motion optimization,
e.g., foot contact constraints, loop closure constraints, bal-
ancing constraints, are typically expressed in terms of the
joint variables q ∈ RD and its derivatives; it is difficult
if not impossible to explicitly express these constraints in
latent space coordinates. This presents a challenge, since
our optimization is performed directly in the latent space. To
circumvent this difficulty we introduce the notion of variance
tubes. Under the assumption that the training motion data
satisfy all constraints, the variance tube is a set in the latent
space, defined implicitly by the equation
Tδ (x) = {x ∈ Rd |σ2(x)< δ}, (27)
where σ2(x) is the variance as defined in (16), and δ is an
arbitrarily chosen value supplied by the user. Examples of
variance tubes are shown in Figure 1. If δ is set to zero,
then the class of admissible motions reduces to the original
training motion. The low-dimensional training trajectory
xr(t) can be viewed as passing through the centroid of the
tube Tδ (x). As x(t) becomes more distant from xr(t), the
Fig. 1. Variance tubes: The shaded yellow region represents a variance
tube with δ = 0.1. All points are drawn from the low-dimensional training
motion trajectory xr(t).
value of σ2(x) increases. Thus, if x(t) lies in the tube Tδ (x),
the variance of q is less than δ , which limits the uncertainty
of the full pose q. This is accomplished by imposing the
following constraint on the latent space control points:
pi ∈ Tδ (x), i= 1, · · · ,m. (28)
If the number of control points m is sufficiently large, the
trajectory x(t) = x(P, t), as well as the control points, must
all lie in the tube as a result of the convex hull property of
B-splines (recall that by construction a B-spline curve lies
in the convex hull formed by its control points).
It is important to note that the variance tube alone cannot
ensure satisfaction of the constraints. Rather, the choice of
δ defines the space of admissible trajectories—the larger
the δ , the greater the deviation of admissible trajectories
from the training motion trajectory. By appropriately limiting
the value of δ , we are attempting to reducing the space
of admissible trajectories to those that satisfy, or at least
approximately satisfy, the constraints. If one want to directly
impose constraints (e.g., C(q(x)) = 0 or (B(q(x))≤ 0) rather
than adjust tube size, these constraints can be converted into
a soft constraint by adding a penalty term to the objective
function with a large weight. A more desirable approach
would be to enforce hard constraints as much as possible, and
converting some constraints into soft constraints as necessary.
There may also arise situations where there is no x in
the latent space such that the pose q = µQ(x) satisfies the
imposed constraint. In such cases the only recourse is to
manipulate the q directly. This problem would be resolved by
using an inner loop optimization routine, in which the pose q
is taken to be the set of optimization variables. In the original
optimization loop, for x = x(P, t) from the given P, we can
use the new q obtained from the inner loop optimization
rather than µQ(x) itself. The inner loop optimization for the
new q is given by
min
q
||q−µQ(x)||2 (29)
subject to the imposed constraints. We choose qinit = µQ(x)
as the initial value for this inner-loop optimization. If,
however, new q is generated from inner-loop optimization,
it cannot be ensured that new q(t) is continuous which is
reconstructed even from continuous x(t). Although recover-
ing mapping µQ(x) in Gaussian process is smooth function
which implies that local distance in latent space will be
preserved in data space, manipulating q directly dose not
guarantee the continuity. This problem is the limitation of
our GPDM-based optimization algorithm. For desirable op-
timization results, it is thus recommended to determine tube
size appropriately rather than use inner-loop optimization
routine.
D. Algorithm
A pseudo-code description of the overall optimization
algorithm is described in Algorithm 1. This algorithm can
be modified via the choice of numerical optimization method
used to update the control points P.
Algorithm 1 GPDM-based motion optimization algorithm
1: xr(t)← GPDM Learning( Qtraining )
2: control points P← parametrization(xr)
3: while satisfaction of stopping criteria do
4: P← update(P) by optimization algorithm
5: if P ∈ Tδ (x) then
6: q, q˙, q¨← reconstruct(P)
7: if constraints(q, q˙, q¨) are violated then
8: q, q˙, q¨← inner-loop optimization(q, q˙, q¨)
9: end if
10: else
11: goto 4
12: end if
13: effort = dynamics((q, q˙, q¨)
14: end while
IV. EXPERIMENTS AND DISCUSSION
For our experiments we use the CIROS platform, a dual-
arm manipulator with a mobile base developed at the Korea
Institute of Science and Technology. Its schematic model and
images are given in Figure 2. CIROS has a total of sixteen
actuators not counting the wheeled mobile base; each arm
consists of seven revolute joints, while the waist has two
prismatic joints. With the mobile base fixed, sixteen degrees
of freedom of the upper body are used for the purposes of
GPDM learning.
For the GPDM learning phase, we use exactly one motion
sequence for each of the three sports motions; this is one
of the important advantages of our GPDM approach, which
unlike previous PCA-based approaches does not require
multiple trials for training motion data.
The bat lifting motion obtained from the human-robot
interaction illustrated in Figure 3 can be used to construct
Fig. 2. The CIROS model and image
the latent space in which optimization is directly performed.
The motion duration t f is chosen to be of the same value
as the actual user-robot interaction time. For boundary con-
ditions, some control points at both ends of the trajectory
are excluded from the optimization variables. The effort
in objective function (26) is set to L = τTWτ to take
into account the weights of each joint (W is symmetric
positive definite). The motion is optimized with respect to the
parameters shown in Table I. After optimization, the resulting
bat lifting motion is shown in Figure 4, while the numerical
results are summarized in Table II. To ensure that the bat
is not dropped during the lifting motion, we determine an
appropriate variance tube size rather than directly imposing
any balance constraints.
Even with the improvement in dynamic performance, note
that the optimized motion remains qualitatively very similar
to the original motion. If the variance tube size is further
reduced, the similarities between the original and optimized
motions should become even greater. Conversely, increasing
the tube size results in optimized motions that are less
similar to the original motions (and therefore less natural
in appearance), but also may lead to improved dynamic
performance.
TABLE I
PARAMETERS FOR CIROS MOTION OPTIMIZATION
Dimension 800×800×1600 mm
Weight 40.49 kg (excluding mobile base)
Bat weight 0.65 kg
Motion time 7.16 sec
Dof for learning 16
Variance tube size δ 0.04
Number of control points 12
Stopping criterion |xc− xp|< ε ε = 0.0001
TABLE II
COMPARISON OF TORQUE COSTS
Original Motion Optimized Motion Improvement
2892.47 2448.26 15.36%
The units for the cost function are N2m2s
Fig. 3. The CIROS learns the lifting motion received by the user.
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Fig. 4. Optimized results of lifting motion. The first figure shows the latent space, in which the solid line is the optimized path and the dashed line is
the original path. The shaded region represents the variance tube. All balls represent B-spline control points. Other figures show the motion sequence.
V. CONCLUSIONS
In this paper, we have examined the extent to which
Gaussian process dynamic models can be used as a method
of dimension reduction in learning by demonstration, and
more generally as a means of motion optimization. Com-
pared to other more classical dimension reduction methods
that have been used for motion optimization purposes, e.g.,
principal component analysis, one of the main advantages of
using GPDM is that only a small number of training motion
data—even a single trial is sufficient in some cases—are
required during the learning phase. We introduce the notion
of variance tubes as a convenient and efficient means of
enforcing constraints which are inferred from demonstration.
To evaluate the performance of our algorithm, we consider a
bat lifting motion for a mobile robot platform. The optimized
motion is also obtained in near real-time, with stable and
uniform convergence. Our current efforts are focused on
using this method to generate motions for a more diverse
range of objective functions in the presence of obstacles.
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How to improve the generalization capability in imitation learning?
Sylvain Calinon
I. INTRODUCTION
Generalizing an observed skill to new contexts and new
situations is a challenging problem in robot learning by
imitation. While a large effort in machine learning is turned
towards approaches able to extract relevant patterns from
very large training datasets, the imitation learning challenge
oppositely requires that the robot starts generalizing an
observed skill from very few demonstrations. Extending the
extrapolation and intent understanding capabilities of the
robot is crucial to move the imitation challenges to more
complex real-world applications.
In this presentation, I will show three routes of research
that we pursue at the Learning & Interaction Lab, Depart-
ment of Advanced Robotics, Italian Institute of Technology
(IIT). The first concerns the joint use of statistics and dynam-
ical systems to derive flexible approaches that can exploit the
varying accuracy and correlation requirements of the task.
The second addresses the problem of extrapolating a learned
movement to new situations, where I will present a task-
parameterized movement model extracting local structures of
the task. Finally, I will discuss the problem of transferring
skills across heterogeneous robots, by extending the action-
level imitation scope (mimicry) to higher-level goal-driven
imitation. I will show a possible approach in this direction,
with a model autonomously extracting the user’s intent from
the demonstrations, and reproducing the extracted goals with
a self-refinement strategy.
II. STATISTICAL LEARNING OF DYNAMIC
MOVEMENT PRIMITIVES
Imitation in real-world environment requires the robot to
react in a smooth and fast manner to various sources of
perturbations (coming from both the users and the chang-
ing environment), without replanning the whole motion.
One popular machine learning tool in robotics to handle
unpredictable environment is the dynamic movement prim-
itive (DMP) model [1], [2]. DMP employs an attractor
component originally described as a vector-integration-to-
endpoint (VITE), which can alternatively be represented as
a spring-damper system. With a system of mass equal to
one, the position x and velocity _x of the system is iteratively
computed from the acceleration command
x = P(xT   x)  V _x+ F (s);
with F (s) =
PK
i gi(s)fi:
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Fig. 1. Illustrative example of movement learning with a multivariate
statistical formulation of dynamic movement primitives (DMP). The left
graph depicts an iteration step in the middle of the movement. The pink
arrow represents the learned force driving the system. The right graph shows
the associated stochastic movement generation process that preserves the
smoothness and variability of the demonstrations.
The equation defines an attractor (with stiffness P and
damping V) to a target point xT , superposed with a non-
linear perturbing force F represented as a mixture of force
components fi. The activation functions gi(s) are usually
represented in the normalized exponential form
gi(s)=
exp
   pi;1(s  pi;2)sPK
k=1 exp
   pk;1(s  pk;2) ;
with parameters pi;1, pi;2 manually set to activate sequen-
tially each fi with a constant duration and desired overlap-
ping. Instead of using time directly, s is a phase variable
described by a canonical system _s= s acting as a decay
term.
After setting the activation functions, the learning problem
consists of estimating fi to fit a demonstrated trajectory, by
using a weighted least-squares estimate for each component
[1] or a global least-squares estimate for all components [3].
We showed in [4] that the above system can be reformu-
lated as a statistical model with Gaussian mixture regression
(GMR), ameliorating the usage of DMP with multivariate
signals and multiple demonstrations. With such formula-
tion, the learning problem becomes a Gaussian mixture
model (GMM) estimation problem, where an expectation-
maximization (EM) algorithm can be used to concurrently
estimate pi;1, pi;2 and fi, as well as their correlations. Fig. 1-
left illustrates the overall mechanism of the approach, show-
ing that the activation functions gi(s) can be automatically
reorganized while estimating forces fi, depending on the task
specificities.
The use of a statistical model allows the robot to exploit
variability information if several demonstrations are pro-
vided. It provides a generative mechanism that can stochas-
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(d) Illustration of the reproduction process
1
t
w
i
0
µn,1
Σn,1
µn,2
Σn,2
µn,3
Σn,3


bn,1
An,1 =[en,1,1 en,1,2]
bn,2
An,2 =[en,2,1 en,2,2]en,1,1
en,1,2
en,2,1
en,2,2
Fig. 2. Illustration of task-parameterized movement learning. The task
consists of reaching frame Á from frame À with a desired approach angle,
which is representative of skills such as reaching an object, inserting a peg
in a hole, or moving a car. wi shows the relative importance of the different
frames (estimated as determinant ratio of precision matrices).
Fig. 3. Illustration of the left and right hands control with three candidate
coordinate systems that are potentially relevant for the task. For each hand,
the frames are the robot’s other hand, the torso, and a wooden toy object
tracked by a vision system. The relevance of the different frames will differ
depending on the demonstrated task (see Figs 4 and 5).
tically produce smooth movements with a similar variability
as in the training set, see Fig. 1-right. This information can
also be used to automatically select a varying stiffness profile
for the controller, as inversely proportional to the variation
in the movement, see [5] for details. This way, the robot
can lower its tracking gains to safely interact with the user
and the environment in parts of the task that do not require
complete stiffness. We showed in [5] that such approach
enhances the robot’s versatility, which can now exploit the
task redundancy, together with its kinematic redundancy, to
adapt the learned skill to new situations or perturbations.
In standard DMP, the phase variable s is used to syn-
chronize the variables (temporal couplings). In the proposed
GMR formulation, more complex couplings can be consid-
ered. It extends the generalization scope to local synergy
primitives learning, by extracting spatio-temporal correla-
tions among the variables describing the movement.1
Fig. 4. Reproduction of clapping hands motion (previously observed from
demonstration). In this task, the robot extracted that there are important
hands coordination patterns to reproduce, and that the wooden toy is not
relevant for this task. The captions show physical perturbations to emphasize
that the robot correctly learned these task constraints, by correcting in real-
time the clapping movement with respect to the perturbation.
Fig. 5. Reproduction of pointing and reaching task (previously observed
from demonstration). The robot autonomously acquired hands movement
behaviors switching with respect to the position of the box, and moving the
unused hand back to a natural pose.
III. TASK-PARAMETERIZED MOVEMENTS
Another complementary challenge to extend the general-
ization capability of imitation learning is to design models of
movements that can fulfil various purposes such as storing,
recognizing, comparing, predicting and reproducing move-
ments. Models capable of generating continuous motions in
new situations are required, capable of keeping the essential
characteristics and smoothness of the task. The models
should also be compact to facilitate the joint use of self-
refinement learning strategies.
The main difficulty is that movements most often depend
on task parameters such as locations of intermediary targets
(virtual or real) that can locally influence the shape, ampli-
tude, direction and timing of movements. Several denom-
inations have been used to describe these models such as
task-parameterized [4], parametric [3], [6], [7] or stylistic
[8].
The skills considered in robot imitation learning appli-
cations are increasingly complex. This complexity does not
grow with the size of the training data, because the number
of demonstrations must remain low to conserve the user-
friendliness of the approach. In other words, to keep the
overall learning strategy viable, only a couple of demon-
strations from the user needs to be used to transfer skills
to robots. This constraint makes the generalization problem
move towards stronger extrapolation requirements.
1Note that the standard DMP can easily be simulated by setting zero
off-diagonal elements in the corresponding matrices.
We showed in [4] that a promising trend to provide such
extrapolation capability is to exploit the functional nature of
manipulation tasks, and build models that can learn the local
structures of the task from a low number of demonstrations,
in the form of local transformations, instead of relying on
interpolation principles.
The parameters of the model are fi;Zi;j ;Zi;jg, rep-
resenting respectively the mixing coefficients, centers and
covariances matrices for each frame j and mixture compo-
nent i. At each iteration n, the observed task parameters
fAn;j ; bn;jgPj=1 represent respectively P candidate frames
of reference, with offset position vectors bn;j and linear
transformation matrices An;j . The resulting center n;i and
covariance matrix n;i of each component i are computed
as products of linearly transformed Gaussians
N (n;i;n;i)=
PY
j=1
N

An;jZ

i;j+bn;j ; An;jZ

i;jA
>
n;j

:
The parameters of the model fi;Zi;j ;Zi;jg can itera-
tively be estimated with an EM procedure. In a standard
GMM, the role of EM is to estimate constant model pa-
rameters i and i. Here, EM is used to estimate task-
parameterized model parameters Zi;j and Z

i;j by incremen-
tally refining the local importance of the candidate frames for
the overall task.
Fig. 2 illustrates the mechanism of the approach. (a) shows
demonstrations with different position and orientation of
frame Á. We can see in (b-c) the observation of these same
four demonstrations from the point of view of frames À and
Á. (d) shows the reproduction process. The model’s param-
eters Zi;j and Z

i;j are projected in the new positions and
orientations of frames À and Á, and each set of Gaussians
in their candidate frames are multiplied to form a resulting
Gaussian. These Gaussians form a trajectory (or tube) of
virtual attractors that are used to move the system from
frame À to frame Á. The covariance provides information
on the possible ways of reproducing the movement. Namely,
how the robot can depart from the average path while still
reproducing the essential characteristics of the task.
The proposed model is well suited for problems in which
the task parameters can be represented in the form of coordi-
nate systems. It shares connections with parametric hidden
Markov models (PHMM) [6]. But in contrast to standard
PHMM, the proposed approach improves the adaptation
capability by parameterizing not only the centers of the
Gaussians but also the covariances. This characteristic is very
important when encoding continuous trajectories in which
the covariance reflects the local directions of the movement
and the local synergies among the variables.
The proposed model also shares connections with multi-
streams approaches [9], with the common perspective of
probabilistically representing the local importance of differ-
ent coordinate systems. While this is done as separated batch
processes in [9] (projection, EM learning, back-projection
and recombination with Gaussians products), the proposed
approach permits to encapsulate the local influence of the
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Fig. 6. Skills transfer between robots of dissimilar embodiments. The
task consists of sequentially passing through Points 2 and 3 (rewards r2
and r3), while avoiding an obstacle (reward r4), where Point 1 is used
as a reward candidate r1 that is not relevant for the task. A suboptimal
demonstration is provided through kinesthetic teaching. After extracting how
and when the different rewards candidates are important for the task, the
skill is transferred to a simulated STIFF-FLOP robot (developed within the
STIFF-FLOP European project). The robot starts from a crude initialization
of the policy (based on mimicry), resulting in the robot initially hitting the
obstacle and not passing very close to the via-points. An EM exploration
strategy is then used to refine the skill in the policy parameters space,
by employing the learned reward activation profile. After 300 interactions
with the environment, the task of passing through the two via-points while
avoiding the obstacle is reproduced, surpassing the skill of the demonstrator.
A set of intermediary exploration trials are displayed in gray levels of
increasing intensity.
different frames within the EM procedure. It allows the or-
ganization of the different Gaussians in a principled manner,
speeding up the retrieval process.
The model was tested in [4] in the case of early movement
acquisition such as clapping hands and pointing at a toy
object.
Fig. 3, 5 and 4 show how the model is employed to control
the two arms of the COMAN humanoid robot, see [4] for
details. After observing a user clapping hands and reaching
for a toy box, the robot is able to point at the box when the
box is at reachable distance, and to coordinate its hands to
clap synchronously in time and space. Physical perturbations,
applied to the standing and self-balancing robot, show the
generalization capability of the system, by bringing the robot
in situations that have not been observed during the training
phase.
IV. TRANSFER ACROSS HETEROGENEOUS
ROBOTS
Learning by imitation encompasses a wide range of ap-
proaches, from ”blindly” copying the actions demonstrated
by a human operator to the understanding of the key goals
and intent underlying the demonstrations. One possible ap-
proach to extend the generalization capability of robots is to
devise tools at the crossroad of inverse optimal control and
inverse reinforcement learning.
A perspective that we started to study in [10] concerns
the use of multidimensional rewards, with the motivation
of exploiting richer feedback information in reinforcement
learning (RL) about the result of a trial. RL traditionally
works with a scalar reward function, composed of a weighted
sum of different subfunctions, that needs to be carefully
designed by the experimenter. Since designing useful reward
functions is one of the most crucial aspect in robot learning,
an ongoing objective of our work is to extend the represen-
tation of rewards to a vector form, which would allow the
robot to decompose the total reward into a set of standard
basis reward functions that can be relevant for the domain
of application.
The goal is to let the robot determine from initial demon-
strations in which phase of the task or in which context the
different reward components are useful, as well as in which
proportions they should contribute to the overall evaluation.
Such multi-objective representation draws potential connec-
tions with biological and behavioral computational models,
e.g., modeling the role of dopamine-releasing neurons in
learning behavioral reactions controlled by reward, whose
response types are important for distinct rewarding aspects
of environmental stimuli (e.g. food, predator, reproduction)
[11].
A possible way to address this problem is to use a context-
dependent form of rewards vector. By providing a set of
candidate reward primitives r1; r2; : : : to the robot, and a set
of demonstrations of the skill to acquire, the intent of the user
is estimated as a combination of the reward functions. The
robot can then refine the skill by self-exploration, which can,
if required, differ from the actions used by the user to fulfill
the task. Such approach can potentially lead to controllers
that go beyond the demonstrator’s skill. In other words, such
formulation of the imitation problem allows the imitator to
perform better than the demonstrator.
This skill transfer mechanism is particularly advantageous
in settings for which multiple robots/sensory systems with
different structures are used. Namely, where the mapping
and generalization of the demonstrated actions can be too
complex to transfer the skill at an action or movement
level without exploration and refinement. Fig. 6 presents an
example of such situation.
The possible advantages of this skill transfer approach are
that:
 the user does not need to empirically set a reward
function composed of different reward subfunctions.
 vector rewards can be used instead of scalar rewards,
where the combination of the reward subfunctions can
change over task phases, states or environment contexts.
 the robot can search for its own way of fulfilling the
underlying goals of the task.
 the model works with suboptimal demonstrations, by
providing a self-refinement mechanism that can go
beyond the demonstrated skills.
V. CONCLUSION AND FUTURE WORK
This abstract presented ongoing work from the Learning &
Interaction Lab at IIT, with three research directions towards
extending the generalization capability of robots for versatile
robot-human-environment interactions. Three different but
complementary mechanisms were suggested:
1) Combination of statistical learning and dynamic move-
ment primitives to learn a collection of paths (instead
of a single path), extending movement primitives to
synergy primitives learning, by extracting local coor-
dination and variation patterns;
2) Task-parameterized movements models extracting the
underlying structures of the task instead of relying on
interpolation principles;
3) Context-dependent rewards extraction and self-
refinement strategy to transfer skills between
heterogeneous robots, allowing the system to
understand the intended effects of human actions,
and how the environment can shape these actions.
The current work mostly focused on acquiring movement
trajectories. Further studies will be required to test if such
models could similarly learn reflex behaviors that are shaped
by task parameters (including force signals), which would be
relevant for robots faced with multimodal sources of pertur-
bation (such as in human-robot collaboration scenarios).
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Extracting Semantic Rules from Human Observations
Karinne Ramirez-Amaro1, Michael Beetz2 and Gordon Cheng1
Abstract—With the recent advancements of sensory technolo-
gies (such as Kinect), perceiving reliably basic human actions
have become tenable. If robots were to learn or interact with
humans in a meaningful manner, the next foreseeable challenge
to face robotic research in this area is toward the semantic
understanding of human activities - enabling them to extract
and determine higher level understanding. In this paper, we
present a new methodology that account for the extraction of
observed human behaviors with an estimation of the intended
activities, follow by the automatic generation of action rules for
the synthesis of robot behaviors. Furthermore, we will show the
enhancement of the semantic representation with our reasoning
system. It is important to mention that the obtained rules are
preserved even when different kinds of kitchen scenarios are
observed. In order to test the robustness of our results, we used
three different kitchen activities: making a pancake, making a
sandwich and setting the table. Moving beyond the state-of-
the-art in imitation learning, ontology of behavioral rules from
human observations can provide more powerful tools for the
robots to learn from humans.
I. INTRODUCTION
Programming-by-demonstration (PbD) [1] is a powerful
and well-established mechanism used widely in the robotics
community to teach robots new activities. Nevertheless,
one significant challenge of this teaching technique, is to
correctly identify and answer the question: what to imitate?
[2]. The work by Billard et. al. [3], proposed an interesting
approach to identify a general policy for learning relevant
features of the task, in other words, the authors identified
what to imitate from a movement by detecting the time-
invariants of the demonstrator. A recent approach employ
the idea of a library of dynamic motion primitives (DMPs),
which enables the generalization of DMPs to new situations
[4]. This approach takes into account perturbations and in-
cludes feedback [5]. A different approach to encode observed
trajectories is presented by Takano et. al. [6], where a mime-
sis model based on the Hidden Markov Models (HMMs) is
presented to segment and generate motions trough imitation.
Nevertheless, more of these early approaches focused only
at the trajectory level, i.e., in the Cartesian and Joint spaces.
Which means that they are able to obtain relevant parameters
to identify and reproduce similar motions to those of the
demonstrator, but the system (robot) will not be able to
extract the meaning of the motion.
Then, what do we want the robot to imitate?: a) similar
motion or b) the meaning of the motion. To a large extent,
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Fig. 1. This figure shows the overview of the approach proposed in this
work.
the above-mentioned approaches have been successful in
resolving the first issue. However, less effort has been made
to answer the second question. Regarding this issue, one
noticeable work presented by Kuniyoshi et. al. [7], proposed
a solution to map between the continuous real world events
and the symbolic concepts. In a similar work [8], a (par-
tially) symbolic representation of manipulation strategies to
generate robot plans based on pre- and post- conditions is
presented. Nevertheless, those frameworks are not able to
either reason about the intentions of the users or extract the
meaning of the action. Another work that address the latter
problem, is presented here [9], where a logic sub-language
is presented to learn specific-to-general event definitions by
using manual correspondence information.
In this paper, we will present our first approach to success-
fully identify and extract the meaning of human motions by
automatically generating rules that define and explain human
motions. Those rules will be preserved even in different
scenarios. Later, we introduce our reasoning engine based
on a ontology semantic representation in order to infer new
relationships between actions and objects. An example of
our proposed framework can be depicted in Fig. 1. For
this approach the acquisition of knowledge represents a key
factor. To this end, several sources have been proposed, e.g.
the web information and natural-language instructions [10]
or annotated videos [11]. We will use annotated videos as
our source of knowledge information.
II. IDENTIFICATION OF HUMAN MOTIONS
Over the past years new methods of classifying human
motions have been proposed, for example: Conditional Ran-
dom Fields (CRF) [12], Dynamic Time Warping [13], or
with Classification and Regression Trees [14]. These earlier
techniques realise on generation of trajectories depending on
the location of the objects, and if a different environment is
being analyzed then trajectories will altered completely, thus,
new models have to be acquired for the classification.
In this work, we propose a new method to recognize the
human activities based on an abstract layer. This abstraction
method does not directly attempt to classify human activities,
but rather, it infer the activities based on the observed human
motions and the information of the object of interest. To
achieve this goal, we will combine information from the
environment and information of the human motions. We
employ annotated video information1 to extract the primitive
human motion and objects information.
Three primitive human motions are labeled in the videos:
• Move: Defines any motion of the hand.
• Not Move: Means that the hand is not moving.
• Tool-Use: Represents a more complex motion, which
involves two objects, one is used as a tool and the sec-
ond is the object that receives the action, for example:
pouring or cutting something.
Additionally, the information of the objects involved in the
activity is also considered. The possible labels are:
• Object Acted On: It means that the hand is attracted
towards an object, in other words is the object that is
going to be manipulated.
• Object In Hand: Defines the object that is physically
in the hand, i.e. the object which is being currently
manipulated.
• Object Seen2: Represents the object that the human is
looking at.
In the remainder of this paper we will refer to low-level
human Activities (such as: Reach, Take, Release, etc) as a
set of high-level human motions (i.e. Move, Not Move and
Tool Use).
III. AUTOMATIC GENERATION OF RULES
In this work we propose two levels of abstraction: the high-
level, which describes generalized actions such as: move,
not move or tool use, and the low-level abstraction, which
represents the basic human activities, such as: reach, take,
release, etc. Our technique uses the information from the
high-level abstraction, to infer the low-level activities. The
inference rules are obtained from a decision tree (see Fig.
1, red box) based on the C4.5 algorithm [15]. Decision
trees represent a very reliable technique to learn top-down
inductive inference rules because of its robustness to noisy
data. Also they can be represented as sets of if-then rules
to improve human readability. The central core in the C4.5
algorithm is to select the most useful attribute to classify as
1This manual segmentation represents a first step towards an automatic
functional motion segmentation and will act as a baseline or ground truth
for the automatic segmentation.
2This object was not taken into account for the generation of rules, but
it was used for the reasoning engine as an addition to the ontology.
many examples as possible by using the information gain
measure:
Gain(S,A) = Entropy(S)−
∑
v∈V alues(A)
|Sv |
S
Entropy(Sv) (1)
where V alues(A) is the set of all possible values of the
attribute A, and Sv = s ∈ S|A(s) = v as a collection of
examples for S, and the entropy is defined as:
Entropy(S) =
c∑
i=1
−pilog2pi (2)
where pi is the probability of S to belong to class i.
IV. REASONING ENGINE
With the use of the reasoning engine certain facts can
be derived, these facts are not explicitly expressed in the
ontology or in the knowledge base. For example the rules
obtained from the decision trees. These rules will generate
new individuals and new relationships between individuals
(objects-properties). Those object properties will be obtained
from the definition of new computables. Then, the created
new instances and new relationships will be added into the
ontology, as part of the inferred knowledge base.
The reasoning engine presented in this work uses the Web
Ontology Language (OWL), which is an action representa-
tion based on logic description as Prolog queries. We used
KnowRob [12] as the base line ontology and we incorporated
new relationships between objects and actions, and defined
new activity classes These relationships provide us the first
perspective view of what the human sees while executing an
activity. Such information can be obtained from the head-
mounted gaze camera and this represents a good source
of information, because from this camera, it is possible to
experience what the user is focusing his/her attention during
performing certain activity.
The contributions of this work regarding the reasoning
engine are:
• Description of a new model for the semantic environ-
ment, for the pancake-making scenario.
• New classes on the ontology: ClosingABottle,
OpeningABottle, Pouring, Flipping, etc.
• Definition of new SQL computables3 properties: com-
puteObjectActedOn, computeDetectedObject, etc.
• New object properties such as: detectedObject, Objec-
tActedOn, OnObject, etc.
• New prolog predicates such as: objSeenBeforeAction,
actionObjSeen, etc.
The reasoning engine enabled with new capabilities, that
help to infer new information and integrate information from
external sources such as: the semantic environment model,
and the data base (MySQL) where the object information is
stored.
3Computables, are used to obtain the semantic relationships on demand,
instead of importing everything from the ontology.
V. TASK EXAMPLES AND EXPERIMENTAL SETUP
In order to test the robustness of the generated rules
in different scenarios, we use three real-world scenarios:
making a pancake, setting the table and making a sandwich.
These three activities have different levels of complexity and
they involve different objects. This is explained in the next
sub-sections.
A. Making pancakes
In our first scenario, we recorded videos of humans mak-
ing a pancake. This scenario allows to analyze the transitions
between sequence of motions into activities, and activities
into tasks. These recordings contain one human performing
the action nine times. The human motions are captured
by three cameras located in different positions (see Fig. 2
top). Additionally, the subject was wearing a head mounted
camera, to record his/her gaze (see Fig. 2 bottom).
Fig. 2. Top: shows one view of the 3 external cameras and some examples
of human activities using the right hand: 1) Reach, 2) Hold, 3) Pour, 4) Flip,
5) Put smt-smw and 6) Release. Bottom: illustrates the gaze recordings.
B. Setting the table
The second experimental set up, uses videos from the
TUM Kitchen Data Set, which contains observations of
four subjects setting a table (see Fig. 3). The subjects are
performing the actions in a natural way. Some subjects
perform the activity like a robot would do, transporting the
items one-by-one, other subjects behave more natural and
grasp as many objects as they can handle. We could notice
certain variations during the executed tasks, which include
actions executed in different order.
Fig. 3. The subject is performing the setting the table activity. Example of
activities for the right hand: 1) Take, 2) Reach, 3) Put something-somewhere,
4) Open-drawer, 5) Release.
C. Making a sandwich
As a final scenario, we recorded a more complex activity,
which is making a sandwich. These recordings also contain
the information of three external cameras and the gaze
camera. Fig. 4 shows the action which contains several
objects and different activities.
Fig. 4. This figure depicts the action of making a sandwich. Top: shows one
view of the three external cameras.A subset of the main activities executed
with the right hand are shown: 1) Cut, 2) Put smt-smw, 3) Cut, 4) Unwrap
5) Sprinkle, 6) Spread. Bottom: illustrates the output of the gaze camera.
VI. RESULTS
This section will introduce the obtained results into two
subsections. The first will show the rules extracted from
human observations and the second will present the new
features of the reasoning engine.
A. Automatic generation of rules
The weka data miming software was used to generate
the decision tree [16]. We use the labeled information of
the motions and objects from the complete pancake-making
videos to build the decision tree, which will contain the rules
to infer the human activities. The obtained tree is shown in
Fig. 5. We would like to stress that a similar tree is obtained
if we used as training set the labeled information obtained
from the setting-the-table or sandwich-making actions.
Fig. 5. This figure shows the tree obtained from the pancake making action.
From the above tree the following collection of rules are
obtained:
if RightHand(Move) and ObjectInHand(None)
and ObjectActedOn(Object)→ Activity(Reaching) (3)
if RightHand(Move) and ObjectInHand(None)
and ObjectActedOn(None)→ Activity(Realeasing) (4)
if RightHand(Move) and ObjectInHand(Object)
→ Activity(PuttingSomethingSomewhere) (5)
It is important to notice that the differentiation between
“Reaching” and “Releasing” is very challenging because the
Cartesian trajectories of both activities are very similar, but
if we take into account the objects, as we proposed in this
work, then the distinction is possible.
From Fig. 5 we can observed that the activities: Pour, Flip
and Slide-out are inferred using the same rule:
if RightHand(Tool use)→ Activity(GranularActivity) (6)
This means that these activities need more information
in order to be correctly classified. Those activities does
not represent human basic activities, and we will call them
granular activities and their definition is beyond the focus
of this document.
Now, using the obtained tree from the pancake-making
activity, we are able to classify the activities involved in the
sandwich-making activity, which is more complex and has
more instances. The accuracy of the correctly classification of
instances is 92.17% and the corresponding confusion matrix
can be observed in Table I.
TABLE I
CONFUSION MATRIX FROM THE ACTIVITY OF SANDWICH MAKING
`````````Actual Class
Classified as a b c d e f
a)Reach 316 21 8 3 0 71
b)Take 6 114 34 28 0 0
c)PutSomethingSomewhere 13 14 2034 30 65 46
d)Release 31 1 6 248 0 208
e)Granular 0 4 57 0 3862 0
f)No Motion 83 0 0 80 0 2951
Similar to the above procedure, we use the rules obtained
from the pancake-making activity to infer the setting-the-
table4 activities. The accuracy of the correctly classification
of instances is 91.58%.
The important contribution of these results is the definition
of rules that make possible the inference of basic human
activities in different scenarios with an accuracy above 90%.
This presents the first step towards the generalization of those
kinds of activities.
B. Reason engine results
First, we generate a new semantic environment model for
the pancake making scenario (see Fig. 1, green box). Second,
we define new SQL computables and classes. For example,
we can ask the following: what object(s) do I see before I
Reach my goal? . The prolog query will be5:
objSeenBeforeAction(′Action′, ?ObjectSeen, ?ObjGoal):−
rdf triple(knowrob:′before′,′Action′, ?ObjectSeen),
rdf triple(knowrob:′objectActOn′,′Action′, ?ObjGoal).
where Action is replaced by Reaching, then the output will
be: ?ObjectSeen = Spatula and ?ObjGoal = Spatula or
?ObjectSeen = Pancake and ?ObjGoal = Pancake or
?ObjectSeen = Spatula and ?ObjGoal = Pancake, etc.
This means that in most of the cases, we first look at the
object that we will reach. This represents an important con-
tribution because this new information will help to decrease
the search space for the perception module, because we could
focus on the object that the human is currently seeing and
infer that, most probably, it will be the object that is going to
manipulate in the close future. Further analysis on this topic
is being consider as future work.
4The testing data set was not used during the training period.
5The presented prolog queries are simplified and they are used only for
illustration purposes.
We could also infer from our system, the current activity
that the subject is performing when the pancake mix is being
manipulated. Also, it is possible to answer if the human
focuses his attention to the manipulated object or he is seeing
something else:
actionObjSeen(?Action,′ObjInHand′, ?ObjSeen):−
rdf triple(knowrob:′objHand′, ?Action,′ObjInHand′),
rdf triple(knowrob:′detecObject′, ?Action, ?ObjGoal).
where ObjInHand = pancakeMix and the outputs are:
?Action = CloseBottle and ?ObjSeen = pancakeMix
or ?Action = OpenBottle and ?ObjSeen = pancakeMix
or ?Action = Pouring and ?ObjSeen = pancake, etc.
Therefore, we can observe that most of the time, the people
look at the object that he/she is manipulating, but we could
also notice that during certain actions, such as pouring, a
new object appear (pancake) and we most likely will focus
our attention on that new object. Those inference rules, could
help the robot during the planing process.
VII. CONCLUSIONS
This paper presents two contributions:
• Automatic generation of rules from human observations.
Those rules have the important characteristic that they
can be used in different scenarios and the accuracy to
correctly infer human activities is above 90%. This rep-
resents our approach to find rules that could generalize
basic human activities.
• We show that by adding new capabilities into the
reasoning engine, we will be able to compute new
relationships between objects and actions. Therefore,
the reasoning engine could be improved, taking into
account information from the human gaze.
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a student plays badminton
a player plays badminton
a student swings a badminton racket
a wife sweeps with broom
a wife cleans
a student gets down his knees
a student apologizes
[captured data]
[manually assigned sentences ]
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A player avoids.
A person avoids.
A student avoids.
A student plays badminton.
A player plays badminton.
A student avoids.
A wife cleans.
A wife wipes with broom.
A student cleans.
A student apologizes
A student gets down his knees.  
A player apologizes.
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[A student jumps forward ]
[1 ]                         [2]                           [3]                          [4]
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 
Abstract— This short workshop paper discusses how to 
structure an ontology for human/robot manipulation actions. 
I. INTRODUCTION 
Object manipulation1 is certainly one of the major germs 
of human cognition. Human hands can be used in a highly 
targeted way to alter the relations between several objects 
(e.g., putting two objects together by pick&place actions) or 
to modify the structure of an object, here many times even 
without a grasp (e.g. boring a hole into a soft surface).  
In this context the question arises, which types of 
manipulations exist? And usually this has been phrased by 
asking: What can you do with “all the things in the world” (or 
with those recognized in a complex visual scenery)? An 
experienced human could indeed perform a mental simulation 
of the scenery and come up with many possible action plans. 
However, from a bottom-up, purely data-driven perspective, 
there is no answer to this question as things in a complex 
scene contain too many feature-combinations and there are far 
too many interpretations possible about the meaning of the 
different things in various action contexts. Thus, for an 
inexperienced agent a bootstrapping process is needed on 
which its experience (object-action memory) can be 
grounded. This, however, is very difficult, when considering 
“all things”. 
Possibly, not the question: “What can you do with all 
things?” but rather the simpler one: “What can you do with 
your hands?” underlies the process which has bootstrapped 
cognition along the phylogeny of our species and which is 
still bootstrapping ever baby’s development into an 
experienced adult (for a very detailed review see [1]). As 
compared to the almost infinite number of possible feature 
combinations in the object domain, there are far fewer 
possible basic hand-shapes existing. As a consequence, 
ordering the space of manipulations starting from “the hand” 
is easier than when starting from “all objects”. Thus, while 
the importance of hands in development is not a novel 
statement and rather widely accepted, it is quite amazing that 
very little has been done to arrive at a systematic analysis 
about “hand-actions”. 
 
*The research leading to these results has received funding from the 
European Community’s Seventh Framework Programme FP7/2007-2013 
(Specific Programme Cooperation, Theme 3, Information and 
Communication Technologies) under grant agreement no. 270273, 
Xperience. 
All authors are with the Institute for Physics 3 – Biophysics and 
Bernstein Center for Computational Neuroscience, Georg-August-
University, Göttingen, Germany, email: worgott@physic3.gwdg.de. 
 
1 Text and figures for this extended abstract are copied, rearranged and 
partially shortened from a recent publication [4] by Wörgötter et al., IEEE 
TAMD, 2013, in press. 
II. RESULTS AND DISCUSSION 
Object manipulation  is certainly one of the major germs 
of human cognition. Human hands can be used in a highly 
targeted way to alter the relations between several objects 
(e.g., putting two objects together by pick&place actions) or 
to modify the structure of an object, here many times even 
without a grasp (e.g. boring a hole into a soft surface).  
In this context the question arises, which types of 
manipulations exist? And usually this has been phrased by 
asking: What can you do with “all the things in the world” (or 
with those recognized in a complex visual scenery)? An 
experienced human could indeed perform a mental simulation 
of the scenery and come up with many possible action plans. 
However, from a bottom-up, purely data-driven perspective, 
there is no answer to this question as things in a complex 
scene contain too many feature-combinations and there are far 
too many interpretations possible about the meaning of the 
different things in various action contexts. Thus, for an 
inexperienced agent a bootstrapping process is needed on 
which its experience (object-action memory) can be 
grounded. This, however, is very difficult, when considering 
“all things”. 
Possibly, not the question: “What can you do with all 
things?” but rather the simpler one: “What can you do with 
your hands?” underlies the process which has bootstrapped 
cognition along the phylogeny of our species and which is 
still bootstrapping ever baby’s development into an 
experienced adult (for a very detailed review see [1]). As 
compared to the almost infinite number of possible feature 
combinations in the object domain, there are far fewer 
possible basic hand-shapes existing. As a consequence, 
ordering the space of manipulations starting from “the hand” 
is easier than when starting from “all objects”. Thus, while 
the importance of hands in development is not a novel 
statement and rather widely accepted, it is quite amazing that 
very little has been done to arrive at a systematic analysis 
about “hand-actions”.  
This study will analyze manipulations from an abstract 
point of view and introduce a manipulation ontology tree 
based on graph sequences, where each graph represents the 
relations of the different manipulated objects.  
To structure the space of single hand manipulations we 
will make a few assumptions (rules), which are: 
1) Before the manipulation the hand is free (not touching 
anything). 
2) At the start of the manipulation the hand touches only 
one object and the hand can – during the manipulation – not 
purposefully touch another object. 
3) The manipulation can take place at the touched object 
itself or one other object can be a target, with which the first 
one is combined. 
A Manipulation Ontology* 
Florentin Wörgötter, Eren Erdal Aksoy, and Minija Tamosiunaite 
  
 
 
Fig. 1) Manipulation goal categories represented by graph sequences. Manipulation types indicated by the colored side-bars 
4) After the manipulation the hand is free again. This 
also defines a natural endpoint of the manipulation. 
Starting from this, we first discuss how manipulation 
actions are structured in space and time. For this we use as 
temporal anchor points those moments where two objects (or 
hand and object) touch or un-touch each other during a 
manipulation.  
Thus, we have two or three entities, hand plus maximally 
two objects, which interact. We can now encode all entities 
by graph nodes and the fact that two entities touch each other 
by drawing an edge between these nodes. As objects can 
combine (or split – e.g., think of a cutting action), during a 
manipulation, object nodes can disappear (or new ones 
appear). 
With this we can emulate manipulations in an abstract 
way by drawing sequences of such graphs, where between 
two graphs the touching patterns between objects (edges) or 
the objects themselves (nodes) have changed. These are the 
so-called Key Events, hence those moments in time where 
edges in the graphs are formed or deleted or new nodes 
emerge or disappear. Without even thinking about concrete 
manipulation examples, we can now construct all possible 
graph sequences without trivial loops or inversions (Fig. 1) 
that obey the four rules from above, using maximally three 
nodes. While this looks terrifically abstract, we will soon see 
that all single hand manipulations are encoded by six graph 
sequences, representing four graph types (non-shaded in Fig. 
1) only, which can also be understood in more common 
terms. 
This representation corresponds to a relational view onto 
manipulations. As shown in an earlier study, those few key 
events, where touching or untouching happens, are highly 
characteristic for a manipulation action and can be used to 
categorize manipulations in a model-free way [2], [3]. Hence, 
absolute space and time are often meaningless for a 
manipulation. For many manipulations it does not matter how 
fast they are performed or how much space is in between 
objects before they recombine with each other. 
Figure 1, top, shows that manipulations can be performed 
on one other object, where the hand interacts with it and then 
withdraws from it without involving another object. Stirring 
in a cup, punching a ball, or cutting dough with your hand, are 
such examples. The first two graph sequences represent these 
manipulation types called “Hand-Only Actions” (blue side 
bar). Take, for example, the first line in this Figure. Here the 
finger moves towards a cup, then touches the liquid and 
performs the stirring until it is finally withdrawn again. Note, 
while nodes of all graphs in this paper are being annotated 
(colored), this is done only for graphical reasons. Distinctions 
between graphs arise entirely from their structural differences 
(nodes & edges). Node or edge annotations are not needed! 
Evidently, with these graphs we are only representing the 
most fundamental relation between objects (“touching”) and 
do not yet consider other important information like 
movement trajectories (stirring means to move your finger or 
a spoon in a circular way) or pose (the finger/spoon should be 
place orthogonal to the plane given by the cup opening). We 
will address these points below.  
Many times these Hand-Only Actions are done by first 
grasping a primary tool and then performing the 
manipulation. The handling of a primary tool, however, does 
not alter the outcome of a manipulation in a qualitative way. 
It only introduces sometimes very strong quantitative 
changes. Stirring with a spoon is not fundamentally different 
from stirring with your finger. 
Let us continue analyzing the other manipulations in 
Figure 1: You can interact with one object and thereby create 
or set free another (part of an) object, for example ripping a 
piece off one thing, or uncovering a hidden object. In the 
same way you can also take off a box from a stack thereby 
freeing the box underneath. Fundamentally here you are 
separating graph nodes from each other, either by splitting a 
single node or by breaking an edge. The middle two graph 
  
 
Type Name Description Goal 
Category 
Abbrev. Examples 
1 Hand-Only Actions 
Hand alone acts on target object or 
Hand grasps tool and acts on target 
object 
Rearranging 
 r 
E.g. stir sugar into 
coffee, or push an object 
to free a space 
Destroying d Cut dough into piecesChop wood 
   
2 Separation Actions 
Hand manipulates one object to either 
destroy it or to remove it from another 
object.  
Break b Break off, rip-off, but also uncover 
Take-Down t Take down an object from another one 
   
3 
Release 
determined 
actions 
Hand manipulates object and combines it 
with second, target object. (Many times 
this requires a grasp.) Combination of 
the objects is determined by the way the 
hand releases the grasped object.  
Hide h Cover an object with another one 
Construct c Build a tower 
 
Table 1: Manipulation Types and Goal Categories 
sequences represent these manipulations, called “Separation 
Actions” (green side bar). 
The opposite is true for the last two graph sequences. Here 
nodes are combined or edges formed. We will call these 
actions “Release Determined Actions” (yellow side bar) as 
the moment of release is here decisive for the success of these 
actions. The classical pick&place action belongs here. Note, 
at the level of these graph sequence, separation actions are the 
time inverted versions of release determined actions.  
Furthermore, manipulations are performed to achieve 
certain goals. Essentially one finds six categories: 
Manipulations are used to Rearrange or to Destroy objects. 
There are also manipulations for Breaking and Taking-Down, 
as well as some for Hiding or covering objects or for 
Constructing something. These categories are therefore called 
manipulation goal categories (short: goal categories). Table 1 
summarizes these considerations. 
Triple arrows in Fig. 1 show that some graphs are pair-
wise topologically equivalent. For example, the single blue 
graph node in the Breaking action (left side) is equivalent to 
the blue and green nodes, which are connected by an edge, in 
the Take-Down action below. This is interesting from a 
cognitive perspective: Breaking off a piece of something is 
very much the same as taking one thing off another thing. 
Unity versus duality is many times “in the eyes of the 
beholder”.  
We show that by this type of action structuring one can 
define a relatively small tree-like manipulation ontology. We 
find less than 30 fundamental manipulations. The temporal 
anchors also provide us with information about when to pay 
attention to additional important information, for example 
when to consider trajectory shapes and relative poses between 
objects. As a consequence a highly condensed representation 
emerges by which different manipulations can be recognized 
and encoded. 
At the end of this workshop presentation we summarize 
some older experiments to provide examples demonstrating 
how this representation allows the recognition of human-
performed manipulations. Finally we also show some robotic 
experiments, where a robot actually performs a simple 
manipulation based on the above introduced graph-like 
representation. These two sets of different experiments show 
that the apparently rather abstract way, in which we define the 
manipulation tree, does indeed lead to a useful representation. 
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Visual human-robot communication in social settings
Maria Pateraki1, Markos Sigalas1,2, Georgios Chliveros1 and Panos Trahanias1,2
Abstract— Supporting human-robot interaction (HRI) in dy-
namic, multi-party social settings relies on a number of input
and output modalities for visual human tracking, language
processing, high-level reasoning, robot control, etc. Capturing
visual human-centered information is a fundamental input
source in HRI for effective and successful interaction. The
current paper deals with visual processing in dynamic scenes
and presents an integrated vision system that combines a
number of different cues (such as color, depth, motion) to track
and recognize human actions in challenging environments. The
overall system comprises of a number of vision modules for
human identification and tracking, extraction of pose-related
information from body and face, identification of a specific
set of communicative gestures (e.g. “waving, pointing”) as well
as tracking of objects towards identification of manipulative
gestures that act on objects in the environment (e.g. “grab
glass”, “raise bottle”). Experimental results from a bartending
scenario as well a comparative assessment of a subset of
modules validate the effectiveness of the proposed system.
I. INTRODUCTION
As robots become integrated into daily life, they must
increasingly deal with situations in which effective human-
robot interaction is characterized as continuous, natural and
socially appropriate. In this framework, perception of humans
and tracking of humans’ actions and activities can be realized
by an appropriate vision system that is able to operate
in real-time in dynamic and cluttered scenes with variable
illumination, capturing information from multiple users in
the robot’s environment. Towards this goal, the integrated
vision system presented in this work combines a number
of different cues, such as color, depth and motion extracted
from RGB-D sequences to robustly track and recognize
human actions in challenging environments. The proposed
system combines different methods for identification and
tracking of human hands and faces, extraction of pose-
related information from body and face, the latter being
of interest in the HRI domain as attentive cues of users
in the robot’s environment. Furthermore, methods for the
identification of a specific set of communicative gestures,
such as waving and pointing, as well as tracking of objects
towards identification of manipulative gestures that act on
objects in the environment (e.g. “grab glass”, “raise bottle”)
are included in the overall vision system. In this paper the
methods for the identification and tracking of human hands,
faces and objects, as well as the methods for extracting
*This work has been partially supported by the EU Information Society
Technologies research project James (FP7- 045388) and FIRST-MM (FP7-
248258).
1Institute of Computer Science, Foundation for Research and Technology
- Hellas, Heraklion, Crete, Greece
2Department of Computer Science, University of Crete, Greece
pose-related information from body and face are discussed.
These methods form the core components of a vision system
utilized in a bartender robot [1].
For the identification and tracking of human hands and
faces a variety of approaches have been reported in the
literature [2], [3]. Several of them rely on the detection of
skin-colored areas [4], [5]. The idea behind this family of
approaches is to build appropriate color models of human
skin and then classify image pixels based on how well
they fit to these color models. In contrast to blob tracking
approaches, model-based ones [6], [7] do not track objects on
the image plane but, rather, in a hidden model-space. Model-
based approaches are computationally more expensive and
often require the adoption of additional constraints for the
dynamics of the system and for the plausibility of each pose
but they inherently provide richer information regarding the
actual pose of the tracked human, as well as the correspon-
dence of specific body parts with the observed image.
With respect to the extraction of pose-related information
from body and face, there is a large number of different
methods in the current literature [8], [9]. With the emergence
of real-time depth sensors, a few notable works have shown
the usefulness of depth in solving pose estimation problems
for body [10], [11], [12] and face [13], [14], [15]. Most of
existing body pose estimation methods require an initializa-
tion phase for registering users (e.g. specific body pose by
the user for a short time) and assume recovery of body pose
parameters, which limits their efficiency in real life dynamic
environments. With respect to face pose estimation, methods
can be distinguished in appearance and feature-based using
2D images, depth data or combination of both. Appearance-
based methods depend on a time-consuming training phase
(e.g. [14]), and most feature-based methods are limited by
the requirement to define pose-dependent features (e.g. [16]).
Both methods on body- and face-pose tracking presented in
this paper overcome requirements of large training data and
initialization constraints.
In the next section, we give an overview of the integrated
vision system and the individual methods for tracking skin-
colored regions, classifying them as hands and faces, estima-
tion of torso and face pose as well as tracking objects towards
the identification of manipulative gestures (not part of this
paper). Results of the vision system in real environments are
presented in section III.
II. METHODOLOGY OVERVIEW
A block diagram of the components that comprise the
proposed approach is depicted in Fig. 1 and the individual
components are discussed in the following sections. Fig. 1
Fig. 1: Block diagram of the proposed vision system
comprises a number of modules, and notably the hand and
face tracker and the hand/face classifier. The former is
responsible for identifying and tracking hand and face blobs
based on their color and on the information of whether they
lay in the image foreground or not. The latter involves the
classification of the resulting tracks into tracks that belong
to facial blobs and tracks that belong to hands; left and
right hands are also classified separately in this step. Blobs
classified as faces are used to update the color distribution of
skin-pixels, thus enabling the algorithm to quickly adapt to
illumination changes. They are further used as input in the
face and torso pose estimation modules. Hand trajectories
are forwarded to the hand-gesture recognition system (not
described in this paper) taking into consideration detected
object tracks.
A. Hand and Face Tracking
The first block in Fig. 1 is the hand and face tracker. This
component is responsible for identifying and tracking hand
and face blobs based on their color and on the information
of whether they lay in the image foreground or not. To
detect and track faces and hands we employ and extend a
blob-tracking approach [17], according to which foreground,
skin-coloured pixels are identified based on their colour and
grouped together into skin-coloured blobs. Information about
the location and shape of each tracked blob is maintained
by means of a set of pixel hypotheses which are initially
sampled from the observed blobs and are propagated from
frame to frame according to linear object dynamics computed
by a Kalman filter. The distribution of the propagated pixel
hypotheses provides a representation for the uncertainty in
both the position and the shape of the tracked object. This
specific tracking algorithm is able to maintain labeling of
the tracked objects (be it hands of facial regions), even in
cases of occlusions and shape deformations, without making
explicit assumptions about the objects motion, shapes and
dynamics (i.e. how the shape changes over time).
B. Object Tracking
In case we are interested in tracking objects in addition
to hands and faces and these objects are characterized by a
dominant color (e.g. coca cola, perrier, evian) we extend our
technique described in section II-A to track multiple color
blobs based on a number of defined color classes c1, ...cN .
Following background subtraction, foreground pixels are
characterized according to their probability to depict a color-
class and then grouped together into blobs using hysteresis
thresholding and connected components labeling. The algo-
rithm handles the issue of assigning a pixel in more than
one color classes by assigning it to the class with the highest
probability. Then pixels are grouped together into blobs using
hysteresis thresholding and connected components labelling
as in [17].
The posterior probability for each pixel xi with color c to
belong to a color class cN is computed according to Bayes
rule as:
P (cN | xi) = P (cN )
P (xi)
P (xi | cN ) (1)
where
P (xi) =
N∑
j=1
P (xi | cj)P (cj) (2)
P (cN ) and P (xi) are the prior probabilities of foreground
pixels of a specific color class and foreground pixels xi
having color c, respectively. P (xi|cN ) is the likelihood of
color c for foreground regions of specific color class. All
three components in the right side of the above equation are
computed off-line during training. Tracking of object classes
progresses in the same manner as with skin color classes
(section II-A).
C. Hand and Face Classification
The second step of the proposed system involves the
classification of the resulting skin-colored tracks into tracks
that belong to facial blobs and tracks that belong to hands;
left and right hands are also classified separately in this step.
An incremental classifier has been developed [18] which
extends the above blob tracking approach and which is
used to maintain and continuously update a belief about
whether a tracked hypothesis of a skin blob corresponds
to a facial region, a left hand or a right hand. For this
purpose, we use a simple yet robust feature set which conveys
information about the shape of each tracked blob, its motion
characteristics, and its relative location with respect to other
blobs. The class of each track is determined by incrementally
improving a belief state based on the previous belief state and
the likelihood of the currently observed feature set.
D. Adapting to illumination changes
Blobs classified as faces are also used to update the
color distribution of skin-colored pixels, thus enabling the
algorithm to quickly adapt to illumination changes, which
may deteriorate skin color detection. Hence, a mecha-
nism that adapts the employed representation according to
the recent history of detected skin-colored points is re-
quired [19]. To solve this problem, skin color detection
maintains two sets of prior probabilities. The first set consists
of P (s), P (c), P (c|s), which are the prior probabilities of
foreground skin pixels and foreground pixels having color c
and the likelihood of color c for skin-colored foreground
regions and correspond to the off-line training set. The
second set consists of Ph(s), Ph(c), Ph(c|s), which corre-
spond to the evidence that the system gathers during runtime
from tracks classified as facial tracks with high confidence.
Clearly, the second set reflects more faithfully the “recent”
appearance of hands and faces and is better adapted to the
current illumination conditions. The probability used for skin
color detection is given by:
P (s|c) = γP (s|c) + (1− γ)Ph(s|c) (3)
where P (s|c) and Ph(s|c) can both be derived from Bayes
rule, but involve prior probabilities that have been computed
from the whole training set and from online training, re-
spectively. In 3, γ is a sensitivity parameter that controls
the influence of the training set in the detection process. We
have experimentally set γ = 0.5, which gave good results
in a series of experiments involving gradual variations of
illumination.
E. Torso pose estimation
A topic of particular interest in the HRI domain is the
focus of attention of a person interacting with a robot,
effectively conveying information on whether this person is
seeking attention. Consequently, torso pose estimation and
face pose estimation are identified as important attentive
cues.
Although the hand and face (and object) tracking module
takes into consideration color and motion cues derived from
RGB image sequences, the torso pose estimation module
utilizes an additional cue, that of depth, obtained from an
RGB-D sensor, such as the KinectTM [20]. A model-based
approach is formulated, primarily focusing on overcoming
the requirement of large training data and initialization
constraints of other methods, while exhibiting robustness
in dynamic settings. Face blobs extracted in the previous
steps steer the detection of human body. Initially shoulder
areas are extracted, based on illumination, scale and pose
invariant features on the RGB silhouette. Depth point cloud
information is further utilized to model hypotheses for the
shoulder joints and the human torso based on a set of 3D
geometric primitives. The final estimation of the 3D torso
pose is derived via a global optimization scheme which is
body pose and/or body morphology independent.
Below the major steps of the proposed approach are listed:
• User detection and tracking. Based on face detec-
tion and tracking, the human body silhouettes for the
detected users in the scene are extracted by depth
thresholding and refined via cubic spline fitting to secure
piecewise continuity.
• 2D extraction of shoulder areas. Given the location
of the face, we select sets of points on the RGB
silhouette, delineating possible shoulder areas. Selection
is based on pose and scale invariant features satisfying
certain geometric constraints. The shoulder areas on the
silhouette are characterized each by two body parts, that
of acromial or shoulder point and of axillary or armpit.
The first is the upper part of the shoulder (red points in
Fig. 2) and it’s robustly detectable for all configurations
where the elbow is below the shoulder. This silhouette
region is characterized by high curvature, which is scale
and pose invariant and the respective contour points
posses certain geometric characteristics. The location
of this area on the silhouette can be approximated
via the tangent line. More specifically, we compute
the tangent line for all silhouette points within certain
bounds (estimated proportionally from camera position
and face height) and check whether it intersects the
face area (white segments in Fig. 2). The second is
the area “below” the shoulder (light blue points in
Fig. 2). Similarly, the acromial is visible in most of
the shoulder-elbow configurations and is scale and pose
invariant. For the set of points in this area the normal of
the tangent line intersects the face area (green segment
in Fig. 2).
• Generation and 3D modeling of shoulder joints
hypotheses. Shoulder joints hypotheses are generated
by projecting and proportionally expanding the 2D
shoulder areas on the depth point cloud. Shoulder joints
are approximated by least squares fitting of 3D spheres
to the selected areas on the 3D point cloud. A set
of quality criteria, such as spheres’ radii and number
of iterations are used to eliminate possible outliers.
Figure 3 shows an example of shoulder joint modelling
via sphere fitting.
• Generation and 3D modelling of torso hypotheses.
Each pair of left and right shoulder joint-hypotheses
along with a 3D point on the lower border of the
torso with the pelvis area (extracted via anthropometric
constraints) are used to select the area of 3D points on
the torso surface and generate a torso hypothesis. This
hypothesis is a 3D ellipsoid that is best fitted in a least
squares sense to the selected 3D data on the point cloud.
• Estimation of the 3D torso pose. A global optimization
scheme is adopted for the selection of the best set of
shoulder joints and torso and to derive a refined torso
pose per frame. Additionally, the best shoulder joints
are separately tracked by means of an Extended Kalman
Filter, to further refine shoulder detection and possibly
handle partial occlusions.
F. Face pose estimation
Face pose estimation is extracted via Least-Squares
Matching (LSM) on the RGB image and differential rotations
are computed by analyzing the transformations of the facial
patch across image frames [21]. The problem statement is
finding the corresponding part of the template image patch,
in our case the face path f(x, y) in the search images
gi(x, y), i = 1, ...n− 1.
f(x, y)− ei(x, y) = gi(x, y) (4)
Fig. 2: Modelling shoulder areas. From a single RGB-D
image, assuming the location of the face, 2D points along
the user’s silhouette are selected based on robust 2D features.
Selected points are then used to determine the 3d area (fitted
sphere) which constrains each shoulder.
Fig. 3: Modelling of shoulder joints via sphere fitting.
Delineated acromial(left), shoulder area selected for sphere
fitting (middle), 3D sphere approximating shoulder joint.
Equation (4) gives the least squares grey level observation
equations, which relate the f(x, y) template and gi (x, y)
image functions or image patches. The true error vector
ei (x, y) is included to model errors that arise from radio-
metric and geometric differences in the images.
Assuming we have two images, in our case two consecu-
tive frames, the f(x, y) and g(x, y), a set of transformation
parameters need to be estimated from (4). Since (4) is
nonlinear, it is linearized by expanding it into a Taylor series
and keeping only zero and first order terms.
The estimation model should accommodate enough pa-
rameters in order to be able to model completely the underly-
ing transformation. In the model only geometric parameters
are included and radiometric corrections, e.g. equalization,
for the compensation of different lighting conditions are
applied prior to LSM in template and image. Assuming
that the local surface patch of the face area is a plane to
sufficient approximation (since depth variation exhibited by
facial features are small enough) an affine transformation is
used to model geometric differences between template or
image frame n and search image or image frame n+1. The
affine transformation (5) is applied with respect to an initial
position (x0, y0):
x = a0 + a1 · x0 + a2 · y0
y = b0 + b1 · x0 + b2 · y0 (5)
By differentiating (5) and the parameter vector being
defined according to (6) the least squares solution of the
system is derived.
xT = (da0, da1, da2, db0, db1, db2) (6)
The method requires that the change from frame to frame
is small, considering the speed of the object and the framerate
of the acquired image sequence, for the solution to converge.
To improve performance and handle cases of fast motions we
operate the algorithm at lower resolution levels.
To derive the above-mentioned face rotations we employ
LSM by initializing the template patch, at the center of
the detected blob ellipse and updated the template in image
frame n + 1 based on the estimated affine parameters and
matched to the next image frame. The rotation between the
initial position of the template and the final matched position
is computed by accumulating the differential rotation angles
derived by matching each consecutive template and patch.
Under the assumption that the head approximates a spher-
ical body and using the mapping equations of the vertical
perspective projection we are able to compute the horizontal
rotation of the face as in [21].
III. RESULTS
The proposed methods form the core components of a
vision system utilized in a bartender robot [1]. In all reported
experiments, the resolution of the RGB camera was 640x480.
Although the performance of the system greatly depended
on the number of active hypotheses derived in the hand and
face tracking module as well as in the torso pose estimation
module in all cases, the algorithm was able to process the
cameras input stream at a rate exceeding 20 frames per
second on a standard computer.
Fig. 4 shows results of skin-colored tracking and classi-
fication of hands and faces during fielded evaluation of the
robot bartender. A number of sequences was captured with
a maximum number of four users in the robots environment
for up to 10 minutes each, enacting drink ordering variations.
Blobs classified as faces are marked with an “F”, left hands
are marked with an “L”, and right hands are marked with
an “R”. The proposed approach has been successful in
classifying up to twelve observed tracks and it also managed
to maintain its belief over the whole sequence. There were
a lot of cases in which hand and face hypotheses were
partly occluded or merged as in the example of Fig. 5,
where it can be seen that the face and hands hypotheses
are maintained even in cases of merging to one blob. Similar
results also were observed when object tracking (bottles) was
invoked (Fig. 5), and face, hands and object hypotheses were
successfully identified and tracked.
Torso pose estimation was also tested in the above bar-
tending scenario with Fig. 6 illustrating indicative results of
torso orientation. In all cases the results were more than
promising, as the system could successfully recognize which
user was seeking attention for all visited cases and without
overlooking the fact that our method managed to cope with
(a) (b)
Fig. 4: Bartending environment. (a) Multiple hypothesis
tracking of skin-colored blobs, the IDs of the different
hypotheses is being shown and (b) classification of hands
and faces using the incremental classifier of [18].
(a) (b)
(c) (d)
Fig. 5: Bartending environment, frames out of a sequence
with humans and objects. Classification of hands and faces
using the incremental classifier of [18].
the initialization problem, by recognizing the user and his
torso orientation really fast.
(a) (b)
Fig. 6: Bartending environment, torso orientation estimation.
For a comparative assessment of our method on body pose
estimation, constraint to torso orientation in the horizontal
direction, against ground truth data we conducted a series
of experiments in 3 sequences (summing to a total of 5000
frames of single users performing a variety of poses, in a
controlled office environment. Lacking a motion capturing
device, we used colored markers, on the user’s clothing
instead, in order to automatically detect the actual location
of the shoulders, thus derive ground truth information. Ad-
ditionally, we also tested the skeletonization module of the
OpenNI [22] against the ground truth, compared the results
with those of our method, and produced relative statistics of
both approaches.
(a) (b)
(c) (d)
Fig. 7: Comparison with OpenNI skeletonization module. In
each image, the orientation (in degrees) ground truth and the
estimation of each method is shown at the upper left part of
each image. The thick white arrow depicts the ground truth
orientation, the green one depicts the estimated orientation of
our methodology, and the red arrow depicts the orientation
estimated by the OpenNI.
Fig.7 shows a variety of resulting images from the ground
truth sequences. The user is roughly turned to the camera
and performs a series of poses, by raising either or both
hands (increasing the task difficulty) and rotating his body
in various orientations. The actual (ground truth) orientation
(in degrees) and the ones estimated by the two methods are
superimposed on the images at the upper left part of each
one. The thick white arrow depicts the actual orientation,
while the green and red one illustrate the estimation of our
methodology and OpenNI, respectively. It is interesting to
note that there are cases where OpenNI estimation is far
away from the truth Fig.7(a)and (d), whereas in others (as
the ones of Fig.7(c) ) OpenNI failed to derive an estimation.
On the contrary, our method managed to robustly detect and
track the shoulders in most of the cases and provide a very
accurate estimation for the body orientation.
The face pose estimation method has been also tested
in laboratory conditions as well in other environments with
challenging illumination conditions. Fig. 8 shows results of
face pose estimation in low light conditions, where off-plane
and in-plane face rotations are robustly tracked. Moreover,
a quantitative evaluation has been carried out using ground
truth information [21]. The user was standing in front of
the camera and turning his head in predefined directions,
defined in the range of 0 ◦ ± 180 ◦ with an angular step of
10 ◦. Results were derived from image sequences of a total
of 7000 image frames and could be seen that the algorithm
achieves high success rates for low angles (user looks in
directions close to the direction of the camera) which are
decreased for higher angles. The algorithm also maintains
significant success rates (more than 50%) for angles up to
120 ◦, where only a small part of the facial patch is visible.
To conclude it is also of interest to note that the vision
system was used during a user evaluation study of the
robot bartender, performed with a number of users enacted
variations on drink-ordering scenarios (31 participants in 3
scenario variations), explained thoroughly in [1]. For the
purposes of the above study, customers were considered to be
seeking attention from the robot bartender if (a) they were
close to the bar, and (b) their torso was oriented towards
the bartender. This simple rule was based on a study of
customer behaviour in natural bar settings [23], where nearly
all customers were found to exhibit those behaviours when
initiating a drink-ordering transaction. The vision system
was running over long sequences and was able to extract
the required information to initiate the interaction of users
with the robot, resulting to many successful drink-ordering
transactions.
Fig. 8: Head pose estimation in real-world environment with
challenging illumination conditions.
IV. CONCLUSIONS
The paper presented an integrated vision system targeted
for HRI scenarios. The system has been designed to work
in dynamic, multi-party social settings combining different
color, depth and motion cues, towards tracking and recogni-
tion of human actions engaged in a robotic environment. The
system has been tested in a bartending scenario with overall
success. Moreover, the torso estimation module was tested
against OpenNI using ground truth data, exhibiting superior
performance.
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Representation of Dynamic Situations in the Robot’s Mind for
Human-like Interaction with the Environment: Autonomous Navigation
Jose A. Villacorta-Atienza1 and Valeri A. Makarov1
Abstract— The Compact Internal Representation (CIR) the-
ory has been recently proposed as a cognitive basis for robots
and artificial agents which interact with dynamic complex
environments. This paper discusses the conceptual basis of the
CIR and the explanations provided by the theory for the way
in which humans interact with the world. The conclusions
have been tested in robot navigation experiments, proving
the feasibility of autonomous robots capable to navigate by
interacting with time-changing environments in a human-like
manner.
I. INTRODUCTION
The complexity of real world has pulled the nervous
system of living beings and especially the human brain
to evolve in order to cope with difficult situations where
their survival can be compromised. Some of such cognitive
abilities provided by nature, as learning, memory, or even
intelligence, are hot research topics in robotics and related
areas. These fields have as final objective to create real au-
tonomous robots capable of interacting with its environment
in a versatile and effective manner.
One of the main approaches to the modeling and imple-
mentation of cognitive skills in robots and artificial agents
is to take inspiration from nature [1]. The understanding of
the functional principles of the living beings’ brain could
enlighten new ways in which robots could get abstract
abilities to deal with reality. This perspective has permitted
significant progresses in locomotion in insect-like prototypes
as well as in humanoids robots locomotion [2]. The intense
development of the field of neural networks has been deeply
influenced by our knowledge of the nervous system and the
brain. It has been the main theoretical approach to implement
artificially learning processes [4], models of memory [3],
etc. Nonetheless, despite the importance of evolved abilities
in robots, providing them with the capacity for interacting
reliably with real environments remains a challenge.
One of the main types of robot-environment interaction is
navigation. The ability to move in the space for achieving
specific tasks is an essential topic in robot research and
has been tackled from diverse points of view: from the
pioneering works in potential fields [5] to artificial solutions
based on self-organizing and recurrent neural networks [6]
passing through different bioinspired approaches. This last
trending has been especially fruitful since diverse animals
have served as models of different complexity. For example,
simple methods mimicking the behaviour of insects for
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environment exploration, homing path-planning, etc. [7].
However the most evolved mammalian brain and its abilities
for navigating in more complex situations has supported
the concept of cognitive map [8], an abstract stationary
framework through which the agent can move virtually. The
cognitive maps permit the representation of the surrounding
reality in the agent’s mind, allowing their use for navigation.
Nonetheless this and a majority of similar approaches offer
solutions local both in space and time, which are suitable
for static scenarios but quite limited for dynamic situations.
When the situation changes with time many approaches valid
for static cases are suitable by locally adapting the static
solutions to the environment variations.
Biologically speaking, local strategies for moving in time-
changing environments are necessary for correcting the tra-
jectory on route or for dealing with unexpected changes.
However global abilities are a must for surviving since,
among other features, they permit to distinguish those solv-
able situations from those with no solution [9]. Global
approaches for interacting with the environment consider
the spatial relationships among the elements present in the
agent’s surrounding by projecting them beyond the imme-
diate interaction (e.g. navigation by potential fields in static
environments, where the procedure provides trajectories ex-
tended over the whole sensed region, not only over the local
area around the agent). Living beings have adopted predic-
tion as a cognitive skill supporting global strategies required
for survival in dynamic situations [10]. Prediction allows
to know the evolution of the environment from initial local
information but it introduces the time as an essential element
in the description of the situation. The presence of time
increases dramatically the complexity of such description,
rising the question of how dynamic situations can be globally
represented in evolved brains in a reliable way, and whether
this representation can support effective robot navigation.
Recently it has been proposed a cognitive theory called
the Compact Internal Representation (CIR) [11] that offers
answers to these questions. This paper discusses the appli-
cation of CIR theory as a global strategy for autonomous
robot navigation inspired by human cognition, showing how
dynamic environments can be represented in the robot’s mind
as static structures. These Compact Internal Representations
contain global knowledge of the events critical for the robot,
e.g. in navigation the CIR provides the essential information
about collisions with obstacles and reaching of targets. From
this knowledge the robot can make a decision, by obtaining
the navigation trajectory or even by concluding that no
movement is possible if no solution exists.
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Fig. 1. Inspiration of the Compact Internal Representation theory. A. We consider the daily situation of crossing a road avoiding a car in movement. B.
Mental process proposed by the CIR theory to deal with the situation. According to that, our brain represents the dynamic situation by a static structure,
the effective obstacle; it is the CIR. C. Generation of the CIR. The effective obstacle is made up of those locations where, following different trajectories
for crossing, we can be hit by the car (last frame). D. The avoidance of the static effective obstacle guarantees our safety during crossing.
II. THE COMPACT INTERNAL REPRESENTATION
OF DYNAMIC SITUATIONS
A. The CIR as a Theory of Human Interaction with the
Environment
The world around us is manly changing, pulling us to
face different complex (and many times risky) situations.
However, despite this complexity, we are able to deal with
such circumstances, adopting effective and versatile solu-
tions. Moreover, this processing allows us to learn and
memorize the situations to construct a coherent abstraction of
our reality. In spite of the importance of these abilities, their
neurological and functional basis are still poorly understood.
The Compact Internal Representation theory proposes a
mechanism by which our brain could process interactive
dynamic situations reliably, providing in addition a natural
basis for memory and learning. Figure 1 illustrates the
essence of the theory by showing the hypothesized mental
process that we carry out when we cross a road. The
perceived situation (Fig. 1A) consist of a moving car that
we must to avoid during crossing. To solve the situation
we create the CIR (Fig. 1B) a mental representation where
the dynamic information is compacted into a static structure,
the effective obstacle (red cloud), with those locations where
we can be hit. During this process (Fig. 1C) the predicted
car trajectory is matched with our possible trajectories for
crossing; the danger area where the car can collide with us is
the zone that we must avoid as a virtual or effective obstacle.
Such avoidance ensures the safe crossing of the road (Fig.
1D) because no more information apart from the effective
obstacle is required. Therefore, according to the CIR theory,
we understand the situation by extracting the critical events
from the spatiotemporal information and compacting them
into a static representation.
B. CIR-based Robots Navigating in Dynamic Environments
The Compact Internal Representation is suitable as cog-
nitive basis for autonomous robots interacting with their
environment. The CIR concept has been mathematically
modelled by a set of coupled neural networks, simulating the
robot’s mind: one for predicting the evolution of the objects
in the environment and a second one for generating the CIR
itself by means of a nonlinear reaction-diffusion system (see
[11] for mathematical details).
The CIR neural network architecture has been mainly
applied to virtual robot navigation [11], [12], [13], however
the experimental results here discussed show the feasibility
of the concept for real robots moving in changing envi-
ronments. The experiments have been performed with four
programmable robots Moway (Minirobots S.L.) (Fig. 2A).
Four of these robots were placed in an arena of 150 ×
150 cm, simulating the navigating agent, two obstacles and
the target (Fig. 2B). In order to distinguish them different
cardboard figures were placed over each robot: arrow for the
agent, rounded shapes for the obstacles, and strip for the
target.
Fig. 2. Test bed for experimental robot navigation. A. Programmable robot
Moway used for the experiment. B. Four robots simulate the navigating
agent, the two obstacles to be avoided, and the target to be reached by the
agent.
The process of robot navigation is detailed in Figure 3,
showing the three main stages: the perception, the mental
processing and the execution. Figure 3.A shows the visual
perception of the dynamic situation considered. A top-view
camera captures the robots’ positions and velocities (arrows)
during the first instants. This information is transmitted to
the agent’s mind (here implemented in a PC but see [13]),
specifically to the neural network responsible for the CIR
creation (60 × 60 neurons). Figure 3B depicts the initial
configuration of this network, with the (immobile) agent
represented in blue, the moving obstacles in black, and the
mobile target in red.
The next step is the mental processing of this time-
changing information. Figures 3C-3H show the sequence
of the CIR creation. From the agent’s initial position a
wavefront propagates at constant velocity simulating the pos-
sible agent’s movements in each time. Where the wavefront
interacts with a moving object (obstacle and target), whose
trajectory is predicted (such prediction can be modelled by
a recurrent neural network [11]), an effective static object
(effective obstacle or target) is created. When the process
finishes (and the wavefront has covered the whole perceived
space) all spatiotemporal information is compacted into a
static structure, the CIR (Fig. 3I).
Finally the execution is performed in two steps. First the
mental execution, where the robot obtains the strategy, i.e.
the navigation trajectory. This is illustrated in Fig. 3I showing
the CIR of the processed situation, i.e. the final state of the
neural network in Figs. 3B-H. The diffusion profile shaped
by the effective obstacles (black) and the effective target
(red) provides multiple trajectories to be followed by the
agent to reach the target safely; the shortest one, depicted in
blue, is chosen. Figure 3J represents superimposed frames
of robot navigation captured by the camera. When the
selected trajectory is transmitted to the agent, it navigates at
constant velocity until it reaches the mobile target avoiding
the moving obstacles (red line is the agent trajectory captured
by the camera).
Figure 4 shows CIR-based robot navigation in two differ-
ent dynamic environments than the case discussed in Fig. 3
1. In the first row the obstacles move but the target remains
immobile (Fig. 4A) and the corresponding CIR is shown with
the chosen trajectory as a blue line (Fig. 4B). The trajectory
provided by the CIR leads to the robot navigation depicted
in Fig. 4C.
The second row considers mobile obstacles and target (Fig.
4D). Its CIR (Fig. 4E) provides two trajectories solving the
navigation problem (Fig. 4F), which reveal a human-like
aspect of the Compact Internal Representation theory: the
decision making based on the agent’s motivation. On the
one hand the shortest trajectory (lower blue line) minimizes
the time to reach the target and saves energy, but the agent
is forced to pass in front of the biggest moving obstacle,
increasing the danger in case of collision in non ideal
conditions (unpredicted obstacle behaviour, sensory noise,
etc.). On the other hand the longest trajectory (upper blue
1Videos with robot experiments, numerical simulations, and more can be
found at http://www.mat.ucm.es/∼vmakarov/research.php
line) is not optimal in terms of time and energy but it is
safer since the agent can pass behind the biggest obstacle.
Therefore the CIR-based robot can ground its decisions on
its motivations and necessities in a human-like manner: ”I
must fulfil the task soon so I take the risk” or ”I’m not in a
hurry so I’ll be cautious”.
A B
Perception
t6t4
t3t2t1
t5
C D E
F G H
MentalProcessing
JI
Execution
agent
obstacle
obstacle target
50 cm 20 neur
Fig. 3. Robot navigation based on the CIR. Perception. A. The visual
information about objects’ positions and velocities (arrows) is obtained
by a top-view camera. B. Such information is transmitted to the neural
network where the CIR is generated (part of the robot’s mind). Mental
Processing. C-H. Sequence of the CIR creation in the neural network.
A propagating wavefront simulates the possible agent’s movements. The
wavefront interaction with the moving obstacles and targets creates static
effective obstacles and targets. Execution. I. CIR of the processed situation.
It is the final state of the neural network in B-H. The CIR provides many
different trajectories for solving the navigation. The shortest one is selected
(blue arrowed line). J. Superimposed frames of the robot navigation. The
agent robot navigates avoiding the moving obstacles and reaching the mobile
target
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Fig. 4. CIR-based robot navigation in two different dynamic situations.
First row. Two moving obstacles and an immobile target. A. Perception.
B. CIR with shortest trajectory. C. Navigation experiment. Second row.
Two moving obstacles and a mobile target. D. Perception. E. CIR with
two trajectories. F. Navigation experiments (merged) considering both
trajectories.
III. CONCLUSIONS
The Compact Internal Representation theory provides an
explanation of how our brain can deal reliably with dynamic
situations, understanding, memorizing, and learning them
[12]. The CIR theory proposes that our brain represents
time-changing situations by considering only those events in
which our interaction with the environment is critical (e.g.
possible collisions when we move in a crowd) and projecting
them properly into a static representation.
The potential of the CIR for representing complex interac-
tions with the environment is exploited by considering cogni-
tive robot navigation in dynamic situations. The experiments
here discussed confirm the feasibility of robot navigation
in the human-like way hypothesized by the CIR theory. As
theoretically predicted, the robot avoidance of the static ef-
fective obstacles provided by the CIR leads to the avoidance
of the corresponding moving obstacles (the same idea is
valid for reaching mobile targets). CIR theory provides a
global solution for navigation, offering significant advantages
over other global approaches. Besides of the above discussed
potential fields, other methods are the extended particle
swarm optimization [14], genetic algorithms [15], ant colony
optimization [16], etc. These and other approaches exhibit
shortcomings as poor performance in dynamic environments,
low versatility in searching alternative trajectories other than
optimal paths, severe restrictions in the shape of obstacles,
required immobility of the target, etc. (see [17] and refer-
ences therein). The CIR overcomes these limitations since
it deals effectively with dynamic situations with mobile
obstacles and targets, no matter the environment complexity,
the number and type of obstacles, and providing versatile
solutions. Thus CIR equips robots with bioinspired cognitive
basis for interacting with complex environments in effective
and reliable way. The robot implementation has been mainly
focused on navigation, however the CIR theory can be
extended to other types of interactions with the environment
as versatile locomotion and complex manipulation.
In summary, the application of the CIR theory to robots
provides them with the ability to interact with dynamic
environments by representing the perceived reality in a
human-like way: 1) The CIR only considers that information
relevant for effective agent-environment interaction. 2) The
CIR provides diverse strategies whose selection is driven
by the agent motivation. 3) A CIR-based robot can decide
the best strategy for interacting with its environment but
in addition it is able to conclude whether the situation is
unsolvable (see [11] for examples). This ability is a must in
animals and humans: if we face unsolvable situations we can
spend energy and take risks unnecessarily.
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Abstract—Interactions between the body and the environment
are the sole source for living organisms to create the behaviors
adapted to the environment. The way of using the environmental
inputs to adapt the behaviors to the environment is one of the
most interesting capabilities of biological control systems. Without
this capability, no one can survive in the natural environment.
To clarify the computational mechanism of this capability, we
have proposed the learning method called tacit learning based on
the principles of biological control systems, and experimentally
showed that tacit learning can find the effective behaviors through
body/environment interactions. The experimental results by tacit
learning give us the clues to understand the learning process
of biological control system. Especially, how to deal with the
redundancy of the musculoskeletal system is very interesting to
know the control principle of our behaviors. We discuss in this
paper the reflexive actions should be the reference to create the
effective behaviors through body/environment interactions.
Index Terms—Biological control, Tacit learning, Muscle syn-
ergy
I. INTRODUCTION
All living organisms can survive adapting their behaviors to
the various situations of the natural environment. The behav-
iors of human beings are not exceptions of the adaptations. It
is well-known that our behaviors are optimized in the various
point of views[1]–[3]. These optimizations must result in the
behavior adaptation to the environment through our daily life.
Fitts pointed out in [4] that the process of the motor learning
of human beings can be divided into the following three stages:
1) Cognitive stage
2) Associative stage
3) Autonomous stage
Cognitive stage is the process of understanding behavior pur-
poses by reading text books or by learning them from the
instructors. Associative stage is the process of try-and-error
to find the good way of controlling our bodies for achieving
behavior purposes acquired in the first stage.
The autonomous stage can be considered as the process of
getting the skill and the knack depending on the environment.
Different from the first two stages, we cannot intentionally
control the adaptation in this stage. The adaptation progresses
tacitly through the interactions between our bodies and the
environment without any supervising signals from the global
viewpoint. Furthermore, there is no explicit distinction between
the adaptation and the behavior controls in this stage. These
two processes progress in parallel.
These features of the autonomous stage appears not only
in the behavior adaptations of human beings, but also in the
adaptation process of all living organisms. For many living or-
ganisms, the autonomous stage is the only process for behavior
adaptation. Therefore, we can say that the autonomous stage is
the primitive adaptation mechanism for biological controllers
that had resulted from the evolution.
We have, so far, pointed out that the regulatory systems
of living organisms have the common features to use this
capability[5]–[10]. One of the most important features of
biological regulatory systems is that it forms the network of
homogeneous computational media. Homogeneity here means
that the computational media follow identical activity rules that
are innately decided. Computations in the regulatory system
progress by accumulating the local activities of the computa-
tional media subject to identical rules. The accumulation of the
local activities crates the behaviors adapted to the environment
from the global point of view. Supervising signals are not
required to adapt to the unpredictable environmental changes.
Let us take the computation system in the brain as an exam-
ple. Neurons play the role of the computational media in the
case of the brain computations. Neurons modify their synaptic
connections, quantities of neurotransmitters they release, the
conductance of ion channels and so on based on innate rules.
The accumulation of these local activities changes the input-
output relations of the brain and eventually creates behaviors
that are adapted to the environment from the global point of
view.
The autonomous stage of the motor learning must progress
as the results of the local activities of neurons. However, the
computational mechanism of how the adapted behaviors are
found by the activities of neurons is still unclear. In order to
clarify this computational mechanism, we have proposed the
biomimetic learning system called tacit learning. Our analyses
based on the features of biological regulatory systems, so
far, figured out that the environmental signals play the role
of the supervising signal to create the appropriate behaviors.
We theoretically and experimentally showed that this learning
process is useful to adapt the behaviors to the unknown
environmental changes.
In this paper, we briefly introduce the notion of tacit learn-
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Fig. 1. Conceptual image of task and its execution
ing in Section II. The experimental results how the behaviors
of the robot are adapted to the environment by tacit learning
are described in Section III. Based on the results, we discuss
the learning process of human beings in Section IV focusing
on the redundancy of the musculoskeletal system.
II. TASK EXECUTION BASED ON TACIT LEARNING
A. Features of tacit learning
The fundamental idea of tacit learning is derived from
the features of biological regulatory systems in which all
regulations result from the spatial and temporal integration of
simple and homogeneous computational media. Protein-protein
interactions in intracellular regulations and the networks of
neurons in the brain are prominent examples of such regulatory
systems.
Based on this characteristic of biological systems, tacit
learning is characterized by three main features. First, the
controller for tacit learning is a network of homogeneous
computational media. Learning progresses through accumulat-
ing the individual activities of computational media that are
operated by innate rules. Second, the sensor-motor connections
are organized in the network such that sensor inputs are
reduced by motor actions. These innate connections create
reflexive actions through body/environment interactions. The
combination of these reflexive actions generates primitive
motions acquiring the environmental information by the net-
work. Third, no supervising signal is used in the learning
process. The convergence of computational media activities
in the environment implies the completion of learning. The
environmental information acquired by the network through
body/environment interactions leads the primitive motions to
the behaviors adapted to the environment.
B. Definition of task for tacit learning
Tacit learning should be discussed with specified target be-
haviors because tacit learning is the way of creating behaviors
adapted to the environment achieving specified purposes. In
the learning of bipedal walking discussed in [10], the specified
target behavior was the locomotion part of walking that swung
the legs forward alternately. Balance and walking rhythm
emerged through tacit learning depending on the condition of
the walking surface and the weight of the robot.
We can rigorously define the way of specifying target
behaviors as task for tacit learning. Let x denote the vector
representing the state of a plant to be controlled such that the
behavior is described by a transition of x from an initial state
to a specified state. For example, the motions of an n DOF arm
are described by the transition of the state of the joint space,
x = [1 2    n]T . Here, i denotes the angle of Joint i.
The target behavior always becomes a transition of x from
an initial state to a specified state in the state space. These
specified states are called target states.
State space is usually very large especially in the learning
of devices with many degree of freedoms, while the target
states frequently involve only handful degree of freedoms. Let
us take a learning of the motion of picking up an object by
using a redundant arm as an example. One of the target states
in the motion should be the posture that the end-effector of the
arm reaches the object, which is not unique to redundant arms.
In such cases, the target state can be expressed as the set in
which every states x can reach to the object. The posture can
be chosen from the set depending on the environment such as
the position of obstacles. We call the set of the target states a
target set.
The task for tacit learning is defined as a series of target
sets. Figure 1 illustrates the conceptual image of the definition
of the task. A and i denote a set of all possible states
of x and the target sets, respectively. In the case of bipedal
walking, the target sets are defined by the motions of swing
legs. The motions of supporting legs and other joints are
chosen from the target sets. By choosing trajectories that
connect the target sets, the behaviors of the plant to be
controlled are created. Behaviors may be the adapted ones to
the environment when appropriate trajectories are chosen. We
use tacit learning to choose the trajectories for creating adapted
behaviors by acquiring environmental information through the
reflexive actions, as mentioned in the previous subsection.
Now, tacit learning is defined as the process of finding be-
haviors adapted to the environment for carrying out a specified
task. The following sections discuss the process of finding
behaviors by tacit learning with the experimental results.
III. BEHAVIOR ADAPTATION BY TACIT LEARNING
A. Emergence of bipedal walking by tacit learning
We theoretically discussed the way of creating bipedal
walking by tacit learning in [11]. We briefly introduce the
way of creating bipedal walking to show basic approach of
tacit learning.
We used the 36DOF humanoid robot illustrated in Fig. 2.
To create the bipedal walking by tacit learning, all joints are
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Fig. 3. Block diagram of the controllers for tacit learning: a is used for
the specified joints with the desired values, and b is used for the unspecified
joints.
divided into the two groups depending on the control methods.
The joints in one group called specified joints are control with
the target angles using PID controller described in Fig. 3 a. The
other group of the joints called unspecified joints is controlled
without the target angle. Instead of using the target angles,
the integrator located between the plant and PD controller as
described in Fig. 3 b is used to create the behavior of these
joints.
The dynamic of the robot including the controller is ex-
pressed as follows:
R() +
1
2
_R() _ + S(; _) _ + g() +A +B _
+Ck  f = 0; (1)
where  implies the angles of the joints. We assume that 
expresses the relative angles between neighboring links. A, B
and C are the matrices of the feedback gains. k expresses the
integration of the angles of the specified joints. f is the output
from the integrator in Fig. 3 b. The detailed explanations of
these variables and parameters are written in [11].
R() is the inertia matrix of the robot that is symmetric and
positive definite. g() is derived from the potential energy of
the manipulator U() as follows:
g() =
@
@
U(): (2)
The specified joint are used to create the motion of the
swing leg in the process of learning the bipedal walking. The
joints of the support leg are controlled as the unspecified joints.
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Fig. 5. Overview of experiment
This definition of the specified joints implies that the loco-
motion part of the bipedal walking is innately designed like
the walking reflex of of newborn babies[12]. We theoretically
proved in [11] that the standing balance emerged by the activity
of the integrator in Fig. 3 b.
B. Experimental Results
Overview of the experiment is described in Fig. 5. We
experimentally showed in [6] that the gait created by tacit
learning was adapted to the environment in terms of the
efficiency, walking rhythm and the robustness. Please find the
detailed experimental results in [6]. Here, we showed simply
the result on the walking rhythm adaptation depending on
the body weight. In the experiment, we did not set any time
dependent parameters. The periodic walking rhythm emerged
through body/environment interaction. Thus, when the body
parameters and/or the environment were changed, the rhythm
was automatically changed as described in Fig. 6 in which the
weight of the robot was changed abruptly after learning the
walking. Without any explicit information about the weight
change, the rhythm was tuned slower when the weight became
heavier and vice versa. These changes are reasonable to adapt
the behaviors to the weight changes.
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IV. BEHAVIOR LEARNING OF HUMAN BEINGS
The experimental results shows that tacit learning can
create the behaviors not only adapted to the environment, but
also shared the many features with the behaviors of living
organisms. These similarities come from the control principle
of tacit learning that tries to reduce the output by accumulating
the local computations. These processes tend to save energies
in carrying out a specified task in the environment. This would
also be important for biological systems to increase the chance
of survival in the natural environment.
We can say that tacit learning can create appropriate behav-
iors through the interactions with the environment from the
primitive behaviors that are composed of the reflex motions
and the instinctive behaviors. The reflex motions imply the
innate activity rules to reduce the environmental inputs by
controlling the appropriate joints using the simple controllers.
In the experiments of the previous section, the controller
described in Fig. 3 a represents the reflex controller. The
instinctive behaviors, on the other hand, imply the constraint
conditions of behavior control that should be achieved indepen-
dent of the environmental situations. The motions of the swing
leg described in Fig. 2 can be considered as the instinctive
behavior in our experiments.
In the case of the efficiency of humans behaviors, how to
deal with the redundancy of musculoskeletal system is one
of the most interesting problems[13]. Recently, the notion of
muscle synergy is introduced to simplify the control of the
redundant system[14]–[18]. Muscle synergy defined the con-
straint conditions of several muscles to reduce the redundancy.
Because of these constraint conditions, we can easily find
the effective behaviors adapted to the environment. See the
references for the detailed definitions of muscle synergy. Our
interest on the muscle synergy is how the constrain conditions
appropriate to the environment are created.
From the viewpoint of tacit learning, muscle synergy should
be created through the body/environment interactions. To
learning the constraint conditions without any supervising
signals, we are now considering that the reflexive actions play
the important role as the reference of creating the muscle
synergy for the voluntary actions. We are on the way to
discover the learning algorithm of muscle synergy based on
tacit learning.
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Most of current robot programming by demonstration 
systems do not take into account forces and torques arising 
when a robot performs tasks that involve contact with the 
environment or other active agents. In our work we 
investigate how to measure forces and torques during human 
demonstration of the task, how to incorporate such 
information into a formal description of the demonstrated 
behavior, and how to adapt the learned behavior on-line to 
account for changes in the expected force / torque response. 
In general it is very difficult to measure forces and torques 
arising at the human hand or arm while demonstrating a task. 
In our work we therefore measure forces and torques arising 
during the task demonstration using sensors mounted on the 
robot. For this purpose we developed demonstration systems 
for tele-operation and kinesthetic guiding, where the robot 
attempts to execute the desired task simultaneously with the 
human. This way the appropriate force response can be 
measured once the robot successfully executes the 
demonstrated task. Care is taken to filter out any influence 
that the human demonstration has on the force / torque picture 
acquired while the robot is performing the task. 
 
Figure 1: Kuka lightweight robot arm while executing the 
peg-in-hole operation. 
Figure 1 shows a successful execution of the peg-in-hole 
assembly operation based on matching the force / torque 
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profile acquired during human demonstration. We encode the 
demonstrated behaviors by dynamic movement primitives 
(DMPs). Unfortunately, a direct replay of the learned DMPs, 
especially after transformation in a new coordinate frame to 
account for changes in the global position of the hole, does 
not result in an optimal execution of the task because even 
small noise in the expected environment configuration can 
significantly alter forces and torques that arise during the 
execution of the task. We have therefore extended the 
standard DMP representation by adding terms that enable 
easy adaptation of the learned DMPs so that the robot can 
adapt its movement on-line, brining forces and torques closer 
to the ones measured during the original demonstration. The 
robot can iteratively improve its performance if the task is 
executed repeatedly in the same situation. 
We are also interested in cooperative task execution by 
independent agents. For this purpose we have extended the 
DMP representation to enable coupling between two 
independently trained movements. In the proposed system 
both movements remain unchanged as long as there are no 
unexpected forces. If the movement of one agent starts 
influencing the movement of another agent (see Figure 2), 
then one or both movements are modified to accommodate 
cooperative task execution. We provided a theoretical proof 
that the combined DMP system remains stable and that the 
developed adaptation algorithm converges to the desired 
solution. The proposed adaptation algorithm is an instance of 
iterative learning control (ILC) algorithms. 
 
Figure 2: Cooperative execution of a bar lifting movement 
by two robot arms. Left and right arm movements were 
trained independently of each other. 
Details of the developed algorithms and systems will be 
presented at the workshop. Their effectiveness will be 
demonstrated in several practical examples including 
assembly operations, cooperative lifting, adaptation to 
changes in the environment, etc. 
Programming by Demonstration for Learning and Modulation of 
Force-Controlled Behaviors* 
Aleš Ude, Bojan Nemec, Andrej Gams, and Fares Abu-Dakka 
Style-phase Adaptive Walking Pattern Generation
for Coordinated Robot-User-Environment Interactions
Takamitsu Matsubara, Akimasa Uchikata and Jun Morimoto
I. INTRODUCTION
Many attempts have been made to develop full-body
or lower-extremity exoskeleton robots and active orthoses
that can perform walking assistance to augment able-bodied
persons or the assisted rehabilitation of physically challenged
persons [1]–[4]. In this study, we focus on the problem
of full-body exoskeleton robot control for the walking as-
sistance of able-bodied persons or persons with weakened
muscles, such as elderly people, to be suitable in daily use
rather than for rehabilitation in an experimental room.
Our approach uses an oscillator model to generate co-
ordinated periodic trajectories with user intentions as ref-
erences to the robot controller because of its broad range
of applicability, practicability, and potential [3], [5]. One
strong advantage of this approach over popular EMG-based
methods [6], [7] is that it must only measure the assisted
motions or the torques generated by the user. Thus, it does
not suffer from several practical issues associated with the
complex sensing of EMGs.
When we adopt such an approach for full-body exoskele-
ton robot control for walking assistance, however, new chal-
lenges must be overcome:
a) Diversity of user motions
b) Interactions among the user, the robot, and the environ-
ment
For a), the previously proposed oscillator models in this
literature do not explicitly consider the diversity of user mo-
tions, widely referred to as style. For constructing a controller
for suitable walking assistance in daily use, adaptability to
such variations needs to be provided. For b), since the user
and the robot are physically coupled, they may easily fall
over together when the physical systems are not properly
coordinated.
To meet these challenges, we propose an adaptive walking
assistance strategy to control a full-body exoskeleton robot
using an oscillator model by considering the control problem
as the coordination problem of robot-user-environment inter-
actions. The rough sketch of our proposed method is depicted
This study was the result of the “Brain Machine Interface Development”
carried out under the SRBPS, MEXT. TM was partially supported by
the Grant-in-Aid for Scientific Research from the Japan Society for the
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Fig. 1. Rough sketch of our exoskeleton robot control for walking
assistance. We use an adaptive pattern generator as an oscillator model.
By considering the periodicity of user motions and contacts of the robot
feet with the ground (Center of Mass (CoP) trajectory), the oscillator model
is spatio-temporally coordinated with them to generate trajectories not only
suitable for walking assistance but also for stabilizing walking to avoid
falling over.
in Fig. 1. In our approach, an oscillator model is spatio-
temporally coordinated with the user motions and a Center
of Pressure (CoP) trajectory of the robot feet to generate
trajectories not only suitable for walking assistance but also
for stabilizing the walking behavior of the robot to avoid
falling over.
II. STYLE-PHASE ADAPTIVE WALKING PATTERN
GENERATION
The control scheme is comprised of the four components
overviewed below (See [8] for details ):
1) The adaptive pattern generator has a style parameter
and a phase variable to separately control the spatial and
temporal profiles of the generated patterns, which can be
learned from a number of observed walking patterns [9]. We
use this as an oscillator model. This component contains two
adaptation strategies of the style and phase variables [10]. As
the result of the adaptation, this component can generate joint
reference trajectories coordinated with the user motion and
the robot’s CoP trajectory.
2) The style-phase estimator estimates the style parame-
ter and the phase variable from the user’s walking patterns by
an on-line algorithm [9]. With this method, we can estimate
the variables on-line even if the user changes the style and
Time[s]40.0s20.0s
Style-phase adaptaon with the user and CoP
No adaptaon with the CoP  No adaptaon with the user’s style
(a)
(b) (c)
Fig. 2. Snapshots of walking behaviors of user and robot. (a) Typical example of successful walking behavior. While user walking style is changed, our
control scheme successfully adapts to the new style on-line by style adaptation strategy in the oscillator model. (b) User and robot fall over due to no
adaptation with the CoP, and (c) due to no adaptation with the user walking style.
the velocity of the walking patterns to be utilized in the
adaptation strategies in 1).
3) The future-phase predictor predicts the future state
of the phase variable based on the estimated phase variable
and its velocity of user motion in 2). The future-predicted
phase variable is utilized to temporally coordinate with the
oscillator with the predicted user motion in 1).
4) The phase estimator estimates the phase variable of the
CoP of the robot’s feet [11]. The estimated phase variable is
utilized to temporally coordinate the oscillator with the CoP
trajectory in 1).
With all the components, the oscillator generates spatio-
temporally coordinated trajectories that can manage both the
diversity of the user motions and the walking stability of the
robot. Note that the oscillator is coordinated with the future-
predicted phase variable of the user motion rather than the
current one, which substantially improves the performance
of the walking assistance [8].
III. EVALUATIONS
We developed a simulation setup for the validations of
our control scheme. We simulated the user and the full-
body exoskeleton robot by a 1:58m height, 60kg model by
a 22-DOF floating-base rigid body dynamics. Furthermore,
we introduced physical interactions among the user model,
the robot model and the environment by simulating three
kinds of forces applied to the user and the robot as joint
torques, ground reaction forces, and constraint forces caused
by physical coupling between the user and robot.
We evaluated our proposed method by applying it to the
simulation setup. The snapshots of the successful walking
behavior of the user model with a non-stationary walking
pattern as a reference are depicted in Fig. 2 (a). Figs. 2(b)
and (c) show the results without adaptation to the CoP phase
variable and to the user walking style, and for both cases,
successful walking behaviors could not be accomplished.
As the result, we have confirmed that the prediction of
the user’s phase variable becomes more important when the
user walking speed increases. At maximum (with user weak
servo, 50ms prediction time), our method reduced by around
40% the torques required by users to walk. Also, prediction
with the fine tuned prediction time improved around 10%
(from 70 to 60 %) the effect of the motion assistance.
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Describing assembly tasks in declarative way*
Extended Abstract
Jacek Malec1 Klas Nilsson1 Herman Bruyninckx2
AbstractTask specication in a robotized assembly context
is a complex process leading from the verbalized goal of the
assembly via the subsequent abstractions, each on lower level of
detail, down to the robotized cell program realizing the posed
goal. This process is error-prone on one hand and knowledge-
intensive on the other, giving occupation to a number of
specialists but precluding many small and medium enterprises
from robotizing their production.
This paper presents an approach to automatize parts of this
process, offering a set of knowledge-based tools and techniques
to simplify the task specication and guide the user on the way
to the nal robot program.
I. INTRODUCTION
There is a multitude of task description formalisms that are
adapted to their intended domain of application. In case of
discrete processes one usually employs some variant of state
transition systems to describe the consecutive steps of the
production, however, abstracting away the continuous aspects
of the process. In case of purely continuously-describable
phenomena some equational form, be it algebraic or differen-
tial equation systems, is usually a typical language. However,
this kind of description usually abstracts away the control
aspects, error handling, initialization and calibration, etc. One
common way of merging the two kinds of descriptions and
models are hybrid automata, allowing one to speak both
about the discrete-event aspects of a process, as well as
its continuous phenomena occurring between the discrete
transitions among modes of operation.
Irrespectively of the modeling language used and the
level of abstraction assumed, the way to the robot control
program is still very long. In order to properly specify an
assembly task (our domain of interest, although we expect
our approach to be naturally extensible to other domains
of robotized production as well) one needs to specify all
involved workpieces, the geometrical environment in which
the production takes place, the involved hardware and soft-
ware, their interconnections and dependencies, and many
other details relevant for a particular task. For each aspect
of this specication either a separate language and mod-
eling methodology needs to be used, with the unavoidable
problems on the language borders, or a closed tool, usually
*The research leading to these results has received partial funding from
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grant agreement No. 230902 (project ROSETTA) and No. 285380 (project
PRACE).
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provided by a concrete robot manufacturer and supporting
only specic brand of hardware, may help in overcoming
some of the barriers, but severely limiting portability and
extendability.
In this paper we present an attempt to lower some of the
barriers mentioned above. Our approach is based on declar-
ative, compositional representations that extend the model-
driven engineering (MDE) towards what we would like to
call knowledge-driven engineering (KDE) in the rest of this
text. We adopt the semantic web methodology to express
knowledge about manufacturing in a machine-understandable
manner. The main contribution of the reported work is a
methodology combining the complete workow, beginning
with task specication and ending in an executable robot
program, in a clear, declarative and compositional way.
The rest of this paper is divided as follows: rst we present
a number of related works focusing on task representation
formalisms. Then we describe our domain of interest, i.e. the
robotized assembly. The next section introduces the ontolo-
gies we developed for declarative knowledge representation
about manufacturing. The following section presents the
actual domain-specic languages used at various level of
modeling abstraction. Finally we present the results obtained
so far. We conclude with some suggestions for further work.
II. RELATED WORK
Task representation has been an important area for the
domain of robotics, in particular for autonomous robots
research. The very rst approaches were based on logic as
a universal language for representation. A good overview of
the early work can be found in [5]. The rst autonomous
robot, SHAKEY, exploited this approach to the extreme: its
planning system STRIPS, its plan execution and monitoring
system PLANEX and its learning component (Triangle ta-
bles) were all based on rst order logic and deduction [1].
This way of thought continued, leading to such efforts as
Naive physics by Patrick Hayes (see [5]) or Physics
for Robots [14]. This development stopped because of the
insufcient computing power available at that time, but has
recently received much attention in the wider context of
semantic web. The planning techniques have also advanced
much and may be used nowadays for cases of substantial
complexity [7], although generic automation problems are
usually still beyond this limit.
Later, mixed architectures begun to emerge, with a reason-
ing layer on the top, reactive layer in the bottom, and some
synchronisation mechanism, realized in various disguises, in
the middle. This approach to building autonomous robots is
prevalent nowadays [2], where researchers try to nd an ap-
propriate interface between abstract, declarative description
needed for any kind of reasoning and procedural one needed
for control. The problem remains open until today, only its
complexity (or the complexity of solutions) grows with time
and available computing power.
Task description in industrial robotics setting comes also
in form of hierarchical representation and control, but the
languages used are much more limited (and thus more
amenable to effective implementation). There exist a num-
ber of standardized approaches, based e.g. on IEC 61131
standards [11] devised for programmable logic controllers,
or proprietary solutions provided by robot manufacturers,
however, to a large extent the solutions are incompatible with
each other. EU projects like RoSta1 are attempts to change
this situation.
At the theory level all the approaches combining contin-
uous and discrete formalisms may be considered variants or
extensions of hybrid systems [8], possibly hierarchical. Hy-
brid control architectures allow to some extent separation of
concerns, where the continuous and real-time phenomena are
handled in their part of the system, while the discrete aspects
are treated by appropriate discrete tools. Our earlier work
attempted at declaratively specifying such hybrid systems,
but was limited to knowledge-based conguration [9].
Task descriptions come in different disguises, depending
on the context, application domain, level of abstraction con-
sidered, tools available, etc. Usually tasks are composed out
of skills, understood as capabilities of available devices [4],
but the way of nding appropriate composition varies heav-
ily, from manual sequencing in many workows, via AI-
inuenced task planning [7], hybrid automata development
tools [8], Statecharts [10] and Sequential Function Charts
(SFCs) [11], iTaSC specications [6], to development of
monolithic programs in concrete robot programming lan-
guages, like e.g. RAPID [13].
III. ASSEMBLY TASKS
Our domain of interest is assembly, i.e. such manipulation
of objects (workpieces) that creates compound objects from
simpler ones. An example of such task is presented in Fig. 1
in the form of an assembly graph specifying a number of
assembly operations (AOs).
Normally, a number of skills (unit task realisations) are
used to perform such complex assembly, beginning with raw
workpieces, proceeding via assembly operations (primitives
for the above representation) into a complete product. On
the topmost level we deal with discrete assembly operations.
However, each one requires a complex skill (consisting of
movement and possibly an associated perception action)
to complete its objective. This in turn requires usually a
complex program, normally expressed as set of states with
properly guarded transitions, where each state corresponds
to a continuous transformation of the scene (movement). For
our example, the AO:4 from Fig. 1 consists of a snapping
1www.robot-standards.org
Fig. 1. Assembly graph for stop-button enclosure assembly.
Fig. 2. Snapping the breaker into the box (AO:4).
insertion of the breaker into the plastic shell (see Fig. 2) that
is modeled as a sequential function chart (SFC), see Fig. 3)
which in turn is realized by a statechart running as part of
the robot controller.
IV. SEMANTIC KNOWLEDGE
In order to support task-level programming on all the
levels of detail presented above, we have introduced a set
of ontologies specifying our domain of discourse. First,
we use a skills-and-devices ontology developed in Rosetta
project [4], [3] (see Fig. 4), describing devices-skills rela-
tions. It is, in its turn, exploiting QUDT (quantities, units,
dimensions, types) ontology2 with quantities and units. On
top of it we have created a parameterization ontology,
2http://www.qudt.org
Fig. 3. Snap-t operation (AO:4) modeled as a Sequential Function Chart.
specic for the particular engineering tool used (ABB Robot
Studio3). Besides, we have built a generic graph ontology
and its specialization, transition systems ontology, specifying
(discrete) behaviors and a number of their representations:
(Sequential Function Charts of IEC61131 [11], Intermediate
Modelling Language IML 4, Statecharts [12]).
The ontologies allow us to semantically represent concepts
belonging to almost all involved representations, as illus-
trated in Fig. 5. The assembly graph, referring itself to the
workpieces represented in the scene graph as objects with
a given geometry, is transformed into a constraint graph (in
case of assembly it usually describes various foreseen contact
congurations) which in turn can be mapped into an Finite
State Machine (FSM) representation of the task. Each state of
the FSM is associated with an iTaSC representation, while a
set of states, corresponding to a complete skill (i.e. the snap-
t assembly operation) may be treated as a parameterized
program/template, with some yet unspecied error conditions
to be lled in later.
This way we are prepared to translate between the rep-
resentations involved if such a need arises. In particular, in
case of porting task descriptions from one hardware setup to
another, like when exchanging the robot used for the task,
semantic representation of the involved operations proves
necessary for ensuring generality of our solution.
V. SYSTEM ARCHITECTURE
The system we have created, shown in Fig. 6, consists of
the central knowledge base, named Knowledge Integration
3http://www.abb.com/product/seitp327/-
78fb236cae7e605dc1256f1e002a892c.aspx
4http://www.automationml.org
Fig. 4. A fragment of the devices-and-skills ontology.
Framework (KIF), and communicating with modern GUI-
based tools used for programming robot assembly tasks
(like e.g. ABB Robot Studion or KUKA WorkVisual), with
the available data sources useful for learning, like log data
or foreign ontologies available via WWW for robots, and
with the actual system controllers for downloading and
supervising the code execution.
The user creates a generic task description using the
engineering tool, beginning with the assembly graph, which
is stored in KIF in the RDF format, obeying the rules
imposed by our ontologies. Then the assembly graph gets
transformed into a constraint graph and ultimately into
activity graph, possibly interacting with the user in case when
some knowledge about the task decomposition into skills
is missing. Then the activity graph (an SFC in one of our
realizations, an rFSM in another) gets compiled into robot
program and uploaded to the robot controller.
While executing the task, the declarative representation is
used for monitoring and error recovery. E.g. it is possible
to modify parameters of skill-implementing procedures, or
to introduce additional guard steps for evaluating step pre-
conditions, before resuming task execution after necessary
recovery.
VI. RESULTS
The solution has been presented as a part of the ROSETTA
project demonstrator at AUTOMATICA 2012 fair. Since
then we have experimented with portability of the task,
successfully transferring task descriptions from one hardware
setup (based on the ABB robot Frida) to another (based on
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Fig. 5. Semantic characterization of the representations involved.
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Fig. 6. The semantic solution for task representation.
ABB robot iRB-120), after necessary reparameterization. It
should be noted that declarativeness of the task specication
lets an unexperienced user manipulate the robot skills with
relative ease.
Recently we have also experimented with transferring task
specications from ABB-hardware-based stations to KUKA-
robot-based ones. Of course, this requires the hardware and
vendor-specic knowledge to be available in the system, but
the task-level description remains the same. This illustrates
the power of declarative skill representation.
VII. CONCLUSIONS
Although we are very satised by the results we have
achieved so far, namely portable task specications based on
semantically rich declarative representations, a lot remains to
be done. One major task is to ll in the knowledge base with
actual assembly knowledge, spanning the whole spectrum
of possible applications. Although this task will never be
nished, the acceptance for our approach among end users
depends on availability of somewhat complete skill library,
useful in practice. One possible way towards this end will be
a world wide web of robot-knowledge, created by robots, for
robots and understandable by robots. This is why semantics
is important, otherwise this goal would never be realizable.
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Abstract—This paper outlines our research on affective move-
ment recognition and generation for expressive environments
such as kinetic sculptures. We propose an approach for affect
recognition from single hand and full body movements based on
functional modeling and dimensionality reduction. The reduced
dimensionality space can be used to recognize affect from move-
ment and to generate representative movements. The proposed
approach is verified through cross-validation and user studies.
Index Terms—human motion analysis, affect recognition, ex-
pressive environments
I. INTRODUCTION
Humans are adept at perceiving the affective states of
others through a variety of perceptive channels including facial
expression, voice prosody and body posture and movement
[1], [2]. Movement cues can be used to convey affect even
with non–anthropomorphic structures such as abstract geo-
metrical shapes [3], non-anthropomorphic robots [4], [5] and
other kinetic artefacts. The present work is motivated by the
development of a series of architectural responsive environ-
ments, called the Hylozoic series [6], [7]. These environments
use massively repeating shape-memory alloy actuated flexible
linkages and motion and presence sensors to create moving
architectural components that are perceived to be ‘sensitive’
and to convey affective states. The long term goal of our
research is to develop sufficient understanding of affective
movement generation and perception to enable these structures
to engage in affective communication with their occupants
through movement. Knowledge of key contributing movement
features in conveying affect would enable these interactive sys-
tems to display movements that convey recognizable affective
expressions and engage in meaningful interaction.
II. AFFECT RECOGNITION AND GENERATION FROM HAND
MOVEMENTS
To enable this type of interaction, we seek to develop an
understanding of the movement features and characteristics
that give rise to the perception of affect from movement.
We begin with a simple study analyzing the perception and
generation of affect for a single human hand [8], [9]. We
chose the hand as the kinematic structure as it is most similar
to the ’frond-like’ element of the Hylozoic Series. The goals
of the study are to determine if (1) humans can reliably
perceive the intended affective message from observing only
hand movement, (2) whether the affective movements can be
represented in a low-dimensional space, (3) whether the low
dimensional space can be used to generate movements, and
(4) whether the appearance of the demonstrating structure has
an effect on the perception of affect.
The study is conducted by recruiting a single actor to
demonstrate affective movements in three categories (sad,
angry, happy) using a single basic trajectory, the opening
and closing of the hand. The resulting movement trajectories
are time-normalized using landmark alignment. The time-
normalized trajectories are then modeled with basis function
expansion, using B–spline basis functions. The fitted basis
function parameters are then used as the features to perform
dimensionality reduction, using functional principal compo-
nent analysis (FPCA) [10]. This approach allows points in
the low dimensional space to be re-projected into the original
(high dimensional) space of motion trajectories, to enable
subsequent generation.
Following the trajectory modeling, a user study is conducted
to evaluate the capability of human observers to perceive the
intended affect from observation of the movement. Three types
of movements are displayed to the study participants: (1) an
animation of the original movements on an animated hand
structure, (2) an animation of the movements regenerated from
the low-dimensional space on an animated hand structure,
and (3) animation of the movements regenerated from the
low-dimensional space on an animated ’frond-like’ structure,
kinematically identical to the hand and similar in appearance
to a Hylozoic series element. The participants are asked to rate
the observed level of emotion using both the Ekman discrete
emotional categories (happiness, anger, sadness, fear, disgust
and surprise), and dimensional levels of valence and arousal.
The results from the analysis of the first movement type
indicate that participants are able to reliably perceive different
emotional categories, with the intended label being rated
significantly higher than the other labels for all movements. A
comparison between the ratings between movement types (1)
and (2) indicate no significant differences between the ratings
for the original movements and the regenerated movements,
indicating that the low dimensional space captures the affective
encoding of the movements. However, a comparison between
the participant responses for datasets (2) and (3) indicates
that there are significant differences between the movements
generated on a hand and movements generated on a ’frond-
like’ structure. In particular, sad movements generated on the
’frond-like’ structure were perceived as happy. In addition,
gender differences were observed in the perception of the
’frond-like’ movements [11]. These findings indicate that
there may be an interaction between the movement and the
appearance cues which can impact the perception of affect.
III. AFFECT RECOGNITION AND GENERATION FROM FULL
BODY MOVEMENTS
We next expand our analysis to consider affect recognition
from full body movements, and to develop a trajectory inde-
pendent recognition model [12]. We investigate several statis-
tical dimensionality reduction techniques for a discriminative
low dimensional embedding of the affective movement space.
Human movements are defined by a collection of sequential
observations (time-series features) representing body joint an-
gle or joint Cartesian trajectories. The sequential observations
are again modeled as temporal functions using B-spline basis
function expansion, and dimensionality reduction techniques
are adapted to enable application to the functional obser-
vations. The dimensionality reduction techniques considered
are: Fischer discriminant analysis (FDA), supervised Principal
Component Analysis (PCA), and Isomap. These functional
DR techniques along with functional PCA are applied on
a full body affective human movement dataset and their
performance is evaluated using leave-one-out cross validation
with a one-nearest neighbour classifier in the corresponding
low-dimensional subspaces.
A challenging dataset of full-body affective movements
was used to investigate the discriminative capabilities of the
functional dimensionality reduction techniques. The dataset
tested contains 183 acted full-body affective movements ob-
tained from thirteen non-expert demonstrators who expressed
movements conveying anger, happiness, fear, and sadness
[13]. No instruction was given to the demonstrators regarding
trajectories; a variety of trajectories were utilized by the
demonstrators to convey each affective category, resulting in
a dataset with different within-class movements.
The results show that functional supervised PCA out-
performs the other DR techniques examined in terms of
classification accuracy and time resource requirements. The
classification accuracy is comparable to the accuracy achieved
by human observers on this dataset. The presented discrimina-
tive approach is not limited to pairwise comparison, instead,
it systematically identifies a subspace where discriminative
analysis on all the movements can be performed at once.
Furthermore, newly observed movements can be classified
by embedding them in the resulting lower-dimensional space.
The by-product of the identified lower-dimensional spaces
are the features spanning these spaces, which are the critical
movement features in discriminating between different affec-
tive movements. Therefore, there is no need for hand-picking
and estimating movement features that might be important for
affective movement recognition.
The presented movement recognition approach is partic-
ularly useful since it uses a minimal set of systematically
obtained feature transformations (dimensions spanning the
lower-dimensional subspaces), rather than trying to recognize
the movements in their original high-dimensional time-series
format, which is most likely characterized by many redundant
and irrelevant features to the recognition task.
IV. CONCLUSIONS AND FUTURE WORK
The results of these preliminary studies indicate that humans
can reliably perceive affect from movement cues, and that
it may be possible to capture the key movement variations
conveying affect in a low dimensional space. Further research
is needed to better understand the relationship between the
movement and appearance cues during affect perception, as
well as to consider other important factors influencing percep-
tion, including context, culture, and individual differences.
The long term goal of this project is to develop a systematic
approach for identifying a subset of features that can be
used to distinguish between different movements (i.e., to
optimize movement recognition) as well as generate move-
ments that convey affect with both anthropomorphic and non-
anthropomorphic kinetic structures. In future work, larger
datasets with a larger number of affective movements and
classes will be considered. Using more variants of move-
ments conveying an affective expression will help identify a
more generalized set of features (feature transformations) and
movement qualities associated with that affective expression,
which consequently will help to develop a more robust and
accurate computational model for human affective movements.
Additional perceptual studies are also needed to validate and
test the proposed models, both with animation and physical
interactive displays.
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Robot approaches 
human 
Robot requests human to 
move  obstacle(chair)
After obstacle is moved, 
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(a) Appearance and ambient map of obstacle detection in autonomous cleaning phase.  (b) Appearance of request phase. 
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Virtual Reality in the Loop – Providing an Interface for an Intelligent
Rule Learning and Planning System
Ju¨rgen Rossmann, Christian Schlette and Nils Wantia1
Abstract—In this contribution, we introduce the use of a
Virtual Reality (VR) system model as a substitute for a real
world scene for the development and training of an intelligent
cognitive and interactive system. The VR system is capable
of providing high-level situational knowledge of the scene by
deriving complete state space descriptions suitable for planning
and learning.
Furthermore it provides an interface not only on a perception
level, but also on the execution side, thus enabling the decision
making modules to request actions for execution in the sim-
ulation. By checking the requested actions for feasibility and
rejecting impossible actions, we are able to support an iterative
learning process with interleaved learning and execution phases,
where actions in VR are conducted by either a human operator
or a planning module.
Several types of simulated perception noise can be added
to the output from VR with adjustable probabilities in order
to assess the performance and robustness of the cognitive
components. Similarly, in execution mode, it is possible to add
execution noise, resulting in actions which fail during execution,
which is analogue to failure of execution with a robot in the
real world.
The VR approach presented in this contribution has been
developed and applied as part of the EU-project IntellAct∗.
I. INTRODUCTION
A major task in the EU-project IntellAct is the develop-
ment of an intelligent cognitive and interactive system. The
cognitive components of this system are based on combined
approaches in machine learning and planning. For learning,
the components need to be able to automatically recognize
complex correlations and actions in a scene. During execu-
tion, the components need to be able to commit previously
learned actions in automatically planned sequences to meet
given objectives.
In a real environment, it is difficult to acquire a full state
space description of a scene as it is required for such an
approach. For this project, it will only be available in the
later stages of the project and it is likely to suffer a certain
degree of noise, since perfect perception in the real world is
usually infeasible.
Based on a VR system model, we overcome this problem
and provide the planning and learning components with
high-level situational knowledge of the scene. This allows
VR to act as a tool for the development of the cognitive
components, to serve as a source of training data dosed with
*This research was funded by the EU project IntellAct (FP7/2007-
2013/269959)
1J. Rossmann, C. Schlette and N. Wantia are with
the Institute for Man-Machine Interaction, RWTH Aachen
University, Ahornstrasse 55, 52074 Aachen, Germany
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well-defined amounts of noise and to support the overall
assessment of the IntellAct system with ground truth.
In contrast to previous work which use VR during de-
velopment as either a means for the field of Programming
by Demonstration [1] [2] or for providing ground truth [3]
[4], this contribution focuses on a high-level interface for
components that work on an abstract level, such as planning
and machine learning.
Fig. 1. 3D Stereo rear projection installation. The environment can be
controlled with a dataglove and an ultrasonic tracking system.
During development of cognitive methods for the real
world, the IntellAct project bridges the gap of a missing
interface between perception modules and the high-level
components by using VR as a temporary replacement. This
way concurrent development of all components is possible
for the greatest part of the project. Furthermore the use of
VR enables possibilities which are otherwise inaccessible,
including absolute knowledge about the real state, repro-
ducibility and the ability to apply controlled amounts of
noise.
In the next sections, we give a brief overview on the
IntellAct project and describe the VR setup at the Institute
for Man-Machine Interaction (MMI). We then elaborate on
the implementation of the VR modules that are used to in-
terface the cognitive components for learning and execution.
Interaction of the user and the cognitive components during
learning and execution is described and finally a section
about noise in both perception and execution is followed
by a brief conclusion.
Fig. 2. Architecture overview of the cognitive components in learning and
planning mode with VR in the loop.
II. INTELLACT PROJECT
The IntellAct project addresses a wide range of scien-
tific problems and aims to combine the solutions of these
problems in one cohesive system. In IntellAct, object ma-
nipulations in a scene are observed by cameras and other
sensors and the information is gathered and processed in
order to learn the underlying mechanics and rules. The goal
is to understand and reproduce manipulation actions on a
semantic level instead of simply copying motions.
This semantic approach enables the system to reproduce
actions with actors that substantially differ from the actors
in the initial scene. In addition, the semantic knowledge
allows for a monitoring mode in which the system assesses
the performance of another actor by monitoring actions
and comparing them to a learned set of rules. Accordingly,
IntellAct supports three basic modes of operation: Learning,
monitoring and execution.
A VR system is used in IntellAct to support the devel-
opment of the cognitive components (machine learning and
planning) almost from the beginning of the project, without
depending on prototypes of sensory and robotic modules.
A. Setup
The cognitive components are set up at the VR lab of
the MMI in Aachen, close to a 3D stereo installation where
manipulation and visualization of the scenarios takes place.
Figure 2 shows the five major components of the setup.
Object manipulation takes place in the VR (see Fig. 1). The
user manipulates objects in two different virtual scenarios
with a dataglove, thereby producing VR data streams for
Semantic Event Chain (SEC) generation and the Decision
Maker (DM). VR data is transmitted to SEC generation, that
establishes the central interpretation and generalization of
specific user actions in order to bridge the gap between signal
level and high-level descriptions of action sequences [5].
Semantic Event Chains are passed on to Action Recog-
nition. The task of Action Recognition is to compare incre-
mental SECs from user actions with given model SECs in
order to recognize action classes for learning and monitoring.
Action Recognition’s classification results are sent to a sim-
ple Monitoring screen and the Decision Maker, which uses
it, along with VR state space descriptions, for learning and
monitoring the scene by extracting rules, i.e. preconditions
and effects of action sets.
The output of the Decision Maker consists of status
messages that are sent to the Monitoring screen, a simple
module for displaying results of the subsystems to the user.
In addition, the Decision Maker produces execution requests
to be carried out by the VR system in order test actions
with previously learned rules. Most communication in this
loop is done via TCP connections. Thus, each module can
be hosted on a different computer, except for the Action
Recognition which is currently integrated into the SEC
generation module.
B. Scenarios
IntellAct features two main scenarios in order to develop
and assess the algorithms developed during the project. Both
of them are available in VR and include all three modes of
operation (see section II). For a more detailed description of
these scenarios, which are specifically designed to represent
a wide range of applications, see [6].
Fig. 3. LABEX scenario with labeled parts.
The LABEX scenario represents scientific experiments in
a laboratory. It consists of a setup similar to the biological
experiment laboratory (BIOLAB) in the COLUMBUS mod-
ule of the International Space Station (ISS). Onboard the
ISS, operators have to comply with well-defined sequences
of actions with no room for interpretation and divergence –
a setup which is ideal for the monitoring capabilities of the
IntellAct system.
After the system has been trained, it is capable of monitor-
ing operators during manual execution of tasks and compare
them to previously learned rules.
The LABEX scenario contains various items of exper-
imental setups, such as experiment containers (EC) and
trays that are used to store and transport them between
stations, such as the stowage rack (STO) and a temperature-
controlled unit (TCU) as can be seen in Figure 3. Action
sequences include opening of doors, movement of trays and
replacement of experiment containers. A special requirement
arises from the TCU, which must be closed as quickly
as possible after opening it in order not to compromise
temperature control.
Fig. 4. AUTAS scenario with labeled parts
The AUTAS scenario represents both laboratory automa-
tion setups and automated assembly at small and medium-
sized enterprises (SMEs). It is based on the well-known
”Cranfield benchmark” [7] that constitutes a standardized
assembly task in robotics.
The Benchmark includes movement, alignment and in-
sertion of different kinds of bolts (Peg-in-Hole) as well as
similar manipulations including more complex shapes and
aims towards the completion of a functional assembly. In
IntellAct, this scenario was chosen in order to showcase the
transferability of the methods and algorithms to industrial
domains.
III. VR SYSTEM
The VR hardware consists of a multi-screen stereoscopic
rear projection installation including six projectors. Various
interaction frameworks have been implemented, but in this
project we focus on the use of a wireless dataglove and an
ultrasonic tracking system for absolute positional tracking of
the wrist.
The underlying VR software features an active object-
oriented database that serves as a highly flexible foundation
for numerous applications [8]. As the basic structure, an
extended scene graph is used which overcomes the typical
problems of conventional scene graphs by extending the
representation with references to other nodes. Furthermore,
the database is capable of signaling changes made to its data
due to a meta system which covers properties of objects as
well as metafunctions.
The meta system enables the definition of an advanced
scripting language (SOML) which supports the access to
functions and properties of the core system and all com-
ponents [9]. SOML is capable of defining its own classes
with interfaces for properties and functions. In addition,
the language supports state-oriented programming techniques
based on Petri nets which we make use of in controlling
several aspects of the IntellAct setup.
IV. VR DATA GENERATION
The user is connected to the scene via a dataglove on the
right hand that keeps track of finger and wrist inclinations
and sends data to the VR system via a Bluetooth connection.
Additionally, an ultrasonic tracking device is connected to the
wrist for retrieving the absolute position of the user’s hand.
Due to detailed information about the right hand, distinct
gestures, such as grasping and releasing postures, can be
recognized and interpreted as correspoactions in the VR.
Using such gestures, the user can pick up and place or even
drop objects in the scene intuitively without any input other
than the natural use of the hand.
Objects in the IntellAct scenarios typically have a limited
set of discrete positions where they may be placed by the
user. Thus, a preview has been implemented that calculates
valid target locations for any grasped object (see Fig. 5).
The closest target location gets highlighted with a semi-
transparent unicolored overlay, thus providing the user with
information about valid target locations. As an exception,
objects that are dropped, simply fall to the ground.
When the user releases the object, an animator takes over
and puts the object into place to account for inaccuracies of
manual execution and ascertain smooth transitions. Dropping
of objects and falling into place is animated in SOML.
Fig. 5. Preview for object positioning in LABEX scenario. The user is
currently holding the experiment container, which can be dropped in one
of the holes of a tray or the general deposit. The closest possible target
location is highlighted with a semi-transparent preview.
VR data is gathered at different levels of abstraction. The
lowest level comprises Cartesian positions and orientations
of objects of interest in the database (e.g. the position
and orientation of a bolt in the AUTAS scenario). The
active database is capable of signaling changes in monitored
properties, which is utilized here to send relevant changes as
a continuous data stream to the SEC module.
The main purpose of image segmentation for SEC gener-
ation is to find touching relations between objects. This is an
integral part of Semantic Event Chains in order to recognize
significant changes in the scene and identifying key frames
[10]. In VR, touching relations can be perfectly identified
by tracking kinematic relations between objects, which are
established or released after every action by either the user
or automatic execution. Thus, it is possible to simulate an
ideal segmentation of the scene without noise or occlusion,
if desired.
At this point segmentation and position estimation com-
ponents can already be replaced by the VR module. By
using high-level data which usually has to be derived by
additional components with potential further sensory input
(e.g. gripper feedback, force and torque sensors etc.) we are
even taking this one step further in order facilitate and speed
up development of components that work on a high level of
abstraction.
The highest level of VR data is a state space description
in the form of predicates that can be used by a high-level
planner and learner. The description consists of instantiated
logic predicates or facts which together constitute a full
description of the scene in accordance to predefined action
classes that are defined in the state space description of the
scenario. For example, in the AUTAS scenario the terms
peg1placed(bolt1, fb_hb2).
ontable(bolt2).
...
imply that object B1 has been placed into HOLE2 of
BACK, whereas B2 is still on the table (for definition of
labels see Fig. 4). This kind of information is gathered by
automatic monitoring of changes in kinematic relations in
the scene. Other predicates such as the horizontal predicate
have to be derived from the orientation of objects, but the
basic principle of taking advantage of the active database
remains the same.
By keeping all the collected facts in a knowledge base
which is managed by a Prolog engine, it is possible to define
and make use of dynamic predicates, which are not derived
from the database directly, but have to be inferred from the
existing knowledge base instead.
For example, it can be concluded whether a hole for a
certain object class is ”free” which is only the case if there
is no other object in that hole and there is nothing else
blocking access. Since the knowledge base is always kept
up-to-date, the Decision Maker can request a complete state
space anytime without further calculations.
Whether the system is learning from scratch, where the
user has to demonstrate every single action, or learning
incrementally, i.e. whenever the planner does not find a
valid action for automatic execution the user takes over,
or executing completely autonomously does not make any
difference, neither to the planner nor to the VR system, since
in all cases the same mechanisms are used. Furthermore,
even when the system is working in monitoring mode, where
all actions are done by the user and assessed by the decision
making module, based on its previously learned rules, no
further mechanisms or special settings are needed for the
VR system. Only the planner has to display the minimum
number of actions to reach the goal, thus giving the user
feedback on the significance of the previous action.
V. EXECUTION IN VR
After the Decision Maker module has been initially
trained, it is possible to run the system in an interleaved
learning and execution mode. I.e. before each action, the
planner will try to solve the remaining problem on it’s own.
Whenever the planner does not yet have sufficient knowl-
edge to execute another step towards the goal of the scenario,
it will ask the user to demonstrate the next action. In case
the planner does come up with a valid action on it’s own, it
will send its signature to the VR system for execution. For
example, in AUTAS the action
placeseparator(sp)
tells the VR system to assemble object SEP (for definition
of labels see Fig. 4).
However, instructions from the planner have to be taken
with precaution. Depending on the training level, these
instructions can contain significant percentages of invalid
actions, because it is possible that the rules learned so far
are not capable of representing the required complexity of
the scene.
Thus, the VR system has to perform a validity check first
which is achieved through inference in the Prolog machine
that keeps track of the complete state space description.
Predicates that contain knowledge of preconditions of all
available actions were defined in order to be able to query
the validity of a requested action.
These preconditions represent the restrictions of the sce-
nario in the real world given by physical relations, the
capabilities of the actor etc. In Prolog these can be defined as
simple rules, implementing the boundaries of the state space
description.
During planning the VR system signifies that the planner
is busy, by displaying the scene in black and white. This
way the user knows that the planner is likely to request an
automatically executed action from the system, which will
either result in a flashing red light, signifying an invalid
action request, or automatic execution of the requested
action.
Provided that the planner has requested a valid action, the
hand in the VR scene which usually represents the hand of
the user, turns blue and control is taken away from the user
Fig. 6. Automatic execution of actions requested by the Decision Maker
Module. In this mode the hand turns blue to signify that the user is currently
not in control. Once the action is finished (or failed), control is given back
to the user.
(see Fig. 6). This is a representation of automatic execution
by a robot in the real world. A SOML script corresponding to
the requested action takes over, performs the task and takes
care of replacement of objects, kinematic relations as well
as animations, before control is given back to the user.
Since it is possible to queue up actions, a complete plan
can be read and executed in VR, as long as each action is
valid at the point of time when it is supposed to start. This
can be done by either reading a file containing a complete
plan for debugging, or a network socket connected to the
cognitive modules.
VI. NOISE GENERATION
The major advantage of using a VR system as a replace-
ment for a real world setup is that it can produce high quality
training data. But as the development and parameterization
advances, it becomes more and more important to prepare the
cognitive components for the imminent transition to the real
world, while still being in perfect control over the scenario.
An important aspect of this transition is the introduction
of controllable noise levels in various points of the data
chain. This enables an exact analysis of the robustness of
the application and the identification of situations in which
the components will fail.
Applying meaningful perception noise on a high level
of data abstraction is a complex task. In the real world
perception noise occurs due to errors in segmentation or
pose estimation, for example. The propagated error in high
level data depends heavily on the individual objects, involved
sensors, algorithms and the scenario. We implemented per-
ception noise by omitting single facts from the state space
transmissions, where the probability of failure is adjustable,
thus simulating the failure of perceiving all aspects of the
scenario. Further perception noise can be applied on the
Semantic Event Chain level, which will eventually lead to
unrecognizable actions.
Another approach for applying noise in the Virtual Reality
is to introduce execution noise, which results in failing
actions that would usually succeed in an uncluttered world.
This is analogue to an action request from a real world
robot, which fails during execution due to some unexpected
problems during grasping, inaccurately estimated poses etc.
As a result the subsequent state spaces differ from what the
planner expected and it has to cope with the possibilities that
this failure could either be a result of incorrect planning on
its own part or an error during execution, which might not
occur when the action is repeated.
For example, an action which is supposed to place a bolt
into a hole can fail during grasping. When this happens, the
(blue) hand tries to finish the action without the bolt and
control will be given back to the user. In the next step, the
planner requests an updated state space description which
will be the same as before (in this case).
Even under noisy conditions the scene remains under
complete control, since it is possible to apply separate
noise levels to perception and execution as well as setting
a seed for the random number generator which preserves
reproducibility.
VII. CONCLUSION
By using a VR system prior to a real world setup, the cog-
nitive components can be developed and assessed separately
in a completely observable and controllable environment.
Nevertheless, by the introduction of noise, they are optimized
for the real world setup and its unique characteristics.
Moreover, developing cognitive components with the help
of VR environments provides some clear advantages over
real world implementations. All the results of VR simulation
are completely reproducible, i.e. it is possible to compare
different versions or parameterization of the same software
under the exact same conditions.
If desired, high-level data acquired by the VR system is
flawless. In the real world, perception errors of cognitive
components will often falsify assumptions taken by the
planner/learner, which can result in unexpected behavior
during development.
Once the components under development are set up to
cope with noisy environments, the VR system can provide
complete control over noise levels and the kinds of noises,
while conserving its repetitiveness.
Ultimately, the advantages of an environment without
noise come into use once again during the learning phase,
when the software itself needs a preferably uncluttered
environment and the developers want to ascertain that their
system is learning from a well-defined scenario.
In the future, we are planning to take this approach one
step further by taking image processing components back
into the loop. The VR system will provide simulated stereo
images of the scene, including common camera inaccuracies
that are provided by a separate framework in our VR
simulation software [11] [12].
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