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Elements a and b of a C∗-algebra are called orthogonal (a ⊥ b) if a∗b = ab∗ = 0. We say
that vectors x and y in a Banach space X are semi-M-orthogonal (x ⊥SM y) if ‖x ± y‖
max{‖x‖,‖y‖}. We prove that every linear bijection T : A → X , where X is a Banach
space, A is either a von Neumann algebra or a compact C∗-algebra, and T (a) ⊥SM T (b)
whenever a ⊥ b, must be continuous. Consequently, every complete (semi-)M-norm on a
von Neumann algebra or on a compact C∗-algebra is automatically continuous.
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1. Introduction
Let (A,‖.‖0) be a C∗-algebra. Two elements a, b in A are said to be (algebraically) orthogonal (denoted by a ⊥ b) whenever
ab∗ = b∗a = 0. It is well known that orthogonal elements in A are (geometrically) M-orthogonal in the underlying Banach
space, that is, ‖a± b‖0 =max{‖a‖0,‖b‖0} whenever a ⊥ b. In other words, the C∗-norm behaves as the maximum norm on
every couple of orthogonal elements in A.
A norm ‖.‖1 on A is said to be an M-norm (resp., a semi-M-norm) if for every a,b in A with a ⊥ b we have ‖a + b‖1 =
max{‖a‖1,‖b‖1} (resp., ‖a + b‖1  max{‖a‖1,‖b‖1}). We have already commented that the original C∗-norm, ‖.‖0, is an
M-norm on A. However, not every M-norm on A is, in general, a C∗-norm; for example, 5‖.‖0 is an M-norm which doesn’t
satisfy the Gelfand–Naimark axiom.
The aim of this paper is to study the following problem:
Problem 1.1. Is every complete semi-M-norm on a C∗-algebra automatically continuous with respect to the original C∗-
norm?
✩ The ﬁrst author was supported by the COR grant of the UC system. The second and third authors were partially supported by D.G.I. project
No. MTM2008-02186, and Junta de Andalucía grants FQM0199 and FQM3737.
* Corresponding author.
E-mail addresses: toikhber@math.uci.edu (T. Oikhberg), aperalta@ugr.es (A.M. Peralta), mramirez@ual.es (M. Ramírez).0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.03.066
800 T. Oikhberg et al. / J. Math. Anal. Appl. 381 (2011) 799–811Our main results (see Theorem 4.4 and Corollary 5.9) provide an aﬃrmative answer to the above problem in the setting
of von Neumann algebras and in the setting of compact (also called dual) C∗-algebras. We establish that every complete
semi-M-norm on a von Neumann algebra or on a compact C∗-algebra is automatically continuous with respect to the
original C∗-norm.
From the perspective of linear operators, the study of (semi-)M-norms on a C∗-algebra A is equivalent to the study of
certain linear maps preserving some “disjointness” properties.
We recall that a linear map T between two C∗-algebras A and B is said to be orthogonality preserving if T (a) ⊥ T (b) in B ,
for every a ⊥ b in A. When the equivalence a ⊥ b ⇔ T (a) ⊥ T (b) holds for every a,b ∈ A, we say that T is biorthogonality
preserving.
Continuous orthogonality preserving linear operators between C∗-algebras in various classes were the main subject of
study in [3,17,26] and [8]. The last quoted paper culminated with the complete description of all bounded orthogonality
preserving linear operators between general C∗-algebras.
It has been known for a long time that, in many cases, algebraic homomorphisms between Banach algebras are continu-
ous (see [11] for a thorough treatment of this topic). Weakening this condition somewhat, several authors have considered
orthogonality preserving maps. In [17,13] it was shown that orthogonality preserving linear bijections between commutative
C∗-algebras are automatically continuous. The main results established in [9] prove that every biorthogonality preserving
linear surjection between two compact C∗-algebras or between two von Neumann algebras is automatically continuous.
Given an injective orthogonality preserving linear map T from a C∗-algebra (A,‖.‖0) to another C∗-algebra (B,‖.‖0), the
assignment
a → ‖a‖1 :=
∥∥T (a)∥∥0 (a ∈ A)
deﬁnes an M-norm on A. It is not hard to see that ‖.‖1 is complete if and only if T has closed range. Further, T is continuous
if and only if ‖.‖1 is ‖.‖0-continuous. Not every M-norm on a C∗-algebra arises in this form. We consider, for example, the
mapping T : C ⊕∞ C → X deﬁned by T (λ,μ) := λu + μv , where X = C ⊕∞ C ⊕∞ C, u = (1,1/2,0) and v = (0,1/2,1).
Since u and v are M-orthogonal, the mapping x → ‖T (x)‖ deﬁnes an M-norm on C ⊕∞ C. However, the mapping T is not
orthogonality preserving.
In a general normed space we can only consider M-orthogonal elements. From now on, two elements x, y in a
normed space (X,‖.‖) will be called M-orthogonal (denoted by x ⊥M y) (resp., semi-M-orthogonal or x ⊥SM y) if ‖x± y‖ =
max{‖x‖,‖y‖} (resp., ‖x ± y‖max{‖x‖,‖y‖}). In general, two M-orthogonal elements in a C∗-algebra need not be (alge-
braically) orthogonal.
This new geometric point of view inspired us to introduce the following concepts. A mapping T between two normed
spaces X and Y is said to be M-orthogonality preserving if T (x) ⊥M T (y) in Y , for every x⊥M y in X . If the condition x ⊥M y
in X implies only T (x) ⊥SM T (y), we say that T is M-orthogonality-to-semi-M-orthogonality preserving (MO-SMO preserving,
for short).
When a linear mapping T from a C∗-algebra A to a normed space X maps orthogonal elements in A to M-orthogonal
(resp., semi-M-orthogonal) elements in X we say that T is orthogonality-to-M-orthogonality preserving (resp., orthogonality-
to-semi-M-orthogonality preserving) which we denote, for short, O-MO preserving (resp., O-SMO preserving). Finally, a linear
mapping T from a C∗-algebra A to a normed space X is called (semi-)nice if it is injective, has complete range, and is O-MO
preserving (resp., O-SMO preserving).
Let ‖.‖1 be a norm on a C∗-algebra (A,‖.‖0) and let Id denote the identity mapping from (A,‖.‖0) to (A,‖.‖1). It is
easy to check that Id is O-(S)MO preserving if and only if ‖.‖1 is a (semi-)M-norm. Moreover, Id is a (semi-)nice operator
if and only if ‖.‖1 is a complete (semi-)M-norm. Conversely, for each (semi-)nice operator T from A to a Banach space X ,
the norm ‖a‖1 := ‖T (a)‖ (a ∈ A) is a complete (semi-)M-norm on A.
In Section 2, we study M-orthogonality preserving linear maps from a C∗-algebra to a Banach space. The main result of
this section (Proposition 2.3) establishes that every M-orthogonality preserving linear map from a C∗-algebra to a normed
space is automatically continuous.
Section 3 is devoted to solving Problem 1.1 in the setting of abelian von Neumann algebras. Among the technical re-
sults developed in this section, we show that every complete semi-M-norm on c0 is automatically continuous. Sections 4
and 5 contain the solution to Problem 1.1 in the setting of von Neumann algebras and in the setting of compact or dual
C∗-algebras, respectively.
2. M-orthogonality preserving operators on C∗-algebras
In this section we shall prove that every M-orthogonality preserving linear mapping from a C∗-algebra to a normed
space is automatically continuous.
Proposition 2.1. Let Ω be a compact Hausdorff space, and let X be a normed space. Every M-orthogonality preserving (respectively,
M-to-semi-M-orthogonality preserving) linear mapping T from C(Ω) to X is automatically continuous, with ‖T‖  2‖T (1)‖ (re-
spectively, ‖T‖  4‖T (1)‖). Moreover, the restriction of T to the space of real-valued functions has the norm not exceeding ‖T (1)‖
(respectively, 2‖T (1)‖).
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orthogonality preserving. Take a continuous function a in C(Ω) with 0  a  1 and ‖a‖0 = 1. Since 1 − a and a are
M-orthogonal, we have∥∥T (1)∥∥=max{∥∥T (a)∥∥,∥∥T (1− a)∥∥} ∥∥T (a)∥∥.
Given 0 a 1, a = 0, we have 0 a‖a‖0  1 and ‖ a‖a‖0 ‖0 = 1, therefore ‖T ( a‖a‖0 )‖ ‖T (1)‖. This proves that∥∥T (a)∥∥ ∥∥T (1)∥∥‖a‖0  ∥∥T (1)∥∥,
for every 0 a 1.
If a is a real-valued function, satisfying ‖a‖0  1, we can represent a = a1 − a2, where a1a2 = 0, and 0 a1,a2  1. As
a1 ⊥ a2, we have
‖Ta‖ =max{‖Ta1‖,‖Ta2‖} ∥∥T (1)∥∥.
For an arbitrary a in the unit ball of C(Ω), write a = b + ic, where b = Rea and c = Ima. By the triangle inequality,
‖T (a)‖ ‖T (b)‖ + ‖T (c)‖ 2‖T (1)‖.
The case of T being MO-SMO preserving is handled in a similar fashion. In this situation, from 0 a 1 we have∥∥T (1)∥∥max{∥∥T (a)∥∥,∥∥T (1− a)∥∥} ∥∥T (a)∥∥.
For a general real-valued a ∈ C(Ω) with ‖a‖0  1, we use the triangle inequality to conclude that∥∥T (a)∥∥= ∥∥T (a1 − a2)∥∥ ∥∥T (a1)∥∥+ ∥∥T (a2)∥∥ 2∥∥T (1)∥∥.
The rest of the proof proceeds identically. 
Corollary 2.2. Every M-orthogonality preserving (respectively, M-to-semi-M-orthogonality preserving) linear mapping T from a uni-
tal C∗-algebra to a normed space is continuous with ‖T‖ 2‖T (1)‖ (respectively, ‖T‖ 4‖T (1)‖).
Proof. Let T : A → X be an M-orthogonality preserving linear mapping from a unital C∗-algebra to a normed space (the
case of MO-SMO preserving maps is dealt with similarly). Show ﬁrst that, for any self-adjoint a in the unit ball of A, we
have ‖T (a)‖ ‖T (1)‖. Indeed, let B be the C∗-subalgebra B of A, generated by a and 1. Then B is C∗-isomorphic (and hence
isometrically isomorphic) to C(Ω) for a suitable compact Hausdorff space Ω (compare [25, Proposition I.4.6]). Furthermore,
a corresponds to a real-valued function on Ω .
The mapping T |B : B → X is an M-orthogonality preserving linear mapping. By Proposition 2.1, ‖T (a)‖ ‖T (1)‖.
Now suppose a is an arbitrary element in the unit ball of A. Then b = (a + a∗)/2 and c = (a − a∗)/(2i) are self-adjoint,
belong to the unit ball of A, and satisfy a = b + ic. By the triangle inequality, ‖T (a)‖ ‖T (b)‖ + ‖T (c)‖ 2‖T (1)‖. 
We do not have any estimates for the norms of MO-SMO preserving maps on non-unital C∗-algebras. However, such
maps are automatically continuous.
Proposition 2.3. Every MO-SMO preserving linear mapping from a C∗-algebra to a normed space is continuous. In particular, every
M-orthogonality preserving linear mapping from a C∗-algebra to a normed space is continuous.
Proof. The unital case has been established in Corollary 2.2. We focus on the non-unital case. Suppose ﬁrst that
A = C0(L) =
{
f ∈ C(L ∪ {0}): f (0) = 0},
where L is a subset of R, such that L ∪ {0} is compact. We say that a pair ( f , g) of elements in C0(L) satisﬁes (∗) if
(i) 0 g  ( f + 1)/2 1.
(ii) There exists t0 ∈ L s.t. f (t0) = g(t0) = 1.
Note that, in this case, ‖ f ‖ = ‖g‖ = 1, and ‖2g − f ‖ = 1. Indeed, the ﬁrst identity is trivial. To prove the second one,
note that − f  2g − f  1, and 2g(t0) − f (t0) = 1.
We claim that, for a pair ( f , g) satisfying (∗), we have ‖T ( f )‖ ‖T (g)‖. To this end, let h = f − g . Observe that g ⊥M h.
Indeed, 1 = ‖g‖  ‖h‖. Furthermore, ‖g + h‖ = ‖ f ‖ = 1, and ‖g − h‖ = ‖2g − f ‖ = 1. It follows from the hypothesis that
T (g) ⊥SM T (h), which implies∥∥T ( f )∥∥= ∥∥T (g) + T (h)∥∥ ∥∥T (g)∥∥.
Now, consider the functions an ∈ C0(L) (n ∈ N), deﬁned by
an(t) =
{0, |t| 1/(n+ 1),
n(n + 1)|t| − n, 1/(n+ 1) |t| 1/n,
1, |t| 1/n.
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clearly assume that L ∪ {0} = {0}.) Moreover, if f ∈ C0(L) satisﬁes 0 f and ‖ f ‖ = 1, then there exists N such that (an, f )
satisﬁes (∗) for any n > N (it suﬃces to pick N so that f (t) < 1/2 for |t|  1/(N + 1)). Thus, the boundedness of T will
follow if we establish that supn ‖T (an)‖ < ∞. Indeed, if B = supn ‖T (an)‖ < ∞, then ‖T ( f )‖ B for any positive f ∈ C0(L),
of norm not exceeding 1. Polarization then yields ‖T ( f )‖ 4B whenever ‖ f ‖ 1.
Suppose, for the sake of contradiction, that supn ‖T (an)‖ = ∞. Then there exists a sequence n0 < n1 < n2 < · · · , such
that ‖T (an0 )‖ > 1, and ‖T (an j )‖ > 5‖T (an j−1 )‖ for any j  1 (consequently, ‖T (an j )‖ > 5 j for such j). For k ∈ N, let bk =
an2k − an2k−1 , and b =
∑∞
k=1 2−kbk . Note that bk has norm 1, and is different from 0 only on {t ∈ L: 1n2k+1 < |t| < 1n2k−1 }.
Therefore, bk ⊥M (b − bk), which implies ‖T (b)‖  2−k‖T (bk)‖ for any k. However, ‖T (bk)‖  ‖T (an2k )‖ − ‖T (an2k−1 )‖ >
4‖T (an2k−1 )‖ > 4 · 52k−1, leading to a contradiction.
Now suppose T is an MO-SMO preserving operator on a non-unital C∗-algebra A. If a is a self-adjoint element of A,
then the C∗-subalgebra of A generated by a, C∗(a), can be identiﬁed with C0(σ (a)). By the above argument, T is bounded
on C∗(a). Using [10, Theorem 1.3] (and applying Uniform Boundedness principle as in the proof of [23, Corollary 2.6]), we
conclude that T is continuous. 
We shall ﬁnish this section by exploring the connections appearing with some other stronger versions of M-
orthogonality. Let x and y be two vectors in a normed space X . We shall say that x and y are completely (semi-)M-orthogonal
(denoted by x⊥CM y and x ⊥CSM y, respectively) if
‖αx+ β y‖ =max{|α|‖x‖, |β|‖y‖}
(resp., ‖αx+ β y‖max{|α|‖x‖, |β|‖y‖}), for every α,β in C.
Proposition 2.4. Let T be a linear map from a unital C∗-algebra to a normed space. Suppose that T (a) ⊥SM T (b) whenever a ⊥CM b.
Then T is continuous, with ‖T‖ 8‖T (1)‖.
Proof. By scaling, we may assume ‖T (1)‖ = 1. We start by showing that ‖T (a)‖ 1 whenever a is a non-invertible positive
contraction. Indeed, assume ‖a‖ = 1. Then K = σ(a) is a compact subset of [0,1], containing both 0 and 1. We can identify
the C∗-algebra generated by a and 1 with C(K ) in the canonical way (that is, a(t) = t , and 1(t) = 1, for any t ∈ K ). This
identiﬁcation allows us to show that a ⊥CM 1− a. Indeed, ‖a‖ = 1= ‖1− a‖. Furthermore, for any α,β ∈ C,∥∥αa+ β(1− a)∥∥= sup
t∈K
∣∣αt + β(1− t)∣∣.
Clearly, |αt+β(1−t)|max{|α|, |β|}. Furthermore, considering t ∈ {0,1}, we see that the right hand side of the centered
equation actually equals max{|α|, |β|}.
By hypothesis, T (a) ⊥SM T (1− a), and therefore, ‖T (a)‖ ‖T (1)‖ = 1.
Next show that ‖T (a)‖  2 whenever 0  a  1. If a = α1 for some α ∈ [0,1], the desired inequality clearly holds. If
a is not a multiple of 1, then K = σ(a) contains at least two points. Find distinct t0, t1 ∈ K and h ∈ C(K ) ⊂ A such that
h(t0) = 0, h(t1) = 1, and 0 h 1 everywhere. Then b = ah and c = a(1− h) are non-invertible positive contractions, hence
max{‖T (b)‖,‖T (c)‖} 1. As a = b + c, we conclude that ‖T (a)‖ 2. The usual polarization trick yields ‖T‖ 8. 
We do not know if, in the above proposition, the hypothesis of A being unital is superﬂuous.
Following [6,16,19] and [7], we shall say that a vector x in a normed space X , is orthogonal in the Birkhoff–James sense
(BJ-orthogonal, for short) to a vector y ∈ X (x⊥BJ y) if the inequality ‖x+λy‖ ‖x‖ holds for every scalar λ. It is easily seen
that, for inner-product spaces, this last deﬁnition is equivalent to the usual deﬁnition of orthogonality. In general normed
spaces, BJ-orthogonality is not symmetric. In fact, in spaces of dimension at least 3, ⊥BJ is a symmetric relation if and only
if the space has an inner product (compare [2, §18.6]). BJ-orthogonality and its properties were used by R.C. James [16] to
give some descriptions of Hilbert spaces (see also [2]).
It is not hard to check that the following statements are equivalent:
(a) x⊥CSM y;
(b) αx⊥CSM β y, for every α,β ∈ C;
(c) αx⊥SM β y, for every α,β ∈ C;
(d) x⊥BJ y and y ⊥BJ x.
A map T : X → Y between normed spaces X and Y is called BJ-orthogonality preserving if x ⊥BJ y in X implies T (x) ⊥BJ
T (y) in Y . In 2006, A. Blanco and A. Turnšek [7] proved that every BJ-orthogonality preserving linear map between normed
spaces is a scalar multiple of a linear isometry (generalizing an earlier result of A. Koldobsky [19]).
When T : A → X is a linear map from a C∗-algebra to a normed space, we can consider the following properties:
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(b) T (a) ⊥SM T (b) whenever a ⊥CSM b;
(b′) T (a) ⊥CSM T (b) whenever a ⊥CSM b;
(c) T (a) ⊥SM T (b) whenever a ⊥CM b;
(c′) T (a) ⊥CSM T (b) whenever a ⊥CM b.
Then the following implications hold: (a) ⇒ (b) ⇔ (b′) ⇒ (c) ⇔ (c′). Actually, T is orthogonality to semi-M-orthogonality
preserving if, and only if, T (a) ⊥CSM T (b) whenever a ⊥ b.
3. O-SMO preserving maps: the commutative case
First we handle the commutative setting. Throughout this section, Ω stands for a compact Hausdorff space. We recall
that Ω is said to be totally disconnected if for any two distinct x, y ∈ Ω there exist disjoint open sets Ux and U y such that
x ∈ Ux , y ∈ U y , and Ux ∪ U y = Ω . Note that, in this case, any t ∈ Ω has a basis of clopen neighborhoods (cf. [15, p. 12]).
It is easy to see that any compact Stonean space is totally disconnected.
Suppose Ω is compact and Hausdorff. By e.g. [4], C(Ω) is injective iff Ω is Stonean. Furthermore, C(Ω) is a dual Banach
space (that is, a von Neumann algebra) iff Ω is hyperstonean [25, Section III.1].
Proposition 3.1. Suppose Ω is a compact Hausdorff totally disconnected space, X is a Banach space, Z is a ﬁnite dimensional Banach
space, and T : C(Ω, Z) → X is a linear bijection satisfying∥∥T (a) + T (b)∥∥max{∥∥T (a)∥∥,∥∥T (b)∥∥},
whenever a and b have disjoint supports. Then T is bounded.
For the proof of Proposition 3.1 we shall require an auxiliary lemma.
Suppose x ∈ U ⊂ Ω , where U is open. Denote by C0(U , Z) the set of all f ∈ C(Ω, Z) which vanish outside of U . For
x ∈ U , let C0(x,U , Z) = { f ∈ C0(U , Z): f (x) = 0}. Furthermore, C00(x,U , Z) stands for the set of functions f ∈ C0(x,U , Z)
which vanish on a neighborhood of x.
Lemma 3.2. Suppose X and Z are Banach spaces, Ω is a compact Hausdorff totally disconnected space, and T : C(Ω, Z) → X is a
linear bijection satisfying∥∥T (a) + T (b)∥∥max{∥∥T (a)∥∥,∥∥T (b)∥∥},
whenever a and b have disjoint supports. Then every t ∈ Ω has an open neighborhood Ut , containing t, such that T is bounded on
C0(t,Ut , Z).
Postponing the proof of this lemma, we state a corollary for ﬁnite dimensional Z ’s.
Corollary 3.3. Under the hypotheses of Proposition 3.1, for every t in Ω there exists an open neighborhood Ut , containing t, such that
T |C0(Ut ,Z) : C0(Ut , Z) → X is bounded.
Proof. By Lemma 3.2, there exists an open neighborhood Ut such that ‖T (h)‖  C1‖h‖ for every h ∈ C0(t,Ut , Z). By
Urysohn’s Lemma, there exists g ∈ C0(Ut) such that 0 g  1, and g(t) = 1. For any f ∈ C0(Ut , Z), we have f = f (t)g + h,
where h = f − f (t)g ∈ C0(t,Ut , Z). As Z is ﬁnite dimensional, ‖T (zg)‖  C2‖z‖ for any z ∈ Z . Furthermore, ‖h‖  2‖ f ‖,
hence ‖T ( f )‖ (C2 + 2C1)‖ f ‖. 
Proof of Proposition 3.1. By Corollary 3.3, for each t in Ω there exists an open neighborhood Ut , containing t , such that
T |C0(Ut ,Z) : C0(Ut , Z) → X is bounded. As the sets (Ut)t∈Ω form an open cover of Ω , we can pick a ﬁnite family (tk)nk=1, such
that Ω =⋃nk=1 Uk (for simplicity, we write Uk for Utk ). By assumption there exist constants Ck such that ‖T ( f )‖ Ck‖ f ‖
for any f ∈ C(tk,Uk).
We shall ﬁnally show that, for any f ∈ C(Ω, Z), ‖T ( f )‖ C‖ f ‖, where C = C1 + · · · + Cn . To this end, ﬁnd a partition
of unity (that is, a sequence (φk)nk=1 of [0,1]-valued continuous functions on Ω , such that
∑
k φk = 1, and φk|Uck = 0). Then
clearly f φk ∈ C0(Uk, Z), and ‖ f φk‖ ‖ f ‖. Therefore,
∥∥T ( f )∥∥=
∥∥∥∥∥
n∑
k=1
T ( f φk)
∥∥∥∥∥
n∑
k=1
Ck‖ f ‖. 
To establish Lemma 3.2, start with
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C00(t,Ut , Z).
Proof. Suppose, on the contrary, that there exists t ∈ Ω , such that T |C00(t,Ut ,Z) is unbounded for every clopen Ut with
t ∈ Ut . We notice that t cannot be isolated. Therefore, we can ﬁnd a sequence of clopen neighborhoods of t , U1 ⊃ U2 ⊃ · · · ⊃
Un ⊃ · · · , such that for any n ∈ N there exists a continuous function fn , supported on Un\Un+1, such that ‖ fn‖ < 4−n , while
‖T ( fn)‖ > 4n . Consider f =∑∞n=1 fn ∈ C(Ω, Z). As fn and f − fn have disjoint supports, we have ‖T ( f )‖  ‖T ( fn)‖ > 4n
for every n, which is impossible. 
Proof of Lemma 3.2. Fix t ∈ Ω . By Lemma 3.4, t has a clopen neighborhood Ut , such that T is bounded on C00(t,Ut , Z). By
scaling, we can assume that ‖T |C00(t,Ut )‖ 1. We shall show that ‖T ( f )‖ ‖ f ‖ for any f ∈ C0(t,Ut , Z).
Denote by U the set of all clopen subsets of Ut , containing t . For each U ∈ U , deﬁne projections PU : f → χUc f and P⊥U =
f → χU f . The set U can be ordered by reverse inclusion: U ≺ V if V ⊂ U . Then the net (PU f ) is Cauchy. Indeed, ﬁx ε > 0,
and ﬁx U0 ∈ U such that ‖χU0 f ‖ < ε/2. Then, for V ⊂ U0, ‖PV f − PU0 f ‖ = ‖ f χU0\V ‖ < ε/2, hence ‖PV f − PW f ‖ < ε
whenever V ,W ⊂ U0. Furthermore, PV f − PW f ∈ C00(t,Ut , Z), hence ‖T (PV f ) − T (PW f )‖ < ε if V ,W ⊂ U0. Thus, the
net (T (PV f ))V∈U is also Cauchy. Since T is surjective, there exists g ∈ C(Ω, Z) such that T (g) = limU∈U T (PU f ). Moreover,
‖PU f ‖  ‖ f ‖ for any U , hence ‖T (g)‖  ‖ f ‖. We conclude by showing that g = f . First show that PU f = PU g for any
U ∈ U . Let us ﬁx U in U . For any V ⊂ U , we can write
PV f − g = χU (PV f − g) + χUc (PV f − g) = χU (PV f − g) + PU ( f − g).
As the terms in the sum are disjointly supported, we have∥∥T (PV f ) − T (g)∥∥ ∥∥T (PU ( f − g))∥∥.
However, lim{V∈U : U≺V } ‖T (PV f ) − T (g)‖ = 0, hence T (PU ( f − g)) = 0. As T is injective, we conclude that PU f = PU g
(in other words, χUc f = χUc g) for any U ∈ U . Since ⋂U∈U U = {t}, f |{t}c = g|{t}c . By continuity, f (c) = g(c). Therefore,‖T ( f )‖ ‖ f ‖. 
A celebrated result of I. Kaplansky established that every algebra norm on C(Ω) is bounded below (cf. [18, Theorem 6.2]).
That is, the topology of C(Ω) generated by the C∗-norm is minimal in the set of all topologies of C(Ω) generated by
algebra norms on A. Our next result shows that for a totally disconnected compact Hausdorff space Ω , the topology of
C(Ω) generated by the C∗-norm is maximal in the set of all topologies of C(Ω) generated by complete M-norms on C(Ω).
Let Ω be a compact Hausdorff space, m a natural number, X a Banach space and T : C(Ω,Mm(C)) → X a nice operator.
Since T has closed range, replacing X by the range of T , we may assume that T is a linear bijection. It is clear that any two
functions a and b in C(Ω,Mm(C)) are orthogonal whenever they have disjoint supports. Therefore T satisﬁes the hypothesis
of Proposition 3.1.
Corollary 3.5. Let Ω be a totally disconnected compact Hausdorff space. Then every complete semi-M-norm on C(Ω,Mm(C)) is
‖.‖0-continuous. In other words, the topology of C(Ω,Mm(C)) generated by the C∗-norm is maximal in the set of all topologies of
C(Ω,Mm(C)) generated by complete semi-M-norms on C(Ω,Mm(C)).
The statement of the above corollary remains true when C(Ω,Mm(C)) is replaced by any abelian von Neumann algebra.
We also state a couple of related results, which can be used later. For a sequence of Banach spaces (Zi), consider the
projections Pk on (
⊕
i Zi)c0 , deﬁned by Pk(z1, z2, . . .) = (0, . . . ,0, zk, zk+1, . . .). Furthermore, if the Zi ’s are subspaces of
some space Z , deﬁne (
⊕
i Zi)c as the set of all sequences (zi) which have a limit (in Z ). We shall say that two elements
(xi) and (yi) in (
⊕
i Zi)c0 or in (
⊕
i Zi)c have disjoint supports if ‖xi‖‖yi‖ = 0 for every i.
Proposition 3.6. Let (Zn)n∈N be a sequence of Banach spaces. Suppose Y denotes either (
⊕
n Zn)c0 or (
⊕
n Zn)c , and T is a bijective
linear map from Y to a Banach space X such that∥∥T (x) + T (y)∥∥max{∥∥T (x)∥∥,∥∥T (y)∥∥},
whenever x and y have disjoint supports. Then there exists k ∈ N such that T Pk is bounded. In particular, if for each natural n, the
mapping T |Zn is continuous ( for example when the spaces Zn are ﬁnite dimensional), then T is bounded.
Sketch of the proof. We proceed as in the proof of Proposition 3.1. Arguing as in the proof of Lemma 3.4, we prove that
there exists k such that T is bounded on Pk((
⊕
n Zn)00) = (
⊕∞
n=k Zn)00, where (
⊕∞
n=k Zn)00 refers to the set of eventually
0 sequences. By scaling, we can assume ‖T |Pk((⊕ Zn)00)‖ 1.
We shall show that ‖T Pk‖ 1, or equivalently, for every f ∈ Pk(Y ), ‖T ( f )‖ ‖ f ‖. Let us ﬁx f ∈ Pk(Y ) with ‖ f ‖ 1.
For simplicity of notation, let P⊥i = I − Pi . The sequence (T P⊥m( f ))mk is Cauchy, thus there exists limm T P⊥m( f ) = T (g), for
some g ∈ Y with ‖T g‖ 1. We shall prove that g = f . For m n k, write
P⊥m f − g = Pn
(
P⊥m f − g
)+ P⊥n ( f − g).
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limm(T P⊥m( f ) − T (g)) = 0, the injectivity of T implies that P⊥n f = P⊥n g for every n k.
To complete the proof, we recall that both f and g lie in Y = (⊕n Zn)c0 or (⊕n Zn)c . 
Corollary 3.7. Every semi-nice linear mapping from c0 to a Banach space is automatically continuous, equivalently, every complete
semi-M-norm on c0 is continuous.
For future reference, we need the following technical lemma. Henceforth, we write (
⊕
i∈I Zi)∞ for an 
∞ sum of
spaces Zi .
Lemma 3.8. Let (Zi)i∈I be a family of Banach spaces, and let X be a Banach space. Suppose T : (⊕i∈I Zi)∞ → X is a bijective linear
map such that∥∥T (x) + T (y)∥∥max{∥∥T (x)∥∥,∥∥T (y)∥∥},
whenever x and y have disjoint supports. Then, for each i, Xi = T (Zi) is closed. Moreover, ‖∑nk=1 xk‖ max1kn ‖xk‖ whenever
x1 ∈ Xi1 , . . . , xn ∈ Xin .
Proof. First show that Xi = T (Zi) is closed for any i ∈ I . To this end, let (wm) be a sequence in Zi (viewed as a subspace of
(
⊕
i∈I Zi)∞), such that limm ‖T (wm) − x‖, for some x ∈ X . Since T is bijective, there exists z = (z j) j∈I ∈ (
⊕
i∈I Zi)∞ , such
that T (z) = x. It suﬃces to show that z j = 0 for j = i. Deﬁne z′, z′′ ∈ (⊕i∈I Zi)∞ by setting z′j = 0 for j = i, z′i = zi , z′′j = z j
for j = i, and z′′i = 0. For any m, z′ − wm and z′′ have disjoint supports, and add up to z − wm . Then ‖T (z) − T (wm)‖ ‖T (z′′)‖ for every m. However, limm ‖T (z)− T (wm)‖ = 0, hence T (z′′) = 0. By the bijectivity of T , z′′ = 0, or in other words,
z j = 0 whenever j = i.
The proof of the second statement follows immediately from the properties of T . 
4. O-SMO preserving maps on general C∗-algebras
In this section we explore O-SMO preserving maps on several classes of (non-commutative) C∗-algebras, paying particular
attention to von Neumann algebras. A unital C∗-algebra A is called projection-rich if there exists a constant C such that, for
every non-negative a ∈ A, there exist projections p1, . . . , pn and scalars α1, . . . ,αn , so that a =∑i αi pi , and ∑i |αi| C‖a‖.
The following simple observation will be used throughout this section. Any projection (i.e. any self-adjoint idempotent) p
in a unital C∗-algebra A is algebraically orthogonal to p⊥ = 1− p. Therefore, if T : A → X is semi-nice, we have ‖T (p)‖
‖T (1)‖.
Lemma 4.1. Let T : A → X be a continuous semi-nice operator from a von Neumann algebra to a Banach space. Then ‖T‖ 4‖T (1)‖.
Proof. Consider ﬁrst a =∑mi=1 λi pi , where the projections pi ∈ A are mutually orthogonal, and λ1  · · ·  λm  0. Clearly,‖a‖ = λ1. Set λm+1 = 0. For 1 i m, we set ci = λi − λi+1, and qi = p1 + · · · + pi . Then a =∑mi=1 ciqi , hence
∥∥T (a)∥∥ n∑
i=1
ci‖Tpi‖
∥∥T (1)∥∥ n∑
i=1
(λi − λi+1)
∥∥T (1)∥∥‖a‖.
Since every positive element in A can be approximated in norm by ﬁnite (real) linear combinations of mutually orthog-
onal projections in A (compare [24, §1.1]), we have ‖T (a)‖ ‖T (1)‖‖a‖ whenever a 0. By polarization, ‖T‖ 4‖T‖. 
Lemma 4.2. If a unital C∗-algebra A is projection-rich, then every semi-nice linear mapping from A to a Banach space X is continuous.
In the context of semi-orthogonality preserving operators whose range is a C∗-algebra, a version of the preceding lemma
appeared in [9, Theorem 14].
Proposition 4.3. Let A be a unital projection-rich C∗-algebra, and letΩ be a compact Hausdorff totally disconnected space. Then every
semi-nice linear mapping from C(Ω, A) to a Banach space X is bounded. Equivalently, every complete semi-M-norm on C(Ω, A) is
continuous.
Proof. By Lemma 3.2, any t ∈ Ω has a clopen neighborhood Ut such that T is bounded on C0(t,Ut , A). Any f ∈ C0(Ut , A)
can be written as f = f (t)g + h, where g ∈ C0(Ut) comes from Urysohn’s Lemma, and h ∈ C0(t,Ut , A) satisﬁes ‖h‖ 2‖ f ‖
(cf. Corollary 3.3). Since the mapping
T |Ag : A → X, a → T (ag)
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We complete the proof as in Proposition 3.1. 
Many C∗-algebras turn out to be projection-rich. Examples include:
• UHF algebras (combine [20, Remark 5.3] with [21]).
• Properly inﬁnite von Neumann algebras (that is, von Neumann algebras without non-zero ﬁnite central projections) [22].
Von Neumann algebras of types I∞ , II∞ , and III fall into this category.
• Von Neumann algebras of type II1 (cf. [14, Theorem 2.2(a)]).
In general, a von Neumann algebra need not be projection-rich. Indeed, by [14, Theorem 2.2(a)], (
⊕
n∈N Mn)∞ is not
projection-rich. However, an analogue of Lemma 4.2 holds for von Neumann algebras.
Theorem 4.4. Every semi-nice linear mapping from a von Neumann algebra into a Banach space is automatically continuous. Equiv-
alently, every complete semi-M-norm on a von Neumann algebra A is continuous. In other words, the topology of A generated by the
C∗-norm is maximal in the set of all topologies of A generated by complete semi-M-norms on A.
First consider the special case of a ﬁnite type I von Neumann algebra.
Proposition 4.5. Every semi-nice linear mapping from a ﬁnite type I von Neumann algebra into a Banach space is automatically
continuous.
Proof. Let T : A → X be a semi-nice linear mapping from a ﬁnite type I von Neumann algebra to a Banach space. It follows
from the structure theory that A decomposes in the form
A =
(⊕
i∈I
C
(
Ωi,Mmi (C)
))
∞
,
were the Ωi ’s are hyperstonean compact Hausdorff spaces, and (mi) is a family of natural numbers (cf. [25, Theorem V.1.27]).
For each i in I , let 1i denote the unit element in C(Ωi,Mmi (C)), and let 1 = (1i)i∈I be the unit element in A. We observe
that ‖T (1i)‖ ‖T (1)‖, for every i ∈ I .
By Lemma 3.8, for each i ∈ I , the restriction
T |C(Ωi ,Mmi (C)) : C
(
Ωi,Mmi (C)
)→ X
is a semi-nice linear mapping. Proposition 4.3 aﬃrms that T |C(Ωi ,Mmi (C)) is continuous. Therefore, by Lemma 4.1,‖T |C(Ωi ,Mmi (C))‖  ‖T (1i)‖  4‖T (1)‖. The Open Mapping Theorem easily implies that T |C(Ωi ,Mmi (C)) is an isomorphism
from C(Ωi,Mmi (C)) onto its image. Since C(Ωi)1i is a closed subspace of C(Ωi,Mmi (C)), T (C(Ωi)1i) must be closed in X .
Let C = (⊕i∈I C(Ωi)1i)∞ . It is clear that C is an abelian von Neumann subalgebra of A (it is the center of A), 1 ∈ C and
T |C : C → X is injective and O-SMO preserving. We claim that T |C : C → X is a semi-nice linear mapping. Indeed, it suﬃces
to show that T (C) is closed. Suppose that T (cm) converges, in norm, to x ∈ X .
For each m, write cm = (cm,i)i∈I . Since T is semi-nice, we have x = T (a) for a unique a in A. It suﬃces to show that
a = (ai)i∈I belongs to C , that is, ai belongs to Ci for every i. Fix i in I . By assumptions
0
∥∥T (cm,i) − T (ai)∥∥ ∥∥T (cm) − T (a)∥∥,
and hence T (cm,i) → T (ai). Since T (C(Ωi)1i) is closed in X , we deduce that there exists a unique ci in C(Ωi)1i such that
T (ai) = T (ci). The injectivity of T shows that ai ∈ C , which proves our claim.
Corollary 3.5 assures that T |C : C → X is bounded. Then, by Lemma 4.1, ‖T |C‖ 4‖T (1)‖.
We shall ﬁnally prove that T is bounded on the closed unit ball of the self-adjoint part of A. To this end, let a be an
arbitrary self-adjoint element in A with ‖a‖  1. By [14, Theorem 2.1(b)], there exist projections p1, p2, p3, p4 ∈ A, and
c ∈ C , such that ‖c‖ 5 and a = c + p1 − p2 + p3 − p4. The continuity of T |C shows that∥∥T (a)∥∥ ∥∥T (c)∥∥+ ∥∥T (p1)∥∥+ ∥∥T (p2)∥∥+ ∥∥T (p3)∥∥+ ∥∥T (p4)∥∥
 4
∥∥T (1)∥∥‖c‖ + 4∥∥T (1)∥∥= 24∥∥T (1)∥∥.
This proves that T is bounded. 
Proof of Theorem 4.4. Every von Neumann algebra A is uniquely decomposed into a direct sum of three von Neumann
algebras, A1, A2 and A3, where A1 is a ﬁnite type I von Neumann algebra, A2 is a type II1 von Neumann algebra and
A3 is a properly inﬁnite von Neumann algebra (compare [25, Theorem V.1.19] or [12, §6.7, §8.1 and §8.4]). Combining
Lemmas 3.8, 4.2 and 4.1, we prove that, for any semi-nice operator from A to a Banach space X , T |A2⊕∞ A3 : A2 ⊕∞ A3 → X
T. Oikhberg et al. / J. Math. Anal. Appl. 381 (2011) 799–811 807is bounded (with norm smaller or equal to 4‖T (1)‖). Furthermore, T |A1 : A1 → X is a nice operator. By Proposition 4.5, T |A1
is continuous. 
In the special case of orthogonality preserving maps, Theorem 4.4 yields a generalization of [9, Theorem 19].
Corollary 4.6. Every orthogonality preserving linear bijection between von Neumann algebras is automatically continuous. In partic-
ular, any biorthogonality preserving linear surjection between von Neumann algebras is automatically continuous.
5. O-SMO preserving maps on compact C∗-algebras
In a recent paper, M. Burgos, J. Garcés and the second author of this paper proved that every biorthogonality preserving
linear surjection between compact C∗-algebras is automatically continuous (compare [9, Corollary 12]). In this section we
study the automatic continuity of every complete M-norm on a dual or compact C∗-algebra. Our main result establishes
that every complete semi-M-norm on a compact C∗-algebra is automatically continuous.
Recall that a Banach algebra is called compact (or dual) if, for any a ∈ A, the map b → aba is compact. By [1], compact
C∗-algebras are precisely the algebras of the form (
⊕
i∈I K (Hi))c0 , where each Hi is a complex Hilbert space, and K (H)
denotes the space of compact operators on H (for ﬁnite families, c0- and 
∞-sums will be identiﬁed).
We can announce now the main result of this section.
Proposition 5.1. Suppose that X is a Banach space, and A is either a compact C∗-algebra, or its unitization. Then any orthogonality-
to-semi-M-orthogonality preserving linear bijection from A to X is bounded.
Throughout this section, we assume that A0 = (⊕i∈I K (Hi))c0 is an inﬁnite dimensional compact C∗-algebra, and A is
either A0 itself, or its unitization. We regard A as acting on the Hilbert space H = (⊕i∈I Hi)2. The meanings of A0, A, I ,
Hi , and H are ﬁxed throughout this section. The symbols P(A) and F(A) stand for the sets of all projections and all ﬁnite
rank operators in A, respectively.
We start with some simple observations.
Lemma 5.2. Under the assumptions of this section, let p,q be two elements in P(A)∩ F(A). Then the orthogonal projection of H onto
span[p(H) ∪ q(H)] (denoted by p ∨ q) belongs to P(A) ∩ F(A).
Sketch of the proof. We have decompositions p = (pi)i∈I and q = (qi)i∈I , where, for every i ∈ I , pi,qi ∈ P(K (Hi)), and
only ﬁnitely many of these projections are non-zero. Then the orthogonal projection of Hi onto the subspace generated by
pi(H) ∪ qi(H) belongs to K (Hi), for every i. 
Lemma 5.3. Suppose B is a C∗-algebra, X is a normed space, T : B → X is an O-SMO preserving linear mapping, and p,q ∈ P(B)
satisfy p  q. Then ‖T (p)‖ ‖T (q)‖.
Proof. Let r = q − p. The projections r and p are orthogonal to each other, hence ‖T (q)‖ = ‖T (p + r)‖  max{‖T (p)‖,
‖T (r)‖} ‖T (p)‖. 
Lemma 5.4. Let T be an O-SMO preserving linear mapping from A to a Banach space. Then sup{‖T (p)‖: p ∈ P(A)} < ∞.
Proof. First suppose A is the unitization of A0. Then, for any p ∈ P(A), p and 1 − p are algebraically orthogonal, hence
‖T (1)‖ ‖T (p)‖.
In the case of A = A0, suppose, for the sake of contradiction, that sup{‖T (p)‖: p ∈ P(A)} = ∞. We ﬁrst construct an
increasing chain of projections p0 < p1 < p2 < · · · in A0 such that ‖T (p0)‖ > 1, and ‖T (pk)‖ > 5‖T (pk−1)‖ for any k ∈ N.
Indeed, suppose p0, . . . , pk−1 have already been selected. By assumption, there exists q ∈ P(A0) such that ‖T (q)‖ >
5‖T (pk−1)‖. By Lemma 5.2, pk = pk−1 ∨ q ∈ A0, and clearly pk > pk−1. By Lemma 5.3,∥∥T (pk)∥∥ ∥∥T (q)∥∥> 5∥∥T (pk−1)∥∥.
For a sequence (pk) as above, let qk := pk − pk−1 (k 1). Then∥∥T (qk)∥∥ ∥∥T (pk)∥∥− ∥∥T (pk−1)∥∥> 4∥∥T (pk−1)∥∥> 4k.
Consider x=∑∞k=1 2−kqk ∈ A0. Then, for every k,∥∥T (x)∥∥ 2−k∥∥T (qk)∥∥> 2k,
which is impossible. 
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Proof. By Lemma 5.4, C = supp∈P(A) ‖T (p)‖ is ﬁnite. By polarization, it suﬃces to prove that ‖T (x)‖ C whenever x ∈ F(A)
is positive and contractive. A standard spectral decomposition result allows us to write x =∑ni=1 ciqi , where 1  ‖x‖ =
c1  · · · cn  0, and qi ∈ A0 are mutually orthogonal rank-one projections. For convenience of notation, let cn+1 = 0. For
1  i  n, deﬁne λi = ci − ci+1, and pi = q1 + · · · + qi . Then x = ∑ni=1 λi pi , hence ‖T x‖ ∑ni=1 λi‖Tpi‖  C∑ni=1(ci −
ci+1) C . 
To proceed, we need to introduce some notation. Denote by P the family of all nets (pα)α∈A of ﬁnite rank projections
in A such that:
(1) pα1  pα2 whenever α1  α2 in A.
(2) For any ε > 0 and p ∈ P(A) ∩ F(A), there exists α ∈ A such that ‖pα p − p‖ < ε (intuitively, ran(p) = p(H) is “almost
contained” in ran(pα) = pα(H)).
It is clear that the family P is non-empty. If (aα)α and (bβ)β are nets, then we can view ((aα,bβ))(α,β) as a net, with
partial order (α,β) (α′, β ′) if, and only if, α  α′ and β  β ′ .
Lemma 5.6. Let (pα)α∈A and (qβ)β∈B be two nets inP. The following statements hold:
(1) For each x ∈ A, lim(α,β)∈A×B pαxqβ = x in the strong operator topology.
(2) For each x ∈ A0 , lim(α,β)∈A×B pαxqβ = limα∈A pαx = limβ∈B xqβ = x in the norm topology.
Proof. We shall only prove that, for each x in A0, lim(α,β)∈A×B ‖x− pαxqβ‖ = 0. Fix ε > 0 and a contractive x ∈ A0. We have
to show the existence of α0 ∈ A and β0 ∈ B, such that ‖x − pαxqβ‖ < 5ε whenever α  α0 and β  β0. First ﬁnd a ﬁnite
rank contraction y ∈ A0 such that ‖x − y‖ < ε. Denote by e and f the projections onto ran(y) and (ker(y))⊥ , respectively
(that is, the range and domain projections of y). Then y = eyf . Clearly, e and f belong to A0. Since (pα)α∈A and (qβ)β∈B
belong to P, we can ﬁnd α0 ∈ A and β0 ∈ B satisfying max{‖(1− pα0 )e‖,‖(1− qβ0) f ‖} < ε. For α  α0∥∥(1− pα)e∥∥= ∥∥(1− pα)(1− pα0)e∥∥ ∥∥(1− pα0)e∥∥< ε.
Similarly, ‖qβ f − f ‖ = ‖ f (1− qβ)‖ < ε for β  β0. Moreover, y = eyf , hence ‖(1− pα)y‖ < ε and ‖y(1− qβ)‖ < ε for such
α and β .
Now observe that
y = (pα + (1− pα))y(qβ + (1− qβ))= pα yqβ + (1− pα)yqβ + pα y(1− qβ) + (1− pα)y(1− qβ),
hence
‖y − pα yqβ‖
∥∥(1− pα)yqβ∥∥+ ∥∥pα y(1− qβ)∥∥+ ∥∥(1− pα)y(1− qβ)∥∥< 3ε.
Furthermore, for α  α0 and β  β0,
‖x− pαxqβ‖ ‖x− y‖ + ‖y − pα yqβ‖ + ‖pα(y − x)qβ‖ < 5ε. 
Lemma 5.7. Let (pα)α∈A and (qβ)β∈B be two nets inP, x an element in A0 , X a Banach space, and T : A → X an O-SMO preserving
linear mapping. Then (T (pαxqβ))(α,β)∈A×B is a Cauchy net.
Proof. We have to show that, for any ε > 0, there exist α0 ∈ A and β0 ∈ B such that ‖T (pαxqβ − pα0xqβ0)‖ < ε whenever
α  α0 and β  β0. By Lemma 5.5, there exists K > 0 such that ‖T y‖ K‖y‖ for every y ∈ F(A). By Lemma 5.6, there exist
α0 ∈ A and β0 ∈ B such that ‖x − pα0xqβ0‖ < ε/K , for every α  α0 and β  β0. Then, for α  α0 and β  β0, pαxqβ −
pα0xqβ0 is a ﬁnite rank operator, and ‖pαxqβ − pα0xqβ0‖ = ‖pα(x− pα0xqβ0)qβ‖ < ε/K . Thus, ‖T (pαxqβ − pα0xqβ0)‖ < ε. 
Lemma 5.8. Let (pα)α∈A , (pα′ )α′∈A′ , (qβ)β∈B and (qβ ′ )β ′∈B′ be nets in P, x an element in A0 , X a Banach space, and T : A → X
an O-SMO preserving linear operator. Then the nets (T (pαxqβ))(α,β)∈A×B and (T (pα′xqβ ′ ))(α′,β ′)∈A′×B′ are norm convergent and
lim
(α,β)∈A×B T (pαxqβ) = lim(α′,β ′)∈A′×B′ T (pα′xqβ ′).
Proof. We can assume, without loss of generality, that ‖x‖ 1. It suﬃces to prove the lemma for B = B′ . Indeed, in such a
case, we would conclude that
lim
(α,β)∈A×B T (pαxqβ) = lim(α′,β)∈A′×B T (pα′xqβ) = lim(α′,β ′)∈A′×B′ T (pα′xqβ ′),
completing the proof. Henceforth, we assume B = B′ .
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β  β0. Note that, for α  α0 and β  β0,
‖pαxqβ − pα0xqβ0‖ =
∥∥pα(x− pα0xqβ0)qβ∥∥< ε.
We claim that, if a projection r satisﬁes ‖rpα0 − pα0‖ < ε, then
‖rxqβ − pα0xqβ0‖ < 3ε
for any β  β0. Indeed,
rxqβ − pα0xqβ0 = r(1− pα0)xqβ + (rpα0 − pα0)xqβ + pα0x(qβ − qβ0)
with ‖r(1− pα0 )xqβ‖ ‖(1− pα0 )xqβ‖ < ε, ‖(rpα0 − pα0)xqβ‖  ‖rpα0 − pα0‖ < ε, and ‖pα0x(qβ − qβ0)‖ < ε.
Since (pα′ )α′∈A′ ∈P we can pick α′0 ∈ A′ satisfying ‖pα′0 pα0 − pα0 || < ε. Find K > 0 satisfying ‖T y‖ < K‖y‖ whenever
y ∈ F(A) (compare Lemma 5.5). Then
K−1
∥∥∥ lim
(α,β)∈A×B T (pαxqβ) − lim(α′,β)∈A′×B T (pα′xqβ)
∥∥∥
= K−1
∥∥∥ lim
(α,β)∈A×B
αα0,ββ0
T (pαxqβ) − lim
(α′,β)∈A′×B
α′α′0,ββ0
T (pα′xqβ)
∥∥∥
 sup
(α,β)∈A×B
αα0,ββ0
‖pαxqβ − pα0xqβ0‖ + sup
(α′,β)∈A′×B
α′α′0,ββ0
‖pα′xqβ − pα0xqβ0‖
< ε + 3ε = 4ε.
As ε > 0 is arbitrary, the limits in question will be equal. 
Proof of Proposition 5.1. Fix x ∈ A0. By Lemma 5.8, for each net (pα)α∈A in P, the net (T (pαxpα))α∈A is norm convergent.
Moreover, given two nets (pα)α∈A and (qβ)β∈B in P, the net (T (pαxqβ))(α,β)∈A×B converges in norm, and we have
lim
α∈A T (pαxpα) = limβ∈B T (qβxqβ) = lim(α,β)∈A×B T (pαxqβ).
Since T is surjective, there exists y ∈ A such that
lim
α∈A T (pαxpα) = lim(α,β)∈A×B T (pαxqβ) = T (y),
for every (pα)α∈A and (qβ)β∈B in P.
Moreover, by Lemma 5.5, K := supz∈F(A),‖z‖1 ‖T (z)‖ < ∞. Therefore ‖T (pαxpα)‖  K‖pαxpα‖  K‖x‖, for every net
(pα)α∈A in P. Thus, ‖T (y)‖  K‖x‖. It suﬃces to prove y = x. To this end, we shall construct a directed set F , and two
families of ﬁnite rank projections in A, (pα)α∈F and (qα)α∈F , so that
(i) pα  pβ and qα  qβ if α  β.
(ii) (1− pα)(x− y)qα = pα(x− y)(1− qα) = 0, for every α.
(iii) The nets (pα)α∈F and (qα)α∈F belong toP. (5.1)
In describing the construction of F , we shall say that S ⊂ H is consistent with A if, for any ξ ∈ S , there exists i ∈ I such
that ξ ∈ Hi . We shall construct a set J , a family of non-negative numbers (c j) j∈ J , and families of vectors (ξ j) j∈ J and (η j) j∈ J
in H , consistent with A, such that
(i) 〈ξ j, ξk〉 = 〈η j, ηk〉 = 0 for j = k.
(ii)
{‖ξ j‖,‖η j‖}⊂ {0,1} for any j ∈ J .
(iii) (x− y)ξ j = c jη j for any j ∈ J .
(iv) span[ξ j: j ∈ J ] = span[η j: j ∈ J ] = H . (5.2)
Once this is done, we let F be the set of ﬁnite subsets of J , ordered by inclusion. For α ∈ F , we deﬁne pα and qα as
the projections onto span[η j: j ∈ α] and span[ξ j: j ∈ α], respectively. Clearly, (5.1) is satisﬁed.
Write x− y = z + λ1, with z ∈ A0. Then (see e.g. [5, Theorem 1]), a = |x− y| − |λ|1 is compact. Let (λ j) j∈ J0 and (ξ j) j∈ J0
be the non-zero eigenvalues of a, and the corresponding normalized eigenvectors.
By the block-diagonality of |x− y|, (ξ j) j∈ J0 is consistent with A. Furthermore, ker(a) =
⊕
i∈I (ker(a) ∩ Hi), hence ker(a)
has an orthonormal basis (ξ j) j∈ J1 , consistent with A (the index set J1 is chosen to be disjoint from J0). For j ∈ J ′ =
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= 0}, let c j = ‖(x− y)ξ j‖, and η j = c−1j (x− y)ξ j . If we write x− y = u|x− y| = u(a + |λ|1), where u
is a partial isometry, with u∗u|x− y| = |x− y|, then〈
(x− y)ξ j, (x− y)ξk
〉= 〈|x− y|ξ j, |x− y|ξk〉= 0,
whenever j = k in J0 ∪ J1. Therefore the vectors (η j) j∈ J ′ form an orthonormal system, consistent with A (due to x − y
being block-diagonal). For j ∈ ( J0 ∪ J1)\ J ′ , set c j = 0, and η j = 0.
Note that span[η j: j ∈ J0 ∪ J1] = ran(x− y). Since x − y lies in A, ran(x − y)⊥ =⊕i(Hi ∩ ran(x − y)⊥), hence we can
ﬁnd an orthonormal basis (η j) j∈ J2 in ran(x− y)⊥ , consistent with A (we regard J2 as disjoint from J0 ∪ J1). For j ∈ J2 set
ξ j = 0, and c j = 0. Now let J = J0 ∪ J1 ∪ J2. One can check that the families (c j) j∈ J , (ξ j) j∈ J , and (η j) j∈ J satisfy (5.2).
Now suppose (pα)α∈F and (qα)α∈F satisfy (5.1). By Lemma 5.6(1), it suﬃces to show that pα(x − y)qα = 0 for every
α ∈ F . To this end, consider β  α. Then
pβxqβ − y = pα(pβxqβ − y)qα + (1− pα)(pβxqβ − y)qα
+ pα(pβxqβ − y)(1− qα) + (1− pα)(pβxqβ − y)(1− qα).
However,
(1− pα)(pβxqβ − y)qα =
(
(1− pα) − (1− pβ)
)
xqα − (1− pα)yqα
= (1− pα)(x− y)qα − (1− pβ)xqα = −(1− pβ)xqα,
and similarly,
pα(pβxqβ − y)(1− qα) = −pαx(1− qβ).
Thus,
(pβxqβ − y) + (1− pβ)xqα + pαx(1− qβ) = pα(x− y)qα + (1− pα)(pβxqβ − y)(1− qα).
The two summands in the right hand side are orthogonal, thus∥∥T (pα(x− y)qα)∥∥ ∥∥T (pβxqβ − y)∥∥+ ∥∥T ((1− pβ)xqα)∥∥+ ∥∥T (pαx(1− qβ))∥∥. (5.3)
We know that limβ ‖T (pβxqβ − y)‖ = 0. Furthermore, (1 − pβ)xqα belongs to F(A), and, by Lemma 5.6(2), limβ ‖(1 −
pβ)xqα‖ = 0. It follows from the continuity of T |F(A) that limβ ‖T ((1− pβ)xqα)‖ = 0. Similarly, limβ ‖T (pαx(1− qβ))‖ = 0.
Taking limβ in the right hand side of (5.3), we conclude that ‖T (pα(x− y)qα)‖ = 0. By the injectivity of T , pα(x− y)qα = 0
for any α. 
Corollary 5.9. Every complete semi-M-norm on a compact C∗-algebra is automatically continuous. In particular, any (bi-)orthogo-
nality preserving linear bijection between compact C∗-algebras is automatically continuous.
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