Abstract. We prove that the law of large numbers for the max-scheme in Banach lattices is equivalent to the condition that E X < ∞. Some generalizations of this proposition are considered.
Introduction. Main results
Let B be a Banach space equipped with a norm · and let X i , i ≥ 1, be a sequence of independent copies of a random element X with values in B, S n = n i=1 X i . It is known for the case of a separable Banach space B that a random element X satisfies the Kolmogorov law of large numbers (1) lim n→∞ S n n = 0 a.s.
("a.s." is the abbreviation for "almost surely") if and only if ( 2) E X < ∞ and E X = 0 (see, for example, [1] - [3] ).
In what follows B denotes a separable Banach lattice equipped with a module | · |. Then the random element
is well defined in B and one can study the following relation: (3) lim n→∞ Z n n = 0 a.s.
We introduce a counterpart of the law of large numbers (1) for Z n by saying that a random element X satisfies the law of large numbers for the max-scheme if relation (3) holds.
The order convergence in the law of large numbers for a sequence of independent random elements assuming values in Banach lattices is essentially different from the convergence in the norm [4] . However, we show below that the law of large numbers (3) for the max-scheme is equivalent to the law of large numbers (1) .
The following are the main results of this paper. 
for all n and for all elements ( (5) holds for all p ≥ 1, but the law of large numbers (6) is not satisfied. Remark 2. It is shown in the paper [5] that X n n 1/p almost surely converges to 0 in the sense of the order convergence for a separable qconcave Banach lattice, 1 ≤ q < ∞, if at least one of the following conditions is satisfied:
and S φ (X) exists; (iii) p > q and S p (X) exists, where S q (X) is the mean deviation of order q; for function spaces on a measurable space (T, Λ, μ), the mean deviation of order q is defined by
The definition of the mean deviations S q (X) and S φ (X) for abstract Banach lattices can be found in [5] . The above remark implies that conditions (i)-(iii) are sufficient for the law of large numbers (6) in a q-concave Banach lattice.
Proofs
Proof of Theorem 1. (i) Step 1. Assume that the values of the random element X belong to a countable set of elements ( x 1 , x 2 , . . . , x n , . . .). Then we represent X as follows:
By condition (2),
, be independent copies of X. Fix a positive integer k and represent X n as follows:
It is clear that
as n → ∞. We estimate the second term on the right hand side of inequality (8) in the following way:
According to the law of large numbers in
By condition (7), for a given ε > 0 there exists a number k 0 such that
for all k > k 0 . It remains to pass to the limit in (8) as n → ∞ and then as k → ∞. This together with the bounds (9)-(11) completes the proof of (3).
Step 2. Consider a general case. In the separable Banach space B, there exists an everywhere dense in B sequence (x 1 , x 2 , . . . , x n , . . .) . Fix an arbitrary number ε > 0 and denote by U i (ε) = {x ∈ B : x − x i < ε} the ball of radius ε centered at the point x i . Further let
where A is the complement of the set A. Then
Moreover, if i = j, then
Let T ε be an operator acting in B and such that
It is clear that the sequence of random elements (T ε (X n )) satisfies the conditions used in Step 1. Thus
Further we use the following elementary inequality:
for all x ∈ B by the construction of the operator T ε . Since the number ε > 0 is arbitrary, the latter bounds together with relation (12) prove the law of large numbers (3) .
Note that the reasoning presented above is close to the classical proof of the law of large numbers for Banach spaces.
(ii). Let E X = ∞. Assume that
Then only a finite number of random events A n = { X n ≥ Cn} occur almost surely if C > C 1 . Thus the Borel-Cantelli lemma implies that
On the other hand, if F (x) denotes the distribution function of the random variable X n , then
This contradicts inequality (13).
Proof of Theorem 2. Let condition (6) hold. Then
where η n = X n p . Following the reasoning of item (ii) in Theorem 1 we obtain from the latter relation that
The proof of the implication (5) ⇒ (6) is the same as the proof of item (i) of Theorem 1. The only difference is that now we use the following bound:
which immediately follows from the p-concavity of the Banach lattice B.
Example
A counterexample for the ordinal law of large numbers in Banach lattices is constructed in the paper [4] . It turns out that the same random element X can be used to show that the law of large numbers (6) does not hold. At the same time, condition (5) holds for all p ≥ 1 for this random element X.
We consider a random element X assuming values in the space 1 . Put L(t) = ln t for t > 2 and L(t) = 1 for t ≤ 2,
It is clear that k≥1 p k = 1. Let (ξ k ) be a sequence of independent random variables such that
It is clear that only a finite number of components of the random element X = (ξ k ) are nonzero almost surely. Therefore X ∈ 1 and
It is proved in [4] that the random element X satisfies condition (5) for all p ≥ 1. Further we show that equality (6) does not hold for this random element. Let
where (ξ nk ) are independent copies of the sequence (ξ k ). Put
where κ nk = sup 1≤m≤n |ξ mk | and
The series on the right hand side of equality (15) converges almost surely. Thus one can evaluate the first two moments of the random variable Y n :
It is clear that m n → ∞. Now we prove the following asymptotic lower bound for m n :
First we check that the latter relations contradict the law of large numbers (6) . Indeed, substituting λ = 1 2 and ζ = Y n in the known inequality (see Inequality II in Chapter I, §6 of [6] )
E ζ 2 and choosing 0 < C 1 < C (the constant C is defined by the asymptotic lower bound (17)) we obtain
for sufficiently large n. This together with (16) implies the inequality
which contradicts the law of large numbers (6) . It remains to prove the lower bound (17). We need the following known elementary inequality (see Chapter II, §15 of [7] ):
for all x > 0, y > 0, and r ≥ 1. Let x = 1, y = 1 − p k , and r = n. Then
As n → ∞, we have
, and (19)
Combining together bounds (18)-(20) we get the asymptotic lower bound (17).
