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Abstract
We use a labelled deduction system based on the concept of computational paths (sequences of rewrites)
as equalities between two terms of the same type. We also define a term rewriting system that is used
to make computations between these computational paths, establishing equalities between equalities. We
use a labelled deduction system based on the concept of computational paths (sequences of rewrites) as
our tool, to perform in algebraic topology an approach of computational paths. This makes it possible to
build the fundamental groupoid of a type X connected by paths. Then, we will establish the morphism
between these groupoid structures, getting the concept of isomorphisms between types and to constitute
the category of computational paths, which will be called Cpaths. Finally, we will conclude that the weak
category Cpaths determines a weak groupid.
Keywords: Category Theory, Labelled Natural Deduction, Term Rewriting System, Computational Paths, Algebraic
Topology.
1. Introduction
The identity type is arguably one of themost interesting entities of Martin-Löf type theory (MLTT).
From any type A, it is possible to construct the identity type IdA(x, y) whose inhabitants (if any)
are proofs of equality between x and y. This type establishes the relation of identity between two
terms of A, i.e., if there is a construction x =p y : A, then p is a witness or proof that x is indeed
equal to y. The proposal of the Univalence Axiom made the identity type perhaps one of the
most studied aspects of type theory in the last decade or so. It proposes that x = y is equivalent
to saying that x≃ y, that is, the identity is an equivalence of equivalences. Another important
aspect is the fact that it is possible to interpret the paths between two points of the same space.
This interpretation gives rise to the interesting view of equality as a collection of homotopical
paths. And such connection of type theory and homotopy theory makes type theory a suitable
foundation for both computation and mathematics. Nevertheless, in the original formulation of
intensional identity type in MLTT, this interpretation is only a semantical one Voevodsky and
Escardo (2017) and it was not proposed with a syntactical counterpart for the concept of path in
type theory. For that reason, the addition of paths to the syntax of homotopy type theory has been
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recently proposed by de Queiroz et al. (2016), Ramos et al. (2017), in these works, the authors use
an entity known as ‘computational path’, proposed by de Queiroz and Gabbay (1994), and show
that it can be used to formalize the identity type in a more explicit manner.
On the other hand, one of the main interesting points of the interpretation of logical connectives
via deductive systems which use a labelling system is the clear separation between a functional
calculus on the labels/terms (the names that record the steps of the proof) and a logical calculus
on the formulas Martin-Löf. (1980),de Queiroz and Gabbay (1994). Moreover, this interpreta-
tion has important applications. The works of de Queiroz et al. (2016),de Queiroz and Gabbay
(1994),de Queiroz and de Oliveira (2014),de Queiroz et al. (2011) claim that the harmony that
comes with this separation makes labelled natural deduction a suitable framework to study and
develop a theory of equality for natural deduction. Take, for example, the following cases taken
from the λ-calculus de Queiroz and de Oliveira (2014):
(λx.(λy.yx)(λw.zw))v ⊲η (λx.(λy.yx)z)v ⊲β (λy.yv)z ⊲β zv
(λx.(λy.yx)(λw.zw))v ⊲β (λx(λw.zw)x)v ⊲η (λx.zx)v ⊲β zv
In the theory of the βη-equality of λ-calculus, we can indeed say that (λx.(λy.yx)(λw.zw))v is
equal to zv. Moreover, as we can see above, we have at least two ways of obtaining these equalities.
We can go further, and call s the first sequence of rewrites that establish that (λx.(λy.yx)(λw.zw))v
is indeed equal to zv. The second one, for example, we can call r. Thus, we can say that this
equality is established by s and r. As we will see in this paper, we s and r are examples of an
entity known as computational path.
Since we now have labels (computational paths) that establishes the equality between two
terms, interesting questions might arise: is s different of r or are they normal forms of this equality
proof? If s is equal to r, how can we prove this? We can answer questions like this when we work
in a labelled natural deduction framework. The idea is that we are not limited by the calculus
on the formulas, but we can also define and work with rules that apply to the labels/terms. That
way, we can use these rules to formally establish the equality between these labels, i.e., establish
equalities between equalities. In this work, we will use a system proposed by de Oliveira (1995)
and known as LNDEQ-TRS .
By introducing a framework in which a formalisation of the logical notion of equality, via the
so-called “identity type", MLTT allows for a surprising connection between term rewriting and
geometric concepts such as path and homotopy. As a matter of fact, MLTT allows for making
useful bridges between theory of computation, algebraic topology, logic, categories, and higher
algebra, and a single concept seems to serve as a bridging bond: path. The impact in mathemat-
ics has been felt more strongly since the start of Vladimir Voevodsky’s program on the univalent
foundations of mathematics around 2005, and one specific aspect which we would like to men-
tion here is the calculation of fundamental groups of surfaces. Most algebraic topology textbooks,
when bringing in the definition of “homotopy group", draw the attention to the fact that the cal-
culation of homotopy groups is in general much more difficult than some of the other homotopy
invariants learned in algebraic topology. Now, by using our own alternative formulation of the
“identity type" which provides an explicit formal account of “path", operationally understood as
an invertible sequence of rewrites (such as Church’s “conversion" between λ-terms), and inter-
preted as a homotopy, we have been engaged in a series of papers to show examples of calculating
fundamental groups of surfaces such as the circle, the torus, the 2-holed torus, the Klein bottle, the
real projective plane, and a few more. We would like to suggest that these examples bear witness
to the positive impact of MLTT in mathematics by offering formal tools to calculate and prove
fundamental groups.
Section 3 contains the main proposal of our work. In it, we wish to propose, using our labeled
deduction system in the style of the Curry-Howard isomorphism, based on the concept of computa-
tional paths (sequence of rewrites), to obtain algebraic topology results in an approach (version) of
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computational paths and, consequently, to build the weak category of computational paths, which
we will denote by CPaths. In the next section we will formally define the concept of Computational
Paths and define LNDEQ-TRS , afterwards, later, we will develop some algebraic topology results
in a computational path approach and obtain, among other results, the construction of the category
CPaths.
2. Computational paths
Let us begin by introducing the main work tool, an entity known as computational paths. In Ramos
et al. (2017), we have seen that it is possible to interpret the identity type semantically, considering
the terms as homotopical paths between two points of a space. Thus, inspired by the path-based
approach of the homotopy interpretation, we can use a similar approach to define the identity type
in type theory, this time as part of the deductive calculus, with a view to formalize sequences of
rewrites from term to term, which we are referring to as computational paths.
The interpretation will of course be akin to the homotopy case: a term p : IdA(a, b) will be
a computational path between terms a, b : A, and such path will be the result of a sequence of
rewrites. In the sequel, we shall give a formal definition. The main idea, i.e. proofs of equality
statements as (reversible) sequences of rewrites, is not new, as it goes back to a paper entitled
"Equality in labeled deductive systems and the functional interpretation of propositional equality ,
presented in December 1993 at the 9th Amsterdam Colloquium, and published by de Queiroz and
Gabbay (1994).
Indeed, one of the most interesting aspects of the identity type is the fact that it can be used
to construct higher structures. This is a rather natural consequence of the fact that it is possible
to construct higher identities. For any a, b : A, we have type IdA(a, b). If this type is inhabited
by any p, q : IdA(a, b), then we have type IdIdA(a,b)(p, q). If the latter type is inhabited, we have
a higher equality between p and q Harper (2012). This concept is also present in computational
paths. One can show the equality between two computational paths s and t by constructing a third
one between s and t. We show in this chapter a system of rules used to establish equalities between
computational paths de Oliveira (1995).
Another important question we want to answer is one that arises naturally when talking about
equality: Is there a canonical proof for an expression t1 = t2? In the language of computational
paths, is there a normal path between t1 and t2 such that every other path can be reduced to this
one? In Ramos (2018), it was proved that the answer is negative, this model also refutes the
Uniquiness of Identity Proofs (UIP)).
2.1 Introducing computational paths
Before we enter in details of computational paths, let’s recall what motivated the introduction of
computational paths to type theory. In type theory, our types are interpreted using the so-called
Brower-Heyting-Kolmogorov Interpretation. That way, a semantic interpretation of formulas are
not given by truth-values, but by the concept of proof as a primitive notion. Thus, we have
de Queiroz et al. (2016):
a proof of the proposition: is given by:
A ∧ B a proof of A and a proof of B
A ∨ B a proof of A or a proof of B
A→ B a function that turns a proof of A into a proof of B
∀xD.P(x) a function that turns an element a into a proof of P(a)
∃xD.P(x) an element a (witness) and a proof of P(a)
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Also, based on the Curry-Howard functional interpretation of logical connectives, one have
de Queiroz et al. (2016):
a proof of the proposition: has the canonical form of:
A∧ B 〈p, q〉 where p is a proof of A and q is a proof of B
A∨ B i(p) where p is a proof of A or j(q) where q is a proof of B
(‘i’ and ‘ j’ abbreviate ‘into the left/right disjunct’)
A→ B λx.b(x) where b(p) is a proof of B
provided p is a proof of A
∀xA.B(x) Λx. f (x) where f (a) is a proof of B(a)
provided a is an arbitrary individual chosen
from the domain A
∃xA.B(x) εx.( f (x), a) where a is a witness
from the domain A, f (a) is a proof of B(a)
If one looks closely, there is one interpretation missing in the BHK-Interpretation. What con-
stitutes a proof of t1 = t2? In other words, what is a proof of an equality statement? In de Queiroz
et al. (2016) it was proposed that an equality between these two terms should be a sequence of
rewritings starting at t1 and ending at t2
We answer this by proposing that an equality between those two terms should be a sequence of
rewrites starting from t1 and ending at t2. Thus, we would have de Queiroz et al. (2016):
a proof of the proposition: is given by:
t1 = t2 ?
(Perhaps a sequence of rewrites
starting from t1 and ending in t2?)
We call computational path the sequence of rewrites between these terms.
2.2 Formal definition
Since computational path is a generic term, it is important to emphasize the fact that we are using
the term computational path in the sense defined by de Queiroz and de Oliveira (2014). A com-
putational path is based on the idea that it is possible to formally define when two computational
objects a, b : A are equal. These two objects are equal if one can reach b from a by applying a
sequence of axioms or rules. This sequence of operations forms a path. Since it is between two
computational objects, it is said that this path is a computational one. Also, an application of an
axiom or a rule transforms (or rewrite) an term in another. For that reason, a computational path
is also known as a sequence of rewrites. Nevertheless, before we define formally a computational
path, we can take a look at one famous equality theory, the λβη − equality Hindley and Seldin
(2008):
Definition 1. The λβη-equality is composed by the following axioms:
(α) λx.M = λy.M[y/x] if y < FV(M);
(β) (λx.M)N =M[N/x];
(ρ) M =M;
Mathematical Structures in Computer Science 5
(η) (λx.Mx) =M (x < FV(M)).
And the following rules of inference:
M =M′(µ)
NM = NM′
M = N N = P
(τ)
M = P
M =M′
(ν)
MN =M′N
M = N
(σ)
N =M
M =M′(ξ)
λx.M = λx.M′
Definition 2 (Hindley and Seldin (2008)). P is β-equal or β-convertible to Q (notation P =β Q)
iff Q is obtained from P by a finite (perhaps empty) series of β-contractions and reversed β-
contractions and changes of bound variables. That is, P =β Q iff there exist P0, . . . , Pn (n ≥ 0)
such that P0 ≡ P, Pn ≡Q, (∀i ≤ n − 1)(Pi ⊲1β Pi+1 or Pi+1 ⊲1β Pi or Pi ≡α Pi+1).
(Note that equality has an existential force, which will show in the proof rules for the identity
type.)
The same happens with λβη-equality:
Definition 3 (λβη-equality (Hindley and Seldin, 2008)). The equality-relation determined by the
theory λβη is called =βη; that is, we define
M =βη N ⇔ λβη ⊢ M = N.
Example 4. Take the term M ≡ (λx.(λy.yx)(λw.zw))v. Then, it is βη-equal to N ≡ zv because of
the sequence:
(λx.(λy.yx)(λw.zw))v, (λx.(λy.yx)z)v, (λy.yv)z, zv
which starts from M and ends with N, and each member of the sequence is obtained via 1-step β-
or η-contraction of a previous term in the sequence. To take this sequence into a path, one has to
apply transitivity twice, as we do in the example below.
Example 5. The term M ≡ (λx.(λy.yx)(λw.zw))v is βη-equal to N ≡ zv because of the sequence:
(λx.(λy.yx)(λw.zw))v, (λx.(λy.yx)z)v, (λy.yv)z, zv
Now, taking this sequence into a path leads us to the following:
The first is equal to the second based on the grounds:
η((λx.(λy.yx)(λw.zw))v, (λx.(λy.yx)z)v)
The second is equal to the third based on the grounds:
β((λx.(λy.yx)z)v, (λy.yv)z)
Now, the first is equal to the third based on the grounds:
τ(η((λx.(λy.yx)(λw.zw))v, (λx.(λy.yx)z)v), β((λx.(λy.yx)z)v, (λy.yv)z))
Now, the third is equal to the fourth one based on the grounds:
β((λy.yv)z, zv)
Thus, the first one is equal to the fourth one based on the grounds:
τ(τ(η((λx.(λy.yx)(λw.zw))v, (λx.(λy.yx)z)v), β((λx.(λy.yx)z)v, (λy.yv)z)), β((λy.yv)z, zv))).
The aforementioned theory establishes the equality between two λ-terms. Since we are working
with computational objects as terms of a type, we can consider the following definition:
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Definition 6. The equality theory of Martin Löf’s type theory has the following basic proof rules
for the Π-type:
N : A
[x : A]
M : B
(β)
(λx.M)N =M[N/x] : B[N/x]
[x : A]
M =M′ : B
(ξ)
λx.M = λx.M′ : (Πx : A)B
M : A
(ρ)
M =M : A
M =M′ : A N : (Πx : A)B
(µ)
NM = NM′ : B[M/x]
M = N : A
(σ)
N =M : A
N : A M =M′ : (Πx : A)B
(ν)
MN =M′N : B[N/x]
M = N : A N = P : A
(τ)
M = P : A
M : (Πx : A)B
(η) (x < FV(M))
(λx.Mx) =M : (Πx : A)B
We are finally able to formally define computational paths:
Definition 7. Let a and b be elements of a type A. Then, a computational path s from a to b is a
composition of rewrites (each rewrite is an application of the inference rules of the equality theory
of type theory or is a change of bound variables). We denote that by a =s b.
As we have seen in example 5, composition of rewrites are applications of the rule τ. Since
change of bound variables is possible, each term is considered up to α-equivalence.
2.3 Equality equations
One can use the aforementioned axioms to show that computational paths establishes the three
fundamental equations of equality: the reflexivity, symmetry and transitivity:
a =t b : A b =u c : A
transitivity
a =τ(t,u) c : A
a : A
reflexivity
a =ρ a : A
a =t b : A symmetry
b =σ(t) a : A
2.4 Identity type
We have said that it is possible to formulate the identity type using computational paths. As we
have seen, the best way to define any formal entity of type theory is by a set of natural deductions
rules. Thus, we define our path-based approach as the following set of rules:
• Formation and Introduction rules de Queiroz et al. (2016), Ramos et al. (2017):
A type a : A b : A
Id − F
IdA(a, b) type
a =s b : A
Id − I
s(a, b) : IdA(a, b)
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One can notice that our formation rule is exactly equal to the traditional identity type. From
terms a, b : A, one can form that is inhabited only if there is a proof of equality between those
terms, i.e., IdA(a, b).
The difference starts with the introduction rule. In our approach, one can notice that we do not
use a reflexive constructor r. In other words, the reflexive path is not the main building block
of our identity type. Instead, if we have a computational path a =s b : A, we introduce s(a, b)
as a term of the identity type. That way, one should see s(a, b) as a sequence of rewrites and
substitutions (i.e., a computational path) which would have started from a and arrived at b
• Elimination rule de Queiroz et al. (2016), Ramos et al. (2017):
m : IdA(a, b)
[a =g b : A]
h(g) :C
Id − E
REWR(m, g´.h(g)) :C
Let’s recall the notation being used. First, one should see h(g) as a functional expression h
which depends on g. Also, one should notice the use of ‘´ ’ in g´. One should see ‘´ ’ as an
abstractor that binds the occurrences of the variable g introduced in the local assumption
[a =g b : A] as a kind of Skolem-type constant denoting the reason why a was assumed to be
equal to b.
We also introduce the constructor REWR. In a sense, it is similar to the constructor J of
the traditional approach, since both arise from the elimination rule of the identity type. The
behavior of REWR is simple. If from a computational path g that establishes the equality
between a and b one can construct h(g) :C, then if we also have this equality established by
a term C, we can put together all this information in REWR to construct C, eliminating the
type IdA(a, b) in the process. The idea is that we can substitute g for m in g´.h(g), resulting in
h(m/g) :C. This behavior is established next by the reduction rule.
• Reduction rule de Queiroz et al. (2016), Ramos et al. (2017):
a =m b : A
Id − I
m(a, b) : IdA(a, b)
[a =g b : A]
h(g) :C
Id − E ⊲β
REWR(m, g´.h(g)) :C
[a =m b : A]
h(m/g) :C
• Induction rule:
e : IdA(a, b)
[a =t b : A]
Id − I
t(a, b) : IdA(a, b) Id − E ⊲η e : IdA(a, b)
REWR(e, t´.t(a, b)) : IdA(a, b)
Our introduction and elimination rules reassure the concept of equality as an existential force.
In the introduction rule, we encapsulate the idea that a witness of a identity type IdA(a, b) only
exists if there exist a computational path establishing the equality of a and b. Also, one can notice
that elimination rule is similar to the elimination rule of the existential quantifier.
2.5 Path-based examples
The objective of this subsection is to show how to use in practice the rules that we have just
defined. The idea is to show construction of terms of some important types. The constructions that
we have chosen to build are the reflexive, transitive and symmetric type of the identity type. Those
were not random choices. The main reason is the fact that reflexive, transitive and symmetric
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types are essential to the process of building a groupoid model for the identity type Hofmann and
Streicher (1994). As we shall see, these constructions come naturally from simple computational
paths constructed by the application of axioms of the equality of type theory.
Before we start the constructions, we think that it is essential to understand how to use the
eliminations rules. The process of building a term of some type is a matter of finding the right
reason. In the case of J, the reason is the correct x, y : A and z : IdA(a, b) that generates the adequate
C(x, y, z). In our approach, the reason is the correct path a =g b that generates the adequate g(a, b) :
Id(a, b).
2.5.1 Reflexivity
One could find strange the fact that we need to prove the reflexivity. Nevertheless, just remember
that our approach is not based on the idea that reflexivity is the base of the identity type. As usual
in type theory, a proof of something comes down to a construction of a term of a type. In this case,
we need to construct a term of type Π(a:A)IdA(a, a). The reason is extremely simple: from a term
a : A, we obtain the computational path a =ρ a : A Ramos et al. (2017):
[a : A]
a =ρ a : A
Id − I
ρ(a, a) : IdA(a, a)
Π − I
λa.ρ(a, a) :Π(a:A)IdA(a, a)
2.5.2 Symmetry
The second proposed construction is the symmetry. Our objective is to obtain a term of type
Π(a:A)Π(b:A)(IdA(a, b)→ IdA(b, a)).
We construct a proof using computational paths. As expected, we need to find a suitable reason.
Starting from a =t b, we could look at the axioms of definition 4.1 to plan our next step. One of
those axiomsmakes the symmetry clear: theσ axiom. If we applyσ, we will obtain b =σ(t) a. From
this, we can then infer that IdA is inhabited by (σ(t))(b, a). Now, it is just a matter of applying the
elimination Ramos et al. (2017):
[a : A] [b : A]
[p(a, b) : IdA(a, b)]
[a =t b : A]
b =σ(t) a : A
Id − I
(σ(t))(b, a) : IdA(b, a)
Id − E
REWR(p(a, b), t´.(σ(t))(b, a)) : IdA(b, a)
→−I
λp.REWR(p(a, b), t´.(σ(t))(b, a)) : IdA(a, b)→ IdA(b, a)
Π − I
λb.λp.REWR(p(a, b), t´.(σ(t))(b, a)) :Π(b:A)(IdA(a, b)→ IdA(b, a))
Π − I
λa.λb.λp.REWR(p(a, b), t´.(σ(t))(b, a)) :Π(a:A)Π(b:A)(IdA(a, b)→ IdA(b, a))
2.5.3 Transitivity
The third and last construction will be the transitivity. Our objective is to obtain a term of type
Π(a:A)Π(b:A)Π(c:A)(IdA(a, b)→ IdA(b, c)→ IdA(a, c)).
To build our path-based construction, the first step, as expected, is to find the reason. Since we
are trying to construct the transitivity, it is natural to think that we should start with paths a =t b
and b =u c and then, from these paths, we should conclude that there is a path z that establishes
that a =z c. To obtain z, we could try to apply the axioms of definition 4.1. Looking at the axioms,
one is exactly what we want: the axiom τ. If we apply τ to a =t b and b =u c, we will obtain a
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new path τ(t, u) such that a =τ(t,u) c. Using that construction as the reason, we obtain the following
term Ramos et al. (2017):
[a : A] [b : A]
[w(a, b) : IdA(a, b)]
[c : A]
[s(b, c) : IdA(b, c)]
[a =t b : A] [b =u c : A]
a =τ(t,u) c : A
Id − I
(τ(t, u))(a, c) : IdA(a, c)
Id − E
REWR(s(b, c), u´(τ(t, u))(a, c)) : IdA(a, c)
Id − E
REWR(w(a, b), t´REWR(s(b, c), u´(τ(t, u))(a, c))) : IdA(a, c)
→−I
λs.REWR(w(a, b), t´REWR(s(b, c), u´(τ(t, u))(a, c))) : IdA(b, c)→ IdA(a, c)
→−I
λw.λs.REWR(w(a, b), t´REWR(s(b, c), u´(τ(t, u))(a, c))) : IdA(a, b)→ IdA(b, c)→ IdA(a, c)
Π − I
λc.λw.λs.REWR(w(a, b), t´REWR(s(b, c), u´(τ(t, u))(a, c))) :Π(c:A)(IdA(a, b)→ IdA(b, c)→ IdA(a, c))
Π − I
λb.λc.λw.λs.REWR(w(a, b), t´REWR(s(b, c), u´(τ(t, u))(a, c))) :Π(b:A)Π(c:A)(IdA(a, b)→ IdA(b, c)→ IdA(a, c))
Π − I
λa.λb.λc.λw.λs.REWR(w(a, b), t´REWR(s(b, c), u´(τ(t, u))(a, c))) :Π(a:A)Π(b:A)Π(c:A)(IdA(a, b)→ IdA(b, c)→ IdA(a, c))
As one can see, each step is just straightforward applications of introduction, elimination rules
and abstractions. The only idea behind this construction is just the simple fact that the axiom τ
guarantees the transitivity of paths.
2.6 Term rewriting system
As we have just shown, a computational path establishes when two terms of the same type are
equal. From the theory of computational paths, an interesting case arises. Suppose we have a path
s that establishes that a =s b : A and a path t that establishes that a =t b : A. Consider that s and
t are formed by distinct compositions of rewrites. Is it possible to conclude that there are cases
that s and t should be considered equivalent? The answer is yes. Consider the following examples
Ramos (2018):
Example 8. Consider the path a =t b : A. By the symmetric property, we obtain b =σ(t) a : A. What
if we apply the property again on the path σ(t)? We would obtain a path a =σ(σ(t)) b : A. Since we
applied symmetry twice in succession, we obtained a path that is equivalent to the initial path t.
For that reason, we would like to conclude the act of applying symmetry twice in succession is a
redundancy. We say that the path σ(σ(t)) reduce to the path t.
Example 9. Consider the reflexive path a =ρ a : A. It one applies the symmetric axiom, one ends
up with a =σ(ρ) a : A. Thus, the obtained path is equivalent to the initial one, since the symmetry
was applied to the reflexive path. Therefore, σ(ρ) is a redundant way of expressing the path ρ.
Thus, σ(ρ) should be reduced to ρ.
Example 10. Consider a path a =t b : A. Applying the symmetry, one ends up with b =σ(t) a : A.
One can take those two paths and apply the transitivity, ending up with a =τ(t,σ(t)) a. Since the
path τ is the inverse of the σ(τ), the composition of those two paths should be equivalent to the
reflexive path. Thus, τ(t, σ(t)) should be reduced to ρ.
As one could see in the aforementioned examples, different paths should be considered equal
if one is just a redundant form of the other. The examples that we have just seen are just straight-
forward and simple cases. Since the equality theory has a total of 7 axioms, the possibility of
combinations that could generate redundancies are high. Fortunately, all possible redundancies
were thoroughly mapped by de Oliveira (1995). In that work, a system that establishes all redun-
dancies and creates rules that solve them was proposed. This system, known as LNDEQ − TRS ,
maps a total of 39 rules that solve redundancies.
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2.7 LND-EQ-TRS
In this subsection, we show the rules that compose the LNDEQ − TRS . All those rules comes from
the mapping of redundancies between computational paths, as we have seen in the 3 previous
examples.
2.7.1 Subterm substitution
Before we introduce the rewriting rules, it is important to introduce the concept of subterm sub-
stitution. In Equational Logic, the subterm substitution is given by the following inference rule
de Queiroz and de Oliveira (1994):
s = t
sθ = tθ
where θ is a substitution. One problem is that such rule does not respect the sub-formula property.
To deal with that, Le Chenadec (1989) proposes two inference rules:
M = N C[N] =O
IL
C[M] =O
M =C[N] N =O
IR
M =C[O]
where M, N and O are terms.
As proposed in de Queiroz et al. (2016), we can define similar rules using computational paths,
as follows:
x =r C[y] : A y =s u : A
′
x =subL(r,s) C[u] : A
x =r w : A
′
C[w] =s u : A
C[x] =subR(r,s) u : A
where C is the context in which the sub-term detached by ’[ ]’ appears and A′ could be a sub-
domain of A, equal to A or disjoint to A.
In the rule above, C[u] should be understood as the result of replacing every occurrence of y by
u in C.
2.7.2 Rewriting rules
In this subsection, our objective is to show all rewrite reductions and their associated rewriting
rules. The idea is to analyze all possible occurrences of redundancies in proofs which involves the
rules of rewriting.
We start with the transitivity:
Definition 11 (reductions involving τ (de Queiroz et al., 2016)).
x =r y : A y=σ(r) x : A
x =τ(r,σ(r)) x : A
⊲tr x =ρ x : A
y=σ(r) x : A x =r y : A
y =τ(σ(r),r) y : A
⊲tsr y=ρ y : A
u =r v : A v=ρ v : A
u =τ(r,ρ) v : A
⊲trr u =r v : A
u =ρ u : A u =r v : A
u =τ(ρ,r) v : A
⊲tlr u =r v : A
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Associated rewriting rules:
τ(r, σ(r)) ⊲tr ρ
τ(σ(r), r) ⊲tsr ρ
τ(r, ρ) ⊲trr r
τ(ρ, r) ⊲tlr r.
These reductions can be generalized to transformations where the reasons r and σ(r) (transf. 1
and 2) and r and ρ (transf. 3 and 4) appear in some context, as illustrated by the following example:
de Queiroz et al. (2016):
Example 12.
x =r y : A
i(x) =ξ1(r) i(y) : A+ B
x =r y : A
y=σ(r) x : A
i(y) =ξ1(σ(r)) i(x) : A+ B
i(x) =τ(ξ1(r),ξ1(σ(r))) i(x) : A + B
⊲tr
x =r y : A
i(x) =ξ1(r) i(y) : A+ B
Associated rewriting: τ(ξ1(r), ξ1(σ(r))) ⊲tr ξ1(r).
For the general context C[ ]:
Associated rewritings:
τ(C[r], C[σ(r)]) ⊲tr C[ρ]
τ(C[σ(r)], C[r]) ⊲tsr C[ρ]
τ(C[r], C[ρ]) ⊲trr C[r]
τ(C[ρ], C[r]) ⊲tlr C[r]
The transitivity rules are pretty straightforward. We have more complicated cases de Queiroz
et al. (2016):
Definition 13.
a : A
[x : A]
...
b(x) =r g(x) : B
λx.b(x) =ξ(r) λx.g(x) : A→ B
→ -intr
APP(λx.b(x), a) =ν(ξ(r)) APP(λx.g(x), a) : B
→ -elim
⊲mxl
a : A
b(a/x)=r g(a/x) : B
Associated rewriting rule:
ν(ξ(r)) ⊲mxl r.
Definition 14 (reductions involving ρ and σ (de Queiroz et al., 2016)).
x =ρ x : A
x=σ(ρ) x : A
⊲sr x=ρ x : A
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x =r y : A
y=σ(r) x : A
x =σ(σ(r)) y : A
⊲sr x=r y : A
Associated rewritings:
σ(ρ) ⊲sr ρ
σ(σ(r)) ⊲sr r
Definition 15 (Substitution rules (de Queiroz et al., 2016)).
u =r C[x] : A x =ρ x : A
′
u =subL(r,ρ) C[x] : A
⊲slr u =r C[x] : A
x =ρ x : A
′
C[x] =r z : A
C[x] =subR(ρ,r) z : A
⊲srr C[x] =r z : A
z =s C[y] : A y=r w : A
′
z=subL(s,r) C[w] :D
y=r w : A
′
w =σ(r) y :D′
z=subL(subL(s,r),σ(r)) C[y] : A
⊲sls z=s C[y] : A
z=s C[y] : A y =r w : A
′
z =subL(s,r) C[w] : A
y=r w : A
′
w =σ(r) y : A′
z=subL(subL(s,r),σ(r)) C[y] : A
⊲slss z =s C[y] : A
x =s w : A′
x=s w : A
′
w =σ(s) x : A′ C[x] =r z : A
C[w] =subR(σ(s),r) z : A
C[x] =subR(s,subR(σ(s),r)) z : A
⊲srs C[x] =r z : A
x =s w : A
′
w =σ(s) x : A′
x=s w : A
′
C[w] =r z : A
C[x] =subR(s,r) z : A
C[w] =subR(σ(s),subR(s,r)) z : A
⊲srrr C[w] =r z : A
Associated rewritings:
subL(C[r], C[ρ]) ⊲slr C[r]
subR(C[ρ], C[r]) ⊲srr C[r]
subL(subL(s, C[r]), C[σ(r)]) ⊲sls s
Mathematical Structures in Computer Science 13
subL(subL(s, C[σ(r)]), C[r]) ⊲slss s
subR(s, subR(C[σ(s)], r)) ⊲srs r
subR(C[σ(s)], subR(C[s], r)) ⊲srrr r
Definition 16 ((de Queiroz et al., 2016)).
βrewr-×-reduction
x =r y : A z : B
〈x, z〉=ξ1(r) 〈y, z〉 : A× B
× -intr
FS T (〈x, z〉) =µ1(ξ1(r)) FST (〈y, z〉) : A
× -elim
⊲mx2l x =r y : A
x=r x
′ : A y=s z : B
〈x, y〉=ξ∧(r,s) 〈x
′, z〉 : A× B
× -intr
FS T (〈x, y〉)=µ1(ξ∧(r,s)) FST (〈x
′, z〉) : A
× -elim
⊲mx2l x =r x
′ : A
x =r y : A z =s w : B
〈x, z〉 =ξ∧(r,s) 〈y,w〉 : A × B
× -intr
S ND(〈x, z〉) =µ2(ξ∧(r,s)) S ND(〈y,w〉) : B
× -elim
⊲mx2r z =s w : B
x : A z=s w : B
〈x, z〉 =ξ2(s) 〈x,w〉 : A× B
× -intr
S ND(〈x, z〉) =µ2(ξ2(s)) S ND(〈x, w〉) : B
× -elim
⊲mx2r z =s w : B
Associated rewritings:
µ1(ξ1(r)) ⊲mx2l1 r
µ1(ξ∧(r, s)) ⊲mx2l2 r
µ2(ξ∧(r, s)) ⊲mx2r1 s
µ2(ξ2(s)) ⊲mx2r2 s
βrewr-+-reduction
a =r a
′ : A
i(a)=ξ1(r) i(a
′) : A + B
+ -intr
[x : A]
f (x) =s k(x) :C
[y : B]
g(y) =u h(y) :C
D(i(a), x´ f (x), y´g(y)) =µ(ξ1(r),s,u) D(i(a
′), x´k(x), y´h(y)) :C
+ -elim
⊲mx3l
a =r a
′ : A
f (a/x) =s k(a′/x) :C
b =r b
′ : B
j(b)=ξ2(r) j(b
′) : A + B
+ -intr
[x : A]
f (x) =s k(x) :C
[y : B]
g(y) =u h(y) :C
D( j(b), x´ f (x), y´g(y)) =µ(ξ2(r),s,u) D( j(b
′), x´k(x), y´h(y)) :C
+ -elim
⊲mx3r
b =s b
′ : B
g(b/y)=u h(b′/y) :C
Associated rewritings:
µ(ξ1(r), s, u) ⊲mx3l s
µ(ξ2(r), s, u) ⊲mx3r u
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βrewr-Π-reduction
a : A
[x : A]
f (x) =r g(x) : B(x)
λx. f (x) =ξ(r) λx.g(x) :Πx : A.B(x)
APP(λx. f (x), a)=ν(ξ(r)) APP(λx.g(x), a) : B(a)
⊲mxl
a : A
f (a/x)=r g(a/x) : B(a)
Associated rewriting:
ν(ξ(r)) ⊲mxl r
βrewr-Σ-reduction
a =r a
′ : A f (a) : B(a)
εx.( f (x), a) =ξ1(r) εx.( f (x), a
′) : Σx : A.B(x)
[t : A, g(t) : B(t)]
d(g, t)=s h(g, t) :C
E(εx.( f (x), a), g´t´d(g, t))=µ(ξ1(r),s) E(εx.( f (x), a
′), g´t´h(g, t)) :C
⊲mxr
a =r a
′ : A f (a) : B(a)
d( f /g, a/t)=s h( f /g, a′/t) :C
a : A f (a)=r i(a) : B(a)
εx.( f (x), a) =ξ2(r) εx.(i(x), a) : Σx : A.B(x)
[t : A, g(t) : B(t)]
d(g, t)=s h(g, t) :C
E(εx.( f (x), a), g´t´d(g, t))=µ(ξ2(r),s) E(εx.(i(x), a), g´t´h(g, t)) :C
⊲mxl
a : A f (a)=r i(a) : B(a)
d( f /g, a/t)=s h(i/g, a/t) :C
Associated rewritings:
µ(ξ1(r), s) ⊲mxr s
µ(ξ2(r), s) ⊲mxl s
Definition 17 (ηrewr (de Queiroz et al., 2016)).
ηrewr- ×-reduction
x =r y : A× B
FST (x) =µ1(r) FST (y) : A
× -elim
x =r y : A× B
SND(x) =µ2(r) S ND(y) : B
× -elim
〈FST (x), S ND(x)〉 =ξ(µ1(r),µ2(r)) 〈FST (y), S ND(y)〉 : A × B
× -intr
⊲mx x =r y : A × B
ηrewr- +-reduction
c=t d : A + B
[a1 =r a2 : A]
i(a1)=ξ1(r) i(a2) : A+ B
+ -intr
[b1 =s b2 : B]
j(b1)=ξ2(s) j(b2) : A + B
+ -intr
D(c, a´1i(a1), b´1 j(b1)) =µ(t,ξ1(r),ξ2(s)) D(d, a´2i(a2), b´2 j(b2))
+ -elim
⊲mxx c=t d : A + B
Π-ηrewr-reduction
[t : A] c=r d :Πx : A.B(x)
APP(c, t) =ν(r) APP(d, t) : B(t)
Π-elim
λt.APP(c, t)=ξ(ν(r)) λt.APP(d, t) :Πt : A.B(t)
Π-intr
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⊲xmr c =r d :Πx : A.B(x)
where c and d do not depend on x.
Σ-ηrewr-reduction
c=s b : Σx : A.B(x)
[t : A] [g(t)=r h(t) : B(t)]
εy.(g(y), t)=ξ2(r) εy.(h(y), t) : Σy : A.B(y)
Σ-intr
E(c, g´t´εy.(g(y), t)) =µ(s,ξ2(r)) E(b, h´t´εy.(h(y), t)) : Σy : A.B(y)
Σ-elim
⊲mxlr c=s b : Σx : A.B(x)
Associated rewritings:
ξ(µ1(r), µ2(r)) ⊲mx r
µ(t, ξ1(r), ξ2(s)) ⊲mxx t
ξ(ν(r)) ⊲xmr r
µ(s, ξ2(r)) ⊲mxlr s
Definition 18 (σ and τ (de Queiroz et al., 2016)).
x=r y : A y=s w : A
x =τ(r,s) w : A
w =σ(τ(r,s)) x : A
⊲stss
y =s w : A
w =σ(s) y : A
x =r y : A
y=σ(r) x : A
w =τ(σ(s),σ(r)) x : A
Associated rewriting:
σ(τ(r, s)) ⊲stss τ(σ(s), σ(r))
Definition 19 (σ and sub (de Queiroz et al., 2016)).
x =r C[y] : A y =s w : A
′
x =subL(r,s) C[w] : A
C[w] =σ(subL(r,s)) x : A
⊲ssbl
y =s w : A
′
w =σ(s) y : A′
x =r C[y] : A
C[y] =σ(r) x : A
C[w] =subR(σ(s),σ(r)) x : A
x =r y : A
′
C[y] =s w : A
C[x] =subR(r,s) w : A
w =σ(subR(r,s)) C[x] :D
⊲ssbr
C[y] =s w : A
w =σ(s) C[y] : A
x=r y : A
′
y =σ(r) x : A′
w =subL(σ(s),σ(r)) C[x] : A
Associated rewritings:
σ(subL(r, s)) ⊲ssbl subR(σ(s), σ(r))
σ(subR(r, s)) ⊲ssbr subL(σ(s), σ(r))
Definition 20 (σ and ξ (de Queiroz et al., 2016)).
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x=r y : A
i(x) =ξ1(r) i(y) : A + B
i(y)=σ(ξ1(r)) i(x) : A + B
⊲sx
x=r y : A
y =σ(r) x : A
i(y)=ξ1(σ(r)) i(x) : A + B
x =r y : A z=s w : B
〈x, z〉=ξ(r,s) 〈y,w〉 : A × B
〈y,w〉=σ(ξ(r,s)) 〈x, z〉 : A× B
⊲sxss
x =r y : A
y =σ(r) x : A
z=s w : B
w =σ(s) z : B
〈y,w〉=ξ(σ(r),σ(s)) 〈x, z〉 : A × B
[x : A]
f (x) =s g(x) : B(x)
λx. f (x) =ξ(s) λx.g(x) :Πx : A.B(x)
λx.g(x) =σ(ξ(s)) λx. f (x) :Πx : A.B(x)
⊲smss
[x : A]
f (x) =s g(x) : B(x)
g(x) =σ(s) f (x) : B(x)
λx.g(x) =ξ(σ(s)) λx. f (x) :Πx : A.B(x)
Associated rewritings:
σ(ξ(r)) ⊲sx ξ(σ(r))
σ(ξ(r, s)) ⊲sxss ξ(σ(r), σ(s))
σ(ξ(s) ⊲smss ξ(σ(s))
Definition 21 (σ and µ (de Queiroz et al., 2016)).
x=r y : A× B
FST (x) =µ1(r) FST (y) : A
FST (y) =σ(µ1(r)) FST (x) : A
⊲sm
x =r y : A × B
y=σ(r) x : A× B
FST (y) =µ1(σ(r)) FST (x) : A
x=r y : A× B
SND(x) =µ2(r) S ND(y) : A
SND(y) =σ(µ2(r)) S ND(x) : A
⊲sm
x =r y : A × B
y=σ(r) x : A× B
SND(y) =µ2(σ(r)) S ND(x) : A
x =s y : A f =r g : A→ B
APP( f , x) =µ(s,r) APP(g, y) : B
APP(g, y)=σ(µ(s,r)) APP( f , x) : B
⊲smss
x =s y : A
y=σ(s) x : A
f =r g : A→ B
g =σ(r) f : A→ B
APP(g, y)=µ(σ(s),σ(r)) APP( f , x) : B
x =r y : A + B
[s : A]
...
d(s) =u f (s) :C
[t : B]
...
e(t) =v g(t) :C
D(x, s´d(s), t´e(t)) =µ(r,u,v) D(y, s´ f (s), t´g(t)) :C
D(y, s´ f (s), t´g(t)) :C =σ(µ(r,u,v)) D(x, s´d(s), t´e(t)) :C
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⊲smsss
x =r y : A + B
y=σ(r) x : A + B
[s : A]
d(s) =u f (s) :C
f (s) =σ(u) d(s) :C
[t : B]
e(t)=v g(t) :C
g(t)=σ(v) e(t) :C
D(y, s´ f (s), t´g(t))=µ(σ(r),σ(u),σ(v)) D(x, s´d(s), t´e(t)) :C
e=s b : Σx : A.B(x)
[t : A, g(t) : B(t)]
d(g, t)=r f (g, t) :C
E(e, g´t´d(g, t)) =µ(s,r) E(b, g´t´ f (g, t)) :C
E(b, g´t´ f (g, t))=σ(µ(s,r)) E(e, g´t´d(g, t)) :C
⊲smss
e=s b : Σx : A.B(x)
b =σ(s) e : Σx : A.B(x)
[t : A, g(t) : B(t)]
d(g, t) =r f (g, t) :C
f (g, t)=σ(r) d(g, t) :C
E(b, g´t´ f (g, t))=µ(σ(s),σ(r)) E(e, g´t´d(g, t)) :C
Associated rewritings:
σ(µ1(r)) ⊲sm µ1(σ(r))
σ(µ2(r)) ⊲sm µ2(σ(r))
σ(µ(s, r)) ⊲smss µ(σ(s), σ(r))
σ(µ(r, u, v)) ⊲smsss µ(σ(r), σ(u), σ(v))
Definition 22 (τ and sub (de Queiroz et al., 2016)).
x=r C[y] : A y=s w : A
′
x =subL(r,s) C[w] : A C[w] =t z : A
x =τ(subL(r,s),t) z : A
⊲tsbll
x=r C[y] : A
y=s w : A
′
C[w] =t z : A
C[y] =subR(s,t) z : A
x =τ(r,subR(s,t)) z : A
y=s w : A C[w] =t z : A
C[y] =subR(s,t) z : A z =u v : A
C[y] =τ(subR(s,t),u) v : A
⊲tsbrl
y =s w : D′
C[w] =t z : A z =u v : A
C[w] =τ(t,u) v : A
C[y] =subR(s,τ(t,u)) v : A
x =r C[z] : A
C[z] =ρ C[z] : A z =s w : A
′
C[z] =subL(ρ,s) C[w] : A
x=τ(r,subL(ρ,s)) C[w] : A
⊲tsblr
x =r C[z] : A z =s w : A
′
x =subL(r,s) C[w] : A
x=r C[w] : A
w =s z : A
′
C[z] =ρ C[z] : A
C[w] =subR(s,ρ) C[z] : A
x =τ(r,subR(s,ρ)) C[z] : A
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⊲tsbrr
x =r C[w] :D w =s z : A
′
x =subL(r,s) C[z] : A
Definition 23 (τ and τ (de Queiroz et al., 2016)).
x =t y : A y =r w : A
x =τ(t,r) w : A w =s z : A
x=τ(τ(t,r),s) z : A
⊲tt
x =t y : A
y =r w : A w =s z : A
y=τ(r,s) z : A
x =τ(t,τ(r,s)) z : A
Associated rewritings:
τ(subL(r, s), t) ⊲tsbll τ(r, subR(s, t))
τ(subR(s, t), u)) ⊲tsbrl subR(s, τ(t, u))
τ(r, subL(τ, s)) ⊲tsblr subL(r, s)
τ(r, subR(s, τ)) ⊲tsbrr subL(r, s)
τ(τ(t, r), s) ⊲tt τ(t, τ(r, s))
Thus, we put together all those rules to compose our rewrite system:
Definition 24 (LNDEQ − TRS (de Queiroz et al., 2016)).
1. σ(ρ) ⊲sr ρ
2. σ(σ(r)) ⊲ss r
3. τ(C[r], C[σ(r)]) ⊲tr C[ρ]
4. τ(C[σ(r)], C[r]) ⊲tsr C[ρ]
5. τ(C[r], C[ρ]) ⊲trr C[r]
6. τ(C[ρ], C[r]) ⊲tlr C[r]
7. subL(C[r], C[ρ]) ⊲slr C[r]
8. subR(C[ρ], C[r]) ⊲srr C[r]
9. subL(subL(s, C[r]), C[σ(r)]) ⊲sls s
10. subL(subL(s, C[σ(r)]), C[r]) ⊲slss s
11. subR(C[s], subR(C[σ(s)], r)) ⊲srs r
12. subR(C[σ(s)], subR(C[s], r)) ⊲srrr r
13. µ1(ξ1(r)) ⊲mx2l1 r
14. µ1(ξ∧(r, s)) ⊲mx2l2 r
15. µ2(ξ∧(r, s)) ⊲mx2r1 s
16. µ2(ξ2(s)) ⊲mx2r2 s
17. µ(ξ1(r), s, u) ⊲mx3l s
18. µ(ξ2(r), s, u) ⊲mx3r u
19. ν(ξ(r)) ⊲mxl r
20. µ(ξ2(r), s) ⊲mxr s
21. ξ(µ1(r), µ2(r)) ⊲mx r
22. µ(t, ξ1(r), ξ2(s)) ⊲mxx t
23. ξ(ν(r)) ⊲xmr r
24. µ(s, ξ2(r)) ⊲mx1r s
25. σ(τ(r, s)) ⊲stss τ(σ(s), σ(r))
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26. σ(subL(r, s)) ⊲ssbl subR(σ(s), σ(r))
27. σ(subR(r, s)) ⊲ssbr subL(σ(s), σ(r))
28. σ(ξ(r)) ⊲sx ξ(σ(r))
29. σ(ξ(s, r)) ⊲sxss ξ(σ(s), σ(r))
30. σ(µ(r)) ⊲sm µ(σ(r))
31. σ(µ(s, r)) ⊲smss µ(σ(s), σ(r))
32. σ(µ(r, u, v)) ⊲smsss µ(σ(r), σ(u), σ(v))
33. τ(r, subL(ρ, s)) ⊲tsbll subL(r, s)
34. τ(r, subR(s, ρ)) ⊲tsbrl subL(r, s)
35. τ(subL(r, s), t) ⊲tsblr τ(r, subR(s, t))
36. τ(subR(s, t), u) ⊲tsbrr subR(s, τ(t, u))
37. τ(τ(t, r), s) ⊲tt τ(t, τ(r, s))
38. τ(C[u], τ(C[σ(u)], v)) ⊲tts v
39. τ(C[σ(u)], τ(C[u], v)) ⊲tst u.
2.8 Normalization
In the previous subsection, we have seen a system of rewrite rules that resolves reductions in a
computational path. When we talk about these kind of systems, two questions arise: Every com-
putational path has a normal form? And if a computational path has a normal form, is it unique?
To show that it has a normal form, one has to prove that every computational path terminates,
i.e., after a finite number of rewrites, one will end up with a path that does not have any additional
reduction. To show that it is unique, one needs to show that the system is confluent. In other words,
if one has a path with 2 or more reductions, one needs to show that the choice of the rewrite rule
does not matter. In the end, one will always obtain the same end-path without any redundancies.
2.8.1 Termination
We are interested in the following theorem de Queiroz et al. (2011),de Queiroz et al. (2016):
Theorem 25 (Termination property for LNDEQ − TRS ). LNDEQ − TRS is terminating.
The proofs uses a special kind of ordering, known as recursive parth ordering, proposed by
Dershowitz (1982):
Definition 26 (Recursive path ordering Dershowitz (1982),de Queiroz et al. (2016)). Let > be a
partial ordering on a set of operators F. The recursive path ordering >∗ on the set T(F) of terms
over F is defined recursively as follows:
s = f (s1, . . . , sm) >
∗ g(t1, . . . , tn) = t,
if and only if
(1) f = g and {s1, . . . , sm} ≫
∗ {t1, . . . , tn}, or
(2) f > g and {s} ≫∗ {t1, . . . , tn}, or
(3) f  g and {s1, . . . , sm} ≫
∗ or = {t}
where≫∗ is the extension of >∗ to multisets.
This definition uses the notion of partial ordering in multisets. A given partial ordering > on
a set S may be extended to a partial ordering ≫ on finite multisets of elements of S , wherein a
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multiset is reduced by removing one or more elements and replacing them with any finite number
of elements, each one which is smaller than one of the elements removed Dershowitz (1982).
Thus, one can proof the termination property by showing that all rules e→ d of the system, one
has that e >∗ d.We also need to define the precedence ordering on the rewrite operators. We define
as follows de Queiroz et al. (2016, 2011):
σ> τ > ρ,
σ > ξ,
σ > ξ∧,
σ > ξ1,
σ > ξ2,
σ > µ,
σ > µ1,
σ > µ2,
σ > subL,
σ > subR,
τ > subL
Thus, one can prove the termination by showing that for every rule of e→ d of LNDEQ − TRS ,
e>∗ d. For almost every rule it is a straightforward and tedious process. We are not going to show
all those steps in this work, but we can give the proof of two examples.
26. σ(subL(r, s)) >
∗ subR(σ(s), σ(r)) :
– σ> subR from the precedence ordering on the rewrite operators.
– {σ(subL(r, s))} ≫
∗ {σ(r), σ(r)} :
- σ(subL(r, s)) >
∗ σ(s) e σ(subL(r, s)) >
∗ σ(r):
· σ=σ
· {sub(r, s)} ≫ {s} from the subterm condiction.
· {sub(r, s)} ≫ {r} from the subterm condiction.
27. σ(subR(r, s)) ⊲ subL(σ(s), σ(r)) :
– σ> subL from the precedence ordering on the rewrite operators.
– {σ(subR(r, s))} ≫
∗ {σ(r), σ(r)} :
* σ =σ
* {subR(r, s)} ≫ {s} from the subterm condiction.
* {subR(r, s)} ≫ {r} from the subterm condiction.
All others proof can check the full proof in de Queiroz et al. (2011).
2.8.2 Confluence
Before we go to the proof of confluence, one needs to notice that LNDEQ − TRS is a condi-
tional term rewriting system. This means that some rules can only be applied if the terms of the
associated equation follow some rules. For example, for the rule µ1(ξ∧(r, s)) ⊲mx2l2 r, it is neces-
sary to have an β-Reduction like FST 〈x, y〉. With that in mind, one has the following definition
de Queiroz et al. (2011):
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Definition 27 (Conditional term rewriting system). In conditional term rewriting systems, the
rules have conditions attached, which must be true for the rewrite occur. For example, a rewrite
rule e→ d with condition C is expressed as:
C|e→ d
To prove the confluence, one should analyze all possible critical pairs using the superposition
algorithm proposed by Knuth and Bendix (1970). Thus, there should not be any divergent critical
pair. For example, one can take the superposition of rules 1 and 2, obtaining: σ(σ(ρ)). We have
two possible rewrites de Queiroz et al. (2011):
(1) σ(σ(ρ)) ⊲sr σ(ρ) ⊲sr ρ
(2) σ(σ(ρ)) ⊲ss ρ.
As one can see, we ended up with the same term ρ. Thus, no divergence has been generated.
One should compare every pair of rules to find all critical pairs and see if there are divergences.
If some divergence happens, the superposition algorithm proposed by Knuth and Bendix (1970)
shows how to add new rules to the system in such a way that it becomes confluent. As a matter of
fact, that was the reason why the rules 38 and 39 of LNDEQ − TRS have been introduced to the
system de Queiroz et al. (2016):
38. τ(C[u], τ(C[σ(u)], v)) ⊲tts v
39. τ(C[σ(u)], τ(C[u], v)) ⊲tst u.
Those two rules introduced the following reductions to the system de Queiroz et al. (2011):
x =s u : D
x =s u : D
u =σ(s) x :D x =v w :D
u =τ(σ(s),v) w : D
⊲tts x =v w
x =τ(s,τ(σ(s),v)) w :D
x =s w :D
w =σ(s) x : D
x=s w :D w =v z :D
x =τ(s,v) z :D
⊲ss w =v z
w =τ(σ(s),τ(s,v)) z :D
One can check a full proof of confluence in de Oliveira (1995),de Queiroz and de Oliveira
(1994),de Oliveira and de Queiroz (1999),de Queiroz et al. (2011).
2.8.3 Normalization Procedure
We can now state two normalization theorems:
Theorem 28 (normalization (de Queiroz et al., 2011)). Every derivation in the LNDEQ − TRS
converts to a normal form.
Proof. Direct consequence of the termination property. 
Theorem 29 (strong normalization (de Queiroz et al., 2011)). Every derivation in the LNDEQ −
TRS converts to a unique normal form.
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Proof. Direct consequence of the termination and confluence properties. 
In this sense, every proof can be reduced to a normal one. To do that, one should identify the
redundancies and, based on the rewrite rules, one can construct a proof without any redundancies.
We show that in an example. It is the following de Queiroz et al. (2011):
f (x, z) =s f (w, y) :D
f (w, y) =σ(s) f (x, z) :D x =r c : D
f (w, y) =subL (σ(s),r) f (c, z) :D
f (c, z) =σ(subL(σ(s),r)) f (w, y) :D y=t b : D
f (c, z) =subL (σ(subL(σ(s),r))) f (w, b) :D
This deduction generates the following path: subL(σ(subL(σ(s), r))). This path is not in normal
form, having two redundancies de Queiroz et al. (2011):
subL(σ(subL(σ(s), r))) ⊲ssbl subL(subR(σ(r), σ(σ(s)), t)
subL(subR(σ(r), σ(σ(s)), t)⊲ss subL(subR(σ(r), s), t)
Thus, one can identify those reductions and conceive a deduction without any redundancies
de Queiroz et al. (2011):
x =r c : D
c=σ(r) x :D f (x, z) =s f (w, y) :D
f (c, z) =subR(σ(r),s) f (w, y) :D y =t b :D
f (c, z) =subL (subR(σ(r),s),t) f (w, b) :D
2.9 Rewrite equality
As we have just seen, the LNDEQ − TRS has 39 rewrite rules. We call each rule as a rewrite rule
(abbreviation: rw-rule). We have the following definition:
Definition 30 (Rewrite Rule (Ramos et al., 2017)). An rw-rule is any of the rules defined in
LNDEQ − TRS .
Similarly to the β-reduction of λ-calculus, we have a definition for rewrite reduction:
Definition 31 (Rewrite reduction (Ramos et al., 2017)). Let s and t be computational paths. We
say that s⊲1rw t (read as: s rw-contracts to t) iff we can obtain t from s by an application of only
one rw-rule. If s can be reduced to t by finite number of rw-contractions, then we say that s ⊲rw t
(read as s rw-reduces to t).
We also have rewrite contractions and equality:
Definition 32 (Rewrite contraction and equality (Ramos et al., 2017)). Let s and t be computa-
tional paths. We say that s =rw t (read as: s is rw-equal to t) iff t can be obtained from s by a finite
(perhaps empty) series of rw-contractions and reversed rw-contractions. In other words, s =rw t
iff there exists a sequence R0, ...., Rn, with n ≥ 0, such that
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(∀i ≤ n − 1)(Ri ⊲1rw Ri+1 or Ri+1 ⊲1rw Ri)
R0 ≡ s, Rn ≡ t
A fundamental result is the fact that rewrite equality is an equivalence relation Ramos et al.
(2017):
Proposition 33. Rewrite equality is transitive, symmetric and reflexive.
Proof. Comes directly from the fact that rw-equality is the transitive, reflexive and symmetric
closure of rw. 
Rewrite reduction and equality play fundamental roles in the groupoid model of a type based
on computational paths, as we are going to see in the sequel.
2.10 LNDEQ-TRS(2)
Until now, this subsection has concluded that there exist redundancies which are resolved by
a system called LNDEQ − TRS . This system establishes rules that reduces these redundancies.
Moreover, we concluded that these redundancies are just redundant uses of the equality axioms
showed in section 2. In fact, since these axioms just define an equality theory for type theory, one
can specify and say that these are redundancies of the equality of type theory. As we mentioned,
the LNDEQ − TRS has a total of 39 rules de Oliveira (1995),de Queiroz et al. (2016). Since the
rw-equality is based on the rules of LNDEQ − TRS , one can just imagine the high number of
redundancies that rw-equality could cause. In fact, a thoroughly study of all the redundancies
caused by these rules led to the work done in Ramos (2018), that only interested in the redundan-
cies caused by the fact that rw-equality is transitive, reflexive and symmetric with the addition
of only one specific rw2-rule. This way up, was created a system, called LNDEQ − TRS 2, that
resolves all the redundancies caused by rw-equality (the same way that LNDEQ − TRS resolves
all the redundancies caused by equality). Since we know that rw-equality is transitive, symmetric
and reflexive, it should have the same redundancies that the equality had involving only these
properties. Since rw-equality is just a sequence of rw-rules (also similar to equality, since equality
is just a computational path, i.e., a sequence of identifiers), then we could put a name on these
sequences. For example, if s and t are rw-equal because there exists a sequence θ : R0, ...., Rn that
justifies the rw-equality, then we can write that s =rwθ t. Thus, we can rewrite, using rw-equality,
all the rules that originated the rules involving τ, σ and ρ. For example, we have Ramos et al.
(2017):
x =rwt y : A y=rwr w : A
x =rwτ(t,r) w : A w =rws z : A
x =rwτ(τ(t,r),s) z : A
x =rwt y : A
y=rwr w : A w =rws z : A
y=rwτ(r,s) z : A
⊲tt2
x =rwτ(t,τ(r,s)) z : A
Therefore, we obtain the rule tt2, that resolves one of the redundancies caused by the transitivity
of rw-equality (the 2 in tt2 indicates that it is a rule that resolves a redundancy of rw-equality). In
fact, using the same reasoning, we can obtain, for rw-equality, all the redundancies that we have
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shown in definition 24. In other words, we have tr2, tsr2, trr2, tlr2, sr2, ss2 and tt2. Since we
have now rules of LNDEQ − TRS 2, we can use all the concepts that we have just defined for
LNDEQ − TRS . The only difference is that instead of having rw-rules and rw-equality, we have
rw2-rules and rw2-equality.
There is an important rule specific to this system. It stems from the fact that transitivity of
reducible paths can be reduced in different ways, but generating the same result. For example,
consider the simple case of τ(s, t) and consider that it is possible to reduce s to s′ and t to t′. There
is two possible rw-sequences that reduces this case: The first one is θ : τ(s, t)⊲1rw τ(s
′, t)⊲1rw
τ(s′, t′) and the second θ′ : τ(s, t)⊲1rw τ(s, t
′) ⊲1rw τ(s
′, t′). Both rw-sequences obtained the same
result in similar ways, the only difference being the choices that have beenmade at each step. Since
the variables, when considered individually, followed the same reductions, these rw-sequences
should be considered redundant relative to each other and, for that reason, there should be rw2-
rule that establishes this reduction. This rule is called independence of choice and is denoted by
cd2. Since we already understand the necessity of such a rule, we can define it formally:
Definition 34 (Independence of choice Ramos et al. (2017)). Let θ and φ be rw-equalities
expressed by two rw-sequences: θ : θ1, ..., θn, with n ≥ 1, and φ : φ1, ..., φm, with m ≥ 1. Let T be the
set of all possible rw-equalities from τ(θ1, φ1) to τ(θn, θm) described by the following process: t ∈ T
is of the form τ(θl1 , φr1) ⊲1rw τ(θl2 , φr2 )⊲1rw ... ⊲1rw τ(θlx , φry ), with l1 = 1, r1 = 1, lx = n, ry =m
and li+1 = 1 + li and ri+1 = ri or li+1 = li and ri+1 = 1 + ri. The independence of choice, denoted
by cd2, is defined as the rule of LNDEQ − TRS 2 that establishes the equality between any two
different terms of T . In other words, if x, y ∈ T and x , y, then x =cd2 y and y=cd2 x.
Analogously to the rw-equality, rw2-equality is also an equivalence relation Ramos et al.
(2017):
Proposition 35. rw2-equality is transitive, symmetric and reflexive.
Proof. Analogous to Proposition 33. 
2.11 Functoriality
We want to show that functions preserve equality Univalent Foundations Program (2013).
Lemma 36. The type Π(x,y:A)Π( f :A→B)(IdA(x, y)→ IdB( f (x), f (y))) is inhabited.
Proof. It is a straightforward construction:
[x =s y : A] [ f : A→ B]
f (x) =µ f (s) f (y) : B
µ f (s)( f (x), f (y)) : IdB( f (x), f (y)) [p : IdA(x, y)]
REWR(p, λs.µ f (s)( f (x), f (y))) : IdB( f (x), f (y))
λx.λy.λ f .λp.REWR(p, λs.µ f (s)( f (x), f (y))) :Π(x,y:A)Π( f :A→B)(IdA(x, y)→ IdB( f (x), f (y)))

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Lemma 37. For any functions f : A→ B and g : B→C and paths p : x=A y and q : y =A z, we
have:
(1) µ f (τ(p, q)) = τ(µ f (p), µ f (q))
(2) µ f (σ(p)) =σ(µ f (p))
(3) µg(µ f (p)) = µg◦ f (p)
(4) µIdA(p) = p
Proof. (1) For the first time, we need to add a new rule to the original 39 rules of LNDEQ −
TRS . We introduce rule 40:
x=p y : A [ f : A→ B]
f (x) =µ f (p) f (y) : B
y=q z : A [ f : A→ B]
f (y)=µ f (q) f (z) : B
f (x) = τ(µ f (p), µ f (q)) f (z) : B
x =p y : A y=q z : A
⊲t f
x =τ(p,q) z : A f : A→ B
f (x) =µ f (τ(p,q)) f (z) : B
Thus, we have µ f (τ(p, q))=σ(t f ) τ(µ f (p), µ f (q))
(2) This one follows from rule 30:
x =p y : A [ f : A→ B]
f (x) =µ f (p) f (y) : B
f (y) =σ(µ f (p)) f (x) : B
x =p y : A
⊲sm
y=σ(p) x : A [ f : A→ B]
f (y) =µ f (σ(p)) f (x) : B
We have µ f (σ(p)) =σ(sm) σ(µ f (p))
(3) We introduce rule 41:
x =p y : A [ f : A→ B]
f (x) =µ f (p) f (y) : B [g : B→C]
g( f (x)) =µg(µ f (p)) g( f (y)) :C
x =p y : A
[x : A] [ f : A→ B]
f (x) : B [g : B→C]
g( f (x)) :C
λx.g( f (x)) ≡ (g ◦ f ) : A→C
⊲c f
g( f (x)) =µg◦ f (p) g( f (y)) :C
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Then, µg(µ f (p)) =c f µg◦ f (p)
(4) We introduce rule 42:
x =p y : A [IdA : A→ A]
IdA(x) = µIdA(p)IdA(y) : A
⊲ci x =p y : A
x =µIdA (p)
y : A
It follows that µIdA(p) =ci p

2.12 Transport
As stated in de Queiroz and de Oliveira (2014), substitution can take place when no quantifier
is involved. In this sense, there is a ‘’quantifier-less’ notion of substitution. In type theory, this
‘’quantifier-less’ substitution is given by a operation known as transport Univalent Foundations
Program (2013). In our path-based approach, we formulate a new inference rule of ‘’quantifier-
less’ substitution de Queiroz and de Oliveira (2014):
x =p y : A f (x) : P(x)
p(x, y) ◦ f (x) : P(y)
We use this transport operation to solve one essential issue of our path-based approach. We
know that given a path x =p y : A and function f : A→ B, the application of axiom µ yields the
path f (x) =µ f (p) f (y) : B. The problem arises when we try to apply the same axiom for a dependent
function f :Π(x:A)P(x). In that case, we want f (x) = f (y), but we cannot guarantee that the type of
f (x) : P(x) is the same as f (y) : P(y). The solution is to apply the transport operation and thus, we
can guarantee that the types are the same:
x =p y : A f :Π(x:A)P(x)
p(x, y) ◦ f (x) =µ f (p) f (y) : P(y)
Lemma 38 (Leibniz’s Law). The type Π(x,y:A)(IdA(x, y)→ P(x)→ P(y)) is inhabited.
Proof. We construct the following tree:
[x =p y : A] [ f (x) : P(x)]
p(x, y) ◦ f (x) : P(y)
λ f (x).p(x, y) ◦ f (x) : P(x)→ P(y) [z : IdA(x, y)]
REWR(z, λp.λ f (x).p(x, y) ◦ f (x)) : P(x)→ P(y)
λx.λy.λz.REWR(z, λp.λ f (x).p(x, y) ◦ f (x)) :Π(x,y:A)(IdA(x, y)→ P(x)→ P(y))
Mathematical Structures in Computer Science 27

The function λ f (x).p(x, y) ◦ f (x) : P(x)→ P(y) is usually written as transportp(p, −) and
transportp(p, f (x)) : P(y) is usually written as p∗( f (x)).
Lemma 39. For any P(x) ≡ B, x =p y : A and b : B, there is a path transport
P(p, b)= b.
Proof. The first thing to notice is the fact that in our formulation of transport, we always need
a functional expression f (x), and in this case we have only a constant term b. To address this
problem, we consider a function f = λ.b and then, we transport over f (x) ≡ b:
transportP(p, f (x) ≡ b) =µ(p) ( f (y) ≡ b).
Thus, transportP(p, b) =µ(p) b. We sometimes call this path transportconst
B
p(b).

Lemma 40. For any f : A→ B and x =p y : A, we have
µ(p)(p∗( f (x)), f (y)) = τ(transportconst
B
p , µ f (p))(p∗( f (x)), f (y))
Proof. The first thing to notice is that in this case, transportconstBp is the path µ(p)(p ∗ ( f (x), f (x))
by lemma 8. As we did to the rules of LNDEQ − TRS , we establishes this equality by getting to
the same conclusion from the same premises by two different trees:
In the first tree, we consider f (x) ≡ b : B and transport over b : B:
x =p y : A f (x) ≡ b : B
p(x, y) ◦ ( f (x) ≡ b) : B
p∗( f (x)) =µ f (p) b ≡ f (x)
x =p y : A f : A→ B
f (x) =µ f (p) f (y) : B
p∗( f (x)) =τ(µ f (p),µ f (p)) f (y) : B
In the second one, we consider f (x) as an usual functional expression and thus, we transport
the usual way:
x =p y : A f (x) : B
p(x, y) ◦ f (x) : B
p∗( f (x)) =µ f (p) f (y) : B

Lemma 41. For any x =p y : A and q : y =A z : A, f (x) : P(x), we have
q∗(p∗( f (x))) = (p ◦ q)∗( f (x))
Proof. We develop both sides of the equation and wind up with the same result:
q∗(p∗ f (x)) =µ(p) q∗( f (y)) =µ(q) f (z)
(p ◦ q)∗( f (x)) =µ(p◦q) f (z)
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
Lemma 42. For any f : A→ B, x =p y : A and u : P( f (x)), we have:
transportP◦ f (p, u)= transportP(µ f (p), u)
Proof. This lemma hinges on the fact that there are two possible interpretations of u and this stems
from the fact that (g ◦ f )(x) ≡ g( f (x)). Thus, we can see u as functional expression g on f (x) or an
expression g ◦ f on x:
x =p y : A u ≡ (g ◦ f )(x) : (P ◦ f )(x)
p(x, y) ◦ (g ◦ f )(x) : (P ◦ f )(y)
p(x, y) ◦ (g ◦ f )(x) =µ(p) (g ◦ f )(y) : (P ◦ f )(y)
p(x, y) ◦ (g ◦ f )(x) =µ(p) g( f (y)) : P( f (y))
x =p y : A
f (x) =u f (p) f (y) : B u ≡ g( f (x)) : P( f (x))
µ f (p)( f (x), f (y)) ◦ g( f (x)) : P( f (y))
µ f (p)( f (x), f (y)) ◦ g( f (x)) =µ(p) g( f (y)) : P( f (y))
g( f (y)) =σ(µ(p)) µ f (p)( f (x), f (y)) ◦ g( f (x)) : P( f (y))
p(x, y) ◦ (g ◦ f )(x) =τ(µ(p),σ(µ(p))) µ f (p)( f (x), f (y)) ◦ g( f (x)) : P( f (y))
transportP◦ f (p, u)=τ(µ(p),σ(µ(p))) transport
P(µ f (p), u)
In particular, we have:
x =ρx x : A u ≡ (g ◦ f )(x) : (P ◦ f )(x)
ρx(x, x) ◦ (g ◦ f )(x) : (P ◦ f )(x)
ρx(x, x) ◦ (g ◦ f )(x) =µg◦ f (ρx) (g ◦ f )(x) : (P ◦ f )(x)
ρx(x, x) ◦ (g ◦ f )(x) =µg◦ f (ρx) g( f (x)) : P( f (x))
x =ρx x : A
f (x) =u f (ρx) f (x) : B u ≡ g( f (x)) : P( f (x))
µ f (p)( f (x), f (y)) ◦ g( f (x)) : P( f (x))
µ f (ρx)( f (x), f (x)) ◦ g( f (x)) =µg(ρx) g( f (x)) : P( f (x))
g( f (x)) =σ(µg(ρx)) µ f (ρx)( f (x), f (x)) ◦ g( f (x)) : P( f (x))
ρx(x, x) ◦ (g ◦ f )(x) =τ(µg◦ f (ρx),σ(µg(ρx))) µ f (ρx)( f (x), f (x)) ◦ g( f (x)) : P( f (x))
transportP◦ f (ρx, u) =τ(µg◦ f (ρx),σ(µg(ρx))) transport
P(µ f (ρx), u)

Lemma 43. For any f :Π(x:A)P(x)→Q(x), x =p y : A and u(x) : P(x), we have:
transportQ(p, f (u(x))) = f (transportP(p, u(x)))
Proof. We proceed the usual way, constructing a derivation tree that establishes the equality:
x=p y : A f (u(x)) : Q(x)
p(x, y) ◦ f (u(x)) : Q(y)
p(x, y) ◦ f (u(x)) =µ(p) f (u(y)) : Q(y)
x =p y : A u(x) : P(x)
p(x, y) ◦ u(x) : P(y)
p(x, y) ◦ u(x) =µ(p) u(y) : P(y) f :Π(x:A)P(x)→ Q(x)
f (p(x, y) ◦ u(x)) =µ f (µ(p)) f (u(y)) : Q(y)
f (u(y)) =σ(µ f (µ(p))) f (p(x, y) ◦ u(x)) : Q(y)
p(x, y) ◦ f (u(x)) =τ(µ(p),σ(µ f (µ(p)))) f (p(x, y) ◦ u(x))
transportQ(p, f (u(x))) =τ(µ(p),σ(µ f (µ(p)))) f (transport
P(p, u(x)))

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3. Some results of algebraic topology obtained by means of computational paths
In this section, using computational paths as tools, we will to obtain some results in algebraic
topology by an approach of computational paths and obtain the fundamental groupoid of a type X.
Then, we will establish the morphisms between these structures in order to obtain the concept of
isomorphism between types and build the category CPaths.
we will obtain some results of the algebraic topology by an approach of computational paths.
Then, establishing computational paths as a working tool, we can define the structure π⋆(X, x0),
which is a weak groupoid. Finally, we will establish the morphism between these groupoid struc-
tures, which will allow us to obtain the concept of isomorphisms between types and to constitute
the category of computational paths, which will be called Cpaths.
Let’s start with the following definitions:
Definition 44. Let
(1) X be a type.
(2) x0 : X be a term (a base point).
(3) x0 =
αi
x0, be a finite family of generator paths (base paths) with i ∈ I.
(4) A finite family of relationships between the terms paths τ j(x0 =
αr
x0, x0 =
αs
x0).
We can define the structure π⋆(X, x0) as the set of terms [αx0], naturally obtained by the applica-
tion of the path-axioms ρ, τ and σ to the base paths, modulo rw-equality and modulo the family
of identity type terms Idτ j . Where, each term (path) x0 =αx0
x0 can be written as:
[αx0]rw : π⋆(X, x0).
Nevertheless, we still need to show that it is indeed a group.
Theorem 45. (π⋆(X, x0), ◦) is a group.
Proof. Thus, we now need to check the group conditions:
(1) Closure: Given any paths x0 =
r
x0 : π⋆(X, x0) and x0 =
s
x0 : π⋆(X, x0), as r ◦ s = τ(s, r) we have
the computational path x0 =
τ(s,r)
x0 : π⋆(X, x0).
(2) Inverse: Given the path x0 =
r
x0 : π⋆(X, x0) , applying the axiomσ(r) we have the inverse path
x0 =
σ(r)
x0 : π⋆(X, x0), thus:
σ(r) ◦ r = τ(r, σ(r)) =tr ρ
r ◦σ(r) = τ(σ(r), r) =tsr ρ
Since we are working up to rw-equality, the equalities hold strictly.
(3) Identity: Given the identity path x0 =
ρ
x0 : π⋆(X, x0), we have:
r ◦ ρ = τ(ρ, r) =tlr r
ρ ◦ r = τ(r, ρ) =trr r.
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(4) Associativity: Given the paths x0 =
r
x0 : π⋆(X, x0), x0 =
s
x0 : π⋆(X, x0) and x0 =
t
x0 : π⋆(X, x0),
we have:
r ◦ (s ◦ t)= τ(τ(t, s), r)=tt τ(t, τ(s, r)) = (r ◦ s) ◦ t
All conditions have been satisfied.
(
π⋆(X, x0), ◦
)
is a group. 
Definition 46. Let X be a type, we called X connected by paths if for all x0, x1 : X the type
Id(x0, x1) is inhabited.
In what follows, we will only work with types X that are connections per path according to the
Definition 46.
Theorem 47. For all terms x0, x1 : X, we have π⋆(X, x0) ≃ π⋆(X, x1).
Proof. Indeed, let αx0 : π⋆(X, x0) and αx1 : π⋆(X, x1) be loops in terms x0 : X and x1 : X, respec-
tively. As X is connected by paths, there are paths x0 =
s
x1 and x1 =
σ(s)
x0. Define the map
α˜ : π⋆(X, x0) → π⋆(X, x1)
such that,
α˜([αx0 ]) = s ◦ [αx0] ◦σ(s) = τ
(
τ
(
σ(s), αx0
)
, s
)
.
Note that, α˜([αx0 ]) : π⋆(X, x1). Now, consider the map
σ
(
α˜
)
: π⋆(X, x1) → π⋆(X, x0)
such that,
σ
(
α˜
)
([αx1 ]) =σ(s) ◦ [αx1 ] ◦ s = τ
(
τ
(
s, αx1
)
, σ(s)
)
.
Note that, σ
(
α˜
)
([αx1 ]) : π⋆(X, x0). We will show in the following that the functions defined
above are inverse.
σ(α˜)
([
α˜([αx0 ])
])
= [σ(s)] ◦
[
α˜([αx0 ])
]
◦ [s] = [σ(s)] ◦
[
[s] ◦ [αx0 ] ◦ [σ(s)]
]
◦ [s]
= τ
(
τ
(
s, τ
(
τ(σ(s), αx0 ), s
))
, σ(s)
)
=
σ(tt)
τ
(
τ
(
τ
(
s, τ
(
σ(s), αx0
))
, s
)
, σ(s)
)
=
tt
τ
(
τ
(
s, τ
(
σ(s), αx0
))
, τ
(
s, σ(s)
))
=
tr
τ
(
τ
(
s, τ
(
σ(s), αx0
))
, ρx
)
=
trr
τ
(
s, τ
(
σ(s), αx0
))
=
σ(tt)
τ
(
τ
(
s, σ(t)
)
, αx0
)
=
tr
τ
(
ρx, αx0
)
=
tlr
[αx0].
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
As consequence of the previous results, we have that the fundamental group of a type X,
connected by paths, does not depend on the base term in question, since the morphisms are iso-
morphisms. Therefore, we can to think in a structure Π⋆(X) in which the objects are the terms
x0 : X and the morphisms are the computational paths between these terms.
Definition 48. A (weak) groupoid is a (weak) category in which every arrow is an isomorphism.
Proposition 49. Π⋆(X) is a weak groupoid.
Proof. First, we need to prove thatΠ⋆(X) is a weak category. To do that, given morphisms x0 =
s
x1
and x1 =
r
x2 we define the composition of morphisms by application of the transitivity, i.e., r ◦ s =
τ(s, r), and the identity arrow by x0 =
ρx0
x0 . The associativity equation holds weakly, we just need
to use the rw-rule:
τ(τ(r, s), t)=
tt
τ(r, τ(s, t)).
Using rw-rules tlr and trr, we show that the identity laws also hold weakly:
r ◦ ρx0 = τ(ρx0 , r) =
tlr
r.
ρx1 ◦ r = τ(r, ρx1 ) =trr
r.
Note that, since equality is established by rw-equality and with these conditions satisfied, we
conclude that Π⋆(X) is indeed a weak category.
To conclude our proof, we need to show that it also is a weak groupoid. To do that, we need
to show that every computational path r has an inverse computational r′, it is easy. We just take
r′ =σ(r), then the isomorphism hold weakly, we use rw-equality tr and tsr:
r ◦ r′ = r ◦σ(r) = τ(σ(r), r) =
tsr
ρx0
r′ ◦ r =σ(r) ◦ r = τ(r, σ(r)) =
tr
ρx1 .
With that, we conclude that Π⋆(X) is a weak groupoid. Since the groupoid Π⋆(X) is constructed
from a type X and its objects and equalities between these objects (given by computational paths),
we define Π⋆(X) as the fundamental groupoid of the type X.

Now, it is interesting to define the morphisms between fundamental groupoids, since they are
determined by types connected by paths X, and by the relationships between terms and paths
(loops) in the type. Based on the Subsection 2.12, we obtain the following result:
Definition 50. Given types X, Y and f : X→ Y a function type, such that, applying f to a term
x : X we obtain f (x) = y : Y. in addition, be
(1) A computational path x =
ρx
x : X.
(2) A dependent function f :Π(x:X)P(x), with P(x) ≡ Y.
As,
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x =
ρx
x : X f :Π(x:X)P(x)
ρx ◦ f (x) =
µ f (ρx)
f (x) : P(x)
we can define the transport path φ that takes a loop x =
ρx
x : X in a loop ρx ◦ f (x) =
µ f (ρx)
f (x) : Y.
Therefore, by simplicity, we will denote by x =
φ
f (x), the transport path, which we call φ.
Now, let σ( f ) be the inverse of f , so we can write σ( f ) : (Y, y)→ (X, x), such that, σ( f )(y) = x,
and consider the transport φ in Definition 50. By rw-rule 30 in Definition24, we have:
σ(µ f (ρ)) =
sm
µ f (σ(p)) =
sr
µ f (ρ).
we have: σ(φ) denotes the transport path that takes the loop y =
ρ
y : Y in a loop x =
µ f (ρ)
x : X,
which we can write by y =
σ(φ)
x.
Definition 51. Given the types X,Y and f : X→ Y a function type, such that, applying f in a term
x : X we obtain f (x) = y : Y. Let αx :Π⋆(X) be a loop, f :Π(x:X)P(x) be dependent function, with
P(x) ≡ Y and x =
φ
y the transport path. Define the map fφ :Π⋆(X) −→Π⋆(Y) by
fφ([αx]) = [φ] ◦ [αx] ◦ [σ(φ)] = τ
(
τ
(
σ(φ), αx
)
, φ
)
.
where fφ([αx]) :Π⋆(Y) is a loop, as the morphism between Π⋆(X) and Π⋆(Y).
Note that, fφ is well defined because τ is well defined. It follows as a consequence of the
previous definition that if i : X→ X is the identity type, then:
Theorem 52. The path iρ :Π⋆(X) −→Π⋆(X), with x =
ρ
x, is the identity morphism.
Proof. Note that
iρ
(
[αx]
)
= [ρ] ◦ [αx] ◦ [σ(ρ)] = τ
(
τ
(
σ(ρ), αx
)
, ρ
)
= τ
(
τ
(
ρ, αx
)
, ρ
)
=
tlr
τ(αx, ρ) =
trr
αx.

As the identity morphism operates within the X type, we do not need to use transport, since the
space is connected by paths.
Theorem 53. Given f : X→ Y, g : Y→ Z function types. Denoted by φ1, φ2 the transport paths
x =
µ f (ρ)
y and y =
µg(ρ)
z respectively. Then,
(
gφ2 ◦ fφ1
)(
[αx]
)
=
[
φ2 ◦ φ1
]
◦
[
αx
]
◦
[
σ
(
φ2 ◦ φ1
)]
.
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Proof. We have:
(
gφ2 ◦ fφ1
)(
[αx]
)
= gφ2
([
fφ1
(
[αx]
)])
= [φ2] ◦
[
fφ
(
[αx]
)]
◦ [σ(φ2)]
= [φ2] ◦
[
[φ1] ◦ [αx] ◦ [σ(φ1)]
]
◦ [σ(φ2)]
= τ
(
τ
(
σ(φ2), τ
(
τ(σ(φ1), αx), φ1
))
, φ2
)
=
σ(tt)
τ
(
τ
(
τ
(
σ(φ2), τ(σ(φ1), αx)
)
, φ1
)
, φ2
)
=
σ(tt)
τ
(
τ
(
τ
(
τ
(
σ(φ2), σ(φ1)
)
, αx)
)
, φ1
)
, φ2
)
=
tt
τ
(
τ
(
τ
(
σ(φ2), σ(φ1)
)
, τ
(
αx, φ1
))
, φ2
)
=
tt
τ
(
τ
(
σ(φ2), σ(φ1)
)
, τ
(
τ
(
αx, φ1
)
, φ2
))
=
tt
τ
(
τ
(
σ(φ2), σ(φ1)
)
, τ
(
αx, τ
(
φ1, φ2
)))
=
σ(stss)
τ
(
σ
(
τ(φ1, φ2)
)
, τ
(
αx, τ
(
φ1, φ2
)))
=
σ(tt)
τ
(
τ
(
σ
(
τ(φ1, φ2)
)
, αx
)
, τ
(
φ1, φ2
))
=
[
τ(φ1, φ2)
]
◦
[
αx
]
◦
[
σ
(
τ(φ1, φ2)
)]
=
[
φ2 ◦ φ1
]
◦
[
αx
]
◦
[
σ
(
φ2 ◦ φ1
)]

Theorem 54. Given f : X→ Y, g : Y→ Z and h : Z→W function types. Denote φ1, φ2, φ3 the
transport paths x =
µ f (ρ)
y, y =
µg(ρ)
z and z =
µh(ρ)
w respectively. Then hφ3 ◦ (gφ2 ◦ fφ1) = (hφ3 ◦ gφ2) ◦ fφ1 .
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Proof. Indeed, note that:(
(hφ3 ◦ gφ2) ◦ fφ1
)(
[αx]
)
=
(
hφ3 ◦ gφ2
)([
fφ1
(
[αx]
)])
=
[
φ3 ◦ φ2
]
◦
[
fφ1
(
[αx]
)]
◦
[
σ(φ3 ◦ φ2)
]
=
[
φ3 ◦ φ2
]
◦
[[
φ1
]
◦
[
αx
]
◦
[
σ
(
φ1
)]]
◦
[
σ(φ3 ◦ φ2)
]
= τ
(
τ
(
σ
(
τ(φ2, φ3)
)
, τ
(
τ(σ(φ1), αx), φ1
))
, τ(φ2, φ3)
)
=
stss
τ
(
τ
(
τ
(
σ(φ3), σ(φ2)
)
, τ
(
τ(σ(φ1), αx), φ1
))
, τ(φ2, φ3)
)
=
σ(tt)
τ
(
τ
(
τ
(
τ
(
σ(φ3), σ(φ2)
)
, τ(σ(φ1), αx)
)
, φ1
)
, τ(φ2, φ3)
)
=
tt
τ
(
τ
(
τ
(
σ(φ3), σ(φ2)
)
, τ(σ(φ1), αx)
)
, τ
(
φ1, τ(φ2, φ3)
))
=
σ(tt)
τ
(
τ
(
τ
(
σ(φ3), σ(φ2)
)
, τ(σ(φ1), αx)
)
, τ
(
τ(φ1, φ2), φ3
))
=
σ(tt)
τ
(
τ
(
τ
(
τ
(
σ(φ3), σ(φ2)
)
, τ(σ(φ1), αx)
)
, τ(φ1, φ2)
)
, φ3
)
=
tt
τ
(
τ
(
τ
(
σ(φ3), τ
(
σ(φ2), τ(σ(φ1), αx)
))
, τ(φ1, φ2)
)
, φ3
)
=
σ(tt)
τ
(
τ
(
τ
(
σ(φ3), τ
(
τ
(
σ(φ2), σ(φ1)
)
, αx
))
, τ(φ1, φ2)
)
, φ3
)
=
tt
τ
(
τ
(
σ(φ3), τ
(
τ
(
τ
(
σ(φ2), σ(φ1)
)
, αx
))
, τ(φ1, φ2)
))
, φ3
)
=
σ(stss)
τ
(
τ
(
σ(φ3), τ
(
τ
(
σ
(
τ(φ1, φ2)
)
, αx
)
, τ(φ1, φ2)
))
, φ3
)
=
[
φ3
]
◦
[[
φ2 ◦ φ1
]
◦
[
αx
]
◦
[
σ
(
φ2 ◦ φ1
)]]
◦
[
σ(φ3)
]
=
[
φ3
]
◦
[
gφ2
([
fφ1
(
[αx]
)])]
◦
[
σ(φ3)
]
= hφ3
(
gφ2
([
fφ1
(
[αx]
)]))
=
(
hφ3 ◦ (gφ2 ◦ fφ1)
)(
[αx]
)

Theorem 55. Given fφ :Π⋆(X) −→Π⋆(Y), iρx :Π⋆(X) −→Π⋆(X) and jρy :Π⋆(Y) −→Π⋆(Y)
then:
(1) fφ ◦ iρx = fφ
(2) jρy ◦ fφ = fφ
Under the conditions of the definition 51 and by theorems 52, 53, the proof is immediate. After
this sequence of theorems, we get the following result:
Definition 56. We denote by Cpaths the category of computational paths where:
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(1) The objects are Π⋆(X, x),Π⋆(Y, y), ...
(2) The morphisms are fφ :Π⋆(X, x) −→Π⋆(Y, y), ..., determined by φ that denote the transport
path x =
µ f (ρ)
y
(3) Given fφ1 :Π⋆(X, x) −→Π⋆(Y, y) and gφ2 :Π⋆(Y, y) −→Π⋆(Z, z), then the composite of fφ1 and
gφ2 given by theorem 53.
(4) The identity morphism is given by theorem 52.
Where, the associativity and the unit are given by theorems 54 and 55, respectively.
Theorem 57. The map fφ is a group homomorphism.
Proof. Themap fφ is in fact a homomorphism, let αx, βx :Π⋆(X, x), we need to prove that fφ([βx] ◦
[αx]) = fφ([βx]) ◦ fφ([αx]).
fφ
(
[βx] ◦ [αx]
)
= [φ] ◦ ([βx] ◦ [αx]) ◦ [σ(φ)]
= τ
(
τ
(
σ(φ), τ
(
αx, βx
))
, φ
)
=
σ(tt)
τ
(
τ
(
τ
(
σ(φ), αx
)
, βx
)
, φ
)
=
σ(tlr)
τ
(
τ
(
τ
(
σ(φ), αx
)
, τ
(
ρx, βx
))
, φ
)
=
σ(tr)
τ
(
τ
(
τ
(
σ(φ), αx
)
, τ
(
τ
(
φ, σ(φ)
)
, βx
))
, φ
)
=
tt
τ
(
τ
(
τ
(
σ(φ), αx
)
, τ
(
φ, τ
(
σ(φ), βx
))
, φ
)
=
σ(tt)
τ
(
τ
(
τ
(
τ
(
σ(φ), αx
)
, φ
)
, τ
(
σ(φ), βx
))
, φ
)
=
tt
τ
(
τ
(
τ
(
σ(φ), αx
)
, φ
)
, τ
(
τ
(
σ(φ), βx
)
, φ
))
= fφ
(
[βx]
)
◦ fφ
(
[αx]
)
.
In this way, fφ is indeed a homomorphism called homomorphism induced by f . Therefore, the
morphisms in Cpaths are groups homomorphisms. 
Theorem 58. Let X, Y and f : X→ Y be types with x : X and y : Y, and x =
φ
y the transport path. If
f is a homeomorphism of X with Y, then fφ :Π⋆(X, x)→Π⋆(Y, y) is an group isomorphism.
Proof. Let σ( f ) be the inverse of f , and y =
σ(φ)
x be a transport path. We must prove that the path
σ( fφ) :Π⋆(Y, y)→Π⋆(X, x)
given by:
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σ( fφ)
(
[αy]
)
= [σ(φ)] ◦ [αy] ◦ [φ] = τ
(
τ(φ, αy), σ(φ)
)
.
Once fφ([αx]) :Π⋆(Y, y), we have
σ( fφ)
([
fφ([αx])
])
= [σ(φ)] ◦
[
fφ([αx])
]
◦ [φ]
= [σ(φ)] ◦
[
[φ] ◦ [αx] ◦ [σ(φ)]
]
◦ [φ]
= τ
(
τ
(
φ, τ
(
τ(σ(φ), αx), φ
))
, σ(φ)
)
=
σ(tt)
τ
(
τ
(
τ
(
φ, τ
(
σ(φ), αx
))
, φ
)
, σ(φ)
)
=
tt
τ
(
τ
(
φ, τ
(
σ(φ), αx
))
, τ
(
φ, σ(φ)
))
=
tr
τ
(
τ
(
φ, τ
(
σ(φ), αx
))
, ρx
)
=
trr
τ
(
φ, τ
(
σ(φ), αx
))
=
σ(tt)
τ
(
τ
(
φ, σ(φ)
)
, αx
)
=
tr
τ
(
ρx, αx
)
=
tlr
[αx0].
Proceeding in an analogous way, we will obtain that fφ
([
σ( fφ)([αy])
])
= [αy]. Therefore, we have
that fφ :Π⋆(X, x0)−→Π⋆(Y, y) is a isomorphism, which confirms our proof. 
4. Conclusion
Based on the idea of introducing a formal counterpart to a rewriting sequence between terms,
which will then count as a proper entity and call computational path in the syntax of type theory,
we make use of such an entity to develop the central objective of our work. Using the concept of
computational paths (sequences of rewrites), where these equalities reside at the level of rewrites,
we show, firstly, that it gives rise to a weak groupoid structure Π⋆(X) of a type X, connected by
paths. Later on, we saw that by defining morphisms between these structures, determined by type
functions and functions of the dependent type, we were able to obtain the category of compu-
tational paths, denoted by CPaths. Finally, as the morphisms in this category are isomorphisms,
we have thus that CPaths is a weak groupoid. We show that this approach is fundamentally differ-
ent from groups built using homotopic paths, since computational paths are in fact elements of
type theory syntax, rather than just interpretations in the semantics. As a future work, we shall
approach other topics of algebraic topology, more specifically, give an interpretation of the Van-
Kampen theorem, which is used to obtain fundamental groups of surfaces, such as Torus, Klein
bottle and surfaces determined by related sums out of other surfaces, using computational paths.
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