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An orthogonal transformation is used to characterize the amplitude variation 
and shift of a real number  N-periodic sequence, where, _N = 2 ~ for some 
positive integer n. The  amplitude variation is characterized by a set of 
(log2 N + 1) numbers  which are invariant to shifts of the sequence. Again, 
(N -- 1) t ransform coefficients are sufficient to characterize all shifts of the 
sequence. It is shown that the amount  of shift can be detected in log2 N com- 
parisons. 
I. INTRODUCTION 
Consider an orthogonal matrix defined by the following recurrence relation: 
D(1) = 1 
D(2~) I n(2~) ] 
D(2 k+l) = - .I . . . . . . .  , 
2~/~I(2 ~) ] -2~/~I(2~) J 
k=O, 1,2,3,...,n. (1) 
It can be shown that the D(2 ~+I) in (1) is orthogonal (see Appendix A). 
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We define the orthogonal transformation 
where 
and 
F~(2") = D(2") • X(2"), 
F,(2")' = {f~(0)f~(1)f~(2). . - f~(N- 1)}, 
(2) 
X(2")' = {x(0) x(1) x(2) ... x (N  --  1)}. 
The transform coefficients fx(k), k = O, 1, 2 , . ,  (N -  1) in (2) can be 
computed rapidly by an algorithm which is best illustrated for the ease N = 8. 
With N = 8, (2) yields: 
F~(8) = D(8) * X(8). (3) 
Using the matrix partitioning technique introduced by Ahmed and Cheng 
(1970) it can be shown that 
where 
L(0) =x.(0) 
f~(k) =2 (8-~'/2 .x,+~_~(k), s = 1, 2,...,n; (4) 
h =2~-1,... ,(2 " - 1), 
Xn+a_8(k ) is the output of the (n + 1 -- s)-th iteration. 
The sequence of arithmetic operations associated wkh (4) are shown in 
the signal flow graph, N =- 8 in Fig. 1. From the structure of this signal flow 
graph it is apparent that in general there are log 2 N kerations. Again, it follows 
that the algorithm is similar to the fast Hadamard or BIFORE (Binary 
FOurier REpresentation) transform studied by several authors who include 
Ohnsorg (1966), Whelchel and Guinn (1968), and Ahmed and Rao (1971). 
From the above discussion it is apparent that the transform defined by (3) 
is in essence a modified Hadamard or BIFORE transform. However, com- 
paring the transform matrices D(2 k+l) in (1) with the well-known Hadamard 
matrices, it follows that the D(2 k+l) matrices are much simpler in that they 
have a substantial number of zeros as elements. Thus the transform 
coefficients f~(k) in (2) can be more rapidly computed as in the case of the 
Haar transform discussed by Harmuth (1970) and Andrews and Caspari (1970) 
among others. However, in contrast o the Haar transform, it will be shown 
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Iteration 1 Iteration 2 Iteration 3 
x(o)\ 
x(3)~ 
-• 
"1(5) *2 , Ix(5) 
-~x,(6) *2 , f~(6) 
-~x1(7) , f~(7) 
,L(0) 
,L(1) 
Notation: 
x,q). ~x j+ l (  0 = x;(1) + xj(k) 
FIG. 1. Signal flow graph, N ~ 8. 
that the transform in (2) yields (i) a set of (log~ N- -  1) numbers which 
characterize the amplitude of the sequence, independent of the shift, and, 
(ii) a set of (N -  1) numbers which characterize the shift of the sequence. 
Such a characterization of an N-periodic sequence is analogous to that 
afforded by the conventional discrete Fourier amplitude and phase (i.e., 
position) spectra whose computation requires complex number arithmetic. 
Thus the motivation for studying the transform in (2) is that it provides 
amplitude and shift characterization, as does the Hadamard or BIFORE 
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transform, and in addition yields the transform coefficients f~(k) as rapidly 
as the Haar transform. 
The transform coefficientsfx(k) in (2) and the corresponding amplitude and 
shift characterizations could be used as features or attributes to represent 
signals in pattern recognition problems. Such applications pertaining to the 
Hadamard or BIFORE transform have been reported by Ohnsorg (1964), 
Nelson (1965), Larson (1966) and Powell (1966). 
II. ANALYSIS 
1. Characterization f Amplitude Variation 
From (2) it follows that as the N-periodic sequence {X(2~)} is shifted, 
F~(k) will change. In sequel we develop a "shift-matrix" which relates the 
transform of a shifted sequence to that of the original sequence {X(2n)}. 
Let {Xa)(2~)} denote the sequence obtained by shifting {X(2~)} by one 
position. Then when N ~ 8 it follows that 
where, 
and 
M(8) = 
xu)(8) = M(8) • X(8), 
X(8)' ~-{x(O)x(1)x(2)... x(7)} 
X(1)(8) ' ={x(1)x(2)x(3)... x(0)}, 
r 0 1 0 0 0 0 0 0 -  
0 0 1 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 1 0 0 0  
0 0 0 0 0 1 0 0  
0 0 0 0 0 0 1 0  
0 0 0 0 0 0 0 1  
L 1 0 0 0 0 0 0 ~  
Applying (2) to (5) there results 
where 
F~)(s) = D(8) • M(8) • X(S), 
{f~ (0)f~ (1)'"f(1)(7)} 
represents he transform of the shifted sequence {Xm(8)}. 
(5) 
(6) 
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Again, since D(2 n+l) in (1) is orthogonal, (2) yields 
1 • {D(2~), • F~(2,~)}" (7) x(2~) = 
Substituting (7) in (6) there results 
F(1)c8a~,, = -~ {D(8) * M(8) * D(8)'} * F~(8). (8) 
From (8) it is clear that the desired shift matrix is given by 
A(8) = ~D(8) • M(8) ,  D(8'). (9) 
Substituting the numerical values for D(8) obtained from (1) in (9) we 
obtain 
A(8) = 
-~ I  o 
t 
0 0 
0 
0 
0 
0 
_0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 
0 0 0 0 
q 
0 1 j 
I 
0 --1 0 
0 0 0 0 1 0 0 
0 0 0 0 0 1 0 
0 0 0 0 0 0 1 
0 0 0 --1 0 0 0 
(~o) 
Inspection of (10) results in the following observations: 
(i) The shift matrix has a ,'block diagonal" structure. 
(ii) Each submatrix of A(8) indicated by the partitioning is orthogonal. 
From the above observations it follows that the shift-invariants of the 
transformation defined in (3) are as follows: 
P(0) = f~(0), 
2s--1 
P(s) = Z f~2(m), s = 1, 2, 3. (11) 
m=2S--1 
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Using the mathematical induction method k can be shown that the shift- 
matrix for the general case is given by 
A(1) = 1, 
L(1) = --1, 
[A(2*)I z ] 
A(2~+1) = [ . . . .  z ] L(2') I  . . . .  J, l = 0, 1, 2, 3,..., n, (12) 
where z represents a set of zeros needed to "fill" the matrix such that it has 
the block diagonal structure in (10). 
[ ~ 1(21 - _-- 1)] ,  
L(2') . . . . .  
L-at 
and 
is a [(21 --  1) X 1] null vector. 
Again, (11) generalizes to yield 
P(0) = L~(0), 
2s--1 
P(s)-~ E f~2(m) , 
~=2s--1 
s = 1, 2, 3,..., n. (13) 
Clearly, the (log 2 N-}-1)  numbers P(s) in (13) represent he amplitude 
variation of a N-periodic sequence since they are invariant o shifts of the 
sequence. 
2. Characterization of Shift 
This is accomplished in two stages. First, we show that the transform 
coefficients f~(k), k = 28-1,..., (28 --  1), are 2~-l-antiperiodie with respect o 
shifting the sequence {X(2n)}; that is, 
f~'-~)(k) = --f,(k), k = 2 s-~ ..... (2 s - 1); s = 1, 2,.. . ,  n. (14) 
Second, we show that the (N --  1) transform coefficients in (14) are sufficient 
to detect he shift in log a N comparisons. 
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(i) Antiperiodicity off.(k): From (8) we have 
F(ml)(2 n) = A(2") * Fx(2"), (15) 
where, A(2 ~) is the shift-matrix defined in (12). From (15) it follows that 
F(,r)(2 ~) = [A(2~)] ~ * F~(2n), (16) 
where [A(2n)] r denotes the r-th power of A(2n). 
Matrix partitioning of (16) yields 
2s-1 
• . • = f,(2*-: -f- 1)~, (17) 
L f(~*)(2 * - 1) _l f.(2* --  1) _1 
where the matrix L is defined in (12). 
It can be shown that 
[L(2'-1)1 ~ = L.(2s-~), (18) 
where 
and 
~ 11I(2 * - l - r ) ]  
Lr(2 *-1) . . . . .  I - , 
--I(r)il ~' 
r = 1, 2,..., 2 *-1, 
is a [(2 *-1 -- r) × r] null matrix. 
In particular if r = 2 s-l, (18) yields 
[L(2~-1)]~-1 = L~s_l(2~-l) = _i(2,-1). 
Substitution of (19) in (17) results in 
y~e-1~(k) = -f~(k), 
(19) 
which is the desired result in (14). 
(ii) 
k =2 *-1 ..... (2 ~-  1); (20) 
s= l ,  2 ..... n. 
Detection of amount of shift. Examination of A(2 ~) in (12) reveals 
16 AHMED~ SCHULTZ~ AND RAO 
that if one of the coefficients betweenf~r)(2 s-l) andf~) (2  ~ - -  1) is known then 
the others can be found from the structure of L~(2s-1). Therefore, it is sufficient 
to consider the following subset of transform coefficients: 
(r) s--1 {f~ (2 ) ,  r =0,1  .... , (N - - l ) ;  s= 1, 2,..., n}. (21) 
For  the purposes of discussion, consider N = 8. Then  (21) yields Table I. 
Again, f rom the structure ofL~(2 ~-~) in (18) it follows that 
f(~)(l) =f~(l -+ 1), l = 2s-~,..., (2 ~ - -  2); s ~- 2, 3,..., n, 
f~O(2~ - -  1) = --/~(2~-~); s = 1, 2,..., n. (22) 
TABLE I 
. (1) .  1 . . (2) ,  1 , . (aL  1 , ~(4>. 1. . (5) .  1 . (6) . (7) ,  1 , 
~(0. 2. .(a). 2, -(4). 2. o(5). 2. .(61. 2. o(7). 2, 
"(1)'4" (s) .(a). 4, .(a). 4. .(5). 4. (6) (7) L(4) ] ,  t J f ,  (4) Y~ ( ) Y~ k ) J~ t ) f~ (4) f~ (4) 
TABLE II 
T 
--f~(1) L(1) - f , (1)  L(1) -L (1)  L(a) - f , (1)  s L (1 )  
f~(2) f~(3) --:~(2) --f~(3) f~(2) f~(3) --f~(2) --:~(3) 
f~(4) f~(5) f~(6) f~(7) --f~(4) --f~(5) --f~(6) --f~(7) 
Appl icat ion of (20) and (22) to Table I yields Table I I .  Wi th  reference to 
Table I I  we make the following observations and subsequent generalizations: 
1. f~(0) is omitted since it is the same for all shifts r = 0, 1,..., 7. 
2. The  2s- l -ant iper iodic structure of the transform coefficients f~(k), 
k = 1, 2,..., 7 with respect to the shift variable r = 0, 1,..., 7 is apparent.  
Thus  a knowledge of f~(1) ..... f~(7) is sufficient to characterize all shifts. 
In general, the (N- -1 )  transform coefficients f~(1),...,f~(N--1) will 
characterize all N shifts. 
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3. A binary tree structure can be associated with Table I I  as shown in 
Figure 2, where, a binary notation is used to denote the nodes of the tree. 
4. The shift of a test sequence can be detected using the tree structure 
noted in observation (3) as follows: 
(a) Denote the transform coefficients of the test sequence obtained 
from (1) byf~(1),...,L(7). 
(b) Denote the amount of shift s by 
S = s 1 + s2 + s3. (23) 
(i) Compare f~(1) and f~(1) at hoed 0. I f  their signs agree, set 
s 1 --  0 and branch left to node 00. If their signs differ, branch right to node 1 
and set sl = 2 °. For example, suppose sl = 0. 
(ii) Compare the signs off~(2) andfx(2) at node 00. I f  their signs 
agree, set s 2 = 0 and branch left to node 000. Otherwise branch right to 
node 01 and set s 2 = 21. For example, suppose s2 = 21. 
(iii) Comparef~(6) withfx(6 ) at node 010. If their signs agree, set 
s 2 = 0. Otherwise branch right to node 011 and set s 3 = 22. For example, 
suppose s~ = 4. 
For the above example, (23) yields S = 6. Clearly, this agrees with Table I I  
with r = 6. Again, the number of comparisons made is log~ 8. 
5. From observation [4] it follows that in general og~ N comparisons 
yield the desired shift which can be expressed as 
S = ~ ms2 ~-1, 
m=l 
where 
0, iff~(2 ~-1) and fro(2 s-l) have the same sign 
ms = 1, otherwise. 
6. The development of the binary tree structure for the general case 
N = 2 ~ follows in a straightforward manner from the case N = 8 in Fig. 2. 
I I I .  CONCLUSIONS 
The amplitude variation of a real number N-periodic sequence 
is characterized by a set of { log2N+ 1} numbers. The set P(s) ,  
s = O, 1,..., loge N defined in (13) characterizes the amplitude variation and 
643/2o/~-2 
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A(I) 
0 
f~(2) --f~(2) 
00 01 
000 001 010 011 
--f,(1) 
1 /L 
f,(3) 
10 
100 101 
f~(4) --f~(4) f~(6) --f~(6) f~(5) --f~(5) 
FIc. 2. Binary tree structure, N = 8. 
--f~(3) 
11 
110 111 
f.(7) --f~(7) 
is shift-invariant. The set of transform coefficients f~(1), fo~(2),. . . , f~(N- 1) 
defined in (1) characterizes the shift. Further, the amount of shift can be 
determined by log 2 N comparisons using (24). The sets P(s), s = 0, 1,..., loge N 
and fo~(l), 1 = 1,..., (N -  1) could find applications in pattern recognition 
problems where they can be used as features or attributes to represent signals. 
APPENDIX 
Show that D(2 k+l) in (1) is orthogonal. 
Proof. Let k = 0. Then (1) yields 
Clearly, 
D(2)' • D(2) = 2/(2), 
which implies that D(2) is orthogonal. 
Now, assume that D(2 ~) is orthogonal; that is, 
D(2k) ' , D(2 k) = 2,~, I(2k), 
(A-l) 
(A-2) 
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where 
D(2k_1 ) D(2 k-l) ] 
. . . . . . . . . . .  . (A -3 )  
D(2k) = L 2(~-1)/~I(2 k-a) I--2(7~-1)/2I(2k-1)1 
From (1), (A-2) and (A-3) it follows that 
[ 2 * D'(2k)* D(2'0, ' 0}2_k! ] 
D(2k+l) ' . D(2 k+l) = , - , (A--4) 
0(2 k) 'I 2 * 2 ~ * I(2 k) J 
where 0(2 ~) is a (2 ~ × 2 ~) null matrix. 
Combining (A-2) and (A-4) there results 
D(2k+~) ' • D(2 ~+1) = 2 k+~ • I(2k+1), (A-S) 
which implies that D(2 k+l) is also orthogonal. Thus by induction, D(2 7~+1) 
in (1) is orthogonal for k = 0, 1, 2,..., n. 
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