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Abstract
We compute the quantum work distribution for a driven Morse oscillator. To this end, we solve the time-dependent
dynamics for a scale-invariant process, from which the exact expressions for the transition probabilities are found.
Special emphasis is put on the contributions to the work distribution from discrete (bound) and continuous (scattering)
parts of the spectrum. The analysis is concluded by comparing the work distribution for the exact Morse potential and
the one resulting from a harmonic approximation.
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1. Introduction
If definitions of quantum work are to be experimen-
tally relevant, we have to develop theoretical frame-
works that can predict the outcomes of actual experi-
ments. For isolated quantum systems that evolve un-
der unitary dynamics, the so-called two-time energy
measurement approach [1, 2, 3, 4] has been proven
to be powerful and practical. The first law of ther-
modynamics states that the change of internal energy,
∆E =
〈
Ht f
〉
− 〈H0〉 with Ht being the time-dependent
Hamiltonian, during a process of duration t f , can be
separated into work, 〈W〉, and heat, 〈Q〉, and we have
∆E = 〈W〉 + 〈Q〉. The angular brackets denote an av-
erage over an ensemble of realizations of the same pro-
cess. In particular, we have 〈W〉 = ∫ dW P(W), where
P(W) is the probability distribution of the work.
For isolated systems, no heat is exchanged with any
environment and all changes of the internal energy are
identified as the work performed by the system un-
der study, ∆E = 〈W〉. Thus, quantum work can
be determined by an initial and a final projective en-
ergy measurement on the quantum system, which has
been successfully applied, for instance, theoretically in
Refs. [5, 6, 7, 8, 9, 10, 11, 12] and experimentally in
Refs. [13, 14, 15, 16]. It also has been shown that the
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two-time energy measurement approach is of practical
relevance. In particular, experimentally realizable nano-
engines with single ions as working medium have been
proposed [17, 18, 19].
Nevertheless, previous studies have been mostly re-
stricted to simple systems as, for instance, the driven
harmonic oscillator [5, 6, 9, 20] or square well poten-
tials [11]. The reason is that in order to compute the
probability distribution, P(W), the corresponding time-
dependent Schro¨dinger equation has to be solved.
Only recently it has been recognized that these kinds
of problems are greatly simplified for so-called scale
invariant processes [21, 22]. Scale-invariant driving is
generated by transformations of Ht for which the den-
sity profile (and all correlations in real space) is pre-
served up to scaling and translation. In this case a so-
lution of the time-dependent Schro¨dinger equation is
given by the instantaneous eigenfunctions of Ht mul-
tiplied by a phase [23].
In the present paper we apply this method to compute
the quantum work distribution for an important system
in chemical physics, namely, the driven Morse oscilla-
tor. The Morse oscillator is a well-studied system un-
der continued interest [24, 25, 26, 27, 28, 29, 30, 31,
32, 33, 34] that mimics the covalent bond in a diatomic
molecule [35, 36]; see also Fig. 1. Generally, analyti-
cal solutions are only known for the time-independent
case [36], whereas the time-dependent case has only
been solved for specific situations [37, 38]. An addi-
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Figure 1: Illustration of the model system: The Morse potential
mimics the electrostatic potential of a diatomic bond of the length x.
tional complication is that the eigenvalue spectrum has a
discrete part, corresponding to bound states, and a con-
tinuum of scattering states. This complexity of the spec-
trum poses a theoretically interesting problem – ubiqui-
tous in molecular physics and realistic systems – and it
will be reflected in the shape of the resulting work den-
sity.
In addition, this paper is also of pedagogical value;
the same approach could readily be applied to any
quantum system for which an exact or approximate
Schro¨dinger equation is known. In the following,
we will show how to generally construct the time-
dependent solutions for scale-invariant driving from
which the quantum work distribution is determined.
The paper is organized as follows: In Sec. 2 we col-
lect definitions and establish notation. Section 3 is ded-
icated to solving the time-dependent Morse oscillator
for scale invariant driving, before we finally analyze the
quantum work distribution in Sec. 4. In the analysis we
will focus on the contribution of bound and scattering
states, and we will compare the exact solution to a har-
monic approximation. We conclude the discussion with
a few remarks in Sec. 5
2. Definitions and notation
2.1. Two-time energy measurement approach
Consider an isolated quantum system with time-
dependent Schro¨dinger equation
i~ ∂t |ψt〉 = Ht |ψt〉 . (1)
In the following we are interested in describing ther-
modynamic processes that are induced by varying an
external control parameter λt during time t f , so that
Ht = H(λt). Within the two-time energy measurement
approach quantum work is determined by the following
protocol: At initial time t = 0 an projective energy mea-
surement is performed on the system; then the system
is let to evolve under the time-dependent Schro¨dinger
equation (1), before a second projective energy mea-
surement is performed at t = t f . For a single realization
of this protocol the work is given by
W
[
|n0(λ0)〉; |n f (λt f )〉
]
= En f (λt f ) − En0 (λ0) , (2)
where |n0〉 is the initial eigenstate with eigenenergy
En0 (α0) and |n f 〉 with En f (αt f ) denotes the final state.
The distribution of work values is then given by av-
eraging over an ensemble of realizations of the same
process,
P(W) =
〈
δ
(
W −W
[
|n0(λ0)〉; |n f (λt f )〉
])〉
, (3)
which can be rewritten as [39, 40]
P(W) =
∑∫
n0,n f
δ
(
W −W
[
|n0〉; |n f 〉
])
p
(
|n0〉 → |n f 〉
)
.
(4)
In the latter equation the symbol ∑∫ denotes that we have
to sum over the discrete part of the eigenvalues spec-
trum and integrate over the continuous part. Therefore,
for systems with spectra that have both contributions the
work distribution will have a continuous part and delta-
peaks, a fact that we will analyze more carefully for the
Morse oscillator, shortly.
Further, p
(
|n0〉 → |n f 〉
)
denotes the probability to ob-
serve a specific transition |n0〉 → |n f 〉. This probability
is given by [39],
p
(
|n0〉 → |n f 〉
)
= tr
{
Πν f Ut f Πn0 ρ0 Πn0 U
†
t f
}
, (5)
where ρ0 is the initial density operator of the system
and Ut f is the unitary time evolution operator, Ut f =
T> exp
(
−i/~ ∫ t f0 dt Ht). Finally, Πn denotes the projec-
tor into the space spanned by the nth eigenstate. For
Hamiltonians with non-degenerate spectra we simply
have Πn = |n〉〈n|.
From Eqs. (2)-(5) we see that, in order to compute
P(W), we have to determine the initial state, ρ0, the in-
stantaneous eigenvalues, En(λt), and the solution of the
dynamics, Ut.
Generally, the initial state can be chosen according
to the physical situation and the energy eigenvalues
are given by the time-independent problem. To deter-
mine the transition probabilities (5), however, the time-
dependent Schro¨dinger equation (1) has to be solved.
2.2. Time-independent solution of the Morse oscillator
In the following we will study the quantum work
distribution (4) for the time-dependent Morse oscilla-
tor. Before we find a solution to the corresponding
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Figure 2: Illustration of the harmonic approximation: Morse po-
tential V(x) (6) (blue, dashed line) together with its harmonic approx-
imation (8) (red, solid line) for V0 = 1, µ = 1, k = 10 and ~ = 1/2pi.
Schro¨dinger equation (1), let us briefly summarize the
time-independent solution.
The Morse potential [35] describes approximately the
electrostatic interaction constituting the covalent bond
in a diatomic molecule. It can be written as
V(x) = V0
(
exp (−2Bx) − 2 exp (−Bx)) . (6)
where V0 is the depth of the potential well, and B de-
termines its width. Finally, x denotes the nuclear sepa-
ration of the atoms in the bond; see also Fig. 1. For an
actual diatomic molecule, B depends on the molecules’
reduced mass µ, the potential depth V0 of the bond, and
the vibrational constant ωe associated with the bond,
which can be determined experimentally [41]. In par-
ticular, with c being the speed of light we have
B = 2picωe
√
µ
2V0
. (7)
In Fig. 1 we sketch the diatomic bond as a spring con-
necting the two nuclei. Mathematically, this corre-
sponds to a harmonic expansion of the actual potential,
V(x) ' −V0 + V0 B2 x2 + O(x3) . (8)
Thus, for small values of x the Morse potential (6) can
be approximated by an harmonic oscillator with spring
constant k = 2V0B2, and V(x) ' −V0 + k/2 x2, what is
illustrated in Fig. 2.
We also clearly observe that the Morse potential sig-
nificantly deviates from the harmonic approximation as
the distance from x = 0 increases. This allows to model
bond weakening and dissociation with diverging nuclear
separation. The consequence of this property together
with the presence of scattering states at higher energies,
introduces interesting features into the work distribu-
tion, as we will discuss shortly in Sec. 4.
The time-independent Morse oscillator can be solved
exactly [36]. For energies less than zero the solution
corresponds to bound states, which can be expressed as
[38]
φ(z, ν) = Nb(ν) zA−ν exp (−z/2) M (−ν, 2A − 2ν + 1, z) ,
(9)
where M(a, b, c) is the Kummer function of the first kind
[42]. We further introduced the new variable z = (2A +
1) exp (−Bx) and the parameter A with (A + 1/2)2 =
2µV0/~2B2. Finally, ν is the energy quantum number
ranging from 0 to the integer part of A. The prefactor
Nb(ν) is a normalization constant that can be written as,
Nb(ν) =
[
B (2A − 2ν) Γ(2A − ν + 1)
ν! Γ(2A − 2ν + 1)2
]1/2
, (10)
where Γ(·) denotes the Euler gamma function [42].
The eigenenergies associated with the energy eigen-
states (9) read,
E(ν) = −~2 (A − ν)2B2/2µ (11)
which are negative and whose difference decreases
quadratically in ν. For the later analysis it will prove
convenient to work with the eigenstates being expressed
in terms of Kummer functions. However, it is worth
mentioning that an equivalent expression in terms of La-
guerre polynomials can be found [29].
In Fig. 3 we plot lowest and highest bound states for
the Morse potential illustrated in Fig. 2. We observe
again that for small energies the ground state is similar
to the one of the harmonic oscillator, whereas the highly
excited states exhibit a much richer shape.
The scattering states can be represented similarly
[38]. We have for the eigenfunctions,
φ(z, κ) = Ns(κ) ziκ exp (−z/2)U(−p − iκ, 1 − 2iκ, z) ,
(12)
where U(a, b, c) is now the Kummer function of the sec-
ond kind [42] and Ns(κ) is again a normalization, that
reads here,
Ns(κ) =
|Γ(−A − iκ)|
pi
√
Bκ sinh(2piκ) . (13)
In contrast to the bound state the scattering states cor-
respond to a continuous part of the spectrum, which is
characterized by the positive and real quantum number
κ. This quantum number can be associated with the mo-
mentum, p = ~κ, and the eigenenergies become accord-
ingly,
E(κ) = (~κ)2 B2/2µ . (14)
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Figure 3: Bound states of the Morse potential: Lowest, ν = 0, (red,
solid line) and highest, ν = 8, (blue, dashed line) bound state of the
Morse potential depicted in Fig. 2 with V0 = 1, µ = 1, k = 10 and
~ = 1/2pi.
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Figure 4: Scattering states of the Morse potential. Two scattering
states for κ = 0.8 (red, solid line) and κ = 3.6 (blue, dashed line) of
the Morse potential depicted in Fig. 2 with V0 = 1, µ = 1, k = 10 and
~ = 1/2pi.
In complete analogy to the bound states also the scatter-
ing states can be expressed in terms of Laguerre poly-
nomials [38].
In Fig. 4 we plot two scattering states of the Morse
potential of Fig. 2. We observe that the scattering states
behave like free waves for large diatomic separation,
whereas they exhibit interesting structure above the po-
tential well. We will rediscover these features in the
shape of the quantum work distribution shortly.
3. Scale-invariant driving of the Morse oscillator
Equipped with the time-independent eigenstates and
eigenenergies we can now proceed to solve the time-
dependent problem. Generally, it is hardly feasible to
solve the time-dependent Schro¨dinger (1) equation an-
alytically. However, it has recently been recognized in
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Figure 5: Morse potential under scale-invariant transformation:
Morse potential (16) for λ = 1 (red, sold line), λ = 1.5 (purple, dashed
line), and λ = 2 (blue, dotted line) with V0 = 1, µ = 1, k = 10 and
~ = 1/2pi.
the context of so-called shortcuts to adiabaticity that for
scale-invariant processes the situation greatly simplifies
[43, 44, 21]. Scale-invariant driving refers to transfor-
mations of the system Hamiltonian associated with a set
of external control parameters λt that can be absorbed
by scaling of the coordinates to rewrite the transformed
Hamiltonian in its original form up to a multiplicative
factor. In particular, for driving protocols of the form
V(x, λt) = 1/λ2t V (x/λt) , (15)
an exact solution for the time-dependent equation (1)
can be constructed from the time-independent eigen-
functions of the potential [23]. Berry and Klein showed
[23] that a canonical transformation can be performed to
scale the coordinates of position and time such that the
shape of a trajectory is unaffected by the presence of a
non-conservative force. For quantum systems an analo-
gous canonical transformation of the coordinates yields
wave functions to maintain their same shape when they
are subjected to a time-dependent Hamiltonian, pro-
vided that the rate of change is at most quadratic in time.
For our specific case we, therefore, continue by ana-
lyzing the scale-invariantly stretched potential
V(x, λt) =
V0
λ2t
(
exp
(−2Bx
λt
)
− 2 exp
(−Bx
λt
))
. (16)
In Fig. 5 we plot a few realizations of the latter potential
for different values of λ.
For the sake of simplicity we will further assume that
λt is a linear function in time,
λt = 1 + α t , (17)
which corresponds physically to a diatomic molecule
that is stretched at constant rate, α.
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Then, a solution of the time-dependent Schro¨ndinger
equation (1) with (16), (17), and α = 1 is given by [23]
ψ (x, t, n) =
1√
λt
φ
(
x
λt
, n
)
exp
(
− iEντt
~
)
exp (iϕ(x, t))
(18)
where φ(x, n) are the time-independent eigenfunctions
(9) and (12) with their respective eigenenergies (11) and
(14) and n is a generic quantum number referring to ei-
ther discrete ν or continuous κ. The time like variable τt
is given by
τt =
∫ t
0
dt
λ2t
(19)
and ϕ is a phase factor,
ϕ(x, t) =
µ
2~
λtλ˙t x2 . (20)
A general solution is then given by
Ψ(x, t) =
∑∫
n
cn0,n ψ(x, t, n) (21)
where the coefficients are determined from the initial
condition,
cn0,n =
1
λ0
∫
dx exp (−iϕ(x, 0)) φ
(
x
λ0
, n0
)
φ
(
x
λ0
, n
)
,
(22)
from which we obtain the transition probabilities (5).
So far the analysis is exact and completely general.
For the following we will choose a specific initial state
for which the analysis and the presentation of the results
greatly reduces. Let us choose for the sake of simplicity,
but without loss of generality that the system is initially
prepared in its ground state,
ψ(x, 0) = φ(x, ν = 0) (23)
Then the transition probability (5) becomes
p
(
|n0〉 → |n f 〉
)
= δn0,ν=0
∣∣∣∣∣∣∣
∫
dxΨ(x, t f )
φ(x/λt f , n f )√
λ(t f )
∣∣∣∣∣∣∣
2
,
(24)
where the time dependent solution reduces to
Ψ(x, t) =
∑∫
n
cν=0,n ψ(x, t, n) . (25)
It is worth emphasizing at this point that the time-
dependent solution (25) and, hence, the transition prob-
ability (24) separates into two contributions: a dis-
crete part stemming from the bound part of the spec-
trum, and a continuous part contributed by the scatter-
ing states. Therefore, also the quantum work distribu-
tion (4) has two contributions, discrete and continuous,
|ν〉 |0〉 |1〉 |2〉 |3〉
p(|0〉 → |ν〉) 61.5% 11.4% 0.856% 0.173%
Table 1: Transitions from bound state to bound state: Transition
probability (25) from one bound state to another for the Morse oscil-
lator (16) driven by protocol (17) for parameters α = 1 and t f = 5 and
with V0 = 1, µ = 1, k = 10 and ~ = 1/2pi.
a feature that has not been seen in previous analyses
[5, 6, 7, 9, 11].
Before we continue to the full distribution let us
briefly have a closer look at the transition probabilities
(25). Classical arguments let it appear plausible that the
farther away (in energy) from the ground state a final
state is located the less likely is a transition into this
state. This is also reflected in the transition probabilities
from one bound state to another, cf. Tab. 1.
However, quantum mechanically this expectation is
not entirely true. The transition probabilities ’measure’
the overlap of initial and final state. Thus, classically
unlikely or even forbidden transitions do occur. Com-
paring the plots in Figs. 3 and 4 it becomes apparent
that, for instance, the overlap of the ground state with an
scattering state can be much larger than with any other
bound state. This effect can be observed when plotting
the transition probability from the ground state, |ν = 0〉,
into the scattering continuum, |κ f 〉, during a scale invari-
ant process (16). We observe in Fig. 6 that tunneling
1 into the scattering continuum is a non-negligible ef-
fect, which actually makes in this particular case about
26% of all transitions. We further observe that for spe-
cific values of κ f the transition probability (24) has local
maximums. These ’dominant’ transitions will be redis-
covered in the structure of the work distribution shortly.
4. Quantum work distribution
In the previous sections we summarized properties of
the Morse oscillator and discussed the solution of the
dynamics for scale-invariant driving. In the remainder
of the analysis we will now focus on the quantum work
distribution (4).
4.1. Cumulative distribution function
As we outlined earlier the resulting distribution func-
tion has two fundamentally different terms: a discrete
part corresponding to transitions from the ground state
1In the present context ‘tunneling’ refers to energetically forbidden
transitions in an analogous, classical system.
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Figure 6: Tunneling from ground state into scattering continuum:
Transition probability (25) from |ν = 0〉 into the scattering continuum
for the Morse oscillator (16) driven by protocol (17) for parameters
α = 1 and t f = 5 and with V0 = 1, µ = 1, k = 10 and ~ = 1/2pi.
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Figure 7: Cumulative work distribution for the driven Morse oscil-
lator: Cumulative distribution function (26) for the scale-invariantly
driven Morse oscillator (16) with protocol (17) for parameters α = 1,
t f = 5, V0 = 1, µ = 1, k = 10 and ~ = 1/2pi.
to another bound state, and a continuous part corre-
sponding to tunneling events from the ground state into
the scattering continuum.
To be able to illustrate these two contributions in a
single plot, we consider the cumulative distribution,
ρ(W) =
∫
W
dW ′P(W ′) (26)
rather than the actual distribution function (4). Hence,
the discrete delta-peaks in P(W) yield a step function
in ρ(W), whereas the continuous contribution yields a
continuous part.
Figure 7 illustrates our final result, namely the cu-
mulative work distribution (26) for the Morse oscillator
under scale-invariant driving (16). For small values of
W, for the present parameters for W . 1, we observe
the step function – corresponding to transitions between
bound states. However, we also observe that for W & 1
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Figure 8: Morse oscillator and harmonic approximation Cumula-
tive distribution function (26) for the scale-invariantly driven Morse
oscillator (16) with protocol (17) in harmonic approximation for pa-
rameters α = 1, t f = 5, V0 = 1, µ = 1, k = 10 and ~ = 1/2pi. The inset
depicts a magnified version of the ‘interesting’ part of the distribution.
the scattering states dominate the structure of the work
distribution. Notice also the smooth ’humps’ which cor-
respond to the local maximums in the transition proba-
bility depicted in Fig. 6.
4.2. Exact results and the harmonic approximation
We pointed out earlier that one commonly approx-
imates the Morse oscillator by a harmonic oscillator.
Thus, one might ask whether the work distribution can
also be obtained by solving the harmonic problem, in-
stead of going through the more involved analysis of
the exact potential. To answer this question we com-
pare the exact work distribution in Fig. 7 with the one
that would be obtained by approximating the Morse po-
tential (16) by a harmonic oscillator. For case of scale-
invariant driving Eq. (8) becomes,
V(x, t) ' −V0
λ2t
+
V0B2
λ4t
x2 + O(x3) . (27)
For this system the quantum work distribution can be
computed exactly, which has been extensively reported
in Refs. [5, 9]. Thus, we merely present the resulting
plot in Fig. 8.
We clearly observe that, at least for the here chosen
parameters, approximating the Morse potential by a har-
monic oscillator is not justified. Whereas for the static
case still some valid information might be obtained,
the quantum work distribution and, more generally, the
thermodynamic properties are quite different.
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5. Concluding Remarks
In this paper we have outlined a method for deter-
mining the time-dependent wave functions of systems
subject to scale-invariant driving. This method has been
used to compute both transition probabilities and the
quantum work distribution for the driven Morse oscil-
lator. To the best of our knowledge, this analysis is
the first to account for discrete and continuous parts
of the eigenvalues spectrum and the consequences for
the quantum work distribution. Even though we have
been focused on the Morse potential as a case study,
general insight can been obtained from our analysis as
separation into bound and scattering states is a generic
property of realistic systems. The presented method can
be readily applied to any system for which the time-
independent eigenfunctions are known. In this context
Ref. [44, 21] presented a list of various potentials and
their scale-invariant forms.
Thus, our method could also be applied to analyze the
transition probabilities and work distributions for more
complex quantum systems modeling, for instance, mus-
cle fibers or proteins.
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Appendix A. Discrete and continuous contributions
In this appendix we summarize plots for the continu-
ous and discrete parts of the quantum work distribution
separately.
Appendix A.1. Transitions bound-bound
In Fig. A.9 we plot the discrete part of the cumulative
distribution function in Fig. 7. Observe that each ‘step’
corresponds to a transition from the initial ground state
|ν = 0〉 into another bound state.
Appendix A.2. Transitions bound-scattering
Finally, Figs. A.10 and A.11 illustrate the continuous
part of the distribution in Fig. 7. To highlight the effect
of the ‘resonances’, see also Fig. 6, we plot the cumu-
lative distribution (26) in Fig. A.10 and the probability
density (4) in Fig. A.11. Notice that each ‘hump’ in
Fig. A.11 corresponds to a resonance, i.e., local maxi-
mum of the continuous transitions probabilities (24).
0.5 1.0 1.5
W
0.2
0.4
0.6
0.8
1.0
ΡboundHWL
Figure A.9: Discrete part of the cumulative work distribution: Dis-
crete contribution to cumulative distribution function of Fig. 7 and
accounting only for transitions between bound states.
2 4 6 8
W
0.05
0.10
0.15
0.20
0.25
ΡscatHWL
Figure A.10: Continuous part of the cumulative work distribution:
Continuous contribution to cumulative distribution function of Fig. 7
and accounting only for transitions between the initial ground state
and the scattering continuum.
2 4 6 8
W
0.05
0.10
0.15
0.20
PscatHWL
Figure A.11: Continuous part of the work probability density:
Continuous part of the probability density function (4) corresponding
to Fig. 7 and accounting only for transitions between initial ground
state and the scattering continuum.
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