This paper presents a new approach for the design of feature-extracting recognition networks that do not require expert knowledge in the application domain. Feature-Extracting Recognition Networks (FERNs) are composed of interconnected functional nodes (feurons), which serve as feature extractors, and are followed by a subnetwork of traditional neural nodes (neurons) that act as classifiers. A concurrent evolutionary process (CEP) is used to search the space of feature extractors and neural networks in order to obtain an optimal recognition network that simultaneously performs feature extraction and recognition. By constraining the hill-climbing search functionality of the CEP on specific parts of the solution space, i.e., individually limiting the evolution of feature extractors and neural networks, it was demonstrated that concurrent evolution is a necessary component of the system. Application of this approach to a handwritten digit recognition task illustrates that the proposed methodology is capable of producing recognition networks that perform in-line with other methods without the need for expert knowledge in image processing.
INTRODUCTION
Artificial neural networks (ANNs) have proven successful at solving a variety of classification problems. However, there are two primary challenges to find an optimal ANN solution for a given problem: data preprocessing for feature extraction and ANN customization (topology and parameters). Feature extraction refers to the preprocessing of input data prior to applying it as an input vector to the ANN. Typically, better results are obtained through intelligent preprocessing than by using raw data directly. For example, in character recognition applications, the use of moments as features obtains invariance to size, translation, and rotation [1] . Because feature extraction usually requires expert domain knowledge, techniques used in one application domain do not necessarily perform well in other domains. ANN customization can be partitioned into two categories: topological and parametric. Topological customization involves selecting an appropriate architecture for the ANN. The number of layers, the width of each layer, and the density of the interconnections are topological parameters that can be optimized to improve ANN performance in a particular application. On the other hand, parametric customizations refer to the optimization of parameters used to control ANN behavior such as learning rate, learning momentum, and the evaluation function (sigma function) used by individual nodes. There has been substantial research targeted specifically at topological optimizations as in [2] , [3] and parametric optimizations as in [4] . Although topological and parametric optimizations are usually considered independently, they are actually interdependent. A recent study [5] found support for simultaneous parametric and topological search. This paper takes that approach one step further by illustrating the advantages of simultaneously searching the domain of feature extractors as well. The idea of concurrent evolution is biologically inspired as the evolution of brains and feature extractors in animals (i.e., sensory organs like eyes) likely occurred simultaneously.
Expert knowledge of the problem space can be combined with an experienced understanding of ANN behavior to manually generate an optimal data preprocessing algorithm and ANN topology. However, this approach is impractical for all but the simplest applications and it is usually necessary to take a more automated approach to find optimal solutions. One suitable search methodology is an evolutionary process (EP), which refers to a combination of programmatic operations, based on principles of natural evolution, used to search an unknown landscape. It has been shown both theoretically and empirically that EPs are effective at parallelized search through a solution space for a global optimum [6] . By starting with an initial random population and using search techniques such as crossover and mutation, EPs elegantly combine exploration with exploitation in order to avoid local maxima that could cause other search methods, especially hill-climbing techniques, to fail. Additionally, due to their parallel nature, EPs are well suited for problems where little is known about the problem space, or where multiple interdependent variables need to be explored simultaneously. EPs have been shown to be well suited for ANN customization [7] . Indirect encoding provides additional benefits as described in [8] , [9] . Of particular significance to this paper is the reduction in computational complexity of the EP that can be achieved through indirect encoding methods. The representative encoding scheme is also designed to reduce the occurrence of dysfunctional networks that may be created through random generation, mutation, or crossover operations.
Recent research highlights the benefits of using EPs for feature set selection [10] − [13] . However, there is an important distinction between applying EPs for feature set selection versus the evolution of feature extractors that is described in this paper. The former uses domain-specific knowledge to extract a broad feature set from the raw data that is then pruned by the EP, whereas the latter uses the raw data directly and employs the EP to find optimal feature extraction algorithms. The advantage of the latter approach is that it requires no domain-specific knowledge and may find solutions that are more efficient than traditional feature extraction methods. If some domain-specific knowledge is available, it can be incorporated by augmenting the initial population of the EP to improve its performance. The widespread use of EPs for both feature selection and ANN optimization naturally leads one to conclude that EPs would be especially well suited for the concurrent search of both domains. Similar concurrent approaches were developed independently by [14] and [15] . However, this paper presents a more general approach for concurrent evolution of feature extractors rather than feature selection and is based on the work of [16] that preceded these publications.
FERN SYSTEM DESIGN

Artificial Neural Network
In order to achieve an ANN that is highly configurable, the concept of a self-contained ANN node (neuron) was introduced. Each neuron contains an algorithm for evaluation using a sigma function, an algorithm for learning using gradient descent back-propagation, parameters for execution, and pointers to other neurons that are connected to its inputs and outputs. The parameters and connectivity pointers are configurable for each neuron, thereby making a generic node that can be customized for a specific function. For example, each node can have a unique learning rate, momentum, and sigma function. ANNs are assembled by instantiating neurons, configuring their parameters, and interlinking their inputs and outputs. Because neuron input and output pointers are implemented as linked lists, there is no limitation (other than computing resources) with regard to layer depth, layer size, and layer interconnectivity. In fact, the ANNs created by this system need not conform to the traditional multidimensional array layout that supports connections only between adjacent rows. Rather, these ANNs can be connected as any complex acyclic graph. This approach allows the expression of an arbitrarily complex function with the minimum number of nodes required for its evaluation.
Given the flexibility of this approach, it is possible to create ANNs with arbitrary input and output dimensionalities. Thus, the creation and the modification of ANNs must be restricted to meet the input and output dimensions dictated by the application and to prevent the creation of nonfunctional networks. For example, all outputs from the ANN must terminate at specific output neurons and there must be adequate output neurons to classify the sample data. Ten output neurons were used for the digit recognition application such that each output neuron corresponded to one of the ten possible digits (digits zero through nine). Also, it is important to ensure that only acyclic graphs are created when interconnecting neurons in order to prevent feedback loops that could cause the normal feed-forward operation or backpropagation training algorithms to fail.
The evaluation cycle of the ANN is a parallel flow of activations from the network inputs to its outputs. The gradientdescent back-propagation training cycle of the ANN is a parallel flow of weight updates from the output neurons to the input neurons.
Data-Preprocessing Network
The data-preprocessing network is organized in a manner similar to the ANN. In order to achieve arbitrarily complex feature extraction algorithms, the concept of a feuron is introduced. Unlike a traditional neuron that implements a sigma Outt Node function, a feuron is a functional node that is configured to implement one of 24 core mathematical operations. By organizing feurons into a network, complex mathematical equations for the entire feature extraction operation can be realized. Because each feuron can perform a different mathematical equation, the feurons cannot be trained via gradient descent back-propagation (nor by other means). Rather, the feuron network is evolved to find the optimal equation for each node as well as the optimal data-preprocessing network topology. Similarly to the ANN portion of the system, it is necessary to ensure that only acyclic graphs are generated.
An important characteristic of a feuron is its ability to collect multiple input values before triggering its output connection with the result. This feature enables iterative mathematical operations, such as averaging, over subsets of the input data. The number of data elements that each feuron collects is configurable, thereby allowing control over the size of the subset used as input. Furthermore, prior to operating on its inputs, a feuron will multiply each input value by an evolved multiplication constant and add an evolved offset constant. This allows scaling of the feuron's inputs prior to any mathematical operation so that the result is more meaningful. For example, by scaling down an input value that ranges from 1,000 to 10,000 to be between 1 and 10, the sensitivity of a subsequent sine operation to this input is greatly improved. In order to discourage the system from recognizing features solely based on positional information, the input data is convolved as it is applied to the input nodes.
Finally, all outputs from the data-preprocessing network must terminate at specialized output feurons that link the preprocessing network to the ANN. The outputs of these boundary feurons are the extracted features. The number of output feurons is configurable, according to the feature set of the specific application. 
Concurrent Evolutionary Process
The task of the concurrent evolutionary process (CEP) is to search the domain of FERNs in order to find those that are most effective at recognizing the application test data. A FERN ( Figure 1 ) consists of a data-preprocessing network connected to an ANN. It is necessary to clarify the definition of concurrent evolution as it is used to evolve optimal FERNs. Figure 2 shows a flow diagram for the CEP. Each network that is manipulated by the CEP consists of both neurons and feurons. Thus, concurrent evolution is the simultaneous evolution of interacting components within a network. It is not co-evolution [17] , whereby the feuron network would evolve independently from the ANN and they would interact during fitness evaluation. Rather, in the case of concurrent evolution, individual FERNs only interact during the evolutionary crossover operation.
In order to better manage physical memory constraints and computational load requirements, the CEP does not operate directly on implemented FERNs (i.e., programs that are resident in computer memory). Rather, it operates on strings that represent specific FERNs. Strings were selected to encode the structures and parameters that constitute a FERN due to the ease by which strings can be manipulated and stored.
The encoding used to define FERNs was carefully architected to decrease the likelihood of creating dysfunctional networks. Each string represents an entire FERN by defining one or more paths from an output data neuron to an input data feuron as shown in Figure 1 . This inherently prevents the creation of runt paths within the network. Each path within a network may share nodes (neurons or feurons) with other paths, but the paths cannot be cyclic. The creation and manipulation of strings is stringently controlled to ensure the integrity of both the encoded strings and the graphs that they represent. The strings are composed of "markers" and "data." Markers indicate the start or the end of a path from one node to another. The data associated with each marker indicates the specific node that starts/ends the path as well as the attributes of that node. Subsequent markers and data describe other nodes in the path or additional paths in the network. All nodes are tracked in a modified stack. The reference to an out-of-range stack entry forces the creation of a new node at that stack location, which can be referenced later in the string. Thus, the stack size limits the maximum number of nodes that can exist in a particular network. Separate stacks are used for feurons versus neurons to ensure the appropriate flow of connectivity from the data-preprocessing network to the ANN.
Finally, each string also contains a confidence threshold that is used to qualify network responses. The confidence threshold is used to discard low confidence guesses in order to improve overall fitness as described in Section 3.1. This threshold is included in the string so that it can be evolved with the rest of the network. Thus, an optimal confidence threshold can be sought for each FERN.
The first task of the CEP is to create a population of FERN strings. It is then necessary to do an initial evaluation of every network in the population. This evaluation process consists of two steps: network implementation and network evaluation. Network implementation involves decoding the string and creating the corresponding network in memory. Only one network is kept in memory at a time to maximize the resources available for the evaluation of that network. Network evaluation involves triggering each of the input feurons with the application data and evaluating the result after the transactions have propagated to the output neurons. This process is repeated for each element in the dataset and the success of each evaluation is recorded. The overall fitness of the network is then determined by applying a fitness function (described in Section 3.1) and this fitness value is stored along with the string for future reference.
After determining the fitness of each population member, the task of evolution begins. A steady-state genetic algorithm was selected, i.e., not generational, with tournament selection of parents and children at each iteration to maintain a constant population size. Because the genetic algorithm operates on a population of FERNs, its behavior is similar to that of a genetic program; individuals do not have a fixed size, and they must be crossed over and mutated in a structurepreserving manner. The mutation operator randomizes the string using two approaches. First, it allows the deletion or insertion of random path components by inserting and/or deleting sets of markers and corresponding data elements. Second, it allows the random modification of data elements throughout the string. This may affect the connectivity of individual nodes or it may affect the calculations performed by the nodes (e.g., changing a feuron's evaluation function). The crossover operation allows the swapping of string segments between strings. In order to preserve string integrity, the crossover operation is limited to acting only upon string segments that are delineated by string markers. However, the starting and ending markers are selected arbitrarily, so string lengths may increase or decrease by arbitrary size during the crossover operation. Because network complexity is a negative component of the fitness function, string length is indirectly guided to remain manageable in size.
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EMPIRICAL ANALYSIS
Two experiments, each composed of numerous tests, were conducted to test the CEP method in the context of a digit recognition application. A database of 15,000 handwritten digits, representing numbers between zero and nine, was used. These digits were taken from a variety of writers with a wide range of writing styles, they were normalized, and each digit was represented by a 30 × 20 binary bitmap. Examples are shown in Figure 3 . Due to computational limitations, tests utilized a subset of the entire 15,000-digit database. In all cases, the training and testing set were divided equally. The CEP training set was used to evolve successful FERNs. During evolution, each network was trained and tested using the ANN training set and the ANN testing set within the CEP training set partition. Once evolution was complete, the successful networks were trained and tested using the ANN training set and ANN testing set within the CEP testing set partition. It was necessary to keep the training and testing sets disjointed in order to obtain an objective evaluation of each FERN. Otherwise, a network could appear successful by merely learning specific features of the application data. This would lead to the evolution of FERNs that were limited in their generality. 
Fitness Evaluation
As each digit bitmap from both the training and testing sets is applied to the network, the output of the network for that digit is recorded. The output neuron with the highest value indicates the network's best guess at which digit is present on its input. The second highest output neuron value is then subtracted from the highest one, yielding a confidence value. This confidence value is compared against a confidence threshold, which is evolved with the network. The combination of the network's guess and its confidence value versus confidence threshold produces four possible categories to describe the network's response, as shown in Table 1 . The best-case result is a qualified success such that the network's best guess is correct and the confidence value is within a specified threshold (i.e., the network is correct and is confident that it is correct). An unqualified success occurs when the correct digit is selected, but the confidence threshold is not met (i.e., the network is unsure about its response). An unqualified error occurs when the network's best guess is incorrect, and the confidence threshold is not met. The worst-case result is a qualified error such that the incorrect digit is selected and the confidence threshold is met (i.e., the network is confident about its response, but is incorrect).
The basic fitness function used for the majority of testing is 
where S is unqualified success rate, E is qualified error rate, R is qualified rejection rate, and C is network complexity. The fitness function was selected based on experimentation goals and limited empirical testing. The fitness function would likely change according to the available dataset and system performance requirements and limitations.
Most digit recognition approaches use some form of confidence thresholding to qualify network guesses in order to improve success rate. Thus, in order to support comparison of our method to other approaches, it was deemed important to optimize both qualified and unqualified success rates. As such, the selected fitness function includes both measures. Note that the qualified success rate is indirectly incorporated into the fitness function by considering the qualified error rate and qualified rejection rate.
Furthermore, results from the training data are incorporated into the fitness function. Because ANN parameters responsible for guiding the neuron training process (such as momentum, learning rate, and training iterations) are evolved along with the network, the inclusion of training data in the fitness function enables the evolution of networks that train more quickly and effectively. The training results are not as heavily weighted as the testing results so as to discourage the evolution of networks that just memorize the training data. Of course, the testing data is strictly separate from any training data previously seen by the network.
The largest positive component of the fitness function is the success rate of the network. Note that this includes both qualified and unqualified successes. On the negative side, the major component that reduces fitness is the qualified error rate of the network. This is necessary to avoid networks that have high success rates at the expense of incorrectly guessing some digits with high confidence. The rejection rate is also taken into consideration so as to prevent the evolution of networks that have high success rates while rejecting most of the samples. Finally, network complexity is included as a negative component of the fitness function. The complexity calculation is (2) where N is the number of neurons, Y N is the number of neuron synapses, F is the number of feurons, Y F is the number of feuron synapses, T is the number of features, and I is the number of training iterations. This component is necessary so that evolved networks do not get arbitrarily complex, thereby throttling the entire algorithm. Note that the complexity is a product of the number of training iterations. This is critical for evolving networks that train quickly.
The specific ratio of each element contained in the fitness function was selected through a trial-and-error approach. This experimentation was especially critical for successfully integrating measures with different units (such as complexity and success rates) into the same fitness function. Further experimentation and/or theoretical analysis would likely reveal more optimal solutions. However, the results achieved with the selected fitness function were adequate to support the assertions of this paper, and additional improvements to the fitness function would not contribute to the experiments in any meaningful way.
Each experiment had the following set of parameters that were varied to control the operation of the algorithm. Active Testing Subset Size is the number of digits that were used during a given test. Initial Population Size is the number of FERNs that are created through various random processes to comprise the initial population for the CEP. Tournament Size is the number of contests that are conducted in order to choose high fitness FERNs for reproduction and low fitness FERNs for subsequent replacement. Iterations is the number of times two parents are selected to create two offspring that are then mutated and reinserted into the population. This is a gauge of how long evolution lasts for a specific test before the test is terminated.
Testing Results and Analysis
Two experiments were conducted, each consisting of numerous individual tests, in order to support the assertions of this paper. The motivations for selecting the appropriate tests for each experiment and the parameters for each test are subsequently described along with the corresponding results and analysis. It is important to note that all graphs display only the results of applying FERNs to the ANN testing set portion of the CEP testing superset. The training set results are purposely omitted because they do not describe the expected performance of the FERN on an independent test set. The training set results are merely an intermediate metric used to evaluate the expected performance of the network.
Experiment #1 -Constrained CEP Execution
The first experiment, composed of three tests, was designed to prove that the concurrent evolution of each FERN component is beneficial to the search for an optimal solution. To this end, the effect of constraining the evolution of various FERN components was analyzed.
The first test (baseline test) was intended as a frame of reference for subsequent tests. The baseline test was designed to demonstrate the CEP in its normal operating mode. Only the population size and evolutionary iterations were limited to reduce computational load. The results of this test are superimposed on the graphed results of subsequent tests. In the remaining tests, the creation and/or evolution of specific FERN components was constrained and compared to the baseline test to determine the benefit of concurrent evolution of that component. The second test was intended to demonstrate that the concurrent evolution of feature extractors is beneficial to the evolution of optimal FERNs. To this end, the baseline CEP algorithm was modified so as to constrain feature extractor evolution by limiting the crossover operation. This still permitted random search through the feature extractor space, but prevented hill-climbing improvements. Note that the random search was achieved not only by creating a random initial population, but also through the use of the mutation operator during evolution. The evolution (crossover) of the ANN portion of the FERNs was not inhibited. Figure 4 illustrates that the performance of the constrained feature extractor networks does not match that of the baseline test. These findings provide support for the argument that the concurrent evolution of feature extractors adds value to the evolved recognition systems.
The third test was intended to demonstrate that the concurrent evolution of feature extractors is also beneficial to the evolution of optimal FERNs. The baseline test was modified to inhibit evolution of the ANN portion of the FERNs. This was accomplished by not allowing ANNs to be involved in the crossover operation. This permitted random search through the ANN customization space, but prevented hill-climbing improvements. Figure 5 illustrates that the performance of the constrained ANN networks also falls short of the baseline test. Although some performance degradation is evident, it does not appear to be as severe as in the previous test. This is likely due to the fact that sub-optimal ANNs, given sufficient training iterations, are likely to achieve success rates approaching those of smaller, more optimized ANNs. EdLtionay tfliS 
Experiment #2 -Evolution of Optimal FERNs
Due to computational limitations, the CEP was constrained in the first experiment and was therefore unlikely to evolve optimal solutions. Consequently, a second experiment was performed that was intended solely to demonstrate the capabilities of the CEP. This experiment was conducted with a large initial population and a long, three-stage evolutionary process. By partitioning the evolutionary period into three stages, it was possible to take advantage of the parallelism inherent in EPs in order to reduce computational latency. The first stage consisted of 16 independent CEP runs, each evolving a random initial population. The CEP runs for the second and the third stages did not use a random initial population. Their initial population was composed of the highest fitness members created by the CEP runs from the previous stages. As such, the second stage reduced the number of CEP runs from 16 down to 4. Similarly, the third stage used the top FERNs created by the second stage CEP runs to create a final population of highly fit FERNs. The fitness member success and rejection rates for each stage of evolution are shown in Figure 6 . Also, Figure 7 is a scatter plot of the FERN population fitness at each stage of evolution (only one population from stage 1 is shown for clarity). Note that the step pattern visible at the bottom of the stage 1 data is due to the process by which the initial random population was generated. For each of the first stage CEP runs, half of the initial members were created with a random generation process while the other half were created with a guided generation process, thereby slightly increasing the fitness of these members. Also note that the initial populations of latter stages were assembled from the top members of each CEP run from the previous stage (not the overall fittest members of that stage) in order to maintain population diversity. This is evidenced in the scatter plot by the step patterns visible in the starting populations for the latter stages.
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The first stage of evolution produced a wide range of success rates. The highest fitness member from all 16 of the first stage CEP runs achieved a success rate of 84.19% with a rejection rate of 7.6% or 82% with 0% rejection. Note that the number of evolutionary iterations in this stage was small compared to the initial population size. This was intentional so as to leave a relatively diverse population for the second stage. The large variation in fitness values of FERNs created by the first stage illustrates this diversity.
The second stage of evolution generated substantially higher fitness members. The highest FERN demonstrated recognition rates of 93% with a 5% rejection rate or 92.4% with a 0% rejection rate. This is already in line with results achieved in other research [18] . However, the rate at which network fitness improved substantially decreased relative to the first stage of evolution. This is an expected result as recognition rates approach the 100% bound.
After three stages of evolution, starting with a total initial population of 32,768 random FERNs, the maximum fitness member demonstrated a recognition success rate of 95.16% with a 4.8% rejection rate or 93.6% with a 0% rejection rate. When this FERN was applied to an independent 13,000-digit database, it yielded a success rate of 95.7% with 4.5% rejection or 93.6% with a 0% rejection rate. This provides evidence that the evolved networks generalize well. Although these success rates are the best result obtained in this specific experiment, it is probable that better results can be obtained by applying additional computational resources to this task. In particular, the initial population size and evolution length parameters are unbounded and further increases of these parameters would likely improve results. Furthermore, a variety of other CEP parameters could also be adjusted to improve the final result.
Once a near-optimal FERN has been created, it makes sense to analyze some of the characteristics of this network. The ANN portion of the highest fitness FERN consists of 33 neurons with 232 inter-node connections and 1,985 connections to feuron nodes. The ANN has a maximum of 5 layers of depth and a maximum width of 14 nodes. The network was evolved to use 468 training iterations to learn the training data. The confidence threshold used to accept or reject classifications was evolved to 0.5. The feature extraction portion of the highest fitness FERN consists of 84 feurons with 143 inter-node connections of which 76 connect directly to an input feuron. The functions that were used within this network include multiplication, addition, averaging, comparisons, absolute value, and cosine.
Computational complexity is an important consideration in determining the feasibility of the CEP approach. In our experiments, computation was conducted on 3 GHz Intel processors running Linux. Each stage of computation took anywhere from 2 to 12 days to complete. With increased hardware performance and parallel processing, our approach can become computationally feasible. A=3 A=4 A=8  A=8 A=5  A=9  A=4  A=7 A=9 A=5 A=0  G=6 G=9 G=6  G=6 G=2  G=4  G=1  G=4 G=8 G=3 G=6   (a)   A=5 A=2 A=6  A=0 A=8  A=8 A=1  A=4 A=9 A=8 A=5  G=3 G=8 G=8  G=8 G=2  G=2 G=7  G=9 G=7 G=2 G=3 (b) Finally, it is desirable to analyze the misclassified data in order to understand the performance of the FERN. Figure 8(a) shows some of the digits that were misclassified and rejected by the FERN due to insufficient confidence. Figure 8(b) shows some of the digits that were misclassified but accepted by the FERN because the confidence was within the threshold level. Note that digit cropping appeared in the original database and is likely the cause of misclassification. Interestingly, there was no one particular digit that was consistently misclassified. In addition, when digits were misclassified, the FERN guesses did not skew towards one particular digit.
CONCLUSIONS
This paper describes a new approach for generating recognition systems through concurrent evolution of feature extractors and artificial neural networks. The approach was tested under a variety of constraints to validate its effectiveness. The results obtained from testing indicate that the recognition systems created using this method have similar performance characteristics to other approaches found in the literature. However, the main advantage of this approach is that it does not require expert knowledge about the problem domain to generate effective solutions. Therefore, it can be applied to other problems where expert knowledge is costly or not readily available.
Future work is geared towards making FERNs more efficient by preventing the dilution of the CEP's population pool with low fitness members. These issues can be addressed by redesigning the network representation scheme (e.g., genome mapping). Aside from specific improvements to the CEP algorithms, the next logical step is to apply this method to other problem domains to evaluate its generality. Newly emerging recognition tasks would be appropriate because of the limited expertise available in these domains. The major challenge in applying a CEP to these tasks would be the computational requirements to process the large amount of data in these complex domains. However, with efficient design and faster processors, the exploration of CEPs in a variety of applications will be feasible.
