This paper tests empirically the claim that the successful application of information and communication technologies (ICTs) depends on the social context of its use. There are striking differences in the prevalence of ICT use between researchers in different academic disciplines. Nevertheless it is unclear whether and how they depend on disciplinary differences of the academic communication system. The paper presents several existing and new hypotheses that specify how disciplinary differences in communication systems influence whether researchers make use of so-called Internet Discussion Groups (IDGs). The hypotheses either argue that specific trust problems inhibit IDG subscription or that IDGs fulfill discipline-specific communication needs, which gives incentives for subscription. They are tested with data of a sample of university researchers in the natural and social sciences and the humanities. The trust hypotheses are not confirmed. The idea that IDGs have a distinct orientation function that diminishes deficiencies in the existing communication systems of some disciplines finds support. Scholars who work in research fields that are difficult to overview, that is fields with a high number of journals, have a special incentive to subscribe to IDGs.
The problem: Social conditions for the successful use of new information technologies?
It is often stated that the successful use of information and communication technologies (ICTs) depends not only on the properties of the technology. ICT researchers claim that the technology has to fit in with the social environment in which it is intended to be used. If this is not taken into account, it is argued, then much money might be wasted [1] . There is a similar situation within university research. New tools of the Internet are loaded with high expectations for the whole research system without distinguishing between different disciplines [2] [3] . Disciplinary differences in Internet use and appropriateness of tools have been little investigated [4] . Some even claim that in the long run, the same tools will be used in every discipline [5] . At the same time, other researchers argue that the distinct communication traditions of different disciplines have an impact on how researchers use the Internet [6] .
At the moment, there are clear differences in the use of ICTs by researchers of different fields [7] [8] . The current development is characterized by a trial-and-error process in different disciplines involving several tools that costs time and money. If this trial-and-error process is not systematically evaluated through research, then the opportunities for other disciplines to learn from previous failures are missed and resources will be wasted. Research has to find out why a tool is often used under one set of conditions, but not under another. Such insights should be useful for the design and implementation of new ICTs. Designers can then anticipate which properties a new tool for a given social system should have, or which of a set of different tools promises to be most successful. The problem is that there is not yet much empirically grounded knowledge about which conditions of the research system might be relevant, nor theoretical knowledge about why they could be relevant. As will be shown below, existing theory is sparse and has not yet been tested appropriately [7] [8] [9] [10] .
The aim of this study is to contribute to filling this gap. Existing answers to the question 'which conditions of a discipline's communication system inhibit or stimulate the use of a specific Internet tool?' are reviewed, new answers are developed based on that prior research, and the hypotheses are systematically tested.
To test the hypotheses, this study analyzes the use of academic Internet Discussion Groups (IDGs), that is Internet mailing lists and newsgroups, by English and Dutch university researchers in eight different disciplines in the humanities and the social and natural sciences. Academic IDGs have shown to be useful tools for researchers to get information about their research field and to "network" with other researchers [11] . While in every discipline some researchers make use of IDGs, there exist clear differences in the prevalence of IDG use between different disciplines [8, 9, 11, 12] . Finally, an IDG is an Internet tool that has already been in existence for some time so that striking disciplinary differences in its use cannot easily be explained by its novelty. Accordingly, analyzing the use of IDGs in different disciplines provides ideal conditions for finding out more about which conditions stimulate or inhibit the use of a new ICT and why they do. The reader should note that in this paper 'use of IDGs' means being subscribed to/reading the messages of an academic IDG. However, for an IDG to be useful one needs not only passive readers, but additionally active message posters. While other research shows which conditions stimulate active discussion contributions in IDGs or continuation of membership, this paper contributes to finding out which conditions stimulate initial subscription to academic IDGs.
The next section gives an overview about existing hypotheses that could explain disciplinary differences in the use of IDGs, and develops additional arguments. Section 3 describes the design of this study and provides descriptive findings. In section 4 the hypotheses are systematically tested using questionnaire data about the use of IDGs. Section 5 summarizes the findings and draws conclusions.
primarily focus on the use of electronic publishing tools [10] , email [9] , or IDGs [13] . It is open whether they can be extended to other tools of the Internet. In this paper, the hypotheses are extended, if necessary, to the use of IDGs and then systematically tested. Additional factors are taken into account only to ensure that the hypotheses are tested properly. I will first briefly present arguments in the way they are given by the authors (section 2.1). Some arguments made by different authors are similar and others are contradictory if they are extended to IDGs. I assess the relation between the arguments and specify them in a number of testable hypotheses (section 2.2).
Theories of disciplinary differences in use of ICTs
Hypotheses about effects of the social conditions of a researcher's field on the decision to use an ICT can be distinguished in two groups. Some researchers argue that there are trust problems between researchers that inhibit use. According to this perspective the bases and amount of trust differ between fields or disciplines [10] . Additionally, there might be different communication needs for researchers of different fields, which could explain why there are disciplinary differences [9, 13] .
Kling & McKim [10] distinguish between two kinds of trust problems that could have an impact on the use of ICTs in a research field. Firstly, a researcher who decides to use an Internet tool to receive informal information must trust the sender of information with respect to its reliability. Secondly, a researcher who decides to use an ICT to send information must be sure that this does not harm his own career advancement. Since he gives away information of potential value to competitors for status in the research system, this is not self-evident. The existence of either of these two trust problems can be a barrier for the use of new ICTs in a research field. In a next step, the authors relate different properties of the communication system of a research field to the magnitude of these trust problems. They propose that four properties of a research field affect the trust problems.
First, in research fields with a high degree of mutual visibility of ongoing research projects, the risk of sharing information with others in the field is comparatively low. The intensity of the trust problem might be lower because the field's transparency guarantees that the sent information does not have much value that is dependent on its secrecy. Second, the degree of concentration of communication channels (number of journals) might be important. If the results of ongoing research are published in a small number of journals, the research studies are much more visible than those in fields with a low degree of concentration. This visibility, in turn, lowers the risk of harming one's own career advancement through the sharing of information (see above). Third, a research field with a high degree of industrial integration tends to have a higher magnitude of trust problems. Researchers in such fields might harm themselves through sharing information that has a high commercial value. As the fourth condition, Kling & McKim [10] argue that the high project costs in some research fields have several effects. They can force researchers to collaborate more often because this increases the chance of obtaining funding. They tend to increase the visibility of the research project. They will also have the effect of putting pressure on the involved researchers to review their output more thoroughly internally. This latter effect will increase the trust problem for the sender and tends to make him more conservative with regard to information sharing.
The fourth hypothesis is ambiguous. Whereas the increased social visibility of the research projects decreases the trust problem of the sender, the pressure for stronger internal output control has two sub-effects. It increases the trust problem for the sender, but it decreases the trust problem for the receiver. According to my point of view, the overall effect depends on the relative sizes of the contradictory effects and cannot be predicted a priori.
According to these authors the strength of the link to the (commercial) market is important. If this link is strong, much of the information is too valuable for researchers to spread it informally, inhibiting the use of ICTs. As an additional condition, Walsh and Bayma [9] mention the size of a research field. They believe that in large research fields many researchers are unknown to each other, leading to complications in informal communication. This would discourage researchers from communicating informally with each other via ICTs.
Furthermore, a high degree of interdependence between the projects of different researchers within a research field will facilitate the use of ICTs. In such fields, these tools are especially useful in helping to co-ordinate and adjust research activities among researchers. Finally, the compatibility of routine working traditions with the use of ICTs is regarded as important. If it is too difficult for the researcher to integrate ICTs into the working routine, their usage would be avoided.
The arguments of all authors, in principle, might be valid for all kinds of ICTs, if access to them is available to the researcher. Since access to the great majority of IDGs is free, these hypotheses may also be able to explain disciplinary differences in the prevalence of IDG use. The findings of other empirical studies to be discussed below, however, cast doubt on the potential generality of the arguments for different types of ICT. They point to variation in ICT use within a discipline.
The common view is to regard researchers in the natural sciences, especially some physicists, as the most sophisticated users of new ICTs. For example, some studies note that at the beginning of the 1990s email use among some specific groups of physicists was very prevalent [9, 12] . A study of 26 US institutes found that the proportion of users of computer-mediated communication tools (CMC tools) among faculty in chemistry was higher than among faculty in the social sciences and humanities [14] . At the same time, Merz [12] mentions that only a few theoretical physicists use mailing lists or newsgroups. Fry and Talja [8] provide comparable qualitative evidence for high energy physicists. Although these studies cannot be used to evaluate the hypotheses systematically, they suggest an important insight. Within the same discipline different ICTs can be used completely differently by the same researchers. Although physicists may tend to be among the most frequent email and pre-print server users, they may tend to be infrequent IDG users.
I regard these findings as a hint to consider very carefully which incentives what groups of researchers have for using a specific ICT. The interdependence argument of Walsh & Bayma [9] suggests that some researchers use ICTs because they fulfill specific communication needs (e.g. a need for co-ordination and adjustment that may be related to the highly interdependent social organization of the field's research activities). However, this does not imply that all ICTs will be used in the same way. Different ICTs may fulfill different communication needs.
To control for any variation in ICT type, I propose to investigate the incentives that researchers may have to make use of a specific information and communication technology, namely IDGs. How are such incentives related to the social conditions of a discipline's communication system? IDGs are tools for informal communication between researchers. Although informal communication is important in every discipline [15] , there are strong disciplinary differences in informal communication practices [16] . In some disciplines the scope of problems is strictly limited (especially in high energy physics), leading to a highly efficient informal communication system, where most participants have few difficulties in identifying theirIDG use provides information helpful for orientation in a research domain that is otherwise difficult to overview [13] . Orienting information includes information about significant findings, ideas, theories, methods, literature, unsolved problems as well as the most relevant conferences and names of researchers in a field. This type of information increases efficiency and effectiveness of research activities enormously, is usually necessary to know, and mostly, though not exclusively, needed in the early phases of a research project. In some research fields a part of such information is given in annual review articles and at summarizing presentations at the end of some conferences. Moreover, some IDGs in the social sciences and humanities also regularly provide a part of these benefits (see [11] for the details). If the hope of obtaining orienting information is one of the motivations for the initial use of IDGs, then it can be understood why, for instance, high energy physicists, who often do research in areas that are less difficult to overview, tend to have less strong a need for IDGs than, for example, historians. 2 The informal communication system of high energy physicists with its highly concentrated communication channels already fits well with this communication need. On the other hand, some social scientists and researchers in the humanities, many of whom may work in areas difficult to overview, tend to experience a need for more concentrated communication channels which can reduce existing deficiencies in their communication system. The reader should note that this argument rests on the researcher's subjective view of the number of communication channels that he has to overview.
The conclusion is contrary to what the extension of Kling & McKim's [10] analysis to IDGs implies. Whereas the "trust argument", expanded to include IDGs, supposes a negative association between the visibility of the research projects and the use of IDGs by researchers, the argument based on differential communication needs [13] implies a positive association.
The hypotheses to be tested
Before specifying the hypotheses, I first would like to clarify the relation between the underlying arguments to make clear what the mechanisms are. Kling & McKim's [10] second argument concerning the number of journals in a field is an application of the first, more general argument about its visibility, since the second argument refers explicitly to the first one ("visibility") as the underlying mechanism. Walsh & Bayma [9] partly seem to indicate that some of their arguments rest on the same mechanisms specified by Kling & McKim [10] , although they use a different terminology. The argument concerning the "link to the commercial market" is very similar to what Kling & McKim [10] term "the industrial integration" of a field. Accordingly, the underlying mechanism for both arguments is the (second kind of) trust problem of the sender. Since Walsh & Bayma [9] justify their "field size argument" with the insufficient degree of mutual awareness and the high anonymity among researchers in a large field, this argument is based on Kling & McKim's [10] "visibility" mechanism. Accordingly, it assumes that more awareness/visibility enhances the emergence of trust, which decreases communication problems and thereby stimulates the use of ICTs.
The other two arguments of Walsh & Bayma [9] concerning the interdependence and the compatibility between working traditions and ICT use do not rely on the idea that trust problems inhibit the use of ICTs. Rather, they introduce certain communication needs of researchers that result in ICTs with high benefits and low costs of use being favored. Researchers working in highly interdependent research fields can obtain extra benefits and researchers having working routines that make the use of ICTs difficult to integrate experience extra costs. As a result of this discussion, the hypothesized underlying mechanisms can be summarized as follows.
higher visibility less trust problems [9, 10] higher commercialization more trust problems [9, 10] higher project costs either more or less trust problems [10] higher interdependence more communication benefits through informal communication via ICTs [9] higher compatibility less communication costs for informal communication via ICTs [9] lower visibility more communication benefits through informal communication via IDGs [13] The first 'trust argument' and the last 'communication needs argument' imply contrary predictions with regard to the use of IDGs. The predictions implied by the third argument are unclear until one has more information concerning the differential sub-effects. Since such information was not available in this study, this hypothesis cannot be tested. To summarize, this study tests the following two 'trust hypotheses' and three 'communication needs hypotheses'. 3 Hypothesis 1: The higher the visibility of the research in a field, the more likely the researcher will make use of IDGs.
Hypothesis 2:
The higher the commercial relevance of a researcher's work, the less likely the researcher will make use of IDGs.
Hypothesis 3:
The more interdependent the researcher's work is with other researchers' work, the more likely the researcher will make use of IDGs.
Hypothesis 4:
The better the compatibility of routine work traditions with the use of ICTs, the more likely the researcher will make use of IDGs.
Hypothesis 5:
The lower the visibility of the research in a field, the more likely the researcher will make use of IDGs.
The use of a new ICT depends, of course, on many other conditions. Social influences mediated through one's departmental colleagues' use of innovations have an impact on the use of new technologies [20, 21] ; the researcher's information behavior may depend on his/her degree of research activity, prominence, the quality of the university department [22] , or the disciplinary socialization processes [23] . Attitudes with respect to the use of computers might thus be of influence. Moreover, hypothesis 2 claims that commercial competition is a barrier for IDG use. Since other forms of competition for scholarly status also play a dominant role in the research system [24] , one should control for non-commercial competition that may inhibit IDG use. Moreover, a researcher's international scholarly network affects his information seeking [25] . Since the theories claim a direct impact of the specified conditions, the hypotheses are tested while controlling for the other potential impact factors. These control variables include differences in the number of visited conferences and written papers, attitudes concerning PC use, perception of competition, indicators of the department's quality of research, differences in the researcher's departmental and international social networks, and other disciplinary heterogeneities.
The data

The Design of the Study and the Measurements
This study tests the five hypotheses using data obtained with the help of a postal questionnaire sent to a multistage random sample of English and Dutch university researchers in the following eight disciplines. These cover established disciplines in the humanities, the social, and the natural sciences and were expected to have sufficient variation in the theoretically interesting conditions that might affect IDG use.
History
Sociology Management Science Economics Mathematics Chemistry Mechanical Engineering Physics
The study population consists of researchers, including Ph.D. students and postdoctoral researchers, who are doing research at a university department in the Netherlands or England within one of these eight disciplines. All 13 universities within the Netherlands were chosen. Within England 23 universities were randomly selected. Within every selected university all departments that belong to one of the 8 disciplines were chosen. Within every selected department a random sample of researchers was taken (see Appendix A).
The data were collected from September 1998 until March 1999. While they are somewhat older, in the meantime neither the basic characteristics of IDGs nor the basic disciplinary differences that are expected to affect IDG use did change dramatically. The author does not know of newer data of comparable quality. A total of 1063 out of 2688 researchers returned a usable questionnaire (~ 40%). For testing the hypotheses, however, a subsample of the respondents is adequate, as will be explained in the section on 'descriptive findings'.
The theoretical elaboration in section 2 showed that empirical tests of the different theories have to relate different "levels of analysis" to each other. The disciplinary differences can depend on features of other levels, namely the individual researcher, the university department, the research field, and, at least in principle, on other features at the level of the disciplines. The interesting theories focus especially on explanatory factors at the level of the research field. Existing preliminary empirical tests [7] suggest that the research field may exert its impact through the researcher's perceptions of the field's features. As a consequence, this study analyzes the impact of the social organization of research fields in the way this organization is perceived by the individual researcher. 4 Potential effects of departments are taken into account, although they are not of primary interest here.
Main Explanatory Variables:
To measure the visibility of the researcher's work in a field, this analysis makes use of the argument of Kling & McKim [10: 1314] which states that when a few journals in a field contain the majority of important studies, the research work of this field is more likely to be visible than when the research output of a field is usually published in numerous specialized journals. The questionnaire contained three questions that asked the respondent ..." [w] hat is the total number of journals in which articles relevant for your research field are likely to appear?", "[h]ow many journals did you consider as potentially relevant to publish in one of them your last article in your research field?", and "[h]ow many journals do you consider as potentially relevant to publish in one of them your next article in your research field?" The last two questions had to be answered only by researchers who had already published at least one article in their field or who had an ongoing project in the research field. The more journals a researcher considers as potentially relevant for his publication, the more journals tend to be relevant for similar publications of other researchers in the same field, which makes the research of the others less visible to him. The answer distributions for all questions were skewed with a number of extreme outliers. Moreover, approximately 40% of the answers to every question were clustered within two answer categories (10 and 20 journals for the first question, and 3 and 5 journals for the second and third questions), whereas the rest of the answers were either outside or between these values. Each of the three raw numbers was recoded into 5 categories (6 categories for the first variable that had a larger variance) in such a way that the middle categories included the modal answer to ensure that the univariate distributions of the three recoded variables are approximately normal. The recoded variables were then combined by using the scores of the first factor that emerged as the only factor with an eigenvalue larger than one in the factor analysis (51% explained variance of the items, KMO measure of sampling adequacy=.65, α=.73). Thus the higher the score, the more there is a dispersion (or low degree of concentration) of the communication channels. A high dispersion indicates a low degree of visibility.
Interdependence was measured with the help of the following three questions (7-point Likert scales). "How important in your research field is the ... [1] ...early reading of other researchers' pre-prints? [2] ...regular personal communication (face-to-face, letters, personal emails etc.) with other researchers? [3] … regular attendance of conferences?" The more interdependent the researcher's work is with other researchers' work, the more important these methods of communication are for the researcher. The scores of the first and only factor with an eigenvalue larger than one resulting from a factor analysis of the three answers are used to measure interdependence between the work of researchers (43.2% explained variance of the items, KMO measure of sampling adequacy=.67, α=.69). 
Commercialization
"On how many days per week do you -on the average-use a computer / communicate by EMail / read a 'World-Wide-Web-page' / use the file transfer protocol (ftp) to copy data from another computer for professional reasons?"
The answers to these four separately asked questions were scaled on a seven point Likert scale using half-days as the unit of measurement. A principal component analysis resulted in one factor with an eigenvalue larger than one, which is taken as a behavioral proxy for the compatibility (56.2% explained variance of the items, KMO measure of sampling adequacy=.70, α=.74).
5 Additionally, the control variables mentioned in section 2.2 are used in the analyses to ensure that the associations between the explanatory variables on the one hand and IDG use on the other hand are not spurious (see Appendix B for their measurements).
Dependent Variable:
The respondent had to answer a question asking whether he or she is subscribed as a member to a mailing list or regularly reads the messages of at least one newsgroup for professional reasons. Moreover, those who were not members and did not use newsgroups had to indicate whether they had been mailing list members or had used newsgroups regularly in the past. The dependent variable consists of a dummy variable which indicates whether the respondent either is or has been an IDG user. The data showed that approximately 5% of the researchers had initially started to make use of an IDG, but had later left it. Since the leaving of an IDG is at least to some extent dependent on its quality and on the individual time restrictions of the researcher, it is more natural to test the hypotheses in this way. The hypotheses predict that some aspects of a research field influence the researcher's decision to start using IDGs. If in some fields more researchers start using IDGs then it is also possible that in these fields more researchers decide to stop using IDGs. The test of the hypotheses, however, should not confuse these two effects. 6 To test the hypotheses adequately only a subgroup of the original sample need be used. According to the hypotheses the specified conditions should have an impact on the researcher's decision whether to make use of IDGs or not. As a consequence, the predictions are valid only for those researchers who have an email connection and have heard of the existence of IDGs so that they can decide whether to use them. This led to the exclusion of n 1 =281 respondents. Additionally, the respondents must have a considerable amount of research experience to be 5 Whereas the first association between the cognitive indicator and the use of IDGs can be interpreted only in one direction (good general software knowledge facilitates IDG use), the second association might also be interpreted as bi-directional. I decided that this disadvantage had to be tolerated in the empirical tests due to two reasons. 1. It ensures a stricter test of the other three mechanisms which are more directly related to properties of the research field and therefore of most interest. 2. It concerns only one of two indicators and no better alternative measure was available. Finally, as the most important point, the results with regard to the validity of the compatibility argument are unequivocal (see section 4). Therefore, this disadvantage does not restrict the interpretation of the results. 6 At first glance, it appears somewhat awkward to test whether the current use of other CMC tools and current software knowledge have an effect on the present and past use of IDGs. Subsequently, this "compatibility hypothesis" is additionally tested by looking only at the effects on current IDG use. able to judge the concentration of journals in their field. This study fulfills this necessity by including only those researchers who had at least one publication in their research field and who were involved in an ongoing project in it. This leaves a sample size of n 2 =533. Moreover, 77 of these respondents had to be removed because they filled in a shortened questionnaire version that did not include all relevant items. This excluded subgroup (n=77) does not differ from the used sample of 456 respondents with regard to the use of IDGs (p=0.23). For the multivariate tests of the hypotheses in section 4, an additional 37 respondents were excluded because of missing values in single control variables, leaving a sample size of n=409 for these empirical tests. The reported significance levels are based on one-tailed tests. Table 1A shows the proportion of researchers in the whole sample who had ever used an IDG, categorized by discipline. Mathematics, sociology, and management science are the disciplines with the largest proportions of past or present IDG users. Historians, economists, and mechanical engineers are somewhere in the middle with regard to the prevalence of IDG use, whereas physicists and chemists used them rather infrequently. The use of IDGs does not differ between English or Dutch researchers (t=0.84, p=0.40), nor between men and women (t=0.03, p=0.97). Therefore these groups are merged in the multivariate analyses. IDG use does not depend on one's formal position in the university hierarchy ( 2 =2.53, df=4, p=0.67) nor on one's prominence ( 2 =9.23, df=6, p=0.16). The differences in IDG use are partly due to disciplinary differences in the distribution of email connections and information about the existence of IDGs, as Table 1 in Column B shows. It shows the proportion of IDG users by discipline for those researchers who have an email connection and have heard about the possibility of using IDGs. The ordinal ranking of the disciplines according to the prevalence of IDG use does not differ from the ranking of the whole sample, although both variables obviously have a significant effect on the use of IDGs (both p<0.01). Finally, Table 1 shows in Column C the proportion by discipline of IDG users in the sample that is adequate for testing the hypotheses (n=409). This is the subgroup of researchers who had at least one publication, who were actively carrying out research in their field at the time of the data collection, neglecting those respondents who had missing values.
Disciplinary Differences: Descriptive Findings
Although the disciplinary differences in this group are not the same as in the two larger groups shown in Column A and Column B of Table 1 , the most remarkable differences did not change. Researchers in physics and chemistry make use of IDGs rather infrequently, whereas among researchers in sociology and management science IDG use is most prevalent. These disparities in IDG use between the 8 disciplines, as shown in Column C Table 1 , are the phenomena that the 5 hypotheses claim to explain. Differences in these aspects of the communication system, that is disciplinary differences in the independent variables, are shown in the following table. The numbers in Table 2 confirm by and large what is known from other studies of the scholarly communication system. Thereby, they strengthen the trust in the validity of the used measures. The work of researchers in physics is the most interdependent and the work of historians the least. The concentration of communication channels is greatest in mechanical engineering and physics, whereas researchers in management science, economics and history face more dispersed communication channels. The commercial consequences of the research findings are regarded as largest within mechanical engineering, chemistry and management science and as smallest within history. The use of CMC tools is most prevalent in physics and economics and least prevalent in history and chemistry. Knowledge about computer software is most positively self-evaluated within physics, mechanical engineering, economics and mathematics. Historians evaluated their knowledge the least positively. The univariate distributions of these variables do not yet allow any conclusion about the validity of the hypotheses. In the following section multiple logistic regression analyses are used to distinguish between the different simultaneous effects. Finally, degree of commercial relevance of the research findings and the dispersion of the communication channels show a statistically significant effect (p<0.05 resp. p<0.01). The more dispersed (or less concentrated) the communication channels of a field are, the more researchers make use of IDGs. This is in accordance with hypothesis 5 about communication needs and contradicts hypothesis 1 about problems of trust. Moreover, the higher the degree of commercial relevance, the less likely is IDG use. This is in accordance with hypothesis 2.
The results
As a result of the first multivariate test, only hypotheses 5 and 2 find preliminary support, while hypothesis 1 and hypothesis 3 are contradicted. The evidence relating to hypothesis 4 is non-significant. Hypothesis 4 cannot explain the disciplinary differences in the use of IDGs. To find out whether the effects of the dispersion of communication channels and of commercialization are due to the mechanism specified by hypothesis 5 about differential communication needs and hypothesis 2 about problems of trust, the analyses include a number of additional control variables as mentioned in section 2.2. First, in Model 1 of Table 4 a number of individual control variables in included. Second, in Model 2, two network variables are added as controls. Two kinds of networks can be important for a researcher. Both, the researcher's colleagues in the university department [21] , and his/her other national or international communication partners with whom (s)he regularly exchanges new information have an impact on his/her information behavior [25] . Consequently, the following analysis checks whether the hypothesized effect of the dispersion of communication channels goes beyond such network effects. 7 Third, in Model 3, other unknown differences between the disciplines might be important for differences in the prevalence of IDG use. Because hypothesis 5 supposes a direct effect of the dispersion of communication channels, this effect should continue to stimulate the use of IDGs when it is controlled for other unknown differences between the disciplines.
In Model 1 only one of the control variables shows a significant effect on the use of IDGs. Researchers who are more concerned about being anticipated use IDGs less often (p< 0.05). More importantly, researchers with a lower degree of interdependence and those who are involved in a field with more dispersed communication channels use IDGs more often. These two effects are not due to influences of the other control variables; rather, they keep their significance (both p<0.01). The effect of commercialization, however, loses its significance. This can be explained as follows. A higher degree of commercialization comes along with a slightly larger concern for being anticipated in one's research findings (r=.19) which, in turn, reduces the likelihood of IDG use. When we control for the concern about being anticipated, the degree of commercialization does no longer show an independent effect. That is, hypothesis 2 does no longer find support. The only hypothesis that finds evidence when we control for other factors of influence, is hypothesis 5 about differential communication needs. Model 2 of Table 4 shows the results when the number of colleagues within the respondent's department who use IDGs, as well as the proportion of IDG users among the respondent's five most important discussion partners outside the department, are introduced as additional control variables. 8 It shows three results that are most notable. Firstly, the effects of the dispersion of communication channels and of the interdependence are still significant (p<0.05). The more dispersed the communication channels or the lower the degree of interdependence, the more likely that the researcher starts using IDGs. The effects are independent of those that any of the other control variables have. These findings support the claim of hypothesis 5. At the same time, the negative association between the degree of interdependence and the use of IDGs remains unexpected. 9 Secondly, the social influence mechanisms play an important role. The effects of the proportion of external and the number of departmental colleagues who use IDGs are statistically significant (at p<0.001). For instance, the higher the following potential explanation. 10 IDGs often include many members and it is likely that in academic IDGs researchers communicate with a large number of people to whom they are only weakly related. Even researchers whose work is highly interdependent may experience the interdependence only with a limited number of other researchers so that IDGs might not offer much of the coordination benefits that hypothesis 3 supposes. Furthermore, a higher degree of interdependence tends to increase coordination difficulties [28] . Also, it tends to come along with a larger number of group meetings [29] , resulting in more work interruptions and a higher burden of communication and coordination efforts. It might be that under such conditions any additional informal email communication via IDGs is too much. The findings of Talja, Savolainen, and Maula [30] suggest that researchers can experience communication in emailing lists in some phases of their research as disturbing. Future research has to test this potential explanation in detail. 10 Fry & Talja [8] suggest that researchers in fields with low interdependency would use IDGs to overcome their intellectual and social isolation. This is not completely supported by the data. The presented tables show that Fry & Talja [8] are right in claiming that lower interdependence comes along with a higher likelihood of using IDGs. However, this cannot be explained by higher isolation. Additional analyses of the data show that less interdependent researchers are less integrated (r=0.15, p<0.01), but it is not true that less integrated researchers use IDGs more often (B=+0.07, p>0.4 in a bivariate logistic regression). Moreover, adding indicators of integration to Model 3 of Table 4 does not remove the significance of the negative effect of interdependency (tables available on request from the author). argument is that researchers hope to gain orienting information about the field that would otherwise be difficult to obtain. A low degree of visibility in research fields thus creates a special communication need. Other research supports the idea that IDGs provide some orienting information benefits to researchers in the social sciences who tend to conduct research in fields with low visibility. Such benefits include information about important conferences and the names of the most important researchers in the field (see [11] ).
Additionally, the paper shows that it is important to make a distinction between different kinds of ICTs. Physicists, especially within high energy, theoretical, or solid state physics, may be among the most frequent users of pre-print servers. At the same time, they are among the least frequent users of Internet Discussion Groups.
If we believe that trust problems are of importance for understanding disciplinary differences in the use of ICTs, then the question emerges as to how the findings of this paper can be brought in accordance with the idea that trust problems do matter. It might be a good strategy for future research to realize that different ICTs have different potentials for trust problems. The usual information transfer in Internet Discussion Groups is characterized by answers and questions that may be helpful. The large majority of information items have no secrecy value. Accordingly, Internet Discussion Groups have a low trust problem potential. Pre-print servers are tools for the exchange of written information that is new and that has a preliminary, informal status. Since the information transfer conducted by this tool is based on items consisting of new papers (not emails about topics already known to the academic community), the trust problem potential of pre-print servers should be higher than for Internet Discussion Groups. Moreover, electronic journals, used as a tool for information transfer and communication in the research community, should have a higher trust problem potential than pre-print servers. The information transfer of this tool is based on official publications that have a formal status. Their value depends directly on the trustworthiness of the editorial committee and the reviewers. The higher the trust problem potential of an ICT, the stronger might be the inhibiting effects of those conditions that strengthen the trust problem (see section 2). Future research is needed to show whether it is useful to make a distinction between different trust problem potentials of ICTs in order to integrate research findings on the use of different kinds of ICTs.
A limitation of this study is that data collection took place in 1999. However, at this time IDGs in its current form were already established so that there is no reason to believe that researchers' attitudes towards them changed much. Nevertheless it would be useful to replicate the findings with newer data. Additionally, future research is required to find out whether the negative association between interdependence and use of IDGs can be replicated. It should be tested whether the proposed explanation of this finding as an effect of a high burden of coordination efforts that increase the disturbing consequences of additional email communication via IDGs is valid.
As a final point, the findings, should they be confirmed by further research, have implications for our understanding of the nature of information search in the different disciplines, science policy, and technology development in the research system. The data confirms the well-known insight [31] that the visibility of research in the social sciences and humanities is, on average, lower than in the hard sciences. As a new insight, the analyses reveal how the search for information depends on the degree of visibility. The persistence of differential visibility and its relationship with the academics' digital information search suggest that researchers in the humanities and social sciences have their reasons to prefer specific forms of information sharing and that convergence between disciplines is "not just a matter of time" [10] . Science policy could devote more attention and resources to the development of technologies that are especially adjusted to the difficulties in the communication system of the humanities and social sciences. The system would profit from technology that incorporates social forms of information sharing. The findings also have implications for general ICT development. ICTs that fulfill the researchers' special communication need of orientation in the humanities and social science could lessen important deficiencies of the scholarly communication system. Orienting functions, however, need not be restricted to Internet Discussion Groups. Professional scholarly web-sites and multifunctional research portals that are designed with an eye on a specific group of researchers as a target group can also include such functions. By doing so, designers take into account that their products have to fit in with the social environment of their users. This insight might not only make the conduct of research as a common undertaking more pleasant, but may also improve the efficiency of the scholarly communication system. include research within theoretical or solid state physics. The mechanical engineering departments cover research on topics like material science, production or design management or mechanics. Within sociology, mathematics and history no selection was made. Selection of the departments was done in such a way that the chosen research areas are represented by a large number of university departments. Within a selected department a random sample of university researchers, including Ph.D. students and postdoctoral researchers, was taken -with one exception. A small number of departments had a very high proportion of Ph.D. students. In such departments I sampled researchers with a permanent position disproportionately often to ensure that the sample included a large enough number of them. I detected only one minor bias mentioned below in the sample. The immediacy of response is not related to whether the respondent has an email connection, whether he makes use of IDGs, or how intensively he makes use of email. I interpret this as a hint that the use of email and IDGs is something 'ordinary' for those who use email/IDGs and hence does not give extra motivation for survey participation. As a consequence, there is no indication of a bias in the response rate in favor of IDG users. The response rate does not differ between Dutch and English respondents (p>0.9). It does not differ between respondents of different disciplines, with the single exception of mechanical engineers who answered significantly less often. Just 30.4% of them returned a completed questionnaire (Chi-Square=15.1, df=7, p<0.05 for all 8 disciplines and Chi-Square=5. 2, df=6, p>0.45 for the remaining 7 disciplines). Filling in the questions took 45-60 minutes.
