In harsh environmental conditions characterized by unfavorable lighting and pronounced shadows, human recognition based on Short-Wave Infrared (0.9-1.7 microns) images may be advantageous. SWIR imagery (i) is more tolerant to low levels of obscurants like fog and smoke; (ii) the active illumination source can be eye-safe and (iii) the active illumination source is invisible to the human eye making it suitable for surveillance applications. The key drawback of current SWIR-based acquisition systems is that they lack the capability of real-time simultaneous acquisition of multiple SWIR wavelengths. The contributions of our work are four-fold. First, we constructed a SWIR multi-wavelength acquisition system (MWAS) that can capture face images at 5 different wavelengths (1150, 1250, 1350, 1450, 1550 nm) in rapid succession using a 5-filter rotating filter wheel. Each filter has a band pass of 100 nm and all 5 images are acquired within 260 milliseconds. The acquisition system utilizes a reflective optical sensor to generate a timing signal corresponding to the filter wheel position that is used to trigger each camera image acquisition when the appropriate filter is in front of the camera. The timing signal from the reflective sensor transmits to a display panel to confirm the synchronization of the camera with the wheel. Second, we performed an empirical optimization on the adjustment of the exposure time of the camera and speed of the wheel when different light sources (fluorescent, tungsten, both) were used. This improved the quality of the images acquired. Third, a SWIR spectrometer was used to measure the response from the different light sources and was used to evaluate which one provides better images as a function of wavelength. Finally, the selection of the band pass filter, to focus the camera to acquire the good quality SWIR images was done by using a number of image quality and distortion metrics (e.g. universal quality index and Structural index method).
INTRODUCTION
Biometric systems utilize physiological and behavioral characteristics to recognize or verify the identity of individuals. 1 Biometric products are currently used in several airports, in log-on devices for networked PCs, in e-commerce, e-banking and health monitoring. Although there are different biometric modalities that can be used (such as fingerprints, face, iris, retina, voice etc.), face is considered among the top choices because, unlike other modalities, it is easy to capture, it is non-invasive and face recognition (FR) technology is fairly accurate. Depending on the application, face can be used either independently or in combination with other modalities in order to increase recognition performance.
There are a number of practical issues that still need to be solved with FR systems. When designing such a system, one has to deal with a variety of problems that arise from each module of the overall system, i.e. data collection, transmission, data storage, signal processing and decision making. The data collection module has its own challenges. For example, FR systems perform well with frontal faces captured under controlled conditions (indoors, short standoff distance, sufficient illumination). The problem becomes more complicated (system performance can degrade) when face images are captured under variable illumination conditions, expressions and poses. Another problem is when data collection is performed using sensors that operate at different spectral bands (visible, infrared). Beyond the visible spectrum, the infrared spectrum consists of the active band and the passive band. The active band is subdivided into the near infrared (NIR) spectrum that ranges from 0.8 µm to 0. uv and the SWIR spectrum that ranges from 0.9 µm to 1.7 µm. The passive band is subdivided into the mid wave infrared (MWIR) spectrum that ranges from 3.0 µm to 5.0 µm, and the long wave infrared (LWIR) spectrum that ranges from 8.0 µm to 14.0 µm (see Fig. 1 ). Although most FR systems are based on images captured in the visible range of the electromagnetic spectrum (380-750 nm), the usage of short-wave infrared (SWIR) sensors for face recognition has become an area of growing interest. [3] [4] [5] [6] [7] The SWIR band is a part of the reflected IR (active) band (in our experiments, it ranges from 0.9-1.7 µm). SWIR has a longer wavelength range than NIR and is more tolerant to low levels of obscurants like fog and smoke. Differences in appearance between images sensed in the visible and the active IR band are due to the properties of the object being imaged. The reflected spectral signatures in the SWIR band require an external light source. However, one of the benefits of SWIR-based imaging systems is that it can take advantage of sunlight, moonlight, or starlight, and can remain unobtrusive and covert since the reflected IR light is invisible to the human eye. 5, 6 Another benefit is that when images in the SWIR spectrum are fused with visible images FR performance can increase.
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Conventional and Hybrid Imaging Systems
Conventional imaging systems use a specific sensor (e.g. an SWIR camera) that can be operated without any additional external hardware, and utilize their complete spectral range to capture images. Hybrid imaging systems are either Multi-Sensor (MS), Single-Sensor Multi-Wavelength (SSMW), or a combination of the two, i.e., Multi-Sensor Multi-Wavelength (MSMW). MS imaging systems are composed of multiple sensors that operate in different bands. For example, three cameras of different spectral ranges can be used to acquire images in the visible, NIR and SWIR bands. On the other hand, SSMW imaging systems utilize a single imaging sensor in combination with external hardware. Such systems are capable of acquiring images at specific bands (focused at specific wavelengths), within a certain spectral range, e.g. a system that has wavelength-selective band pass filters placed in front of a camera.
In conventional imaging systems, information is collected over the wide spectrum and the integration process is responsible for getting less qualitative information than MS systems. 10 Moreover, it is difficult to separate the information related to the light distribution (amount of light absorbed and reflected back from image) when operating at an arbitrary band. The question is "what are the advantages and disadvantages of hybrid systems?". In practice, the main disadvantages of using hybrid systems is their cost, and the complexity of their operation. For example, synchronizing the sensors and developing software to acquire co-registered face images can be very challenging. However, there are many advantages when using such systems, such as the capability to capture a scene under variable conditions (day or night, variable illumination or weather conditions). It is a fact that different sensors and wavelengths reveal different characteristics of a scene (e.g., in our system features of a face). Thus, hybrid imagery generates a more complete image (e.g., human face) and the features of the objects under observation, which are not observed in one spectrum or wavelength, might go unobserved when using a conventional system. 
Related Work
Multi-spectral imaging systems have been designed and used in variable research fields. One of their characteristic is that they can be designed to operate using different types of tunable filter wheels. For example, the Munsell color laboratory, 12 developed an imaging system that acquires images in the visible band, aiming to overcome the problem related to loss of information using only the three visible bands and color distortion information. In their system, they combined the commercial trichromatic camera with two additional filters that were placed in the optical path, and the evaluation of color reproduction was performed using three different methods: pseudo inverse, canonical correlation regression (CCR) and matrix R method.
Pan et al., 13 proposed a SSMW imaging system that can capture images in the NIR band by placing a liquid crystal tunable filter (LCTF) wheel in the optical path. The LCTF wheel is built of a birefringent liquid crystal plate and a set of polarizers. The time required for the wheel to move from one polarizer to another depends upon the relaxation time of the liquid crystal plate. The system was used for the collection of face images under variable facial expressions and poses. The Pan et al. proposed system was also used by Chang et al.
14 to acquire face images in the NIR band under different illumination conditions. In, 15 the authors proposed an automated method that specifies the optimal spectral ranges to achieve an improved recognition performance compared with conventional broad-band images. They suggested that their method can be used for a new customized sensor design associated with given illuminations for improved face recognition performance over conventional broad-band images.
In, 16 instead of using the turning wheel for face image acquisition, a liquid crystal tunable filter in visible spectrum was used, which can provide narrow band filters at different wavelengths between 400 and 720 nm. The authors illustrated that face recognition using narrow band multi-spectral images in the visible spectrum can improve, when compared to the usage of conventional images as probes while the gallery images are acquired under different illumination. Robert et al. 17 developed the multi spectral fingerprint acquisition system. Their system is capable to acquire multiple images of the surface and subsurface characteristics of human fingers (visible band), providing a secure and reliable means of generating a fingerprint image. Experimental results determined that there are strong advantages of the multi-spectral imaging technology over conventional imaging methods under a variety of circumstances.
Goals and Contributions
In this paper, we illustrate our proposed multi-wavelength acquisition system that operates in the SWIR band. The system is capable of acquiring co-registered face image at various wavelengths. The contributions of our work are four fold. First, we constructed a system that can capture face images at 5 different wavelengths in rapid succession using a 5-position rotating filter wheel (Fig. 2) . Second, we performed an empirical optimization on the adjustment of the exposure time of the camera and speed of the wheel at variable light sources. Third, the SWIR infrared spectrometer was used to measure the spectral response of three different light sources , i.e. a tungsten light source (T), a fluorescent light source (F) and a combination of the two (T+F). Fig. 3 illustrates a set of visible band face images (necessary for baseline FR studies) acquired at two different light sources. In our studies, we evaluated which light source conditions provide better quality images as a function of wavelength. The quality of the images was evaluated using the Peak Signal to Noise Ratio (PSNR), Finally, different image quality and distortion metrics were used to select good quality SWIR face images at variable wavelengths. Unique facial features can be extracted from such images that can be used to improve face recognition performance.
Paper Organization
The rest of the paper is organized as follows. Section 2 presents the system design and the complete experimental set up. Section 3 discusses the optimization of the design set up. In Section 4, results from data analysis are presented. Section 5 describes the conclusions and the future plans.
SYSTEM DESIGN
Our system consists of the following components: a SWIR Goodrich camera, a 5-position rotating filter wheel, a servo-motor and a reflective sensor. The spectral response of the camera, independent of the filter placed in front of it, depends upon four main factors, i.e. the spectral distribution of the light source L(λ), the spectral reflectance from the target (face image of a subject) R(λ), the spectral transmittance T (λ) of the filter placed in front of the camera, and the camera sensitivity. As shown in the schematic diagram of our system design ( Figure 4 ), the face of a subject under study can be illuminated by a light source and then, the reflected light passes through one of the filters of the wheel, before it finally reaches the camera sensor. What follows is a description of the system design components of our SWIR multi-wavelength acquisition system:
• Goodrich SU640 (SWIR Camera): The SU640 is an Indium Gallium Arsenide (InGaAs) video camera featuring high sensitivity and wide dynamic range. This model has a 640 × 512 FPA with 25m pixel pitch, and ≥99% pixel operability. The spectral sensitivity of the SU640 ranges uniformly from 700 -1700 nm wavelength. The response falls rapidly at wavelengths lower than 700 nm (as opposed to 950 nm for other high end SWIR cameras such as the XenICS) and greater than 1700 nm (see Fig. 5(a) ). The camera has several automatic functions available such as a correction offset and an automatic correction gain control. The camera offset compensates for dark current and the gain control compensates for low light levels.
• Five-Position Rotating Filter Wheel: An 5-position filter wheel is used (by Optec, Inc.). Its diameter is 6 inches and the wheel can rotate using a DC servo motor (mounted at the back side of the wheel). To keep the filter wheel in close proximity to the imaging device (camera), a holder is used to support it and place it in front of camera. A set of five band pass filters by Andover Corp., are fitted into the wheel, and each filter is held in place by two easily removable plastic tabs (see Fig. 5(b) ). Filters are mounted in black anodized metal rings which provide protection from scratching, high humidity conditions and chipping. The wavelength range covered starts from 1100 nm, and goes up to 1700 nm, using filters that each have 100 nm band pass (FWHM) and centered at 1150, 1250, . . . , 1550 nm.
• DC Servo motor: A DC servo-motor is used to rotate the filter wheel. It is a Minertia Motor RM series with various features including, compact size, light weight and excellent torque/weight ratio. It can rotate with maximum speed of 3000 revolutions per minute (RPM).
• Optical Reflective Sensor: An optical reflective sensor (by Optek, Inc. -model OPB703WZ) is used to trigger the camera. The sensor consists of an IR transmitter (LED), and an IR receiver (phototransistor). The light is transmitted through the LED and detected by the phototransistor part (see Fig. 5(b) ). The IR receiver is sensitive to the ambient light and the distance between the sensor and reflective surface. 
Experimental Setup
A unique facial image database was considered to facilitate the proposed study in variable light source environments. The database is composed of three datasets that consist of a set of visible and infrared face images acquired under three different light source scenarios, i.e. Tungsten Light (T), Fluorescent Light (F), and Tungsten+Fluorescent Light (T+F). The basic characteristics of these datasets, when using a visible camera and our SWIR multi-wavelength acquisition system for acquiring imagery in the different spectra, are the following: the face images of thirty subjects were captured at two different standoff distances, i.e. 1 and 2 meters.
The subjects were cooperative, sitting in front of the camera setup and were kindly requested to rotate their head right and left, starting from a frontal pose. The idea was to acquire multiple face poses under variable conditions. An example of a subject being collected at 2 meters away when using a tungsten light source is illuminated in Fig. 6 (a) and Fig. 6 (b) . The database was collected over two sessions spanning one month. In total, 30 subjects participated, 22 male and eight female. The pie charts with the basic demographic information is provided in Fig. 7 . Figure 7 . Demographic information on the facial image database collected using a visible camera and our SWIR multiwavelength acquisition system under variable illumination and standoff distances.
The spectral characterization of the illumination was performed using a Lux meter. An SWIR spectrometer (BTC261E model from B/W Tek, Inc.) was used to measure the irradiance of the light source. We determined that the multi-spectral imaging system provides an illumination of 1.732 Klux when the tungsten light was used, 994 Lux when the fluorescent light was used, and a 1.167 Klux when both the tungsten and fluorescent lights were used. The measurements were performed by placing the spectrometer in front of a human face and for the 1 meter standoff distance scenario. 
EMPIRICAL SYSTEM OPTIMIZATION
An empirical optimization of the main settings of our multi-wavelength acquisition system that operates in the SWIR band was performed. The parameters considered are the adjustment of the exposure time of the camera and speed of the wheel when different light sources (fluorescent, tungsten, both) were used. A description of the adjustments performed on the camera settings are the following.
Camera and Filter Wheel Operation
In similar studies, researchers used Hall effect sensors or magnetic sensors to detect the position and speed of filter wheels. [18] [19] [20] In our study, we used an optical reflective sensor to find the position of the filter wheel (instead of using a magnetic sensor). To trigger the SWIR camera, three different trigger modes are available, i.e. trigger mode 1, 2 and 3. For trigger modes 2 and 3, both the frame period (see Fig. 8 (a) ) and exposure time (i.e. the effective length of time the camera's shutter is open to acquire images through the filters of the wheel) of the camera are externally triggered.
In order to acquire good quality images, the externally triggered signal should be constant. However, in our set up, the speed of the filter wheel is not constant, and therefore, it is not possible to acquire good quality multi-wavelength images under the aforementioned trigger modes. Hence, we utilized trigger mode 1, where the camera uses the external trigger signal to control the frame period while internally controlling the exposure period. The exposure time was set by the operational setting chosen and was overridden by the user using an internal camera command (available by the SDK) * whenever necessary . To achieve better image quality, we first set the camera to the normal mode and manually focus it when using any of the five filters available on the filter wheel. Then, we turn the wheel on, enable the automatic gain control mode (AGC), switch the camera from normal mode to trigger mode, and finally, enable off the AGC mode. When using the trigger mode, the active low trigger polarity and trigger delay time is selected. The camera detects the selected high to low transition through the trigger input, and introduces the exposure time internally through the selected value of the camera's operational configuration (OPR). The timing signal generated from the light sensor depends upon the reflective and non reflective surface of the filter wheel placed in front of the sensor.
The output signal can be displayed and observed on the oscilloscope. By following these settings, face images can be captured by the camera, when any of the filters is in front of the camera, avoiding the acquisition of bad images, i.e. at the time instance when the metal parts of the wheel (that is between two successive circular filters on the wheel) are between the camera and the target (see Fig. 8 (b) Figure 9 . A diagram of the electrical circuit we designed and developed to protect the safe operation of the reflective sensor.
Protecting the Reflective Sensor's Safe Operation
We designed and developed an electrical circuit in order to protect the safe operation of the reflective sensor (Fig. 9) . To increase the overall current gain from the sensor, the receiver is connected to an NPN transistor to form a Darlington transistor. The current gain is approximately the product of the gain of the two transistors. To protect the sensor from short circuiting, we connected it to a pull up resistor. Without the resistor, when the transistor (receiver part of the sensor) is turned on, it allows the current to flow from Vcc to GND due to direct connection, which can result in damaging the sensor. The value of the pull-up resistor is fixed in such a way that it doesn't affect the sensor's sensitivity too. As the camera is compatible with transistor-transistor logic (TTL) signal, to covert the analog signal from the sensor into the transistor-transistor logic (TTL) waveform, the sensor is connected to a 555 timer, so that the camera can be triggered (Fig. 9) . The TTL waveform is generated and the threshold for the trigger input is less than 0.8V for logic low and more than 3.0 V for logic high.
Effect of Different Light Sources on Spectral Response
This experiment was performed in order to determine the effect of different light sources on spectral response (see Fig. 10 where we can identify the variability of facial representations under different light sources). In our experiments, the spectral response was recorded using the SWIR spectrometer for all three of the light source environments we tested. 21 As shown in Fig. 11 , the best spectral response is obtained when using the tungsten and fluorescent light sources. When using the tungsten light source, the response is still very good but degrades in comparison with the usage of both the tungsten and fluorescent lights. Therefore, both of these two scenarios can result in the acquisition of good quality face images. The worst spectral response is obtained when using a fluorescent light source. As a result, we could not capture good quality images since there is no spectral response for 1250 and 1450 nm wavelengths used by the filter wheel.
The question is, "can we verify the aforementioned observation statements (based on the spectral responses) when we use image-based quality measures?", e.g., when using the tungsten and fluorescent light sources, do different image quality measures verify that the quality of face images is better than when using a tungsten light source? Wavelength (nm) Figure 10 . Face images of one subject captured at three different light conditions in the visible and across the SWIR band (using our proposed acquisition system).
Effect of Illumination Conditions in the Selection of Face Images
The validity of the aforementioned observation statements (based on the spectral responses) was verified by applying an image quality assessment (IQA) algorithm that is based on an objective image quality method. However, the results were also evaluated subjectively, i.e. image quality depends upon the human visual system and its design is based on a person's ability to perceive the difference between two images in terms of quality.
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Figure 11. Spectral response when using a tungsten light source, a fluorescent light source or a combination of the two.
The image quality measures 24 used in our objective quality assessment were the Peak Signal To Noise Ratio (PSNR), the Normalized Absolute Error (NAE), the Universal Quality Index (UQI), 25 and the Structural Similarity (SSIM) Index. 26 The mathematical equations of all measure are presented in Fig. 12 . A short description of each measure follows:
• PSNR: This measure is defined as the ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of its representation. It is defined (in units of decibels) via the MSE as described in Equations 1 and 2 (Fig. 12) . A higher PSNR would normally indicate that the reconstruction is of higher quality. However, the authors in 22 illustrate some limitations of MSE/PSNR, and thus one must be very cautious in interpreting its outcome.
• NAE: It is defined in Equation 3 , Fig. 12 . The large value of Normalized Absolute Error means that image is of poor quality.
• UIQ: The measure proposed in 25 was designed to model any image distortion via a combination of three main factors, viz., loss of correlation (Equation 4: term 1), luminance distortion (Equation 4: term 2), and contrast distortion (Equation 4: term 3). In our study UIQ can be defined as follows: given a true image x and a restored image y, letx,ȳ be the means, and σ • SSIM: This measure depends on three factors: luminance, contrast and structural information of the images. 27 In Equation 5 , where first term represents luminance, second term contrast and third term structural comparison components between the images. Equation 6, Equation 8 and Equation 10 represent the luminance l(x, y), contrast c(x, y) and structural component s(x, y) respectively. In Equation 6, µx and µy represent the mean intensity and C1 is a constant component. In Equation 8 , σ x and σ y represent the base contrast, C2 is constant, and in Equation 10 σ xy represents the correlation coefficient, while C3 is a constant. Equations 6-10 can be found in Fig. 12 .
We measured all the aforementioned quality measures on face images acquired under three different light conditions, and when the camera was focused at 1150, 1350, and 1550 nm so as to capture images at all five SWIR wavelengths (using the filter wheel). In this study, the question we try to answer is: "which quality measure performs better in determining the best image quality under variable light conditions?".
Based on the experiments we performed (see Figs. 13 and 14 where measurements were obtained using all 30 subjects), the majority of quality measures illustrate that the usage of both tungsten and fluorescence lights results in the acquisition of images of increased image quality, while the usage of fluorescence lights results in bad quality images. This is also supported by visual observations, especially at 1250 and 1450 nm (see Fig. 13 ).
We observed that PSNR values are maximum for tungsten and fluorescent light and minimum when using fluorescent light as a single light source. Similarly, NAE (error estimation measure) is high for images captured under fluorescent light as compared to using any of the other two illumination conditions. In all three light conditions, the variance of UQI and SSIM values is much lower when compared to the variance obtained when using the other quality measures. When either the UQI or the SSIM measure is used, when operating in the majority of the SWIR wavelengths, image quality scores are the highest when both light sources are on. The only exceptions are (i) when we acquire images at 1350 nm (independently on whether we focus at 1150, 1350 or 1550 nm), where the best quality scores (in terms of UQI and SSIM) are obtained for frames captured under fluorescent light only, and (ii) when we acquire images at 1550 nm (independently on whether we focus at 1150, 1350 or 1550 nm), where the best quality scores (in terms of SSIM only) are obtained for face images captured under fluorescent light only.
Selection of SWIR Wavelength to Focus the Camera
To acquire good quality images (in terms of focus) when using a mutli-wavelength image acquisition system, the camera should be properly focused. Poor quality images can be acquired as a result of the chromatic aberration of lens. The dispersive glass plate of lens is responsible for focusing of incident light at different points. Lower SWIR wavelengths focus at objects that are closer to the camera lens, while higher wavelengths focus at objects Cl -(K1,L) (7) c(x, y) 2arUy + C2 (8) + + C2
C2 -(K2,L)2 that are located at further distances. Given that we have a 5-position filter wheel and a single camera to capture a sequence of co-registered face images at 5 different SWIR wavelengths, the question we try to answer is: "when we focus the camera and capture an image at a specific wavelength (ideal condition) is image quality better than when we capture an image at a different wavelength than the wavelength used to focus the camera?". Figure 12 . The image quality measures used in our objective image-based quality assessment in order to select good quality images acquired under different light sources. We performed an experiment where we considered three wavelengths to focus the camera: 1150, 1350 and 1550 nm, and captured face images of 30 subjects while using two different light source conditions, i.e. T and T+F. We calculated the quality scores of the acquired images using the PSNR and NAE quality measures. These ic, quality measures were preferred than the other two discussed in the previous section, namely UQI and SSIM, because they provide clearer results in the determination of the best light source (in terms of image quality). Experimental results (see Fig. 15 ) illustrate that the best quality face images are acquired at 1550 nm independently of (i) the wavelength that the SWIR camera is focused at, and (ii) the light source used. The only exception was when using the NAE quality measure for images captured under T+F light sources. In the latter case, slightly better quality face images are acquired at 1150 nm. However, this can be explained by the fact that the spectral response at 1150 nm is much lower that at 1550 nm when using either T or T+F light sources (see Fig. 11 ).
Another interesting result is that the only condition where we focus at a specific wavelength and acquire the best images (in terms of image quality) at the same wavelength is when operating at the 1350 nm (see Fig. 11 ). This is confirmed when using both the PSNR and NAE quality measures, and the results do not depend on the light source used.
CONCLUSION
We developed a single-sensor (SWIR) multi-wavelength image acquisition system. The unique characteristic of our system is its capability for real-time simultaneous acquisition of multiple SWIR wavelengths. We collected a database of face images of 30 subjects at variable poses, and selected to use for our studies only the full frontal face images (more useful for FR studies). The collection was performed under three different light conditions (T, F, and T+F), and three different focus points (1150, 1350, and 1550 nm). An empirical optimization of the experimental set up was performed when considering specific parameters of the acquisition system that significantly affect image quality, i.e. camera exposure time and speed of the filter wheel. To further improve image quality, we first measured the spectral response (by using a SWIR spectrometer) under different light sources. Then, we used different image quality measures to determine under which conditions we can acquire better quality face images.
Experimental results showed that the PSNR and NAE image quality measures provide consistent results in determining face image quality under variable conditions (lights, wavelengths). By using these measures we have concluded that better quality images can be captured using T+F light sources, while the worst quality images were collected under the F light source. These results can be justified based on the spectral response we obtained under these light sources (as illustrated in Fig. 11 ). Finally, we demonstrated the best quality face images are acquired at 1550 nm independently of the wavelength that the SWIR camera is focused at and the light source used. This conclusion is particularly important for night-time face recognition scenarios (as also discussed in 4 ) where imaging at 1550 nm in considered a high priority over other SWIR wavelengths (eye safe wavelength).
In this work we used reference-based image quality methods, i.e. a reference good quality face image is compared with a query image to establish the image quality level. However, this scenario requires the usage of a reference image that is not always available. In our future studies we plan on using different quality methods that are non-reference based. In addition, we are planning on using the good quality SWIR images acquired under this work and perform FR studies. 
