A smoothing operator for a unitary representation π : G → U(H) of a (possibly infinite dimensional) Lie group G is a bounded operator A : H → H whose range is contained in the space H ∞ of smooth vectors of (π, H). Our first main result characterizes smoothing operators for Fréchet-Lie groups as those for which the orbit map π A : G → B(H), g → π(g)A is smooth. For unitary representations (π, H) which are semibounded, i.e., there exists an element x0 ∈ g such that all operators idπ(x) from the derived representation, for x in a neighborhood of x0, are uniformly bounded from above, we show that H ∞ coincides with the space of smooth vectors for the one-parameter group πx 0 (t) = π(exp tx0). As the main application of our results on smoothing operators, we present a new approach to host C * -algebras for infinite dimensional Lie groups, i.e., C * -algebras whose representations are in one-to-one correspondence with certain continuous unitary representations of G. We show that smoothing operators can be used to obtain host algebras and that the class of semibounded representations can be covered completely by host algebras. In particular, the latter class permits direct integral decompositions.
Introduction
If G is a locally compact group, then a Haar measure on G leads to the convolution algebra L 1 (G), and we obtain a C * -algebra C * (G) as the enveloping C * -algebra of L 1 (G). This C * -algebra has the universal property that each (continuous) unitary representation (π, H) of G on a Hilbert space H defines a unique non-degenerate representation of C * (G) on H and, conversely, each non-degenerate representation of C * (G) arises from a unique unitary representation of G. This correspondence is a central tool in the harmonic analysis on G because the well-developed theory of C * -algebras provides a powerful machinery to study the set of all irreducible representations of G, to endow it with a natural topology and to understand how to decompose representations into irreducible ones or factor representations.
For infinite dimensional Lie groups (modeled on locally convex spaces) there is no natural analog of the convolution algebra L 1 (G), so that we cannot hope to find a C * -algebra whose representations are in one-to-one correspondence with all unitary representations of G. However, in [10] H. Grundling introduces the notion of a host algebra of a topological group G. This is a pair (A, η), consisting of a C * -algebra A and a morphism η : G → U(M (A)) of G into the unitary group of its multiplier algebra M (A) with the following property: For each non-degenerate representation π of A and its canonical extension π to M (A), the unitary representation π • η of G is continuous and determines π uniquely. In this sense, A is hosting a certain class of representations of G. A host algebra A is called full if it is hosting all continuous unitary representations of G. Now it is natural to ask to which extent infinite dimensional Lie groups possess host algebras. If G = (E, +) is an infinite dimensional locally convex space, then the set of equivalence classes of irreducible unitary representations identifies naturally with the dual space E ′ , and since this space carries no natural locally compact topology, one cannot expect the existence of a full host algebra in general. Therefore one is looking for host algebras that accommodate certain classes of continuous unitary representations.
dπ(x j ) 2 (Corollary 9.3 in [30] ). In this sense the essentially selfadjoint operator idπ(x 0 ) plays for a semibounded representation a similar role as Nelson's Laplacian ∆ for a representation of a finite dimensional Lie group. This situation clearly demonstrates that, although one has very general tools that work for all representations of finite dimensional Lie groups, different classes of representations of infinite dimensional groups require specific but nevertheless equally powerful methods. In Section 4 we show that, if all smooth vectors for the unitary representation π x0 of R are smooth for π, then A := C * π(G)e idπ(x0) π(G)
is a host algebra for G. From that we derive that, for every subset C ⊆ g ′ in the topological dual space of g which is weak- * closed, convex and Ad * (G)-invariant and whose support functional s C (x) := sup C, x is bounded on some non-empty open subset of g, there exists a natural host algebra A C whose representations are precisely those semibounded representations of G for which s π (x) := sup Spec(idπ(x)) ≤ s C (x) holds for every x ∈ g (Corollary 4.1). Actually, these are precisely the C * -algebras in (1) from a different perspective. This generalizes the corresponding result for the finite dimensional case (Section 8 in [20] ) and for the case where G is a locally convex space (Section 7 in [20] ). The present results on host algebras via smoothing operators complement the approach via complex semigroups and holomorphic extension of unitary representations described in [20] , [17] , [38] , [39] which suffers from the difficulties in constructing suitable complex semigroups for infinite dimensional groups. These are particularly nasty for the Virasoro group because it has no Lie group complexification (cf. [32] , [33] ). For positive energy representations of the Virasoro group, an alternative approach to the existence of direct integral decompositions based on realizations by holomorphic sections has been developed in [27] . We conclude this paper with a brief discussion of criteria for the liminality of the constructed host algebras in Section 5 and some remarks on further applications of the present results in Section 6.
The techniques developed in the present paper have already found several applications; some which were quite unexpected. We showcase these applications below.
C * -algebras for Lie supergroups
For finite dimensional Lie supergroups (G, g), we define in [28] a C * -algebra A(G, g) whose non-degenerate representations are in one-to-one correspondence with unitary representations of (G, g). However, the methods and arguments of [28] rely heavily on finite dimensionality of (G, g). In a forthcoming article, we are able to go beyond the finite dimensional case by using smoothing operators and the methods developed in Section 4 for constructing host algebras. We are able to construct universal C * -algebras for certain infinite dimensional Lie supergroups such as the central extension of the restricted orthosymplectic group and also the Neveu-Schwarz and the Ramond supergroup, whose even part is the Virasoro group.
Automatic regularity of representations
In [40] , Theorem 3.4 has been used to obtain criteria for continuous representations of a Lie group to be semibounded, hence in particular smooth. This applies in particular to positive energy representations of so-called oscillator groups G = Heis(V, ω) ⋊ α R, where V is the space of smooth vectors of a unitary oneparameter group t → α(t) in a complex Hilbert space, and ω is given by the imaginary part of the scalar product. It also applies to positive energy representations of double extensions of loop groups with compact target group, and the Virasoro group.
Schwartz operators and tracability
The concept of smoothing operators has been studied further in [4] , where we show that, for an operator S ∈ B(H), both S and S * are smoothing if and only if S is a Schwartz operator, which roughly means that all operators dπ(D 1 )Sdπ(D 2 ), D j ∈ U (g), are bounded. In [4] we also show that a unitary representation (π, H) of a finite dimensional Lie group G is trace class (that is, all operators π(f ), f ∈ C ∞ c (G), are trace class) if and only if all smoothing operators are trace class.
Host algebras for semibounded representations
For double extensions of infinite dimensional loop groups and for hermitian Lie groups (corresponding to infinite dimensional symmetric Hilbert domains) irreducible semibounded representations have been classified in [25] and [24] . The same has been achieved for the Virasoro group in [27] . The construction of host algebras in Section 4 provides natural C * -algebras for the semibounded representations of these important classes of infinite dimensional Lie groups.
Not all C * -algebras associated to semibounded representations are of type I. In [38] it is shown that, for certain oscillator groups, the semibounded representation theory is not type I, which is inherited by the corresponding host algebras. Similar phenomena occur in the representation theory of gauge groups [13, 14] , where UHF algebras and some of their generalizations, such as certain infinite tensor products of the algebra of compact operators, arise naturally.
Notation and terminology
Let E and F be locally convex spaces, U ⊆ E open and f : U → F a map. Then the derivative of f at x in the direction h is defined as
whenever it exists. The function f is called differentiable at x if df (x)(h) exists for all h ∈ E. It is called continuously differentiable if it is differentiable at all points of U and
is a continuous map. Note that this implies that f is continuous and that the maps df (x) are linear (cf. Theorem 3.2.5 in [12] , Lemma 2.2.14 in [9] ). The map f is called a C k -map, k ∈ N ∪ {∞}, if it is continuous, the iterated directional derivatives
exist for all integers 1 ≤ j ≤ k, x ∈ U and h 1 , . . . , h j ∈ E, and all maps d j f : U × E j → F are continuous. As usual, C ∞ -maps are called smooth. If E and F are complex locally convex spaces, then f is called holomorphic if it is C 1 and, for each x ∈ U the map df (x) : E → F is complex linear.
If E and F are real locally convex spaces, then we call a map f : U → F , U ⊆ E open, real analytic or a C ω -map, if, for each point x ∈ U there exists an open neighborhood V ⊆ E C and a holomorphic map [16] ). Any analytic map is smooth, and the corresponding chain rule holds without any condition on the underlying spaces, which is the key to the definition of analytic manifolds (see [7] for details).
Once the concept of a smooth function between open subsets of locally convex spaces is established, it is clear how to define a locally convex smooth manifold (cf. [19] , [9] ). For r ∈ N ∪ {∞} and C r -manifolds M and N , we write C r (M, N ) for the space of C r -maps from M to N . A (locally convex) Lie group G is a group equipped with a smooth manifold structure modeled on a locally convex space for which the group multiplication and the inversion are smooth maps. We write 1 for the identity element in G. Its Lie algebra g = L(G) is identified with the tangent space T 1 (G). The Lie bracket is obtained by identification with the Lie algebra of left invariant vector fields. We call G a Banach, resp., a Fréchet-Lie group if g is a Banach, resp., a Fréchet space. Note that the multiplication map of G defines a smooth left action G × T G → T G, (g, v) → g · v for which the restriction G × g → T G is a diffeomorphism. A smooth map exp : g → G is called an exponential function if each curve γ x (t) := exp(tx) is a one-parameter group with γ ′ x (0) = x. A Lie group G is said to be locally exponential if it has an exponential function which maps an open 0-neighborhood U in g diffeomorphically onto an open subset of G. If G is a Lie group, then the metrizability of G (as a topological group) is equivalent to G being first countable, and this is equivalent to the topology on the Lie algebra g to be defined by a sequence of seminorms.
Throughout this paper all Lie groups are assumed to have an exponential function.
Differentiable vectors
In this section we refine some of the results in [26] concerning C k -vectors for continuous representations π : G → GL(V ) of a Lie group G on a locally convex space V . The main result is Theorem 1.1 which provides a description of the subspace V n ⊆ V of C n -vectors in terms of the selfadjoint operators dπ(x), x ∈ g, obtained as infinitesimal generators of the one-parameter groups π x (t) := π(exp tx). 
for the orbit map. For n ∈ N 0 ∪ {∞}, we write
for the subspace of C n -vectors in V . This is a G-invariant subspace of V . (b) For every x ∈ g, we obtain a representation of the additive group R by π x (t) := π(exp tx) and we write
for its infinitesimal generator. Composition of operators defined on subspaces of V is defined in the usual way. For n ∈ N 0 , we consider the subspaces
For v ∈ D n , we obtain a map
Clearly, V n ⊆ D n and, for every v ∈ V n , the map ω n v is continuous and n-linear. Below we shall encounter several contexts in which every v ∈ D n is a C n -vector, at least if we assume that the maps ω 
If V is a Banach space, we write
For a locally convex space V over K ∈ {R, C}, we denote the topological dual (the space of continuous linear functionals V → K) by V ′ and endow it with the weak- * -topology defined by the seminorms
In general, this action is not continuous with respect to the weak- * -topology, but every orbit map (π * ) α : G → V ′ is continuous, because, for every v ∈ V , the map
is continuous. We write
for the subspace of C 1 -vectors for the representation π * on V ′ . f (t) dt exists in V , i.e., there exists a w ∈ V such that, for every continuous linear functional α ∈ V ′ we have α(w) = 1 0 α(f (t)) dt (cf. [8] ). Sequentially complete spaces are integral complete. For a characterization of sequentially complete spaces in terms of a completeness property, we refer to [37] .
′ of weak- * C 1 -vectors separates the points of V and that V is integral complete. Then the following assertions hold:
Proof. (a) Let γ : [−ε, ε] → G be a smooth curve with γ(0) = 1 and γ ′ (0) = x, and
be its left logarithmic derivative. For α ∈ V ′ C 1 and v ∈ D 1 we now obtain
and thus
Put β(t) := π(γ(t))v for |t| ≤ ε. The curve η(t) := π(γ(t))dπ(ξ(t))v = π(γ(t))ω v (ξ(t)) is continuous because ω v is continuous and the action of G on V is continuous. By (3), for each α ∈ V ′ C 1 , the function α • β is differentiable and (α • β) ′ (t) = α(η(t)). Since α • η is continuous, it follows that
As V ′ C 1 separates the points of V , we obtain β(t) = β(0) + t 0 η(τ ) dτ. Now the continuity of η implies that β is C 1 with β ′ (0) = η(0) = dπ(x)v. Finally, Lemma 3.3. in [23] shows that v is a
separates the points of V , it follows that ω 1 v : g → V is linear. By induction, we now see that the maps ω
The following examples show why the assumption of G to be Fréchet is crucial for the equality
Example 1.1. We consider the unitary representation of the Banach-
In Section 10 of [23] we have seen that this representation is continuous with
In particular, D 1 is dense for p ≥ 2. As G is a Fréchet space, it follows from Theorem 6.3 in [26] that, for p ≥ 2, we have
of G which is a Lie group in its own right with respect to the subspace topology. As this subspace is not closed, H is not a Fréchet-Lie group. The Lie algebra h of H can be identified with the subspace
For this Lie algebra, we find with (4)
However, the subspace of those elements v ∈ D k (h) for which the n-linear maps ω 
It remains to prove that
has directional derivatives of order j ≤ k − 1 and they are sums of terms of the form π(g)ω j w (x 1 , . . . , x j ) for j ≤ k − 1. As w is a C k−1 -vector, all these maps are continuous (Remark 3.2(a) in [23] ). We conclude that
Suppose that V is metrizable and that g is metrizable and Baire. We argue by induction on n ∈ N 0 that the maps ω : g n−1 → V is a continuous (n − 1)-linear map for every w ∈ D n−1 . Hence, for t > 0, the maps F t : g n → V , defined by
are continuous and satisfy lim
Fix y k ∈ g for k = j and consider the linear map
Since V is metrizable and g is a Baire space, it follows from Example 22(a) in Ch. IX, §5 of [3] that the set of discontinuity points of f is of the first category, hence not all of g. We conclude that there exists a point in which f is continuous, so that its continuity follows from linearity. As g is Baire metrizable, the continuity of ω n v follows from Corollary 1.6 in [2] . Now (ii) follows from (i).
The following corollary is a tool to identify the smooth vectors for the left multiplication action on B(H) defined by a unitary representation of G (cf. Theorem 2.1 below). 
( 
Smoothing operators for unitary representations
In this section we introduce the core concept of this paper:
It will turn out that this class of operators is extremely useful when it comes to constructing host algebras for G (Section 4). The main result of this section is the Characterization Theorem 2.1. Its main point is the fact that, if G is metrizable, then A is a smoothing operator if and only if the map
is smooth with respect to the norm topology on B(H). We start with a brief discussion of various types of examples. 
Examples of smoothing operators
Since the integrated representation π :
is G-equivariant, we see that, more generally, for every f ∈ L 1 (G), which is a smooth vector for the left translation action of G on L 1 (G), the operator π(f ) is smoothing. Since the left regular representation λ of G on
Integrating against test functions further shows that
in the sense of distributions. From this discussion one can derive that f ∈ L 1 (G) is a smooth vector if and only if f ∈ C ∞ (G) with D * f ∈ L 1 (G) for every D ∈ U (g) (see the proof of Proposition 3.27 in [15] , where a similar result for L 2 (G) is derived from Sobolev's Lemma). (b) Suppose that x ∈ g is such that the operator dπ(x) has the same smooth vectors as G, i.e.,
is a smoothing operator. This holds in particular for f ∈ S(R). In view of the Spectral Theorem for selfadjoint operators, it even suffices that all functions x → x n f (x) are bounded, i.e., that f vanishes rapidly at infinity.
(c) Assume that G is finite dimensional and let x 1 , . . . , x n be a basis of its Lie algebra g. Then
(Corollary 9.3 in [30] ) and since ∆ has non-positive spectrum, it follows that the contraction semigroup (e t∆ ) t>0 , which is an abstract version of the heat semigroup on L 2 (G), consists of smoothing operators.
Example 2.2. (Smoothing operators by holomorphic extension)
Suppose that the Lie group G sits in a complex Lie group G C and that S ⊆ G C is an open subsemigroup satisfying GS ⊆ S. We assume that (π, H) is a unitary representation for which there exists a holomorphic representation π : S → B(H) such that π(gs) = π(g) π(s) for g ∈ G, s ∈ S (see [17] and [20] for a detailed discussion of such situations). For every s ∈ S, the map G → B(H), g → π(g) π(s) = π(gs) is smooth because π is holomorphic. Therefore π(S) consists of smoothing operators.
Proposition 2.1. Let (π, H) be a unitary representation, ι H : H → G a morphism of Lie groups and
Assume that H is finite dimensional. Then the following are equivalent:
Corollary 2.1. Let (π, H) be a unitary representation, x ∈ g and π x (t) := π(exp tx). Then the following are equivalent:
Proposition 2.2. Let (π, H) be a unitary representation, x ∈ g and π x (t) := π(exp tx) = e tdπ(x) . Suppose that idπ(x) is bounded from above. Then all operators (e itdπ(x) ) t>0 are smoothing if and only if
Proof. This follows from the fact that the subspace t>0 e itdπ(x) H coincides with the space D ω (dπ(x)) of analytic vectors. Example 2.3. Let H be a finite dimensional Lie group and M a homogeneous space of H. Then M carries a smooth nowhere vanishing 1-density which leads to a Diff(M )-quasiinvariant measure µ on M . We assume that M is compact, so that Diff(M ) is a Fréchet Lie group. We thus obtain a unitary representation (π, H) of
. By the Dixmier-Malliavin Theorem ( [6] ), the subspace of smooth vectors for π H is generated by the images of the operators π H (f ), f ∈ C ∞ c (H), and since H acts transitively on M , this implies that 
A characterization of smoothing operators
(ii) Let A ∈ B(H) c such that the operator dπ(x) 2 A is defined on H. Then dπ(x) 2 A is bounded and A ∈ D(dλ(x)).
Proof. Since the operators π(g) are unitary, B(H) c is a norm closed subspace of B(H) on which λ defines a continuous representation of G by isometries.
(i) For x ∈ g, v ∈ H, w ∈ D(dπ(x)) and A ∈ D(dλ(x)), we have
(ii) From AH ⊆ D(dπ(x)) and Lemma 2.1(b) it follows that B := dπ(x)A is bounded. Now let S ∈ B(H) be a bounded operator satisfying SH ⊆ D(dπ(x)). By Lemma 2.1(b), the operator T := dπ(x)S is bounded. For every v, w ∈ H such that v = w = 1,
From (5) it follows that π(exp(tx))S − S ≤ 3|t| · T , so that lim t→0 π(exp(tx))S − S = 0. Setting S := B = dπ(x)A and T := dπ(x) 2 A in (5), we obtain lim t→0 π(exp tx)B − B = 0.
Next, setting S := A and T := B in (5) and using (6), we obtain that the equality lim 
(ii) Let A ∈ B(H) c such that the operator Adπ(x) 2 is bounded. Then A ∈ D(dρ(x)). (ii) If Adπ(x) 2 is bounded, then dπ(x) 2 A * is bounded and defined on H (Lemma 2.1), so that A * ∈ D(dλ(x)) by Lemma 2.2, and hence A ∈ D(dρ(x)).
The following characterization of smooth vectors is an extremely powerful tool. As we shall see in Section 4 below, it can be used to construct C * -algebras for infinite dimensional Lie groups and we expect a variety of other applications (cf. Section 6).
Theorem 2.1 (Characterization Theorem for smoothing operators). Let (π, H) be a smooth unitary representation of a Lie group G with exponential function and A ∈ B(H). Consider the assertions
Then we have the implications 
Lemma 2.1(a) therefore shows that A * dπ(x n ) · · · dπ(x 1 ) is bounded. This implies (v). We also obtain from Lemma 2.1(a) that the operators (dπ(x n ) · · · dπ(x 1 )) * A = (−1) n dπ(x 1 ) · · · dπ(x n )A are bounded, which is the last assertion of the theorem.
(
For every x ∈ g, the operator dπ(x) * = −dπ(x) is the infinitesimal generator of the corresponding unitary one-parameter group. We thus obtain by Lemma 2.1(a) that Av ∈ D(dπ(x) * ) = D(dπ(x)) with dπ(x) * A = (A * dπ(x)) * and in particular Av ∈ D 1 . Suppose, by induction, that
For x 1 , . . . , x n+1 ∈ g, the boundedness of
leads with Lemma 2.1(a) to
In particular, Av ∈ D n for every n ∈ N. This shows that Av ∈ D ∞ . (iv) ⇔ (iii): If, in addition, g is metrizable Baire, then Theorem 1.1(ii) implies that
We now assume that g is metrizable. Let A ∈ B(H) be a smoothing operator and n ∈ N. We have already seen above that, for x 1 , . . . , x n ∈ g, the operator dπ(x 1 ) · · · dπ(x n )A is bounded. Next we observe that the n-linear map
has the property that, for every v ∈ H, the map
Since g, and therefore g n , is metrizable, Proposition 5.1 in [23] implies that F is continuous.
In view of Corollary 1.1(i), we have to show for the left multiplication action λ :
n (λ) for every n, and that the corresponding n-linear maps ω n A : g n → B(H) are continuous. First we assume that we have shown that dπ(x 1 ) · · · dπ(x n )A ∈ B(H) c for every n ∈ N 0 . From Lemma 2.2 we know that, for x ∈ g, the domain of dλ(x) contains all operators T ∈ B(H) c for which dπ(x) 2 T is defined on H and in this case dλ(x)T = dπ(x)T . This readily implies that, for x 1 , . . . , x n ∈ g, the operator A is contained in D ∞ (λ) with
so that the map F above coincides with ω n A , and thus ω n A is continuous. It now remains to show that (iii) implies dπ(x 1 ) · · · dπ(x n )A ∈ B(H) c . First we prove the latter statement for n = 0, i.e., that the map G → B(H), g → π(g)A is continuous. The same argument then applies to all operators dπ(x 1 ) · · · dπ(x n )A. We have already seen that 
which leads to the estimate
Let U g ⊆ g be a convex open 0-neighborhood and ϕ : U g → G be a chart of G with ϕ(0) = 1. If g) is a smooth 1-form, hence a smooth function on U g × g. For x ∈ U g , we obtain a smooth curve γ x (t) := ϕ(tx) in G with γ x (1) = ϕ(x). Next we observe that, for η x (t) = tx, the map
is a continuous function because the function U g × [0, 1] → g, (x, t) → θ(tx)(x) is continuous. We thus obtain in particular lim x→0 H(x) ∞ = 0, and this implies
for x → 0. This completes the proof of (i).
Smooth vectors for semibounded representations
In this section we take a closer look at the subspace of smooth vectors for a semibounded unitary representation (π, H). Our main result is the surprisingly general fact that, if x 0 ∈ g has a neighborhood U such that the operators idπ(x), x ∈ U , are uniformly bounded from above, then the one-parameter group π x0 (t) := π(exp tx 0 ) has the same smooth vectors as π (Theorem 3.1).
Scales of Hilbert spaces
Before we turn to the proof of the main theorem of this section, we recall the setting of Nelson's Commutator Theorem (Section X.5 in [34] ).
Let N ≥ 1 be a self-adjoint operator on the Hilbert space H. For k ∈ Z, we define H k as the completion of the dense subspace D(N k/2 ) of H with respect to the norm
In particular, H 0 = H. Furthermore, the scalar product ·, · on D(N k/2 ) × H extends to a sesquilinear map H k × H −k → C which exhibits H −k as the dual space of H k . We also note that, for every k ∈ Z, the operator
Any operator A ∈ B(H k , H ℓ ) is uniquely determined by its restriction to D(N k/2 ), so that B(H k , H ℓ ) can be identified with the space of those linear operators D(N k/2 ) → H ℓ extending continuously to all of H k . Then A k,ℓ denotes the corresponding operator norm. This means that, for A ∈ B(H 2 , H), we have We will need the following version of Nelson's Commutator Theorem.
Proof. By Lemma 1 in Section X.5 of [34] , we have A ∈ B(H 3 , H 1 ) with
Now we apply Proposition 9 in App. IX.4 of [34] with T = N −1/2 AN −1/2 , B = N 1/2 and A = N 1/2 where A denotes the A in [34] . This yields A(H 2 ) ⊂ H and (7). Here we use that, for k ∈ Z, the operator N −1/2 : H k → H k+1 is unitary.
Specifying smooth vectors by single elements
Definition 3.1. Let G be a locally convex Lie group with exponential function. We call a smooth unitary representation (π, H) of G semibounded if the function
is bounded on a neighborhood of some point x 0 ∈ g. Then the set W π of all such points x 0 is an open Ad(G)-invariant convex cone. Let I π ⊆ g ′ (the topological dual) be the momentum set of π, i.e., the weak- * -closed convex hull of the linear functionals of the form
Then s π (x) = sup I π , −x shows that s π is a lower semi-continuous homogeneous convex function.
Before we turn to the main point of this section, we note the following characterization of those representations where all operators are smooth. Proof. The first assertion is obvious. Suppose that g is a barreled space and H ∞ = H. Then π is a smooth representation and the closed operators dπ(x) are everywhere defined, hence bounded by the Closed Graph Theorem. As a consequence, the momentum set I π ⊆ g ′ (cf. Definition 3.1) is weak- * -bounded. If g is barreled, then this implies that I π is equicontinuous, so that Theorem 3.1 in [21] shows that π is a morphism of Lie groups. The converse is clear. 8) and
Here (p k ) k∈N0 is a sequence of continuous seminorms on g defined recursively by
Proof. Since x 0 ∈ W π , there exists a continuous seminorm p on g satisfying (8) . Then N ≥ 1 and
Hence
Note that dπ(x) = 0 for all x ∈ g with p(x) = 0 by (10 
) is a core for N k/2 , k ∈ N, and N ≥ 1, we conclude that H ∞ is a core for N k/2 for all k ∈ N. In particular, H ∞ is a core for N 1/2 and N 3/2 . As in Subsection 3.1, let H n denote the Hilbert completion of D(N n/2 ) w.r.t. v n := N n/2 v , n ∈ Z. Set A x := 1 i dπ(x), x ∈ g. Note that H 1 is a Hilbert space with inner product N x, y for x, y ∈ H ∞ . Since H ∞ is a core for N 1/2 , H ∞ is dense in H 1 and N −1 A x : H 1 → H 1 is a symmetric operator on H 1 . From (11) we obtain
Therefore A x extends to a bounded operator A x ∈ B(H 1 , H −1 ) with
, we obtain from (12) [N,
With Lemma 3.1 we obtain that A x ∈ B(H 2 , H) and
for all
) is dense in the C ∞ -topology (Lemma 4.1 in [29] ), this estimate implies that the map dπ : g × H ∞ → H extends uniquely to a continuous bilinear map
where D ∞ (dπ(x 0 )) is equipped with the C ∞ -topology w.r.t.
. Let (p n ) n∈N0 be the continuous seminorm from the statement of the theorem. By (13) 
. We now show inductively that
Assume that this holds for some k ∈ N 0 . Then
Here we use that, for a (densely defined) symmetric operator A : D(A) → H on a Hilbert space H, we have
This relation is well-known if D(A) = H, which implies that A is bounded. If A ≥ 0, then it follows from the Cauchy-Schwarz inequality. In general, the relation "≥" holds trivially. For the converse, assume the right hand side has a finite value c. Then A + c1 ≥ 0 is positive, hence bounded, and this implies that A is bounded, so that its closure A is defined on H. As D(A) is dense in H, the assertion now follows from case where A is bounded.
) the C ∞ -topology w.r.t. N coincides with the C ∞ -topology w.r.t. dπ(x 0 ), we conclude that the map
Remark 3.1. Let π : G → U(H) be a semibounded representation and x 0 ∈ W π . (a) For c > s π (x 0 ) the set M c := {x ∈ g : s π (x 0 ± x) < c} is convex, balanced and absorbing. We may choose the seminorm p in the preceding theorem to be the Minkowski functional of M c , i.e.,
We may also consider M c = {x ∈ g : s π (x 0 ± x) < c ∧ x 0 ± x ∈ W π }, which is open, convex and balanced, and take its Minkowski functional to be the seminorm p. This may be helpful to study continuity properties of p if s π | Wπ is known.
(b) Let τ be the (not necessarily Hausdorff) locally convex topology on g generated by the seminorm p in (14) . The proof of the preceding theorem shows that, for all v ∈ H ∞ and k ∈ N, the map
is continuous when g is equipped with the locally convex topology generated by the maps
is generated by the seminorms x → B k x , k ∈ N 0 . By the proof of Theorem 3.1, the map
is bilinear and continuous. For k ∈ N 0 , the map
is continuous since β and the map
π(exp(tx 0 )g)v and D ∞ (B) = H ∞ the partial derivatives of f k exist and are given by
In particular they are continuous.
We conclude that, if f is C k , then df is also C k , i.e., f is C k+1 . By induction we see that f is smooth.
Host algebras from smoothing operators
In this section we explain how smoothing operators obtained naturally from a unitary representation (π, H) of a metrizable Lie group can be used to construct host algebras. Our results are rather complete for the class of semibounded representations, for which we can build on Theorem 3.1.
Definition 4.1. Let G be a topological group. A host algebra for G is a pair (A, η), where A is a C * -algebra and η : G → U(M (A)) is a group homomorphism such that: (H1) For each non-degenerate representation (π, H) of A, the representation π • η of G is continuous. Here π : M (A) → B(H) denotes the canonical extension of the non-degenerate representation π to the multiplier algebra.
(H2) For each complex Hilbert space H, the corresponding map
Remark 4.1. We recall that, if A ⊆ B(H) is a closed * -subalgebra, then its multiplier algebra is given concretely by M (A) ∼ = {B ∈ B(H) : BA + AB ⊆ A} (Section 3.12 in [35] ). Proof.
Since all the sets C n are * -invariant, A is the closed span of
Next we observe that all operators in C ∈ C n , n > 0 are smoothing, so that the maps
are smooth by Theorem 2.1. Since n C n spans a dense subspace of A, we thus obtain a dense subspace of smooth vectors for the left multiplier action of G on A. In particular, this action is strongly continuous.
From this property one already derives that every non-degenerate representation (ρ, K) of A defines a smooth representation
Remark 4.2. The preceding lemma implies that A satisfies the condition (H1) of a host algebra. To ensure that (H2) is also satisfied, we have to pick the subset B in such a way that, for two representations
Theorem 4.1 (Subgroup Host Algebra Theorem). Let (π, H) be a unitary representation of the metrizable Lie group G and ι H : H → G a morphism of Lie groups where dim H < ∞ and π H := π • ι H satisfies
is a host algebra for a class of smooth representations (ρ, K) of G. Proof. Our assumption implies that the operators π H (f ), f ∈ C ∞ c (H), are smoothing (Example 2.1(a)). We now apply Lemma 4.1 with B := π H (C ∞ c (H)). For a non-degenerate representation (ρ, K) of A, we write ρ G := ρ • η G for the corresponding smooth unitary representation of G. Since the multiplier action of H on A is continuous, BA is dense in A, so that the representation ρ| B is non-degenerate. Next we note that, for h ∈ H and f ∈ C ∞ c (H), we have
and this implies that ρ G (ι(h)) = ρ(π H (h)) is the unique representation of H corresponding to the nondegenerate representation ρ • π H of the convolution * -algebra C ∞ c (H). We conclude that
In particular, ρ G determines the representation of A and thus π : G → M (A) defines a host algebra of G. Lemma 4.2. Let A ⊆ B(H) be a C * -subalgebra and T = T * be a selfadjoint operator on H bounded from above such that e T ∈ A, e iRT ⊆ M (A), and the multiplier action of R on A defined by U t := e −itT is continuous. Then e −izT ∈ A for Im z > 0, and we have for every non-degenerate representation (ρ, K) of A and the corresponding unitary one-parameter group ρ(U t ) = e −itA the relations
and sup Spec(A) ≤ sup Spec(T ).
Proof. Let U z := e −izT denote the holomorphic extension of the one-parameter group U to the open upper half plane C + . Then U C+ ⊆ A follows from [20] ) and the multiplier action of R given by left multiplication with U t is continuous, we have A = LA. It follows that any approximate identity of the C * -subalgebra L of A is an approximate identity in A. This implies that, for every representation (ρ, K) of A, the holomorphic representation
is non-degenerate. Then V := ρ • U is the corresponding uniquely determined multiplier extension to R because
This implies that the infinitesimal generator A of V satisfies
(cf. Proposition VI.3.2 in [17] ). We further obtain from 
Proof. Our assumption implies that the operator B := e idπ(x0) is bounded. Let m := log B = sup Spec(idπ(x 0 )) and π x0 (t) := π(exp tx 0 ). Then the unitary representation π x0 integrates to a representation of C * (R) ∼ = C 0 (R) which factors through the restriction to C 0 (] − ∞, m]) and B is the image of the function e t under this map. Since all functions t n e t , n ∈ N 0 , vanish at infinity on ] − ∞, m], the operator B is a smooth vector for the left multiplication action of R on B(H) given by π x0 (Example 2.1(b)). Therefore B is smoothing for π x0 , and since
, it is smoothing for π. We now apply Lemma 4.1 with the one-element set B := {e idπ(x0) }. For a non-degenerate representation (ρ, K) of A, we write ρ G := ρ • η G for the corresponding smooth unitary representation of G. Then Lemma 4.2 implies that e idρG(x0) = ρ(e idπ(x0) ).
This formula shows that ρ is uniquely determined by ρ G , and therefore A is a host algebra for G. We further obtain (15) 
for every non-degenerate representation (ρ, K) of A. This formula shows that ρ is uniquely determined by ρ G , and therefore A is a host algebra for G. We further obtain from Lemma 4.2 the relation
Since B(I π ) 0 = W π , Proposition 6.4 in [20] implies that
we see that, for all α ∈ I ρG and x ∈ W π , we have α(x) ≥ inf I π , x , hence α ∈ I π , and therefore I ρG ⊆ I π .
Corollary 4.1. Let C ⊆ g ′ be a weak- * -closed Ad * (G)-invariant subset which is semi-equicontinuous in the sense that its support function
is bounded in the neighborhood of some point x 0 ∈ g. Then there exists a host algebra (A, η) of G whose representations correspond to those semibounded unitary representations (π, H) of G for which s π ≤ s C , i.e., −I π ⊆ C.
Proof. If (π j , H j ) j∈J is a family of semibounded unitary representations of G with I πj ⊆ −C, then their direct π := ⊕ j∈J π j also is a smooth representation which satisfies s π ≤ sup j∈J s πj ≤ s C , so that we obtain I π ⊆ −C (Proposition 6.4 in [20] ). Now let S C ⊆ C ∞ (G, C) be the convex set of all smooth positive definite functions ϕ : G → C with ϕ(1) = 1 for which the corresponding GNS representation (π ϕ , H ϕ ) is semibounded with s πϕ ≤ s C . As S C is a set, the direct sum representation π C := ⊕ ϕ∈SC π ϕ is defined. It is semibounded with s πC ≤ s C . As every semibounded representation (ρ, K) with s ρ ≤ s C is a direct sum of cyclic ones with smooth cyclic unit vector, it can be realized in some multiple of the representation π C .
We now consider the host algebra A C := C * π C (G)e idπC (Wπ ) π C (G) from Theorem 4.3. Then all representations ρ of A C correspond to representations ρ G of G with s ρG ≤ s πC . Conversely, the construction of A C implies that all G-representations π with s π ≤ s C are of the form π = ρ G because this is true for all cyclic ones.
Independence of
A from the elements x 0 Lemma 4.3. Let H be a selfadjoint operator on the Hilbert space H which is bounded from below, U t = e itH the corresponding strongly continuous unitary one-parameter group and A ∈ B(H) be a smoothing operator for U . Then, for C + = {z ∈ C : Im z > 0}, the map f : C + → B(H), z → e ziH A is continuous.
Proof. From Proposition VI.3.2 in [17] we know that f is holomorphic (therefore continuous) on C + . In view of f (z + t) = U t f (z) for t ∈ R, it suffices to show that f is continuous at z 0 = 0. For v ∈ H we have
Since A is a smoothing operator, HA is bounded (Lemma 2.1) and thus f is continuous at 0.
Proposition 4.1. Let π : G → U(H) be a semibounded representation of the metrizable Lie group G, x 0 ∈ W π and A = C * (π(G)e idπ(x0) π(G)). Then e idπ(x) ∈ A for all x ∈ W π and, in particular, A = C * (π(G)e idπ(Wπ) π(G)).
Proof. We already know that e tidπ(x0) ∈ A for t > 0 (Lemma 4.2). Let t > 0 and set y 0 := tx 0 . Let λ ∈ B(H) ′ be a bounded linear functional w.r.t. the operator norm such that λ| A = 0. By Lemma 4.3 the map f :
is continuous and holomorphic on C + . Moreover f | R = 0. Thus f = 0. By the Hahn-Banach Theorem we conclude e idπ(x) e itdπ(x0) ∈ A for all t > 0. It follows that
An argument similar to the proof of Theorem 4.2 implies that e idπ(x) is a smoothing operator for the action π x (t) := π(exp(tx)) of R on H. Consequently, by Theorem 3.1 the operator e idπ(x) is a smoothing operator for (π, H). Letting t → 0 in (17) , from Lemma 4.3 it follows that e idπ(x) ∈ A.
5 Liminality of the constructed C * -algebras (b) If H is abelian and the spectral measure P on H = Hom(H, T) corresponding to ρ H is a locally finite sum of point measures with finite-dimensional ranges. For H = R and π(t) = e itA , this condition is equivalent to the compactness of the resolvent (A + i1) −1 (Lemma C.3 in [11] ).
(c) If H is compact and all irreducible representations of H occur in ρ H with finite multiplicities (Proposition C.5 in [11] ).
Example 5.2. The host algebras of the form A := C * π(G)e idπ(Wπ) π(G) constructed from a semibounded representation in Theorem 4.3 are liminal if for every irreducible semibounded representation (ρ G , H) of G, the operators e idρG(x) , x ∈ W π , are compact. This is in particular the case if:
(a) G is finite dimensional by Theorem X.4.10 in [17] .
(b) G = Vir is the Virasoro group by Proposition 4.11 in [22] and Proposition 4.1 above. See also [27] for an alternative construction of corresponding C * -algebras.
(c) G is a double extension of a twisted loop group L ϕ (K) = {f ∈ C ∞ (R, K) : f (t + 2π) = ϕ −1 (f (t))}, where K is a semisimple compact Lie group and ϕ a finite order automorphism. In this case the generator d of the translation action is contained in W π ∪−W π , and this implies that semibounded irreducible representation are positive (or negative) energy representations, hence highest weight representations (Theorems 5.4 and 6.1 in [25] ).
Perspectives
We conclude this paper with a discussion of several applications and open problems related to smoothing operators and host algebras for infinite dimensional Lie groups.
Holomorphic induction
We have seen in Section 3 that, for every semibounded representation (π, H) with x 0 ∈ W π , the selfadjoint operator idπ(x 0 ) has the same smooth vectors as G. Let P = P [a, b] be a spectral projection of this operator corresponding to a compact interval in R. Since P (H) consists of smooth vectors for the one-parameter group π x0 , the operator P is a smoothing operator for G. Further P = P 2 = P * implies that the map G 2 → B(H), (g, h) → π(g)P π(h) is smooth, and in particular the map
is smooth. Geometrically, this means that the closed subspace P (H) has smooth G-orbit map in the Graß-mannian Gr(H) of closed subspaces of H. If, in addition, P (H) is G-cyclic, this can be used obtain realizations of the representation (π, H) in spaces of smooth sections of vector bundles over G/G P , where G P = {g ∈ G : π(g)P = P π(g)} (cf. [27] , [22] , [25] , [1] ).
Smoothness and Fréchet structure on H
∞ If E is a locally convex space and F ⊆ E a subspace, then the Closed Graph Theorem implies that F carries at most one Fréchet topology for which the inclusion F ֒→ E is continuous.
This implies in particular, that, for a smooth representation of a Lie group G, the space H ∞ carries at most one Fréchet space topology for which the inclusion H ∞ ֒→ H is continuous. We call π Fréchet smooth if it does. In Proposition 5.4 of [23] we have seen that all unitary representations of Banach-Lie groups are Fréchet smooth. As Theorem 3.1 shows, for a semibounded representation (π, H) and x ∈ W π , we have H ∞ = H ∞ (π x ). Therefore every semibounded representation is Fréchet smooth. In both cases the group G acts smoothly on H ∞ with respect to the Fréchet topology (Theorem 4.4 in [23] and Proposition 3.2). Problem: Is the G-action on H ∞ smooth for every Fréchet smooth unitary representation?
Application to dense inclusions of Lie groups
The following proposition is sometimes useful to extend semibounded representations to larger groups. It demonstrates impressively the power of the methods used to prove Theorem 3.1 and that the extendibility of a semibounded representation is completely controlled by its support function.
Proposition 6.1. Let G → G ♯ be a smooth inclusion of Lie groups for which the inclusion g ֒→ g ♯ has dense range and assume that G is connected and G ♯ is 1-connected. Let (π, H) be a semibounded unitary representation of G for which W π = g ∩ C for an open convex cone C in g ♯ such that s π | Wπ extends to a continuous map s 
