Encoding and decoding quantum information in a multipartite quantum system are indispensable for quantum error correction and also play crucial roles in multiparty tasks in distributed quantum information processing such as quantum secret sharing. To quantitatively characterize nonlocal properties of multipartite quantum transformations for encoding and decoding, we analyze entanglement costs of encoding and decoding quantum information in a multipartite quantum system distributed among spatially separated parties connected by a network. This analysis generalizes previous studies of entanglement costs for preparing bipartite and multipartite quantum states and implementing bipartite quantum transformations by entanglementassisted local operations and classical communication (LOCC). We identify conditions for the parties being able to encode or decode quantum information in the distributed quantum system deterministically and exactly, when inter-party quantum communication is restricted to a tree-topology network. In our analysis, we reduce the multiparty tasks of implementing the encoding and decoding to sequential applications of one-shot zero-error quantum state splitting and merging for two parties. While encoding and decoding are inverse tasks of each other, our results suggest that a quantitative difference in entanglement cost between encoding and decoding arises due to the difference between quantum state merging and splitting.
INTRODUCTION
Encoding and decoding quantum information in a multipartite quantum system are fundamental building blocks in quantum information processing. In particular, quantum error correcting codes [1] [2] [3] [4] require such encoding and decoding between a logical state and an entangled physical state of a multipartite system. Quantum information is represented by this logical state, and these encoding and decoding are the inverse transformation of each other, mathematically represented by isometries. The encoding and decoding have to be performed so that coherence of these states is kept; that is, an arbitrary superposition of the logical state should be preserved without revealing the classical description of the logical state. In addition to quantum information processing, the concept of encoding and decoding nowadays has interdisciplinary roles in analyzing many-body quantum systems exhibiting nonlocal features, such as topological order in quantum phase of matter, [5, 6] holographic principle in quantum gravity, [7, 8] and eigenstate thermalization hypothesis in statistical physics. These encoding and decoding are also indispensable when we aim to perform distributed quantum information processing, where spatially separated parties connected by a network for quantum communication cooperate in achieving an information processing task. Distributed quantum information processing is considered to be a promising candidate for realizing large-scale quantum computation, since there exists technical difficulty in increasing the number of low-noise qubits in one quantum device. Moreover, encoding and decoding are especially crucial for some multiparty cryptographic tasks such as quantum secret sharing. [10] [11] [12] In these distributed settings, a multipartite system encoding a logical state is distributed among these spatially separated parties. Thus, encoding and decoding are nonlocal transformations over all the parties, and the nonlocal properties of transformations for encoding and decoding lead to cost in implementations of the encoding and decoding.
This paper aims to quantitatively characterize nonlocal properties of transformations for encoding and decoding in the distributed settings, adopting a resource theoretical approach.
Resource theories [13] aim to provide a quantitative understanding and an operational meaning of abstract physical attributes, such as entanglement in quantum mechanics [14, 15] and entropy in classical thermodynamics. [16] In the theory of entanglement, a class of operations, such as local operations and classical communication (LOCC), is adopted as free operations, to which available operations for achieving a given task are restricted. Operations beyond LOCC have to be performed with assistance of nonlocal resource states, such as bipartite maximally entangled states. Under LOCC, a single use of a noiseless quantum channel and that of a maximally entangled state are at equivalent cost by means of quantum teleportation achieving quantum communication. [17] For a bipartite state, the minimal amount of quantum communication required for preparing the state provides a well-established entanglement measure quantifying a nonlocal property of the state, called the entanglement cost of the state. [18] [19] [20] The entanglement cost of a bipartite state also generalizes to that required for spatially separated parties implementing a given nonlocal transformation, such as global unitaries [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] and global measurements, [41] [42] [43] although this generalization usually accompanies challenging optimization and has been analyzed only in special cases to date. Another direction is generalization of a bipartite state to a multipartite state [44] [45] [46] while analysis of multipartite entanglement is also challenging. [47] [48] [49] Regarding a multipartite generalization in terms of quantum communication, Reference [44] formulates that required for preparing a multipartite state shared among parties using a network [50] of the noiseless quantum chan-nels.
Based on these previous works, we formalize entanglement costs characterizing the nonlocal properties of transformations for encoding and decoding. In our setting, as illustrated in Figure 1 , N parties are connected by a network of the noiseless quantum channels.
The network topology is represented by a graph in graph theory [51] in terms of vertices and edges. Any connected network of N parties requires at least N − 1 channels. If an N -vertex connected graph has exactly N − 1 edges, the graph is called a tree. Using the network, the parties can spread and concentrate quantum information of unknown states so as to encode and decode quantum information in a distributed system according to a given isometry representing the encoding and decoding. The amount of quantum communication required for spreading and concentrating quantum information over the network characterizes nonlocal properties of the isometry. Due to the equivalence between the noiseless quantum channel and the maximally entangled state, a collection of maximally entangled states distributed according to the network topology comprises the initial resource state for spreading and concentrating quantum information by LOCC. We assume that LOCC is free and consider this type of initial resource state consisting of bipartite entanglement motivated by quantum communication on networks, while more general resource states exhibiting multipartite entanglement may outperform bipartite entanglement in terms of other figures of merit than quantum communication. [52] The minimal total amount of quantum communication is evaluated by the entanglement entropy of the maximally entangled states for each edge, which we call the entanglement costs of spreading and concentrating quantum information. The entanglement cost of spreading quantum information characterizes the encoding, and that of concentrating characterizes the decoding.
In this paper, we evaluate the entanglement costs of spreading and concentrating quantum information over any given tree-topology network for an arbitrarily given isometry, which differs from the works presented in References [53, 54] for implementing particular isometries in the context of quantum secret sharing. To analyze the entanglement costs, we reduce spreading and concentrating quantum information to sequential applications of exact state merging and splitting for two parties established in Reference [55] , as illustrated in Figure 1 .
Regarding spreading quantum information, we use exact state splitting to provide an algorithm and derive the optimal entanglement cost of spreading quantum information, which is given in terms of the rank of a state defined with respect to each edge of the given tree. We also provide another algorithm achieving concentrating quantum information using exact state merging, and show that the entanglement cost of concentrating quantum information can be reduced compared to that of spreading quantum information. During spreading and concentrating quantum information, coherence has to be kept, and this point is contrasted with encoding and decoding classical information in quantum states shared among multiple parties investigated in the context of a type of quantum secret sharing based on LOCC state distinguishability. [56] [57] [58] [59] [60] [61] Our algorithms for spreading and concentrating quantum information are applicable to any isometry representing encoding and decoding and provide an algorithm for one-shot distributed source compression [62] [63] [64] applicable to arbitrarily-smalldimensional systems and a general algorithm for LOCC-assisted decoding of shared quantum information having studied in the context of quantum secret sharing.
[65]
The rest of this paper is organized as follows. In Section 2, we introduce and formally define entanglement costs of spreading and concentrating quantum information over treetopology networks, as well as summarizing the preceding results in Reference [55] on exact state merging and splitting. We present our results on spreading quantum information over networks in Section 3 and those on concentrating quantum information over networks in Section 4. Applications of our results are provided in Section 5. Our conclusion is given in Section 6.
SETTINGS
In this section, we define the tasks of spreading and concentrating quantum information over networks and the entanglement costs in Section 2 2.1. We also summarize the results on exact state merging and splitting in Section 2 2.2. In the following, for any finite-dimensional
Hilbert space H, the set of bounded operators on H is denoted by B (H), and the set of density operators on H is denoted by D (H). We let superscripts of each ket or operator represent the systems to which the ket belongs or on which the operator acts.
Entanglement cost of spreading and concentrating quantum information
We introduce notations for describing the tasks on networks. A quantum communication network among N parties is represented by a graph G = (V, E), where each of the N vertices
Notations for a tree T = (V, E). We always designate v 1 ∈ V as the root of the tree. We label the other vertices so that, for any path connecting v 1 and another vertex, the closer to v 1 is any vertex v k on the path, the smaller is the label k, which we call an ascending labeling of the v ∈ V = {v 1 , v 2 , . . . , v N } represents one of the N parties, and each edge e = {v k , v k } ∈ E represents a bidirectional noiseless quantum channel between v k and v k . We assume that the N parties can freely perform local operations and classical communication (LOCC).
Regarding a formal definition of LOCC, refer to Reference [66] . When LOCC is free, quantum communication of a state of an M e -dimensional system is achieved by LOCC assisted by a maximally entangled state Φ Similarly to Reference [44] , we focus on analyzing networks represented by a class of graphs called trees, which is defined as a graph containing no cycle as its subgraph. We let T = (V, E) denote a tree, and our notations for trees are summarized in Figure 2 . Given any tree T = (V, E), we always designate v 1 ∈ V as the root of the tree. In addition, we label Note that the tasks are performed deterministically and exactly.
Definition 1. Spreading and concentrating quantum information. Spreading quantum information over a given graph G = (V, E) for a given isometry U is a task for the N parties v 1 , . . . , v N ∈ V to apply U to an arbitrary unknown input state ρ ∈ D (H) of one party 
Concentrating quantum information over G = (V, E) for U is a task for the N parties v 1 , . . . , v N ∈ V to apply U † to a shared input state U ρU † ∈ D H corresponding to an arbitrary unknown state ρ ∈ D (H) to recover ρ at one party v 1 ∈ V by performing an LOCC map C assisted by e∈E Φ + Me e , that is,
We analyze minimum requirements for initial resource states achieving spreading and concentrating quantum information. In the same way as the case of analyzing the entanglement cost of multipartite states construction, [44] given any graph G = (V, E), the entanglement cost of consuming the bipartite maximally entangled state Φ trivial algorithms for achieving spreading and concentrating quantum information, simply using quantum teleportation [17] so that the party v 1 can locally perform any given isometry on the unknown input state. In contrast, we aim to reduce the total amount of entanglement e∈E log 2 M e required for spreading and concentrating quantum information. Note that e∈E log 2 M e can be regarded as the total amount of quantum communication available on the network when LOCC can be freely performed, as explained in Reference [44] .
Definition 2. Entanglement costs of spreading and concentrating quantum information.
The entanglement cost of spreading quantum information over a given graph G = (V, E) for a given isometry U is a family (log 2 M e ) e∈E identifying an initial resource state achieving spreading quantum information over G for U minimizing e∈E log 2 M e . The entanglement cost of concentrating quantum information over G for U is a family (log 2 M e ) e∈E identifying an initial resource state achieving concentrating quantum information over G for U
To analyze the entanglement costs of spreading and concentrating quantum information, we reduce these tasks to a particular type of state transformations. Given any graph G = (V, E) and any isometry U , the state transformation equivalent to spreading quantum information over G for U is illustrated in Figure 3 , and the state transformation equivalent to concentrating in Figure 4 . To define these equivalent state transformations, we consider a D-dimensional system H R located at a party R other than the N parties v 1 , . . . , v N ∈ V , where H R is a reference system on which none of the N parties can apply any operation.
Note that D = dim H. We write a maximally entangled state of the Schmidt rank D shared between R and v 1 as
Moreover, we write a state obtained by performing U on H for Φ
where 1
R is the identity operator on the system H R . The equivalence between the two tasks is stated as follows, which is a straightforward generalization of a technique referred to in Proposition 3. State transformations equivalent to spreading and concentrating quantum information. Spreading quantum information over a given graph G = (V, E) for a given isometry U defined as Equation (1) 
where id R is the identity map on H R , and the states Φ (4), respectively. Concentrating quantum information over G = (V, E) for U defined as Equation (2) 
where the notations are the same as those in Equation (5).
Proof. We prove the statement on spreading quantum information, while the statement on concentrating quantum information also follows from the same argument by substituting ρ, U ρU † , |l l |, |ψ l ψ l |, and S in the following with U ρU † , ρ, |ψ l ψ l |, |l l |, and C, respectively.
If part:
If there exists an LOCC map S defined as Equation (1) for any input state ρ, Equation (5) holds as a special case of Equation (1) in which the input state ρ is a completely mixed state.
Only if part:
Assume that there exists an LOCC map S defined as Equation (5). Due to the linearity of the map S, Equation (5) yields
Since the set {|l l |} l,l of operators on the system H R is linearly independent, we obtain
for each l, l ∈ {0, . . . , D − 1}. Therefore, writing any operators ρ ∈ D (H) and U ρU † ∈ D H as
we conclude Equation (1) as follows:
Q.E.D.
Exact state splitting and merging
We summarize the results on exact state splitting and merging presented in Reference [55] for later use in our analysis. Consider three parties A, B, and R . The parties A and B may freely perform LOCC but cannot perform any operation on the system of the party R .
Regarding exact state splitting, Reference [55] provides an explicit construction of an algorithm for exact state splitting, which yields the following lemma. 
such that |ψ R AB is decomposed into
where p (j) is a probability distribution, and, for each j ∈ {0, . . . ,
Using 
R is the identity operator on the system H R , |m 
where j ∈ {0, . .
is the largest eigenvalue of the reduced state ω
, and · · · is the ceiling function.
ENTANGLEMENT COST OF SPREADING QUANTUM INFORMATION
We derive the optimal entanglement cost of spreading quantum information over any tree for any isometry. To derive the entanglement cost, we generalize the two-party algorithm for exact state splitting and provide the optimal algorithm for spreading quantum information over any tree-topology network connecting multiple parties.
We evaluate the entanglement cost of spreading quantum information, using the following notations. Given any tree T = (V, E), we letΦ 
where
is the partial trace of the system H R ⊗ v∈D v kH v . We provide an optimal algorithm for the state transformation defined as Equation (6) in Proposition 3 equivalent to spreading quantum information, which yields the following theorem.
Theorem 7. Entanglement cost of spreading quantum information over trees. Given any tree T = (V, E) and any isometry U , spreading quantum information over T for U is achievable if and only if, for each e ∈ E,
whereΦ + D,e is defined as Equation (16).
Proof. If part: Given any tree T = (V, E) with an ascending labeling and any isometry U , we construct an algorithm for the state transformation defined as Equation (5) in Proposition 3
by applying exact state splitting in Lemma 4 sequentially starting from the root v 1 ∈ V , and we prove that this algorithm achieves the equality in (17) for each e ∈ E. In this algorithm, the root party v 1 first locally applies the given isometry U to Φ
whereH is located at v 1 at this moment. Then, the parties perform the following sub-algorithm using the exact state splitting sequentially in order v 1 , v 2 , . . . , v N to spread the stateH. After all the parties performing the sub-algorithm, spreading quantum information is achieved.
We describe the sub-algorithm for each party v k ∈ V . At the beginning of v k 's subalgorithm, we assume that the party v k holds the reduced state of |Φ
that is, the system for the parties corresponding to v k itself and v k 's descendants. Note that this assumption is satisfied because of an ascending labeling. If v k has no child, v k 's sub-algorithm terminates. Otherwise, for each child c ∈ C v k , party v k performs the exact state splitting in Lemma 4, where v k and c in the sub-algorithm are regarded as A and B in Lemma 4, and the subsystem v∈D cH v , the other subsystems of party v k , and all the rest of the system of the parties other than v k in the sub-algorithm are regarded as H A , H A , and Hstate splitting in this sub-algorithm achieves the equality in (17) , where e = {v k , c} in the above case.
Only if part:
We use LOCC monotonicity of the Schmidt rank [72] in the state transformation defined as Equation (5) Q.E.D.
ENTANGLEMENT COST OF CONCENTRATING QUANTUM

INFORMATION
We derive an upper bound of entanglement cost of concentrating quantum information over any tree for any isometry, and show that the entanglement cost of concentrating quantum information is not larger than that of spreading quantum information, and can be strictly smaller. To evaluate the entanglement cost, we generalize the two-party algorithm for exact state merging and provide an algorithm for concentrating quantum information over any tree-topology network connecting multiple parties.
We evaluate the entanglement cost of concentrating quantum information, using the following notations. Given any tree T = (V, E) and any isometry U , our algorithm achieves the state transformation defined as Equation (6) 
where the subscript m k := (m v N , . . . , m v k+1 ) denotes a tuple representing measurement outcomes obtained during the algorithm and
for each k ∈ {1, . . . , N − 1}. For any m 1 , the last state Φ (18) is given in the proof of the following theorem (by Equation (23)).
The following theorem uses the Koashi-Imoto decomposition of Φ k m k presented in Lemma 5, which yields decompositions
where V k−1 is defined as Equation (19), p m k (j) is a probability distribution, and, for each j ∈ {0, . . . ,
Theorem 8. Entanglement cost of concentrating quantum information. Given any tree T = (V, E) and any isometry U , concentrating quantum information over T for U is achievable if there exists an ascending labeling of the vertices satisfying, for each
where · · · is the ceiling function.
Proof. Given any tree T = (V, E) with an ascending labeling of the vertices and any isometry U , we construct an algorithm for the state transformation defined as Equation (6) in Proposition 3 achieving the equality in (21) for each e ∈ E. In the algorithm, the parties other than the root v 1 sequentially perform a sub-algorithm using exact state merging presented in Lemma 6, where each of the parties v N , . . . , v 2 in this order is regarded as the sender A in these sequential applications of the exact state merging. After all of these parties performing the sub-algorithm, the root party v 1 performs an isometry to obtain the state Φ + D , which achieves concentrating quantum information. In the following, we describe the sub-algorithm and the isometry for the root party v 1 .
For any v k ∈ {v N , . . . , v 2 }, we describe the sub-algorithm for party v k . We may write assume that the party v k has the reduced state onH (14), respectively. The party v k performs this measurement, and the states in the sequence (18) are recursively described as
where 1 is the identity operator on the system of the parties other than v k , Φ . Note that the assumption (22) is satisfied for the next party v k−1 performing the sub-algorithm, that is,
because of an ascending order of the vertices. For each edge e = {p (v k ) , v k } ∈ E, Lemma 6
shows that the exact state merging in this sub-algorithm achieves the equality in (21) .
As for the party v 1 , we derive an isometry U 
. Repeating the above yields
Consequently, the party v 1 obtains, for any m 1 ,
We show that the entanglement cost of concentrating quantum information is not larger than that of spreading quantum information, as presented in the following theorem. Note that the former can be strictly smaller than the latter, as we demonstrate in Application 1 and 2 in the next section.
Theorem 9.
Comparison of entanglement cost between spreading and concentrating quantum information. Given any tree T = (V, E) with any ascending labeling and any isometry
where the notations are the same as those in Theorems 7 and 8.
Proof. We use LOCC monotonicity of the Schmidt rank [72] in the state transformation defined as Equation (6) in Proposition 3, and properties of the Koashi-Imoto decomposition.
We regard the given tree T = (V, E) as the rooted tree with its root v 1 , and we consider is defined as Equation (19) and 
By construction of the Koashi-Imoto decomposition, it holds that for any m k and j,
Since λ
Thus, for any m k and j, we have
Therefore, we obtain
for each e = {p (v k ) , v k } ∈ E. Q.E.D.
APPLICATIONS
We provide applications of our algorithms for spreading and concentrating quantum information. Define
In the following, we may omit ⊗ if obvious.
Application 1. Application to one-shot distributed source compression for arbitrarily-smalldimensional systems. When applied to a star-topology tree, such as
our algorithm for concentrating quantum information can be regarded as an algorithm for one-shot distributed source compression. [62] [63] [64] Although our algorithms achieve transformations between Φ + D and |Φ + D , that is, maximally entangled states between R and the others, it is straightforward to prove that our algorithms also work for any pure state shared among the parties R, v 1 , . . . , v N , which is proven for two parties in Reference [55] , and the same argument also applies to more than two parties. We remark that our algorithm for concentrating quantum information is applicable to arbitrarily-small-dimensional systems as well as achieving zero error, while the existing algorithms for the one-shot distributed source compression [62] [63] [64] are inefficient for small-and intermediate-scale states and cannot avoid nonzero approximation error, similarly to the case of N = 2.
[55]
For the network defined as Equation (34) and an isometry mapping the basis states as
Theorem 7 yields the entanglement cost of spreading quantum information
and Theorem 8 yields an algorithm for concentrating quantum information achieving log 2 M e 1 = 1, log 2 M e 2 = 0 = 1, log 2 M e 3 = 0 = 1.
In concentrating quantum information, the states in sequence (18) are calculated as
where the right-hand sides of Equations (38), (39) , and (40) 
and our algorithm for concentrating quantum information applied to this tree T achieves log 2 M e 1 = 0, log 2 M e 2 = 1, log 2 M e 3 = 0.
This example implies that the entanglement cost of concentrating quantum information for each edge of a graph may be affected by the labeling of the vertices, that is, the order of sequential applications of exact state merging. In this case, to obtain the entanglement cost, we need to calculate the Koashi-Imoto-decomposition of the state for each step of the sequence (18) in the algorithm, by recursively applying Equation (23).
Application 2. Application to LOCC-assisted decoding in quantum secret sharing. Similarly to our algorithm for concentrating quantum information, Reference [65] proposes schemes of quantum secret sharing and an algorithm for decoding shared secret of quantum information, in which the parties collaboratively perform LOCC to reduce total quantum communication required for the decoding. While the algorithm in Reference [65] works for a particular class of quantum codes such as the seven-qubit code, our algorithms are applicable to any encoding and decoding in addition to this particular class. For example, a different scheme of quantum secret sharing from those considered in Reference [65] can be obtained from the five-qubit code, [11, 12] which maps the basis states as 
where each qubit on the right hand sides belongs to each of the parties v 1 , . . . , v 5 . For this isometry and a line-topology tree T = (V, E), V = {v k : k = 1, . . . , N } , E = {e k = {v k , v k+1 } : k = 1, . . . , N − 1} , (44) where N = 5, Theorem 7 yields the entanglement cost of spreading quantum information log 2 M e 1 = 2, log 2 M e 2 = 3, log 2 M e 3 = 2, log 2 M e 4 = 1,
and Theorem 8 yields an algorithm for concentrating quantum information achieving log 2 M e 1 = 0, log 2 M e 2 = 0, log 2 M e 3 = 0, log 2 M e 4 = 0.
In concentrating quantum information, the states in sequence (18) 
where the Koashi-Imoto decomposition of the state for each step in the sequence (18) is shown after ∝ for the above states, and we only show the sequence of states for the measurement outcomes corresponding to |0 's, while those corresponding to other outcomes can be calculated in the same way. Equation (46) shows that the five-qubit code can be decoded only by LOCC, i.e., without quantum communication. Note that, if our algorithms are applied to quantum secret sharing, some subsets of the parties may extract partial knowledge about the shared secret of quantum information during the algorithms while this is the same situation as the existing algorithm in Reference [65] .
CONCLUSION
We quantitatively characterized nonlocal properties of multipartite quantum transformations for encoding and decoding quantum information in a multipartite system in terms of the entanglement cost. For any tree-topology network connecting spatially separated parties v 1 , . . . , v N , we evaluated the entanglement costs of performing an isometry
v k representing encoding and the inverse U † :
v k → H representing decoding, where the system H for logical states is located at one of the parties and each subsystemH v k for physical states is located at each party v k . Regarding the encoding, our algorithm for spreading quantum information is proven to achieve the optimal entanglement cost. As for the decoding, our algorithm for concentrating quantum information can reduce the entanglement cost compared to that of spreading quantum information. Hence, while U and U † are inverse of each other, we derived bounds for quantitatively differentiating nonlocal properties of U for encoding and U † for decoding in terms of entanglement cost. We also demonstrated applications of our algorithms to multiparty tasks such as one-shot distributed source compression [62] [63] [64] and LOCC-assisted decoding in quantum secret sharing [65] . The concept of encoding and the decoding represented by isometries has essential roles not only in quantum information science, and we leave further investigation of applications within and beyond quantum information science for future works.
