Summary. In this chapter we investigate experimentally the performance of multiobjective local search approaches that are based on the component-wise acceptance criterion search model. This model gives a framework for many well-known evolutionary and local search algorithms. Using the biobjective traveling salesman problem as an example application, we analyse the impact of three important algorithmic components on the performance of a simple local search algorithm that follows this search model: initialization strategy, neighborhood structure and archive bounding. By following principles of experimental design, we study the effects of each component, both in terms of solution quality and computation time. The experimental analysis indicates the existence of several complex trade-offs between solution quality and run-time for many of the choices available for each component.
Introduction
The combination of local search principles with evolutionary techniques is among the most successful approaches for tackling multiobjective combinatorial optimization problems (MCOPs). One straightforward possibility of combining these paradigms is to base the acceptance criterion of a (perturbative) local search on the componentwise ordering of the corresponding objective function value vectors; in other words, neighboring solutions that are non-dominated with respect to the current solution are used to update an archive of solutions. Such a type of algorithm would be a direct adaptation of the component-wise acceptance criterion (CWAC) search model [27] into an iterative improvement algorithm [26] ; the CWAC model itself was proposed to capture the common underlying principles among several well-known approaches in the literature, ranging from simple iterative improvement [2, 20, 24] to tabu search [3, 4] and evolutionary algorithms [16, 17, 18, 23, 33] .
In this chapter, we present an experimental analysis of iterative improvement algorithms for MCOPs that follow the CWAC search model. Our analysis investigates the impact that some typical algorithmic components of CWAC algorithms have on the overall performance. In particular, we investigate the initialization strategy, the neighborhood structure, and the usage of archive bounding techniques. This study is done using the biobjective traveling salesman problem (BTSP) as a paradigmatic example of an MCOP.
We use a sound experimental design for this analysis: algorithmic components are seen as factors, that is, as abstract characteristics of an algorithm that can affect response variables such as solution quality and computation time. The experimental results of the various factor combinations are carefully examined using a sound methodology for the assessment of the performance of algorithms for multiobjective problems, which is based on outperformance relations and attainment functions.
The careful experimental design and the advanced methods for the experimental analysis allow us to arrive at statistically sound conclusions on the importance of the algorithmic components and their mutual interdependencies. In fact, the experimental methodology we employ has already proved to give interesting insights into algorithm performance in our earlier research, which has focused on the analysis of algorithms that use different scalarizations of the multiple objectives [29, 30] . The main new contribution of this chapter is the analysis of local search algorithms following the CWAC search model and their behavior in dependence of the underlying algorithmic components.
The article is structured as follows. In Section 2, we introduce basic notions on MCOPs and the BTSP. Section 3 introduces the CWAC model and explains the particular components studied in our experiments. Next, in Section 4, we give an overview of the experimental design and the performance assessment methodology; we then also describe the experimental results obtained. We end with some concluding remarks in Section 5.
Multiobjective combinatorial optimization
We tackle MCOPs in terms of Pareto optimality. Solving such problems involves determining (all) solutions that are not dominated by any other solution. In MCOPs, each solution s ∈ S has an associated objective function vector, which is given by f : s → R Q ; here S is the set of all feasible solutions and Q is the number of objectives. For two vectors u and v in R Q , the following order is defined: the component-wise order, u ≤ v, indicates that u = v and ui ≤ vi, i = 1, . . . , Q. We say
The weak component-wise order u ≦ v says that ui ≤ vi, i = 1, . . . , Q; based on this order we say that f (s) weakly-dominates f (s
. Occasionally, we use the same wording and notation for solutions if for their objective function vectors these relations hold.
If there is no s ′ ∈ S with f (s ′ ) ≤ f (s), then s ∈ S is said to be Pareto optimal. The Pareto optimal set is the set S ′ ⊆ S in which only and all Pareto optimal solutions are contained. The efficient set is the image of the Pareto optimal set in the objective space.
In this study, we tackle the BTSP. It is defined by a set C of n nodes and a distance vector d(ci, cj ) ∈ N 2 for each pair of nodes ci, cj ∈ C; the goal is to find a permutation π : [1. .n] → [1..n] of the node indices such that the length of the tour, that is,
choose s ∈ VF 5: VT = VT ∪ {s} 6:
for all s ′ ∈ N (s) do 8:
end if 11:
end for 12:
is "minimal" in terms of Pareto optimality. The BTSP is NP-hard [31] and it has been tackled in a number of research efforts [1, 2, 5, 7, 12, 15, 22] .
The CWAC search model and components
The CWAC search model was recently proposed to stress the common features of algorithms for tackling MCOPs that base acceptance decisions of solutions on the component-wise ordering of the objective function value vectors [27] . A simple local search algorithm following the CWAC search model would accept neighboring solutions that are non-dominated with respect to the current solution and use these to update an archive of non-dominated solutions. Interestingly, variations of this basic idea have only recently been studied; examples include PAES [17] , PLS [24] , BLS [2] , SEMO and FEMO [20] .
Our experimental analysis will be based on PLS (short for Pareto Local Search), mainly because of its conceptual simplicity. The essential idea of PLS is to keep an archive of solutions, pick at each iteration a still unexamined solution s in the archive and explore its neighborhood N (s). All neighbors of s that are non-dominated with respect to s are used to update the archive. Updating the archive consists in adding new non-dominated solutions and removing all solutions of the archive that are dominated by any of the new solutions. Once the neighborhood of a solution is evaluated, the latter gets marked as visited. PLS continues until all solutions in the archive are marked as visited.
More formally, PLS can be described as follows (a pseudo-code is given in Algorithm 1 and follows [26] .) PLS splits the solutions in the archive into two subsets VT and VF , where VT is the subset of solutions in the archive for which their complete neighborhood was already examined (such solutions are marked as visited), and VF contains the remaining solutions in the archive (solutions marked as not visited). Initially, PLS starts with a single solution s, which is marked as not visited (that is, it is included in VF ); VT is initialized as an empty set. At each repetition of the repeat-until loop (lines [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , PLS evaluates all neighbors of one solution s ∈ VF . For each s ′ ∈ N (s), it checks whether there is another solution in N (s) ∪ VF ∪ VT , which weakly dominates it (line 8); if this is not the case, s ′ is added to set W (line 9) and it will be chosen in a following iteration if it is still non-dominated with respect to N (s) ∪ VF ∪ VT or with respect to VT (line 12). Note that PLS removes dominated solutions of the sets VT and VF at each iteration (in steps 12 and 14, respectively) and that these sets contain only solutions that are non-dominated with respect to any solution in VF ∪ VT . This basic algorithm has some relevant properties: it does not cycle and naturally stops in a Pareto local optimum set [26] .
We consider the following algorithmic components of PLS: neighborhood structure, initialization stategy, and archive bounding technique. We will discuss these components in the following sections.
Neighborhood
Typical neighborhoods for the traveling salesman problem (TSP), as well as for its multiobjective version, are 2-and 3-exchange. Two feasible solutions s and s ′ are 2-exchange (3-exchange) neighbors if they can be transformed into each other by replacing one pair (triple) of edges by another pair (triple) of edges. Note that the evaluation of a neighboring solution for the qth objective vector component can easily be done by adding and subtracting two distances in the 2-exchange case (three distances in the 3-exchange case). Note that in the 2-exchange case, the pair of edges added is uniquely determined; however, in the 3-exchange case four ways of reconnecting the resulting three tour segments are possible so that the three edges deleted and added are all distinct. In addition, when checking the 3-exchange moves, we also check for the corresponding 2-exchange moves.
Initialization strategy
We distinguish two strategies for generating the initial solution: one that starts from a randomly generated solution (Rand) and another that starts from a very high quality solution with respect to one objective (2phase). Figure 1 illustrates how these two search strategies ideally work. Roughly speaking, the Rand strategy moves towards the efficient set, whereas the 2phase strategy moves in parallel to it. Their performance would obviously depend on how close are solutions under a given neighborhood structure [28] . In a similar way, the effectiveness of the Rand search strategy depends on the connectedness between randomly generated solutions and the Pareto optimal set.
The initial solution for the 2phase strategy is generated by an Iterated Local Search (ILS) algorithm that was also used by Stützle and Hoos [32] . In particular, we generated the initial solution using an iterative improvement algorithm based on the 3-exchange neighborhood and applying 50 perturbations in the ILS algorithm; this was enough for obtaining a very good quality solution for the single-objective case. A version of this ILS algorithm is available on the web site www.sls-book.net.
Rand 2phase
Fig . 1 . Illustration of the two strategies.
Archive bounding technique
In the worst case, if all feasible solutions of an MCOP are incomparable, PLS would take exponential time to terminate. Although such an extreme case may hardly be found in real-life situations, the number of solutions can still grow very large to make the algorithm become useless in practice. To avoid a too strong growth of the archive size, some bounding on the number of solutions is often used. For PLS, we use the bounding technique proposed by Angel et al. [2] and Laumanns et al. [19] . It divides the objective space by a grid, where the intervals are defined according to a geometric sequence. Given a lower bound lq and an ǫq, both associated to the qth objective, the intervals are defined as ]lq, lq(1+ǫq )], ]lq(1+ǫq ), lq(1+ǫq
In each of the resulting hypercubes, we only allow one solution to be maintained. Following the guidelines given by Angel et al. [2] , the lower bound l is given by a heuristic procedure. Additionally, we use a same value of ǫ (we call it ǫ-value) for all objectives and we analyze the impact of different possible values for ǫ. For the q-th objective, the hypercube to which a solution s is assigned is defined by a vector a(s) = (a1(s), ..., aQ(s)), whose q-th component is defined as
In this bounding technique, at most one solution at a time may occupy a given hypercube. No other solution is allowed to enter into the hypercube unless it dominates the solution inside, in which case the latter is replaced. If a solution in a hypercube becomes dominated by another solution in a different hypercube, it is removed (directly following the rules of the PLS algorithm). Unfortunately, the maximum number of solutions that can be accepted to the archive is unknown and some tuning is needed in order to obtain a reasonable approximation to a desired number of solutions. In general, the smaller the value of ǫ, the smaller will be the size of the hypercubes and, therefore, the larger the number of hypercubes. Hence, a smaller ǫ-value will lead to potentially more solutions in the archive and therefore also to higher computation times. On the contrary, the effect of large values of ǫ is that the hypercubes also will become larger; ultimately this may lead to severe restrictions of the search (possibly resulting in poor solution quality) but also to strongly reduced computation times. Unfortunately, it is a priori not clear how to choose ǫ to obtain a good trade-off between solution quality and computation time.
Experimental analysis

Biobjective TSP instances
Each distance matrix in a BTSP instance corresponds to one objective. We have generated the distance matrices using the TSP instance generator of the 8th DI-MACS Implementation Challenge. In particular, we have generated three types of biobjective instances:
• Random Uniform Euclidean (RUE) instances, where each distance vector component corresponds to the Euclidean distance between two points in a plane. Each distance matrix was derived from a set of points that are uniformly distributed in a square with each side being in the range of [0, 3163]; distances have been rounded to the nearest integer.
• Random distance matrix (RDM) instances, where each distance vector component corresponds to an integer value generated randomly according to a uniform distribution in the range [0, 4473].
• Mixed instances, where one objective corresponds to a distance matrix from an RUE instance, while the other corresponds to a distance matrix from an RDM instance.
The range of the distance values for RUE instances is chosen in analogy to the Krolak/Felts/Nelson instances available in TSPLIB (files with prefix kro), which are often tackled in the literature for the BTSP [2, 12, 15] . The range of distances for RDM instances was chosen such that it is similar to that of the RUE instances (note that ⌊ √ 2 · 3163 2 + 0.5⌋ = 4473). In addition to the type of instance, we considered the three instance sizes 100, 300, and 500; we refer to these as small , medium, and large, respectively. We recall that many experimental results available in the literature consider only instances of size below 300. For each size and type of instance, three instances were generated, resulting in a total of 27 instances; all instances are available at eden.dei.uc.pt/ ∼ paquete/tsp.
Performance assessment methodology
We use a three step evaluation procedure for performance assessment to avoid the known drawbacks of unary performance indicators [34] . In a first step we use better relations; if these do not give a conclusive answer, we compute, in a second step, attainment functions and use statistical tests on the equality of attainment functions [11] ; in a third step we use visual means to detect large performance differences in the objective space between pairs of algorithms. For the sake of completeness, we summarize these three steps in what follows; more details of this three step methodology can be found in [21, 25] .
Step 1: Better relations A basic outperformance relation among solution sets for MCOPs states that a set of objective vectors A is better than another set B if each point in B is either dominated by or equal to a point of A [13] . Hence, we count in the first step how often each outcome associated to one level of a component is better than the outcomes of another level of the same component. To reduce variability, these counts are done only on outcomes that were produced within the same levels of the other components. If this comparison allows to identify clear differences of performance, we have already an answer for the performance assessment; otherwise, we need to conclude that the outcomes are mostly incomparable and we proceed with the next two steps of the performance assessment.
Step 2: The attainment function gives the probability of attaining (dominating or being equal to) an arbitrary point in the objective space in one single run [8, 11] . Intuitively, this can be seen as a generalization of the distribution function of solution cost to the multiobjective case. The theoretical attainment function can be estimated by the outcomes of several runs of an algorithm, resulting in the empirical attainment function (EAF). In addition, one can also test statistical hypotheses on the equality of two or k, with k > 2, EAFs using as test statistic the maximum absolute distance between two or the k EAFs [6] ; in the latter case, if the global hypothesis of equality is rejected, pairwise tests can be performed, where the p-values of the individual tests need to be corrected, for instance, by using Holm's procedure [14] . In practice, since we do not have the exact sampling distribution, we use permutation tests based on restricted permutations [10] .
Step 3: Location of differences In the final step, we visualize the largest differences in performance, if the null hypothesis on the equality of attainment functions is rejected. This is done by plotting the points in the objective space, where the differences between the EAFs are large. Here we plot points where the absolute differences are larger or equal to 20%. (Note that we run each algorithm on each instance five times and, hence, a difference of 20% is also the minimum difference that is observable.)
As an example, consider the plots in Figure 2 on page 9. On the upper plot are shown the points where the EAF of Algorithm 1 (using 2phase strategy) becomes larger by at least 20% than that of Algorithm 2 (using Rand strategy); on the bottom plot is shown the opposite-this means in this case we have positive and negative differences between the algorithms, that is, for some regions the EAF of one algorithm is larger than that of the other one and for other regions the opposite is true. The observed differences are encoded in a grey-scale: the darker the points, the stronger are the differences. The lower line on each plot is a lower bound on the efficient set that is used simply as a visual reference when plotting the differences with respect to the EAFs 3 ; the upper line gives the points that are attained in all runs of both algorithms.
Experimental Setup
The strategies Rand and 2phase were applied to all RUE and RDM instances; for mixed instances, we considered two variants of the 2phase strategy: the 2phaseE strategy, whose first phase starts at the RUE objective, and the 2phaseR strategy, whose first phase starts at the RDM objective. We also tested the 2-exchange and 3-exchange neighborhoods, though the latter was not applied to instances of size 300 and 500 given the prohibitive computation times obtained in preliminary experiments. The ǫ-values for the bounding technique depended on the instance size. For instance sizes 100 and 300, we used {0.5/n, 1/n, 2/n}. However, some preliminary experiments for instances of size 500 indicated that these ǫ-values would result in an excessive amount of computation time: for example, it took 9898 seconds to terminate with ǫ = 2/n for an RUE instance of size 500 on an Intel Xeon 2.40 GHz CPU with 2 GB of RAM under Debian GNU/Linux. Additional experiments indicated that values of ǫ in {4/n, 5/n, 6/n} would take affordable computation times. (In the following analysis, we remove the denominator n in order to simplify the reading.) In addition, we also used the algorithm without any bounding technique, which corresponds to the PLS algorithm (we shall denote this algorithm as ǫ = 0). However, we only tested it on instances of size 100, since very high computation times were obtained for the larger ones. We performed five runs per configuration on a computer with two AMD Athlon(TM) 1.20 GHz CPUs, 512 MB of RAM running under Suse Linux 7.3.
Solution Quality
In this section, we report the results of the comparisons with respect to the better relation, the statistical tests, and the location of the differences with respect to the empirical attainment functions.
Initialization strategy
The results of better relations with respect to the strategy for generating the initial solution for instances of size 500 indicated a strong evidence of a better performance of the 2phase strategy (between 75% and 68%). However, all results for smaller instances were inconclusive. Hence, for the outcomes on these instances, the second step of the experimental analysis was applied. The null hypothesis of equality of the EAFs was always rejected and the test statistic values in the original sample indicated the existence of large differences between the strategies. Figure 2 gives the location of differences between the different strategies on an RUE instance of size 300. The top plot indicates that a large difference is obtained towards the improvement of the first objective in favor of the 2phase strategy (this observation holds for all sizes). The bottom plot shows the few differences that were detected in favor of the Rand strategy on the same instance; differences above 20% in favor of the Rand strategy were never found for instances of size 500.
Similar conclusions can be taken for RDM instances. However, differently from RUE instances, on none of the RDM instances differences above 20% were found in favor of the Rand strategy.
On mixed instances, each 2phase variant performed better towards the objective where the corresponding second phase started, while the Rand strategy performed better on the center of the trade-off, except on instances of size 100, where no difference in favor of this search strategy was found. Figure 3 shows the location of differences on a mixed instance of size 500, between 2phaseE and 2phaseR in favor of the former (top plot); a similar result was observed to the differences in favor of Fig. 3 . Location of differences between strategies for a mixed instances of size 500 between 2phaseE and 2phaseR in favor of the former (top), and between 2phaseE and Rand in favor of the former (bottom).
the 2phaseR, which occur closer to the minimization of the RMD objective. The bottom plot shows the difference between 2phaseE and Rand in favor of the former. The location of the worst case in the bottom plot indicates that some algorithmic choices were performing very bad from a solution quality perspective. Looking closer to the outcomes, we could observe that the Rand strategy was the main cause for such result. 
Neighborhood
The results of better relations showed that the 3-exchange neighborhood was clearly better than 2-exchange, mainly on RDM instances. Moreover, the null hypothesis of equality of EAFs was always rejected. Figure 4 gives the location of differences between the two neighborhoods with respect to their EAFs on an RUE and an RDM instance of size 100. The strengths of the differences confirm the results obtained with the other indicators, that is, the difference is stronger in RDM instances.
ǫ-values Table 1 gives the results with respect to the better relation on the ǫ-values. In order to compress the table, we give different meanings to the numbers in the left part of the table, depending on the size of the instance: the numbers from (1) to (3) correspond to ǫ ∈ {0.5, 1, 2}, for instances of sizes 100 and 300, and to ǫ ∈ {4, 5, 6} for instances of size 500, respectively. Only for instance size 100 we tested PLS with ǫ = 0, that is, without archive bounding. As expected, the performance decays as the ǫ-value increases. The null hypothesis was rejected, with the only exception being the comparison between ǫ = 0.5 and 1 in the RDM instances of size 300. Figures 5 and 6 plot the differences found in RUE and RDM instances of size 100. Here, we see that the differences found in RUE instances are stronger than in RDM instances. In mixed instances we observed that the same stronger differences occur towards the improvement of the RUE objective. Similar results hold also for instances of size 300, that is, the differences are stronger for RUE instances, and towards the RUE objective in mixed instances. We also remark that the differences between ǫ = 0.5 and 1 are stronger than those between the ǫ = 1 and 2. Figures 7 and 8 show the location of differences for instances of size 500, where we can see that the chosen ǫ-values are too restrictive: for instance size 500, the lower bound is rather far from the points where differences in the objective space are found, especially when compared to other plots for instance sizes 100 and 300. Since the lower bound we use is about 14% below optimal, independent of instance size, this fact indicates that for the large instances, the solution quality is rather far from the optimal solutions. This effect can fully be attributed to the usage of the archive bounding techniques. 
Summary
In most instances, we noticed large differences in favor of the 2phase strategy towards the improvement of the objective where the second phase started. This also means that the Rand strategy is not able to reach high quality solutions to each Fig. 8 . Location of differences between the ǫ-values (ǫ equal5 and 6 in favor of the former) for an RUE (top) and an RDM (bottom) instance of size 500.
objective. The advantage of the 2phase strategy over the Rand strategy is particularly noteworthy on the instances of size 500. Interestingly, in those instances, the Rand strategy performs much worse than the 2phase strategy. In mixed instances, no advantage was noticed between using the 2phaseE or 2phaseR strategies. We observed very high computation times for large instances if no archive bounding Group ǫ-value strategy instance size 1 {0.5, 1, 2} {Rand,2phase} {RUE,RDM} {100,300} 2 {0.5, 1, 2} {Rand,2phaseE ,2phaseR} {Mixed} {100,300} 3 {4, 5, 6} {Rand,2phase} {RUE,RDM} {500} 4 {4, 5, 6} {Rand,2phaseE ,2phaseR} {Mixed} {500} Table 2 . Groups of observations for the ANOVA analysis of the computation times.
technique is used at all or the ǫ-values are very small. In order to have results in a reasonable amount of time, the ǫ-values used for instances of size 500 had to be increased, but consequently, the solution quality worsened. Finally, the statistical tests indicated the existence of significant differences between the 3-exchange and 2-exchange neighborhoods for all instances; these differences were stronger on RDM instances.
Computation Time
Here we report an ANOVA analysis of the computation times of the different algorithms. We divided the observations into four groups, given that not all levels of the components and not all components were tested under the same experimental conditions. We also excluded the neighborhood component from this analysis. The reason is that, keeping all other components fixed, the algorithms using the 3-exchange neighborhood take on average 67 times more computation time than those using the 2-exchange neighborhood on the instances of size 100. Similarly, configurations without any archive bounding technique were only tested on instances of size 100 and are therefore removed from the analysis. Once these configurations are dropped, we are able to aggregate the results obtained for instances of size 100 and 300 since they use the same ǫ-values. Finally, we separate the results obtained in mixed instances from the RUE and RDM instances ones due to the different initialization strategies tested. Table 2 gives the details of the four groups that were considered. For each group, we analyzed the computation times by ANOVA, where the factors are the components defined above with more than one level. The blocks were also defined above with respect to the instance features with more than one level. Note that only in group 1 we have crossed blocks (type and instance size). In order to detect possible interactions, we analysed the interaction plots for all groups with respect to each pair of components and between each component and block. We found many second-order interactions. Some of the most relevant ones are shown in Figure 9 . We included these second-order interactions in the four ANOVA models and transformed the response variable in order to meet the usual ANOVA requirements.
The ANOVA results indicated that both, the ǫ-value and the search strategy have a significant effect in group 1 (RUE and RDM instances of size 100 and 300). For instance, we noticed that while a setting of ǫ = 0.5 takes more time in RUE than in RDM instances, the opposite effect is found with higher ǫ-values (see Figure 9 , top-left plot). In addition, the analysis showed that, in RUE instances, the 2phase strategy is faster than the Rand strategy, whereas in RDM instances we observed the opposite (see Figure 9 , top-right plot). In group 2 (mixed instances of size 100 and 300), we conclude that the 2phaseR strategy is significantly slower than other Fig. 9 . Second-order interaction plots in group 1 for ǫ-value × type (top-left) and strategy × type (top-right); in group 2 for ǫ-value × strategy (middle-left) and size × strategy (middle-right); in group 3 and 4 for ǫ-value × strategy (bottom-left and bottom-right, respectively).
strategies as the ǫ-value decreases or the instance size increases (see both middle plots of Figure 9 ). A closer look to the outcomes obtained by these strategies indicated that this difference can be explained by the larger number of solutions that 2phaseR returns. Note that the higher the number of solutions in the archive, the more time it takes to perform each iteration. Differently from the results above, the analysis showed that the interaction between strategy and ǫ-values is significant in groups 3 and 4 (instances of size 500), which is mainly due to the strong difference of the computation times taken by the Rand strategy with different ǫ-values (see bottom plots of Figure 9 ). We remind that the small amount of computation time is related to the early stopping of configurations using the Rand strategy in those instances, which resulted in very poor solution quality when compared to the other strategies. We performed the Tukey HSD statistical test at 0.05 significant level to detect which pairs of combinations of algorithmic choices in each group resulted in significant differences. For group 1, the test indicated that all ǫ-values result in statistically significant differences in computation time. In group 2, the 2phaseR strategy takes significantly more time than the other two variants. In group 3, only significant differences between the Rand and the 2phase strategy were found for large ǫ-values. In group 4, we concluded that there are significant differences between the Rand strategy and the 2phase variants with ǫ ≥ 5, and that 2phaseR takes significantly more time than 2phaseE .
Discussion
Our results indicate that the 2phase strategy performs quite well on larger RUE and on all RDM instances tested, which may be related to the known results of closeness between TSP solutions under the neighborhoods tested [28] . However, we noticed a stronger dependency in terms of computation time between the strategy for generating initial solutions and the type of instance for small and medium size: the 2phase strategy is faster than the Rand strategy for RUE instances, whereas the opposite is observed for RDM instances. For mixed instances, the 2phaseR strategy takes more time than its 2phaseE counterpart and the Rand strategy, and the difference grows with instance size.
We also observed that the basic PLS algorithm fails to terminate in a reasonable amount of time. For more than 300 nodes, its computation time becomes excessive which is due to the large number of solutions in the archive. This is the main reason for the use of the archive bounding technique. However, using this archive bounding technique also corresponds to a noticeable decrease of solution quality. Although more fine-tuned ǫ-values could probably be found, we think that finding a desired trade-off between computation time and solution quality is difficult.
There is also an interaction between initialization strategies and ǫ-values on the largest instances with respect to solution quality. The ǫ-value had to be increased strongly in order to have results in a reasonable amount of time. However, we noticed a strong decay of the performance of the Rand strategy when using the highest ǫ-values tested here. The results obtained by this strategy were not improving further than the starting solutions. This observation clearly indicates that the path from random solutions to near-optimal ones is not as well connected as among nearoptimal solutions.
Conclusions
We presented an experimental analysis for understanding the effects various algorithm components have with respect to computation time and solution quality on different instance classes of the BTSP. This analysis allowed us to identify patterns of algorithm behavior and to establish dependence relations between certain choices for the algorithm components and instance features.
Further work is still needed. For example, while we studied the solution quality by looking to the main effects, it is possible to extend the current methodology to take into account interactions between components, as done for the computation time. Furthermore, the use of second-order attainment functions [9] would provide a more complete description of the outcomes.
Recent results showed that PLS can be quite successful for this problem when starting from high quality solutions obtained from scalarized versions of the multiobjective formulation [29, 22] . We believe that this hybrid approach is promising to other multiobjective combinatorial problems as well.
