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SHARP ISOPERIMETRIC INEQUALITIES FOR INFINITE
PLANE GRAPHS WITH BOUNDED VERTEX AND FACE
DEGREES
BYUNG-GEUN OH
Abstract. We give sharp bounds for isoperimetric constants of infinite plane
graphs(tessellations) with bounded vertex and face degrees. For example if G
is a plane graph satisfying the inequalities p1 ≤ deg v ≤ p2 for v ∈ V (G) and
q1 ≤ deg f ≤ q2 for f ∈ F (G), where p1, p2, q1, and q2 are natural numbers
such that 1/pi + 1/qi ≤ 1/2, i = 1, 2, then we show that
Φ(p1, q1) ≤ inf
S
|∂S|
|V (S)| ≤ Φ(p2, q2),
where the infimum is taken over all finite nonempty subgraphs S ⊂ G, ∂S is
the set of edges connecting S to G \ S, and Φ(p, q) is defined by
Φ(p, q) = (p− 2)
√
1− 4
(p− 2)(q − 2) .
For p1 = 3 this gives an affirmative answer for a conjecture by Lawrencenko,
Plummer, and Zha from 2002, and for general pi and qi our result fully resolves
a question in the book by Lyons and Peres from 2016, where they extended
the conjecture of Lawrencenko et al. to the above form. We also prove a
discrete analogue of Weil’s isoperimetric theorem, extending a result of Angel,
Benjamini, and Horesh from 2018, and give a positive answer for a problem
asked by Angel et al. in the same paper.
1. Introduction
Graphs considered in this paper are infinite tessellations of the plane, on which
we study geometric and topological properties of the graph and prove sharp isoperi-
metric inequalities. In particular we give an affirmative answer for Question 6.21
in the book by Lyons and Peres [49] as well as Conjecture 1.1 by Lawrencenko,
Plummer, and Zha [47]. We also prove a discrete analogue of Weil’s isoperimetric
theorem for non-positively curved surface, extending a result of Angel, Benjamini,
and Horesh [3, Theorem 1.2], and give a positive answer for [3, Problem 3.2] by
Angel et al. The main tool is the combinatorial Gauss-Bonnet theorem involving
left turns(geodesic curvature), and we have obtained the results by interpreting left
turns of the boundary curves combinatorially. The background and motivation of
our research is the following.
Suppose M is a complete simply connected open 2-dimensional Riemannian
manifold whose Gaussian curvature is bounded above by k < 0. Then one can
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2 B. OH
prove using the famous Cartan-Hadamard theorem that
(1.1) inf
Ω
{
length(bΩ)
area(Ω)
}
≥ √−k,
where the infimum is taken over all finite regions Ω ⊂M with smooth boundaries
bΩ (cf. [13, Theorem 34.2.6]). The constant(infimum) on the left hand side of (1.1)
is called the isoperimetric constant ofM, or the Cheeger constant named after Jeff
Cheeger [14], and known to be equal to
√−k for the hyperbolic plane of constant
curvature k < 0.
It might be natural to expect a similar phenomenon for discrete cases. Let
us choose a plane graph G as a discrete analogue of a 2-dimensional Riemannian
manifold, and note that curvature on a plane graph is usually described in terms of
vertex and face degrees. (See Section 2 for notation and terminology, and Section 3
for the concept and properties of combinatorial curvatures.) Thus a counterpart
of a simply connected 2-dimensional Riemannian manifold of constant Gaussian
curvature is a (p, q)-regular graph G, a tessellation of the plane with deg v = p
for all v ∈ V = V (G) and deg f = q for all f ∈ F = F (G), where p and q are
natural numbers greater than or equal to 3, V and F are the vertex and face sets
of G, respectively, and deg a denotes the degree of a ∈ V ∪F (the number of edges
incident to a). In this setting Riemannian manifolds whose curvatures are bounded
from above would correspond to tessellations of the plane with vertex and face
degrees bounded from below, say by p and q, respectively.
There are several options for a discrete analogue to the isoperimetric constant.
Let S be a subgraph of a given tessellation G, and we define the edge boundary ∂S
of S as the set of edges in E = E(G) with one end on V (S) and the other end on
V \V (S), where E is the edge set of G. Also we define the boundary walk bS of S as
the sequence of edges traversed by those who walk along the topological boundary
of S in the positive direction. See Section 2 for the precise definition of bS, but at
this point one may think of it as the set of edges in E(S) that are included in the
boundaries of faces in F \ F (S). Now the isoperimetric constants, which are also
known as the Cheeger constants as in the continuous case, of G are defined by the
formulae
(1.2)
ı(G) = inf
S
|∂S|
|V (S)| , ı
∗(G) = inf
S
|bS|
|F (S)| ,
ıσ(G) = inf
S
|∂S|∑
v∈V (S) deg v
, ı∗σ(G) = inf
S
|bS|∑
f∈F (S) deg f
,
where the infima are taken over all finite nonempty subgraphs S ⊂ G and | · | is the
cardinality of the given set. Here it is also assumed that F (S) 6= ∅ for ı∗(G) and
ı∗σ(G).
Isoperimetric constants have been studied extensively in graph theory, because
they are related to many important properties of the structures and therefore have
many applications. See for instance [4, 51] and the references therein. The constants
ı(G) and ıσ(G) are the most common isoperimetric constants, because they can be
defined for every type of graphs including non-planar graphs, disconnected graphs,
and finite graphs (with some modification in the definition), and more importantly,
because they have many applications to spectral theory on graphs, simple random
walks, etc. For example, ı(G) and ıσ(G) are used to bound the bottom of the
spectrum of negative combinatorial Laplacian [21, 22, 23, 25, 41, 42, 44, 46, 50, 52].
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Figure 1. Platonic solids
Figure 2. Regular tilings of the plane
These constants also appear on various settings [3, 4, 8, 9, 32, 33, 34, 35, 40, 43,
48, 49, 51, 53, 54, 56, 57, 61, 63, 70, 71, and more]. For ı∗(G) and ı∗σ(G), they are
defined by imitating the isoperimetric constants on Riemannian manifolds, hence
these constants logically make sense only for graphs embedded into 2-dimensional
manifolds. The constants ı∗(G) or ı∗σ(G) are found in [34, 35, 47, 53, 58, 61], and
positivity of these constants implies Gromov hyperbolicity of the graph, provided
that face degrees are bounded [57, 58]. Note that ı∗(G) and ı∗σ(G) are the duals
of ı(G) and ıσ(G), respectively; i.e., we have ı(G) = ı
∗(G∗) and ıσ(G) = ı∗σ(G
∗),
where G∗ is the dual graph of G.
Now let us go back to the problem considered at the beginning, and suppose
that G is a (p, q)-regular graph with p, q ≥ 3. If 1/p + 1/q > 1/2, then G is in
fact a finite graph and a tessellation of the Riemann sphere, which is not what we
are studying in this paper. Anyway in this case G becomes one of the platonic
solids; i.e., G is one of the tetrahedron, the octahedron, the icosahedron, the cube,
or the dodecahedron (Figure 1). The case 1/p + 1/q = 1/2 happens if and only
if (p, q) ∈ {(6, 3), (4, 4), (3, 6)}, hence in this case G is infinite and becomes one of
the regular tilings of the plane; i.e., G is the 6-regular triangulation of the plane if
(p, q) = (6, 3), the square lattice if (p, q) = (4, 4), and the hexagonal honeycomb if
(p, q) = (3, 6) (Figure 2). Graphs in this category correspond to simply connected
2-dimensional Riemannian manifolds of constant zero curvature (i.e., the Euclidean
plane), and have zero isoperimetric constants in (1.2).
The case we are mostly interested in is when 1/p + 1/q < 1/2; in this case the
(p, q)-regular graph corresponds to a hyperbolic plane of constant negative curva-
ture, and the isoperimetric constants in (1.2) are positive [34, 70, 71]. Moreover, the
precise isoperimetric constants of (p, q)-regular graphs are computed independently
by two groups of researchers, Ha¨ggstro¨m, Jonasson, and Lyons [32] and Higuchi
and Shirai [35], and their results can be summarized as follows.
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Theorem 1. Suppose G is a (p, q)-regular graph for some integers p, q ≥ 3 satis-
fying 1/p+ 1/q ≤ 1/2. Then we have
ı(G) = Φ(p, q) ı∗(G) = Φ(q, p),
ıσ(G) = Φ(p, q)/p, ı
∗
σ(G) = Φ(q, p)/q,
where
Φ(a, b) = (a− 2)
√
1− 4
(a− 2)(b− 2) .
As we discussed above, a discrete counterpart of a Riemannian manifold whose
curvature is bounded above by a negative number is a tessellation G of the plane
such that deg v ≥ p for all v ∈ V and deg f ≥ q for all f ∈ F , where p, q are natural
numbers satisfying 1/p+ 1/q < 1/2. Then as in the continuous case (1.1), one can
expect that the isoperimetric constants of G are bounded below by those of the
(p, q)-regular graph; i.e., we can predict for example that
(1.3) ı∗(G) ≥ Φ(q, p) = (q − 2)
√
1− 4
(p− 2)(q − 2) ,
and similar expectation would apply to the other isoperimetric constants. For this
reason the inequality (1.3) was conjectured by Lawrencenko et al. [47, Conjecture
1.1] for the case q = 3 (for q > 3 it was also conjectured in the same paper [47],
but only implicitly).
Conversely if G is an infinite tessellation of the plane and if deg v ≤ p and
deg f ≤ q for all v ∈ V and f ∈ F , where p and q are as before, then it is also
natural to expect that the isoperimetric constants of G are not greater than those
of the (p, q)-regular graphs. In this context Lyons and Peres posed the following
question in [49, Question 6.21].
Question 2. Suppose G = (V,E, F ) is a plane graph satisfying the inequalities
p1 ≤ deg v ≤ p2 for all v ∈ V (G) and q1 ≤ deg f ≤ q2 for all f ∈ F (G), where
p1, p2, q1, and q2 are natural numbers such that 1/pi + 1/qi ≤ 1/2, i = 1, 2. Then
does it always hold
Φ(p1, q1) ≤ ı(G) ≤ Φ(p2, q2) ?
Before stating our results, let us briefly describe some known estimates for
isoperimetric constants. The first known such estimate is due to Dodziuk [22], who
proved that if G is a triangulation (i.e., deg f = 3 for every face f) and deg v ≥ 7
for every v ∈ V = V (G), then we have
ı∗(G) ≥ 1
26
.
Dodziuk and Kendall also proved in [21] that
ıσ(G) ≥ 1
78
for triangulations G with deg v ≥ 7 for every v ∈ V . On the other hand, Dodziuk’s
bound for ı∗(G) was significantly improved by Mohar [53] such as
ı∗(G) ≥ p− 6
p− 4 ,
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where G is a triangulation of the plane with deg v ≥ p ≥ 7 for all v ∈ V , and this
result was further improved by Lawrencenko et al. [47] such as
ı∗(G) ≥ (p− 6)(p
2 − 8p+ 15)
(p− 4)(p2 − 8p+ 13) .
When G is a tessellation of the plane with deg v ≥ p for all v ∈ V and deg f ≥ q for
all f ∈ F , where p, q are natural numbers such that 1/p+ 1/q < 1/2, it was shown
by Mohar [54] that
ı(G) ≥ pq − 2p− 2q
3q − 8 .
Also see [44], where the constants ı(G) and ıσ(G) are estimated in terms of (ver-
tex) combinatorial curvature. (See Section 3 for the definition of combinatorial
curvature.)
Now we present that
Theorem 3. Suppose G = (V,E, F ) is a plane graph such that p ≤ deg v < ∞
and q ≤ deg f < ∞ for all v ∈ V and f ∈ F , where p and q are natural numbers
satisfying 1/p+ 1/q ≤ 1/2. Then we have
ı(G) ≥ Φ(p, q) ı∗(G) ≥ Φ(q, p),
ıσ(G) ≥ Φ(p, q)/p, ı∗σ(G) ≥ Φ(q, p)/q.
The conclusions of Theorem 3 remain true even when G has some infinigons; i.e.,
G has some faces f with deg f = ∞. See Section 9 for details. We have excluded
infinigons from the statement of Theorem 3 just for simplicity, because our bounds
for ı(G) and ıσ(G) are obtained through dual graphs. Meanwhile, it is worth to
mention that the graph G in Theorem 3 must be an infinite tessellation of the plane,
because its corner curvature is always negative. See [41, Theorem 1].
We next provide our second result, which is about upper bounds for isoperimetric
constants.
Theorem 4. Suppose G = (V,E, F ) is an infinite tessellation of the plane such
that deg v ≤ p and deg f ≤ q for all v ∈ V and f ∈ F , where p and q are natural
numbers satisfying 1/p+ 1/q ≤ 1/2. Then we have
ı(G) ≤ Φ(p, q) ı∗(G) ≤ Φ(q, p),
ıσ(G) ≤ Φ(p, q)/p, ı∗σ(G) ≤ Φ(q, p)/q.
Note that Theorems 3 and 4 together completely resolve Question 2 as well as
the conjecture by Lawrencenko et al., and our results are the best possible because
the isoperimetric constants of (p, q)-regular graphs are the lower and upper bounds
in Theorems 3 and 4, respectively.
Our next result can be characterized as a discrete version of Weil’s isoperimetric
theorem. In 1926 Weil proved [69] (cf. [38]) that ifM is a 2-dimensional Riemannian
manifold whose Gaussian curvature is non-positive everywhere, the inequality
|bΩ| ≥ 2
√
pi ·Area(Ω)
holds for every domain Ω ⊂ M homeomorphic to the unit disk. Then one may
expect a similar phenomenon in the discrete setting as well, and in this context
Angel, Benjamini, and Horesh proved the following theorem [3, Theorem 1.2].
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Theorem 5. Let G = (V,E, F ) be a plane graph such that deg v ≥ 6 and deg f ≥ 3
for every v ∈ V and f ∈ F , respectively. If S ⊂ G is a finite subgraph such that
|V (bS)| = n, then we have
|V (S)| ≤
⌊
n2
12
+
n
2
+ 1
⌋
.
The equality can be achieved in certain subgraphs of the 6-regular triangulation of
the plane.
We have considered that (p, q)-regular graphs with (p, q) ∈ {(6, 3), (4, 4), (3, 6)}
are the discrete counterparts of the Euclidean plane, and Theorem 5 deals with the
case (p, q) = (6, 3). Thus we wished to extend Theorem 5 to the other counterparts
of the Euclidean plane as well, and have obtained the following result.
Theorem 6. Let G = (V,E, F ) be a plane graph such that deg v ≥ p and deg f ≥ q
for every v ∈ V and f ∈ F , respectively, where p, q are natural numbers such that
1/p+ 1/q = 1/2. If S ⊂ G is a finite subgraph satisfying |V (bS)| = n, then we have
(1.4) |V (S)| ≤
⌊
n2
4q
+
n
2
+ 1
⌋
if q = 3 or 4, and
(1.5) |V (S)| ≤
⌊
n2
4q
+
n
2
+
3
2
⌋
=
⌊
n2
24
+
n
2
+
3
2
⌋
if q = 6.
One can ask when equality holds in (1.4) or (1.5). Theorem 5 says that it can
be achieved in certain subgraphs of the 6-regular triangulation of the plane, and
we could make it explicit as follows.
Theorem 7. Let G be a regular tiling of the plane; i.e., G is a (p, q)-regular graph
for some (p, q) ∈ {(6, 3), (4, 4), (3, 6)}. Then there exists S ⊂ G for which equality
holds in (1.4) or (1.5) (with |V (bS)| = n) if and only if one of the following holds:
(a) q = 3 and n ∈ N;
(b) q = 4, and n is 1 or a positive even integer;
(c) q = 6, and n is 1 or a positive even integer such that n 6≡ 4, 8 (mod 12).
If G is either the square lattice (the (4, 4)-regular graph) or the hexagonal honey-
comb (the (3, 6)-regular graph), then every simple cycle in G must be of even length
because G is bipartite. This is why we have to consider only even integers n > 1 in
(b) and (c) of Theorem 7. Now we present our last result, solving a problem asked
by Angel et al. in [3, Problem 3.2].
Theorem 8. Suppose T is a finite triangulation such that deg v ≥ p for every
internal vertex v ∈ V (T ), where p is a natural number at least 6. Then there exists
a subgraph S ⊂ G such that |bS| = |bT | and |V (S)| ≥ |V (T )|, where G is a p-regular
triangulation of the plane.
Definitely Theorem 8 follows from Theorem 6 and Theorem 7(a) for the case
p = 6. In general we will deduce Theorem 8 from the following statement.
Theorem 9. Let H be an infinite triangulation of the plane such that deg v ≥ p ≥ 6
for every vertex v, and G the p-regular triangulation. Then for any finite T ⊂ H,
there exists S ⊂ G such that |V (S)| = |V (T )| and |bS| ≤ |V (bT )|.
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In [3] there are more open problems other than Problem 3.2 (Theorem 8), and
among which we can answer for Problem 3.5 affirmatively. In fact, Problem 3.5 is
a direct consequence of a theorem by Bonk and Eremenko [11]; see Section 9.
This paper is organized as follows. Preliminaries are given in Section 2, where
we also introduce some unusual notation such as D(S), S+, and S−. The concept
of combinatorial curvature and two versions of the combinatorial Gauss-Bonnet
formula involving boundary turns(geodesic curvature) are given in Section 3. A
lemma is proved in Section 4, and using this lemma we prove Theorem 3 in Section 5.
Basically Sections 3–5 are spent for the proof of Theorem 3. Theorem 4 is proved in
Section 6, where some stuffs in Sections 3–5 are used and some others are modified.
Theorems 6 and 7 will be proved in Section 7, applying the methods used for
Theorems 3 and 4. In Section 8 we study triangulations and prove Theorems 8
and 9, and the paper is finished in Section 9 where we discuss [3, Problem 3.5] and
plane graphs with infinigons (called locally tessellating plane graphs).
2. Preliminaries
Suppose G is a graph with the vertex set V = V (G) and the edge set E =
E(G) ⊂ V × V . We say that G is connected if it is connected as a one-dimensional
simplicial complex, infinite if it has infinitely many vertices and edges, and simple
if it does not contain any multiple edges nor self loops; i.e., for u, v ∈ V there is at
most one edge [u, v] ∈ E with endpoints u and v, and every edge must have distinct
endpoints. Because G is always assumed to be an undirected graph in this paper,
an edge of the form [u, v] must be considered the same as [v, u]. If [u, v] ∈ E, the
vertices u, v are called neighbors or adjacent.
A graph G is called planar if there exists a continuous injective map h : G ↪→ R2,
and the embedded image h(G) is called a plane graph. In general a planar graph G
and its embedded plane graph h(G) are different objects, but for simplicity we will
not distinguish them and use the letter G for its embedded graph h(G). Thus G will
be considered a subset of R2. Moreover, we will always assume that G is embedded
into R2 locally finitely, which means that every compact set in R2 intersects only
finitely many vertices and edges of G. The closure of each connected component of
R2 \ G is called a (closed) face of G, and we denote by F = F (G) the face set of
G. Because a plane graph G is completely determined by its vertex, edge, and face
sets, we will identify G with the triple (V,E, F ) and use the notation G = (V,E, F ),
which are already used in Question 2 and Theorems 3–6.
Note that in our definition each face is a closed set in R2. Similarly we will treat
vertices and edges of G as closed sets in R2, and two objects in V ∪ E ∪ F will be
called incident to each other if one is a proper subset of the other. The degree of a
vertex v ∈ V is the number of edges incident to v, and similarly the degree or girth
of a face f ∈ F is the number of edges incident to f . The degrees of v ∈ V and
f ∈ F will be denoted by deg v and deg f , respectively. Following [5, 6], we call
a connected simple plane graph a tessellation or tiling if the following conditions
hold:
(a) every edge is incident to two distinct faces;
(b) any two distinct faces are either disjoint or intersect in one vertex or one edge;
(c) every face is a polygon with finitely many sides; i.e., if f◦ is a component of
R2 \ G, then f◦ is homeomorphic to the unit disk D ⊂ R2, the topological
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boundary of f◦ is homeomorphic to a circle, and we have deg f < ∞, where
f = f◦ ∈ F is the closure of f◦.
If G is a tessellation, we should have deg v = |E(v)| = |F (v)| and deg f = |V (f)| =
|E(f)|, where |·| denotes the cardinality of the given set. Here V (a), E(a), and F (a)
denote the sets of vertices, edges, and faces, respectively, incident to a ∈ V ∪E∪F .
Note that we must have deg v <∞ for every v ∈ V , because we have assumed that
G is embedded into R2 locally finitely.
Following [44], we call G a locally tessellating plane graph, or a local tessellation
of the plane, if G is a connected simple plane graph satisfying (a) and (b) above,
and (c′) below instead of (c):
(c′) every face is a polygon with finitely or infinitely many sides; i.e., a component
f◦ of R2 \G either satisfies the statement (c) above, or it is homeomorphic to
the upper half plane R×R+ = {(x, y) ∈ R2 : y > 0}, the topological boundary
of f◦ is homeomorphic to the x-axis, and deg f =∞ with f = f◦.
That is, a local tessellation is almost the same as tessellations except that it may
have faces of infinite degrees, called infinigons. Examples of local tessellations
include tessellations of the plane, and infinite trees such that deg v ≥ 3 for every
vertex v. Though we have defined local tessellations, however, we will not consider
local tessellations which are different from tessellations until Section 9, the last
section of the paper, hence one can mostly regard G as just a tessellation.
For V (S) ⊂ V , E(S) ⊂ E, and F (S) ⊂ F , the triple S = (V (S), E(S), F (S)) is
a subgraph of G = (V,E, F ) if V (e) ⊂ V (S) for every e ∈ E(S) and E(f) ⊂ E(S)
for every f ∈ F (S). In this case we use the notation S ⊂ G. Remark that our
definition for the face set F (S) of S is different from the usual definition, because
in our definition F (S) has to be a subset of F and a nonempty subgraph might
have the empty face set. A subgraph S ⊂ G is called induced if it is induced by its
vertex set; i.e., S is induced if for e ∈ E we have e ∈ E(S) whenever V (e) ⊂ V (S),
and for f ∈ F we have f ∈ F (S) whenever V (f) ⊂ V (S). We call S ⊂ G a
face graph if V (S) =
⋃
f∈F (S) V (f) and E(S) =
⋃
f∈F (S)E(f). Definitely face
graphs are the subgraphs consisting of faces. If S is a connected subgraph and
χ(S) = |V (S)| − |E(S)| + |F (S)| = 1, where χ(·) denotes the Euler characteristic
of S, then S will be called simply connected. A polygon is a simply connected face
graph. Note that a face f ∈ F itself can be considered a subgraph classified as a
polygon.
A path is a sequence of vertices of the form [v0, v1, . . . , vn] such that [vi−1, vi] ∈ E
for all i = 1, 2, . . . , n. In this case we will say that the length of the path is n, and
the path connects (or joins) the initial vertex v0 to the terminal vertex vn. A
path is called cycle if its initial and terminal vertices coincide, and simple if no
vertices appear more than once except the case that the path is a cycle and the
only repetition is the initial and terminal vertices. We remark that there is a path
of zero length; i.e., a path could be of the form [v] for some v ∈ V . However,
because we consider only simple graphs which do not have self loops, there is no
cycle of length one; i.e., the length of a cycle must be either zero or at least two.
A walk will mean a union of paths, which usually arises when one walks along the
boundary of some region. We will regard a path γ = [v0, v1, . . . , vn] as a subgraph
of G with V (γ) = {vi : i = 0, 1, . . . , n}, E(γ) = {[vi−1, vi] : i = 1, 2, . . . , n}, and
F (γ) = ∅. Similar definition will be applied to walks. However, paths (or walks)
have one more structure than usual subgraphs: the orientation.
SHARP ISOPERIMETRIC INEQUALITIES 9
Our definition for paths or cycles is different from the usual one in graph theory,
because we allow some repetitions of vertices or edges in a path. See [10, 20] for the
usual definition for paths, cycles, and walks in graph theory. If we need to mention
paths (or cycles) without repetitions of vertices, we will use the terminology simple
path (or cycle, respectively) as defined in the previous paragraph.
Suppose a nonempty subgraph S ⊂ G is given. Then we define the region D(S)
determined by S as
D(S) =
 ⋃
f∈F (S)
f
 ∪
 ⋃
e∈E(S)
e
 ∪
 ⋃
v∈V (S)
v
 .
The topological boundary of D(S) is called the boundary walk of S and denoted
by bS. Note that if S is connected and χ(S) = 2−m, that is, if R2 \D(S) has m
components, then bS can be written as a union of m cycles. In other words, in this
case we can write bS = Γ1 ∪ Γ2 ∪ · · · ∪ Γm, where each Γj is a cycle corresponding
to the boundary of a component of R2 \D(S). If S is not connected (but finite),
let S = S1 ∪ · · · ∪Sk, where each Si is a connected component of S. Then each bSi
can be written as a union of cycles as above, hence so can be bS = bS1 ∪ · · · ∪ bSk.
We define |bS| as the sum of lengths of the paths consisting of bS. Remark that
in this paper the notation | · | denotes mostly the cardinality of the given set, but
it will mean the length if the given object is a path or a walk, as in the case |bS|.
Next we define the edge boundary ∂S of S, which was in fact already defined in
the introduction, as the set of edges connecting V (S) to V \ V (S).
For v, w ∈ V , the combinatorial distance d(v, w) between v and w are the min-
imum of the lengths of paths joining v and w. For v0 ∈ V and n ∈ N, the combi-
natorial ball Bn(v0) of radius n and centered at v0 is the induced subgraph whose
vertex set consists of the vertices v ∈ V satisfying d(v, v0) ≤ n. Now for a given
nonempty subgraph A ⊂ G, let A+ be the face graph consisting of all the faces
incident to the vertices in V (A). We let B1 = A+, and the quasi-balls Bn := Bn(A)
with height n ∈ N and core A are defined inductively by Bk+1 = B+k for all k ∈ N.
Conversely, for S ⊂ G we define S− as the induced subgraph of S whose vertex set
is V (S) \ V (bS). That is, S− is the subgraph of S whose vertices lie in the interior
of D(S), and it has to be induced. Note that even though S may not be induced
while S− is always induced, we have S− ⊂ S because every vertex of S− belongs to
the interior of D(S). Finally we define the depth of a subgraph S as follows: S is
of depth 0 if S− is empty, and inductively we call S is of depth n if S− is of depth
n− 1.
3. Combinatorial Gauss-Bonnet Theorem
Let G = (V,E, F ) be a tessellation of the plane. For each v ∈ V , we define the
(vertex) combinatorial curvature κ(v) at v by
(3.1) κ(v) = 1− deg v
2
+
∑
f∈F (v)
1
deg f
.
If V0 is a finite subset of V , we define κ(V0) =
∑
v∈V0 κ(v), and for a finite subgraph
S ⊂ G we use the notation κ(S) := κ(V (S)).
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It is not clear when the concept of combinatorial curvature arose, but it was al-
ready considered by Descarte for convex polyhedra (cf. [24]), and studied by Nevan-
linna in the early 20th century [55]. The current formula (3.1) is due to Stone [67],
and the idea was used in [31] as well. Since then properties of combinatorial cur-
vature have been extensively studied by many researchers [5, 6, 15, 16, 19, 28, 34,
36, 37, 40, 41, 42, 44, 45, 57, 59, 60, 61, 62, 68, 70, 71, and more].
The meaning of the combinatorial curvature is as follows. We associate each face
f ∈ F with a regular (deg f)-gon of side lengths one, and we paste these regular
polygons along sides by the way that the corresponding faces are pasted. Then
the resulting surface, which we denote by SG, becomes a metric surface called a
polyhedral surface, a special type of Aleksandrov surfaces [1, 64]. Definitely SG is
homeomorphic to the Euclidean plane, hence we can assume that SG contains G in
a natural way. Also it is not difficult to see that SG is locally isometric to subsets
of the Euclidean plane except at the vertices of G, and at each v ∈ V ⊂ SG the
total angle T (v) becomes
∑
f∈F (v)(pi − 2pi/deg f). Therefore the atomic curvature
at v is
(3.2) ω({v}) = 2pi − T (v) = 2pi −
∑
f∈F (v)
(
pi − 2pi
deg f
)
= 2pi · κ(v).
Here ω(·) denotes the integral curvature defined on Borel sets of SG. Thus the
combinatorial curvature κ is nothing but the usual integral curvature defined on
the polyhedral surface SG, but it is normalized so that 2pi corresponds to 1 because
we do not want to carry 2pi in every formula.
In differential geometry perhaps the Gauss-Bonnet formula is one of the most
basic and useful tools related to curvature. It seems not much different in the
discrete setting either, but there are several versions for the combinatorial Gauss-
Bonnet formula in graph theory. Let G be a tessellation embedded locally finitely
into a 2-dimensional compact manifold M. Then G must be a finite graph, and
one can show that
(3.3) κ(G) =
∑
v∈V
κ(v) = χ(M),
where χ(M) is the Euler characteristic ofM (cf. [5, 15, 19, 59]). We will call (3.3)
the basic form of the Gauss-Bonnet formula. The Gauss-Bonnet formulae we need,
however, are more complicated than (3.3), and we have to introduce some more
notation.
Let Γ = [v0, v1, · · · , vn = v0] be a cycle in a tessellation G of the plane. Assume
that n ≥ 2, and for k ∈ {1, 2, . . . , n} let f1, f2, . . . , fs be the faces in F that are
incident to vk and lies on the right of [vk−1, vk, vk+1], where we interpret vn+1 = v1
if k = n. Then the outer left turn occurred near vk is defined by
(3.4) τo(vk; vk−1, vk+1) =
s∑
j=1
(
1
2
− 1
deg fj
)
− 1
2
,
and the outer left turn of Γ is defined by the formula
τo(Γ) =
n∑
k=1
τo(vk; vk−1, vk+1).
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Similarly, let g1, g2, . . . , gt be the faces in F that are incident to vk and lies on the
left of [vk−1, vk, vk+1]. Then the inner left turn occurred near vk is defined by
(3.5) τi(vk; vk−1, vk+1) =
1
2
−
t∑
j=1
(
1
2
− 1
deg gj
)
,
and the inner left turn of Γ is defined by the sum
τi(Γ) =
n∑
k=1
τi(vk; vk−1, vk+1).
Here we remark that if vk−1 = vk+1, then all the faces incident to vk should be
considered lying both on the right and on the left of [vk−1, vk, vk+1], hence in this
case we must have s = t = deg vk and
κ(vk) =
1
2
− τo(vk; vk−1, vk+1) = 1
2
+ τi(vk; vk−1, vk+1).
See Figure 3. Finally if Γ is a cycle of zero length, that is, if Γ = [v0] for some
v0 ∈ V , we define τo(Γ) = 1− κ(v0) and τi(Γ) = κ(v0)− 1. Note that the quantity
2pi(1− κ(v0)) is the total angle T (v0) at the point v0 ∈ SG.
To explain the meaning of the inner and outer left turns defined above, suppose
a cycle Γ is given. Though we will consider more complicated cases later, here let
us assume for simplicity that Γ is a simple cycle enclosing a polygon, say S, in the
positive direction. Moreover, we regard Γ ⊂ G as a set lying in the polyhedral
surface SG. Then we imagine that a person stands one step to the right from Γ,
and walks side by side along Γ. Then 2pi · τo(vk; vk−1, vk+1) would be the angle by
which he or she turns to the left near vk (in the surface SG), and the total left turn
made after a complete rotation along Γ would be 2pi · τo(Γ). Note that in this case
all the vertices of S will be inside the path traversed by that person. For the inner
left turn, we think that this person stands one step to the left from Γ and walks,
and observe that 2pi ·τi(vk; vk−1, vk+1) is the left turn made near vk. Thus 2pi ·τi(Γ)
will become the total left turn made after a complete rotation along Γ, and in this
case only the vertices in S− will be inside the path along which the person traveled.
See Figure 4. Also note that, because Γ was assumed to be simple, we have
τi(Γ)− τo(Γ) =
n∑
k=1
(
τi(vk; vk−1, vk+1)− τo(vk; vk−1, vk+1)
)
=
n∑
k=1
κ(vk) = κ(Γ).
As we explained at the end of the previous section, if S is a finite subgraph of G
then we can write bS = Γ1 ∪ Γ2 ∪ · · · ∪ Γm, where each Γj is a cycle corresponding
to the topological boundary of a component of R2 \D(S). Then we define τo(bS)
as τo(bS) =
∑m
j=1 τo(Γj). Now we are ready to describe our first Gauss-Bonnet
formula.
Theorem 10 (Combinatorial Gauss-Bonnet Theorem-Type I). Suppose G is an
infinite tessellation and S ⊂ G a finite subgraph of G, which is not necessarily
connected. Then we have
(3.6) κ(S) + τo(bS) = χ(S),
where χ(S) = |V (S)| − |E(S)|+ |F (S)|, the Euler characteristic of S.
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vk
g2
g1
vk−1
f1
f2
f3f4
f5
vk+1
g3
(a) the case vk−1 6= vk+1
f3vk
f1
f4f5
f6
f7
f2
vk−1 = vk+1
(b) the case vk−1 = vk+1 for τo
g3
vk
g1
g4
g5
g6
g7 g2
vk−1 = vk+1
(c) the case vk−1 = vk+1 for τi
Figure 3. Faces incident to vk: the faces fj are on the right of
[vk−1, vk, vk+1], and the faces gj are on the left of [vk−1, vk, vk+1].
The case (b) will not appear for inner left turns, and the case (c)
will not appear for outer left turns.
Proof. We regard D(S) as a set lying in the polyhedral surface SG, and for suffi-
ciently small  > 0 let P be the region in SG which is obtained from the closed
-neighborhood ofD(S) by sharpening the corner (see Figure 5). That is, we slightly
expand D(S) in order to obtain P , and observe that the topological boundary bP
of P becomes the union of paths traversed by a person walking in a position one
step away to the right from bS. Let P ◦ be the topological interior of P . Then the
total left turn τ(bP ), or the total geodesic curvature, of bP is nothing but 2pi ·τo(Γ)
as we observed before. Moreover, the integral curvature ω(P ◦) of P ◦ is the same
as 2pi ·∑v∈V (S) κ(v) = 2pi · κ(S) by (3.2), because SG is locally Euclidean except
at the vertices of G. Finally it is clear that the Euler characteristic χ(P ) of P is
the same as that of S. Thus Theorem 10 follows from the Gauss-Bonnet Theorem
for polyhedral surface [1, p. 214], which says that
(3.7) ω(P ◦) + τ(bP ) = 2pi · χ(P ).
This completes the proof of Theorem 10. 
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2pi · τo(vk; vk−1, vk+1)
S
vk
Γ
2pi · τi(vk; vk−1, vk+1)
Figure 4. Meaning of outer and inner left turns.
D(S)
sharpening a corner
-neighborhood of D(S)
Figure 5. Obtaining the region P by sharpening corners. This
operation does not change geodesic curvature of the boundary, but
it makes it easier to compare the geodesic curvature of bP with
τo(bS).
To deduce the second combinatorial Gauss-Bonnet formula, suppose a finite
subgraph S ⊂ G is given. Furthermore, let us assume for a moment that S is a
face graph, and suppose that the interior of D(S) has m connected components,
say D1, D2, . . . , Dm. For each j = 1, 2, . . . ,m, let Sj be the face subgraph of S such
that D(Sj) = Dj , where (·) is the topological closure of the given set. Then we
can write bSj = γ
j
1 ∪ γj2 ∪ · · · ∪ γjlj if R2 \Dj has lj components, where each γ
j
k is a
cycle corresponding to the boundary of a component of R2 \Dj . We remark at this
point that what we consider are the components of R2 \ Dj , not the components
of R2 \Dj (see γ2 in Figure 6). It is also worth to mention that no γj is of length
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v18
v1 v2
v10
v11
v16
v20
v19 v3
v5
v6
v4
v7
v0v15
v17
v13 v12
v9v8
S
v14
Figure 6. A subgraph S with 21 vertices v0, v1, . . . , v20 on the
boundary bS. For this graph we can write bS = Γ1 ∪Γ2 with Γ1 =
[v0, v1, . . . , v5, v4, v6, v4, v3, v7, . . . , v11, v8, v7, v12, v0, v13, . . . , v17, v0]
and Γ2 = [v15, v18, v19, v20, v15]. For the inner boundary walk
biS we have biS = γ1 ∪ γ2 ∪ γ3 with γ1 = [v0, . . . , v3, v7, v12, v0],
γ2 = [v0, v13, v14, v15, v18, v19, v20, v15, v16, v17, v0], and γ3 =
[v8, . . . , v11, v8].
zero. Thus for a face graph S we can write
(3.8) biS := bS = bS1 ∪ bS2 ∪ · · · ∪ bSm = γ1 ∪ · · · ∪ γl,
where l = l1 + l2 + · · ·+ lm and each γk corresponds to the boundary of a component
of complements of a component of D(S)◦. Now if S is not a face graph, we remove
from S all the edges and vertices of S that are not incident to faces in F (S), and we
obtain a face graph S0. Then we define the inner boundary walk of S by biS = biS0
using (3.8). See Figure 6 for the difference between the usual boundary walk bS and
the inner boundary walk biS. In fact, in the proof of Theorem 11 we will obtain
a new region by shrinking D(S), then biS will be the walk that is topologically
equivalent to the boundary of this new region.
Now we are ready to present the second version of the Gauss-Bonnet formula we
need. Note that if biS is written as in (3.8), we define τi(biS) =
∑l
j=1 τi(γj).
Theorem 11 (Combinatorial Gauss-Bonnet Theorem-Type II). Suppose G is an
infinite tessellation and S ⊂ G a finite subgraph of G. Then we have
(3.9) κ(S−) + τi(biS) = χ(D(S)◦),
where χ(D(S)◦) denotes the Euler characteristic of D(S)◦.
Recall that we have χ(D(S)◦) = 2− l when D(S)◦ is connected and R2 \D(S)◦
has l connected components. For the case that D(S)◦ is disconnected, we have
χ(D(S)◦) = χ(D1)+ · · ·+χ(Dm), where D1, . . . , Dm are the connected components
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of D(S)◦. For example we have χ(D(S)◦) = 1 + 1 + 1 = 3 for the subgraph S in
Figure 6, although we have χ(S) = 2 − 2 = 0. Also note that χ(S−) is in general
different from χ(D(S)◦) (cf. Figure 7).
Proof of Theorem 11. As in the proof of Theorem 10 we regard D(S) as a set in
SG, and let (bS) be the (open) -neighborhood of bS for sufficiently small . Let
P be the region in SG which is obtained by sharpening corners of D(S) \ (bS).
Then definitely χ(P ) = χ(D(S)◦), ω(P ◦) = 2pi · κ(S−), and τ(bP ) = 2pi · τi(biS).
Therefore (3.9) comes from (3.7) as in the proof of Theorem 10. 
When the subgraph S is either connected or a polygon, statements similar to
Theorem 11 (and perhaps Theorem 10 as well) can be found in [5, 6, 44]. This means
that what is new in this section lies in that Theorems 10 and 11 have been stated
without any restriction on S (except the finiteness condition). We also believe that,
even though there are no serious proofs in this section, Theorems 10 and 11 are the
most important parts throughout the paper. These theorems were also extensively
used to determine circle packing types of disk triangulation graphs [60].
4. A lemma
In this section we will deduce a lemma which will play an important role in the
proof of Theorem 3. Let us first introduce some more concepts.
Suppose a tessellation of the plane G = (V,E, F ) is given, and let S be a finite
subgraph of G. Assume that biS = γ1 ∪ γ2 ∪ · · · ∪ γm is the inner boundary walk
of S, where γj ’s are as explained in the previous section. For j ∈ {1, 2, . . . ,m},
let γj = [v0, v1, . . . , vn = v0] for some vertices v0, v1, . . . , vn−1. Now if there exists
an edge e that is incident to vk and lies on the left of [vk−1, vk, vk+1], where we
have the convention vn+1 = v1 if k = n as before, we will call such e an inward
edge and denote by e(vk; vk−1, vk+1) the number of inward edges incident to vk.
We also define e(γj) =
∑n
k=1 e(vk; vk−1, vk+1) and e(S) =
∑m
j=1 e(γj). Similarly let
bS = Γ1∪· · ·∪Γm′ and Γj = [w0, . . . , wn′ = w0] for j ∈ {1, 2, . . . ,m′}. If n′ ≥ 2 and
there exists an edge e that is incident to wk and lies on the right of [wk−1, wk, wk+1],
we call such e an outward edge and denote by E(wk;wk−1, wk+1) the number of
outward edges incident to wk. We also let E(Γj) =
∑n′
k=1 E(wk;wk−1, wk+1) in this
case. If n′ = 0, that is, if Γj = [w0] for some w0 ∈ V , then we define E(Γj) as the
set of all edges incident to w0; i.e., we define E(Γj) = |E(w0)| = degw0. Finally let
E(S) = ∑m′j=1 E(Γj). Note that E(S) = |∂S| if S is induced, but in general only the
inequality E(S) ≥ |∂S| holds.
Lemma 12. Suppose G = (V,E, F ) is a plane graph such that p ≤ deg v < ∞
and q ≤ deg f < ∞ for all v ∈ V and f ∈ F , where p and q are natural numbers
satisfying 1/p + 1/q ≤ 1/2. Let S be a finite nonempty subgraph of G such that
R2 \D(S) has only one component and S− contains at least two vertices. Then we
have
(4.1) |V (biS)| ≥ (pq − 2p− 2q)|V (S−)|+ |V (bS−)|+ 2q.
Proof. To show (4.1), we may assume that S is connected by considering each
components of S separately. For example if S has two connected components, then
we will have 4q instead of 2q in the last term of (4.1), but anyway (4.1) will be true
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as long as we prove it for connected subgraphs. Thus S will be regarded as a simply
connected subgraph, because R2 \D(S) was assumed to have only one component.
For v ∈ V (S−) we have
κ(v) = 1− deg v
2
+
∑
f∈F (v)
1
deg f
≤ 1− deg v
2
+
deg v
q
= 1− q − 2
2q
· deg v ≤ −pq − 2p− 2q
2q
,
because deg v ≥ p and deg f ≥ q ≥ 3 for every f ∈ F . Thus we have
(4.2) κ(S−) ≤ −pq − 2p− 2q
2q
· |V (S−)|.
We next let biS = γ1 ∪ · · · ∪ γm, where γj ’s are cycles as defined before. Note
that, since S is simply connected, m = χ(D(S)◦) ≥ 1 and each γj must be a
nonconstant simple cycle enclosing a component of D(S)◦. Let γj = [v0, v1, . . . , vn]
for some j ∈ {1, 2, . . . ,m}. Then for each k ∈ {1, 2, . . . , n}, using the notation
ek = e(vk; vk−1, vk+1), we have from (3.5) that
τi(vk; vk−1, vk+1) ≤ 1
2
− ek + 1
2
+
ek + 1
q
=
2− q
2q
· ek + 1
q
,
because deg f ≥ q for every f ∈ F and (ek + 1) is the number of faces lying on the
left of [vk−1, vk, vk+1]. Thus we get
(4.3) τi(γj) ≤ |γj |
q
− q − 2
2q
· e(γj) and τi(biS) ≤ |biS|
q
− q − 2
2q
· e(S).
Here a naive approach is to set |biS| = |V (biS)|, but this is in general not true
because a vertex may appear in two or more cycles in γ1, . . . , γm. Note that |biS|
denotes the length of the inner boundary walk, while |V (biS)| denotes the number
of vertices in biS. However, if a vertex v appears in more than one cycle, simply
connectedness of S implies that such v must be a cut vertex of S; i.e., v is a vertex
such that S \ {v} is disconnected. Now if v1, v2, . . . , vn are the vertices in V (biS)
that appear in l1, l2, . . . , ln cycles, where each lj is at least 2, then we must have
(l1 − 1) + (l2 − 1) + · · · + (ln − 1) + 1 ≤ m because removing vj from S makes
the number of components increase by lj − 1 and the number of components of
S \ {v1, v2, . . . , vn} cannot exceed that of D(S)◦. Therefore we have
(4.4)
|biS| − |V (biS)| = (l1 − 1) + (l2 − 1) + · · ·+ (ln − 1)
≤ m− 1 = χ(D(S)◦)− 1,
hence from (4.3) we obtain
(4.5) τi(biS) ≤ |biS|
q
− q − 2
2q
e(S) ≤ |V (biS)|+ χ(D(S)
◦)− 1
q
− q − 2
2q
· e(S).
Now (4.2), (4.5), and the Gauss-Bonnet formula of the second type (3.9) imply that
(4.6)
|V (biS)| ≥ pq − 2p− 2q
2
· |V (S−)|+ q − 2
2
· e(S) + (q − 1)χ(D(S)◦) + 1
≥ pq − 2p− 2q
2
· |V (S−)|+ q − 2
2
· e(S) + q,
because χ(D(S)◦) = m ≥ 1.
In the next step we will apply the Gauss-Bonnet formula of the first type (3.6)
to the subgraph S−, the induced subgraph whose vertices are in D(S)◦. Let
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bS− = Γ1 ∪ · · · ∪ Γm′ as before. Then because S is simply connected, m′ should
be the number of components of S− and we have m′ = χ(S−). That is, simply
connectedness of S implies that D(S−) does not have holes, and each Γj must be
the cycle enclosing a component of D(S−). We also remark that some of Γj ’s could
be constant cycles.
Now we will pretend that every face outside S− is of degree q. In fact, if
f /∈ F (S−) then it can contribute to κ(S−) or τo(bS−) only through vertices
v ∈ V (bS−) ∩ V (f). But in this case there exists only one cycle Γj of the form
Γj = [. . . , u, v, w, . . .] such that f lies on the right of [u, v, w]. In other words, at
a fixed vertex v ∈ V (bS−) ∩ V (f) the face f can touch only one component of
S−. Therefore with respect to the vertex v, values related to f appear in (3.6)
in exactly two places: in the combinatorial curvature κ(v) and in the outer left
turn τo(v;u,w). But the quantity 1/ deg f is added in the computation of κ(v)
and −1/deg f is added in the computation of τo(v;u,w), so they are canceled out
in (3.6). This means that it does not matter what quantity we add to κ(v) and
subtract from τo(v;u,w), respectively, instead of 1/deg f , as long as the quantity
we use are the same. Thus we can use 1/q instead of 1/deg f , so the pretended
computation has been justified.
The inequality (4.2) definitely holds even in our pretended computation. Next
for some j ∈ {1, 2, . . . ,m′}, we assume Γj = [w0, w1, . . . , wn′ ] with n′ ≥ 2. Then by
(3.4) our pretended computation gives
τo(wk;wk−1, wk+1) ≈ Ek + 1
2
− Ek + 1
q
− 1
2
=
q − 2
2q
· Ek − 1
q
with the notation Ek = E(wk;wk−1, wk+1). Here the symbol ‘≈’ means that we are
doing pretended computation. Therefore we have
(4.7) τo(Γj) =
n′∑
k=1
τo(wk;wk−1, wk+1) ≈ q − 2
2q
· E(Γj)− |Γj |
q
.
If Γj = [w0] for some j, then we have |Γj | = 0 and get
(4.8) τo(Γj) = 1− κ(w0) ≈ degw0
2
− degw0
q
=
q − 2
2q
· E(Γj)− |Γj |
q
.
Now (4.2), (4.7), (4.8), and (3.6) yield
|bS−|+ q · χ(S−) + pq − 2p− 2q
2
· |V (S−)| − q − 2
2
· E(S−) ≤ 0.
Let m0 be the number of components of S
− consisting of single vertices. Then
definitely we have m0 ≤ m′ = χ(S−). But because |V (bS−)| ≤ |bS−|+m0, we get
|V (bS−)|+ q ≤ |bS−|+m0 + q ≤ |bS−|+m′q = |bS−|+ q · χ(S−)
unless S− itself is a single vertex, which is the case we have excluded in the as-
sumption. Therefore we obtain
(4.9) |V (bS−)|+ q + pq − 2p− 2q
2
· |V (S−)| − q − 2
2
· E(S−) ≤ 0.
To finish the proof of Lemma 12, suppose e is an outward edge from a vertex on
bS−. Then a priori e has an end on S−. If the other end of e belongs to S−, then
e must be an edge in E(S−) because S− is an induced subgraph, hence the edge e
cannot be an outward edge. This means that the other end of e lies on biS, hence
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These are inward edges of S
but not outward edges of S−
S
Figure 7. A subgraph S with χ(S−) = 2, χ(D(S)◦) = 1, e(S) =
12, and E(S−) = 8.
we must have e(S) ≥ E(S−). See Figure 7 for the case e(S) > E(S−). Now one
can easily obtain (4.1) by adding (4.6) and (4.9), and this completes the proof of
Lemma 12. 
Note that the previous proof also shows that
(4.10) |V (biS)| ≥ (pq − 2p− 2q)|V (S−)|+ |V (bS−)|+ 2q − 1
if S− is a single vertex, which one can easily verify using direct computation.
5. Proof of Theorem 3
In this section we will prove Theorem 3, so throughout the section it is assumed
that G = (V,E, F ) is a plane graph such that p ≤ deg v <∞ and q ≤ deg f <∞ for
every v ∈ V and f ∈ F , where p and q are natural numbers satisfying 1/p+ 1/q ≤
1/2. But because there is nothing to prove when 1/p + 1/q = 1/2, in which case
we have Φ(p, q) = Φ(q, p) = 0, we will further assume that 1/p + 1/q < 1/2. Note
that this condition is equivalent to
(5.1) pq − 2p− 2q = (p− 2)(q − 2)− 4 > 0.
Let S be a finite nonempty subgraph of G. Because we want to prove the
inequality
(5.2)
|bS|∑
f∈F (S) deg f
≥ Φ(q, p)
q
=
q − 2
q
√
1− 4
(p− 2)(q − 2) ,
we may assume without loss of generality that S is a simply connected face graph,
since otherwise we can remove all the edges and vertices of S which are not incident
to faces in F (S), add to S all the vertices, edges, and faces contained in the closures
of the bounded components of R2 \ D(S), and consider each components of S
separately. That is, we may assume that S is a polygon, and in this case the
quantity |bS| will be the same as the number of edges in E(S) that are incident to
faces in F \ F (S).
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First it is not difficult to see that∑
f∈F (S)
deg f ≤ 2|E(S)| − |bS|.
Then because S is simply connected and deg f ≥ q for all f ∈ F , Euler’s formula
implies
1 = |V (S)| − |E(S)|+ |F (S)|
≤ |V (S)| − 1
2
·
∑
f∈F (S)
deg f − 1
2
· |bS|+ 1
q
·
∑
f∈F (S)
deg f,
or we have
(5.3)
q − 2
2q
·
∑
f∈F (S)
deg f ≤ |V (S)| − 1
2
· |bS| − 1.
Let N ≥ 0 be the depth of S. (See the last paragraph in Section 2 for the
definition of depth.) If N = 0 then it is true that |V (S)| ≤ |bS|, so (5.3) implies
(q− 2)/q ≤ |bS|/(∑f∈F (S) deg f). Thus (5.2) definitely holds in this case. Now let
us assume that N ≥ 1.
Define SN = S, and inductively we define SN−k = (SN−k+1)− for k = 1, 2, . . . , N .
We also let sn = |V (bSn)| for n = 0, 1, 2, . . . , N . Then it is not difficult to see that
s0 + s1 + · · ·+ sn = |V (Sn)| for every n ∈ {0, 1, . . . , N}, because (S0)− = ∅ by the
definition of depth. Moreover, for n ≥ 2 the graph Sn must satisfy the assumptions
of Lemma 12, because we have assumed that S is a simply connected face graph.
Now since V (biT ) ⊂ V (bT ) for every subgraph T ⊂ G, (4.1) and (4.10) imply that
(5.4)

sn ≥ sn−1 + (pq − 2p− 2q)(s0 + · · ·+ sn−1) + 2q for n = 2, . . . , N,
s1 ≥ s0 + (pq − 2p− 2q)s0 + 2q − 1,
s0 ≥ 1.
We will compare {sn}Nn=0 with the sequence {an}Nn=0 defined by
(5.5)

an = an−1 + (pq − 2p− 2q)(a0 + · · ·+ an−1) + 2q for n = 2, . . . , N,
a1 = a0 + (pq − 2p− 2q)a0 + 2q − 1,
a0 = t0,
where t0 is determined as follows. Set a0 = t ∈ R, and observe that a1 is a linear
function in t with positive coefficients. Therefore a2 = a1+(pq−2p−2q)(a0+a1)+2q
is also a linear function in t with positive coefficients, and inductively we see that
aN is a linear function in t with positive coefficients as well. Thus there exists
t = t0 ∈ R that makes aN = sN , and we will use such t0 in (5.5).
If t0 = a0 < s0, then definitely an < sn for every n = 1, 2, . . . , N , contradicting
our assumption aN = sN . Therefore 1 ≤ s0 ≤ a0. Suppose
s0 + s1 + · · ·+ sk−1 ≤ a0 + a1 + · · ·+ ak−1
for some k ∈ {1, 2 . . . , N}. If
s0 + s1 + · · ·+ sk > a0 + a1 + · · ·+ ak,
then definitely we have sk > ak. Therefore (5.4) and (5.5) imply that sk+1 > ak+1
and s0 + s1 + · · · + sk+1 > a0 + a1 + · · · + ak+1. By repeating this argument we
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obtain the inequality sN > aN , which contradicts our choice of t0. Therefore we
have
(5.6) s0 + s1 + · · ·+ sk ≤ a0 + a1 + · · ·+ ak,
and by induction we see that (5.6) is true for all k = 0, 1, 2, . . . , N − 1, especially
for the case k = N − 1.
Let P = p− 2 and Q = q − 2, and note that PQ− 4 > 0 by (5.1). Also we see
from (5.5) that the sequence {an} satisfies the recurrence relation
(5.7) an − (PQ− 2)an−1 + an−2 = 0
for n ≥ 3. Let α = 12
{
PQ− 2 +√(PQ− 2)2 − 4} > 1, and we observe that α
and 1/α are the zeros of the characteristic polynomial x2 − (PQ − 2)x + 1 of the
recurrence relation (5.7). Here our goal is to show the inequality
(5.8) a0 + a1 + · · ·+ aN−1 ≤ aN
α− 1 .
Suppose (5.8) is true. Then from (5.3) and (5.6) we get
q − 2
2q
·
∑
f∈F (S)
deg f ≤ |V (S)| − 1
2
· |bS| − 1 ≤ s0 + s1 + · · ·+ sN − sN
2
= (s0 + s1 + · · ·+ sN−1) + sN
2
≤ (a0 + a1 + · · ·+ aN−1) + aN
2
≤ aN
α− 1 +
aN
2
=
1
2
· α+ 1
α− 1 · sN ≤
1
2
· α+ 1
α− 1 · |bS|.
Note that α2 + 1 = (PQ − 2) · α and α − α−1 = √(PQ− 2)2 − 4 because α and
1/α are the zeros of the polynomial x2 − (PQ− 2)x+ 1. Thus we have
|bS|∑
f∈F (S) deg f
≥ q − 2
q
· α− 1
α+ 1
=
q − 2
q
· α
2 − 1
(α+ 1)2
=
q − 2
q
· α(α− α
−1)
α2 + 1 + 2α
=
q − 2
q
· α ·
√
(PQ− 2)2 − 4
PQ · α =
q − 2
q
√
(PQ) · (PQ− 4)
(PQ)2
=
q − 2
q
√
1− 4
(p− 2)(q − 2) ,
so (5.2) follows.
Since α and 1/α are the zeros of the polynomial x2 − (PQ − 2)x + 1, we have
from (5.7) that
(5.9) an − α · an−1 = 1
α
(an−1 − α · an−2)
for n ≥ 3, and we obtain from (5.5) that
(5.10) a2 − α · a1 = 1
α
(a1 − α · a0) + 1.
We claim that
(5.11) an ≤ α · an−1 + 2αq
for all n = 1, 2, . . .. In fact, the second row of (5.5) can be read as
(5.12) a1 = a0 +
(
α+
1
α
− 2
)
a0 + 2q − 1 =
(
α+
1
α
− 1
)
a0 + 2q − 1,
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hence we have
a1 − α · a0 =
(
1
α
− 1
)
a0 + 2q − 1 ≤ 0 · a0 + 2q − 1 = 2q − 1 ≤ 2αq
because α ≥ 1 and a0 ≥ 1 > 0. Therefore (5.10) implies
a2 − α · a1 = 1
α
(a1 − α · a0) + 1 ≤ 2q − 1
α
+ 1 ≤ (2q − 1) + 1 = 2q ≤ 2αq.
For n ≥ 3 we have from (5.9) that
an−α · an−1 = 1
α
(an−1 − α · an−2) = 1
α2
(an−2 − α · an−3)
= · · · = 1
αn−2
(a2 − α · a1) ≤ 2αq
αn−2
≤ 2αq,
so the claim has been proved.
If N = 1, the inequality (5.8) easily comes from (5.12). If N ≥ 2, the first row
of (5.5) can be written as(
α+
1
α
− 2
)
(a0 + a1 + · · ·+ aN−1) = aN − aN−1 − 2q.
But the claim (5.11) implies that
aN − aN−1 − 2q ≤ aN − aN
α
+
2αq
α
− 2q = α− 1
α
· aN ,
so we have
a0 + a1+ · · ·+ aN−1 ≤
(
α+
1
α
− 2
)−1
· α− 1
α
· aN
=
α
(α− 1)2 ·
α− 1
α
· aN = aN
α− 1 ,
which proves (5.8). We conclude that (5.2) holds for every S ⊂ G such that
F (S) 6= ∅.
Proof of Theorem 3. Since the inequality (5.2) holds for every nonempty finite sub-
graph S with F (S) 6= ∅, we definitely have ı∗σ(G) ≥ Φ(q, p)/q. The inequality
ıσ(G) = ı
∗
σ(G
∗) ≥ Φ(p, q)/p comes from the duality. Finally because∑v∈V (S) deg v ≥
p · |V (S)| and ∑v∈F (S) deg f ≥ q · |F (S)|, it is easy to see that ı(G) ≥ Φ(p, q) and
ı∗(G) ≥ Φ(q, p). This completes the proof of Theorem 3. 
6. Proof of Theorem 4
In this section we will prove Theorem 4, and our strategy is to follow each steps in
Sections 3–5 with inequalities reversed. One can check that our proof of Theorem 4
is almost the same as that of Theorem 3, but there are some details we need to
treat carefully.
Suppose G = (V,E, F ) is an infinite tessellation of the plane such that deg v ≤ p
and deg f ≤ q for all v ∈ V and f ∈ F , where p and q are natural numbers
satisfying 1/p + 1/q ≤ 1/2. Choose f0 ∈ F , and for n ∈ N let Bn := B(f0) be
the quasi-ball with the core f0 and height n. (See Section 2 for the definition of
quasi-balls.) We also set B0 = f0, the face graph with F (B0) = {f0}. Now we fix
n ∈ {0} ∪ N, and note that χ(Bn) ≤ 1 because Bn is connected. Moreover we can
write bBn = Γ1 ∪ Γ2 ∪ · · · ∪ Γm with m = 2 − χ(Bn), where each Γj corresponds
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to the boundary of a component of R2 \D(Bn) as before. Definitely each Γj is not
constant, and it must be simple because D(Bn) has a connected interior; i.e., Bn
has no cut vertex. See (a) and (b) of Figure 8 for the cases which cannot happen
for Bn.
Suppose Γj = [v0, v1, . . . , vl = v0], and we denote by Ek = E(vk; vk−1, vk+1) the
number of edges incident to vk and lying on the right of [vk−1, vk, vk+1]. Next we
will do the pretended computation as in the proof of Theorem 3. That is, we will
pretend that every face outside Bn is of degree q. Then our pretended computation
gives
τo(vk; vk−1, vk+1) ≈ Ek + 1
2
− Ek + 1
q
− 1
2
=
q − 2
2q
· Ek − 1
q
,
hence we obtain
τo(bBn) ≈ q − 2
2q
· E(Bn)− |bBn|
q
with the notation E(Γj) =
∑l
k=1 E(vk; vk−1, vk+1) and E(Bn) =
∑m
j=1 E(Γj). On
the other hand, for v ∈ V (Bn) we have
κ(v) = 1− deg v
2
+
∑
f∈F (v)
1
deg f
& 1− q − 2
2q
· deg v ≥ −pq − 2p− 2q
2q
,
where the notation ‘&’ means that we have inequality ‘≥’ in our pretended compu-
tation. Therefore
κ(Bn) & −pq − 2p− 2q
2q
· |V (Bn)|,
and the Gauss-Bonnet formula of the first type (3.6) yields
(6.1) q · χ(Bn) ≥ −pq − 2p− 2q
2
· |V (Bn)|+ q − 2
2
· E(Bn)− |bBn|.
Recall that each Γj is simple and corresponds to the boundary of a component
of R2 \D(Bn). Then since the interior of D(Bn) is connected, we see that Γj ∩ Γj′
has at most a component for j 6= j′. See Figure 8(c). But if Γj ∩ Γj′ 6= ∅, then the
intersection must be a vertex since Bn is a face graph and every edge in E(Bn) is
incident to at least one face in F (Bn) (Figure 8(d)). Furthermore, one can check
that the above argument can be extended as follows: if Γj1 ∪ Γj2 ∪ · · · ∪ Γjt is
connected and (Γj1 ∪ Γj2 · · · ∪ Γjt) ∩ Γj′ 6= ∅ for some j′ /∈ {j1, j2, . . . , jt}, then
the intersection has only one component and it must be a vertex (Figure 8(e)).
We conclude that if a vertex v appears in l distinct cycles in Γ1,Γ2, . . . ,Γm, then
subtracting v from D(Bn) makes the number of components of R2 \D(Bn) decrease
by l − 1, hence we have
(6.2) |bBn| − |V (bBn)| ≤ m− 1 = 2− χ(Bn)− 1 = 1− χ(Bn)
as we did in (4.4). Consequently we deduce from (6.1) the inequality
(6.3) 0 ≤ |V (bBn)|+ q + pq − 2p− 2q
2
· |V (Bn)| − q − 2
2
· E(Bn)
because χ(Bn) ≤ 1.
In the next step we need an inequality similar to (4.6), and our initial attempt
was to apply the Gauss-Bonnet formula of the second type (3.9) to Bn+1 = B+n .
We found a problem in this attempt, however, because there could be vertices in
V (Bn+1) \ V (Bn) that do not lie on biBn+1 (Figure 9). In other words, in general
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(a) (b) (c)
(d) (e)
Figure 8. The cases that cannot happen for Bn.
This vertex does not lie on biBn+1
Bn
Figure 9. The case that a vertex in V (Bn+1) \ V (Bn) does not
lie on biBn+1.
the walk biBn+1 does not pass through all the vertices we need. Thus in order
to avoid this difficulty, we will consider the complement of Bn as follows. Let
Tn be the induced subgraph of G such that V (Tn) = V \ V (Bn), and suppose
that −bTn = γ1 ∪ γ2 ∪ · · · ∪ γm′ , where the negative sign represents the opposite
orientation. Here each γj can be chosen as a cycle corresponding the topological
boundary of a component of D(Tn), because connectedness of D(Bn)◦ implies that
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Bn
Figure 10. The case where 2−m′ cannot be described in terms of
the Euler characteristics of Bn, D(Bn+1)◦, etc. In the above figure
we assume that χ(Bn) = χ(D(Bn+1)◦) = 1, but we have m′ = 2.
each component of D(Tn) is simply connected. Now we define b1Bn+1 = −bTn,
and remark that V (b1Bn+1) = V (Bn+1) \ V (Bn) because each face in F (Bn+1) is
incident to at least one vertex in V (Bn), hence faces in F (Bn+1) are not included
in D(Tn) and consequently no vertex in V (Bn+1) \ V (Bn) belongs to the interior
of D(Tn). Also it is clear that the set of vertices enclosed by the walk b1Bn+1 is
exactly V (Bn). Thus by sharpening the corners of the closed -neighborhood of
D(Tn) and applying (3.7), the Gauss-Bonnet Theorem for polyhedral surface, to
the complement of this sharpened region (where the complement is taken in SG),
we obtain the following version of the combinatorial Gauss-Bonnet formula
(6.4) κ(Bn) + τi(b1Bn+1) = 2−m′.
Here 2−m′ is in general different from both χ(Bn) and χ(D(Bn+1)◦) (Figure 10).
Also remark that some cycles in γ1, γ2, . . . , γm′ might be constant, say [v] for some
v ∈ V , for which the inner left turn was defined by τi([v]) = κ(v)− 1.
Now we perform computation similar to that in Section 4, and we have
κ(Bn) ≥ −pq − 2p− 2q
2q
· |V (Bn)|
and
τi(b1Bn+1) ≥ −q − 2
2q
· e(Bn+1) + |b1Bn+1|
q
,
where e(Bn+1) denotes the number of inward edges from b1Bn+1. Also note that
at least one component of Tn is different from a vertex, hence at least one cycle in
γ1, . . . , γm′ is not constant. Therefore we have
|b1Bn+1|+ (m′ − 1) ≥ |V (b1Bn+1)|.
But since
q(2−m′) +m′ − 1 = q + (m′ − 1)(1− q) ≤ q,
we obtain from (6.4) that
(6.5) |V (b1Bn+1)| ≤ pq − 2p− 2q
2
· |V (Bn)|+ q − 2
2
· e(Bn+1) + q.
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Finally note that e(Bn+1) ≤ E(Bn) because Tn is induced; i.e., each inward edge
from b1Bn+1 must be an outward edge from bBn. Thus by adding (6.3) and (6.5)
we get
(6.6) |V (b1Bn+1)| ≤ (pq − 2p− 2q)|V (Bn)|+ |V (bBn)|+ 2q,
which is what we have wanted to derive.
Suppose 1/p+ 1/q = 1/2. Then (6.6) can be read as
|V (b1Bn+1)| ≤ |V (b1Bn)|+ 2q
because pq−2p−2q = 0 and V (bBn) ⊂ V (b1Bn) for all n = 0, 1, 2, . . .. Then since the
combinatorial balls Bn := Bn(v0) are included in Bn = Bn(f0) for v0 ∈ V (f0), the
number of vertices in Bn grows at most polynomially. But in G the vertex degrees
are uniformly bounded by p, so the condition ı(G) > 0 implies that combinatorial
balls must grow exponentially (cf. Section 8). Therefore we must have ı(G) = 0, and
it is also not difficult to show, using duality and simple computation, that all the
other isoperimetric constants in (1.2) are zero. Thus the statements in Theorem 4
follow in this case. Now we will assume that 1/p + 1/q < 1/2 for the rest of this
section.
Set b0 = |V (B0)| = deg f0 and bn = |V (b1Bn)| for n ∈ N. Then because
|V (Bn)| = b0 + b1 + · · · + bn and |V (bBn)| ≤ |V (b1Bn)| = bn, we have from (6.6)
that {
bn ≤ bn−1 + (pq − 2p− 2q)(b0 + · · ·+ bn−1) + 2q for n ∈ N,
b0 ≤ q.
Let {an} be the sequence satisfying
(6.7)
{
an = an−1 + (pq − 2p− 2q)(a0 + · · ·+ an−1) + 2q for n ∈ N,
a0 = t0,
where t0 is a real number which makes aN = bN for some sufficiently large N . Here
N is to be determined later, and beware that t0 could be a negative number. We
also set P = p− 2, Q = q − 2, and α = 12
{
PQ− 2 +√(PQ− 2)2 − 4} > 1.
It is clear that a0 ≤ b0, since otherwise we would have the contradiction aN > bN .
Then one can prove, using mathematical induction as in the previous section, that
(6.8) a0 + a1 + · · ·+ ak ≤ b0 + b1 + · · ·+ bk
for all k = 0, 1, . . . , N − 1. We next claim that
(6.9) an ≥ α · an−1
for all n. Note that (6.7) implies
a1 = a0 +
(
α+
1
α
− 2
)
a0 + 2q,
or
a1 − α · a0 =
(
1
α
− 1
)
a0 + 2q ≥
(
1
α
− 1
)
q + 2q ≥ q > 0
because a0 ≤ b0 ≤ q and α > 1. Thus the claim (6.9) easily follows since an satisfies
the equation (5.9); i.e., it follows because
an − α · an−1 = 1
α
(an−1 − α · an−2)
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for all n ≥ 2. Therefore by (6.7) and (6.9) we have(
α+
1
α
− 2
)
(a0 + a1 + · · ·+ an−1) = an − an−1 − 2q ≥
(
1− 1
α
)
an − 2q,
or
(6.10) a0 + a1 + · · ·+ an−1 ≥ an
α− 1 −
2qα
(α− 1)2 .
Let  > 0 be given, and we choose N such that
(6.11)
∑
f∈F (BN )
deg f >
1

(
4qα
α2 − 1 +
2(α− 1)
α+ 1
)
.
Because BN is a face graph, we have
(6.12)
∑
f∈F (BN )
deg f = 2|E(BN )| − |bBN |.
Then since q · |F (Bn)| ≥
∑
f∈F (Bn) deg f , Euler’s formula and (6.12) yield
χ(BN ) = |V (BN )| − |E(BN )|+ |F (BN )|
≥ |V (BN )| − 1
2
·
∑
f∈F (BN )
deg f − 1
2
· |bBN |+ 1
q
·
∑
f∈F (BN )
deg f
or
(6.13)
q − 2
2q
·
∑
f∈F (BN )
deg f ≥ |V (BN )| − |bBN |
2
− χ(BN ).
Note that |V (BN )| = b0 + b1 + · · · + bN and aN = bN . We also have bN ≥
|bBN | − 1 + χ(BN ) from (6.2), because bN = |V (b1BN )| ≥ |V (bBN )|. Thus we have
from (6.8), (6.10), and (6.13) that
q − 2
2q
·
∑
f∈F (BN )
deg f ≥ (b0 + b1 + · · ·+ bN−1) + bN − |bBN |
2
− χ(BN )
≥ (a0 + a1 + · · ·+ aN−1) + |bBN |
2
− 1 ≥ aN
α− 1 +
|bBN |
2
− 1− 2qα
(α− 1)2
≥ |bBN | − 1 + χ(BN )
α− 1 +
|bBN |
2
− 1− 2qα
(α− 1)2 .
We need to get rid of χ(BN ) from the above inequality. For this purpose, we
consider the subgraph AN ⊂ G which is obtained by adding to BN all the vertices,
edges, and faces included in the closures of the bounded components of R2\D(BN ).
That is, we fill the holes of R2 \D(BN ) to obtain AN . Then because the number
of bounded components of R2 \ D(BN ) is 1 − χ(BN ), a sloppy estimate yields
|bBN | ≥ |bAN |+1−χ(BN ) ≥ |bAN | and
∑
f∈F (BN ) deg f ≤
∑
f∈F (AN ) deg f . Thus
we have
q − 2
2q
·
∑
f∈F (AN )
deg f ≥ |bAN |
α− 1 +
|bAN |
2
− 1− 2qα
(α− 1)2
=
α+ 1
2(α− 1) · |bAN | −
2qα
(α− 1)2 − 1.
SHARP ISOPERIMETRIC INEQUALITIES 27
Now (6.11) implies that
(6.14)
|bAN |∑
f∈F (AN ) deg f
≤ Φ(q, p)
q
+  =
q − 2
q
√
1− 4
(p− 2)(q − 2) + .
We conclude that ıσ(G) ≤ Φ(q, p)/q because  > 0 is arbitrary. Finally the other
inequalities in Theorem 4 can be easily deduced from (6.14), using duality and
simple computation, and we left them to readers. This completes the proof of
Theorem 4.
7. Discrete analogue to Weil’s isoperimetric theorem
Suppose p and q are natural numbers such that 1/p+ 1/q = 1/2; i.e., we assume
that (p, q) ∈ {(6, 3), (4, 4), (3, 6)}. Let G = (V,E, F ) be a plane graph satisfying
deg v ≥ p and deg f ≥ q for v ∈ V and f ∈ F , respectively, and S a finite subgraph
of G with |V (bS)| = n. Our goal here is to prove Theorem 6, so we may assume
that each component of S is simply connected. Next, let us adopt the notation
from Section 5 in order to use the methods there. That is, let N be the depth of
S, SN = S, SN−1 = (SN )−, etc., and sk = |V (bSk)| for k = 0, 1, . . . , N .
Suppose s0 ≥ 2. Then (4.1) implies in this case that{
sk ≥ sk−1 + 2q for k = 1, . . . , N,
s0 ≥ 2,
because S satisfies the assumptions in Lemma 12. Let ak = t + 2qk for k =
0, 1, 2, . . . , N , where t is chosen so that aN = sN . Then definitely t = n− 2qN , and
we have sN−1 ≤ sN − 2q = aN − 2q = aN−1. Now if sk ≤ ak, then
(7.1) sk−1 ≤ sk − 2q ≤ ak − 2q = ak−1,
hence we conclude that sk ≤ ak for all k = 0, 1, 2, . . . , N by induction. In particular
t = a0 ≥ s0 ≥ 2, and we also have
(7.2)
|V (S)| = s0 + s1 + . . .+ sN ≤ a0 + a1 + · · ·+ aN
=
N∑
k=0
(t+ 2qk) = (N + 1)t+ qN2 + qN.
But because n = t+ 2qN by the definition of t, we have
(7.3)
n2
4q
+
n
2
=
(t+ 2qN)2
4q
+
t+ 2qN
2
=
t2
4q
+
t
2
+ qN2 + qN + tN.
Therefore (7.2) implies that
|V (S)| ≤ (N + 1)t+ qN2 + qN = n
2
4q
+
n
2
− t
2
4q
+
t
2
.
Note that the function t 7→ − t24q + t2 assumes its maximum when t = q. Therefore
we obtain
|V (S)| ≤ n
2
4q
+
n
2
− t
2
4q
+
t
2
≤ n
2
4q
+
n
2
− q
2
4q
+
q
2
=
n2
4q
+
n
2
+
q
4
,
and the inequalities (1.4) and (1.5) hold in this case.
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We next consider the case s0 = 1. Then (4.1) and (4.10) imply that
sk ≥ sk−1 + 2q for k = 2, . . . , N,
s1 ≥ s0 + 2q − 1 = 2q,
s0 = 1.
Set a0 = t+ 1 and ak = t+ 2qk for k = 1, 2, . . . , N , where t is chosen so that aN =
sN = n. Then the computation (7.1) shows that that sk ≤ ak for k = 1, 2, . . . , N ,
and we also have s0 ≤ s1 − 2q + 1 ≤ a1 − 2q + 1 = t+ 1 = a0. Now let us further
assume that sk < ak for some k ∈ {0, 1, 2, . . . , N − 1}. Then sk ≤ ak − 1 because
both sk and ak are natural numbers. Therefore
(7.4)
|V (S)| = s0 + s1 + . . .+ sN ≤ a0 + a1 + . . .+ aN − 1
= (t+ 1) +
N∑
k=1
(t+ 2qk)− 1 = (N + 1)t+ qN2 + qN,
and the inequalities (1.4) and (1.5) follow as in the case s0 ≥ 2. Finally if sk = ak
for all k = 0, 1, 2, . . . , N , then we must have t = 0 and sk = 2qk for k = 1, 2, . . . , N .
Therefore n = sN = 2qN and
(7.5)
|V (S)| = s0 + s1 + . . .+ sN = 1 +
N∑
k=1
(2qk)
= 1 + qN + qN2 =
n2
4q
+
n
2
+ 1,
which completes the proof of Theorem 6.
Next we will prove Theorem 7. We first start with the following proposition,
which might be interesting by itself.
Proposition 13. Suppose G = (V,E, F ) is a tessellation of the plane and S ⊂ G
is a finite subgraph satisfying the following properties:
(a) (S+)− = S;
(b) either S is an edge or bS is a simple cycle of length ≥ 3;
(c) bS+ = biS
+ is a simple cycle;
(d) deg f = q for every f ∈ F (S+) \ F (S).
Then we have
(7.6) |V (bS+)| = |bS| − 2q ·
∑
v∈V (S)
κ(v) + 2q.
For example if deg v ≥ p and deg f = q for every v ∈ V and f ∈ F , where p, q are
natural numbers such that 1/p + 1/q ≤ 1/2, then every quasi-balls with a convex
core will satisfy the properties in Proposition 13. Here convex means that the set
D(S0) is convex in SG.
Proof of Proposition 13. The assumptions imply that both S and D(S+)◦ are sim-
ply connected, |V (bS+)| = |bS+|, and every inward edge from bS+ is an outward
edge from S. Thus we just follow the proof of Lemma 12 and check that each
inequality there becomes an equality. We leave the details to readers. 
Let G be a regular tiling of the plane; i.e., G is a (p, q)-regular graph for some
(p, q) ∈ {(6, 3), (4, 4), (3, 6)}. We also let S ⊂ G, n, N , t, sk, and ak be the same
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(a) q = 3 (b) q = 4 (c) q = 6
Figure 11. quasi-balls of depth one with a vertex core
as in the proof of Theorem 6, and let c = 1 if q = 3, 4 and c = 3/2 if q = 6. Also
we assume that n is even if q = 4 or 6, and
(7.7) |V (S)| =
⌊
n2
4q
+
n
2
+ c
⌋
.
That is, we assume that equality holds in (1.4) or (1.5) for S.
If t > 0, then (7.2), (7.3), (7.4), and (7.7) imply that⌊
t2
4q
+
t
2
+ qN2 + qN + tN + c
⌋
=
⌊
n2
4q
+
n
2
+ c
⌋
= |V (S)| ≤ (N + 1)t+ qN2 + qN,
so we must have
(7.8)
⌊
t2
4q
− t
2
+ c
⌋
≤ 0.
But the function t 7→ t24q − t2 + c is always positive, hence (7.8) holds only when
t ∈ {1, . . . , 2q− 1} (and t 6= 1, 11 if q = 6). Conversely, if t ∈ {1, . . . , 2q− 1} (and t
is even if q = 6), then one can check that (7.8) actually holds. Thus we only need
to consider the case |V (S)| = sN = 2qN + t for t ∈ [0, 2q − 1].
Case I: n ≡ 0 (mod 2q)
In this case we need equality in (7.5), which happens only when s0 = 1 and sk = 2qk
for k ≥ 1, because other computations in the proof of Theorem 6 cannot be applied
to this case. Thus S must be a quasi-ball with a core v0 for some v0 ∈ V ; i.e.,
we must have S = BN (v0) (Figure 11). Conversely, Proposition 13 implies that
|V (bBk+1(v0))| = |V (bBk(v0))|+ 2q for every k ∈ N and |V (bB1(v0))| = 2q, so one
can check that (7.7) holds for S = BN (v0).
Case II: n ≡ 1 (mod 2q)
This case happens only when s0 = 1, and we need equality in (7.4). Then because
t = 1 ≡ n (mod 2q), we see that s0 = 1 < 2 = 1 + t = a0 and sk = ak = 1 + 2qk
for k = 1, 2, . . . , N . Also note that we must have q = 3 if N ≥ 1, because n is odd.
Therefore S0 must be a vertex, S1 = B1(S0) ∪ f for some triangle f ∈ F incident
to an edge in bS1, and Sk = Bk−1(S1) for k = 2, 3, . . . , N (Figure 12(a), (b)). Since
D(S1) is convex, Proposition 13 implies that (7.7) actually holds for such S.
Strangely enough, studying (7.4) led us to the following example: a graph S made
up of 7 triangles sharing a vertex of degree 7 (Figure 12(c)). Then |V (bS)| = 7 and
|V (S)| = 8, so (7.7) holds for S. We believe that this is the only graph S of depth
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(a) (b) (c)
Figure 12. Graphs solving the isoperimetric problem with n ≡ 1
(mod 6). The graph in (c) is not isomorphic to subgraphs in the
regular triangulation of the plane.
≥ 1 satisfying (7.7), but S is not isomorphic to subgraphs of regular tilings of the
plane.
Case III: n ≡ t ∈ {2, 3, . . . , 2q − 1} (mod 2q)
In this case we never have equality in (7.4). In fact, (7.4) was used when s0 = 1
and a0 = 1 + t, but if t ≥ 2 then a0 − s0 = t ≥ 2, hence equality does not
hold in (7.4). Therefore we need equality in (7.2), so we have sk = t + 2qk for
k = 0, 1, . . . , N . Moreover, in view of (7.6), we must have |V (S0)| = |bS0| for the
equality s0 + 2q = s1. Also note that S0 must be of depth zero. Therefore S0 is
an edge if t = 2, a triangle if t = 3, two triangles sharing an edge or a square if
t = 4, a trapezoid consisting of three triangles if t = 5, two squares sharing an edge
or a hexagon if t = 6, and two hexagons sharing an edge if t = 10 (Figure 13).
This is the complete list of S0 with desired property. For example, one can check
that there is no subgraph S0 of depth zero in the hexagonal honeycomb such that
bS0 is a simple cycle of length 4 or 8. Conversely if S0 is one of such graphs in an
appropriate regular tiling of the plane, then one can show using Proposition 13 that
(7.7) is achieved in S = BN (S0). In fact, if S0 consists of two hexagons sharing an
edge then D(S0) is not a convex set, but even in this case one can check that the
assumptions in Proposition 13 are satisfied. Therefore we can use Proposition 13
to prove the graph in consideration solves the isoperimetric problem.
In Cases I–III we have completely described that for which S the isoperimetric
inequalities (1.4) and (1.5) are achieved, as long as S is a subgraph of a regular
tiling of the plane. This completes the proof of Theorem 7.
One may ask whether there exists a finite graph S which solves the isoperimetric
problem but S is not isomorphic to subgraphs of regular tilings of the plane. The
graph in Figure 12(c) is one of such examples, but are there more such graphs?
For instance, is there a finite graph S such that S solves the isoperimetric problem
for (p, q) = (4, 4), S is not isomorphic to subgraphs in the square lattice, and
|V (bS)| = n ≡ 5 (mod 8)? For n = 5 a pentagon does the job, but in this case the
depth of the graph is zero and it is of no interest. What if the graph has depth at
least one?
We believe that there is no such example. If n ≡ 5 (mod 8), then S0 in the
proof of Theorem 7 must be a pentagon. But because vertex and face degrees must
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(a) q = 3
(b) q = 4
(c) q = 6
Figure 13. Cores, other than a vertex, of quasi-balls that solve
the isoperimetric problem.
be at least four in this problem, combinatorial curvatures at each vertices of the
pentagon are at most −1/20, hence we have (see for example the formula (7.6))
|V (bS1)| ≥ |V (S0)| − 8×
(
− 1
20
)
× 5 + 8 = |V (S0)|+ 10 = 15.
But since |V (S1)|− |V (bS1)| = 5, it already fails to solve the isoperimetric problem
because by letting n = |V (bS1)| we have⌊
n2
16
+
n
2
+ 1
⌋
− n ≥
⌊
152
16
− 15
2
+ 1
⌋
= 7 > 5.
Also note that 15 6≡ 5 (mod 8).
8. Triangulations
Our bounds for isoperimetric constants in Theorems 3 and 4 were obtained
by considering quasi-balls Bn instead of combinatorial balls Bn. In the proof of
Theorem 4 we directly used quasi-balls, and our proof of Theorem 3 was performed
with quasi-balls in mind throughout. For example, we have come up with the idea of
using depth because we wanted to study quasi-balls. We also have seen in Theorem 7
that isoperimetric problems are solved mostly by quasi-balls. Moreover, it seems
that combinatorial balls never give isoperimetric constants as explained in [32,
Remark 4.3]. But there are still lots of problems stated in terms of combinatorial
balls, and our method using quasi-balls does not work for such problems in general.
For example, our method does not give any solution for finding the exponential
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growth rate defined by
µ(G) := lim sup
n→∞
1
n
ln |V (Bn)|.
On the other hand, in literature there is another type of isoperimetric constants
other than those in (1.2). Let S be a finite subgraph of a tessellation G = (V,E, F )
of the plane, and let d0S be the set of vertices in V (S) which have neighbors in
V \ V (S). Also define d1S as the set of vertices in V \ V (S) which have neighbors
in V (S). Then the vertex isoperimetric constants are defined by
0(G) = inf
S
|d0S|
|V (S)| and 1(G) = infS
|d1S|
|V (S)| ,
where infima are taken over all finite nonempty subgraphs S. The constants 0(G)
and 1(G) are studied in geometric group theory [17, 29, 18, 31], and they also
appear in many other literature concerning graphs [2, 7, 22, 26, 27, 32, 33, 49,
54, 57, 58, 60, 61, 65, 66]. Note that these constants are related to each other by
the equation 0(G) = 1(G)/(1 + 1(G)) (cf. [60, Lemma 6.1]). Moreover, one can
see that if 0(G) > 0 or 1(G) > 0, then all of the other isoperimetric constants
ı(G), ıσ(G), ı
∗(G), and ı∗σ(G) are positive (cf. [57, Theorem 1(c)]. Conversely, if
ı(G) > 0 and vertex degrees are uniformly bounded (or ı∗(G) > 0 and face degrees
are uniformly bounded), we have 0(G) > 0 and 1(G) > 0.
Like the exponential growth rate, our method using quasi-balls does not work
well for finding exact values of vertex isoperimetric constants. In fact, the methods
in previous sections could yield some bounds for 0(G) and 1(G), but one can check
that these bounds are not sharp. (We will describe such bounds in Theorem 14
below, but only for triangulations.) This phenomenon is understandable, however,
because vertex isoperimetric constants are closely related to the exponential growth
rate. Fix v0 ∈ V , and let Bn and Sn be the combinatorial balls and spheres,
respectively, with radius n and centered at v0. If 1(G) > 0, then
(8.1) |V (Bn)| = |V (Sn)|+ |V (Bn−1)| ≥ 1(G) · |V (Bn−1)|+ |V (Bn−1)|
for all n ∈ N, hence we have |V (Bn)| ≥ (1 + 1(G))n and
(8.2) µ(G) ≥ ln(1 + 1(G)) = ln
(
1
1− 0(G)
)
.
For triangulations, however, we have a different story because quasi-balls with a
vertex core become combinatorial balls. For example, out computation immediately
yields the following statement.
Theorem 14. Suppose G = (V,E, F ) is a triangulation of the plane and let p ≥ 6.
If deg v ≥ p for all v ∈ V then
1(G) ≥ (p− 6) +
√
(p− 2)(p− 6)
2
,
and if deg v ≤ p for all v ∈ V then
1(G) ≤ (p− 6) +
√
(p− 2)(p− 6)
2
.
Proof. Suppose deg v ≥ p for all v ∈ V , and let S ⊂ G be a finite induced subgraph
of G. We claim that every vertex in bS belongs to d0S. In fact, if v ∈ V (bS) \ d0S,
then there exists u,w ∈ V (bS) such that a sequence of the form [. . . , u, v, w, . . .]
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appears on bS but there is no edge incident to v and lying on the right of [u, v, w].
But because G is a triangulation, the face incident to v and lying on the right of
[u, v, w] must be the triangle with vertices u, v, and w, hence the edge [u,w] belongs
to E(S) and the sequence [u, v, w] cannot appear on bS. This contradiction proves
the claim.
Now we follow the proof of Theorem 3, and obtain from (5.8) that
|d0S| ≥
(
1− 1
α
)
· |V (S)| and |d1S| ≥ (α− 1) · |V (S)|,
where α = 12
{
p− 4 +√(p− 4)2 − 4}. This completes the proof of the first state-
ment of Theorem 14. If deg v ≤ p for all v ∈ V , we follow Theorem 4 and obtain
from (6.10) the second statement of Theorem 14. We leave the details to read-
ers. 
Theorem 14 answers the first half of [49, Question 6.20] for the case q = 3
(i.e., the triangulation case), confirming a result by Haslegrave and Panagiotis in
[33]. To be precise, Haslegrave and Panagiotis answered the first statement of [49,
Question 6.20] for q = 3 and q = 4, but the question is still open for general q. By
the way, Theorem 14 can be used to obtain the exponential growth rate via (8.2),
which also confirms a result by Keller and Peyerimhoff in [44] for the case q = 3.
Moreover, our method could give a better result for the exponential growth rate as
follows.
Theorem 15. Suppose G = (V,E, F ) is a triangulation such that deg v ≥ 6 for all
v ∈ V , and let Bn be the combinatorial balls centered at a fixed vertex v0. If
(8.3)
1
|V (Bn)|
∑
v∈V (Bn)
deg v ≥ c
for sufficiently large n, where c is a positive real number > 6, then we have
µ(G) ≥ ln (c− 4) +
√
(c− 2)(c− 6)
2
.
Proof. Let Sn be the combinatorial sphere centered at v0, and set sn = |V (Sn)| for
n = 0, 1, 2, . . .. Then because combinatorial balls in non-positively curved triangu-
lation satisfy the assumptions of Proposition 13 (cf. [5, 6]), we have
sn+1 = 6 + sn +
∑
v∈V (Bn)
(deg v − 6)
for n = 1, 2, . . .. Therefore (8.3) implies
sn+1 ≥ 6 + sn + (c− 6)(s0 + s1 + · · ·+ sn)
for sufficiently large n, say n ≥ n0. Fix N ≥ n0, and define {an}Nn=n0 as the
sequence satisfying{
an+1 = 6 + an + (c− 6)(s0 + · · ·+ sn0−1 + an0 + an0+1 + · · ·+ an) for n ≥ n0,
an0 = t,
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where t is defined so that aN = sN . Then we have
∑N−1
k=n0
sk ≤
∑N−1
k=n0
ak as before.
Let α = 12
{
c− 4 +√(c− 4)2 − 4} > 1, and observe that
an0+1 − α · an0 = 6 +
(
1
α
− 1
)
an0 +
(
α+
1
α
− 2
)
(s0 + · · ·+ sn0−1),
which is bounded from above by a constant not depending on t = an0 , hence not
on the choice of N . But we know
an+2 − α · an+1 = 1
α
· (an+1 − α · an)
for n ≥ n0, so aN − α · aN−1 ≤ 6 for sufficiently large N . Therefore
(c− 6) · |V (BN−1)| = (c− 6)(s0 + s1 + · · ·+ sN−1)
≤ (c− 6)(s0 + · · ·+ sn0−1 + an0 + an0+1 + · · ·+ aN−1)
= aN − aN−1 − 6 ≤ aN − aN
α
+
6
α
− 6 ≤
(
1− 1
α
)
· |V (SN )|.
Because α + 1/α = c − 4, this inequality implies (α − 1) · |V (BN−1)| ≤ |V (SN )|
for sufficiently large N . Now computation similar to (8.1) and (8.2) proves the
theorem. We leave the details to readers. 
We will finish this section with proofs for Theorems 8 and 9. Fix p ≥ 6, and let
G = (V,E, F ) be the p-regular triangulation of the plane. We define a sequence of
subgraphs Pn ⊂ G, which we call puffed-balls, as follows. Fix a vertex v = v0 ∈ V ,
and let v1, v2, . . . , vp be the neighbors of v, enumerated counterclockwise around v.
Then for n = 1, 2, . . . , p+ 1, we define Pn as the induced subgraph with the vertex
set {v0, v1, . . . , vn−1}. Suppose Pn has been defined for all n ≤ |V (Bk(v))|, where
k is a natural number. Let w1, w2, . . . , wm be the elements in d1Bk(v) = Sk+1(v),
enumerated counterclockwise around Bk(v). Here we must have enumerated wj ’s
such that w1 is a vertex with two parents and wm is a vertex with only one parent.
That is, the first enumerated vertex w1 must be a vertex of a triangle with one edge
on bBk(v) = Sk(v), and the last enumerated vertex wm should not satisfy such a
property. Then we define Pn, n = |V (Bk(v))|+j for j = 1, 2, . . . ,m, as the induced
subgraph with the vertex set V (Bk(v)) ∪ {w1, w2, . . . , wj}. We repeat this process
and obtain an infinite sequence of subgraphs Pn (Figure 14).
From the definition it is clear that |V (Pn)| = n for all n ∈ N. For the boundary
bPn, we have |bP1| = 0, |bPn| = n for n = 2, 3, . . . , p, and |bPp+1| = |bB1(v)| = p.
In fact, it is true that
(8.4) |bPn+1| = |bPn|+ δn,
where δ1 = 2 and δn ∈ {0, 1} for n ≥ 2. To prove (8.4), let w be the vertex in
V (Pn+1) \ V (Pn) and suppose k = d(v, w); i.e., we assume that w ∈ Sk(v). If w
is the vertex enumerated first among those in Sk(v), then w has two parents and
consequently bPn+1 is obtained from bPn by replacing an edge by other two edges.
Similarly if w is not the last enumerate vertex in Sk(v) and has only one parent,
then we obtain bPn+1 by replacing an edge on bPn by other two edges. Therefore
in these cases we have δn = 1. But if w is either the last enumerated vertex, or w
has two parents and is not the first enumerated vertex, then bPn+1 is obtained from
bPn by replacing two edges by other two edges, so in these cases we have δn = 0.
See Figure 14. Thus we obtain the formula (8.4) for all n.
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(a) P18 (b) P19 (c) P20
(d) P21 (e) P22 (f) P23
Figure 14. Puffed-balls in the 6-regular triangulation of the plane.
Now we are ready to prove Theorems 8 and 9. Note that |V (bPn)| = |bPn| for
every n ≥ 2, since bPn is a simple cycle.
Proof of Theorems 8 and 9. We first prove Theorem 9. For fixed p ≥ 6, let H be
a triangulation of the plane such that deg v ≥ p for every vertex v, and G be the
p-regular triangulation of the plane. Suppose T is a nonempty finite subgraph of
H whose depth is zero. Since there is nothing to prove when T is a vertex, let us
assume that |V (T )| ≥ 2. In this case we choose S = Pn ⊂ G with n = |V (T )|. Then
definitely |V (S)| = |V (T )|, and |bS| ≤ |V (S)| = n = |V (T )| = |V (bT )| because T
is of depth zero.
Suppose that for every T ′ ⊂ H with depth at most k, there exists a puffed-
ball S′ such that |V (S′)| = |V (T ′)| and |bS′| ≤ |V (bT ′)|. Suppose T ⊂ H is of
depth k + 1. Then since T− is of depth k, there exists a puffed ball Pm such that
|V (Pm)| = m = |V (T−)| and |bPm| ≤ |V (bT−)|. But (4.1) can be read in this case
as
|V (bT )| ≥ |V (bT−)|+ (p− 6) · |V (T−)|+ 6,
while we have
(8.5) |bP+m| = |bPm|+ (p− 6) · |V (Pm)|+ 6
because puffed-balls satisfy the assumptions of Proposition 13. In fact, if St(v) =
{w1, w2, . . . , wl} and V (Pm) = V (Bt−1(v)) ∪ {w1, w2, . . . , wj} for some t ∈ N and
j ∈ {1, 2, . . . , l}, then one can check that Pm satisfies the assumptions of Proposi-
tion 13 if and only if the set V (bP+m) consists of the vertices wj+1, wj+2, . . . , wl and
the children of w1, w2, . . . , wj . But the children, the vertices in St+1(v) which are
connected to the set {w1, . . . , wj} by edges, are definitely on bP+m, and the vertex
wi, j + 1 ≤ i ≤ l, lies on the boundary bP+m if it has a child that is not adjacent
to any of the vertices w1, . . . , wj . Therefore the only case we have to worry about
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is when j = l − 1 and every child of wl is also a child of either w1 or wl−1. But
we chose the last enumerated vertex wl so that it has only one parent, hence the
assumption p ≥ 6 implies that wl has at least three children. Thus one of them, say
the middle one, has only one parent wl, and we see that wl must lie on bP+m even for
the case j = l−1. We conclude that Pm satisfies the assumptions of Proposition 13
for all m, hence (8.5) is true.
Note that P+m is isomorphic to a puffed-ball Pn for some n > m. Thus for such
n we have |bPn| ≤ |V (bT )| by the formulae above, and
|V (T )| − |V (Pn)| = |V (bT )|+ |V (T−)| − |bPn| − |V (Pm)|
= |V (bT )| − |bPn| =: ` ≥ 0.
Therefore |V (Pn+`)| = |V (T )| and |bPn+`| ≤ |bPn| + ` = |V (bT )| by (8.4), hence
Pn+` is the puffed-ball satisfying the induction assumption. Now Theorem 9 follows.
For Theorem 8, suppose T is a finite triangulation whose internal vertices are
of degree at least p ≥ 6. Then by (the proof of) Theorem 9 there exists a puffed-
ball Pn such that |V (Pn)| = |V (T )| and |bPn| ≤ |V (bT )|. But in (8.4) we have
δk = 1 for infinitely many k, so there exists m ≥ n such that |bPm| = |bT | and
|V (Pm)| = m ≥ n = |V (T )|. This completes the proof of Theorem 8. 
Note that the graphs solving the isoperimetric problem (1.4) for q = 3 are the
puffed-balls Pn in the 6-regular triangulation such that 1 = δn = |bPn+1| − |bPn|.
9. Further discussion
In [3] Angel et al. proved the following statement.
Proposition 16. Suppose G = (V,E, F ) is a triangulation such that deg v ≥ 6
for every v. If there exists R > 0 such that every combinatorial ball of radius R
contains a vertex of degree at least 7, then 0(G) > 0.
They also asked in the same paper [3, Problem 3.5] if, under the assumptions
in Proposition 16, the graph G is hyperbolic in the sense of Gromov (cf. [12, 17,
29, 31]). The answer is positive, since the condition 0(G) > 0 implies Gromov
hyperbolicity of G, provided that G is a tessellation of the plane with bounded
face degrees [57, Theorem 6] (cf. [58, Theorem 1.1]). However, a more appropriate
reference to this problem would be a work by Bonk and Eremenko [11], where they
proved the following theorem.
Theorem 17. Let M be an open simply connected non-positively curved Aleksan-
drov surface. Then the following statements are equivalent.
(i) There exist R > 0 and  > 0 such that every relatively compact open disk
DR(a) ⊂ M has integral curvature less than −, where DR(a) is the disk in
M with radius R and centered at a ∈M.
(ii) M is hyperbolic in the sense of Gromov.
(iii) A linear isoperimetric inequality holds on M.
(iv) M is tight; i.e., there exists C > 0 such that for every holomorphic map f
from the unit disk D ⊂ C to M, we have ‖f ′(z)‖ ≤ C for every z ∈ D.
Note that the polyhedral surface SG is a special type of Aleksandrov surfaces,
and it is non-positively curved when deg v ≥ 6 for every vertex v. Moreover, the
natural embedding h : G ↪→ SG is bi-Lipschitz such that every point in SG lies
within a bounded distance from h(G) (i.e., h is cobounded), hence it is also a rough
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isometry (quasi-isometry) [30, 39]. Therefore the conditions (i)–(iii) above can be
carried to corresponding conditions on G, and vice versa. See for example [60,
Section 6] and [58].
As we mentioned in the introduction, Theorem 3 is still valid even when the
graph G is a local tessellation of the plane; i.e., even when G has some infinigons.
In fact, if a finite graph S ⊂ G is given, then it definitely cannot contain infinigons
in its face set, hence the computation in Sections 3–5 is still valid and we have
the same conclusions for ı∗(G) and ı∗σ(G). For the isoperimetric constants ı(G)
and ıσ(G), there are several ways to overcome the hurdle, and one of them is to
construct a tessellation G′ that contains a subgraph S′ which is isomorphic to S.
Note that such G′ always exists. But perhaps a better way is to compute them
directly. First, we observe that the inequality (4.9) essentially says that
(9.1) |V (bS)|+ q + pq − 2p− 2q
2
· |V (S)| ≤ q − 2
2
· |∂S|
for every induced graph S ⊂ G, where G satisfies the assumptions in Theorem 3.
Then by (5.8) we have
(9.2) |V (S)| ≤ α
α− 1 · |V (bS)|,
hence (9.1) implies
α− 1
α
· |V (S)|+ 1
2
(
α+
1
α
− 2
)
|V (S)| ≤ q − 2
2
· |∂S|,
or
|∂S|
|V (S)| ≥
1
q − 2
(
α− 1
α
)
= (p− 2)
√
1− 4
(p− 2)(q − 2) .
This gives the lower bound for ı(G). The computation for the lower bound of
ıσ(G) is a little bit complicated. Note that for simply connected S we have∑
v∈V (S) deg v = 2|E(S)|+ |∂S|. Thus computation similar to (5.3) yields
p− 2
2p
∑
v∈V (S)
deg v ≤ 1
2
· |∂S|+ |F (S)|.
But (5.3) and (9.2) imply
q − 2
2
· |F (S)| ≤ 1
2
(
1 +
1
α
)
|V (S)| ≤ 1
2p
(
1 +
1
α
) ∑
v∈V (S)
deg v,
and the last two inequalities give the lower bound of ıσ(G).
The case q =∞ is also allowed in Theorem 4. In this case there is no assumption
about face degrees, and the constants ı∗(G) and ı∗σ(G) look meaningless. For ı(G)
and ıσ(G), one can immediately prove a corresponding statement by comparing G
with the p-regular tree, and interpreting Φ(p,∞) appropriately such as Φ(p,∞) =
p− 2.
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