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The main  aim of  macromolecular structure  analysis  is  to study  the connection between
structure  and  function; to  gain  an  understanding  of  the  mechanisms  via  which
macromolecular systems perform their functions at the molecular level; and to identify the
role of every residue that is involved in the function of these macromolecules. 
Molecular biology and biochemistry techniques have offered and continue to offer a great
number of techniques that allow us to obtain reliable results in the study of such processes.
In recent years, we have seen how new computational methods have been incorporated into
the range of analytical tools available. These new methods are oriented towards the analysis
of biological systems  and they have evolved  to offer us  highly  accurate  calculations that
reproduce  results obtained in the laboratory.  Thus, they provide an atomic resolution tool
that can provide additional information to that obtained with in vivo and in vitro techniques.
Focusing on the approximations applied in the studies performed  as part  of this  thesis,
molecular  dynamics  (MD)  allow  us  to simulate and  analyze how  both biological
macromolecules (proteins, DNA, membranes, etc) and small molecules (ligands, cofactors,
peptides, ions, etc) evolve over time in simulations that are close to experimental conditions
and that are  governed by the different ensembles and force  fields.  The development and
constant  evolution of computational systems now permits  the study of  larger and more
complex  systems,  including  not  only  the  system  to  be  studied but  also  its possible
interaction with additional systems, thereby providing new and more accurate information.
In addition to the analysis, that MD can offer (protein – protein / ligand interaction, studies
of  solvation  and conformational  changes,  etc),  quantum mechanics  (QM) offers us  the
opportunity to study different chemical reactions that occur in these systems. Although the
application  of  QM to complete  macromolecular systems would be unaffordable from  a
computational point of view, the combination with molecular mechanics (MM) and MD, in
what has been called QM /MM /MD or QM / MD, is perfectly affordable. In  the present
case, this  interface allows us to describe the specific role of certain elements (such as the
amino acids that  constitute the catalytic sites of enzymes),  while  considering the protein
environment, and permits us to generate and corroborate different hypothesis that would be
extremely difficult to formulate and examine in experimental studies.
In accordance with this idea, in this thesis we have developed a new approximation based
on QM /MD interface, combined with biased molecular dynamics (BMD) techniques, such
us  steered  molecular  dynamics  (SMD) and  umbrella  sampling  (US). This  combination
permits the study of complete macromoleculare systems (also called all atoms systems) via
MD; and include the atoms implicated in the reaction in QM calculations. It involves the
sampling  of the conformational space defined by reaction coordinates in order to clarify
how a reaction takes place and what the role of the surrounding protein environment is.
Resumen
El principal objetivo del análisis estructural de macromoléculas consiste en el estudio de la
relación estructura-función de las mismas, comprender los mecanismos gracias a los cuales
desarrollan su función a nivel molecular y así como el papel que desempeñan cada uno de
los residuos que intervienen en la función de dichas macromoléculas. 
Las técnicas de biología molecular  han ofrecido y siguen ofreciendo un gran número de
técnicas que ofrecen resultados fiables en el estudio de tales procesos. Durante los últimos
años, hemos visto como las nuevas aproximaciones computacionales orientadas al análisis
de sistemas biológicos  se  han incorporado dentro  del  rango de herramientas  analíticas.
Estos  nuevos  métodos  están  orientados  al  análisis  de  sistemas  biológicos  y han
evolucionado hasta proporcionarnos cálculos muy precisos que reproducen los resultados
obtenidos en el laboratorio. Nos proporcionan por tanto una resolución atómica que puede
generar información adicional a los obtenidos por técnicas in vivo e in vitro.
Centrándonos en las aproximaciones aplicadas en los estudios realizados en esta tesis, la
dinámica  molecular  (MD)  permite simular  y  analizar tanto los  sistemas  biológicos
macromoleculares  (proteínas,  DNA,  membranas,  etc.)  como  las pequeñas  moléculas
(ligandos,  cofactores,  péptidos  pequeños,  iones,  etc.)  observando  su  evolución con  el
tiempo  bajo  condiciones  cercanas  a  las  experimentales  y  que  vienen  dadas  por  los
ensambles y campos de fuerzas. El desarrollo y la constante evolución de los sistemas de
computación,  nos  permiten  el  estudio  de  sistemas  cada  vez  más  grandes  y  complejos,
incluyendo no solo el sistema de estudio si no también las posibles interacciones con otros
sistemas, proporcionando nueva y más precisa información.
Adicionalmente al análisis que la  MD ofrece (interacciones proteína – proteína / ligando,
estudios de solvatación y de cambios estructurales,  etc.), la mecánica cuántica (QM) nos
ofrece  la  capacidad  de  estudiar  diferentes  reacciones  químicas  llevadas  a  cabo por  los
sistemas  biológicos  de  nuestro  interés.  Aunque  su  aplicación  al  estudio  de  sistemas
macromoleculares completos es inabordable en estos momentos desde el punto de vista de
la computación, su combinación con MD, en lo que se denomina interfaz QM/MM/MD o
QM/MD, permite afrontar  dicho problema.  En nuestro caso,  dicha interfaz nos  permite
describir el papel específico de determinados elementos (tales como los aminoácidos que
componen  los  centros  catalíticos  de  los  enzimas),  considerando  el  ambiente  proteico,
permitiendo  así  generar  y  corroborar  las  diferentes  hipótesis  que  resultan  difíciles  de
investigar por medio de técnicas experimentales.
De acuerdo con esta idea, en esta tesis hemos desarrollado una nueva aproximación basada
en la interfaz QM/MD, combinada con técnicas de dinámica molecular dirigida  (BMD),
tales  como el  “steered molecular  dynamics  (SMD)”  y  “umbrella sampling  (US)”.  Esta
combinación permitirá  el  estudio  de sistemas  macromoleculares  completos  gracias  a  la
parte de MD, incluyendo en los cálculos de QM aquellos átomos implicados en la reacción,
analizando el espacio conformacional definido por las coordenadas de reacción con el fin
de aclarar como una reacción es llevada a cabo y cuál es el papel de ambiente proteico en la
misma.
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Table  3.1:  Maximum time (in percentage of total simulation time) of a water molecule
located in a position compatible with GTP hydrolysis in each oligomer interface. In bold,
the interfaces predicted to be active.
Table  3.2: Distances  ± SD measured over 18 ns of productive MD. Low values of the





BMD: Biased Molecular Dynamics
FtsZ: Filamenting temperature-sensitive mutant Z
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GEF: Guanosine exchange factors
MD: Molecular Dynamics
MM: Molecular Mechanics
PBC: Periodic boundary conditions
QM/MD: Quantum Mechanics/Molecular Dynamics (also called QM/MM/MD)





In this section we will introduce the theoretical concepts concerning chemical reactions, in
order to understand the molecular basis applied to the description of the hydrolysis reaction.
We will present a brief introduction to the four biological systems studied in this thesis
(FtsZ,  HRas-p21,  FoF1 ATP synthase  and  myosin)  that  perform hydrolysis  reaction  of
nucleotides.  This  introduction  will  permit  us  to  understand  how they work,  explaining
possible mechanisms via which they perform the hydrolysis reaction, as we will explain in
detail in the Results section below.
In  the  second  part of  the  chapter, we will  introduce how macromolecular  systems  are
studied using MD, explaining how these calculations are performed. This part  establishes
the basis for a better understanding of the theoretical concepts that will be developed below
in the Materials and methods section. 
To conclude the chapter, we will introduce the idea of energy surface maps and what they
represent. Additionally, we will  analyze what is the information we can  gain by studying







Cells are systems whose functions are made at essentially constant temperature (isothermal
systems) and constant pressure (isobaric system). Because heat can only do work when it
passes to a zone or object at a lower temperature, heat flow could not be a source of energy
in living cells. The energy must be obtained from free energy, described by the Gibbs free-
energy function, G. It is the value of this free energy what allows us to predict the direction
of the chemical reactions  that  occur in the cell  (exergonic or endergonic processes), their
equilibrium position and the amount of work they can perform at constant temperature and
pressure.
According to the different kind of cells, heterotrophics acquire free energy from nutrient
molecules while photosynthetic ones acquire it from absorbed solar radiation. All this free
energy is transformed in ATP/GTP and another energy-rich molecules that provide energy
for the different cell functions. In the case of ATP, it donates some of its chemical energy to
endergonic  processes  such  as  the  synthesis  of  the  metabolic  intermediates  and  the
macromolecules from smaller precursors, the transport of substances across the membranes
against concentration gradients or the mechanical motion of proteins. The donation of the
energy involves the covalent participation of ATP, which implies that ATP will be converted
in its products, ADP and Pi, or even in AMP and 2 Pi.
Chemical reactions,  consisting of a mixture of reactants and products, tend to constantly
change between the former and the latter until equilibrium is reached. At equilibrium, the
rate between the both directions of the reaction is equal. However, when the reaction is in a
non-equilibrium state, the tendency to move toward equilibrium represents a driving force,
the magnitude of which can be expressed as the free-energy change for the reaction, ΔGº. If
we consider standard conditions (pH 7, constant temperature and pressure), the free-energy
change in the case of the hydrolysis of ATP is -30.5 kJ/mol (-7.3 kcal/mol). However, this
value  can  vary if  we  take  into  account  the  living  cell,  were  the  concentrations  of  the
substrates and products can vary between cells and also in the individual cell  the metabolic
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conditions in that right moment. One example  of this is  what happens in resting muscle
cells, where the concentration of free ATP oscillate between 1 and 37 μM. We can use the
following expression:
ΔG p=ΔG ' º +RT ln
[ADP ][P i ]
[ATP ]
 (1.1.1)
where ΔGp is the free energy of hydrolysis of ATP under intracellular conditions (also called
the phosphorylation potential),  and ΔG'º is the free energy under standard conditions. The
value of the free energy in  such cells will be -64 kJ/mol. This reveals  to  us that the free
energy released in vivo is greater than the standard free energy, ΔG'º.
In almost all cases, the reactions that occur in a cell are accelerated with respect to the non-
catalyzed reaction.  NTPases  are  not  an  exception.  Enzymes  accelerate  reactions  by
reducing what is called the activation barrier: the energy barrier that it is necessary to for
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reactants to overcome to products, thereby producing the reaction. In the case of enzymes,
this activation barrier can be reduced by the stabilization of the chemical reaction thanks to
the  macromolecular environment  (see  figure  1.1),  which stabilizes  the  charges  and
structural geometry during the reaction, thereby increasing the reaction rate.
Most  of the time,  during enzyme catalysis, the  protein  undergoes some conformational
changes in  its secondary or tertiary structure;  these changes  facilitate  the  catalysis of the
substrate and the liberation of the products of the reaction.  These conformational changes
are also associated  with the  process of the  binding and unbinding of the substrate.  In  the
present case, although ATP / GTP hydrolysis only involves the release of heat, because of
the energy stored in the protein structure, which is spent during synthesis, this binding and
releasing of  the products is enough to  favor protein function from the structural point of
view. One example we can find is the case of the myosin protein, in which, the processes of
binding, the  hydrolysis  of  ATP  and  the  release  of  ADP+Pi provoke  a  whole  cycle  of
attachment to and detachment from actin filaments in muscle contraction (see figure 1.6).
Another example can be found in FoF1-ATP synthase protein, which, thanks to the energy
employed in its  synthesis  allows  the chemical equilibrium  to be displaced towards ATP
synthesis only in the presence of ADP and Pi (see figure 1.5).
The hydrolysis of these nucleotides  is favored by the protein environment,  which allows,
among other factors, the necessary geometrical configuration of a water molecule, which is
for the reaction; and which at the end of the reaction, will form part of the  released  Pi,
forming a covalent bond between the oxygen atom of the water molecule and γ-phosphate
(specific reactions  are  described in  Results section  below). This correct geometry of the
catalytic  water  molecule  is adopted  thanks  to the  residues  and ions  that  constitute  the
catalytic site of the protein.
Generally,  hydrolysis  is  a  well  known  process,  where  two  kinds of  reactions can  be
produced, depending on the proteic environment,  ions and cofactors  at the catalytic site.
They are the SN1 and SN2 reactions. SN2 (also named the associative reaction) consist of a
reaction  in  which a  nucleophilic  substitution  is  produced.  A nucleophile  particle,  the
electron donor, attacks an electrophilic particle with a  deficient number of electrons. This
5
1.1.Enzymatic reactions
provokes the unbinding of a leaving group that was previously bound to the electrophilic
particle. In the case we study, the ATP / GTP molecule, the γ-phosphate is the electrophilic
group, which is arranged in a tetrahedral conformation (sp3 hybridization) with respect to
its three oxygen atoms and the oxygen atom that bonds between γ and β-phosphate, at an
angle of 120º  with  respect to  the oxygen atoms.  The nucleophile particle  is the catalytic
water molecule. Transition to the products of the reaction is produced through an activated
complex (as we will see in  the Transition state theory section below), whose geometry is
arranged as a trigonal bipyramid (sp3d hybridation). This situation leads to a weakening of
the bond between γ-phosphate atom and the oxygen atom that bonds with the β-phosphate. 
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In  the  case  of  SN1  (dissociative,  figure  1.2) reactions,  nucleophilic  attack  can  not  be
produced  because  of  steric  impediments,  so  the  passage  from reactants to  products  is
produced in two stages.  The first  step  is the  weakening of the bond that the living group
forms with the carbocation (in the case of nucleotides, the rupture of the bond between Pi
and the nucleotide diphosphate).  This  situation forces PO3-3  molecule to adopt  a  planar
disposition (sp2  hybridation). This  disposition  of  the  ligand  is  stable  thanks  to  the
disposition  of  the  protein  residues,  and  outcome  of  the  first  step has  been  called  the
intermediary of  the reaction.  This  intermediary is  different  from the  activated complex
since in the case of the intermediary, it is delimited by the activation barriers of the two
steps of the SN1 reaction while activated complex  is the highly energy structure of that
activation barrier. The second step is the nucleophilic attack of the catalytic water molecule
over this planar molecule, which generates an H2PO4- molecule.
Focusing on SN2 reactions, another important point to the hydrolysis of ATP/GTP molecule
is that the catalytic water molecule needs to be activated. Activation of the water molecule
implies that one of the protons of the water will be accepted by one of the elements of the
catalytic site of the protein  or substrate (which acts as the base in the reaction), thereby
generating an OH- molecule, which can then react with the positively-charged γ-phosphate
atom.
However, sometimes, identification of the acceptor and therefore the base in the reaction, is
not as straightforward as we might assume. Mutational analysis helps us to identify which
residues are important for the hydrolysis of the nucleotide and so, for the activity of the
protein.  Results  from that  analysis,  together  with  structural  studies obtained  from  the
resolved NMR and crystal structures, have led to propose some hypotheses with regard to
the possible acceptor of the proton and therefore what is responsible for the activation of
the water molecule in the case of NTPases. However, because of the short lifetime of the
activated  complex  or  intermediaries,  evaluation  of  the  residues  role  of  the  residues  is
complicated. At this point, computational analysis  has proved to be a very powerful tool,
and moreover, in recent decades. Improvements in the force fields, a set of data that defines
atomic  interactions  based  on  experimental  data,  and  the combination  of  different  MD
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techniques  with  QM have  allowed  us not  only  to  obtain  a  detailed  computational
description of biological systems, but also to simulate reactions using simulation times of
the order of femtoseconds, in which laboratory conditions are reproduced. In this way, we
can  control  the  reaction  coordinates  of  a  chemical  reaction  and,  as  explained  above,
discriminate whether the hydrolysis of a nucleotide in a protein is achieved through an SN1
or SN2 reaction.
The hydrolysis of nucleotides is critical in the function of a large number of proteins. In the
living cell, we find a lot of chemical processes in which nucleotides such us ATP and GTP
play an important role. In glycolysis,  for example, glucose is transformed into glucose 6-
phosphate by a  hexokinase  making  use of  an ATP molecule,  where a  phosphate group
(PO4-2) is donated from the ATP to one of the oxygen atoms of glucose. A total of four ATP
molecules are involved in the whole process, in which a protein is involved in the reaction,
hydrolyzing the ATP molecule in ADP and Pi. 
A third element necessary for hydrolysis, together with the protein and the nucleotide, is the
water environment, where most biological reactions are take place. Although some proteins
present  closed  catalytic  sites,  during  nucleotide  exchange,  they  are  exposed  to  water
environment (because of conformational changes or protein-protein separation, like Hras-
GAP system). This event permits the access to water molecules to them, which will be
enclosed the catalytic site close again. On the other hand, other proteins present catalytic
sites that are exposed to water environment, like FtsZ. This event provoke that a single
water molecule,  helped by the protein environment  (or  even assisted by the own  water
environment  in  what  has  been called  the  Grotthuss mechanism1),  is  able  to perform a
nucleophilic attack on the γ-phosphate, hydrolyzing the nucleotide.
1.1.1. FtsZ: GTP and its role in bacterial division
FtsZ2,3 is a bacteria GTPase division protein, homolog to tubulin which, in the same way, is
able to polymerize in long filaments, in a head-tail disposition  (figure 1.3a), and  which
depends  on GTP binding.  In  in  vitro  experiments,  it  self-associates  forming  linear  or
curved4 filaments. In vivo,  it  forms a structure known as the division ring or Z-ring,  a
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polymeric  structure  that  attaches to  bacterial membranes,  acting  as  a scaffold  for the
division machinery, an ensemble of different proteins that receive the name of the divisome.
It can be found in most eubacteria and archea and also in chloroplast and mitochondria5–7.
This protein, which is sensitive to the environmental pH and the presence of different ions
(according to the bacterial strain), needs two monomers to constitute the minimal catalytic
unit. An active site will be formed by two monomers of FtsZ in a head-tail disposition. In
the middle of the interface we find a GTP molecule, which together with a magnesium ion
and additional  ions  such as K+ or  Na+8, is  capable of forming polymers.  Not much is
known about how the hydrolysis of GTP place. A closer look at the catalytic site reveals the
presence of aspartic acid residues, which together with the ions in the environment, could
act to catalyze the reaction.
A more extensively exists regarding how the Z-ring is organized9,10. In this way, single (in
an open or close disposition) or multiple filament structures, with lateral association (figure
1.3c, have been proposed. Another debate  regards whether the Z-ring  itself structure and
therefore,  the  different  filament  associations,  could constitute  the  force  mechanism
necessary to begin bacterial division, by provoking the curvature of the membrane11. At this
point, however, a molecular motor that produces such a force has not yet been identified, in
contrast with other mechanisms  such as actin/myosin or  tubulin/kinesin systems,  among
others. GTP hydrolysis to GDP would provoke the aperture of the catalytic site or provoke
depolymerization.A central location of the Z-ring is necessary for a proper division of the
cell.  Two principal mechanisms are known. The first  is called  the  Min system: a system
composed  of three proteins (C, D and E), that oscillate from one pole of the cell to the
other. This oscillation blocks the Z-ring from locating at the poles of the cells. Mutational
studies of these proteins have shown viable cells but which divide at the cell pole, generate
small cells without DNA12,13.  Basically, MinD is located  in the peripheral region,  at the
poles, and only at one of them at any given moment, oscillating between the halves with a
period of between 10 and 30 s. In the same way and associated with MinD, we have MinC,
which oscillate in the same way as MinD, destabilizing the polymerization of FtsZ ring in
the poles. In the absence of MinE, the MinC/D system would be located at one of the poles,
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without observe oscillations. MinE migrates as a ring from the center of the cell to the
poles, destabilizing the MinC/D system, at one of the poles and preventing from locating in
the middle of the cell, where MinE forms again the ring.
The other system is what has been called the nucleoid occlusion.  This system, studied by
Mulder and Woldringh14,  prevents the formation of  the Z-ring anywhere in the cell  other
than the center of the bacteria; that is, the presence of the nucleoid (chromosome) alters the
assembly of  the  Z-ring. A mutation in the mechanism that  governs the distance  from the
nucleoid to the poles (such as an alteration of the Min system or mutations in cell division
proteins) or in chromosome segregation proteins leads to the formation of multiple Z-rings
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in free-DNA areas of the bacteria. This effect is not observed in wild type cells, where the
segregation mechanism seems to be centered,  which creates a small gap where  the  FtsZ
ring polymerize. One of the proteins that take part in the separation and segregation of the
chromosome is FtsK15, a large multispannig protein involved in cell division together with
the rest of the divisome proteins and which requires the presence of FtsZ, FtsA and ZipA to
localize at the midcell division site16–18.
As we describe above, the FtsZ ring acts as a scaffold for several proteins, constituting the
divisome. The second most conserved protein after FtsZ is FtsA. This protein, recruited in
the first steps of cell division, and  one of  the actin homologous  proteins in prokaryotes,
seems to play an important role in Z ring stabilization and the recruitment of the rest of the
divisome proteins.  Although it  is  capable of binding ATP,  it  is  not  known to have any
hydrolase activity (with the exception of B.subtilis FtsA). FtsA interacts with FtsZ through
the c-terminal of the latter and it is capable of anchoring to the cell membrane through a
conserved amphipathic c-terminal region; this has led to belief that it could anchor FtsZ to
the membrane.  Such  a role  would  be shared  with  ZipA,  which is  only  found  in  γ-
proteobacteria, and which also possess a c-terminal helix that can anchor to the membrane,
inserting it into it.
The  rest  of  the  proteins  that  have  been  identified  as  being involved  in  the  divisome
formation to date (FtsQ, FtsB and FtsL,  which form a periplasmic connector; FtsW and
FtsI, involved in the peptidoglycan synthesis; and FtsN, invloved in the connection with the
peptidoglycan) assemble after early assembly of FtsZ, FtsA, ZipA and FtsK19.
Based on previous results regarding the independence of the active sites in the filaments of
FtsZ20, we performed a MD study of several filaments, in order to study the behavior of the
catalytic sites along the polymer.
1.1.2. Ras: GTP in signal transmission
G proteins (guanine nucleotide binding proteins) constitute an extended family of proteins
that are involved in several functions. They are presented as signal transducers attached to
the cell surface plasma membrane. This family of proteins act as intermediate in the signal
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transduction function between receptors and effectors within the cell. Among some of these
receptors  that  interact  with  G  proteins  we  can  find  receptors  of hormones,
neurotransmitters,  chemokines,  and autocrine  and paracrine  factors21.  These G proteins,
after receptor interaction, interact with several proteins thereby transmitting the signal that
leads to the cellular response. Some of this effectors are ion channels, metabolic enzymes
and the transcription machinery that produce the expression of specific proteins according
to the response.
In this large family of proteins, we find the Ras oncogene protein superfamily, a group of
low molecular weight proteins,  the major representative  of which is the protein  Ras-p21.
Ras proteins are targeted  at the plasma membrane by posttransductional modifications in
the carboxyl-terminal region, a situation which is critical for their function. Some pathways
that Ras proteins take part in have been studied in detail. This is the case of growth factors
such as the epidermal growth factor22. In that pathway, the Ras protein is activated when the
Sos  protein,  which  acts  as  guanosine  exchange  factor, is  recruited  from  plasma  to
membrane by the receptor tyrosine kinase and adapters such as Grb2.
As with the rest of the G proteins family, these proteins are able to bind GTP and hydrolyze
it to GDP + Pi. They act as molecular switches, that is, we can find them in a GTP-bound
state  (activated  state)  that  through  a  hydrolysis  reaction  leads to  a  GDP-bound  state
(inactivated state).  This process reverts by the substitution of GDP for a GTP molecule,
thereby the  activated state (figure 1.4).  Small G proteins show a higher affinity for GDP
than for GTP. This means that in a situation where no stimuli activates the signal cascade,
the small G protein will remain in the inactivated state. The  presence of a stimulus will
provoke the replacement of GDP for GTP,  mediated by GEF,  which in turn will provoke
some  conformational  changes in  the  structure  of  the  protein that are  ligated  to  the
interaction with receptors23.  The hydrolysis  rate  of GTP in these proteins  is  very  slow,
which is very closely related to  their function as molecular switches.  In opposition to the
general idea that enzymes evolve towards optimization of the rate kcat / KM, G proteins have
evolved  with  a  highly  flexible  and  mobile  active  site,  which provides this  switching
behavior24. The presence or the absence of the γ-phosphate of GTP provoke conformational
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changes. Two local regions accumulate most of these changes, permitting interaction with
GAP and GEF proteins25–27.
Transition from  the  active to  the  inactive conformation is  governed by the presence of
external proteins. When the Ras protein is bound to GTP, hydrolysis is regulated by GTPase
activating proteins or GAP, whose function consists of closing the catalytic site of the Ras
protein, adding to the Ras catalytic site an additional element called “the arginine finger”,
an arginine residue, identified by Wittinghofer et al.28, and which is common in G proteins.
The  arginine  finger binds  to  GTP between  the  γ-phosphate  and  β-phosphate,  thereby
favoring the weakening of the bond formed by the bridging oxygen atom between γ and β
phosphate atoms and the own γ-phosphate itself when a catalytic water molecule attacks the
latter.  The  effect  of  the  attachment  of  the GAP to  Ras-p21  can  be  seen  via  the rate
constants, where the difference is of several orders of magnitude or the activation barrier,
where a difference of more than 10 kcal·mol-1 can be observed. Mutational analysis of this
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residue29 has demonstrated the  direct influence  it  has on the reaction,  reducing the rate
constant ~2000 times, which is related to an increase in the activation barrier of around 4.5
kcal·mol-1. Once the GTP has been hydrolyzed, the Ras protein binds to another protein, the
guanine  nucleotide exchange factor  or  GEF.  The role  of  that protein  is  to catalyze  the
release of the GDP ligand, which is tightly bound to Ras, and order to replace it with a GTP
molecule30.
The involvement of additional proteins in the hydrolysis of nucleotides is not only confined
to G proteins or GTP. We find several cases in which external proteins help in this function.
In this way, for example, Actin is necessary for the release of ATP (or concretely, ADP) in
order to close the power-stroke cycle produced in muscle contraction. In this way, actin acts
an ATP activation protein (AAP). Another example involving ATP could be the effect of
DnaJ on the bacterial chaperone DnaK.
Although a lot is known about the function and structure of that protein, some points are
still  controversial.  This  is  the  case  of  how the  hydrolysis  reactions  is  produced.  Some
studies, based on structural data (reference), have established that Gln 61 is responsible for
the activation of the water molecule and therefore is base in the reaction. However, we can
find in the literature other studies that establish that this residue plays a structural role and
that the substrate acts as the base; a mechanism known as substrate assisted catalysis. In the
Result section below we will discuss the role of this residue in accordance with the theory
employed. 
1.1.3. FoF1-ATP synthase: An example of a molecular motor
When we talk about molecular motors or nanomachines, one of the most representative and
widely studied is FoF1-ATP synthase.  This enzyme is responsible for the synthesis of ATP
using ADP + Pi as substrates of the reaction. The energy for ATP synthesis is provide by an
electrochemical proton gradient that exist between two spaces separated by a membrane. In
the case of mitochondria, this gradient is created between the intermembrane space and the
matrix, which are separated by the inner membrane. In accordance with this, mitochondrial
FoF1-ATP synthase  is located in  the  inner  membrane. As a  general  description  of  its
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structure,  the protein  is  formed  of two  portions  (see  figure  1.5):  F0,  which is the  part
anchored to the inner membrane in a transmembrane disposition, and whose principal role
is the proton translocation; and F1, which is the portion with ATPase activity  and  which
points to the mitochondrial matrix, and is 90-100 Å in diameter. The two structures can be
separated under low ionic strength conditions,  in order  to gain a better understanding of
their functions.
F0 is formed of three different kinds of subunits, a, b and c. The synthesis of ATP initializes
by the proton gradient passing along the c subunit of F0: a cylindrical structure composed of
a variable number of monomers depending on the organism (in the case of mitochondria,
this  value  oscillate  between 9  and 12).  Every monomer is formed  of two hydrophobic
helices bound by a loop of 18 residues, pointing towards F1 portion. The c subunit is in a
transmembrane disposition.  The principal characteristic of the structure is that  it presents
free  rotational  movement  with  respect  to  the  membrane,  and  it  is be  the  base  for  the
function of this  protein.  Attached to this  structure  we  find the a  subunit,  a  monomeric
protein  that  is  positionally  anchored  to  the  membrane.  The  transference  of  the  proton
gradient  is  directly  related  to the  disposition  of  these  two  structures,  a and  c,  whose
interaction surface consists of two regions (see figure 1.5) that allow the capture and release
of protons from one side of the membrane  to the other,  thereby causing c  to rotate with
respect to a.
In the case of this  structure only the c subunit has been completely resolved (PDB entry:
1C17) while only  a  low resolution topology of  the  a  protein in  membrane is  has been
achieved to the date31–33. The c subunit is bound via a polar loop to the γ subunit, a coiled
coil structure, that  directly maintains together  the F1  and F0  portions  and which with the ε
subunit,  constitutes what  has  been  called  the  rotor stalk,  a  narrow  structure  of
approximately 45 Å in length. When the ε subunit is not attached to the γ-subunit, it present
a β-sandwich domain, with a c-terminal region composed of two antiparallel helices, in a
helix-turn-helix conformation. When  ε  is attached to  γ-subunit,  the  c-terminal helices are
wrapped around the γ-subunit.  It has been suggested  that this conformational disposition
inhibits ATP hydrolysis by regulating stalk rotation34. As mentioned above, the stalk rotates
15
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due to the proton gradient as it passes along F0. This subunit internally located within the
globular structure of F1-ATPase. F1-ATPase is formed of 5 types of subunits: α3, β3, δ and
the already mentioned γ and ε, whose atomic masses are approximately 55, 50, 19, 31 and
14 kDa35, respectively. The globular part of this structure is composed of six subunits, three
subunits and three beta subunits, which possess one fifth of sequence identity, and share a
high similarity in structure. When α and β subunits are isolated, they conserve their strong
tendency to bind nucleotides to their binding sites, but, they are not capable of hydrolyzing
ATP.  The presence of both structures, α and β,  is required to constitute the catalytic site.
Furthermore, F1-ATPase  can not synthesize ATP in  the  absence of  the  F0 subunit  and the
stalks. Because of its hexameric structure, F1-ATPase has six catalytic sites, but only three
of them are considered catalytically active, those where ATP is bound to the β subunits35.
The three sites are asymmetric and show very different binding affinities in Mg-nucleotide
studies36,37.  The different  affinities  are  caused by the  geometry of  the  γ-subunit,  which
interacts with the hexameric region, and presents three different faces.  As we have seen
before, the proton gradient provokes the rotation of F0 and the rotation of the rotor stalk.
A consequence of this rotation of the stalk, that internally locates in the globular region of
F1, is a transition between the three different catalytic sites structures: βTP, βDP and βE which
are considered to be the sites to which the ATP and the ADP (and no nucleotide), are bound
respectively. The sites were defined in the original crystal structure38 (a fourth site defined
as  a  half-closed conformation,  βHC,  was  also described by Menz et  al.  In  200139).  The
transition is caused by the asymmetric structure of the stalk in this region, which provokes a
conformational change in  the  β  subunits  for every 120º of rotation  that  is related  to the
synthesis of an ATP molecule. MD studies revealed that after the opening motion of the β
subunits  due of the rotation of the γ subunit,  a  closing motion appears to be spontaneous
after  ligand  binding. These  data very  closely reflect with  the  conformational  changes
described by normal mode analysis, establishing that these motions requires a low energy
cost40. In the case of hydrolysis, different studies establish that the different affinities of the
catalytic sites for the different ligands (ATP, ADP+Pi, or ATP+H2O) in accordance with the
crystal structures41,42, provoke the transition from βE to βTP and to βDP and, as a consequence,
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the rotation of the rotor stalk.
During the transition from  βTP to  βDP the hydrolysis  reaction takes  place.  In the crystal
structure,  Abrahams  et  al38 concluded that  β-Glu  188  was  the  prime  candidate  for  the
hydrolysis of ATP because it was hydrogen bonded to the catalytic water molecule  that
should  attack  to  the  γ-phosphate.  However,  this  residue  requires  a  very  hydrophobic
environment  because  its  low pKa.  Taking  into  account  the  active  site  of  this  protein,
conditions  are  more  favorable  for  a  substrate  assisted  catalysis  reaction.  In  the  Result
section  below we  will  the  possible  mechanisms  depending  on the  activation  water
molecule.
1.1.4.  Myosin in muscle contraction
Myosin constitute a superfamily of molecular motors involved in muscle contraction thanks
to  their interactions with actin filaments in all eukaryotic cells. This superfamily is also
involved in a wide range of functions that involve displacement, including cell movement,
cytokinesis, vesicle transport, Golgi organization and sensory transduction43. The structure
of the protein can vary depending on the myosin type, but all respond to a general structure,
with a  head region,  which is  the part that attaches to  actin  filaments and is  where  the
hydrolysis reaction of ATP is occurs. The head domain is completed by a lever arm, which,
according to ATP hydrolysis cycle,  causes the  head to move. That region is bound to a
coiled-coil region. To the date, more than 35 classes of myosins have been identified, being
13 found in humans. Single or double headed myosins can be found, but all of them with
the capacity to bind to a second protein.
The hydrolysis of ATP in this protein is linked to a series of conformational changes that
govern its attaching to actin filaments. The hydrolysis can be defined  by four steps: the
"rigor state", in which myosin and actin are bound together in the absence of ATP; the
"post-rigor state", in which ATP is bound to myosin which no longer interacts with actin;
the "post-recovery state", in which a conformational change in the structure has occurred in
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the motor domain with respect to the lever arm; and the "pre-power stroke state", in which
ATP hydrolysis occurs. The release of reaction products leads the transition from the pre-
power stroke to the rigor state, during which the myosin II binds to the actin filament again
and  recovers  the  initial  disposition  of  the  head  with  respect  to  the  lever  arm44,45.  The
hydrolysis  of  ATP  is governed in  accordance  with to  the  disposition  of  the  different
elements that form the catalytic site. These are the switch I (part of U50), P-loop and switch
II (that belongs to L50). The states of both switches can be defined as closed or open. The
closed state of switch I can be defined as when Ser 237 is forming part of the coordination
sphere of the magnesium ion. In the case of switch II,  the closed state is defined as when
Gly 457 form a hydrogen bond between its mainchain and the O3γ of the γ-phosphate of
ATP.  We  would  talk  about  of  an  open  conformation  when  the  protein  lose  these
interactions. 
1.2.Computational simulations and their application in 
structural biology
MD is a set of computational techniques that allows us to study the energetic and structural
properties of molecular systems with atomic-level resolution.  The main aim of MD is to
describe and explain macroscopic events, based on a microscopic description, using single
molecule systems as the  starting point, and  providing the basic elements to solve the
equations of motion  that govern these molecular  systems, and that are applied to single
atoms. From the analysis of the different data obtained, we can obtain relevant information
about the different biological functions in which the systems are involved. In this way, we
can gain information about their main roles and interactions with macromolecular systems
such as nucleotides or polysaccharides, or even small molecules such as ligands, cofactors,
substrates and inhibitors.
We have to consider  that this kind of computational approximations takes into account
macromolecules as physical systems, and that atoms are the minimal units that form them.
So, in this way, the behavior of the macromolecules will be governed by the interactions of
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their atoms. Every single atom is considered as a punctual mass whose movement is
governed by the forces  that  are projected onto it by the other atoms that conform the
system. Because of the large number of atoms that constitute these systems (N), the
analytical resolution of the equations  of motion for the potential energy function is very
complex, so a numerical solution is applied. Although there are some analytical solutions,
their convergence is very slow to be considered.
For a particular atom, if we know the exactly position at a specific time, that is, x(t), the
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Taking into account position, velocity and acceleration, and also calculating the
contribution of the following derivatives in the series, the new position of a single atom in
∆t can be calculated with a reasonable precision.
Owing to the fact  that  the  number of series that can be calculated for x(t+∆t) may be
infinite, it is necessary to truncate the series at a specific point. Different approximations
exists that allow to integrate the equations of motion and we can find different algorithms
depending how positions and velocities are calculated,  such as the Verlet46 or “leap frog”
algorithms.







where F is the force applied to every single atom (i), m is the mass for every atom and a is
the acceleration for every one of them. The integration of equation 1.2.2 is considered the
starting point to obtain the positions, velocities and accelerations. As a consequence, this is
considered a deterministic method, taking the positions and velocities from a former step
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and obtaining new positions for the following steps. In this way this is considered as an
iterative process that will need starting coordinates. These positions will be taken from
experimental data obtained by x-ray crystallography or nuclear magnetic resonance (NMR).
Another important aspect of MD is that we can represent the energy of a protein as a
function of the atomic coordinates, and in so doing, we find that the expected states in
thermodynamical equilibrium correspond to minimal energy values of the energy function.
The gradient function, that is, the variation of the energy with  respect to the positional
vector (and therefore, the variation of force as the energy derivative), will orient the force
of the single individual atoms of the system. As a result, these energy functions are called
force fields.
MD is a very  useful tool since we can  obtain important biological information  from the
results. However, the dependence of MD on force fields represents a limitation. The force
fields,  which contain an accurate parametrization of bonds, angles and dihedrals  between
the different kinds of atoms, are also a limitation from the point of view of bond breaking
and  formation.  These events,  which  are present  in  all  chemical reactions,  can  not be
simulated  by MD,  since  all  bond lengths  are  represented by a  harmonic  potential  that
maintains the ideal value of the bond with a constant  force set  to tens of kilocalories per
mol and Angstroms. This limitation bring about the necessity for a different approximation,
that  is,  the  QM  approximation,  where  bonds  are  not  handled  by  harmonic  potential
restrictions,  but  the electronic  cloud  (and  therefore  the  specific  configuration  of  the
molecular  orbitals)  of  every single  atom is  considered.  This  permits  the  interaction  of
atomic orbitals between the atoms, creating and breaking bonds  in  accordance with the
atomic environment. Because NTPases are very large systems (and larger if we consider the
aqueous environment and the hydrogen bond network between the water molecules), a QM
approximation of the whole system would be unaffordable from the computational point of
view.  This  is  because every single interaction of  the  orbitals  of  the surrounding atoms
would have to be calculated (within a specified cut-off), which can not be calculated in a
reasonable time with the current computational systems. However, if we want to study an
enzymatic  reaction,  we  must  consider  the  protein  environment.  The  most  reasonable
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approximation  (from the  computational  point  of  view and that  of  the reliability  of  the
results) is what has been called the QM / MM method, which was implemented by Warshel
and Levitt in 197647, and standardized by Karplus et al in 199048. The method is based on
considering one part of the system through the QM calculations (the catalytic site) and the
rest of the system with MM calculations.
This approximation allows us to study the reaction in the catalytic zone, taking into account
the effect of the protein environment. In such a situation, a good definition of the catalytic
site is needed, because the lack of one of the elements that take part int the reaction could
generate undesirable unreliable results.
1.3.The energy surfaces information
The study of chemical reactions in proteins using the QM/MM approximation is performed
using  what  has  been  called  the  energy  surface  maps.  These surface  maps  are  kinetic
approximations of  what can be seen in topology maps.  As in topology maps,  we observe
hills and valleys of energy (QM energy or potential energy), where the valleys represent
chemical structures with lower energy, and therefore, strucuturally stables. What we find in
these valleys are the reactants and the products of the reaction, specifically if we consider
the lowest minimums. In contrast, we will also observe hills and peaks in these maps, that
represent  the  chemical  structures  with  the  highest  energy  (less  stables  considering  the
structure),  compared to  the  reactants  and  products.  Because  the  energy  necessary  to
produce these structures is very high, they will seldom, if ever, be achieved. Analogously,
these regions represent the tops of mountain, where the energy employed to get there is
very high.
A third important element of these maps are the saddle points. These regions represent the
barriers that a molecule needs to pass through to get from one valley to another one. Saddle
points can be explained by considering energy surfaces as variations in the energy system,
δE, with respect to the position, δx. If we take into account the first derivative of the energy,
that is,  the force,  and  we consider that a stationary state will be  one  which no force is
applied,  then we  will  be  at a  minimum  or  a  maximum  of  the  function.  The  second
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derivative will tell us in which we are (depending on whether it is  negative of positive,
respectively).  At a  saddle  point,  it  will  be  a  minimum  in  all  directions  (the  second
derivative will be positive) except in one, and that will be the reaction path, where it adopts
the behavior of a maximum, and therefore the second derivative will be negative.
The molecular complex associated with saddle point has been called activated complex or
transition state. Both terms, activation complex and transition state are commonly used to
refer to the same structure. A transition state is considered to be the point on the curve that
represents  the  activated  complex.  The  height  of  the  barrier  it  is  necessary  to  get  the
transition state is called the activation barrier and the energy necessary to pass the barrier is
the activation energy. We have to consider that  a  representation of a  transition state is a
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hypothetical structure that can be considered as the “average” structure of the different
possible structures that can be found  at the saddle point,  that  contains characteristics of
reactants and products, and represent the most unstable structure of the reaction. The main
characteristic of the transition state is that its life time is lower that the vibrational move of
a bond. This particular vibration of atoms tilts the transition state towards the products.
These energy surface maps are plotted against two reaction coordinates, that represent two
bonds in the system. However we have to consider that the number of real coordinates of
the system is of the order of 3N-6, where N is the number of degrees of freedom, that is, the
number of atoms in the system, and would lead to a hypersurface representation, that would
be very difficult to imagine and represent. Taking into account all these elements (valleys,
peaks, transition states and reaction coordinates), we can obtain an approximation of the
possible path that a reaction  will follow,  by observing the  path of  minimum slope on the
surface. 
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However, we have to consider that this is not going to be the only pathway along which the
reaction passes, but it  will be the most probable. Most of the reactions that start  at the
reactants  will  pass  through  the  transition  state,  but, because  molecules  and  atoms  are
associated to different vibrational modes,  and also depending on the initial  coordinates,
velocities and momenta of the molecules, they will be in different ground state or excited
states.  This  situation  will  provoke  different  vibrational  states  and  therefore,  different
structures, which means that the pathway followed to the products will be slightly different.
So,  as  we  have  seen  above,  there  will  not  be a  single  path  to  pass  from reactants  to
products, but an ensemble of reaction paths.
An additional element can be found in energy surface maps, known as  an  intermediary
state.  It is  considered  to  be stable  structure  found  at a  transition  state  point,  so  this
intermediary state will be surrounded by two transition states, one that separates it from the
products  and the  other  between it  and the  reactants.  depending on the  height  of  these
barriers, the lifetime of the molecule will be long (if the barriers are high) or short (if they
are  low).  Any chemical  structure  that  remains in  a  transition  state  for  longer  than  the
vibrational frequency of a bond (between 10-13 and 10-14 seconds) can be considered as an
intermediary. 
1.4.Transition state theory
One of the theories used to explain activated complexes studied in our systems is transition
state theory. This approach establishes that reactants and activated complex (or transition
state complex) are in a quasi-equilibrium condition. Transition state theory analysis assume
that  the  rate  (k')  by  which  the  product  C  is  produced  is  directly  proportional  to  the
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If we considered a quasi-equilibrium state between reactants and  the  activated complex,
and combining equations 1.4.2 and 1.4.3, we obtain that:
[AB ' ]=K ' [A][B ] (1.4.4)
where K' is the equilibrium constant between the reactants and the activated complex. If we
combine equations 1.4.2, 1.4.3 and 1.4.4, we obtain that the global equilibrium constant k
from the reactants to the product is:
k=k ' K ' (1.4.5)
As  we have  seen  above,  activated  complexes  depends of  the  vibrational  modes  of  the
atoms. This vibration,  which governs the transition to the products, is related  to the rate
constant k' and the frequency of vibration, ν, but does not only depends on vibration modes.
The arrangement of the atoms in the activated complex and the rotation of the molecule
make that  some vibrational  modes  are not favorable for the pass  to the products.  This
information  is  given  by  the  transmission  coefficient,  κ  (see  equation  1.4.6).  Because
activated complex should be in equilibrium with reactants, transition state theory considers
these vibrational modes and atom rearrangements close to one, being the rate of passage
proportional to these two elements:
k '=νκ (1.4.6)
With respect to  the equilibrium constant K',  because the short  lifetime of the activated
complex, we are unable to have a Boltzmann distribution of states, so it is necessary to








If we return to equations 1.4.5  and 1.4.6, and substitute the terms, we obtain the Eyring
equation  (equation 1.4.8).  This  equation only depends  on the  proper  disposition  of  the
atoms  in order to pass from activated complex to products (transmission coefficient), the








The  main  objective of this thesis  is centered on the implementation of a new theoretical
method that permits us to study chemical reactions based on the combination of existing
BMD tools and QM theory. To test our approximation, we focus well known systems that
are included in NTPases family. Specifically, and because of the limitation of QM theory
level,  our  study  has  focused  on  the  how  catalytic  water  molecule  is  activated  during
nucleotide hydrolysis. Thanks to the flexibility of the method provided by SMD and US, all
different hypothesis proposed about which is the base of the reaction can be studied. Energy
decomposition provided by QM/MM interface allow us to estimate not only the energy of
the reaction (HQM) but also the influence of protein environment (HQM/MM).  On the other
hand,  the  elevated  number  of  structures  generated  and  the  overlapping  among  them,
provide statistical  strength  in  spite  of  the  QM theory employed  in  the  current  studies.
Another important fact is that the method presented can be combined with different QM
theory levels, so new methods can be applied.
A second  objective  in  this  thesis  consist  on  the  description  of  the  chemical  reaction
performed in the biological systems used to test the method. Although several experiments
reveal the effect of specific residues in the activity of a protein, sometimes, the concrete
function cannot be well defined. Here we study, using the method described, the possible
functions and effects of the residues that have been proposed as base of the reaction in Ras,
FoF1 ATPase, and myosin systems, as well as the influence water molecules in catalytic site,
which absence is impossible to check current molecular biology techniques.
Finally, a third objective, consist of the study of FtsZ system, in order to obtain a complete
model of the polymerization/depolymerization event. We propose a computational model of
different  length  filaments  in  order  to  understand  the  differences  of  catalytic  sites  in





2. Materials and methods
In this chapter, the principal methodological aspects that have  been followed during  the
work for this thesis are explained. The first part is an overview of how force fields define
atomic  interactions,  and  which  are  the  simulation  conditions  in  order  to  reproduce
experimental ones. We will see how initial data are obtained, the pipeline followed in the
data processing for the protein structures, the conditions we used to perform MD analysis
and  how  we  stability  is evaluated.  Finally,  we  will  introduce  the  principles  of  BMD
techniques, and how the can be used for the study of chemical reactions.
In a second part of this section, we provide an introduction to  QM/MM  theory  and  how
energy surface maps, based on it, are produced in order to extract the information explained
above and determine reaction paths. In order to validate the method exposed, we will study






When we perform an analysis of protein structure using MD, every single data set must be
analyzed individually. This includes information regarding the type of molecule analyzed,
the experimental conditions that have been used  to determine the structure  and  whether
there are missing residues and atoms in it. However, it is also necessary to consider a series
of  common steps  that  should be  performed for  every structure  analysis.  One of these
common steps we include is the analysis of the missing atoms and residues and how they
are replaced. Such residues can be modeled based on templates (homologous proteins) or
replaced by geometrical restraints, where distances and torsions can maintain the geometry
of a missing region.  However this latter option should only be  adopted when the region
does not affect the region of the structure studied.
Another  important point is  the force field  that is going to be used and that describes the
interactions between the atoms in the system. A large range of different force fields can be
found in  the  literature,  where every one of them presents different properties that cover
structure stabilization or charge calculations.  Solvation conditions, ion concentration, pH
value, the ionization state of the residues or the presence of disulphide bonds are other steps
that have to be considered when a biological structure is analyzed. These aspects allow us
to perform productive MD that will  permit  us to obtain a stabilization of the system  in
accordance with the force field chosen and close to experimental conditions. An evaluation
of the stability is necessary in other to perform additional studies of the structure.
All the studies  that are presented here were performed using the MD package AMBER
(versions  10 and 11)49, one of the most  commonly used MD programs in  the scientific
literature.  The  analysis were performed using AmberTools, versions 10 and 11. AMBER
has been widely used in our laboratory for many years, proving our team with considerable
experience in  MD and  BMD analysis8,50–52, and more recently, in  QM/MM53,54. Different
MD packages can be found (CHARMM55, GROMACS56 or NAMD57),  that permit similar
analysis of the structures  to be performed. We will see how MD stabilization is achieved
from obtaining the original data, and how under an established structure, reaction pathways
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are studied  with energy surface maps using QM/MM  theory in combination with BMD
techniques. 
2.1.1. Determination of the water environment
One aspect that we have to consider when working with biomolecular systems is that, in
most cases, the system is going to be solvated with water. MD is able to represent the water
environment that enclose the macromolecular systems, in order to reproduce and maintain
more accurate cell  conditions.  There  are  two principal  ways of represent the water
environment:
− Implicit water molecules: where the electrostatic embedding is calculated with the
Poisson-Boltzmann equation. The  aqueous environment is represented as a
continuum, without taking the water molecules for the calculation into account, so
the  system will be accelerated. This  is  caused  because  there are  not collisions
between the system and the water molecules,  so no friction exists. This kind of
approximation is useful when we consider studying wide conformational changes
that cannot be studied using long MD with an explicit solvent. The combination of
an implicit solvent with BMD techniques, such as SMD, allows us to study a wider
conformational  space.  A good example of  this  combination can be found in the
study  of  the  F  protein  of  the  paramyxovirus  performed  by  our  group  as
complementary  work  to this  thesis58. A problem associated with this kind of
representation is that the dielectric constant calculation is based on the accessible
surface, which implies that hidden surfaces are not taken into account for the
calculation, but which may be solvated. These hidden surfaces include the catalytic
sites of enzymes, where the presence of water molecules could be essential, as we
will see. An additional problem is that for large complex system, the solvation
surface is very large, which means that the computational cost would increase.
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− Explicit water molecules: this method uses explicit water molecules as the aqueous
environment;  that is,  the water  system is  included in the calculation of the MD
algorithm. From the computational point of view, this method  is more expensive
than the implicit one, because the size of the system increases considerably with
small  variation  of  water  box  size.  However,  this  method  represent  better  the
conditions of solvation because takes into account the interactions and collisions of
the proteic system with water molecules. There are different geometries to solvate
the macromolecular system (octahedron, dodecahedron, cubic, triclinic). In order to
maintain a continuous environment, it can be established what it has been called
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periodic boundary conditions or PBC. A scheme can be found in figure 2.1. This
method generates different images of the original system (macromolecule and
environment), so the molecules that are placed in the boundaries of the box can
sense the molecules of the opposite edge of the box. In this way, the system will be
solvated constantly by real or imaginary waters. Another advantage of PBC is that
avoids the evaporation of water molecules. Interactions will be calculated between
real atoms or between real atoms and imaginary atoms, but never between
imaginary ones.
The method chosen here  is the  explicit  one.  Several  such models  can  be  found in the
Isothermal–Isobaric  ensemblescientific  literature59,60.  The  model  used  here  is  the TIP3P
model. Although there are several water models that could represent the water environment
better from the point of view of density and diffusion, TIP3P is a well-accepted model that
is widely  used  in  MD  studies  and  that  allows  a  fast  calculation  of  the  solvation
environment.
2.1.2. Ensembles
Pressure, volume, temperature and energy system are some of the parameters that have to
be controlled by MD and depending on which ones are controlled, we find different kinds
of ensembles. In MD an ensemble is considered to be the group of different systems that
conforms our phase space, that is, real system and the copies that  constitute  the lattice in
periodic boundary conditions. Principally, we find three different ensembles:
− Microcanonical ensemble (NVE): total energy,  volume and number of atoms that
comprise the system are considered constant, so no variations are observed in these
variables.  The system is involved in an adiabatic process where no heat transfer
takes place. 
− Canonical ensemble (NVT): the ensemble of systems can exchange energy with an
external  bath,  which  maintain  the  temperature  of  the  ensemble.  Temperature  is
maintained  using  a  weak  coupling  algorithm,  that  maintain  an  appropriate  total
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energy according to the temperature selected.  The distribution of atomic collisions
tends to ensure an even distribution of the temperature, but only with  an  explicit
solvent,  where collisions  with  the  environment  avoid acceleration of the protein
atoms. 
− Isothermal–Isobaric  ensemble  (NTP):  pressure  and  temperature  are  maintained
constant with variations in the volume and the exchange of particles. This ensemble
is the closest to laboratory conditions. This method is not adequate to membrane
simulations,  where  the  pressure  conditions  are  not  the  same  along all  the  axes
(anisotropic conditions). All the calculations presented in this thesis were performed
using an NTP ensemble.
2.1.3. Force fields
Since several years ago, MD approximations have treated atoms as individual particles with
mass, whose movement is resolved by the forces of attraction and repulsion generated by
interaction with the other atoms in the system. The energy of the system will depend on the
relative positions of every single atom and therefore, it is considered to be potential energy.
The total potential energy is  the sum of the potential energies of the individual  atoms. A
simple way to consider this potential energy is as the sum of the energies associated with
the covalent and non-covalent bonds between atoms:
V total =V covalent +V noncovalent
 
(2.1.1)
Covalent interactions are normally defined by equations that represent harmonic potentials.
In this way, distances (between contiguous atoms), angles and dihedrals are expressed using
the following kinds of expressions:
V bond=∑ k b (b−b0)2  (2.1.2)
V angle=∑ k θ (θ−θ0)2  (2.1.3)
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V angle=∑ k ϕ (1+cos (nϕ ))
2  (2.1.4)
where b0, θ0 and Ф0 are the reference values for distance, angle and dihedral. Kb, Kθ and KФ
are the force constants that maintain the value of the potential close to the reference value.
Strong constants will penalize fluctuations with an increase in the total energy. The fourth
types of terms are those that correspond to non-bonded interactions, that is, Coulombic and
Van der Waals terms: 
V nonbonded=∑( Ar12)+∑(Cr6)+∑ ((q1 q2)(Δr ) )  (2.1.5)
In accordance with all these terms, the total energy of the system will be the result of the
sum of all the terms:










This is the most simple form of expressing the total energy function of a system, which is
able to reproduce the fundamental characteristics of protein energy surfaces with atomic
resolution. The combination of total energy and  the different parameters that have an
influence over it, is what has been called the  force field.  Data  sets  containing these
parameters  are  obtained  from  experimental  procedures  (such  as NMR)  or  high-level
quantum mechanical calculations.
Many force  fields  can  be  found  in  the  literature,  depending  not  only  of  the  MD
implementation used (although they can be used independently of the program) but also on
a lot of decisions  concerning which data are going to be emphasized in order to  obtain a
better  fit,  how  areas  out  of  the  fit  region  are  handled,  and  also  the  computational
performance in the calculations61. Therefore we will find force fields that are better adapted




In the case of the computational studies performed in this thesis, the force field chosen was
ff99SB,  which is widely used in  the  literature62 and is the basis for more modern force
fields that can be found in the latest versions of MD packages, like ff10, ff12, ff99sb-ILDN
and ff99SB*-ILDN.
2.1.4. Data sources
The initial point of every single study performed for this thesis was  to  obtain of the
structure on which the study was performed. Mainly, starter data are  contained in a PDB
file, that is, a structure stored in the Protein Data Base63 (www.pdb.org), where a collection
of thousands of structures that has been solved  mainly using x-ray crystallography or
Nuclear Magnetic Resonance (NMR) can be found. Every single file contains information
on how that structure has been resolved, the resolution of the structure (the confidence in
the atoms coordinates), if there are some residues or atoms that could not be resolved (and
that will require some  type  of modeling treatment,  as  pointed  out  above), and the
coordinates of the atoms that from the system.
Another way to obtain the structure of the system is  via molecular modeling of the
structure, based on the amino acids sequence of the protein of interest and the structure of  a
homologous protein.
In most cases, structures obtained from Protein Data Bank have  some atoms or  missing
residues. Two alternatives can be applied at this point. If we talk about missing atoms, they
can be added to the  pdb file  if the residue is known, but always taking into account that
there could be some overlap and collisions with the atoms of the nearest residues. In the
analyzed structures here, we based on the different rotamers libraries of PyMol when a
collision was found after the addition of the missing atoms. 
When the missing part is a consecutive sequence of amino acids (mainly loops and highly
fluctuating regions), there are two options. First is the use of protections at the ends of each
missing sequence. These protections consist of two molecules that form a peptide bond
with the  end  amino acids, adding a methyl group (-CH3) to each end, so the charges are
neutralized  and not  additional  ones  are  added.  At  this  point,  and with the  objective  of
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maintaining the molecular structure in that region, additional restrains (distance, angle and
dihedral types) should be added. The other option is to model the missing region with either
a homologous protein or the result of accessing the different databases and servers where
the loop can be model using the amino acid sequence. 
In  proteins,  there  are  some  residues  that  need  to  be  revised  individually.  These  are
histidines and cysteines. In the case of histidines, we need to look at the protonation state of
every single one. This will  depend on the pH of the environment and the neighborings
residues around the histidines. At this point, we find three different protonation states: Nε,
Nδ or double protonantion. The decision as to which state is chosen is based on the results
given by H++ server64. For cysteines, it is necessary to check in the structure the position of
every cysteine in order to check whether they can disulfide bond, forming a covalent bond
between them.  Disulfide bond construction is performed using  the  AmberTools program
LeaP. Because structure added to LeaP present all residues with hydrogen atoms according
to  the  pH  value,  it  is  necessary  to  remove  the hydrogen  atoms  of  cysteines,  thereby
obtaining a oxidated state of the residue that permits bond formation. We should change the
protonation state of the two residues that comprise the bond by removing the proton bonded
to the sulfur atom.  If no  disulfide-bond  is  formed, we  may experience a change in the
tertiary structure of the system.
Proteins are usually resolved with attached cofactors and ligands. In the cases of enzymes,
they may be crystallized in the presence of compounds that present an analogous structure
to the ligand or the ligand in the transition state form, that is, the highest value of energy in
the reaction pathway. These transition states present the peculiarity that they are not stable
because at this point the reaction progresses quickly towards the products. Some transition
states are stables because of the protein function. In this case they are called intermediaries
of the reaction, presenting a longer life than transition state structures.
These analogs are molecules that block the protein in a conformation that approximates that
of the transition state. If we focus on NTPase proteins, the analogs of the transition state are
usually ligands that reproduce the trigonal bipyramid that  the nucleotide form during  the
transition state. There are several compounds, some of them are AlF4 or VO4 derivatives. If
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we want to study the reaction with the proper ligand, we must replace the analog atoms for
nucleotide ones. It is usually the atom that occupies the position of the γ-phosphate. It could
be  possible  that  we  can't  find  these  ligands  in  the  force  fields,  so  we  may  need  to
parameterize it in order to include them in the calculations.
2.1.5. Topology and parameters
Once the structure has been checked and the proper initial conditions have been obtained,
the next step consists of generating the input files for the MD simulation. Although every
single MD package has its own file formats, all of them need two initial data: the topology
of the molecule and the initial coordinates of the atoms. The term topology refers to the
order of the atoms inside the molecule. That is, which is the initial atom, which are the
adjacent atoms,  whether there are ramifications  of the main chain (side chains, chemical
modifications, etc) and where the main chain ends. In this way, the bond type between two
atoms,  or  the  angle  and  dihedral  values  between the  atoms  are  also  established.
Furthermore, the input file refers to the atom types,  which includes the atomic properties
(charges, Van der Waals radius, etc).  The coordinates  of the atoms are the second input
parameter; a single file where the coordinates are stored in the same order as it was found
in the topology file.
Additional information that can be found in these files will depend on the experimental
conditions:
– System solvation: although different solvent can be used, in the case of proteins and
concretely in this thesis, the systems were solvated in an explicit water box system
(see above). Because periodic boundary conditions are used in simulations, small
boxes can be used, but taking into account translations and rotations of the proteins,
in order to avoid contacts with the image of the molecule. Information about the box
size and position are saved in the coordinate files, with the positions of the water
molecules.
– System  charge:  because  the  Particle  Mesh  Ewald  method  for  computing
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electrostatics works most reliably when there is no net charge on the system, one of
the steps is  to  neutralize the system.  Depending on the total  charge,  positive or
negative ions are used. The normal process consists of substituting some molecules
in the solvent with those positive or negatives ions. Additionally, salt concentration
can be controlled with total number of ions.
2.1.6. Minimization phase
Once the system has been prepared and experimental conditions have been established, the
next  step  is  to  minimize  the  structure.  From  a  computational  point  of  view,  the
minimization  process  consists  of finding the  minimum  value  for  the  potential  energy
function for an ensemble of independent variables. In the case of proteins, these variables
correspond to the number of atoms (N) in a given space (3N). Because of the high number
of atoms in a protein (a small system can be composed of more than 10-20 atoms), it is very
difficult  to  obtain  the  minimum  energy  value  of  the  function.  In  the  case  of
macromolecules,  the accessible  conformational  space explored  by minimization  will  be
very small. As a consequence, only small rearrangements will  be  produced. In this way,
small collisions and the worst steric problems between  the  side chains of amino acids or
bad geometrical values because a ligand substitution (and also in the protein structure) will
be solved by minimization. 
The idea is that minimization takes the initial coordinates of the atoms that form the protein
and scans the space defined with small increments  in  each coordinate, so  that for every
increment,  the  potential  energy can  be estimated  and evaluated  in  accordance with the
previous step.  One of the limitations of the method is that,  because the conformational
space explored is small, many different accessible minimums will never be reached. In such
cases, only MD can explore other minimums. During the experiments performed  for  this
thesis, minimization was performed using a combination of two methods:
• Steepest descent method:  We consider any continuous and differentiable function
that can be expanded as a Taylor series. The first derivative is treated as the slope of
the potential surface, that is, the force. In the steepest descent method, the direction
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of the shift will be parallel to the net force of the potential surface. In other words,
the  algorithm  will  search  for the  direction  in  which the  minimum  slope  is
encountered. The method takes the initial coordinates of the atoms and  selects a
direction  with  a  chosen  increment  (see  2.1.7  formula).  For  each  step,  if  the
calculated  potential  value  is  lower  to  the  previous  step,  another  iteration  is
performed. The step size will decrease in the moment the potential value will be
higher  than  in  the  previous  step.  One  problem with  this  method  is  that  if  two
consecutive steps have the same value, the algorithm stops without  reaching the
minimum of  the  potential.  This  method  searches  for  a local  minimum,  without
taking into account small minimums, what provoke that the structure reached will
not differ greatly from the initial structure.
x k=x k−1+λk sk (2.1.7)
• Conjugate gradient:  This method takes the gradient information of former steps.
This information will be applied in the gradient calculation of the following steps.
That is, while  the  steepest descent  method  always  selects  the minimum slope,  the
conjugate gradient method varies the direction considering the previous steps.
In  the  case  of  our  minimization  protocol,  all  the  structures  are  minimized  over  10000
conjugate gradient  steps, being the first four cycles of steepest descent at the start of the
minimization  run  (obtaining  a  fastest  minimization  protocol) and  thereafter  every non-
bonded pairlist update, following the AMBER protocol.
2.1.7. Equilibration, stabilization phase and productive MD
Once bond distances and large steric problems have been solved by the minimization steps,
next phase consists of adapting the system to the experimental conditions in our case, that
is, to the canonical ensemble. An adaptation to the selected force field is done too. During
the minimization phase,  the  working temperature is close to 0 K because only potential
values  have been  calculated,  so  the  temperature  must  then  be  established  at room
temperature  (298  K),  in  order  to  obtain  the  thermal  agitation  in  the  system.  This
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temperature  increase  is  achieved by  increasing  the  temperature  with  a  δt  of  10  K per
picosecond. During this phase the Cα trace is maintained with a potential restriction on the
dihedral  formed  by  the  atoms,  taking  as  reference  values  those  obtained  after  the
minimization phase. This avoids any possible  changes in the tertiary structure during the
heating  process. Additionally, and depending on the system, there are some cases where
some distances must be maintained during the heating phase. These distances are usually
located in the active site of the protein, where the nucleotides are bound in the NTPases
case. These distances involve distances between  the  nucleotide and waters or side chains
bounded to the ligand. This is done in order to maintain the geometrical structure resolved
in the x-ray or NMR structures. In the remaining rest of the protein, no such restrictions are
applied to the side chains of the amino acids, ions or solvent. In this phase (and if the
canonical ensemble has been chosen), the pressure will also be established as atmosphere
conditions.
The stabilization  phase  consists  of adapting  the  structure  to  the  ensemble  without  any
restrictions.  For  15 picoseconds, all  the  restrictions are removed gradually decreasing the
constant  force  of  the  potential,  so,  that  eventually,  no  constant  force  is  applied.  As
mentioned above, depending on the  system, some restrictions are maintained. This is the
case of transition states, where  the  structure of the ligand must be maintained. Without
these restrictions, the ligand would revert to the products.
Once the restrictions have been removed, what is called productive dynamic starts: a long
dynamic in experimental conditions (native conditions),  during which the stability of the
system is monitored. The simulation time varies depending on what is studied and it is also
limited by the size of the system and the computational power avalilable. It takes several
weeks  to  obtain  simulations  in  the  range  of  nanoseconds  for  systems  of  hundred  of
thousand atoms that include explicit waters (although nowadays, GPU computing is solving
this  limitation,  with  a  high  performance  in  nanoseconds  per  day,  allowing  to  reach
microsecond simulations, which is on the order of conformational changes in real proteins).
There are some parameters that allow us to decide whether the protein is stable or not:
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• Total Energy:  This is a good indicator of the stability of the system consist in the
monitoring of the total energy of the system (kinetic and potential), observing the
lack of fluctuations along the trajectory and the stabilization around a proper value.
Energy fluctuations can often be attributed to structural changes.
• Root  Mean  Square  Deviation  (RMSD): This  measure  provide  the  structural






2=√ 1N i∑ (r ia−r ib)2 (2.1.8)
A good RMSD value will be under crystal resolution, reducing the increment and
fluctuation in time. 
• Root Mean Square Fluctuation (RMSF): Indicates us the mean fluctuations of the
atoms selected  respect  to  a  reference  structures,  that  corresponds  to  an  average
structure of the trajectory. 
• Radius of Gyration: It indicates the variation of the distance between the atoms of
the system an its center of mass.
• Principal  Component  Analysis  and  Cosine  Content:  Data  obtained  from  the
covariance matrix of a protein, usually calculated over the Cα trace. Describes if the
conformational  changes  along  a  trajectory  in  a  protein  is  because  of  random
diffusion of the structure (value close to one) or because of inner changes in the
protein structure (close to zero).
The normal simulation time step is established  as 1 fs. When a fastest step is performed
(around 2 fs / computational step), we would find a problem associated to the energy of the
protons.  This  is  because  the  potential  energies  that  define  the  distances with  hydrogen
atoms are very narrowly defined, so variations in the positions with a bigger step provokes
higher energy values, which causes a readjustment in the atoms of the system. In order to
avoid  this  problem,  the SHAKE algorithm is  applied.  In  general  terms,  this  algorithm
45
2.1.7.Equilibration, stabilization phase and productive MD
doesn't take the hydrogen atoms into account in the calculation of the new positions of
atoms and therefore, no velocity is applied to them. After every step, hydrogen position is
established according to the position of the linked atom.
2.1.8. Steered molecular dynamics (SMD) and umbrella sampling (US)
MD usually works  on  a nanosecond  time scale,  reaching microseconds  only when small
systems are studied65.  This limitation  on the simulation time  means  that some structural
changes that involve a reorganization in the secondary or tertiary structure are impossible to
observe during  a productive  MD,  because they are  usually produced in  a microsecond or
millisecond range, accesing to a larger conformational space. 
SMD  is  a  computational  approximation  that  permits us  to  study  the  inaccessible
conformational space of a productive MD. A comparison of this behavior can be found in
biotin-avidin experiments. Biotin is so strongly bound to avidin that spontaneous unbinding
via  thermal  events  only  happens  at timescales  of  weeks  while  with  atomic  force
microscopy, the event can be studied on a timescale of microseconds to seconds. The SMD
technique is included in the BMD techniques. The principles of SMD66,67 are very similar to
those applied  in the atomic force microscopy68,  optical tweezers69 or biomembrane force
probe70.
Two SMD modes can be used. The first consist of increasing the distance with respect to an
initial coordinate, x0, using a constant velocity. The displacement of the molecule, atom, or
spatial coordinate we are using to pull will be constrained by an external potential that will





where K is the stiffness of the harmonic potential used to pull. Therefore, the force used 
will correspond to the following expression:
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F=K (x0+vt−x ) (2.1.10)
The second SMD working mode consists of applying a constant force during the pulling. In
this case, the stiffness of the potential will vary proportionally to the time (K = αt). In this
case, the force will correspond to the following expression:
F=α t (x0−x) (2.1.11)
These principles, that as we have seen are aimed at the study of protein unfolding, ligand
unbinding from a protein or protein-proteins/membranes  interactions, among others, can
also be applied when we study chemical reactions, and they reveal the chemical processes
that take part in an enzymatic reaction as we will see in the following sections.
It  may be  that in the ensemble of structures represented in a MD trajectory, some of the
structures present a low density. In the same way, during a SMD trajectory, some structures
can be skipped because we are using a high velocity or because some energy transitions can
be  ignored.  In  order  to  increment  the  density  of  our  sample  and  study the  transitions
defined by our coordinate, we use US. This method permits us to obtain a good sampling of
our trajectory using small variations in our reaction coordinates. The small increment in
distance  will  create  overlapping  between  the  sample windows  (in  our  case,  reaction
trajectories), permitting us to obtain a good sampling of our defined conformational space.
Additionally, the combination of SMD with US permits us to reduce the possible bias effect
that we could generate with the former alone.
2.2.Energy surface landscapes using the QM/MM 
interface
The study of chemical reactions requires the formation and the rupture of chemical bonds.
Because MD establishes bond distances between atoms using harmonic potentials in order
to maintain  the  values obtained in experimental results,  it  is impossible to break bonds.
There are a kind of potentials,  the Morse potentials, that can define the energy necessary
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for  the formation and breaking of a  bond, since an activation barrier can be defined in  a
potential equation. However, this approximation presents several limitations, considering
that no reorganization of charges or atomic orbitals are performed when using this kind of
potential.  Additionally,  the  assumption  of  an  activation  barrier  for  every bond distance
would prevent the study of the activation barrier in the reaction since it would be defined a
priori. 
Therefore,  the  most  suitable approximation  to  this  problem is  through the  use  of  QM
approximations that allows us to study the catalytic processes inside the protein. The whole
system cannot be included in the QM calculations, since every orbital reorganization should
be calculated between all the atoms in the system, which would be a severe limitation from
the computational point of view. A reasonable number of atoms that performs well in terms
of calculation time is close to 150 atoms, compared to the thousands of atoms that forms a
solvated system. To resolve this problem, we use QM/MM, or specifically, in our case, the
QM/MD  implementation.  This  approximation  permits  us  to  define  our system  in  two
delimited regions. The first is what has been called QM part, which includes all those atoms
that play a direct role in or have direct influence in the catalysis of the reaction. Focusing
on the study of nucleotide hydrolysis, this includes the atoms close to the phosphate part of
the nucleotide and those residues close to the catalytic water. The second part is formed by
the rest of the system and correspond to the MD calculation and that  is governed by the
classical movement equations as we have seen in the section 2.1.3.
This  approximations  means that  an  additional  term must  be incorporated  into  the  total
energy calculation,  which,  as we have previously seen, is composed  of the bonding and
non-bonding terms of classical force fields. The distribution of the system into QM and MD
parts  generates a  QM/MD interface,  where  the interactions  between atomic  nuclei and
electron clouds in the QM part and point charges of the MD atoms in the MD part should
be taken into account as an additional term of the total energy in the system, as we see in
equation 2.2.1:
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E eff=〈Ψ∣H QM+H QM /MM∣Ψ〉+EMM (2.2.1)
This HQM/MD energy term can be decomposed in three terms:
H QM /MM=∑q ∑M [qm helectron(xe , xMM )+ zq qm hcore(xQM , xMM )+(
A
r qm
12− Br qm6 )] (2.2.2)
where  qmhelectron  (xe,xMM) corresponds to the interaction between  the electron clouds of the
QM atoms and the  point  charges  of  the  MM part; zqqmhcore (xQM,xMM) is  the  term that
represents the electrostatic interaction between the point charges of the MM atoms and the
cores of the QM atoms; and the last term is the Lennard-Jones interactions between the QM
and MM atoms.
The definition of our system considering  both QM and MD parts, permits  us  to simulate
enzymatic reactions,  taking  the whole protein environment  into account,  as governed  by
MD  equations.  These  are different  from  other  approximations,  where  the  protein
environment  is  minimized  with  respect  to  specific  structures71–73.  These kind  of
approximations permits the use of ab initio methods in the calculation of the QM energy,
which makes them more accurate in the energy values calculations. This calculation of the
energy and structural reaction pathway is defined by local minimizations of initial and final
state, defining the activation barrier by the minimization of the considered transition state,
what could lead to an error since an ensemble of different reaction pathways pass through
transition  state.  The  use  of  MD  would  permit  to  obtain  a  wider  study  of  atomic
rearrangements in the MD part in accordance with the QM transitions. In this way, and as
we  will  see,  in  our  study,  the transition  state  will  be  compound  by  an  ensemble  of
structures.  The energy value of the transition state will be given by the values of these
individual structures.
In this way, we have developed a theoretical approximation that combines  the  QM/MD
interface  with  the  MD techniques of  SMD  and US.  The idea  is to  study the  different
reaction pathways that are accessible considering the two reaction coordinates chosen. As a
result,  we obtain an energy surface landscape that reveals the most favorable pathways
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according  to  the  selected  coordinates.  As  we  will  see,  this  kind  of  maps  provides
information  regarding the routes that a chemical reaction could follow according to the
reaction coordinates and additionally, they permit us to compare activation barriers in order
to compare different routes, evaluating the effect of the environment.
2.2.1. Energy surface maps
For the analysis of a reaction using the QM/MD approximation we need a starting structure
that comes from a MD stabilization. For the analysis, we use the structure based on the data
collected  for the  mean distance  between the  atoms that  are  to  be  included in  the  QM
calculation.  Another  option would be consider an average structure of the last part of the
stabilization, minimizing this structure.
Prior to the reaction pathway analysis, the structure obtained must be established under the
QM/MD conditions.  In  this  phase,  the QM  region  is  defined.  In  accordance with the
nucleotide hydrolysis,  the principal atoms selected belong to  the ligand (in this case the
nucleotide), the waters that could have an influence on the hydrolysis, and all those residues
that are close to the ligand. This last step is usually based on experiments in the literature.
During QM stabilization, bond distances in the QM region are maintained for around 200
picoseconds  by restraints,  which are removed them when quantum energy is observed  to
stabilize, by reducing the force constant during the next 50 picoseconds. The system will be





Once it has been checked that the structure is stable (the criteria used are the same than in
MD, but  adding the QM energy of the QM part  to the analysis),  the next  step consists of
creating a reference trajectory. The reference trajectory contains an ensemble of structures
that will be used as  starting structures for the trajectories that will form the surface. This
trajectory is created by maintaining one of the chosen coordinates fixed (the value will be
taken from the stabilization) and varying the other  using  the SMD method.  We name the
coordinate  that  is  held  fixed A and  the  one  that  is  varied  B,  in  order  to  simplify the
terminology. The variation in distance chosen is δr = 0.025 Å per picosecond.  This value
permits a good sampling of the structures and energies along the coordinate. Additionally,
the small difference  in distance  allows  an overlapping between the adjacent trajectories,
applying the US procedure. Larger values could lead to empty regions in the phase space
defined by the reaction coordinates. The distance is  governed by  a flat-bottom harmonic
potential, which permits us to obtain this overlapping not only inside the trajectory but also
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in the adjacent  trajectories. Once the starting structures have been generated,  we generate
the  trajectories  that  define  our  conformational  space.  The  number  of  trajectories  is
established by the increment chosen in the reference trajectory. For their construction,  we
now fix coordinate A with the value of the starting structure, varying coordinate B, using
the same δr,  governed by the same flat-bottom harmonic potential  and the same velocity.
The result is a grid of points that represent the different structures obtained by the variation
of  the  coordinates  (see  figure  2.4). In  this  way,  every  single  dot  corresponds to  an
individual structure with an associated energy. Only the HQM and HQM/MD energy terms will
be considered, since these terms provide the energy given by the reaction atoms and the
influence of the MD environment. The total energy of the MD part would mask the reaction
energy  since  the  effect  of  proteins  is  to accelerate  the  reaction  rate,  and  therefore,  a
downhill surface is obtained.
The surface obtained cannot  be analyzed  directly  because  of the  large fluctuation  in the
energy  for  the  individual  states.  To  obtain  useful  and  meaningful  information,  it  is
necessary to smooth out the data. We use the LOESS method for this case. A sample result
can be seen in figure 2.5. Using this method, we can compare different reaction pathways
using different reaction coordinates.
2.2.2. Validation of the method: the activation of a water molecule.
In order to validate this method and check the accuracy of the values obtained, we study the
simplest and well known mechanism: the activation of a water molecule using another one,
that  is,  the ionization of two water molecules  that results in a molecule of OH- plus a
molecule of H3O+. The result of this simulation show us the efficacy of the method.As we
have  explained, the system must be established in MD. The system consisted on a two
water molecules that were solvated with a 12 Å water box. The system was established in
MD conditions during 10 ns. Once the system was stable, the 6 atoms of the two water
molecules were included in QM part, maintaining the rest of the system in MD calculations.
QM stabilization was performed during 300 ps. The reaction coordinates used were the
distance between the proton of one of the water molecules,  called  wat A and the oxygen
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atom of the other water,  referred as  wat B molecule (bonding distance); and the distance
between the proton involved of wat A and the oxygen of wat A (breaking distance). 
The reference trajectory was made maintaining the breaking distance fixed and varying the
bonding with a δr of 0.025 Å, from 1.8 Å to 0.95 Å. If we had not maintained the breaking
distance, reaction would have produced. A total of 42 initial structures were obtained.They
were used to construct 42 adjacent trajectories which have bonding distance restrained. The
total number of different structures was 176400 with their own QM energy associated. The
density of the conformational space studied can be seen in figure 2.4. The smoothed surface
was calculated with LOESS. The free energy landscape obtained gave a ∆Gº of around 19
kcal·mol-1 between the initial and the final states, in complete agreement with the bulk
water value (∆G= -RT ln K= -19.1 kcal·mol-1 at 298.15 K and pH=7). This result allow us
the check that the method was valid to the study of enzymatic reactions in proteins, as we
will see in the section of the Results section below.
56
2.2.3.Limitations of the method
2.2.3. Limitations of the method
One of the critical steps found during the energy surface analysis was the election of level
of theory applied in the QM calculations.  Ab initio  methods,  as we explain  above, have
demonstrated to reach more accurate results since they can converge to the exact solution
when solutions are small and the basis defined for the atom interactions  can explain the
global set  of interactions. However these methods show a high demand of computer time
and memory usage. This point is critical when we want to study enzymatic systems, where
the number of  atoms that  take  part  in  the  reaction  is  around 100,  as in  this  particular
systems. The elevated number of trajectories and their length, makes unaffordable the study
using the theory levels. An alternative is found in semi-empirical Hamiltonians, where atom
interactions have been precalculated in a set of basis for specific systems, what accelerates
the calculations. Because atomic interactions are precalculated, it is necessary the election
of a method that include all the atoms in the hydrolysis reaction (C, H, O, N and P). The
methods that were available at that point of the work for this thesis and that included those
atoms were PM3 and AM1. The better geometrical optimization  led us to the choice  of
PM3.
However,  the  election  of  these semi-empirical  methods  have  associated  one  limitation:
there is no information  regarding the  d orbital in the atoms. This point is critical for the
global reaction, since there is a reorganization of this orbital respect to the phosphorus atom
during transition state, where this atom present a pentacovalent coordination and in general,
during the whole reaction. At this  point we had to assume a transition state disposition of
the ligand (the pentacovalent state with a trigonal bipyramid shape) in order to study the
first step of the reaction,  which includes the activation of the catalytic water molecule. In
spite of this limitation, we could perform a study about the possible bases of the hydrolysis
reaction. However, we can not make comparisons with global reactions.
This  approximation  with  PM3  have  proved to  be  highly accurate  since  the  recent
incorporation of a new DFT theory level into our methodology is currently reproducing the
results  in  the  study  with  the  global  reaction.  The  results  obtained  reveals  us  that  the
combination of QM/MD with SMD and US can provide a lot of information regarding how
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an enzymatic reaction occurs.  The development of new theory levels, based on DFT, will
permit us to obtain a very detailed information regarding the global reaction, observing the




In this  section we  present  the results obtained  in the elaboration of this thesis, including
MD dynamics studies and QM/MM analysis using the method described  in the previous
section.
A MD study about the division bacteria protein FtsZ is presented. Based on previous MD
studies about the behavior of the catalytic interface in the dimer, i.e, the minimum catalytic
unit, and on experimental data that  propose a different behavior in polymer interfaces of
FtsZ, a MD study of different length polymers were performed in order to characterize the
behavior of active site according to its position in the polymer.
Three studies are exposed in order to validate the method explained above, including in the
system the influence of a protein environment in a reaction. Concretely, the three systems
studied were the HRas, ATPase and myosin proteins. All of them, as we have seen, are well
known systems which mechanisms of hydrolysis has been studied for several years. Here
we propose a study of the possible bases that permit that hydrolysis was performed in the
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3.1. Molecular dynamics simulation of GTPase activity in
polymers of the cell division protein FtsZ. 
3.1.1. Abstract
FtsZ, the prokaryotic ortholog of tubulin, assembles into polymers in the bacterial division
ring. The interfaces between monomers contain a GTP molecule, but the relationship
between polymerization and GTPase activity is not unequivocally proven. A set of short
FtsZ polymers were modelled and the formation of active GTPase structures was monitored
using molecular dynamics. Only the interfaces nearest the polymer ends exhibited an
adequate geometry for GTP hydrolysis. Simulated conversion of interfaces from close-to-
end to internal position and viceversa resulted in their spontaneous rearrangement between
active and inactive conformations. This predicted behaviour of FtsZ polymer ends was
supported by in vitro experiments. 
3.1.2. Introduction
FtsZ is the core protein in the process of bacterial division11,74, being a main target for
inhibitor molecules with promising use as future antimicrobials75,76. FtsZ assembles in the
mid-cell into a large structure called the division-ring, which is formed of, among other
proteins, polymers of FtsZ19. The structure of the monomer–monomer contacts in the FtsZ
dimer, including the GTP site in the interface, was predicted (using 3D computer models) to
be equivalent to its eukaryotic homologous structure, the tubulin α/β dimer3. This
hypothesis was later confirmed by crystallography77. Several hypotheses have been posited
to explain the role of GTP hydrolysis in the functionality of FtsZ78–81. A previous work
using molecular dynamics (MD) simulations led to an explanation of the role of K+ in the
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active centre, as well as the prediction, experimentally corroborated, that GTPase activity is
dissociated from polymer formation82. Recently, analyzing substrate kinetics of the GTPase
activity of E coli FtsZ, it has been concluded that GTPase active sites in FtsZ are
independent of each other8. In this work, using MD simulations of modelled short polymers
of FtsZ, we have studied the active/inactive state of monomer–monomer interfaces. In
silico results were then tested by measuring the FtsZ GTPase-specific activity in vitro.
3.1.3. Materials and methods
3D modelling and molecular dynamics
Three-dimensional models of FtsZ polymers were constructed by successive structural
alignment of the two FtsZ subunits of the previously published MD-equilibrated dimer82.
MD simulations were performed using the PMEMD module of the AMBER10 package83.
Each modelled FtsZ polymer was surrounded by a rectilinear solvent box with a minimum
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distance of 10 Å from the edge of the box to the closest atom of the solute, and with
periodic boundary conditions, using LEAP. Adaptation to the AMBER force field was
performed by 10,000 steps of energy minimization using a cut-off of 12 Å and a δt of 0.002
ps. During the initial heating phase (200 ps), the temperature was raised from 0 to 300 K,
restraining the position of the Cα atoms with a force constant of 20 kcal·mol−1, reducing the
force constant in a stepwise fashion in the subsequent phase. After equilibration,
unrestrained MD was performed for 8 ns in each case, relocating the hydrogen atoms using
the SHAKE algorithm. The coordinates were saved for analysis of atom positions every 20
ps. Continuous tracking of the position of water molecules in the neighborhood of the
interfaces was performed using Ptraj-watershell.
Measurement of GTPase activity
E. coli FtsZ was purified by the Ca2+-induced precipitation method84. Prior to use, protein
was dialyzed in reaction buffer (5mM MgCl2, 250mMKCl, 50mMTris pH 7.5) and then
incubated at  different concentrations with 1mM GTP at 22ºC. Reaction was stopped by
dilution in 65mM EDTA in the same buffer, and phosphate concentration was determined
by  a  colorimetric  assay  using  the  green  malachite  reagent85,86.  Activity  values  were
calculated  by measuring  the  slope  of  the  linear  part  of  the  activity  curves.Results and
discussion
3.1.4. Results and discussion
GTPase interfaces in FtsZ polymers. 
To study the behavior of GTPase interfaces in FtsZ polymers, a set of three-dimensional
models of short FtsZ polymers (trimer, tetramer and pentamer) was generated using the
equilibrated structure through MD procedures of the FtsZ dimer described previously8 as
the initial template. We used this model as starting point because it locates the side chain of
some critical residues (i.e. the side chain of Asp residues 235, 238 and 72) in a position
suit- able for catalysis, solving some of the structural ambiguities exhibited by the original
FtsZ dimer structure78,87. A scheme of an active interface is shown in figure 3.1. In order to
evaluate the behavior of each active GTP centre, all systems were subjected to 8 ns of
63
3.1.4.Results and discussion
unrestrained MD. Sufficient sampling was evaluated as indicated in Supplementary data.
Throughout the MD, the position of the water molecules that came within 3.8 Å of the GTP
molecules at the interfaces was continuously tracked (see video 1). These included the two
water  molecules  in  the  coordination  sphere  of  the  K+  as  well  as  all  the  other  water
molecules that eventually reached the active centre during the MD. Fixed water molecules
in the coordination sphere of Mg2+ were excluded. For each water molecule traced, two
different measurements were recorded (figure 3.1): first the distance ‘‘d’’ from the oxygen
atom of the water molecule (Owat) to the phosphorus atom of the gamma phosphate (Pγ) of
GTP and also the angle ‘‘α'’ between the axis defined by the same Owat and Pγ atoms, and
the axis defined by Pγ and the oxygen 3 atom of the beta phosphate (O3β) of GTP. Only
water molecules located at a distance of 3.0– 3.8 Å from Pγ and at an angle greater than
110º with respect to the  Pγ–O3β axis, can hydrolyze the GTP molecule72,88,89. Those FtsZ
polymer interfaces containing water molecules that met these two conditions in a stable
way were considered as ‘‘active interfaces’’ in terms of GTPase activity.
Trajectory analysis of GTPase interfaces during molecular dynamics of simulated 
FtsZ polymerization. 
Figure 3.2 (A and B)  summarize the analysis of GTPase active and inactive interfaces in
simulated  FtsZ  trimer,  tetramer  and  pentamer  (a  complete  continuous  measurement  of
distance ‘‘d’’ and angle ‘‘α’’ of the water molecules at all GTP interfaces during MD are
shown in C and D of the figure 3.2).
In  the  case  of  the  FtsZ  trimer  (lane  III),  both  interfaces  contained  water  molecules
positioned at a suitable distance and angle, which remained constant through almost the
whole simulation, as previously described for the FtsZ dimer8.
In the FtsZ tetramer, only the interfaces located near the ends (IVA and IVB), but not central
interface  (IVC),  had  a  water  molecule  positioned  at  the  correct  angle  and  distance  for
catalysis (i.e. dark green line in plot IVB of figure 3.2 C). In the pentamer, only interfaces
VA and VB (nearest to the ends of the polymer) are active, whereas the central interfaces (VC
and  VD)  do  not  maintain  a  statistically  favorable active  position  for  catalysis.  In  the





in the neighborhood of Pγ in an unstable way (yellow to red lines in plot VD of figure 3.2
D), none of them remaining at the end of the trajectory in a stable position to lead to a
catalytic event.
In summary, the simulations indicated that only those interfaces located next to the ends of
the FtsZ polymers would be active, meaning that there are two active sites per filament. A
combination  of  factors  could  be  the  cause  of  the  different  behavior  exhibited  by  the
interfaces. The relative positions of all the residues located at the interfaces, their contact
distances (including the ones used in Mendieta et al.8), as well as residues proposed to be
related to monomer flexibility81 were traced during the trajectory. None of them exhibited
significant  differences  among  interfaces  during  the  MD  procedure,  so  no  individual
parameter can be used as a marker for the active/inactive state of each. Alternatively, the
putative movements associated with each protein segment in the polymers were modeled
using normal mode analysis.  The results  suggested that the cause appeared to be more
associated  with  the  capacity  of  each  monomer  to  adapt  its  movements  to  the  adjacent
monomers  through  the  corresponding  interface  (figure  3.6),  maintaining  the  correct
geometry of the active site.
GTPase specific activity of FtsZ in vitro. 
Consequently  with  the  MD  model,  if  the  polymer  length  increases  with  the  protein
concentration, the specific GTPase activity of FtsZ should eventually decrease in parallel,
because it  is  calculated dividing the activity by the total  amount of protein,  not by the
number of active sites. To test this hypothesis, we measured the GTPase specific activity of
FtsZ in vitro at different protein concentrations: from 1 to 40 μM. As shown in figure 3.3,
once reached the critical  concentration for  polymerization (1–2  μM),  there is  an initial
phase of rapid increase in GTPase specific activity at concentrations from 1 to 10  μM,
which we interpret as resulting from the formation of FtsZ short polymers exhibiting the
maximal  specific  activity (higher  ratio  of  active vs.  inactive interfaces).  After  this,  and
according to the model, a substantial decrease in specific activity was observed, lowering to
50% of  the  maximal  value  at  a  protein  concentration  of  40  μM.  In previous  work by
Sossong et al.80, GTPase activity values were also measured over a similar range of FtsZ
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concentration (figure 3.3,  insert).  The two series of values exhibit  a remarkably similar
relative variation.
Molecular dynamics of simulated FtsZ depolymerization. 
To  provide  more  specific  data  regarding  the  relationship  between  the  position  of  the
interface and its active/inactive state, an experiment was designed in which, after the 8 ns
MD  trajectory,  the  FtsZ  pentamer  was  shortened  to  tetramer  by  removing  the  lower
monomer (figure 3.2 B) and then subjected to an additional 8 ns of unrestricted MD. In the
new structure, the interface VA was no longer present and the interfaces VB and VD (now
IV'B and IV'D) remained in their respective positions and also exhibited the same behavior





active centre after 6 ns being rapidly replaced by a second water molecule that adopts the
correct  distance  and  angle,  thus  maintaining  the  active  conformation.  Results  are
summarized in  table  3.1 and detailed in  figures 3.4 and 3.5 A more dramatic effect was
observed at  interface VC (now IV'C)  which experimented a change in its  position from
centred to close- to-end: starting from an inactive state (figure 3.2 B, interface VC), a water
molecule localized in the proximity of Pγ adopted the correct distance and angle within the
first  4  ns  of  the  additional  trajectory (dark  green  line  in  figure 3.2 D,  interface  IV'C),
maintaining its new stable position until the end of the MD. Thus, the internal structure of
an inactive interface switched to active simply due to the change in its relative position
from a central to a close-to-end location. In conclusion, our analysis of the different ways in
which interfaces in FtsZ polymers behave indicates that GTPase activity may be favoured
at  the  end of  the  polymers,  supporting  one  putative  hypothesis  of  FtsZ filaments  with
independent  GTP  sites  recently  proposed  based  on  kinetic  measurement  of  GTPase
activity20. These results raise some questions on the in vivo function of FtsZ, in particular
on  the  connection  between  the  hydrolytic  reaction,  the  filament  dynamics  and  the
mechanical properties of the polymer. If the GTPase activity is restricted to filament ends,
then polymer bending caused by a putative GTP hydrolysis along the entire polymer cannot
be the force generation mechanism. Another important extrapolation of this model is the
reduction of the control point to only the two ends. Two discrete points per filament seem
easier to manage than a controlling mechanism extending along all the filament subunits.
Trimer (III) Tetramer (IV) Pentamer (V) Tetramer (IV')
- - VB: 86% IV'B: 79%
- IVB: 88% VD: 36%* IV'D: 16%
IIIB: 92% IVC: 29%* VC: 09% IV'C: 53%**
IIIA: 86% IVA: 92% VA: 98% -
Table 3.1: Maximum time (in percentage of total simulation time) of a water molecule located in a position
compatible with GTP hydrolysis in each oligomer interface. In bold, the interfaces predicted to be active.
* Active state was maintained only at the beginning of the MD, exhibiting gradual disordering along the trajectory.  ** Active state was
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Quantum Mechanics / Molecular Mechanics (QM/MM)
study
3.2.1. Abstract
Activation of the water molecule involved in GTP hydrolysis within the HRas–RasGAP
system is analyzed using a tailored approach based on hybrid QM/MM simulation. A new
path emerges: transfer of a proton from the attacking water molecule to a second water
molecule; then a different proton is transferred from this second water molecule to the GTP.
Gln 61 will stabilize the transient OH- and H3O+ molecules thus generated. This newly
proposed mechanism was generated by using for the first time the entire HRas-RasGAP
protein complex in a QM/MM simulation context. It also offers a rationale explanation for
previous experimental results as the decrease of GTPase rate found in the HRas Q61A
mutant and the increase exhibited by the HRas Q61E mutant.
3.2.2. Introduction
HRas protein is the most representative member of the Ras subfamily of small GTPases, a
form of soluble G-proteins involved in signal transduction21. G-proteins usually behave as
molecular switches; they shift between an active conformation, bound to GTP, and an
inactive GDP-bound conformation. In keeping with their function, these proteins present
very low intrinsic GTPase activity and low catalytic efficiency (Kcat/Km ratio); these
characteristics lengthen the lifetime of the active state24. In the case of HRas, GTP
hydrolysis is modulated by the presence of a second protein, the GTPase activating protein
RasGAP. RasGAP stabilizes the HRas conformation and supplies an additional arginine
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residue that helps to place a water molecule in a position that facilitates catalysis68, thus
leading to GTP hydrolysis and subsequent HRas inactivation.
Despite all the existing data on the structure and functionality of the HRas–RasGAP
complex, the catalytic mechanism of GTP activation and hydrolysis is still controversial91.
Different mechanisms have been proposed. First, one based on the initial crystal structure92
suggested that the water molecule was activated by the Gln 61 residue, which acts as the
general base proton acceptor. The position of Gln 61 is conserved in the family of guanine
nucleotide binding proteins93 and it is known that mutation of Gln 61 by Ala reduces the
rate of GTP hydrolysis94, whereas substitution of Gln 61 by Glu, which is considered a
better proton acceptor, increases the rate of GTP hydrolysis95. Some computational studies
have simulated GTP hydrolysis on this basis72. The conclusions, obtained using an ab initio
72
3.2.2.Introduction
6-31 basis set but including only 28 residues in the MM region of the simulation instead of
the whole protein, involved an interaction between the amide group of Gln 61 and the
carboxylate group of Glu 63, which increases the proton withdrawal potential of Gln 61.
This was supported by experiments using an E63K mutant protein96. The role of Gln 61 as a
proton acceptor has, however, been questioned by other studies97 that suggest that the GTP
molecule acts as the general base for its own hydrolysis98,99. In such a substrate-assisted
catalysis mechanism, Gln 61 would play a role in the stabilization of the transition state100.
Finally, more recent reports of the pre-hydrolysis state of the protein obtained using a cryo-
technique suggested that a second water molecule is involved in the catalytic mechanism101,
adding an element to the process that, in addition to the introduction of the whole protein
structure in the simulations, can be now used to explore alternative ways. 
In  this  work,  using  a  newly  developed  approach  based  on  the  Quantum
Mechanics/Molecular  Mechanics  method,  and  applying  it  to  the  whole  HRas-RasGAP
protein  complex  (figure  3.7),  we  have  modeled  the  activation  of  the  attacking  water
molecule, a process leading to GTP protonation and subsequent GTP hydrolysis.
3.2.3. Materials and methods
Molecular dynamics (MD) simulations.
The system used in our simulations was based on the X-ray structure of the HRas–RasGAP
complex (Protein Data Bank code 1WQ128). It includes the whole HRas protein and
residues 714 to 1047 of the catalytic domain of the GTPase activating protein RasGAP.
Aluminium fluoride and GDP molecules contained in the crystal structure to mimic the
geometry of the transition state of the active center were replaced by a GTP molecule,
maintaining all common atoms in the same position as in the crystal structure. The distance
between the oxygen of the catalytic water molecule (HOH numbered as “230”  in PDB
structure 1WQ1) and Pγ of GTP was kept at 2-3 Å by an imposed restraint. A second water
molecule was placed in the active site according to the crystal structure of the pre-
hydrolysis state obtained by Scheidig et al101. K+ ions were added as counterions to
neutralize the negative charge of the system and placed in a shell around the system using a
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coulombic potential in a grid. The neutralized complexes were then immersed in a
rectangular parallelepiped solvent box and a distance of 12 Å was maintained between the
wall of the box and the closest atom of the solute. The counterions and the solvent
molecules were added using the LEaP module of AMBER83. Before the QM/MM
simulation itself, 10 ns of unrestricted MD were applied to the system to obtain an
equilibrated initial structure, using the PMEMD algorithm of AMBER10 and the parm99
parameter set83. Initial relaxation of the system was achieved by performing 10,000 steps of
energy minimization using a cut-off of 10.0 Å. Subsequently, and to start the MD
simulations, the temperature was raised from 0 to 298 K in a 500-ps heating phase, and
velocities were reassigned at each new temperature according to a Maxwell-Boltzmann
distribution. During this period, the dihedral of the Cα trace were restrained with a force
constant of 500 kcal mol-1 rad-2. During the last 200 ps of the equilibration phase of the
MD, the force constant was reduced stepwise to 0. The SHAKE algorithm was used
throughout to constrain all the hydrogen bonds to their equilibrium values so that an
integration time step of 2 fs could be employed. The list of non-bonded pairs was updated
every 25 steps, and coordinates were saved every 2 ps. Periodic boundary conditions were
applied and electrostatic interactions were represented using the smooth particle mesh
Ewald method with a grid spacing of about 1 Å.
Quantum Mechanics/Molecular Mechanics (QM/MM) simulations
After initial relaxation using MD procedures, as described above, QM/MM simulations
were performed using the sander module of AMBER1095. The hybrid QM/MM approach
employed has been described above, in the mateerial and methods chapter. In our system,
the QM region included the two water molecules involved in catalysis and the GTP atoms
from the gamma-phosphate group up to the C5’-C4’ bond. It also included the Mg++ ion
and all the oxygen atoms involved in its coordination sphere, including the hydroxyl groups
of the Ser 17 and Thr 35 residues and two coordinating water molecules. Side chains of the
Lys 16 and Gln 61 residues of HRas and the chain of Arg 789 belonging to the RasGAP
protein were also included (atoms in the QM region are represented in figure 3.7). The QM
region contained 75 atoms including 6 link H-atoms used to maintain the integrity of the
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covalent bonds sectioned by the QM/MM boundary83. In the case of the experiment
illustrated in figure 3.8, carboxylate atoms of Glu63 were also included in QM region. The
conformation obtained after MD procedures (see above) was equilibrated again for 200 ps
using this QM/MM approach. During this equilibration, constraints corresponding to all the
covalent bonds between the atoms of the QM region were maintained. All the constraints,
except those corresponding to the parameters of the reaction and to the maximum allowable
distance position of the catalytic water, were removed progressively over the next 100 ps.
In all cases, position of the catalytic water molecule was stable under QM/MM simulation
without position restrains. SHAKE was not used for either the MM region or the QM
region. Due to the presence of a peptide bond in the side chain of the Gln 61 residue, an
MM correction to the peptide linkages was used. A cutoff of 8 Å was used to calculate the
QM/MM electrostatic interactions. The extra Gaussian terms that were used in the PM3
Hamiltonian to improve the core-core repulsion term in QM-QM interactions were also
included for the QM-MM interactions.
Energy surface calculations.
For the  calculation  of  the  energy in  the  reaction,  equation  2.2.1 was  used,  taking into
account only HQM and HQM/MM terms. The reaction coordinates used in the calculations were
the bond-breaking distance from the proton to the oxygen atom in the attacking water
molecule and the bond-forming distance from this same proton to the oxygen in the ε1
position of Gln 61 (figure 3.8) or to the oxygen of the second water molecule (figure 3.9
and figure 3.10). For each trajectory, the value of one coordinate (x–axis) was increased
throughout the simulation time, as in steered MD102, from 0.95 to 1.8 Å in steps of 0.025 Å;
whereas the size of the flat-bottomed part of the harmonic potential of the other coordinate
(y–axis) was kept constant within a narrow range. The next trajectory was generated by
adding an increment of 0.025 Å to the constant value of the y–axis. A certain degree of
overlapping of points was observed from one trajectory to the next, as occurs in umbrella
sampling procedures103, ensuring a better coverage of the whole surface. The generation of
a large number of trajectories made it possible to explore in detail the conformational space
defined by the reaction coordinates. We sampled the conformational space of the reaction
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with around 12,000 homogeneously distributed points on a surface of 0.85 x 0.85 Å. 3D
smoothing of the data was applied using the local smoothing technique with tricube
weighting and polynomial regression (LOESS). Final ∆Gº values in the energy maps were
normalized by subtracting from all of them the lowest value obtained in each experiment.
Minimum values that were adjusted to 0 in each map were those corresponding to the initial
state (figure 3.8) or to the final state (figure 3.9 and figure 3.10).
3.2.4. Results and discussion
In order to evaluate the different mechanisms proposed for the activation of the water
molecule involved in catalysis, as well as to identify the proton acceptor and the role of Gln
61 in each pathway, a specific simulation method was devised based on the hybrid
QM/MM potential104 implemented in the AMBER10 package49,105. The approach, which
shares some characteristics with steered molecular dynamics (MD) and also with umbrella
sampling procedures, uses the adaptively biased MD106 method to obtain a free energy
surface in the conformational space defined by the reaction coordinates.  Analysis of the
surface characteristics provided us with variations in the free energy which helped to
describe suitable reaction mechanisms.
Gln61 as the general base
Using the same approach, and including in the QM/MM system the whole crystallized
structure of the HRas–RasGAP complex90, two alternative hypotheses for the activation of
the attacking water molecule were tested. As indicated under Materials and Methods, the
complete simulation system comprises not only the atoms in the active center but, for the
first time to our knowledge, the whole protein complex, all included in a solvent box (total
number of atoms > 53,000). The first mechanism analyzed included the assumption that
Gln 61 acts as a proton acceptor assisted by Glu 63. The free energy landscape obtained for
the activation of the catalytic water molecule (figure  3.8) gave a ∆Gº of around 25
kcal·mol-1 between the initial and the final states; even higher than for the ion product of
water in a polar environment (see above). This result ruled out the possibility of Gln 61





from the catalytic water molecule to this residue97. In order to provide further support to
this statement, an unconstrained simulation of the reaction once the final state was reached,
was performed (figure 3.11). As expected, in absence of restrictions, the system reverted
spontaneously from these situation to the initial reaction substrates (unprotonated Gln61
plus two water molecules), indicating that the products were not stable in the simulated
conditions.
ATP as the general base
Once Gln 61 was ruled out as the proton acceptor, an alternative mechanism was tested.
According to the arrangement of the side chain of residues and water molecules at the
catalytic site of the pre-hydrolysis state of HRas101, the proton transfer may occur between
an attacking water molecule (wat A) and a second water molecule (wat B) acting as the
proton acceptor. The free energy landscape obtained in these conditions (figure  3.9)
indicated that ΔGº between the initial and the final states is around -3 kcal·mol-1. Detailed
analysis of the structure that corresponds to the final state (figure 3.9, bottom right) showed
that the GTP molecule is protonated, suggesting that GTPH3- is more stable than GTP4- in
the environment of the catalytic site. In addition, and unexpectedly, the results indicated
that the proton bound to the GTP molecule is initially not part of wat A but of wat B, which
acted as the initial proton acceptor. In order to analyze the behavior of the protons in detail
throughout the process, the reaction along the minimum energy path between the initial and
the final states was simulated (dashed line in figure 3.9). Tracing the proton movements (a
video of the entire process is provided as movie 2) revealed that a proton from wat A is
initially transferred to wat B thus forming a hydronium ion. Then, towards the end of the
trajectory, a different proton from wat B is transferred to GTP. In addition, at this precise
moment, the free OH- molecule approaches the GTP γ-phosphate  forcing it to adopt the
trigonal bipyramidal geometry characteristic of the pentacovalent state, suggesting a SN2
reaction mechanism107. Although, in our conditions, a SN2 mechanism appeared as
favorable, further studies are still needed to fully unravel the complete mechanism of the
GTP hydrolysis as we cannot completely rule out alternative mechanisms, i.e. SN1 as it has





In our model, the atomic rearrangement at the end of the trajectory suggests that, in the
absence of the simulation restraints used to obtain the energy surface, the hydrolysis of
GTP  can  eventually  occur  spontaneously  from  the  pentacovalent  structural  state.
Additionally, it suggests that the rate-limiting step of the reaction catalyzed by HRas in the
presence of RasGAP would be the initial activation of wat A. Under this second hypothesis,
the value of the energy barrier located between the initial and final states and corresponding
to the transition state, is around 22 kcal·mol-1, lower than the 28 kcal·mol-1 of the barrier for
the ionization of water in a polar environment (figure 2.5). Analysis of the structure of the
transition state at the saddle point (figure 3.9, bottom left) showed a strong interaction
between the amide group of Gln 61 and the OH- formed from wat A. An interaction
between a carbonyl atom in the side chain of Gln 61 and the hydronium ion formed by wat
B also contributes to the stabilization of the transition state. These results agree with the
previously proposed mechanism of substrate-assisted catalysis98,99, although for the first
time they indicate the essential role of wat B in the process: to mediate the transfer of the
proton from wat A to GTP. The role of Gln 61 in this new scenario consists of stabilizing
the OH- and H3O+ molecules that are transiently generated during proton transfer.In the
same free energy landscape, a second local minimum can be observed (figure 3.9, top right-
hand corner). The structure of the active center in this region corresponds to protonated
GTP. Nevertheless, the origin of the proton bound to GTP in this case is not wat B but wat
A, without the mediation of wat B. Although this alternative pathway cannot be completely
ruled out, its higher energy barrier (28 kcal·mol-1 vs. 22 kcal·mol-1) make it less favorable.
Q61A muntant
In order to obtain additional results to support the proposed role of Gln 61, a second
simulation using the same QM/MM approach was performed. In this case, the Gln 61
residue was replaced by Ala to mimic experimental conditions in that reduced GTPase
activity of HRas was previously measured in vitro94. The free energy landscape obtained for
the same proton transfer path is shown in figure 3.10. The value of the new energy barrier is
clearly higher (around 38 kcal·mol-1). In fact, in the absence of the Gln 61 side chain that





of GTP appeared to be more favorable, in direct opposition to the situation observed for the
wild type protein. These results support the role of Gln 61 in the stabilization of the proton
transfer path from wat A to wat B and then to GTP. In addition, they also explain the
decrease of the GTPase rate found in vitro for the Q61A mutant94. Moreover, theproposed
mechanism could also offer a rational explanation for the increased rate of GTP hydrolysis
found in the Q61E mutant95, as it is conceivable that a negatively charged glutamic residue
would stabilize better than glutamine the transient hydronium ion. 
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3.3.Simulation of catalytic water activation in 
mitochondrial F1-ATPase using a hybrid quantum 
mechanics/molecular mechanics approach: An 
alternative role for β-Glu 188
3.3.1. Abstract
The use of quantum mechanics/molecular mechanics (QM/MM) simulations to study the
free energy landscape of the water activation at the catalytic site of mitochondrial F1-
ATPase affords us insight into the generation of the nucleophile OH- prior to the ATP
hydrolysis. As a result, the ATP molecule was found to be the final proton acceptor. In the
simulated pathway, proton transfer to the nucleotide was not direct, but occurred via a
second water molecule in a similar way to the Grotthuss mechanism proposed for proton
diffusion. Residue β-Glu 188, previously described as the putative catalytic base, was found
to be involved in the stabilization of a transient hydronium ion during the water activation.
Simulations in the absence of the carboxylate moiety of β-Glu 188 support this role.
3.3.2. Introduction
Mitochondrial FoF1-ATP synthase is the enzyme responsible for the synthesis of ATP from
ADP and Pi (H2PO4-)35,109. Unlike the majority of the enzymes, which work increasing the
rate of the reactions that they catalyze, FoF1-ATP synthase can force the reaction far from
equilibrium by harnessing the proton gradient110, working as a nanomachine that operates as
a mechanical/chemical energy transducer111. Therefore, although the hydrolysis of ATP to
ADP and Pi is an exergonic process, due to the activity of FoF1-ATP synthase, the
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concentration ratio ATP:ADP/Pi is close to 1:1 in mitochondria112,113. The enzyme is able to
generate this gradient even under conditions that favor the hydrolysis reaction by a factor of
2 × 105 40.
The three-dimensional structure of FoF1-ATP synthase38,39,114 presents two different sub-
structures: a globular catalytic moiety (F1) and a transmembrane portion (Fo) whose rotation
is induced by the proton gradient. F1-ATP synthase has three pairs of α and β subunits
located around the γ subunit, which presents a globular head domain and an extended
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coiled-coil tail38. Both the α and  β subunits are able to bind to nucleotides, but only β
subunits are considered catalytically active. Most of the residues that stabilize ATP binding
are located in the β subunit, with the catalytic site located at the interface between the α and
β subunits. An α subunit closes the catalytic site on the triphosphate moiety. At least one
residue from the α subunit (α-Arg 373) is hydrogen-bonded to an oxygen of the nucleotide.
It has been demonstrated that ATP synthesis depends on an external torque on the γ subunit,
causing a clockwise rotation and successive structural modifications of the pairs of α and β
subunits that results in the generation of ATP molecules from ADP + Pi115. During ATP
hydrolysis, in contrast, the enzyme rotor turns counterclockwise also in a complex
mechanism involving different conformations of the β subunits and consecutive steps of
liberation of Pi, Mg++ and ADP after the hydrolysis event116. 
As a general mechanism, the first steps in the hydrolysis of triphosphate nucleotides require
the activation of a water molecule. The resulting OH- group attacks the γ-phosphate atom,
weakens the bond between this atom and the bridging oxygen and forces the atoms to adopt
the trigonal bipyramidal geometry characteristic of the pentacovalent transition state107.
When the attacking nucleophile has a relatively high pKa, e.g. the case of water, it is
commonly assumed that the biological phosphoryl transfer reaction has to be catalyzed by a
general base that initially accepts the proton from the nucleophile117. The identity of the
general base in the different reactions has often been a question of interest and debate.
In the case of F1-ATPase, the first ATP hydrolysis mechanism proposed was based on the
crystal structure of the protein, solved in the presence of ADP and Pi by Abrahams et al.38.
In that structure, the residue β-Glu 188 is hydrogen-bonded to the catalytic water in a
position that makes it a strong candidate to act as the catalytic base. In the reverse reaction,
during ATP synthesis, β-Glu 188 could provide the proton for the abstraction of the water
molecule118. The ability of glutamic acid to act as the general base in ATP hydrolysis
depends on its pKa. In general, glutamic residues require a very hydrophobic environment
to operate as efficient proton acceptors. Although a study predicted that the pKa of a
modified residue in the equivalent position in thermophilic F1-ATPase could be particularly
high119, in the polar environment of the active site of F1-ATPase it is supposed that the pKa
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of β-Glu 188 is low. In these conditions, the pKa of the ATP molecule makes it a much
more favorable candidate general base120. This hypothesis, in which the nucleotide is
involved in its own hydrolysis, has previously been proposed for ras p2199, and named
substrate-assisted catalysis98. 
A favorable reaction path with ATP as the final proton acceptor has previously been
proposed for F1-ATPase using a theoretical approach121,122. The proton transfer to the ATP
along that path involves two water molecules. However, the system used in the study was
only a part of the total β subunits and more than 50% of the atoms included in the study
were fixed to preserve the overall shape of the system. More recently, protonation of β-Glu
188 involving three water molecules has been described assuming a different reaction path
in a "dissociative" manner123. Experimental observations were provided in the same work
showing that the rate-determining step of the reaction is the proton transfer from the
catalytic water molecule. In similar systems, indirect proton transfer has also been proposed
for myosin-catalyzed ATP hydrolysis81. 
We have recently developed a quantum mechanics/molecular mechanics (QM/MM)
approach to generate the free energy surface of the conformational space defined by the
reaction coordinates for the water activation in the GAP/ras p21 complex53. The results
suggest that GTP can act as the catalytic base, with the proton being transferred from the
attacking water molecule to the nucleotide along an indirect path involving a second water
molecule; the most favorable pathway. In this work we use a similar approach to study an
F1-ATPase QM/MM system that includes in the MM region the whole α and β subunits in a
fully unconstrained simulation, in contrast to the previously published analysis, that
includes in the MM only a small portion of the proteins around the active site121–123. The
study of the energy surface could afford us insight into the residues involved in the
activation of the catalytic water molecule in F1-ATPase. 
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Molecular dynamics (MD) simulations
The system used in our simulations was based on the X-ray structure determined by Menz
et al.39 (PDB access code 1H8E). The system includes the F and B chains corresponding to
the α and  β subunits. Aluminum fluoride and ADP molecules included in the crystal
structure so that it resembles the structure of the transition state were replaced by an ATP
residue with transition state geometry. The distance between the oxygen of the catalytic
water molecule (HOH numbered as F2128 in PDB structure 1H8E) and the Pγ of the ATP
was held at 1.9 Å by an imposed restraint. The distance between the Pγ of the ATP and the
bridging oxygen interacting  with  the  Pγ was also restrained to 1.9 Å. A second water
molecule (HOH F2130) was also included in the simulated system. 
The system was immersed in a rectangular parallelepiped solvent box and a distance of 12
Å was maintained between the wall of the box and the closest atom of the solute. K+ ions
were added to neutralize the negative charge, with the counterions placed in a shell around
the protein moiety using a Coulomb potential in a grid. The counterions and the solvent
were added using the LEaP module of AMBER83. All the MD simulations were performed
using the AMBER11 PMEMD program83,124 and the parm99 parameter set83. Initial
relaxation of the system was achieved by performing 10,000 energy minimization steps
using a cut-off of 10.0 Å. Subsequently, and to start the molecular dynamics (MD)
simulations, the temperature was raised from 0 to 298 K in a 500-ps heating phase, and
velocities were reassigned at each new temperature according to a Maxwell-Boltzmann
distribution. During this period, the dihedrals of the Cα trace were restrained with a force
constant of 500 kcal mol-1rad-2. For the last 200 ps of the equilibration phase of the MD,
the force constant was reduced stepwise to 0. The SHAKE algorithm was used throughout
to constrain all hydrogen bonds to their equilibrium values so that an integration time step
of 2 fs could be employed. The list of non-bonded pairs was updated every 25 steps, and
coordinates were saved every 2 ps. Periodic boundary conditions were applied and
electrostatic interactions were represented using the smooth particle mesh Ewald method
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with a grid spacing of ~ 1 Å. The length of the trajectories was 10 ns in all cases.
Quantum Mechanics/Molecular Mechanics (QM/MM) simulations
The hybrid QM/MM approach is a suitable simulation method to study processes in which
chemical bonds are formed and broken, such as enzymatic reactions. The QM/MM
simulations were performed using the sander module of AMBER11124. The method requires
the partitioning of the system into two regions: QM and MM. Calculations involving the
atoms belonging to the QM region were performed using the PM3 semi-empirical
Hamiltonian. The atoms in the system that are not part of the QM region (those in the MM
region) were treated in a classical MM way. In our system, the QM region includes two
water molecules involved in the catalysis, and the ATP atoms from the gamma-phosphate
group up to the C5'-C4' bond. It also includes the Mg++ ion and all the oxygen atoms in its
coordination sphere, including the hydroxyl group of Thr 163 from the β subunit and three
coordinating water molecules. Side chains of the Glu 188, Lys 162 and Arg 189 residues of
the β subunit and the side chain of the Arg 373 belonging to the α subunit are also included.
The QM region contains 83 atoms including 6 link H atoms used to complete the covalent
bonds cut by the QM/MM boundary83. The MM region includes all the other atoms
described in the MD simulations (see above) including the whole α and β ATPase subunits.
The conformation obtained after classical MD was then equilibrated again for 200 ps using
this QM/MM approach. During the equilibration, the constraints corresponding to all the
covalent bonds between the atoms in the QM region were maintained. All the restraints,
except those corresponding to the parameters of the reaction and the position of the
catalytic water, were progressively removed over the next 100 ps. SHAKE was not used for
either the MM region or the QM region. A cutoff of 8 Å was used to calculate the QM/MM
electrostatic interactions. The extra Gaussian terms that are used in the PM3 Hamiltonian to
improve the core–core repulsion term in QM-QM interactions were also included for the
QM-MM interactions. 
Energy surface calculations
In order to explore the most important part of the conformational space defined by the
88
3.3.3.Material and methods
reaction coordinates, a new approach was developed. The approach is based on adaptively
biased MD106 and presents some characteristics of steered MD102 as well as an umbrella
sampling103 procedure. The O-H distance in the catalytic water (breaking distance) and the
distance between the H of this catalytic water and the O of the second water molecule
(bond distance) were used as the reaction coordinates in all the calculations. The QM/MM
trajectories were performed by restraining both reaction coordinates using harmonic
potentials with a flat bottom and parabolic sides. For each trajectory, the value of one
coordinate was increased over the simulation time, as in steered MD102, from 0.95 to 2.0 Å;
while the size of the flat bottom part of the harmonic potential of the other coordinate was
kept constant within a narrow range. Overlapping of points between neighboring
trajectories was observed, as in umbrella sampling procedures103, ensuring good coverage
of the whole surface. The generation of a large number of trajectories makes it possible to
explore the conformational space defined by the reaction coordinates in detail.
For the representation of the energy in surface maps,  only  HQM  and HQM/MM  terms were
considered.  We sampled the conformational space of the reaction at around 12,000
homogeneously distributed points on a surface of 1.05 x 1.05 Å. 3D smoothing of the data
was applied using the local smoothing technique with tricube weighting and polynomial
regression (LOESS).
3.3.4. Results and discussion
The starting configuration of the system used in this work includes the whole α and  β
subunits of the mitochondrial F1-ATP synthase corresponding to the x-ray crystallographic
structure determined by Menz et al.39 (PDB access code 1H8E). The crystal structure
contains ADP and aluminum fluoride so as to emulate the hydrolysis transition state. In our
system the ADP/aluminum fluoride pair has been replaced by an ATP residue with
transition state geometry. The residue was created by overlapping the corresponding portion
with the ADP and superimposing the γ-phosphate on the Al atom. The minimum constraints
necessary to maintain the geometry were applied to the distances and angles (see
Experimental Procedures above). figure 3.12 shows the active site containing five water
89
3.3.4.Results and discussion
molecules: three of them are included in the coordination sphere of the Mg++ ion. The other
two water molecules are the catalytic one (wat A), which is involved in the generation of
the transition state, and an additional water molecule (wat B) that is also located at the
active site. After minimization and equilibration, a productive MD of 10 ns was performed.
Figure 3.17A shows the root mean square deviation (RMSD) corresponding to the trace of
the C-α atoms. During the simulation, the RMSD was almost constant at around 2 Å. This
value, close to the resolution of the crystallized structure, shows that no significant
conformational changes occurred during the adaptation of the system to the AMBER force
field. 
The behavior of the water molecules wat A and wat B present in the active center was also
monitored throughout the trajectory. Both of them are hydrogen bonded to β-Glu 188. Wat
B also interacts through hydrogen bonding with an oxygen in the γ-phosphate. Figure
3.17B shows that the distances corresponding to these interactions remained constant
during the simulation. The stability of the interaction between these water molecules and
the residues of the active center suggests that both of them could be involved in the first
steps of the reaction. Wat A and wat B were included in the QM region of the QM/MM
system.
In order to study the nature of the catalytic base involved in ATP hydrolysis in F1-ATPase,
we used the hybrid QM/MM potential implemented in the AMBER11 package124. This
approach presents some characteristics of steered MD and others of umbrella sampling
procedures, and it is based on the adaptively biased MD method106 to obtain a free energy
surface of the conformational space defined by the reaction coordinates, as described
previously53.
β-Glu 188 as the general base
Figure 3.13 shows the free energy landscape obtained for the activation of the catalytic
water molecule assuming β-Glu 188 is the proton acceptor. The reaction parameters used in
this case were the distance between the proton and the oxygen of the catalytic water and the





reaction proceeded through a high energy barrier (around 28 kcal·mol-1) with the ΔG0 value
obtained for the protonation of the glutamate residue being around 25 kcal·mol-1. This value
is compatible with a low pKa characteristic of this acid residue in a polar environment.
Both the high energy barrier and high ΔG0, suggest that β-Glu 188 is not a good candidate
to act as the general base. In general, glutamic acid residues require a very hydrophobic
environment in order to work as proton acceptors, as in such conditions the electrostatic
interactions are stronger than in polar environments and therefore the pKa become higher.
The catalytic site of F1-ATPase contains five negative charges (ATP4- and β-Glu 188), five
positive charges (β-Lys162, β-Arg189, α-Arg373 and the Mg++ ion) and five water
molecules: wat A, wat B and the three in the coordination sphere of the Mg++ ion, which
also includes the β-Thr163. In such a polar environment, β-Glu 188 must exhibit a low pKa
which makes it difficult for this residue to act as a catalytic base. In order to provide further
support to this statement, an additional simulation of proton transference between a Glu
residue and an ATP  molecule through an hydronium intermediate was performed in
solution, simulating a polar environment (figure 3.16). 
As expected, the difference in ΔG0 values of the system between the protonated states of the
two molecules (4.5 kcal•mol-1), which corresponds to 3.3 pKa units, is in the range of the
experimentally measured difference of 3.0 - 3.3 pKa units between the two groups in
solution. This result indicated that our simulation approach is accurate enough to capture
the relative proton affinities of these two groups.
In the same free energy landscape (figure 3.13) a second local minimum is observed at the
top right-hand corner. The structure of the active center in this region shows a deprotonated
β-Glu 188 residue and the pentacovalent transition state in a protonated form, suggesting
that the final proton acceptor during the water activation could be the nucleotide.
Interestingly, comparison of the structures in the initial and final states indicates that the
original location of the proton bound to ATP in the final state was not the catalytic water
molecule (wat A) but the second water molecule (wat B) present at the active site. This
suggests a two-water mechanism, similar to that previously described for Human Ras p2153.
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ATP as the general base.
Figure 3.14 shows the free energy landscape obtained for the activation of the catalytic
water molecule assuming ATP is the final proton acceptor instead of β-Glu 188. In this case
the reaction parameters were the distance between the proton and the oxygen of the
catalytic water (wat A) and the distance between the proton and the oxygen of the second
water molecule (wat B) present at the active site. Just as indicated above, the analysis of
this trajectory indicated that the proton transfer from the catalytic water, wat A, to the
nucleotide is not direct, but occurs via the second water, in a similar way to the Grotthuss
mechanism proposed for proton diffusion1, as described for Human Ras p2153. 
The reaction proceeds through an energy barrier of around 22 kcal·mol-1, lower than the 28
kcal·mol-1 that corresponds to the barrier when β-Glu 188 was considered to be the proton
acceptor (figure  3.13). Significantly, the ΔG0 value obtained for the final state of this
reaction is close to 0 kcal·mol-1. The final structure shows a protonated pentacovalent
transition state which is consistent with the high pKa (around 6.8) of ATP in polar
environments120. This result suggests that the protonation of the ATP and the formation of
the nucleophile OH- ion from the catalytic water ismore favorable than β-Glu 188 acting as
a general base in the polar environment of the catalytic site.
To analyze the behavior of the protons in detail throughout the process, the reaction along
the minimum energy path between the initial and the final states was simulated (dashed line
in figure 3.14). Monitoring the proton movements (a video of the entire process is provided
as video 3) revealed that a proton from the catalytic water (wat A) is initially transferred to
the additional water (wat B), thus forming a hydronium ion (H3O+). Then, a different proton
from wat B is transferred to the ATP in the pentacovalent transition state. This behavior
confirms a proton transfer path similar to the Grotthuss mechanism1
The conformation of the catalytic site at the saddle point, corresponding to the transition
state of the water activation (figure  3.14), shows a strong interaction between the
carboxylic group of β-Glu 188 and the hydronium ion formed when the additional water
molecule (wat B) accepts the proton from the catalytic water molecule (wat A). This






Non-carboxylate moiety in β-Glu 188 position
The results obtained in the simulations described above suggest a new role for β-Glu 188
which is the stabilization of the hydronium ion generated transiently during the proton
transfer from the catalytic water molecule to ATP. This important role could explain the
lack of activity produced by mutations of this residue125–128, although it does not play a
direct role as a catalytic base. It has been demonstrated that the presence of a carboxylate
group at this position is definitely required for catalysis and its spatial positioning needs to
be very precise: only when β-Glu 188 is replaced by residues containing a carboxylate
group (Asp or S-carboxymethylcysteine) is a small but detectable degree of ATPase activity
retained by the enzyme127. Nevertheless, and in order to get additional support for this
hypothesis, we generated the free energy landscape for the same proton transfer path but
simulating an inactive configuration in which the carboxylate moiety has been removed and
the original Glu residue substituted by a neutral one (Ala). Figure 3.15 shows that the water
activation in the absence of the carboxylic group of β-Glu 188 proceeds through a very high
energy barrier of around 42 kcal·mol-1, with the ΔG0 value for the final state being close to
0 kcal·mol-1 as in the case of the wild-type protein. This result confirms that the
neutralization of the transient hydronium ion by the negative charge of β-Glu 188 facilitates
the formation of the nucleophile OH- from the catalytic water, without altering the ΔG0 of
the reaction. A second local minimum observed in the top right-hand corner of Figure 3.15
suggests that, in the absence of the β-Glu 188 residue, a direct proton transfer from the
catalytic water molecule to the nucleotide appears to be the most  favorable pathway.
However, this alternative proton transfer path must proceed through an energy barrier
around 32 kcal·mol-1, notably higher than the 22 kcal·mol-1 obtained for the sequential
transfer of the proton involving the two water molecules in the wild-type protein.
Recently, experimental data based on single-molecule observations123 have provided
evidences that the rate-determining step of the reaction is the proton transference from the
catalytic water, a statement that completely agrees with our results. In the same work,





path where the Pγ-Oβ bond of ATP was weakened before proton transfer event in a "non-
conventional" SN1 process, although the authors do not discard that both processes, the rate-
determining step of proton transference and the weakening of the Pγ-Oβ bond can occur in a
concerted form.
In summary, our results are compatible with a mechanism for catalytic water activation of
F1-ATPase involving two water molecules and a proton transfer from the catalytic water
(wat A) to a second water (wat B) and then to the ATP molecule which acts as the proton
acceptor. The important role of β-Glu 188 is the stabilization of the transient water
structures during the proton transfer. This mechanism has been described using a new
approach for energy surface calculations of QM/MM trajectories, allowing a detailed
analysis of the conformational space defined by the reaction coordinates. Previous results
obtained using the same methodology for Human Ras GTP hydrolysis53 showed a similar
mechanism involving two water molecules in the activation. Additional studies are in
progress in order to analyze whether this mechanism could be a common solution for







3.4.QM/MM study of catalytic water molecule activation in myosin
3.4.QM/MM study of catalytic water molecule activation 
in myosin
3.4.1. Abstract
In spite of myosin being a widely studied system and its activity being based on a well-
known mechanism of ATP hydrolysis, there still exists a controversy regarding the residues
involved in the catalytic water activation immediately prior to ATP hydrolysis. Different
candidate  residues  have  previously  been  proposed.  Here,  we  investigate  the  reaction
pathway of  the  activation of  the catalytic  water  molecule using  a  previously described
method  to  study  the  free  energy  landscape  of  the  process  using  a  quantum
mechanics/molecular  mechanics  (QM/MM)  approach. Our  results  suggest  that  the
nucleophilic OH- group is generated by the direct transfer of a proton from the catalytic
water molecule to the nucleotide, and that the process is facilitated, to a certain extent, by a
second water molecule.
3.4.2. Introduction
Myosin is, together with actin, one of the principal components of the system responsible
for  muscle  contraction44,45.  It  is  also  involved  in  functions  such  as  cell  movement,
cytokinesis,  vesicle  transport,  Golgi  organization  and  sensory  transduction.  The  most
common type of myosin is myosin II, which is present in muscle fibers. The molecular
structure of myosin II can be subdivided into three domains: the N-terminal motor region or
"head" (containing the actin binding site and the ATP binding site),  a lever arm, and a




The motor domain region presents two main subdomains: U50 (the upper 50-kDa domain);
and L50 (the lower 50-kDa domain).  While outer regions of these two subdomains are
involved in actin binding, inner residues are involved in γ-phosphate recognition of ATP.
Switch  I  (U50),  switch  II  (L50)  and  also  the  P-loop  are  the  regions  that  are  mostly
responsible for this  phosphate region recognition of ATP. Binding to ATP stabilizes the
closed structure of the U50/L50 cleft. Conformational changes in myosin are dependent on
the hydrolysis of ATP, which results in the formation of ADP and Pi as the end products of
the reaction. As for all hydrolysis reactions, the presence of a catalytic water molecule,
which needs to be activated thus generating an OH- group, is necessary in the active center
to drive the catalytic event. In associative-type (SN2) mechanisms of hydrolysis, the OH-
group attacks the γ-phosphate of the nucleotide, generating the trigonal bipyramid geometry
characteristic of the pentacovalent transition state. Due to the high pKa values of water, the
activation of a catalytic water molecule must also be catalyzed by an additional charged
group:  the  catalytic  base.  The  nature  of  this  group  is,  in  the  case  of  myosin,  still
controversial. One of the residues that has been proposed as the general base is E45971,73,
which forms a salt bridge with R238. Through mutational analysis134, these residues have
been shown to be essential for ATP binding and hydrolysis. E459 is hydrogen-bonded with
a second water molecule135 located near the catalytic water molecule.  According to this
hypothesis,  deprotonation  of  the  catalytic  water  molecule  is  performed  through  this
secondary water molecule, generating an H3O+ molecule. The excess of charge leads to the
transfer  of  a  proton  to  E459.  This  reaction  pathway  generates  a  highly  reactant  OH -
molecule that will attack the γ-phosphate of ATP. The product of that reaction would be an
HPO4-2 molecule. The final step in the reaction would be the transfer of a proton from E459
to HPO4-2, generating an H2PO4- molecule, which, together with ADP, is the final product of
the hydrolysis.
The second candidate proposed, using DFT approximations136, as the catalytic base in the
activation of the catalytic water molecule is the S236 residue. The hydroxyl group in the
side chain of this residue, which is located in the switch I region, establishes a hydrogen
bond with ATP through the O2γ atom. In this proposed mechanism, the formation of the
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nucleophilic group takes place through indirect proton transfer from the water molecule to
the nucleotide using the hydroxyl group of S236 as a relay group.
Computer simulations using a QM/MM interface offer the possibility of including reaction
atoms in the quantum mechanics (QM) part, at the same time as the whole protein system is
simulated  in  the  molecular  mechanics  (MM) part  which  have  an  important  role  in  the
behavior of the QM part. QM/MM combined with an approach described previously that is
based on adaptively biased MD53,54 has been shown to be useful in obtaining a reliable free
energy surface in  the  conformational  space defined by the reaction coordinates  for  the
water activation. In the present work, using that same methodology, we initially studied the
two  previous  hypotheses  explained  above  for  the  myosin  system,  as  well  as  a  third
hypothesis.  The additional hypothesis  shares a scheme similar to that of the one which
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considers E459 as the catalytic base, involving the second water molecule. The difference is
that  the  final  proton  acceptor  in  the  system would  be  the  substrate  itself,  the  H2PO4-
molecule,  without an intermediary HPO4-2.  The results led us to test a fourth additional
hypothesis involving direct protonation with ATP as the general base.
3.4.3. Material & methods
Molecular dynamics (MD) simulations
The coordinates  of  the atoms were obtained from the  crystal  structure  with PDB code
1VOM135. As this initial structure was incomplete between residues Q204 and G209, which
corresponds to a short loop  far from the active center, the position of these residues was
determined using the information present in the crystal structure with PDB code: 2JHR137.
The protonation state of all the histidines in the molecule were examined.  As the initial
1VOM crystal structure was resolved using magnesium(II)·ADP·vanadate135, the vanadium
atom was replaced by a phosphorous atom in order to obtain a complete ATP molecule with
the original coordinates. One of the oxygen atoms of the vanadate molecule was replaced
by the oxygen in the catalytic water molecule (wat A).
The protein was solvated with a 12 Å water box (water model: TIP3138) from the edge of the
box to the closest atom in the protein. The water box was built using the LEaP program
from the AMBER11 package83. Periodic boundary conditions were established in order to
represent a continuous solvent environment. The system was neutralized with K+ ions using
a grid of 1 Å to determine the charges in the system to be neutralized.
The whole system was exposed to the AMBER ff99SB force field62 over the minimization
period. The minimization was performed over 10,000 steps, with a combination of steepest-
descent and conjugate-gradient methods. During this period, the transition state of the ATP
was modified from the initial distances established in the ADP·vanadate. Attack (OwatA - Pγ)
and rupture (Pγ - O3β) distances were reduced from 2.2 and 2.1 Å (respectively) to 1.9 Å.
Once  the  system was  minimized,  an  equilibration  period  was  executed,  increasing  the
temperature from 0K to 300K over 10,000 computational steps with a δt of 2 fs, in order to
simulate  physiological  conditions.  To  avoid  denaturing  the  system,  the  Cα  trace  was
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constrained by maintaining the dihedral values of the trace. An additional restriction was
used  in  order  to  maintain  the  structure  of  the  catalytic  center.  These  restrictions  were
applied to the transition state and the salt bridge formed by E459 and R238. The distance
between the catalytic water molecule (wat A) and secondary water molecule (W1696 in
1VOM135; wat B herein) was maintained at the crystal values throughout the heating phase.
After the equilibration phase, the system was exposed to the ff99SB force field without any
restraints. This action was performed during the stabilization phase, during which the force
constant of the Cα trace was reduced to 0. Additional constrains were removed, with only
the transition state constraint being maintained, in order to analyze whether the system was
stable  in  this  conformation.  Productive  MD was  executed  for  of  18  ns with  only this
restriction. The SHAKE algorithm was applied to the Particle Mesh Ewald MD calculation.
Analysis  of  the  geometry  and  energy  of  the  system  were performed  using  the  ptraj
program83.
Quantum Mechanics/Molecular Mechanics (QM/MM) simulations
The QM region was defined to include the ATP atoms, magnesium, the two magnesium
coordination sphere water molecules, the two catalytic water molecules, and the residues
K185,  T186,  S236,  S237,  R238,  S456,  G457,  F458  and  E459.  The  residues  were  cut
through their non-polar bonds. The atoms that formed those non-polar bonds were replaced
by hydrogen atoms. The number of atoms thus included in the QM part was 101 (figure
3.18, colored atoms). The rest of the system was included in the MM calculation. A 300 ps
simulation  was carried  out  to  adapt  the  QM part  to  PM3 Hamiltonian  conditions.  The
sander program was used in this case. The SHAKE algorithm was not applied to the MM
calculation and the  δt  used was 1 fs.  During  the  adaptation  phase,  active  site  distance
restraints were applied for 250 ps and removed for the last 50 ps, with only the transition
state  and  ion  bridge  between  E459  and  R238  being  maintained.  For  the  QM/MM
electrostatic interactions, a cut-off of 8 Å was used.
As  previously  described53,54,  this  approach  combines  the  steered  MD102 and  umbrella
sampling103 methods. Energy surface maps were constructed with trajectories performed by
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fixing one of the reaction coordinates (the bond-forming distance), and with a narrow flat-
bottomed harmonic potential. The other reaction coordinate (the bond-breaking distance, r)
was varied with a δr of 0.025 Å, with an overlap between adjacent trajectories (umbrella
sampling). This method allowed us to explore the whole conformational space defined by
the reaction coordinates  chosen.  In  order  to  highlight  the  effect  of  the  residues  on the
reaction, only the HQM and HQM/MM energies were taken into account in the construction of
the  energy  maps.  3D  smoothing  of  the  data  was  applied  using  the  local  smoothing
technique with tricube weighting and polynomial regression (LOESS). The ground state
energy level was set at the energy level of the reaction initial state for the calculation of ΔG0
and ΔGTS for all the maps.
3.4.4. Results & discussion
Using the approach described previously to generate free energy surface maps based on
QM/MM simulations53,54, different hypotheses concerning the mechanism of catalytic water
activation in myosin were tested. As an initial step, a detailed analysis of the structure and
energy  of  the  whole  system  was  performed during  preliminary  productive  MD  and
QM/MM stabilization phases. Table 3.2 shows the results for the most important distances
measured.  In  brief,  a  stable  RMSD value  (under  the  resolution  of  the  original  crystal
structure: 1.9 Å) and invariable total energy were found to hold throughout the 18 ns of the
MD stabilization.
After productive MD, the system was studied under QM/MM conditions (see methods and
figure 3.18). To test the system, the same distances as those in table 3.2 were measured. Our
results indicate that there were no significant variations in the values. 
Three different hypotheses for catalytic water activation were then initially tested: water-
assisted activation (mainly the same mechanism as previously described for HRas and F1-
ATPase53,54); and activation with either residue E459134,139,140 or residue S236136 as the proton
acceptor. A fourth hypothesis, proposed after the initial results, which consisted of direct
protonation with ATP as the general base, was also tested.
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Residue atom pair Distance value (Å)
OwatA - PγATP 1.92 ± 0.02
O3βATP - PγATP 1.93 ± 0.02
OwatA – OwatB 3.18 ± 0.17
OwaB - CδE459 3.86 ± 0.25
OwatA - OG457 5.14 ± 0.29
HγS236 - O2γATP 2.78 ± 0.24
Oε1E458 - NH1R238 2.76 ± 0.16
Oε2E458 - NH2R238 2.81 ± 0.11
NG457 - O3γATP 2.86 ± 0.12
NZK185 - O3γATP 2.68 ± 0.07
NZK185 - O3βATP 2.71 ± 0.08
Table  3.2:  Distances ± SD measured over 18 ns of productive MD. Low values of the standard deviation
indicate that the system remained stable over the whole simulation time.
Water-assisted activation
An initial study was performed based on the idea that a second water molecule (wat B) acts
as  the  acceptor  of  the  proton  from wat  A,  as  previously  described  for  HRas  and  F1-
ATPase53,54. Distance measurements showed that the wat B molecule was stable during the
initial 18 ns of MD and QM stabilization and that it formed two hydrogen bonds: one with
the Oε1 of the E459 acetic group and the other with the oxygen in the main chain of G457.
Both residues are located in the switch II region of myosin. The reaction coordinates used
to build the potential surface map (figure 3.19), were the distances between OwatA and HwatA
(the bond-breaking distance), and between HwatA and OwatB (the bond-forming distance). No
restrictions were applied to the protons that took part in the reaction, so they could be freely
transferred to the reaction base, taking into account that H3O+ cannot be the final base in the
reaction.
Figure 3.19 shows the potential energy of the conformational space corresponding to the
reaction coordinates. The hypothetical reaction pathway (dashed red line) shows it taking





The  energy surface  reveals  that  the  reaction  passes  through  an  energy barrier  (TS)  of
around 26 kcal·mol-1, with the final reaction energy, ΔG0, being ≈ 16 kcal·mol-1. Inspection
of the structure of the final state (FS) indicated that a nucleophilic OH-  group had been
formed by the transfer of a proton from the catalytic water molecule (wat A) to the wat B
molecule, forming an  H3O+ ion, which remained stable. None of the trajectories showed
proton transfer from the H3O+ to  any subsequent acceptor  (E459,  S236 or ATP),  all  of
which remained in their unprotonated states. A closer look at wat B revealed the presence of
two hydrogen bonds: one with the Oε1  of the  E459  acetic group  and the other with the
oxygen in the main chain of G457; as had been observed during stabilization. The observed
OwatB – O3γ FS distance was too long for proton transfer from wat B to ATP, indicating that
this situation is not a suitable initial step for ATP protonation.
Surprisingly, the same map revealed an alternative path (figure 3.19, labeled as TS' and
FS'), with the transition state (TS') located at 2.5 Å for the HwatA – OwatB coordinate. The
value of the TS' energy barrier is 17 kcal·mol-1, lower than the value of TS in the reaction
path initially considered. This alternative path shows ΔG0 ≈ -8 kcal·mol-1 at the deepest
point of the top-right region, which indicates a more stable FS' structure than FS. Structural
analysis of FS' (figure 3.19, upper right) showed a protonated ATP molecule. Trajectory
analysis of the alternative path revealed that the origin of that proton was wat A, which
appeared in the OH- state.  As this  path would indicate direct proton transfer,  with ATP
acting as the general base, this new hypothesis was also tested 
E459 as the general base
A range of studies have shown that E459 plays a critical role in myosin activity134,139,140. The
residue, located in switch II, forms a salt bridge with R238, in switch I, thereby closing the
cleft between the U50 and L50 subunits43 and maintaining the catalytic center unexposed to
the water solvent. Recent studies71,73 performed using DFT (B3LYP and BB1K) revealed
that E459 acts as the base for the reaction. Protonation of E459 occurs via wat B, which
accepts a wat A proton. At this point, wat B transfers one of its protons to one of the oxygen
atoms of the E459 acetic group. Taking into account the results indicated above (figure





Nevertheless, in order to check whether the coordinates selected previously (figure 3.19)
were unable to capture this final state, we studied the reaction using HwatA – OwatB as the new
bond-forming coordinate  and HwatB – Oε1E459 as  a second new bond-forming  coordinate
(figure 3.20). These coordinates fix the reaction path to establish E459 as the final acceptor
of the proton.
The top left of figure 3.20 shows a local minimum corresponding to the initial structure of
the system, with a bonding distance of 2 Å. The dashed red line shows the reaction path.
During this reaction, wat A transfers its proton to wat B and E459 accepts the wat B proton.
Analysis  of  FS  showed  E459  protonated  at  Oε1.  Via  this  path,  the  reaction  needs  to
overcome a barrier  of around 29 kcal·mol-1. The free energy of the reaction is around 0
kcal·mol-1. This result shows an equipotential reaction path, which implies a stable structure
at the end of the reaction. However, this value is higher than the TS' value in  figure 3.19
(around 12 kcal·mol-1) which makes this hypothesis less favorable. In accordance with our
results,  proton  transfer  though  an  intermediate  water  molecule  (wat  B)  seems  to  be
unfavorable, whether the final proton acceptor is ATP or E459.
In addition, a prediction of the pKa of E459 was made using the PROPKA server141. The
resulting value, pKa=4.89, makes it difficult to consider E459 as the proton acceptor and it
is consistent with pKa values of aspartic acid in highly polarized environments such as the
active center of myosin: four negative charges on ATP, one positive on R238, two positives
on magnesium, one positive on K185 and the presence of several water molecules. 
Direct protonation with ATP as the general base
According to the results obtained in figure 3.19, a direct protonation reaction to ATP was
cosidered once E456 was ruled out as base of the reaction. As described above, figure 3.19
shows an alternative reaction path with ΔGTS  ≈ 17 kcal·mol-1 and ΔG0 ≈ -8 kcal·mol-1.
Analysis of the putative trajectories in that region showed the transfer of HwatA to the O3γ of
ATP;  that  is,  a  direct  substrate-assisted  catalysis  reaction.  In  order  to  elucidate  this
alternative route, we studied the potential energy surface of the reaction. The bond-breaking







was established as HwatA – O3γ.
Figure 3.21 shows the potential energy surface of the direct reaction. On this map, a single
path is observed. Analysis of the structures along this reaction path shows the transfer of
HwatA to the O3γ of ATP through an energy barrier of around 18 kcal·mol-1, a very similar
value to that obtained in TS' of  figure 3.19 (17 kcal·mol-1). Moreover,  ΔG0 is around -17
kcal·mol-1, which implies a stable final structure (FS; also very similar to FS' in figure 3.19)
which corresponds to the protonated ATP molecule. These results lead us to conclude that
activation of the catalytic water  molecule by direct protonation of the substrate must be
considered as the most plausible hypothesis in myosin ATP hydrolysis.
The question regarding the putative role of wat B in the process remained unanswered. In
the transition state (TS) of figure 3.21, the distance between HwatA and OwatB is around 2.5 Å,
which also agrees with the values obtained in TS' (Figure 3.19). This data could suggest
that wat B is not directly involved in the activation of wat A, but in proton stabilization
during the transfer. To evaluate this putative role, we performed a direct reaction in the
absence of wat B, using the same reaction coordinates as in  Figure 3.21. The resulting
potential surface map is shown in Figure 3.22. A comparison of the TS in the two reactions
shows a small increment of 2 kcal·mol-1 in the absence of wat B, which is consistent with a
putative structural role of wat B in the geometry of the catalytic center, similar to that we
proposed for S236.
S236 as the relay group
S236 has also been proposed as the proton acceptor136 in the activation of the catalytic
water molecule (wat A). In this reaction path, the S236 side chain would act as a relay
group  for  the  proton  transfer  from  the  catalytic  water  molecule  to  the  O2γ  of  ATP
(substrate-assisted  catalysis).  In  order  to  check  whether  S236  could  act  as  the  proton
acceptor, we analyzed the system using HwatA – OwatA as the bond -breaking coordinate and
HwatA – OS236 as the bond-forming coordinate.
Figure 3.23 shows the potential energy surface using these coordinates. The dashed red line
shows the reaction path through S236. The energy barrier (TS) on this path is  around 27
114
3.4.4.Results & discussion
kcal·mol-1, similar to the values in the two hypotheses tested above, although in this case
ΔG0 is around -11 kcal·mol-1. The FS structure (figure 3.23, bottom right) reveals that the
proton transfer was directed to the O2γ of ATP. Analysis of the trajectory also indicated that
proton transfer occurred through S236. As HwatA nears OS236 of the S236 hydroxyl group, the
bond formed  in  the  hydroxyl  group weakens  thus  causing  HS236  (which  forms  a  stable
hydrogen bond) to be transferred to the O2γ of ATP.
In spite of the favorable ΔG0 value, the high TS energy barrier would rule out S236 as a
putative acceptor of the catalytic water proton. Additionally, experimental mutation of S236
to alanine revealed that the ATPase activity is maintained in the mutant S236A protein142,143.
An alternative path is observed in this map. This alternative route pass through a lower
energy barrier  of around 9 kcal·mol-1,  the lowest  seen in  all  the maps in  this  study.  A
possible reaction pathway is difficult to define. However, considering a hypothetical route,
the end of the reaction would be the  direct protonation of the ATP in O2γ. (top right of
figure 3.23). Considering the charge of O2γ and O3γ, the former present a higher negative
charge, what could explain that the barrier be lower respect to the protonation of the later.
However,  taking  into  account  that  transition  state  is  maintained,  this  reaction  pathway
would present some problems from the structural point of view.
At  this  point,  a  new  method  based  on  DFT, is  being  used  in  our  lab.  This  new
approximation permits us to study the whole reaction, so reaction coordinates in this study
would  change.  In  this  way,  bonding  coordinate  would  be  the  attack  of  catalytic  water
molecule to γ-P, while breaking distance would be the bond to the O3β. 
Preliminary results reveal a water-assisted catalysis combined with a direct protonation to
O2γ.  This reaction would be facilitated by the rupture of the breaking coordinate,  what
would approximate  O2γ  to second water molecule, favoring the transference. This result
was impossible to see with PM3 since transition state should be maintained. Additional







One of  the principal  aims of  structural  biology  is the  study in the correlation between
structure and function.  A good  description of the molecular mechanism in biomolecular
systems  provides very useful information in order to discover new alternative treatments
for diseases. The combination of multiple methods of study has been essential for the last
decades  since  a  single  approximation  cannot afford  the  complexities  of  the  biological
systems by itself.
To this  end,  computational  methods  are  incorporating  atomic  resolution  in  the  biology
structural  field.  In  this  way, MD,  docking,  principal  component  analysis,  etc., offer  a
battery of  analytic tools in this way. New computational methods based on QM offer the
possibility of study chemical reactions in order to characterize enzymatic mechanisms.
Considering these ideas and the results obtained during the  work of this thesis, we can
conclude that:
1. We have demonstrated that combination of QM/MD interface with BMD techniques
such  as  SMD  and  US, provides a  broad description  of  reaction  mechanisms,
showing the different reaction pathways defined by the reaction coordinates.  The
high density of structures are sampled thanks to the combination of SMD and US,
providing strength to the method.  Combination of QM with MD instead of MM
permits  to  the  system  to  access  to  a  higher  number  of  conformations  during
reaction. For the evaluation of the method, we performed the ionization reaction of
a water molecule. The results obtained fitted with the experimental results.
2. The method presented here has permitted us to study the role of Gln61 in the HRas-
p21  protein.  We  have  demonstrated  the  stabilizer  role  of  this  residue  of the
transition state during the activation of the catalytic water molecule, discarding the
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possible  role  attributed as base of the reaction.  In order to support this result, we
created the mutant  Q61A. The result  obtained was an increase of the activation
barrier respect to the wild type protein. Additionally, a Grotthuss like mechanism
has been proposed, where a second water molecule would take part in the activation
of the catalytic water molecule.
3. A study about the role of  Glu188  in FoF1 ATP synthase  was performed with our
method. As in Hras-p21, Glu188 presents a structural role of the transition state of
the reaction, decreasing the activation barrier. The rise of the activation barrier in
the  mutant  E188A confirmed  the  hypothesis.  A Grotthuss  like  mechanism was
described, where a second water molecule plays an important role in the activation
of the catalytic water molecule.
4. An  evaluation  of  the  different  reaction  mechanisms  proposed  in  literature  was
performed in the myosin protein. An evaluation of the different hypothesis revealed
a direct protonation of ATP, assisted by the presence of a second water molecule in
the catalytic site, as the most probable mechanism. E456 and S236 were discarded
as bases of the reaction  during the activation of the catalytic  water molecule. A
closer analysis reveals a structural role in the stabilization of the catalytic site. New
studies, where the method is combined with a deeper theory level based on DFT, are
supporting these hypothesis.
5. We have suggested that the interfaces of FtsZ polymers present a different behavior
depending  on  their  position  in  the  filament.  The  study of  the  catalytic  sites  in
different  polymers  in  polymerization  and  depolymerization  conditions  has
suggested this hypothesis  about  FtsZ filament  behavior. A higher  probability  of
GTPase activity is proposed which depends on the position of the catalytic site in
the filament, being higher in the extremes of the filaments. This model agrees with
in vitro and AFM results.
6. In accordance with the new results obtained with the new theory level based on
DFT, an application of the method on FtsZ is necessary to obtain a complete model
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of  the  protein. A good  description  of  the  catalytic  site  and  how  the  protein
hydrolyzes the nucleotide would help to the understanding of the mechanism of this




5. Discusión y conclusiones
Uno de los los principales objetivos de la biología estructural es el estudio de la correlación
entre  estructura  y  función.  Una  buena  descripción  de  los  mecanismos  moleculares  en
sistemas  biológicos  proporciona  información  útil  para  el  descubrimiento  de  nuevas
alternativas en la cura de enfermedades. La combinación de múltiples métodos de estudio
ha  sido  esencial  en  las  últimas  décadas,  ya  que  dada  la  complejidad  de  los  sistemas
biológicos, estos no pueden ser abordados desde un punto de vista único.
De  acuerdo  con  esto,  los  métodos  computacionales  están  incorporando  una  resolución
atómica en el  campo de la  biología estructural.  La dinámica molecular,  las técnicas de
docking, el análisis de componentes principales, etc., ofrecen una batería de análisis en este
sentido.  Nuevos  métodos  computacionales  basados  en  mecánica  cuántica  ofrecen  la
posibilidad  de  estudiar  reacciones  químicas  con  el  fin  de  caracterizar  los  mecanismos
enzimáticos.
Considerando estos aspectos y los resultados obtenidos en esta tesis, podemos concluir que:
1. Hemos demostrado que la combinación de la interfaz de QM/MD con las técnicas
de  BMD,  tales  como  SMD  y  US,  proporciona  una  amplia descripción  de  los
mecanismos de reacción, mostrando distintas rutas de reacción definidas por las
coordenadas  elegidas.  La  alta  densidad  de  estructuras  conseguida  gracias  a  la
combinación  de  SMD  y  US  proporciona  una  alta  robustez  al  método.  La
combinación de la mecánica cuántica con la dinámica molecular (QM/MD), en vez
del uso de la mecánica molecular (QM/MM), permite a los sistemas el acceso a un
número mayor de conformaciones durante el proceso de reacción. La evaluación del
valor de energía en la ionización de la molécula de agua confirmó la precisión del
método.
2. El método  aquí  presentado nos ha permitido  estudiar el papel de la Gln61 en la
proteína HRas-p21. Hemos demostrado el papel estabilizador de este residuo del
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estado de transición donde se genera una molécula con carga negativa (hidroxilo) y
otra de carga positiva (hidrogenión), contrarrestadas por grupo amida de su cadena
lateral, descartando el posible papel atribuido como base de la reacción. Con el fin
de respaldar este resultado, creamos el mutante Q61A. El resultado obtenido fue un
incremento de la barrera de activación respecto a la proteína nativa. Además, un
mecanismo del tipo Grotthuss fue propuesto, donde la segunda molecula de agua
juega un papel importante en la activación de la molécula de agua catalítica.
3. Un estudio acerca del papel del Glu188 de FoF1 ATP sintetasa se llevó a cabo por
medio del método descrito.  Como en el  caso de HRas-p21, Glu188 presenta un
papel estabilizador del estado de transición de la reacción, disminuyendo la barrera
de  activación.  El  incremento  de  la  barrera  de  activación  en  el  mutante  E188A
confirmó la hipótesis. Un mecanismo del tipo Grotthuss fue descrito,  donde una
segunda molécula de agua jugó un importante papel en la activación de la molécula
de agua catalítica.
4. Se llevó a cabo una evaluación de los diferentes mecanismos de reacción en la
proteína miosina. La evaluación de las diferentes hipótesis mostró una protonación
directa a la molecular de ATP, asistida por la presencia de una segunda molécula de
agua, situada en el sitio catalítico, como el mecanismo más probable. E456 y S236
fueron descartados como bases de la reacción durante la activación de la molécula
de agua catalítica. Un análisis más detallado mostró una función estructural en la
estabilización del centro catalítico. Nuevos estudios, donde el método se combina
con nuevos niveles de teoría basados en DFT, están respaldando este resultado.
5. Hemos propuesto que las distintas interfaces en los polímeros de FtsZ presentan un
comportamiento distinto en función de su posición dentro del filamento. Para ello se
ha  llevado  a  cabo  un estudio  de  polimerización/despolimerización,  observando
cambios  de estabilidad en función de la posición del centro catalítico.  A raíz de
estos  resultados,  se  concluye  que  los  centros  activos  situados  en  los  extremos
presentan una mayor probabilidad en cuanto al proceso de hidrólisis se refiere. Esta




6. De acuerdo con estos resultados  expuestos,  y considerando el  método explicado
basado en el nuevo nivel de teoría, se hace patente la necesidad de un nuevo modelo
de FtsZ en el que se pueda realizar un estudio de la reacción, pudiendo evaluar el
papel de los residuos de ácido aspártico situados en el monómero que constituye el
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