INTRODUCTION
It has been of interest to derive general expressions for generalized inverses for the 2 x 2 block matrix in terms of the individual blocks A, B, C, D. In [3] , [8] , [12] , general expressions for l-inverses or (1,2)-inverses for the block matrix M were given without any restrictions.
Since the expression for M+ is rather complicated (see [7] ), some special restrictions have been imposed in order to get simpler forms of M+. These include the results of [3] , [8] , and [12] . Most of these results can be found in [5] . For the special case where C and B* are columns, then M is a bordered matrix. In [6] and [9] , five or six basically different cases were considered to obtain the MP inverses of a bordered matrix. In this paper, general expressions for the MP inverse for the block matrix M are derived without any restrictions imposed. Since the results of [6] and [9] are rather complicated, general expressions for M+ will be more complicated. However, when some conditions are placed on the blocks of the matrix M, the MP inverse can be simplified. The results extend earlier work by various authors.
Let A E$$~~", and let M and N be positive definite matrices of order m and n respectively. Then the unique matrix X satisfying We abbreviate positive definite to p.d. Some basic properties are given in the following lemma. 
p5)
where
(1.6b)
Throughout this paper, we need some notation. Let the 2 x 2 block matrix
H= BA+, Z=D-BA+C,
In Section 2, we first derive a formula for the case where P = 0 and Q = 0.
Then in Section 3, we apply it to (MM ) * k3) to get general expressions for M+ by using M+= M*(MM*)(lS3).
2.
SPECIAL CASES WHERE P = 0 AND Q = 0
We first consider two special cases according to the Schur complement Z:
Case 1. P = 0, Q = 0, and Z is nonsingular.
Then we have (see [5] )
Case 2. P = 0, Q = 0, and Z = 0. Then we have (see [5] ) Similarly, using (2.9) and noting that X+= I?'X* and K*A+A = K *, we have GM=(";" ;) -x(z-z+z)K"-lx*.
(2.11)
Finally from (2.9) and (2.10) we have
MGM=(MG)M=M, GMG = G(MG) = G.
Thus (MG)* = MC iff ZZ+HH* = HH*ZZ+, and (GM)* = GM iff Z+ZK*K = K*KZ+Z.
n Clearly (2.1) and (2.2) are two special cases of Theorem 1. We can derive several corollaries from Theorem 1; these include some results of [12], [8] , and [5] . The following corollary can be found in [3] , [7] , and [5] . where
(2.15)
Proof.
Let the right hand side of (2.13) equal G,. Since Recalling that S-' and Z -P+P commute, we see from the corresponding submatrices of (3.16) and (3.17) If C and B are vectors, then P and Q are also vectors; thus P (or Q) is either zero or of full rank. Then we can find M+ according as P and Q are either zeros or of full rank. These cases were discussed by Hartwig [6] . It must be noted that using the weighted MP inverses does nothing more than using square roots of positive definite matrices, which can't be expressed in terms of the original matrices. Thus it does not allow generalization to more general settings.
AN EXAMPLE
In [7] , Hung and Markham present a method of computing the MP inverse of I shall use my results to indicate how the MP inverse is obtained.
In my method, M+ can be greatly simplified when P (or Q) = 0 or P (or Q) is of full rank. By the discussion in Section 3, P (or Q) has clear geometrical meaning, and it is easy to determine whether P (or Q) = 0 or P (or Q) is of full rank. In particular, if A is invertible, then P = (I -AA+)C = 0 and Q = B(Z -A+A) = 0; thus Theorem 2 is applicable.
Let's consider the same example as that in [7] .
EXAMPLE.
where B=(l l), C= , and
D=(O 1).
First we calculate P and Q. Since A is invertible, when P = 0 and Q = 0; thus we can apply Theorem 2. Now since Z = D -BA+C = Olxi?, (2.7) can be reduced to (2.6). Then using the notation of (1.8) and (2. Finally, after some simple computations, we obtain &f+= The authors wishes to express his appreciation to the referee for numerous suggestions which greatly improved the presentation of this paper.
