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We define two classes of linear error correcting codes which are noneyclic 
generalizations of the well known BCFI and Srivastava codes. The corresponding 
parity check matrices are basically alternating functions of certain elements 
of GF(q ~) and all determinants of maximum order of the parity check matrices 
are alternants. As a consequence lower bounds on the minimum distance of these 
codes can easily be obtained. 
I .  INTRODUCTION 
Our objectives in this paper are threefold. First, we wish to define two 
classes of generally noncyclic linear error correcting codes which include 
as special cases the BCH codes and a class of codes recently defined by 
J. N. Srivastava. Second, we want to derive lower bounds on their minimum 
distance and third, we want to show the relation between these codes and 
certain results from the theory of alternants. 
We start with a brief summary of the elementary properties of linear codes. 
Let q be a power of a prime integer and let GF(q) be the Galois Field (GF) 
of q elements. A linear (n, k, d) code over GF(q) is a set of q~n-tuples, or code 
words, with elements from GF(q), which forms a subspace of the vector 
space of all qnn-tuples. The integer n is the length of the code, k is the number 
of information symbols and n -  k the number of check symbols. The 
parameter d denotes the code's minimum Hamming distance, i.e., the 
smallest number of places in which any two code words differ. 
A linear (n, k, d) code is completely described by its parity check matrix H 
whose entries are elements from GF(q). H has n columns, exactly n - k 
linearly independent rows and an arbitrary number of additional rows which 
are linear combinations of the independent rows. In terms of H, an n-tuple v 
is a code word if and only if vH • = 0 and the code's minimum distance is 
the largest integer d for which every set of d - -  1 or fewer columns of H is 
linearly independent over GF(q). 
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Every element of an extension field GF(q m) can be written as a polynomial 
of degree less than or equal to m -- 1 in a primitive element ~, with coefficients 
from GF(q). Arranging the latter as m-tuples we have an isomorphism 
between GF(q ~) and the vector space of all qmm-tuples of elements from 
GF(q). This in turn allows us to replace m rows of H with elements from 
GF(q) by a single row with elements from GF(q *n) without affecting the 
relationship between the columns. Since the number of rows of H is arbitrary 
except insofar as it must equal at least n - -  k ,  m can be any positive integer. 
Given then an s-rowed parity check matrix H with elements from GF(qm) ,  
if every s by s determinant of H is nonzero then evidently every set of s 
columns from H is linearly independent and this is still true over GF(q). 
Hence, the code described by H in this case will have minimum distance 
at least s + 1. 
Generally speaking, to establish a lower bound on minimum distance on 
the basis of the above theory requires the evaluation of (~) determinants of
order s. In certain special cases where H is a so-called alternating function 
of the elements of GF(q ~) all determinants are alternants with respect o 
the elements and essentially indistinguishable, sothat only one of them need 
be computed. 
In this paper we restrict ourselves to two types of parity check matrices 
which give rise to classes of codes that include the BCH codes (Bose and 
Ray-Chaudhuri, 1960) and Srivastava codes (Berlekamp, 1968) as pecial 
cases. The alternants corresponding to these matrices are modified versions 
of the well known Van der Monde and Cauchy determinants and as such can 
readily be evaluated. As a consequence we easily obtain lower bounds on 
the codes' minimum distance. 
I I .  ALTERNANTS 
In this section we present wo results from the theory of alternants which 
are pertinent to our study. The first is a well-known relationship between a
single alternant with polynomial elements and the difference product of the 
variables and the second is a modified form of the equally well-known 
Cauchy determinant. Since the subject is extensively treated in the literature 
we largely omit proofs. The reader interested in a more thorough discussion 
may consult he books of Muir (1904-1923) and Muir and Metzler (1930) or 
the original papers by Garbieri (1878), Dietrich (1865) and Scott (1882). 
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Although more general definitions are possible, we take a single alternant 





. . .  fo (X ,_~)  , 
"" A(xs_~) 
. o °  
"" fs__l(Xs_l) 
where the xi are elements of GF(q m) and everyfj(x) is a polynomial in x with 
coefficients from GF(q). 
Since A s vanishes whenever one variable is substituted for any other it 
follows that it contains as a factor the difference product 
~(x0, xl ,..., xs_l) = I I  (x, --  ~') 
i<j 
The remaining factor ~(x0, x 1 ,..., x~_l) must evidently be a symmetric 
function of the variables ince upon interchange of any two of them both A s 
and ~ change sign, leaving ~b invariant. Note also that if the variables are 
all distinct A s will be nonzero if and only if @ is nonzero. 
For the special case 
j~(x) = ao~ + alix -~ a~i x~ + "'" + as_l,iXS-1; aki e GF(q); 
i=O,  1 , . . . , s - -1  
the factor ~b(Xo, x1 ,..., xs-1) is equal to --  I A I where A is the matrix of 
coefficients 
a0 ° al0 a2o 
a01 a l l  a21 
A= 
La0,s-1 al,s-1 a2,s-1 
. . .  as_ l ,  o ] 
• . .  as_l, 1[ 
iii : 
• "" as - l , s - l l  
The proof of this result may be found in Muir and Metzler (1930). Note 
that if A equals the unit matrix, As reduces to the Van der Monde 
determinant. 
The second alternant we wish to consider is one of a class known as double 
alternants. These are determinants which are alternating functions with 
respect to two sets of variables and are thus divisible by the difference 
product of both of these. 
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AD= 
The  part icular form of a double alternant of interest here is 
(X 1 - -  y l l )  -1 . . .  (X z - -Y11)  -1 
(x 1 - -  y11) -1 (x 1 - -  y12) -1 "'" (x~ - -  y l l )  - i  (x  t - -  y12) -1 
(x  1 -Y l l ) - l (X l -y12) -1 - -  " (x l -y l r )  -1 ' ' '  (x t -  Y l l ) - l (x t -y12) - l ' " (x t -y l r )  -1  
(x  I - -  y21)  -1  "" (x t  - -  y~ l )  -1  
(x~ - -  y~) -~ (x~ - -  y~2) -~ "-" (~+ - -  y~l ) -~ (x~ - -  y~) -~ 
(X 1 --y21)--1(Xl --y22) - I ' ' ' ( x  1 - -y~r ) - - l ' " (xZ- -Y21) - - l (x t - -y~2) - - l ' " (X t - -y2r )  -1 
(x l  - ys~)  -1  "-- 
(X 1 - -ys l )  -1 (X 1 - -  ys2)  -1  . . .  
(x~ - -  y~l) -1 
(~  _ y~i ) -1  (~ _ ys~) -~ 
(X 1 -Ys l ) - l (X l -ysz ) - l " " (X l -ys r ) - l " ' (x t -ys l ) - l (X t -ys2) - l " " (Xt -ys r )  -1  
where l = r • s and all entries are elements from GF(qm). 
Assuming for the moment  that Yi~ :/: Yik for i = 1, 2 ..... s and all pairs 
j :/: k, we can, by mult ip ly ing the rows of A D by appropr iate quantit ies and 
adding them to other rows, transform the above into (Dietr ich, 1865; Scott, 1882) 
(Xl - -  yl l )  -1 (x2 - -  yn)  -1 "'" (x+ - -  yn)  -1 
(x 1 - -Y12)  -1 (x 2 - -y12)  -1 - "  (xt - -y12)  -1 
8 
±AD H¢(yi~,y~2 .... ,y~) - -  
i=1  
(X i - -  Yir)  - i  (X2 - -  y i r )  - i  
(x l  - y~ l ) -~ (x2 - y~) -~ 
(~ - y~2) -1  (x~ - y~) - i  
• " (x~ - y l~)  -1  
• . .  (x  z -y21)  -1  
• . .  (x~ - -y~2) - I  
(~ - y ,~) -~ (x~ - y~) -~ . . .  (~  - y~) -~ 
(+~ - y+~) - ,  (x+ - y+~)-+ . . .  (x+ - y+, ) -+ 
(x  1 -ys2)  -1  (x  2 - ys2)  -1  . . .  (x+ - y+2)  -1  
(X 1 - -  ysr )  -1  (X  2 - -  y+r) -1 " "  (x+ - -  y+~) - i  
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The right side of this equality is the well-known Cauchy determinant of 
order 1 = r • s, whose value is (Scott, 1882) 
)¢)¢( (--1 2 x l ,x2 , . . . ,x , )¢(y~i ,y~2 ....,Y l , ,Y21,Y~, . . . ,Y~, , . . . ,Y~,Y~2, . . . ,Y~,)  
u(x~) u(x~) ... u(x~) 
where u(x)= (x -- Y11)(x -- Y12) " ' "  (X--Yrs)" Dividing both sides by 8 
1-Ii=1 ¢(Yi l ,  Yi9 ,..., Yi,) it follows easily that Ao will be nonzero as long as 
all the x's are distinct and different from the y's and Yij =# Y~t for i =# k and 
all pairs (j, t). 
I I I .  GENERALIZED BCH AND SRIVASTAVA CODES 
We consider now a matrix of the form 
Yogo(Xo) Ylgo(Xl) ... y,_igo(X,_l) ] 
yog~(xo) y~g~(xa) ... Y, - lg l(x,-~) I 
H -~ • • ] , (1) 
LYogs-~(Xo) Y~gs-l(xl) ... y,~_lgs_l(x,~_l)A 
where n ~ s, the y's  are any (not necessarily distinct) nonzero elements of 
GF(qm), the x's are distinct elements of GF(q m) and g~(x) = col + cl~x ~- 
c2i x2 + "" -~ cs_l.tx ~-1 is a polynomial of degree less than or equal to s --  1 
with coefficients from GF(q), for i = 0, 1, 2,..., s - -  1. I f  we expand H in 
GF(q), each row is actually replaced by m rows of elements from GF(q). 
Over this ground field, therefore, H has ms rows and n columns. Let n - -  k 
equal the number of rows which are linearly independent in GF(q). Then if 
n > n - -  k, the matrix H can be thought of as the parity check matrix of a 
linear (n, k) code. The following theorem provides a lower bound on this 
code's minimum distance. 
THeOReM 1. I f  the number of rows of H which are linearly independent over 
GF(q) is less than the number of columns then (1) describes a linear code which 
has minimum distance at least s ~- 1 i f  and only if  the matrix of coej~cients 
Coo Clo "'" Cs--l,0 ]
co l  C l l  * ' "  £8-1,1 | 
C= : • / 
LCo,8-1 El .  8--1 " ' "  c8_l,s_lj 
is nonsingular. 
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Proof .  Select any determinant of order s from H and from each column 
remove the y factor. The result is a single alternant which according to the 
previous ection is nonzero as long as C is nonsingular. In the latter case any s 
columns of H are linearly independent and the codes must have minimum 
distance at least equal to s + 1. 
As a simple example, let n ~ 6, s = 2 and choose the polynomials 
go(X) = l + x, 
gdx) =x,  
with coefficients from GF(2). If  we set Yi  = 1 and x i -~- c~ i+1, and take a as a 
primitive element of GF(2 8) which is a root of the irreducible polynomial 
f (x )  = 1 + x + x 3, H assumes the form 
~2 1 q -~ ~q-cx ~ 1 q-o~+c~  1 q_~2'  
which in GF(2) becomes 
H = 
[i 010;] 
1 0 1 1 
0 1 0 1 " 
0 1 1 1 
1 0 1 1 
The last two rows are evidently identical with the second and third rows and 
can be eliminated. Thus, n - -  k = 4 and H is the parity check matrix of a 
(6, 2) linear code. Since the coefficient matrix 
--['0 I] 
is nonsingular, the code's minimum distance d must by Theorem 1 be at 
least three. Actually, a simple computation shows that d = 4 and this 
illustrates the fact that Theorem 1 provides only a lower bound. 
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The class of codes described by (1) is a generalization of the class of BCH 
codes defined by the parity check matrix 
HBC H = 
1 a m° (too)2 . . .  (a,~o),~-~ 
1 a ,~o+~ (o~mo+a)2 . . .  (o~mo+a)n--1 
1 ,~o+2a (a,~o+2~)2 . . .  (~,~o+2~)~-x 
1 o~ "~°+(*-~)~ (~m°+(s--1) a) 2 "'" ((xm°+(s--1)a) n-] 
Here ~ is a nonzero element of GF(q ~) of order n, m o is an integer and a is an 
integer elatively prime to n. In our previous notation we have 
yi = (~m°)~, 
x~ = (~°)~, 
gj(x) = x j, 
i = 0, 1, 2,...,n --  1, 
i = 0, 1, 2,...,n --  l, 
j = 0, 1, 2,...,s --  1. 
Clearly, none of the y's are zero and all the x's are distinct. Therefore, the 
codes, when they exist, satisfy the bound of Theorem 1. 
Since the x's in (1) must all be different, the length n of a code can be no 
larger than q~. In certain cases we can increase this to q~+ 1 without 
invalidating the minimum distance bound by appending an appropriate 
column to H. For example, if the only nonzero entry in the last column of 
C is cs_~, i and the minor of this element is nonsingular, then the code 
obtained by appending to H a column whose only nonzero entry is the i-th 
one will still have minimum distance at least s + 1. The truth of this follows 
readily from considering a typical determinant of order s involving the added 
column. 
The number of check symbols of the code described by (1) equals the 
number of linearly independent rows in GF(q) which, of course, cannot 
exceed m -s. For a particular form of gj(x) this upper bound can be sub- 
stantially improved. We make use of the following: 
LEMMA 1. If in GF(q m) the elements in one row of H are equal to the q-th 
power of the corresponding elements in some other row, then in GF(q) each of 
the m rows of one is linearly dependent on the m rows of the other. 
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Proof. 
GF(q'~). Then we can write 
x = a o + av~ + a2o~ ~ 4-  "'" 4- a~_la  (~-1), 
and 
Let x be any element of GF(q "~) and ~ a primitive element of
ai ~ GF(q), 
x q _~ a o + a2od -~- a2~x 2q ~-  . . .  ~-  a.~_lo~( m-1)q 
= b o + bloL + b2o~ + "'" + b~_lo~ -1, b i ~ GF(q). 
Defining ~iq = Ci ° + Ci l~ + Ci2~ ~ + "'" + Ci.m-l*'~-l; i = 0, 1,..., m -- 1, 
Cij ~ GF(q), it easily follows that [be] 
bl 
b2 
b! - i  
F Co O 
/Col 
Co s 





0]lai] • . .  Cm_ l "  1 a 1 • . .  Cm_ l '2  . . . .  , 
. . .  
" ' "  Cm-1  m-- l J  a -1  
Thus the coefficients of xq are obtained from those of x by a linear trans- 
formation and this implies the Lemma. 





• "" x.-lgo(x,~-l) ] 
::: X._lgl(xol) [ 
. , °  
° . .  
• " xn_ lg .~_ l (x ._ l )A  
(2) 
where t ~ (n/q) is some positive integer, the x i are distinct nonzero elements 
of GF(q~), gj(x)  is a polynomial of degreej in x and 
X q - l -q  IX  ' gzq-l(x~) = i g~-lt 0 
for 1 = 1, 2,..., t. 
We first note that for l = 1, 2,..., t the (/q)-th row of H is the q-th power 
of the (l)-th and is, by Lemma 1, redundant. Secondly, if we factor out 
the x's from an arbitrary determinant of order qt we obtain a single alternant 
in which the functions are polynomials of degree less than or equal to qt - -  1 
and the coefficient matrix C is triangular with nonzero entries on the main 
diagonal. This alternant is evidently nonzero• Therefore, if H is the parity 
check matrix of a code, which is guaranteed if n > mt(q - -  1), the code must 
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have minimum distance greater than or equal to qt -]- 1 and at most mt(q --  1) 
cheek symbols. Since the x's in (2) are all distinct and nonzero, the length n 
of the code can be no larger than q~ --  1. 
We summarize these conclusions in: 
THEOREM 2. For any pair of integers t >~ 1 and n > mt(q - 1), (2)is the 
parity check matrix of a code which has minimum distance at least qt + 1 and 
at most mt (q -  1) check symbols. 
The BCH codes defined earlier, with m 0 = a and s -  qt provide an 
example of codes of this type. 
Our next generalization involves the use of the double alternant defined 
in the previous section. 
THEOREM 3. For i = 1, 2,..., n; j = 1, 2,..., s and k = 1, 2,..., r, let 
z i , x~, and y~ be elements of GF(q m) and let all the zi be nonzero, all the x~ 
be distinct and different from the y~lc and y~j ~ yt~ for i ~ l and all j ,  k. Then 
for n >/ r  • s, i f  the number of independent rows in GF(q) of the matrix 
H .~ 
Zl Zn 
(Xl --Y11) (Xn - -  Yn) 
Zl Zn 
(xl - y~l)(xl - Yl~) (Xn --  Y11)(X. - -  Y12) 
Zl Zn .o. 
(x~-  y~) (x~-  y~)  . . .  (x~ - y . )  (xn "- Yal)(Xn - Y~2) "" (Xn - Yl~) 
~I "~'n 
xl - Y~I (xn - Ys l )  
Z 1 Z~ 
(x l  - y~l)(x~ - ys2) (x. -y ,1 ) (x .  -Y~2) 
~1 Zn 
(xl - Ysl)(xl - Ys2) "" (xl - Y,r) (x,  - y,~)(x, - y~2) ... (x,  - y~r) 
is less than n, H is the parity check matrix of a code with minimum distance 
at least rs + 1. 
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The proof of this theorem requires nothing more than the application of 
the result on the double alternant contained in Section II. 
A number of important special cases are obtained by setting Yi~ = Yi~ for 
i = 1, 2 , . ,  n and all pairs ( j ,  k): 
(1) For s = 1 the codes are generalized versions of the BCH codes. 
In fact, setting Y~i = O, z i  = (~m0-a)i-1 and xi  ----- ~-a(~-l) the parity check 
matrix (3) becomes identical with HBcI~ defined earlier in this section. 
(2) For r = 1 the codes defined by (3) are slightly generalized versions 
of Srivastava's codes (Berlekamp, 1968). Theorem 3 shows that these have 
minimum distance at least s @ 1. Their length can be at most qm --  s. 
(3) An interesting new class of codes is obtained by setting r ---- tq for 
some positive integer t and z i  = 1 for i = 1, 2,..., n. Then in each block of 
tq rows, the (/q)-th row is the q-th power of the (/)-th row (l = 1, 2,.., t) 
and may by Lemma 1 be eliminated. These codes, therefore, have minimum 
distance at least qts + 1 and at most (q - -  i) tsm check symbols. Their length 
is restricted to be at most qm --  s. (We note in passing that when q = 2 and 
t = 1, these codes are identical with the binary Srivastava codes for which 
z i  ----- 1. The latter, therefore, have minimum distance at least 2s + 1.) 
As an example, consider the Srivastava code with r = 1, s = 2, Yll = 0, 
Y21 = 1. I f  ~ is a primitive element of GF(24) which is a root of f (x )  = 
1 + x + x 4 and z i  : 1, x i = ~i for i = 1, 2,..., 14, the matrix H in  GF(2 4) 
assumes the form 
H = 
1 1 1 1 ] l ~2 ~3 ~14 1 1 1 1 " 
~--  1 ~2 __ 1 ~--  1 ~14 __ 1 
Over GF(2) this expands into 
H = 
i 1 0 1 0  0 1 1 1 1  
1 1 1 1 0  
1 1 1 0 1  
0 1 0 1 0 0  
1 1 1 0 1 0  
1 0 0 0 1 1  

























1 0 1 0 





Since all rows of H are linearly independent, H is the parity check matrix of 
a linear (14, 6) code of minimum distance 5. Its dual is a linear (14, 8) code 
of minimum distance 4. Both are optimum. 
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