Introduction
Consider an undirected weighted graph with objects located at various vertices.
Associated with each object is a destination vertex, to which that object is to be moved by a vehicle that traverses the edges of the graph. A fundamental problem in motion plalllling is to determine a tour of minimum cost for the vehicle to transport all objects from their initial positions to their destinations. In the case of general graphs, the problem is NP-hard, even if the vehicle can transport only one object at a time [5] . However, for special applications such as those that arise in robotics, it is reasonable to consider more restricted classes of graphs. In this paper and a companion paper [4] we consider problems in which the graphs are trees, and the vehicle can transport only one object at a time. In this paper we focus on nonpreemptive object movement. By this we mean that once an object is picked up, it must be transported directly to its destination.
We show that determining a tour of minimum cost for nonpreemptive motion planning on a tree is NP-hard. Consequently we design several polynomial time approximation algorithms for the problem, with provably good performance bounds.
The NP-completeness of the nonpreemptive problem contrasts with our results in the case that preemptive object movement is allowed [4] . For that problem, in which objects can be dropped at the intermediate vertices and picked up later, optimal tours can be found in polynomial time. Note that viewed from the context of discrete job scheduling problems, it is not so surprising that the preemptive version of the problem is polynomial while the nonpreemptive version is NP-hard. See for example the work on the problem of scheduling independent tasks on identical processors [121 [101 [7J. Let n be the number of vertices in the tree and k the number of objects to be transported. Our first approximation algorithm runs in D( k + n) time and yields a solution of cost at most 3/2 times the cost of an optimal solution. Our second algorithm runs in D( k + n log f3( n , q» time and yields a solution of cost at most 4/3 times the cost of an optimal solution, where q is the number of nontrivial strongly cOlUleeted components in a related directed graph. Note that q::; min{k,n}. An interesting feature of the above two approximation algorithms is that each algorithm handles well all the instances that the other handles poorly. Thus, a better solution can be obtained by running both algorithms on the same instance and choosing the one with smaller cost. We show that the solution obtained in this way has a cost that is at most 5/4 times the cost of an optimal transportation.
Our results compare with those of others as follows. For the case in which the graph is a general graph, Frederickson, Hecht and Kim have shown that the problem, which they termed the stacker-crane problem, is NP-hard. They also have given a mixed strategy approximation algorithm that runs in D( P + n 3 ) time and yields a solution of cost at most 9/5 times the cost of an optimal solution [5J. For the cases in which the graph is either a simple path or a simple cycle, A tallah and Kosaraju have presented algorithms that find an optimal solution in O(k +n logf3(n, q» and O(k + nlogn) time, respectively [1] . Frederickson has improved the latter time bound to O(k +nlog,8(n, q» [31. For the cases in which the graph is either a simple path or a simple cycle and preemption is allowed, Atallah and Kosaraju have shown that the problem can be solved in O(k + n) time [1] .
In a manner similar to that in [1L we make a number of observations about the structure of an optimal tour for the problem. Some of these observations are also 3 used in our companion paper. In addition, we identify a number of interesting graph properties that we take advantage of in the design of our approximation algorithms.
We show that the nonpreemptive motion planning problem in trees and the Steiner tree problem in bipartite graphs are polynomially equivalent. We show that the graph obtained by identifying certain vertices of the tree is not homeomorphic to a complete graph on four vertices. The Steiner tree problem and the single source shortest path problem on such graphs can be solved in linear time, benefiting our first and second approximation algorithms. We use the construction of [11] and [13] to avoid constructing a complete graph on which to find a minimum spanning tree of a related undirected graph, and thus allow our second approximation algorithm to run in almost linear time.
The rest of the paper is organized as follows. In Section 2, we introduce notation and definitions, and show how to efficiently transform the problem to yield what we call a balanced version. In Section 3, we show that the problem is NP-complete. In Section 4, we present the approximation algorithms.
2 Generating a Balanced Problem
In this section we define the problem, along with the notion of moves, drops and a transportation. The structure of our approach is similar to in [1 J. In a manner similar to that in [1] , We define a balanced version of a problem, and show how to construct it in linear time. An optimal transportation for the original problem can be obtained by solving the balanced version of the problem. Standard terminology of graph theory, such as a directed graph and an Euler tour, is used in our paper, and can be found in Bondy and Murty [2] .
An instance P of the motion planning problem on trees consists of a tree T, a non-negative cost c(e) on each edge e E E, a starting vertex s E V, a set of objects 0, and an initial vertex Xj and a destination vertex Yj for each object j E O. Each object j E 0 is initially located at its initial vertex Xj and has to be moved to its destination vertex Yj by a vehicle that traverses the edges of the tree. The vehicle can carry only one object at a time, and the tour must start and finish at vertex s.
We observe that, for every instance P, there is an optimal transportation such that e~h object visits the vertices on the path from Xj to Yj exactly once and visits no other vertices. If this is not the case, then there is a cycle traversed by some object. We could eliminate the cycle traversed by that object and get a transportation of equal or smaller cost. A tTCLnsportation Q for P is a sequence of moves (Vi. Vi+!, Ci), 0~i ::; T, such that Va = V r = S, Vi+! I-Vi, and for each object j E 0 there is a move (Xj, Yj, j) in Q. We assume that Ci+! I-Ci for a::; i ::; r. The cost of a transportation Q, c(Q), is defined to be the total distance the vehicle traveled. The motion planning problem is to find a transportation of minimum cost for an input instance P.
An example of the motion planning problem in trees is given in Figure 1 .
There are eight vertices in T and four objects in O. The edges of the tree Tare shown as straight lines. An object j that has to be moved from Xj to Yi is shown as a curved arc from Xj to Yi with label j. The starting vertex is O. Let Q = (0,7,0) (7,6, 1)(6,5,0)(5,4,2)(4,5,0)(5,8,3)(8,4,4)( 4,0,0). Then Q is a transportation for the problem.
We assume that every vertex of degree one or two in T is either s or Xi or Yi for some j E O. A vertex of degree one and the edge incident at it can be deleted from T if is not s nor xi or Yi for some j E O. It is easy to see that a vertex of degree two and its adjacent edges can be replaced by a single edge with a cost the sum of the two edges deleted if is not s nor Xj or Yj for some j E O. Thus, the number of objects, k = fl(n).
Because every vertex of degree one is either s or Xj or Yj for some j E 0, every edge of T must be traversed by a valid transportation at least once. Furthermore, the number of times an edge is traversed in one direction must be equal to the number of times that edge is traversed in the other direction, since the vehicle starts and finishes at s.
We represent a move (x, Y, c) by an arc from x to y labeled c. Given an optimal transportation Q for a problem P, consider a directed graph D'(Q) on the vertex set V such that there is an arc from x to y labeled c if and only if there is a move (x, y, c) in Q. It is easy to see that this graph is Eulerian and it contains the arc (Xj,Yj) with label j for each object j E O.
On the other hand, given an instance P, consider a directed graph Do with vertex set V such that there is an arc from Xj to Yj labeled j if and only if there is an object j E 0 initially located at Xj and has to be moved to Yj. If this graph is Eulerian, then any Euler tour starting from s can easily be translated into an optimal transportation for P. Since each arc (x,y) in Do represents a move, we assign a cost d(x, y), the distance from x to y in T , to it. In a manner similar to that in [1] , the problem is reduced to a graph augmentation problem, that of finding a set of minimum cost non-carrying moves added to Do so that it is Eulerian.
One type of non-carrying moves added are the balancing move.'!. They are added so that every edge is traversed at least once and the number of times an edge is traversed in one direction is equal to the number of times that edge is traversed in Note that a non-trivial component that contains Xj or Yj for some j E 0 must contain more than one vertex. Since each non-trivial component is Eulerian, no additional non-carrying moves between two vertices in the same nonwtrivial component are necessary. All additional non-carrying moves will be used to connect non-trivial components. We call these non-carrying moves the linking moves. We shall show how to find a set of linking moves with minimum cost in the following sections.
There are, in general, many sets of balancing moves of minimum cost that satisfy the above conditions. In the remainder of this section, we show how to construct a set of O( k + n) balancing moves B with minimum cost, and such that the graph D will have minimum number of non-trivial components. We also prove that for every instance P, there is an optimal transportation Q that contains all the moves in B.
Let u and v be two adjacent vertices in T, and 4J (u, v) be the number of objects in 0 that traverse the edge from u to v. Let b(u, v) be the number of 8 balancing moves that must traverse the edge from u to v. Then, It is easy to see that the above algorithm correctly computes the function 4>.
The time of the above algorithm is analyzed as follows. The tree can be rooted This takes only 0(1) time for each list operation. We assume that this operation is included in the list operations and will not be explicitly stated. After B l is set up, we then call procedure generate-moves with parameters s and Sf.
Procedure generate-moves ( v, u) , where u is the parent of v, does the following.
If v is a leaf, then append b(v, u) copies of v to L(v). 0 therwise, v is not a leaf, and 
One balancing move from u to v for each edge (2, 5) ) are generated. Two additional balancing moves on these edges, one from 4 to a and the other from a to 5, are generated by the procedure generate-moves.
Note that balancing moves (4,0,0) and (0,5,0) can be replaced by one balancing move (4,5,0), but our algorithm did not do that. Since this can only reduce the number of balancing moves by one half, the order of the number of balancing moves generated is the same.
Lemma 1 Given an instance P for the motion planning problem on trees, the vertex s, will fonn the basis of a transportation for Pl. Since the split and merge of moves will not change the total cost of the transportation, the cost of Q' is equal to the cost of Q. I
We have shown how to generate a balanced version of the problem. The constructive proof of the lerruna that the costs of the optimal transportations of P and its balanced version pi are equal gives a method to translate a transportation for pi into a transportation for P. That is, a transportation for the original problem P can be obtained from the transportation of the balanced problem pi by replacing each move (x, y, c) with crt a by (x, y, 0). In the following sections, we discuss how to compute a transportation for the balanced version of the problem.
3 Nonpreemptive Motion Planning in Trees is Hard
In this section, we show that motion planning problem in trees is NP-complete when objects cannot be dropped at the intermediate vertices during the transportation.
Note that this version of the problem is a special case of the stacker-crane problem [5] , in which an arc can have arbitrary positive weight.
Given an instance P 1 we first construct the balanced graph D. If D has only one nontrivial component then any Euler tour starting from s defines an optimal transportation for P. Note that every transportation must traverse all the carrying arcs and all the balancing arcS of the balanced graph D. Since these arcs are fixed for a given instance, we are interested in finding a set of linking arcs with minimum total weight to link the nontrivial components of D. We show that this is hard by reducing to it the Steiner tree problem in bipartite graphs [6] . We first define the two problems formally.
The Steiner tree problem in bipartite graphs is: Given a bipartite graph G = (V, E) with bipartition R and V -R and a positive integer IRI-1 ::; k 1 < lVI, decide whether there is a subtree of G that spans at least the vertices in R and has at most k, edges [61.
The decision version of motion planning problem in trees is: Given an instance P and a positive integer k 2 , decide whether there is a transportation of cost at most k 2 for the instance P.
We first show that no optimal transportation of a balanced problem can traverse an edge more than once without carrying an object. This will be used to
show that the motion planning problem on tree without drops is NP-complete.
Lemma 3 No optimal transportation of a balanced problem can traverse an edge in the same direction more than once without carrying an object.
Proof Given a balanced problem P, assume that there is an optimal transportation Q that traverses an edge (u, v) To show that the problem is hard, we reduce the Steiner tree problem in bipartite graphs to it. Given an instance of the Steiner tree problem with underlying graph G = (V, E), a subset of vertices R and a number k 1 , we construct an instance P of the motion planning problem in trees as follows. This completes the description of the transfonnation. Note that for each vertex v in T, if we identify it and all the vertices created due to v, then the resulting graph is isomorphic to G. In other words, we split vertices to get a tree and set up required moves in M to force the vehicle to visit at least the vertices in components of T corresponding to the vertices R in G.
It is clear that T has at most lEI + IRI + 1 vertices and has at most lEI + IRI edges. Thus the reduction can be done in polynominal time.
We claim that the graph G has a Steiner tree that spans at least the vertex set R with cost at most k 1 if and only if the motion planning problem P has a transportation of cost at most k 2 • Let S be a subtree of G that spans at least the vertex set R and has cost
x .$ k t . We observe that the instance of the motion planning problem we generated is a balanced problem. Initialize D' to be the balanced graph for P. For 
Theorem 2 The cost of optimal transportation of a balanced motion planning problem P is c(D) + 2c(S·).
Proof Given an instance P, construct a graph H and partition the vertices of H into C' and Gil as described above. The argument that establishes the claim in There is a linear time algorithm for Steiner tree problem in graphs that are not homeomorphic to J(4 [15] . This is a contradiction. I
An Algorithm Based on a Steiner Tree
In this subsection, we first show that a special case of the problem can be solved in linear time. We then present the first approximation algorithm use-Steiner-tree.
The algorithm first transforms the input by contracting edges that are used by more than one nontrivial component. The resulting problem can then be solved in linear time. The union of the edges in the Steiner tree of the resulting problem and those edges that are used. by more than one component is then used to approximate the Steiner tree of the original problem.
Recall that the arc-identified graph H is a graph obtained from T by identi- It is dear that the resulting problem satisfies the condition that each edge of T I is used by only one component. We then compute a Steiner tree spanning the nontrivial components. We use the edges in the Steiner tree plus the set of edges used by more than one component to connect all the components of the original problem. The algorithm is summarized as follows.
ALGORITHM u.se-Steiner-tree
INPUT: An instance P of the motion plarming problem on trees.
OUTPUT: A transportation Q' for P.
METHOD:
1. Compute the balanced graph D for P.
2. Compute a set of edges X in T that are used by more than one component.
3. Generate the instance P' from P that results from contracting edges in X.
4. Compute the arc-identified graph H for Pl.
5.
Compute an optimal Steiner tree S' for H that spans at least the set C'. The rest of this subsection shows that the above algorithm can be implemented to run in linear time, and the cost of the transportation Q' is at most 3/2 times the cost of an optimal transportation.
We first present a linear time algorithm to compute a set of edges that are 
By Lemma 6, the set X of edges that are used by more than one component can be computed in O(k + n) time. By Lemma 1, the balanced graph for P, as well as the balanced graph for pI, can be computed in O(k + n) time. It is easy to The set of objects is 0 = {1,2, ... ,2r}. Assume that V3r+l = V r +l. For 1 :::; i < r, the initial vertex for object 2i -1 is r + 2i, and the destination vertex is r + 2i + 1. For 1 :::; i < T, the initial vertex for object 2i is r + 2i + 1, and the destination vertex is r +2i. 
H.
We use the construction of [11, 13] in the minimum spanning tree computation so that we compute O(n) edges rather than B(q2) edges of this graph whenever n is o( q2). Noting the special structure of our problem, we get a faster running time than that claimed in [11,13J . Finally, we show that the cost of the transportation generated by the algorithm. use-spanning-tree is at most 4/3 times the cost of an optimal transportation.
Given an instance P we define the component graph H', a weighted complete graph, on vertex set C' as follows. problem, a destination vertex must also be an initial vertex.) The algorithm. 'Use-3panning-tree uses the minimum spanning tree of HI to approximate the Steiner tree of H that spans at least the vertex set C'. To make the algorithm efficient, a graph H" that has only O( n) edges and contains a minimum spanning tree of HI is constructed. We call H" the /Jpar/Je component graph.
We describe briefly the procedure in [11, 13] Clearly, the graph H" has only O(n) edges. It is shown in [11, 13] that H" [5, 3] and T [8] , and three trees of color 4, T [4] , T [6] and T [9] . The edge (0, 1) in T is adjacent to two trees of U with color 1 and color 2, respectively.
An edge (DI ,D2 ) of H" is generated and the cost of this edge 9. The edge (2, 3) of T is adjacent to two trees of U with color 1 and color 3, respectively. An edge (D I , D3 ) of H" is generated, and the cost of this edge is 3. The other edges of H" are generated in a similar way.
Lemma 8 Tbe grapb H
II can be computed in O(n) time.
Proof Note that if we delete the vertex So from G then the resulting graph is T. H' corresponding to the list of vertices V,", V,'I , .
•. , V," in the arc-identified graph 1 2 ,I
H.
We observe that each time we delete a vertex and the total cost of these edges is no more than 2c(S'"). Let 
