T his paper is concerned with the computation of the interval availability (proportion of time in a time interval in which the system is up) distribution of a fault-tolerant system modeled by a finite (homogeneous) continuous-time Markov chain (CTMC). General-purpose methods for performing that computation tend to be very expensive when the CTMC and the time interval are large. Based on a previously available method (regenerative transformation) for computing the interval availability complementary distribution, we develop a method called bounding regenerative transformation for the computation of bounds for that measure. Similar to regenerative transformation, bounding regenerative transformation requires the selection of a regenerative state. The method is targeted at a certain class of models, including both exact and bounding failure/repair models of fault-tolerant systems with increasing structure function, with exponential failure and repair time distributions and repair in every state with failed components having failure rates much smaller than repair rates (F/R models), with a "natural" selection for the regenerative state. The method is numerically stable and computes the bounds with well-controlled error. For models in the targeted class and the natural selection for the regenerative state, computational cost should be traded off with bounds tightness through a control parameter. For large models in the class, the version of the method that should have the smallest computational cost should have small computational cost relative to the model size if the value above which the interval availability has to be guaranteed to be is close to 1. In addition, under additional conditions satisfied by F/R models, the bounds obtained with the natural selection for the regenerative state by the version that should have the smallest computational cost seem to be tight for all time intervals or not small time intervals, depending on whether the initial probability distribution of the CTMC is concentrated in the regenerative state or not.
Introduction
Consider a finite (homogeneous) continuous-time Markov chain (CTMC) X = X t t ≥ 0 modeling a fault-tolerant system that can be up or down. Let U denote the subset of "up" states. Let 1 c denote the indicator function returning the value 1 when condition c is satisfied and the value 0 otherwise. Then, the interval availability at time t is the random variable
i.e., the fraction of time in the time interval 0 t in which the fault-tolerant system is up. The distribution of the interval availability is of practical interest because it quantifies the probability with which a certain interval availability level can be guaranteed to the user or users of the fault-tolerant system. The interval availability distribution is
Sometimes, the interval availability complementary distribution
is used. Obviously, IAVCD t p = 1 − IAVD t p . To illustrate a typical behavior of the measure, Figure 1 plots IAVCD t p of a fault-tolerant system using the pair-and-spare technique (Johnson 1989) in which active modules fail with a rate M = 10 −3 h −1 , the spare module does not fail, the failure of an active module is covered with probability C M = 0 95, failed modules are repaired by a single repairman with rate M = 1 h −1 , and modules do not fail when the system is down, for several values of t and values of p around the steady-state availability SSA = 0 9999, assuming that initially all modules are unfailed. labelled with 1 − p, so that IAVCD t p decreases as p increases, as it should happen. Being irreducible and finite, the CTMC is ergodic (see, for instance, Kulkarni 1995) , and as predicted by renewal reward process and regenerative process theories (see, for instance, Ross 1983 ), for t → , IAVCD t p has an asymptotic shape with IAVCD t p = 1 for p < SSA and IAVCD t p = 0 for p ≥ SSA, but the convergence to that asymptotic shape is very slow, making meaningful the computation of the measure for very large values of t and stressing the need for methods that have a small computational cost for large t. Computing IAVD t p or IAVCD t p of a system modeled by a CTMC has been proved to be a challenging problem (Carrasco 2004; de Souza e Silva and Gail 1986; Goyal and Tantawi 1988; Ross 1983; Rubino and Sericola 1992 , 1993 , 1995 Sericola 1990; Takács 1957) . The first effort is reported in Takács (1957) , where a closed-form integral expression for IAVCD t p is given for a two-state CTMC. In Ross (1983) , randomization is used to obtain a closed-form expression for IAVD t p for the same two-state CTMC. The first method able to deal with arbitrary finite CTMCs is presented in de Souza e Silva and Gail (1986) , who develop a method for computing IAVD t p using randomization. Goyal and Tantawi (1988) develop an approximate finite-differences method without error bounds for computing P IAV t ≥ p for arbitrary finite CTMCs. We note that, for 0 < p < 1, P IAV t ≥ p = IAVCD t p , since the event IAV t = p has probability measure 0. Sericola (1990) obtains a closed-form solution for IAVD t p in terms of growing size matrices for arbitrary finite CTMCs. Rubino and Sericola (1992) develop an efficient method for the computation of IAVD t p for finite CTMCs having a particular structure so that initially the system is up, consecutive up and down periods are independent, all up periods (except perhaps the first one) are identically distributed, and all down periods are identically distributed. Rubino and Sericola (1993) develop two randomization-based algorithms for arbitrary finite CTMCs reducing the computational requirements of the method developed by de Souza e Silva and Gail (1986) . The first such algorithm reduces the time requirements and computes IAVD t p ; the second one reduces the storage requirements and computes IAVCD t p . This second algorithm is reviewed in Rubino and Sericola (1995) as Algorithm A, where it is taken as a starting point to develop another algorithm (Algorithm B) for computing IAVCD t p , which is competitive when the number of up states of the model is small and furthermore can deal with some class of CTMCs with denumerable infinite state spaces.
Finally, a method that we will call regenerative transformation, has been developed by Carrasco (2004) . The method covers finite CTMC models with a particular structure. The method computes IAVCD t p , requires the selection of a regenerative state, and is targeted at a class of finite CTMC models, class C 1 . This class includes both exact and bounding failure/repair models of fault-tolerant systems with increasing structure function (see, for instance, Barlow and Proschan 1981) , with exponential failure and repair time distributions and repair in every state with failed components having failure rates much smaller than repair rates (F/R models in the following), with a "natural" selection for the regenerative state. In this method, a truncated transformed CTMC is built that, with an appropriate subset of up states, has the same interval availability distribution as the original model with an arbitrarily small error, and that truncated transformed CTMC is solved using Algorithm A of Rubino and Sericola (1995) (Algorithm A in the following). As with all other randomization-based methods, regenerative transformation is numerically stable and computes IAVCD t p with well-controlled error. For large class C 1 models, large t, and p close to 1, which is the interesting case for fault-tolerant systems, the method can have significantly less computational cost than Algorithm A, which can be considered the current randomization-based general-purpose state-of-the-art method for computing IAVCD t p for finite CTMCs.
In this paper, we take the regenerative transformation method as starting point to develop a method, called bounding regenerative transformation, for computing bounds for IAVCD t p . Similar to regenerative transformation, bounding regenerative transformation requires the selection of a regenerative state and is targeted at a class of models, class C 1 , which is a subclass of model class C 1 , including F/R models, with a given natural selection for the regenerative state.
The rest of this paper is organized as follows. Section 2 discusses the computational cost of Algorithm A and reviews the regenerative transformation method at the detail required by the developments to follow. Section 3 describes the bounding regenerative transformation method, specifying the CTMC models covered by the method, describing the model class C 1 at which the method is targeted, motivating the method, and showing that it indeed obtains bounds. The method depends on a control parameter D C that for class C 1 models with the natural selection for the regenerative state should trade off computational cost with bounds tightness. In §3, it is also argued that for class C 1 models with the natural selection for the regenerative state, bounding regenerative transformation can have a smaller computational cost than regenerative transformation, and, for large C 1 models with the natural selection for the regenerative state, large t, p close to 1, and D C set so that the computational cost should be the smallest one, it should have small computational cost relative to the model size, much smaller than that of Algorithm A. Section 3.2 justifies and describes a more efficient implementation of the method for an important particular case. Section 4 analyzes the performance of the method using a representative large class C 1 model and compares using that example the computational cost of the method with those of Algorithm A and regenerative transformation for p close to 1. We also illustrate that, under additional conditions satisfied by F/R models, the bounds seem to be tight for any time interval or not small time intervals, depending on whether the initial probability distribution of the model is concentrated in the regenerative state or not. The Online Supplement (available at http://joc.pubs.informs.org/ecompanion .html) includes all proofs.
Preliminaries
Let X = X t t ≥ 0 be a CTMC with state space partitioned into the set of up states U and the set of down states D. In this paper, we target the computation of bounds for IAVCD t p , where t > 0 and 0 < p < 1.
Algorithm A is based on the randomization construct. In that construct (see, for instance, Kijima 1997), the given CTMC X is interpreted in terms of a discrete-time Markov chain subordinated to a Poisson process with arrival rate ≥ max i∈ i , where i is the output rate of X from state i. For not too small X, large t, and p close to 1, the method has an approximate flop count NC 2T + 2 , where N and C are (Rubino and Sericola 1993) truncation parameters and T is the number of transitions of X. An important feature of the method is that it is numerically stable, the only important error source being the truncation error. The truncation parameters N and C increase with , making = max i∈ i the best selection for . Using the well-known result (see, for instance, Theorem 3.3.5 in Ross 1983 ) that the number of arrivals in the time interval 0 t of a Poisson process with arrival rate has for t → an asymptotic normal distribution with mean and variance t, for large t and a truncation error requirement 1, the required N will be ≈ t, and, then, the method will be very costly if the model is large. As an example, for the model considered in §4, which has 646,646 states, 15,578,290 transitions, and = max i∈ i ≈ 2 25 h −1 , we can estimate a flop count of 8 25 × 10 13 when the method is run with a single target t p pair with t = 20,000 h and p = 0 9995 and a truncation error requirement = 10 −8 , which yields N = 46,241 and C = 55.
The regenerative transformation method developed in Carrasco (2004) was an effort to reduce the high computational cost of Algorithm A for large CTMCs, large t, and p close to 1. The method requires the selection of a regenerative state r and is targeted at a particular class of models, class C 1 , including F/R models, with a natural selection for the regenerative state. Because the method developed in this paper for computing bounds for IAVCD t p is based on regenerative transformation, in the remainder of this section we will review the regenerative transformation method at the detail required by the developments to follow. Let i = P X 0 = i and let i j denote the transition rate of X from state i to state j. Given B ⊂ , let B = i∈B i denote the initial probability of X in subset B, and given i ∈ and B ⊂ − i , let i B = j∈B i j denote the transition rate of X from state i to subset B. With the notation S = S − r , U S = U ∩ S, D S = D ∩ S, U S = U S − r , and D S = D S − r , the method will cover CTMCs X and selections for r satisfying the following conditions (the set S is implicitly defined by Conditions 2, 4, and 8; see the following discussion). Condition 1. is finite. Condition 2. Either = S or = S ∪ f , f being an absorbing state.
Condition 3. S ≥ 2. Condition 4. Either all states in S are transient or X has a single recurrent class of states F ⊂ S.
Condition 5. All states are reachable (from some state with non-null initial probability).
Condition 6. U = and D = . Condition 7. max i∈U i > 0 and max i∈D i > 0. Condition 8. r ∈ S and, if X has a single recurrent class of states F ⊂ S, r ∈ F . > 0 for some i ∈ D S with i > 0. Note that Conditions 2, 4, and 8 and the required specification of the regenerative state r "force" the subset S and, if existent, the state f for which the remaining conditions have to be checked to determine whether the given X with the given r is covered by regenerative transformation. More specifically, if X does not have any absorbing state, by Condition 2, S must be and f does not exist; if X has a single absorbing state a and r = a, then S must be − a and f must be a, since S = would make, by Condition 4, F = a , and, by Condition 8, r should be a; if X has a single absorbing state a and r = a, then S must be and f does not exist, since S = − a and r = a would contradict r ∈ S (Condition 8); if X has two absorbing states a and b, and r is one of them, say, a, then S must be − b and f must be b, since S = would make S to have at least two recurrent classes, in contradiction with Condition 4, and S = − a , f = a would imply r ∈ S, in contradiction with Condition 8; if X has two absorbing states, say, a and b, but none of them is r, then no selections for S and f exist satisfying the conditions, since S = would imply that S has at least two recurrent classes, in contradiction with Condition 4, and, say, S = − a would imply that S has at least the recurrent class b and, by Condition 8, we should have r = b; finally, if X has more than three absorbing states, S = makes S to include at least three recurrent classes, in contradiction with Condition 4, and S = − f , where f is one of the absorbing states, makes S to include at least two recurrent classes, also in contradiction with Condition 4.
Conditions 3, 6, and 7 are mild, in the sense that when they are not satisfied, computation of IAVCD t p either is trivial or can be reduced to a simpler problem. Thus, assuming U = and max i∈U i = 0, all up states would be absorbing, and we would have IAVCD t p = P X 1 − p t ∈ U . Similarly, assuming D = and max i∈D i = 0, all down states would be absorbing, and we would have IAVCD t p = P X pt ∈ U . Condition 5 can be trivialized by deleting unreachable states. Finally, Conditions 9 and 10 can be circumvented by adding to X a tiny transition rate ≤ 10 −10 / 2t max between an appropriate pair of states, where is the allowed error and t max is the largest time t at which IAVCD t p has to be computed, with a negligible impact on IAVCD t p no greater than 10 −10 (see Carrasco 2004) .
That X can have an absorbing state f is allowed so as to cover bounding CTMCs (de Souza e Silva and Ochoa 1992), which are useful for systems for which an exact CTMC would have a state space of unmanageable size. A bounding CTMC would have a state space = S ∪ f , where S is a subset of the state space of the exact CTMC and f is an absorbing state in which the bounding CTMC is whenever the exact CTMC has visited some state outside S. The initial probability distribution in S would be as in the exact CTMC and the initial probability of f would be the probability that the exact CTMC is initially outside S. Transition rates between states in S would be as in the exact CTMC and transition rates from states i ∈ S to f would be equal to the transition rates from states i ∈ S to outside S in the exact CTMC. The up states in S would be as in the exact CTMC. Considering f to be a down (up) state results in an IAVCD t p measure for the bounding CTMC that bounds from below (above) the IAVCD t p measure of the exact CTMC.
The model class C 1 at which the regenerative transformation method is targeted includes all CTMCs X satisfying Conditions 1-7 and the following condition:
Condition 11. A partition U 0 ∪ U 1 ∪ · · · ∪ U N C for U S exists satisfying the following properties:
The natural selection for the regenerative state for class C 1 models is r = o. With that natural selection, Properties 2, 3, and 4 imply the fulfillment of, respectively, Conditions 8, 9, and 10. Model class C 1 includes F/R models. A partition for U S showing that those models are in class C 1 would be the partition in which U k includes up states with a given number of failed components, with the subsets U k sorted following increasing numbers of failed components. That the structure function of the fault-tolerant system be increasing is required because otherwise there could be fast repair transitions from up states to down states, and, then, Property 5 of the partition for U S might not be satisfied. Properties 2, 3, and 4 were not mentioned in Carrasco (2004) , but they are implicitly enforced for the natural selection r = o by Conditions 8, 9, and 10. The condition U S ≥ 2 was enforced for class C 1 models in Carrasco (2004) , but the particular case U S = 1 taken out from the definition of class C 1 models in Carrasco (2004) was discussed there, and we have decided to include it here.
The regenerative transformation method includes two phases. In the first one, a truncated transformed CTMC, V T , is built by analyzing the given CTMC X, which, with an appropriate subset of up states, has the same IAVCD t p measure as X with error ≤ /2. In the second one, the IAVCD t p measure of V T is computed with truncation error ≤ /2 using Algorithm A. This results in the computation of IAVCD t p for the given CTMC X with an error that can be estimated to be ≤ . V T is obtained by first characterizing the behavior of X from S = S − r until either hit of state r or, if existing, hit of the absorbing state f , and from r until either next hit of state r or, if existing, hit of the absorbing state f , while keeping track of the amount of time spent in U S . This gives a CTMC with infinite state space with the same IAVCD t p measure. Finally, up to two truncations on that CTMC with infinite state space are performed to obtain V T . The reader is referred to Carrasco (2004) for details.
We now start describing V T as a black box and how can it be built from X at the detail required by the developments to follow in §3. X can be interpreted as an (homogeneous) discrete-time Markov chain (DTMC) X = X n n = 0 1 2 randomized with rate U = 1 + max i∈U i > 0 in the states in U and rate D = 1 + max i∈D i > 0 in the states in D, where is a small quantity >0, say, = 10 −4 . The DTMC X has same state space and initial probability distribution as X and transition matrix P = P i j i j∈ , where 
In other words, i n k is the probability that in the first n steps X will not have entered state r, has visited k up states, and at step n is in state i, i ∈ S; and i n k is the probability that in the first n steps X has not visited state r, has visited k up states, and at step n is in state i, i ∈ S . Let a n k = i∈S i n k , a m k = k+m−1 n=k−1 a n k , k ≥ 2, m ≥ 1, a n k = i∈S i n k , and
The truncated transformed CTMC V T is defined by up to three truncation parameters, K, L, and C. The truncation parameter C is given by
where = max U D , tq max is the largest value of tq = t 1−p at which IAVCD t p has to be computed, and 1 = /4 if U S = and 1 = /2 if U S = . For the case U S = and S > 0, the truncation parameters K and L are given by
and, for the case U S = and S = 0, the truncation parameter K is given by
where t max is the largest value of t at which IAVCD t p has to be computed. Then, with x B denoting the restriction of the row vector x to the subset of indices B, 0 denoting a row vector of appropriate dimension with all components null, f , a, and b being absorbing states, and c denoting a union to be performed when condition c is satisfied, V T has, for the case S > 0, state space (note that Conditions 2, 6, and 7 imply U S = and D S = )
and, for the case S = 0, state space
where, for U S = ,
for U S = and r ∈ U S ,
and, for U S = , With P i B , B ⊂ denoting j∈B P i j , the transition rates in V T are as follows. Let • If U S = , each state s u n K has a transition rate U to state b.
• If U S = , each state s • 
Taking into account the definition of the row vectors n k , and with P B C denoting the submatrix of P collecting the elements with index pairs in B × C, the required row vectors n k can be obtained, for increasing k and for each k for increasing n, using the recurrences
Similarly, with denoting the row vector i i∈ , the required row vectors n k can be obtained, for increasing k and for each k for increasing n, using the recurrences 
Those orderings allow the computation of a C k and a C k for increasing k and thus the determination of the truncation parameters K ( (2) and (4)) and L (3). 
The Bounding Regenerative Transformation Method
We will start by identifying the CTMC models covered by bounding regenerative transformation and the model class C 1 at which the method is targeted. Then, we will motivate and justify the method and will describe it in the general case. The method allows to compute a lower bound for IAVCD t p , an upper bound for IAVCD t p , or both, and depends on a control parameter D C that for class C 1 models should trade off computational cost with bounds tightness.
A separate subsection will be dedicated to justify and describe a more efficient implementation of the method that is available for the case D C = 1 when both bounds have to be computed and an additional condition is satisfied.
Motivation and General Case
Similar to regenerative transformation, the bounding regenerative transformation method requires the selection of a regenerative state r and covers the same class of CTMC models X and selections for the regenerative state r as the regenerative transformation method (Conditions 1-10) with the additional condition: Condition 12. U S = . The additional condition is imposed because bounding regenerative transformation can be described as a succession of a phase in which transition rates of X from states in U S are scaled and an application of regenerative transformation to the CTMCs with scaled transition rates; when U S = , there are no transition rates to be scaled.
The method is targeted at a model class C 1 with a natural selection for the regenerative state r. 
Class C 1 models obviously includes F/R models, the only additional condition being that there must be at least two up states apart from the absorbing state f , if existent. The natural selection for the regenerative state for class C 1 models is r = o. Since class C 1 is a subclass of class C 1 , and for any model in class C 1 , U S ≥ 2 and max i∈U S i = max i∈U S − o i because of Property 6 of the partition for U S , we have, from Theorem 1, the following result.
Theorem 2. For class C 1 models and r = o, a C n ≤ C + 1 h n and a C n ≤ S C + 1 h n , where, for
The bounding regenerative transformation method is motivated by Theorem 2 and is based on the following result. See, for instance, Kijima (1997) for the definitions of conservative and uniformizable CTMCs with denumerable state space. In short, they are CTMCs with denumerable state space in which the output rate from any state i is equal to the sum of the transition rates from i and in which the output rates are uniformly bounded from above. Any finite CTMC is both conservative and uniformizable. Although we will only use the result for finite CTMCs, that restriction does not lead to a simpler proof. Comparison of Corresponding Realizations of W and W Essentially, the reason why Theorem 3 holds is that scaling transition rates from up states keeping their relative values will not modify the embedded DTMC of W . Because (see, for instance, Kijima 1997) W can be interpreted in terms of by associating with the states visited by independent exponential holding times with a parameter equal to the output rate from the visited state and W can be interpreted in terms of by associating with the states visited by scaled up versions of those holding times, each realization of W will have a corresponding realization of W differing from the former only in that the holding times in the up states will be non-smaller, and, as Figure 4 illustrates, this will cause the up time in the time interval 0 t of the realization of W to be non-smaller than the up time in the same interval of the corresponding realization of W . As a consequence, IAVCD t p will be non-smaller than IAVCD t p . That, under the condition stated by the theorem, IAVCD t p > IAVCD t p follows from the fact that under that condition there will realizations of W with a total non-null probability contributing to IAVCD t p with corresponding realizations of W that do not contribute to IAVCD t p .
According to Theorem 3, scaling up the transition rates from some up states will result in a CTMC model whose IAVCD t p measure will bound from below the IAVCD t p measure of the original model. Conversely, scaling down the transition rates from some up states will result in a CTMC model whose IAVCD t p measure will bound from above the IAVCD t p measure of the original model.
Let min = min i∈U S i and max = max i∈U S i . The control parameter D C is required to satisfy 1 ≤ D C < max / min . Note that min > 0. This follows, for the CTMC models and selections for the regenerative state r covered by bounding regenerative transformation, because S cannot include any absorbing state: by Condition 4 it can include at most one, and by Condition 8 that one should be r, in contradiction with r U S > 0 (Conditions 9 and 12) Proof. See the Online Supplement.
Furthermore, for class C 1 models and r = o, the R parameter defined in Theorem 2 for both X lb and X ub is equal to D C :
Then, using Theorem 2, for class C 1 models and r = o, the control parameter D C should trade off computational cost with bounds tightness. As recently discussed, the larger D C is, the tighter IAVCD lb t p and IAVCD ub t p can be, and the more costly bounding regenerative transformation should be, since (1) lb (2) and (4) ub ), C lb and C ub will be moderate; then, if X has a large size and max i∈ i t is large, the computational cost of bounding regenerative transformation relative to the model size should be small and much smaller than that of Algorithm A. This is because the first phase of regenerative transformation applied to both X lb and X ub should have a computational cost relative to the size of X much smaller than that of Algorithm A applied to X (see the beginning and end of §2), and because lb = and ub ≤ and since the size of both V lb T and V ub T should be moderate, the second phase of regenerative transformation applied to both X lb and X ub should have a computational cost much smaller than the computational cost of Algorithm A applied to X (see the beginning of §2). In the case max = min , no selection for D C is possible, but in that case regenerative transformation has for class C 1 models and r = o a parameter R = 1, and, according to the previous discussion, that method should have a small computational cost relative to the model size when the model is large and max i∈ i tq max is moderate. Because regenerative transformation is numerically stable and has good error control (Carrasco 2004) , bounding regenerative transformation will compute the bounds with numerical stability and well-controlled error.
Particular Implementation
The particular case in which both IAVCD lb t p and IAVCD ub t p have to be computed, D C = 1, and if r ∈ U S , r ≤ min i∈U S i allows a computationally more efficient implementation of the bounding regenerative transformation method than the one described in the previous subsection. That more efficient implementation is based on the fact that V ub T can be obtained from quantities associated with the generation of V lb T during the first phase of regenerative transformation applied to X lb . The justification of the particular implementation is elaborated. However, for class C 1 models and r = o, the case D C = 1 is an important one because it is in that case that, if X has a large size and p is close to 1, the method should have a small computational cost relative to the size of X, much smaller than that of Algorithm A. Also, the additional condition r ≤ min i∈U S i will be satisfied because of Property 6 of the partition for U S , and, often, both bounds will be of interest to "bracket" the exact solution of the model.
Recall that for the CTMC models and selections for r covered by bounding regenerative transformation, U S = (by Condition 12), and, according to the review of regenerative transformation in §2, V T is defined by the truncation parameters C, K, and, if
and, assuming S > 0, let
Then, the quantities associated with the generation of V lb T during the first phase of regenerative transformation applied to X lb that have to be saved are 
n k and the corresponding quantities for X lb . Using those relationships and noting that a
and, if
S > 0, L ub , and to build V ub T . In the remainder of this section we will prove (1) and will obtain the abovementioned relationships. The relationships are established in terms of the parameter R = max / min , with, we remember, min = min i∈U S i and max = max i∈U S i . Note that R > 1, since D C < max / min and D C = 1 for the particular implementation to apply.
We start by relating U D = max U D and the transition probabilities of the randomized DTMCs of X lb and X ub .
Theorem 5. Assume D C = 1, and, if r ∈ U S , r ≤ min . Then,
Proof. See the Online Supplement.
Using Theorem 5, it is possible to prove the following result, which relates the vectors n k and n k . The following result, relating the quantities a n k and a n k , is an immediate consequence of Proposition 1, taking into account a n k = i∈S i n k and a n k = i∈S i n k .
The following theorem relates the truncation parameters associated with V 
Finally, the following theorem relates the quantities w 
Numerical Analysis
In this section we illustrate, using a representative large model in the class, that, for large class C 1 models with r = o when p is close to 1 so that max i∈ i tq max is moderate, bounding regenerative transformation with the selection D C = 1 can compute bounds for IAVCD t p with a computational cost smaller than that of regenerative transformation and much smaller relative to the model size than that of Algorithm A when max i∈ i t is large. We also discuss under which conditions the obtained bounds with the selection D C = 1 seem to be tight. Finally, we illustrate the trade-off between bounds tightness and computational cost controlled by the parameter D C . The experiments were performed taking the value 10 −4 for the parameter defining U and D in regenerative transformation (see §2).
The example is a CTMC model of a fault-tolerant storage system made up of 10 five-level RAID subsystems, each one comprising eight disks, two redundant disk controllers (CONT), and two redundant power supplies (PS) (see Figure 6 ). The power supplies work in cold standby redundancy. The system is up if all RAID subsystems are up. A RAID subsystem is up if, ignoring coverage faults, at least one controller is unfailed, at least one power supply is unfailed, and at least seven disks have updated data (when a failed disk is repaired in an up subsystem, a reconstruction process fills the repaired disk with data consistent with the data stored in the remaining seven disks). Disks in up subsystems fail at a rate of 4 × 10 −6 h −1 if no disk is under reconstruction and at a rate of 6 × 10 −6 h −1 if one disk is under reconstruction. Controllers in up subsystems fail at a rate of 2 × 10 −5 h −1 if the subsystem has two unfailed controllers and at a rate of 3 × 10 −5 h −1 if the subsystem has one unfailed controller. The active power supply of an up subsystem fails at a rate of 2 × 10 −5 h −1 . The coverage to controller failures is 0 95, and the coverage to power supply failures is 0 98. Disks are
CONT CONT PS PS
Figure 6 Architecture of the RAID Subsystem reconstructed at a rate of 0 125 h −1 . Components of down RAID subsystems do not fail. It is assumed the availability of an unlimited number of repairmen to repair failed components in up RAID subsystems. However, there is only a repairman to recover down RAID subsystems. The repair rate of failed components in up RAID subsystems is 0 05 h −1 , and down subsystems are brought up to a fully operational state with no component failed and all disks containing consistent data at a rate of 0.10 h −1 . In case several RAID subsystems are down, the repairman selects at random the one to be brought up. Advantage is taken of the fact that all RAID subsystems have identical behavior to reduce the size of the state space of the model. A more detailed description of the model can be found in Carrasco (2003 
where N C s is the number of up RAID subsystems with one failed controller in state s, N D s is the number of up RAID subsystems with one failed disk in state s, N P s is the number of up RAID subsystems with one failed power supply in state s, and N R s is the number of up RAID subsystems with one disk under reconstruction in state s. We will start by assuming that the system is initially in the state where all RAID subsystems are in their fully operational state. That state is the single state o belonging to the subset U 0 . The steady-state availability of the system is 0.99975425, making 0.9995 and 0.9999 reasonable choices that we will take for p. All methods were run with a single target t p pair and an error requirement = 10 −8 . The bounding regenerative transformation method is requested to compute both the lower and upper bounds. CPU times are measured (estimated) in (for) a workstation with a Sun-Blade 1000 processor and 4 GB of memory (significantly larger than the memory consumption for all methods). For large t, the CPU times for Algorithm A are enormous; thus, we estimated those CPU times using measured CPU times for smaller t and the approximate flop count of that method given at the beginning of §2.
We start by considering the selection D C = 1 for bounding regenerative transformation with r = o, and, thus, bounding regenerative transformation will use the particular, more efficient implementation discussed in §3.2. For regenerative transformation we also took r = o. Table 1 gives the bounds obtained by bounding regenerative transformation (BRT), the values of the truncation parameters C lb Table 1 Results for BRT with D C = 1, RT, and Algorithm A (A) are nongreater than, respectively, C lb and K lb ; see Theorem 7), the values of the truncation parameters C and K associated with V T in regenerative transformation (RT), and the values of the truncation parameters C and N of Algorithm A (A), for p = 0.9995 and 0.9999 and increasing values of t. Figure 7 gives the CPU times consumed by the methods. As suggested theoretically, K lb has small values. Since max i∈ i t 1 − p = max i∈ i tq has moderate values (for p = 0.9995 and t = 20,000 h, max i∈ i tq ≈ 22.5) and max i∈ lb i tq = max i∈ i tq, C lb has moderate values. All this makes the CPU times consumed by BRT relatively small: for the largest t considered, 5,494 s (about 92 minutes) for p = 0.9995 and 1,883 s (about 31 minutes) for p = 0.9999. Since C is identical to C lb (this will always be the case, since, as discussed at the end of §3.1, lb tq = tq; see (1)); as discussed at the end of §3.1, lb = (the maximum output rate in V lb T is lb ), C ub ≤ C lb , and K ub ≤ K lb ; and, as discussed also at the end of that section, ub ≤ (the maximum output rate in V ub T is ub ); the CPU times for RT compared with those of BRT scale Finally, since the model is large, the truncation parameter N is significantly larger than K lb and K for large t, and the truncation parameter C is very similar to C lb and C (this will almost always be the case; see (1) and Rubino and Sericola 1993) , the CPU times of Algorithm A are significantly larger than the CPU times of both BRT and RT: for the largest t considered, the estimated CPU time for Algorithm A is 1 158 × 10 7 s (about 134 days) for p = 0.9995 and 4 482 × 10 6 s (about 52 days) for p = 0.9999, and, thus, for large values of t and a conventional hardware platform, the example can be considered out of reach of Algorithm A. Figure 8 gives the breakdown of the CPU times consumed by BRT into its three main components: generation of V The bounds obtained by BRT with D C = 1 are quite tight. Intuitively, for large t, this is because all X, X lb , and X ub spend most of the time in U S in state o, and the three models only differ in the holding times in the states in U S − o . This will be the case for any class C 1 model provided that the partition for U S satisfies the additional properties:
Property 8. o min i∈U 1 ∪···∪U N C i . The reason is that Property 7 implies that, from any state i ∈ U S − o , the embedded DTMC will go toward state o with almost one probability and Property 8 implies that each holding time in a state i ∈ U S − o will be much smaller than each holding time in state o. Note that Properties 7 and 8 are satisfied moderately by the example, since for the partition for U S previously discussed, max 0<k≤40 max i∈U k i U k − i ∪U k+1 ∪···∪D S = 1 08 × 10 −3 h −1 , min 0<k≤40 min i∈U k i U 0 ∪···∪U k−1 = 0 05 h −1 , o = 9 2 × 10 −4 h −1 , and min 0<k≤40 min i∈U k i ≈ 0 05 h −1 . Class C 1 models with the additional Properties 7 and 8 for the partition for U S include F/R models. The fact that the bounds are also tight for small t seems to have to do with the fact that the initial probability of the CTMC in U S is concentrated in state o. Table 2 gives the bounds obtained by BRT with D C = 1 when the initial state of the CTMC model is the state in which one RAID subsystem has one unfailed controller, no other component failed, and no disk under reconstruction, and the remaining RAID subsystems are in their fully operational state. In that case, the bounds are not so tight for small values of t.
Finally, we analyze the trade-off in BRT between computational cost and bounds tightness controlled by the parameter D C . As D C increases, the output rate in X lb from the up state in U 1 ∪ · · · ∪ U N C with minimum output rate in X decreases. Furthermore, as D C increases, the output rate in X ub from the up state in U 1 ∪ · · · ∪ U N C with maximum output rate in X increases. Then, because X is irreducible, the condition of Theorem 3 ensuring IAVCD t p > IAVCD t p is satisfied, implying that IAVCD lb t p will increase strictly as D C increases and IAVCD ub t p will decrease strictly as D C increases. Table 3 gives the bounds obtained by BRT and the CPU times for t = 10,000 h, p = 0.9995, and increasing D C , assuming that the initial state is state o. We also give C lb , K lb , C ub , and K ub . We can note that the bounds become moderately tighter as D C increases, but, as a result of a significant increase of K lb and K ub , the computational cost of the method increases sharply.
Conclusions
We have developed a method for the computation of bounds for the interval availability complementary distribution. The method requires the selection of a regenerative state, is numerically stable, and computes the bounds with well-controlled error. For models belonging to a certain class, class C 1 , and a particular, "natural" selection for the regenerative state, the method should trade off bounds tightness with computational cost through a control parameter D C . For large class C 1 models, the version that should have the smallest computational cost should provide bounds at a small computational cost relative to the model size if the abscissa at which bounds are sought is close to 1, which is the interesting case for faulttolerant systems. When the model satisfies additional conditions, the bounds obtained by the version of the method that should have the smallest computational cost seem to be tight for any time interval or not small time intervals, depending on whether the initial probability distribution of the model in up states different from the absorbing state, if existing, is concentrated in the natural selection for the regenerative state. Class C 1 models with those additional conditions include F/R models.
