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REGULARITY AND a-INVARIANT OF CAMERON–WALKER GRAPHS
TAKAYUKI HIBI, KYOUKO KIMURA, KAZUNORI MATSUDA AND AKIYOSHI TSUCHIYA
ABSTRACT. Let S be the polynomial ring over a field K and I ⊂ S a homogeneous ideal.
Let h(S/I,λ ) be the h-polynomial of S/I and s = degh(S/I,λ ) the degree of h(S/I,λ ).
It follows that the inequality s− r ≤ d − e, where r = reg(S/I), d = dimS/I and e =
depthS/I, is satisfied and, in addition, the equality s− r = d − e holds if and only if
S/I has a unique extremal Betti number. We are interested in finding a natural class of
finite simple graphs G for which S/I(G), where I(G) is the edge ideal of G, satisfies
s− r = d− e. Let a(S/I(G)) denote the a-invariant of S/I, i.e., a(S/I(G)) = s− d. One
has a(S/I(G)) ≤ 0. In the present paper, by showing the fundamental fact that every
Cameron–Walker graph G satisfies a(S/I(G)) = 0, a classification of Cameron–Walker
graphs G for which S/I(G) satisfies s− r = d− e will be exhibited.
INTRODUCTION
In the current trends on combinatorial and computational commutative algebra, the
study on regularity of edge ideals of finite simple graphs becomes fashionable and many
papers including [3, 8, 9, 17, 21] have been published. In the present paper we are inter-
ested in the regularity and the h-polynomials of edge ideals.
Let S= K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K with each
degxi = 1 and I ⊂ S a homogeneous ideal of S with dimS/I = d. The Hilbert series
H (S/I, λ ) of S/I is of the form
H (S/I, λ ) =
h0+h1λ +h2λ
2+ · · ·+hsλ
s
(1−λ )d
,
where each hi ∈ Z ([5, Proposition 4.4.1]). We say that
h(S/I, λ ) = h0+h1λ +h2λ
2+ · · ·+hsλ
s
with hs 6= 0 is the h-polynomial of S/I. We call the difference degh(S/I, λ )− dimS/I
the a-invariant ([5, Definition 4.4.4]) of S/I and denote it by a(S/I). It is known that
a(S/I)≤ 0 if I is a squarefree monomial ideal.
Let
FS/I : 0→
⊕
j≥1
S(−(p+ j))βp,p+ j(S/I) → ·· · →
⊕
j≥1
S(−(1+ j))β1,1+ j(S/I) → S→ S/I→ 0
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be the minimal graded free resolution of S/I over S, where p is the projective dimension
of S/I. The (Castelnuovo–Mumford ) regularity of S/I is
reg(S/I) =max{ j : βi,i+ j(S/I) 6= 0}.
The inequality
(0.1) degh(S/I, λ )− reg(S/I)≤ dimS/I−depth(S/I)
is well known ([20, Corollary B.4.1]) and its proof is easy. In fact, since [5, Lemma
4.1.13] says that
H (S/I, λ ) =
∑
p
i=0(−1)
i∑ j∈Zβi,i+ j(S/I)λ
i+ j
(1−λ )n
=
h(S/I,λ ) · (1−λ )n−dimS/I
(1−λ )n
,
it follows that degh(S/I, λ ) ≤ p+ reg(S/I)− n+ dimS/I. Furthermore, since n− p =
depth(S/I) by Auslander–Buchsbaum Theorem, the inequality (0.1) follows. In addition,
the equality
(∗) degh(S/I, λ )− reg(S/I) = dimS/I−depth(S/I)
holds if and only if βp,p+reg(S/I)(S/I) 6= 0, in other words, if and only if S/I has a unique
extremal Betti number ([10, Definition 4.3.13]). In particular, the equality (∗) holds if S/I
is Cohen–Macaulay by [2, Lemma 3] or I has a pure resolution ([5, p. 153]).
Let G be a finite simple graph (i.e. a graph with no loop and no multiple edge) on the
vertex setV (G) = {x1,x2, . . . ,xn} and its edge set E(G). Set S=K[V (G)]. The edge ideal
of G is
I(G) =
(
xix j : {xi,x j} ∈ E(G)
)
⊂ S.
It is natural to ask for which graph G, its edge ideal I(G) satisfies a(S/I(G)) = 0 or the
equality (∗). In the present paper we focus on Cameron–Walker graphs. Let us recall
the definition of a Cameron–Walker graph. Let im(G) (resp. m(G)) denote the induced
matching number (resp. matching number) of G, see [11, p.258]. Then for any finite
simple graph G, one has
(0.2) im(G)≤ reg(S/I(G))≤ m(G)
by virtue of [9, Theorem 6.7] and [15, Lemma 2.2]. Cameron and Walker [6, Theorem
1] (see also [11, Remark 0.1]) characterized a finite connected simple graph G satisfying
im(G) = m(G). A Cameron–Walker graph G is a graph satisfying im(G) = m(G) which
is neither a star graph nor a star triangle; see Section 1 for more detail. In [11, 19],
Cameron–Walker graphs have been studied from a viewpoint of commutative algebra.
In the present paper, we first prove a(S/I(G)) = 0 for every Cameron–Walker graph
G (Theorem 1.1) in Section 1. We next give a classification of Cameron–Walker graphs
G whose edge ideal I(G) satisfies the equality (∗) (Theorem 2.2) in Section 2. We also
provide some classes of graphs other than Cameron–Walker graphs satisfying (∗) (Propo-
sition 2.10). In general, there is no relationship between the degree of the h-polynomial
and the regularity even for edge ideals; see [13]. However we prove in Section 3 that for a
2
Cameron–Walker graph G, the inequality degh(S/I(G),λ )≥ reg(S/I(G)) holds. More-
over we characterize the Cameron–Walker graphs G which satisfy the equality (Theorem
3.1).
1. a-INVARIANT OF CAMERON–WALKER GRAPHS
In this section, we show
Theorem 1.1. Let G be a Cameron–Walker graph. Then a(K[V (G)]/I(G)) = 0.
We first recall the definition of a Cameron–Walker graph. Let G be a finite simple
graph on the vertex set V (G) with the edge set E(G). We call a subset M ⊂ E(G) a
matching of G if e∩ e′ = /0 for any e,e′ ∈ M with e 6= e′. A matching M of G is called
an induced matching of G if for e,e′ ∈ M with e 6= e′, there is no edge f ∈ E(G) with
e∩ f 6= /0 and e′∩ f 6= /0. The matching number m(G) of G is the maximum cardinality
of the matchings of G. Also the induced matching number im(G) of G is the maximum
cardinality of the induced matchings of G. As noted in Introduction, the inequalities
im(G) ≤ reg(K[V (G)]/I(G)) ≤ m(G) hold. By virtue of [6, Theorem 1] together with
[11, Remark 0.1], the equality im(G)=m(G) holds if and only ifG is one of the following
graphs:
• a star graph, i.e. a graph joining some paths of length 1 at one common vertex
(see Figure 2);
• a star triangle, i.e. a graph joining some triangles at one common vertex (see
Figure 3);
• a connected finite graph consisting of a connected bipartite graph with vertex par-
tition {v1, . . . ,vm}∪{w1, . . . ,wn} such that there is at least one leaf edge attached
to each vertex vi and that there may be possibly some pendant triangles attached
to each vertex w j. Here a leaf edge is an edge meeting a vertex of degree 1 and a
pendant triangle is a triangle whose two vertices have degree 2 and the rest vertex
has degree more than 2.
We say that a finite connected simple graph G is Cameron–Walker if im(G) = m(G) and
if G is neither a star graph nor a star triangle.
Remark 1.2. One can consider a star graph G with |V (G)| ≥ 3 as a Cameron–Walker
graph consisting of bipartite graph K1,1 with some leaf edges and without pendant trian-
gle. Hence claims for Cameron–Walker graph in the below are also true for such a star
graph.
Note that for a Cameron–Walker graph G, the regularity of K[V (G)]/I(G) is equal to
im(G) (equivalently, m(G)).
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Let G be a Cameron–Walker graph. In what follows we use the following labeling on
vertices of G; see Figure 1:
V (G) =
m⋃
i=1
{
x
(i)
1 , . . . ,x
(i)
si
}
∪{v1, . . . ,vm}∪{w1, . . . ,wn}∪
{
n⋃
j=1
t j⋃
ℓ=1
{
y
( j)
ℓ,1,y
( j)
ℓ,2
}}
,
where {v1, . . . ,vm}∪{w1, . . . ,wn} is a vertex partition of a connected bipartite subgraph
of G, x
(i)
k (i = 1, . . . ,m; k = 1, . . . ,si) is a vertex such that
{
vi,x
(i)
k
}
is a leaf edge, and
y
( j)
ℓ,1,y
( j)
ℓ,2 ( j = 1, . . . ,n; ℓ = 1, . . . , t j) are vertices which together with w j form a pendant
triangle. Note that si ≥ 1 and t j ≥ 0.
bipartite graph on {v1, . . . ,vm}∪{w1, . . . ,wn}
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FIGURE 1. Cameron–Walker graph
We prove Theorem 1.1 by showing
Proposition 1.3. Let G be a Cameron–Walker graph as in Figure 1. Then
(1.1) degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) =
m
∑
i=1
si+
n
∑
j=1
max
{
t j,1
}
.
Before giving a proof of Proposition 1.3, several lemmata will be prepared. Let I ⊂ S
be a monomial ideal of S and let x be a variable of S which appears in some monomial
belonging to the unique minimal system of monomial generators of I. Then, by the addi-
tivity of Hilbert series on the exact sequence 0→ S/I : (x)(−1)
·x
−−→ S/I→ S/I+(x)→ 0,
one has
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Lemma 1.4.
H (S/I, λ ) = H (S/I+(x), λ )+λ ·H (S/I : (x), λ ) .
Let G be a finite simple graph on the vertex set V (G) = {x1, . . . ,xn} with the edge
set E(G). For W ⊂ V (G), the induced subgraph GW is the subgraph of G such that
V (GW ) =W and E(GW ) = {{xi,x j} ∈ E(G) : xi,x j ∈W}. For xv ∈ V (G), let NG(xv)
denote the neighborhood of xv and let NG[xv] = NG(xv)∪{xv}. Then I(G)+(xv) = (xv)+
I
(
GV (G)\{xv}
)
and I(G) : (xv) = (xi : xi ∈ NG(xv))+ I
(
GV (G)\NG[xv]
)
. Hence
K[V (G)]
I(G)+(xv)
∼=
K[V (G)\{xv}]
I
(
GV (G)\{xv}
) ,
K[V (G)]
I(G) : (xv)
∼=
K[V (G)\NG[xv] ]
I
(
GV (G)\NG[xv]
) ⊗K K[xv].
Thus, by virtue of Lemma 1.4, it follows that
Lemma 1.5.
H (K[V (G)]/I(G), λ )
= H
(
K[V (G)\{xv}]
I
(
GV (G)\{xv}
) , λ
)
+H
(
K[V (G)\NG[xv] ]
I
(
GV (G)\NG[xv]
) , λ
)
·
λ
1−λ
.
The following lemma is somewhat technical.
Lemma 1.6. Let G be a finite simple graph and let xv ∈V (G). Assume that
(1) degh
(
K[V (G)\{xv}]
I
(
GV (G)\{xv}
) , λ
)
< dim
K[V (G)\{xv}]
I
(
GV (G)\{xv}
) =: d ;
(2) degh
(
K[V (G)\NG[xv] ]
I
(
GV (G)\NG[xv]
) , λ
)
= dim
K[V (G)\NG[xv] ]
I
(
GV (G)\NG[xv]
) =: d′ ;
(3) d > d′.
Then degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) = d.
Proof. It follows from Lemma 1.5. 
By using Lemma 1.5 again, one has the Hilbert series of K[V (G)]/I(G) when G is a
star graph or a star triangle. For s ≥ 1, we denote by G
star(xv)
s , the star graph joining s
paths of length 1 at the common vertex xv; see Figure 2.
Lemma 1.7. Let s≥ 1 be an integer. Then
H
(
K[V (G
star(xv)
s )]/I(G
star(xv)
s ), λ
)
=
1+λ (1−λ )s−1
(1−λ )s
.
In particular,
degh
(
K[V (G
star(xv)
s )]/I(G
star(xv)
s ), λ
)
= dimK[V (G
star(xv)
s )]/I(G
star(xv)
s ) = s.
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FIGURE 2. The star graph G
star(xv)
s
For t ≥ 1, we denote by G
△(xv)
t , the star triangle joining t triangles at the common
vertex xv; see Figure 3.
G
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FIGURE 3. The star triangle G
△(xv)
t
Lemma 1.8. Let t ≥ 1 be an integer. Then
H
(
K[V (G
△(xv)
t )]/I(G
△(xv)
t ), λ
)
=
(1+λ )t +λ (1−λ )t−1
(1−λ )t
.
In particular,
degh
(
K[V (G
△(xv)
t )]/I(G
△(xv)
t ), λ
)
=
{
t (t : odd)
t−1 (t : even)
and dimK[V (G
△(xv)
t )]/I(G
△(xv)
t ) = t.
We also use the following lemmata.
Lemma 1.9 ([14, Lemma 1.5(i)]). Let S1 and S2 be polynomial rings over a field K. Let I1
be a nonzero homogeneous ideal of S1 and I2 that of S2. Write S for S1⊗K S2 and regard
I1+ I2 as homogeneous ideals of S. Then
H (S/I1+ I2, λ ) = H (S1/I1, λ ) ·H (S2/I2, λ ) .
In particular,
degh(S/I1+ I2, λ ) = degh(S1/I1, λ )+degh(S2/I2, λ ) ,
dimS/I1+ I2 = dimS1/I1+dimS2/I2.
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Let G be a disconnected graph whose connected components are G1, . . . ,Gr. Then
I(G) = ∑ri=1 I(Gi). Thus, by virtue of Lemma 1.9, one has
Lemma 1.10. Under the notation as above,
degh(K[V (G)]/I(G), λ ) =
r
∑
i=1
degh(K[V (Gi]/I(Gi), λ ) ,
dimK[V (G)]/I(G) =
r
∑
i=1
dimK[V (Gi)]/I(Gi),
here we regard K[V (Gi)]/I(Gi) as a 1-dimensional polynomial ring if Gi is an isolated
vertex.
Now we are in the position to prove Proposition 1.3.
Proof of Proposition 1.3. Let G be a Cameron–Walker graph as in Figure 1. We prove the
equality (1.1) by using induction on m+n.
First, we assume that m+n = 2. Then m= n= 1. If t1 = 0, then G= G
star(v1)
s1+1
. Hence
the equality (1.1) follows by Lemma 1.7. Next assume t1 > 0 . We will show
degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) = s1+ t1.
Note that
• GV (G)\{v1} consists of s1 isolated vertices and a star triangle G
△(w1)
t1
;
• GV (G)\NG[v1] consists of t1 star graphs G
star(y
(1)
1,1)
1 , . . . ,G
star(y
(1)
t1,1
)
1 ;
see Figure 4.
•
w1
y
(1)
1,1

rrrrrrrrrrrr
y
(1)
1,2

⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
❄❄
· · ·
y
(1)
t1,2

▲▲▲▲▲▲▲▲▲▲▲▲
y
(1)
t1,1

❄❄❄❄❄❄❄❄❄❄❄❄ ⑧⑧
x
(1)
1
 x
(1)
s1

· · ·
•
•
y
(1)
1,1

y
(1)
1,2

❄❄
· · ·
y
(1)
t1,2

y
(1)
t1,1

⑧⑧
• •
· · ·
GV (G)\{v1} GV (G)\NG[v1]
FIGURE 4. GV (G)\{v1} (left) and GV (G)\NG[v1] (right)
Hence, by using Lemmata 1.7, 1.8 and 1.9, one has
7
H(
K[V (G)\{v1}]
I
(
GV (G)\{v1}
) , λ
)
=
(1+λ )t1 +λ (1−λ )t1−1
(1−λ )s1+t1
and
H
(
K[V (G)\NG[v1] ]
I
(
GV (G)\NG[v1]
) , λ
)
=
(1+λ )t1
(1−λ )t1
.
Thus, by virtue of Lemma 1.5, it follows that
H(K[V (G)]/I(G), λ ) =
(1+λ )t1 +λ (1−λ )t1−1
(1−λ )s1+t1
+
(1+λ )t1
(1−λ )t1
·
λ
1−λ
=
(1+λ )t1 +λ (1−λ )t1−1+λ (1+λ )t1(1−λ )s1−1
(1−λ )s1+t1
.
Therefore one has degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) = s1+ t1, as desired.
Next, we assume that m+n> 2.
(First Step.) Let m= 1 and n> 1. Suppose that there exists 1≤ ℓ≤ n such that tℓ = 0.
We may assume ℓ= n. Then we will show
degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) = s1+
n−1
∑
j=1
max{t j,1}+1.
Since tn = 0, {v1,wn} is a leaf edge. Hence we can regard G as a Cameron–Walker graph
such that its bipartite part is the star graph G
star(v1)
n−1 and the vertex v1 has s1+1 leaf edges.
Thus, by induction hypothesis, one has
degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) = s1+1+
n−1
∑
j=1
max{t j,1},
as desired.
Next, suppose that t j > 0 for all 1≤ j ≤ n. We will show
degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) = s1+
n
∑
j=1
t j.
Note that
• GV (G)\{v1} consists of s1 isolated vertices and n star triangles G
△(w1)
t1
, . . . ,G
△(wn)
tn ,
• GV (G)\NG[v1] consists of ∑
n
j=1 t j star graphs G
star(y
(k)
ℓ,1)
1 for 1≤ k ≤ n and 1≤ ℓ≤ tk;
see Figure 5.
Hence, by using Lemmata 1.7, 1.8 and 1.9, one has
H
(
K[V (G)\{v1}]
I
(
GV (G)\{v1}
) , λ
)
=
∏nj=1
{
(1+λ )t j +λ (1−λ )t j−1
}
(1−λ )s1+∑
n
j=1 t j
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FIGURE 5. GV (G)\{v1} (left) and GV (G)\NG[v1] (right)
and
H
(
K[V (G)\NG[v1] ]
I
(
GV (G)\NG[v1]
) , λ
)
=
(1+λ )∑
n
j=1 t j
(1−λ )∑
n
j=1 t j
.
Thus, by virtue of Lemma 1.5, it follows that
H(K[V (G)]/I(G), λ )
=
∏nj=1
{
(1+λ )t j +λ (1−λ )t j−1
}
(1−λ )s1+∑
n
j=1 t j
+
(1+λ )∑
n
j=1 t j
(1−λ )∑
n
j=1 t j
·
λ
1−λ
=
∏nj=1
{
(1+λ )t j +λ (1−λ )t j−1
}
+λ (1+λ )∑
n
j=1 t j(1−λ )s1−1
(1−λ )s1+∑
n
j=1 t j
.
Therefore one has
degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) = s1+
n
∑
j=1
t j,
as desired.
(Second Step.) Let m> 1 and n= 1. We will show
degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) =
m
∑
i=1
si+max{t1,1}.
Note that
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• GV (G)\{w1} consists ofm+t1 star graphsG
star(v1)
s1 , . . . ,G
star(vm)
sm andG
star(y
(1)
1,1)
1 , . . . ,G
star(y
(1)
t1,1
)
1 ,
• GV (G)\NG[w1] consists of ∑
m
i=1 si isolated vertices;
see Figure 6.
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FIGURE 6. GV (G)\{w1} (left) and GV (G)\NG[w1] (right)
Hence, by using Lemmata 1.7 and 1.9, one has
H
(
K[V (G)\{w1}]
I
(
GV (G)\{w1}
) , λ
)
=
∏mi=1
{
1+λ (1−λ )si−1
}
· (1+λ )t1
(1−λ )∑
m
i=1 si+t1
and
H
(
K[V (G)\NG[w1] ]
I
(
GV (G)\NG[w1]
) , λ
)
=
1
(1−λ )∑
m
i=1 si
.
Thus, by virtue of Lemma 1.5, it follows that
H (K[V (G)]/I(G), λ )
=
∏mi=1
{
1+λ (1−λ )si−1
}
· (1+λ )t1
(1−λ )∑
m
i=1 si+t1
+
1
(1−λ )∑
m
i=1 si
·
λ
1−λ
=
∏mi=1
{
1+λ (1−λ )si−1
}
· (1+λ )t1
(1−λ )∑
m
i=1 si+t1
+
λ
(1−λ )∑
m
i=1 si+1
=
∏mi=1
{
1+λ (1−λ )si−1
}
· (1+λ )t1(1−λ )max{t1,1}−t1 +λ (1−λ )max{t1,1}−1
(1−λ )∑
m
i=1 si+max{t1,1}
.
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Hence degh(K[V (G)]/I(G), λ ) = ∑mi=1 si+ t1+max{t1,1}− t1 = ∑
m
i=1 si+max{t1,1}.
Therefore, one has
degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) =
m
∑
i=1
si+max{t1,1},
as desired.
(Third Step.) Let m > 1 and n > 1. Suppose that there exists 1 ≤ ℓ ≤ n such that
{vm,wℓ} is a leaf edge. We may assume ℓ= n. Then tn = 0. We will show
degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) =
m
∑
i=1
si+
n−1
∑
j=1
max{t j,1}+1.
Note that we can regard G as a Cameron–Walker graph such that its bipartite part has
bipartition {v1, . . . ,vm}∪ {w1, . . . ,wn−1}, the vertex vi has si leaf edges for all 1 ≤ i ≤
m−1 and the vertex vm has sm+1 leaf edges. Thus, by induction hypothesis, one has
degh(K[V (G)]/I(G), λ ) = dimK[V (G)]/I(G) =
m
∑
i=1
si+1+
n−1
∑
j=1
max{t j,1},
as desired.
Next, suppose that {vm,wℓ} is not a leaf edge for all 1≤ ℓ≤ n. ThenGV (G)\{vm} consists
of
(a1) sm isolated vertices x
(m)
1 , . . . ,x
(m)
sm ;
(a2) star graphs G
star(vi)
si+αi for 1≤ i≤m−1 with N(vi)∩{w1, . . . ,wn}=: {w j1 , . . . ,w jαi}
satisfying N(w jk)⊂ {vi,vm} for any k = 1, . . . ,αi;
(a3) star triangles G
△(w j)
t j
for 1≤ j ≤ n with N(w j)∩{v1, . . . ,vm}= {vm};
(a4) some Cameron–Walker induced subgraphs.
We give an example after the proof; see Example 1.11.
Note that each graph of type (a2) can be considered as a Cameron–Walker induced
subgraph. Also note that each induced star graph G
star(vi)
si (resp. induced pendant triangle
G
△(w j)
t j
) appears in (a2) or (a4) (resp. (a3) or (a4)) as a (sub)graph. Hence by virtue of
Lemmata 1.7, 1.8, 1.10 and induction hypothesis, one has
degh
(
K[V (G)\{vm}]
I
(
GV (G)\{vm}
) , λ
)
≤
m−1
∑
i=1
si+
n
∑
j=1
max
{
t j,1
}
and
dim
K[V (G)\{vm}]
I
(
GV (G)\{vm}
) = m−1∑
i=1
si+
n
∑
j=1
max
{
t j,1
}
+ sm
=
m
∑
i=1
si+
n
∑
j=1
max
{
t j,1
}
.
11
On the other hand, GV (G)\NG[vm] consists of
(b1) star graphs G
star(vi)
si for 1≤ i≤ m−1 with N(vi)∩{w1, . . . ,wn} ⊂ N(vm);
(b2) star graphs G
star(y
( j)
ℓ,1)
1 for 1≤ j ≤ n with {vm,w j} ∈ E(G) and 1≤ ℓ≤ t j.
(b3) some Cameron–Walker induced subgraphs;
see Example 1.11.
Note that each induced star graph G
star(vi)
si appears in (b1) or (b3) as a (sub)graph. Also
note that the star graphs G
star(y
( j)
ℓ,1)
1 , 1 ≤ ℓ ≤ t j of type (b2) are the edges of the pendant
triangle G
△(w j)
t j
and the total contributions of these graphs to the degree of h-polynomial
and the dimension are both t j. Hence, by virtue of Lemmata 1.7, 1.10 and induction
hypothesis, it follows that
degh
(
K[V (G)\NG[vm] ]
I
(
GV (G)\NG[vm]
) , λ
)
= dim
K[V (G)\NG[vm] ]
I
(
GV (G)\NG[vm]
)
=
m−1
∑
i=1
si+ ∑
1≤ j≤n
{vm,w j}6∈E(G)
max{t j,1}+ ∑
1≤ j≤n
{vm,w j}∈E(G)
t j
<
m
∑
i=1
si+
n
∑
j=1
max
{
t j,1
}
= dim
K[V (G)\{vm}]
I
(
GV (G)\{vm}
) .
Thus Lemma 1.6 says that
degh(K[V (G)]/I(G),λ ) = dimK[V (G)]/I(G) =
m
∑
i=1
si+
n
∑
j=1
max
{
t j,1
}
,
as desired. 
We give an example of Cameron–Walker graph with m> 1 and n> 1 which would be
helpful to understand (Third Step.) of the proof of Proposition 1.3.
Example 1.11. Let G be the following Cameron–Walker graph:
G=
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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Then the induced subgraph GV (G)\{vm} is as follows.
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GV (G)\{vm} =
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Also the induced subgraph GV (G)\NG[vm] is as follows.
GV (G)\NG[vm] =
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2. CAMERON–WALKER GRAPHS WITH THE EQUALITY (∗)
As noted in Introduction, for an arbitrary finite simple graph G, one has
degh(S/I(G), λ )− reg(S/I(G))≤ dimS/I(G)−depth(S/I(G)) ,
where we set S = K[V (G)]. Then it is natural to ask for which graph G satisfies the
equality:
(∗) degh(S/I(G), λ )− reg(S/I(G)) = dimS/I(G)−depth(S/I(G)) .
Recall that the equality (∗) holds if and only if S/I(G) has a unique extremal Betti number.
Hence when I(G) has a pure resolution ([5, p. 153]), the equality (∗) holds. Moreover by
([2, Lemma 3]), it follows that the equality (∗) holds if S/I(G) is Cohen–Macaulay.
In this section, we give a classification of Cameron–Walker graphs G with the equality
(∗).
Throughout this section, let G be a Cameron–Walker graph whose labeling of vertices
is as in Figure 1. By Theorem 1.1, the equality (∗) holds if and only if depth(S/I(G)) =
reg(S/I(G)). Both of these invariants have combinatorial explanations. The regularity is
equal to the induced matching number (or the matching number) of G: reg(S/I(G)) =
∑nj=1 t j+m. In order to state about the depth, we need some definitions.
For a subset A ⊂ V (G), we set NG(A) =
⋃
v∈ANG(v) \A. A subset A ⊂ V (G) is said
to be independent if {xi,x j} /∈ E(G) for any xi,x j ∈ A. We denote by i(G), the minimum
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cardinality of independent sets A with A∪NG(A) = V (G). Then depth(S/I(G)) = i(G);
see [11, Corollary 3.7].
We have the following estimation for i(G).
Lemma 2.1. Let G be a Cameron–Walker graph whose labeling of vertices is as in Figure
1. Then
m+ |{ j : t j > 0}| ≤ i(G)≤min
{
m
∑
i=1
si+n,
n
∑
j=1
t j+m
}
.
Moreover if the bipartite part of G is the complete bipartite graph, then
i(G) =min
{
m
∑
i=1
si+n,
n
∑
j=1
t j+m
}
.
Proof. The upper bound is clear. We prove the lower bound.
Let A ⊂ V (G) be an independent set with A∪NG(A) = V (G). Then we put Abip =
A∩{v1, . . . ,vm,w1, . . . ,wn} and A
′ = A\Abip. We note that A= Abip⊔A
′, and
• If vi 6∈ Abip, then x
(i)
1 , . . . ,x
(i)
si ∈ A
′;
• If w j 6∈ Abip, then y
( j)
ℓ,1 ∈ A
′ or y
( j)
ℓ,2 ∈ A
′ for all 1≤ ℓ≤ t j.
Hence one has
|A|= |Abip|+ |A
′| ≥ |Abip|+ ∑
1≤i≤m
vi 6∈Abip
si+ ∑
1≤ j≤n
w j 6∈Abip
t j
≥ m+ |{ j : t j > 0}|.
Thus i(G)≥ m+ |{ j : t j > 0}|.
When the bipartite part of G is the complete bipartite graph, one has either Abip ⊂
{v1, . . . ,vm} or Abip ⊂ {w1, . . . ,wn}. For the former case, since si ≥ 1 for all i, it follows
that |A| ≥ ∑nj=1 t j+m. For the latter case, one has |A| ≥ ∑
m
i=1 si+n because w j ∈ Abip if
t j = 0. It then follows that
i(G)≥min
{
m
∑
i=1
si+n,
n
∑
j=1
t j+m
}
.
Combining this with the upper bound, one has the equality. 
By virtue of this lemma, we can give a classification of Cameron–Walker graphs G
satisfying the equality (∗).
Theorem 2.2. Let G be a Cameron–Walker graph whose labeling of vertices is as in
Figure 1 and Gbip the bipartite part of G. Then S/I(G) satisfies the equality (∗) if and
only if
∑
1≤i≤m
vi∈V
si +
∣∣∣{ j : NGbip(w j)⊂V}∣∣∣≥ ∑
1≤ j≤n
NGbip
(w j)⊂V
t j + |V |(2.1)
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holds for all V ⊂ {v1, . . . ,vm}.
Proof. Assume that there exists a subset V ⊂ {v1, . . . ,vm} satisfying
∑
1≤i≤m
vi∈V
si +
∣∣∣{ j : NGbip(w j)⊂V}∣∣∣< ∑
1≤ j≤n
NGbip
(w j)⊂V
t j + |V |.
Let
A= ({v1, . . . ,vm}\V ) ∪
{
w j : NGbip(w j)⊂V
}
∪
⋃
1≤i≤m
vi∈V
{
x
(i)
1 , . . . ,x
(i)
si
}
∪
⋃
1≤ j≤n
NGbip
(w j) 6⊂V, t j>0
{
y
( j)
1,1, . . . ,y
( j)
t j,1
}
.
Then A is an independent set with A∪NG(A) =V (G) and
|A| = m−|V |+
∣∣∣{ j : NGbip(w j)⊂V}∣∣∣+ ∑
1≤i≤m
vi∈V
si+ ∑
1≤ j≤n
NGbip
(w j) 6⊂V, t j>0
t j
< m−|V |+ ∑
1≤ j≤n
NGbip
(w j)⊂V
t j + |V |+ ∑
1≤ j≤n
NGbip
(w j) 6⊂V, t j>0
t j
=
n
∑
j=1
t j+m.
Hence we have
depth(S/I(G)) = i(G)<
n
∑
j=1
t j+m= reg(S/I(G)).
Thus S/I(G) does not satisfy the equality (∗).
Next, we assume that
∑
1≤i≤m
vi∈V
si +
∣∣∣{ j : NGbip(w j)⊂V}∣∣∣≥ ∑
1≤ j≤n
NGbip
(w j)⊂V
t j + |V |
holds for all V ⊂ {v1, . . . ,vm}.
Let A be an independent set ofV (G)with A∪NG(A) =V (G). Let Av = A∩{v1, . . . ,vm}
and Aw = A∩{w1, . . . ,wn}. Then,
|A|= |Av|+ |Aw|+ ∑
1≤i≤m
vi∈{v1,...,vm}\Av
si+ ∑
1≤ j≤n
NGbip
(w j) 6⊂{v1,...,vm}\Av
t j+ ∑
1≤ j≤n
NGbip
(w j)⊂{v1,...,vm}\Av,w j 6∈Aw
t j.
For j satisfying NGbip(w j)⊂ {v1, . . . ,vm}\Av and w j 6∈ Aw, one has t j ≥ 1. Hence
|A| ≥ |Av|+ |Aw|+ ∑
1≤i≤m
vi∈{v1,...,vm}\Av
si+ ∑
1≤ j≤n
NGbip
(w j) 6⊂{v1,...,vm}\Av
t j
+
∣∣∣{ j : NGbip(w j)⊂ {v1, . . . ,vm}\Av,w j 6∈ Aw}∣∣∣ .
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Since NGbip(w j)⊂ {v1, . . . ,vm}\Av if w j ∈ Aw, one has
|A| ≥ |Av|+ ∑
1≤i≤m
vi∈{v1,...,vm}\Av
si+
∣∣∣{ j : NGbip(w j)⊂ {v1, . . . ,vm}\Av}∣∣∣+ ∑
1≤ j≤n
NGbip
(w j) 6⊂{v1,...,vm}\Av
t j.
Considering the inequality (2.1) for V = {v1, . . . ,vm}\Av, it follows that
∑
1≤i≤m
vi∈{v1,...,vm}\Av
si+
∣∣∣{ j : NGbip(w j)⊂ {v1, . . . ,vm}\Av}∣∣∣
≥ ∑
1≤ j≤n
NGbip
(w j)⊂{v1,...,vm}\Av
t j + |{v1, . . . ,vm}\Av| .
Hence we have
|A| ≥ |Av|+ ∑
1≤ j≤n
NGbip
(w j)⊂{v1,...,vm}\Av
t j + |{v1, . . . ,vm}\Av|+ ∑
1≤ j≤n
NGbip
(w j) 6⊂{v1,...,vm}\Av
t j
=
n
∑
j=1
t j+m.
Thus one has
i(G)≥
n
∑
j=1
t j+m.
This inequality together with Lemma 2.1 says that
depth(S/I(G)) = i(G) =
n
∑
j=1
t j+m= reg(S/I(G)).
Therefore S/I(G) satisfies the equality (∗). 
Remark 2.3. (1) When we use Theorem 2.2, we only need to check the inequality
(2.1) for V ⊂ {v1, . . . ,vm} with NGbip(w j) ⊂ V for some 1 ≤ j ≤ n. Indeed, let V
be a subset of {v1, . . . ,vm} such that NGbip(w j) 6⊂ V for all 1 ≤ j ≤ n. Then the
inequality (2.1) for V is ∑1≤i≤m,vi∈V si ≥ |V |, which always holds since si ≥ 1 for
all 1≤ i≤ m.
(2) Considering the inequality (2.1) for V = {v1, . . . ,vm}, it follows that ∑
m
i=1 si+n≥
∑nj=1 t j+m holds if S/I(G) satisfies the equality (∗).
As a corollary of Theorem 2.2, one has
Corollary 2.4. Let G be a Cameron–Walker graph whose labeling of vertices is as in
Figure 1. Suppose that t j ≤ 1 for all 1≤ j ≤ n. Then S/I(G) satisfies the equality (∗).
Remark 2.5. LetG be a Cameron–Walker graph whose labeling of vertices is as in Figure
1. Then S/I(G) is Cohen-Macaulay if and only if si = 1 for all 1≤ i ≤ m and t j = 1 for
all 1≤ j ≤ n ([11, Theorem 1.3]). Hence the class of graphs in Corollary 2.4 contains all
Cohen–Macaulay Cameron–Walker graphs.
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Proof of Corollary 2.4. Since si ≥ 1 for all 1≤ i≤m and t j ≤ 1 for all 1≤ j ≤ n, one has
∑
1≤i≤m
vi∈V
si ≥ |V | and
∣∣∣{ j : NGbip(w j)⊂V}∣∣∣≥ ∑
1≤ j≤n
NGbip
(w j)⊂V
t j
for all V ⊂ {v1, . . . ,vm}. Hence S/I(G) satisfies the equality (∗) by Theorem 2.2. 
From Theorem 2.2, we also have
Corollary 2.6. Let G be a Cameron–Walker graph whose bipartite part is the complete
bipartite graph. We label the vertices of G as in Figure 1. Then S/I(G) satisfies the
equality (∗) if and only if ∑mi=1 si+n≥ ∑
n
j=1 t j+m.
Proof. Since NGbip(w j) = {v1, . . . ,vm} for all 1≤ j ≤ n, the claim follows from Theorem
2.2 and Remark 2.3. 
In general, one has dimS/I(G)≥ depth(S/I(G)). Then it is natural to ask the following
Question 2.7. Given arbitrary integers d,e with d ≥ e ≥ 1, are there a Cameron–Walker
graph G satisfying dimS/I(G) = d and depth(S/I(G)) = e?
As an application of Corollary 2.4, we give a complete answer for Question 2.7.
We first note about the depth.
Proposition 2.8. Let G be a Cameron–Walker graph. Then depthS/I(G)≥ 2. Moreover
depthS/I(G) = 2 if and only if G can be considered as one of the following Cameron–
Walker graphs:
(e1) m= 2 and t j = 0 for all 1≤ j ≤ n;
(e2) m= n= 1 and t1 = 1;
(e3) m= n= 1, t1 ≥ 2, and s1 = 1.
Here, we use labeling of vertices of G as in Figure 1.
Proof. Assume that G is a Cameron–Walker graph with depth(S/I(G)) = 1. By Lemma
2.1, one has m = 1 and t j = 0 for all 1 ≤ j ≤ n. Then G is a star graph but this is a
contradiction since star graphs are not Cameron–Walker by definition.
Next assume that G is a Cameron–Walker graph with depth(S/I(G)) = 2. By Lemma
2.1, one has
• m= 2 and t j = 0 for all 1≤ j ≤ n, or
• m= 1 and t j = 0 except for one j.
We consider the case m = 1. Since G is not a star graph, there exists just one j with
t j 6= 0, say j = 1. When n≥ 2, since m= 1 and t j = 0 for 2≤ j ≤ n, G can be considered
as a Cameron–Walker graph whose bipartite subgraph is of type (1,1) such that v1 has
s1+(n−1) leaf edges and w1 has one pendant triangle. Thus we may assume n = 1. If
t1 ≥ 2, then i(G) = depthS/I(G) = 2 implies that s1 = 1. Hence the assertion follows.
The converse is easy. 
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Since any Cameron–Walker graph G satisfies depthS/I(G) ≥ 2, we only consider the
case e ≥ 2 in Question 2.7. By virtue of Corollary 2.4, we can give a Cameron–Walker
graph G satisfying the properties in Question 2.7 with the equality (∗).
Corollary 2.9. Given arbitrary integers d,e with d ≥ e ≥ 2, there exists a Cameron–
Walker graph G with the equality (∗) satisfying dimS/I(G) = d and depth(S/I(G)) = e.
Proof. We use the labeling of vertices of a Cameron–Walker graph as in Figure 1.
• The case d > e: Let G be the Cameron–Walker graph with m = e, n = 1, s1 = · · · =
se−1 = 1, se = d− e, and t1 = 0. Then dim(S/I(G)) = ∑
e
i=1 si+max{t1,1} = d. Also,
A := {v1, . . . ,ve} is an independent set ofV (G) with A∪NG(A) =V (G)which gives i(G).
Thus one has depthS/I(G) = i(G) = |A|= e.
• The case d = e: Let G be the Cameron–Walker graph with m = d− 1, n = 1, s1 =
· · · = sd−1 = 1, and t1 = 1. Then dim(S/I(G)) = ∑
d−1
i=1 si+max{t1,1} = d. Also, A :=
{x
(1)
1 , . . . ,x
(1)
d−1}∪{w1} is an independent set ofV (G)with A∪NG(A) =V (G)which gives
i(G). Thus one has depthS/I(G) = i(G) = |A|= e. 
Finally of the section, we provide some classes of graphs G which satisfy the equality
(∗) other than Cameron–Walker graphs.
Proposition 2.10. Let G be the one of the following graph. Then the equality (∗) satisfies:
(1) The star graph G
star(xv)
s (s≥ 1).
(2) The path graph Pn (n≥ 2).
(3) The n-cycle Cn (n≥ 3).
(4) The graph Gs on {x1, . . . ,xs+4} where s ≥ 1 which consists of the star graph
G
star(xs+3)
s on {x1, . . . ,xs}∪{xs+3} and P4 on {xs+1, . . . ,bxs+4}; see Figure 7.
Gs =
xs+1

xs+2

xs+3

xs+4

x1

❄❄
❄❄
❄❄
❄
xs

⑧⑧
⑧⑧
⑧⑧
⑧· · ·
FIGURE 7. The graph Gs
Before proving Proposition 2.10, we recall some facts on invariants of an edge ideal.
For a finite simple graph G, the dimension dimS/I(G) is equal to the maximum cardinal-
ity of independent sets ofG. In particular, one has dimS/I(Pn)= ⌈n/2⌉ and dimS/I(Cn)=
⌈(n−1)/2⌉.
We also recall the non-vanishing theorem of Betti numbers of edge ideals.
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Lemma 2.11 ([16, Theorems 3.1 and 4.1]). Let G be a finite simple graph. Suppose
that there exists a set of star subgraphs {B1, . . . ,Bℓ} (ℓ≥ 1) of G satisfying the following
conditions:
(1) V (Bk)∩V (Bk′) = /0 for all 1≤ k < k
′ ≤ ℓ;
(2) There exist edges e1, . . . ,eℓ with ek ∈ E(Bk), k = 1, . . . , ℓ such that {e1, . . . ,eℓ}
forms an induced matching of G.
Set Bk = G
star(xβk )
αk (1≤ k ≤ ℓ) and i= α1+ · · ·+αℓ. Then one has
βi,i+ℓ(S/I(G)) 6= 0.
Moreover, when G has no cycle, βi,i+ℓ(S/I(G)) 6= 0 if and only if there exists such a set
of star subgraphs of G.
By Lemma 2.11, it follows that the equality reg(S/I(G)) = im(G) holds when G has
no cycle, which was first proved by Zheng [22].
Now we prove Proposition 2.10.
Proof of Proposition 2.10. Recall that the equality (∗) is satisfied if and only if (p, p+r)-
th Betti number does not vanish where p is the projective dimension and r is the regularity.
(1) Since G
star(xv)
s has no cycle, one has reg(S/I(G
star(xv)
s )) = im(G) = 1 by [22].
Also, it is easy to see from Lemma 2.11 that projdim(S/I(G
star(xv)
s )) = s, and
βs,s+1(S/I(G
star(xv)
s )) 6= 0.
(2) LetV (Pn) = {x1,x2, . . .xn} and E(Pn) = {{x1,x2},{x2,x3}, . . . ,{xn−1,xn}}. It fol-
lows from [18, Lemma 2.8] that depth(S/I(Pn)) = ⌈n/3⌉. Hence by Auslander–
Buchsbaum Theorem, one has
p := projdim(S/I(Pn)) = n−depth(S/I(Pn)) = n−⌈n/3⌉.
Also, by [4, p.4, Proposition], one has
r := reg(S/I(Pn)) = ⌈(n−1)/3⌉.
• The case n = 3ℓ or n = 3ℓ+1 : Then p = 2ℓ and r = ℓ. For 1≤ k ≤ ℓ, let
Bk be the induced subgraph of Pn on {x3(k−1)+1,x3(k−1)+2,x3k}. Then Bk is
the star subgraph G
star(x3(k−1)+2)
2 . Take ek := {x3(k−1)+1,x3(k−1)+2} ∈ E(Bk).
Then {e1, . . . ,eℓ} forms an induced matching of Pn. Thus Lemma 2.11 says
that βp,p+r(S/I(Pn)) = β2ℓ,2ℓ+ℓ(S/I(Pn)) 6= 0.
• The case n = 3ℓ+ 2 : Then p = 2ℓ+ 1 and r = ℓ+ 1. For 1 ≤ k ≤ ℓ,
let Bk be the induced subgraph of Pn on {x3(k−1)+1,x3(k−1)+2,x3k}. Then Bk
is the star subgraph G
star(x3(k−1)+2)
2 . Also let Bℓ+1 be the induced subgraph
of Pn on {x3ℓ+1,x3ℓ+2}, which is the star subgraph G
star(x3ℓ+2)
1 . Take ek :=
{x3(k−1)+1,x3(k−1)+2} ∈ E(Bk) for k = 1, . . . , ℓ, ℓ+1. Then {e1, . . . ,eℓ,eℓ+1}
forms an inducedmatching of Pn. Thus Lemma 2.11 says that βp,p+r(S/I(Pn))=
β2ℓ+1,(2ℓ+1)+ℓ+1(S/I(Pn)) 6= 0.
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(3) LetV (Cn)= {x1,x2, . . .xn} and E(Cn)= {{x1,x2}, . . . ,{xn−1,xn},{x1,xn}}. It fol-
lows from [7, p. 117] that
depth(S/I(Cn)) = ⌈(n−1)/3⌉.
Hence by Auslander–Buchsbaum Theorem, one has
p := projdim(S/I(Cn)) = n−depth(S/I(Cn)) = n−⌈(n−1)/3⌉.
Also by [1, Theorem 5.2], one has
r := reg(S/I(Cn)) =
{
⌊n/3⌋, if n≡ 0,1 mod 3,
⌊n/3⌋+1, if n≡ 2 mod 3.
Then we can prove the case where n = 3ℓ. In this case, p = 2ℓ and r = ℓ. For
1 ≤ k ≤ ℓ, let Bk be the induced subgraph of Cn on {x3(k−1)+1,x3(k−1)+2,x3k}.
Then Bk is the star subgraph G
star(x3(k−1)+2)
2 . Take ek := {x3(k−1)+1,x3(k−1)+2} ∈
E(Bk). Then {e1, . . . ,eℓ} forms an induced matching of Cn. Thus Lemma 2.11
says that βp,p+r(S/I(Cn)) = β2ℓ,2ℓ+ℓ(S/I(Cn)) 6= 0. Hence S/I(Cn) satisfies the
equality (∗).
For the cases n = 3ℓ+ 1,3ℓ+ 2, we compute all invariants appearing in the
equality (∗). We have already known the dimension, the depth, and the regularity.
In order to compute degh(S/I(Cn),λ ), consider the short exact sequence
0→ S/I(Cn) : (xn)(−1)
·xn−−→ S/I(Cn)→ S/I(Cn)+(xn)→ 0.
Since I(Cn)+(xn) = (xn)+ I(Pn−1), we have
S/I(Cn)+(xn)∼= K[V (Pn−1)]/I(Pn−1).
Also since I(Cn) : (xn) = (x1,xn−1)+(x2x3, . . . ,xn−3xn−2), we have
S/I(Cn) : (xn) ∼= K[x2, . . . ,xn−2,xn]/(x2x3, . . . ,xn−3xn−2)
∼= K[V (Pn−3)]/I(Pn−3)⊗K K[xn].
Thus Lemma 1.4 says that
H(S/I(Cn),λ ) = H(S/I(Cn)+(xn),λ )+λH(S/I(Cn) : (xn),λ )
=
h(K[V (Pn−1)]/I(Pn−1),λ )
(1−λ )⌈(n−1)/2⌉
+
λh(K[V(Pn−3)]/I(Pn−3),λ )
(1−λ )⌈(n−3)/2⌉+1
=
h(K[V (Pn−1)]/I(Pn−1),λ )+λh(K[V(Pn−3)]/I(Pn−3),λ )
(1−λ )⌈(n−1)/2⌉
.
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By (2), one has
degh(K[V(Pn)]/I(Pn),λ )
= reg(K[V(Pn)]/I(Pn))+dimK[V (Pn)]/I(Pn)−depth(K[V (Pn)]/I(Pn))
= ⌈(n−1)/3⌉+ ⌈n/2⌉−⌈n/3⌉
=
{
⌈n/2⌉, if n≡ 0,2 mod 3,
⌈n/2⌉−1, if n≡ 1 mod 3.
• The case n= 3ℓ+1 : Then reg(S/I(Cn))= depth(S/I(Cn))= ℓ and dimS/I(Cn)=
⌈3ℓ/2⌉. Moreover, since
degh(K[V(Pn−1)]/I(Pn−1),λ ) = degh(K[V(P3ℓ)]/I(P3ℓ),λ ) = ⌈3ℓ/2⌉
and
degh(K[V(Pn−3)]/I(Pn−3),λ ) = degh(K[V (P3ℓ−2)]/I(P3ℓ−2),λ )
= ⌈(3ℓ−2)/2⌉−1= ⌈3ℓ/2⌉−2,
one has degh(S/I(Cn),λ )= ⌈3ℓ/2⌉. Hence S/I(Cn) satisfies the equality (∗).
• The case n = 3ℓ+ 2 : Then reg(S/I(Cn)) = depth(S/I(Cn)) = ℓ+ 1 and
dimS/I(Cn) = ⌈(3ℓ+1)/2⌉. Moreover, since
degh(K[V(Pn−1)]/I(Pn−1),λ ) = degh(K[V (P3ℓ+1)]/I(P3ℓ+1),λ )
= ⌈(3ℓ+1)/2⌉−1
and
degh(K[V(Pn−3)]/I(Pn−3),λ ) = degh(K[V(P3ℓ−1)]/I(P3ℓ−1),λ )
= ⌈(3ℓ−1)/2⌉= ⌈(3ℓ+1)/2⌉−1,
one has degh(S/I(Cn),λ ) = ⌈(3ℓ+1)/2⌉. Hence S/I(Cn) satisfies the equal-
ity (∗).
(4) Since Gs has no cycle, one has reg(S/I(Gs)) = im(G) = 1 by [22]. Also it is easy
to see from Lemma 2.11 that projdim(S/I(Gs))= s+2, and βs+2,(s+2)+1(S/I(Gs)) 6=
0. 
Remark 2.12. The graph Gs in Proposition 2.10 (as well as P3ℓ+1) is an example of a
graph satisfying (∗)with degh(S/I(Gs),λ )< dimS/I(Gs)(= s+2) because reg(S/I(Gs))=
1< 2=(s+4)−projdim(S/I(Gs))= depth(S/I(Gs)). Note that Cameron–Walker graphs
G satisfies degh(S/I(G),λ ) = dimS/I(G).
3. OTHER PROPERTIES ON CAMERON–WALKER GRAPHS
In this section, we provide some properties on a Cameron–Walker graph derived from
the results of previous sections.
Let G be a finite simple graph and S = K[V (G)]. Suppose that S/I(G) is Cohen–
Macaulay. Then the equalities (∗) and dimS/I(G) = depth(S/I(G)) hold. Hence one
has degh(S/I(G),λ )= reg(S/I(G)). Nevertheless, degh(S/I(G),λ ) = reg(S/I(G)) does
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not imply that S/I(G) is Cohen–Macaulay, see [12, Example 3.2]. Moreover, in general,
there is no relationship between the regularity and the degree of the h-polynomial. Actu-
ally, [13] proved that for given integers r,s ≥ 1, there exists a finite simple graph G such
that reg(S/I(G)) = r and degh(S/I(G),λ ) = s. However, we can derive from Propo-
sition 1.3 the relation between reg(S/I(G)) and degh(S/I(G),λ ) when G is Cameron–
Walker. Moreover we provide a complete classification of Cameron–Walker graphs G
with degh(S/I(G),λ ) = reg(S/I(G)).
Theorem 3.1. Let G be a Cameron–Walker graph whose labeling of vertices is as in Fig-
ure 1. Then we have degh(S/I(G),λ )≥ reg(S/I(G)). Moreover the equality degh(S/I(G),λ )=
reg(S/I(G)) holds if and only if si = 1 for all 1≤ i≤ m and t j ≥ 1 for all 1≤ j ≤ n.
Proof. We first note that reg(S/I(G)) = ∑nj=1 t j +m. Combining this with Proposition
1.3, one has
degh(S/I(G),λ )− reg(S/I(G)) =
(
m
∑
i=1
si−m
)
+
n
∑
j=1
(
max
{
t j,1
}
− t j
)
.
Note that each summands of right hand-side is non-negative. Then the desired assertion
follows. 
Let G be a Cameron–Walker graph. Combining the inequality
degh(S/I(G),λ )− reg(S/I(G))≤ dimS/I(G)−depth(S/I(G))
with Theorem 1.1, Theorem 3.1, and Proposition 2.8, one has
dimS/I(G) = degh(S/I(G),λ )≥ reg(S/I(G))≥ depth(S/I(G))≥ 2.
Then it is natural to ask the following
Question 3.2. Given arbitrary integers d,r,e with d ≥ r ≥ e ≥ 2, is there a Cameron–
Walker graph G satisfying
(∗∗) dimS/I(G) = degh(S/I(G),λ ) = d, regS/I(G) = r, depthS/I(G) = e?
We have already investigated Cameron–Walker graphs G with depthS/I(G) = 2 in
Proposition 2.8. Their invariants are as follows:
(e1) dimS/I(G)= degh(S/I(G),λ )= s1+s2+n> 2= reg(S/I(G))= depth(S/I(G)).
(e2) dimS/I(G) = degh(S/I(G),λ ) = s1+1≥ 2= reg(S/I(G)) = depth(S/I(G)).
(e3) dimS/I(G) = degh(S/I(G),λ ) = reg(S/I(G)) = t1+1> 2= depth(S/I(G)).
Therefore we have the following answer for Question 3.2 when e= 2.
Corollary 3.3. Let d,r,e be integers with d ≥ r ≥ e = 2. Then there exists a Cameron–
Walker graph G satisfying (∗∗) if and only if r = 2 or r = d.
When e≥ 3, we have the following answer for Question 3.2.
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Theorem 3.4. Given arbitrary integers d,r,e with d ≥ r≥ e≥ 3, there exists a Cameron–
Walker graph G satisfying dimS/I(G) = degh(S/I(G),λ ) = d, reg(S/I(G)) = r, and
depth(S/I(G)) = e.
Proof. We use the labeling of vertices of a Cameron–Walker graph as in Figure 1. Set
Vbip = {v1, . . . ,vm, w1, . . . ,wn}.
• The case d > r: Let G be the Cameron–Walker graph with m= e−1, n= 2, s1 = · · ·=
se−2 = 1, se−1 = d− r, t1 = r− e+1, and t2 = 0 such that
E(GVbip) =
{
{v1,w1}, {v1,w2},{v2,w2}, . . . ,{ve−1,w2}
}
;
see Figure 8. Then it is easy to see that dim(S/I(G))= degh(S/I(G),λ )= d and reg(S/I(G))=
G=
v1 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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
w2 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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ve−1
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣❣❣❣❣
❣· · ·
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· · ·
d− r
leaf edges
r− e+1
pendant triangles
FIGURE 8. The Cameron–Walker graph G in the proof of Theorem 3.4
with d > r
r. Also, A := {v2, . . . ,ve−1}∪{x
(1)
1 ,w1} is an independent set of V (G) with A∪NG(A) =
V (G) which gives i(G). Thus one has depthS/I(G) = i(G) = |A|= e.
•The case d= r: LetG be the Cameron–Walker graph withm= e−1, n= 1, s1= · · ·=
se−1 = 1, and t1= d−e+1. Then it is easy to see that dim(S/I(G))= degh(S/I(G),λ )=
reg(S/I(G)) = d. Also A := {x
(1)
1 , . . . ,x
(1)
e−1}∪{w1} is an independent set of V (G) with
A∪NG(A) =V (G) which gives i(G). Thus one has depthS/I(G) = i(G) = |A|= e. 
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