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Abstract
A proposal for a calculational program in uid turbulence is pre-
sented. A turbulent environment is here, as is widely accepted, pro-
posed to be a condition of the system for which the time and space
evolution of the dynamical variables are chaotic, but for which a sta-
tistical distribution is applicable. The time-evolution of an initially
given probability distribution function for the dynamical variables is
given by the deterministic evolution equations that govern the sys-
tem, called deterministic chaos. A uid environment is a dynamical
system, having energy input mechanisms at long distance scales occur-
ring on the spatial boundaries and energy dissipation mechanisms due
to viscosity occurring on small distance scales. Hence, the uid has an
attractor, called the Strange Attractor in the turbulent regime, for its
dynamical variables. It is proposed here that the uid probability den-
sity functional also has an attractor for its time-evolution. The same
mechanism that causes the dynamical variables to have an attractor in
phase space, that is the tendency for the equilibration of energy input
rates and energy output rates to set in, also causes an arbitrary initial
statistics to evolve toward an attracting statistics, which is stationary
in time. It is this stationary statistics that allow the Kolmogorov scal-
ing ideas to have applicability. The term full turbulence" here applies
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to the dynamical system having reached its attractor. The evolution
of the uid's statistics can be set up as a space-time path integral.
Ensemble averages of any dynamical variable can be formulated in
terms of this path integral. Fluid space-time conguration sampling
techniques naturally suggest a useful way, using an arbitrary initial
statistics functional, to calculate these averages.
PACS number(s): 47.10, 05.20Jj
1 Description of the Proposed Mathe-
matical Program for Fluid Turbulence
Let us set up the evolution equations for incompressible uid dynamics.
The extension of the proposal to be described to compressible uid




= ~f + ηr2~v,
where
~f is an external force density, such as due to the scalar pressure
eld, and η is the coecient of viscosity. ~v is the uid velocity eld.
We also have,
r  (ρ~v) + ∂ρ
∂t
= 0.
Here, ρ is the mass density of the uid. If ρ = a constant, then







+ ~v  r~v.






− ~v  r~v + νr2~v. (1)
Also, ν  ηρ .
We drop the external force density in what follows. (This is not
an essential step. What are needed are a set of interacting elds, not
necessarily restricted to being velocity elds, together with station-
ary boundary conditions to allow the deterministic time-evolution of
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the set.) We associate with the velocity eld a probability density
functional, ρ[v, t]. This uid statistics time-evolves according to deter-
ministic chaos [1] [2].
ρ[vf , tf ] =
∫
d[v0]K[vf , tf ; v0, t0]ρ[v0, t0],
where the kernel K[v, t, ; v0, t0] is given by the delta functional,
K[vf , tf ; v0, t0] = δ[vf − vclassical[tf ; v0, t0]].
That is, the number, ρ, associated with the velocity eld v0 at time t0
will be associated with vf at time tf , where vf is the velocity eld v0
deterministically evolves into from time t0.
The velocity eld has an attractor, determined by the stationary
boundary conditions on the uid. When the boundary conditions allow
laminar ow to become established, the attractor consists of a single
velocity eld. Although there is only one velocity eld in this attractor,
this is still a non-equilibrium situation. At equilibrium, the intensive
variable of velocity would be uniform throughout the medium. When
the Reynolds number becomes large enough, bifurcations set in, or the
onset of instability occurs, and the attractor begins to consist of more
than one velocity eld. This instability is presumably due to the non-
linear term in the Navier-Stokes evolution equations, which induces
a frequency mode-mode coupling, allowing zero-frequency energy to
go into non-zero frequencies. In the turbulent regime, the attractor
consists of many velocity elds, and the uid accesses these velocity
elds in a haphazard fashion.
Given a functional of the spatial velocity eld, A[v], we will say
that its ensemble average when the uid is at full turbulence is,
< A[v] >= lim
tf−t0!1
∫
d[v]A[vf ]δ[v˙ − f ]δ[r  v]δ[v − vB ]ρ[v0, t0]. (2)
The functional integration is over all space-time velocity elds within
the spatial system, between times t0 and tf . Also, v˙ = f [v] is equation
(1). ρ[v0, t0] is an arbitrary probability density functional that is non-
zero only for velocity elds that are divergenceless and that satisfy
the spatial boundary conditions on the uid environment. The term
δ[v − vB] means that the space-time velocity elds must have values
vB on the spatial boundary.
We have, ∫
d[v0]ρ[v0, t0] = 1,
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where this functional integration is over all velocity elds for just the









Let's consider the path integral (2) to be on a space-time lattice.
We have,














H[v] is a functional of the lattice space-time velocity eld. Also,
H[v] =
∑
((vl−vl−1−f [vl−1]4t)2+(vx,ijkl−vx,i−1,jkl+  )2+
′∑
(vijkl−vB,ijkl)2,
f [vl] = −vα,l∂αvl + νr2vl,
where a sum over α is implied. Or,
f [vl] = −vx,ijklvijkl − vi−1,jkl4x +  +ν
(vijkl − vi−1,jkl − vi−1,jkl + vi−2,jkl)
(4x)2 +   .
N is the number of space-time lattice points in the system, and N 0 is
the number of space-time lattice spatial boundary points in the system.
We have
∑
as a sum over all space-time lattice points, and
∑′
as a
sum over all space-time lattice points on the spatial boundary. Also,
ijk are spatial lattice indicies, and l is the index in the time direction.
This discretization technique is admittedly not very sophisticated,
but the approximation gets better as one increases the lattice neness,
because we are operating within a nite space-time volume. Clearly,
a good approximation to the attracting statistics as a starting point
will shorten the evolution time required for accurate results. The path




We have said that the time evolution of the statistics also has an
attractor for seven reasons;
1. It is a way to get a solution to the problem of arriving at the
turbulence statistics." One knows that the turbulence statistics
is stationary with respect to its time-evolver. Proposing that
this statistics is the attractor of its time-evolver means one does
not have to have the statistics to get the statistics," thereby
oering a solution to the closure problem" for the determination
of correlation functions.
2. The statistical physics approach is the only feasible way of ob-
taining calculational results for deterministic systems with many
degrees of freedom.
3. The statistical physics approach is considered to be a method of
feasibility, just as renormalization in quantum eld theory is con-
sidered to be a method of feasibility for obtaining calculational
results. Just as unrenormalized quantum eld theory is the the-
ory" for which attempts to directly take it and do calculations
with it leads one to feasibility problems such as critical slowing
down in the lattice eld theory approach and divergences in the
perturbative eld theory approach, direct calculations of deter-
ministic systems with many degrees of freedom leads to feasibility
roadblocks. There are simply too many deterministic variables.
4. The statistical physics approach has been successful in equilib-
rium thermodynamics where the derivation of the microcanonical
ensemble can be taken as the indication that equilibrium is the
attractor for the dynamical system when the boundary condi-
tions on the system input no energy. In the attractor, the mean
energy input is equilibrated with the mean energy output, both
being zero. This leads to the microcanonical ensemble, because
in the attractor dissipative losses have eectively shut o, and
the system becomes eectively Hamiltonian. The stationarity of
the statistics requires the vanishing of the Poisson bracket of the
statistics with this Hamiltonian resulting in the statistics of equal
a priori probability.
5. The dynamical system, of which a uid is an example, has an
attractor [3]. The dynamics of the statistical approach should
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mirror the dynamics of the actual dynamical system, which has
an attractor, a dynamical attractor it may be called.
6. The statistics of the dynamical system prior to full turbulence,"
that is prior to the dynamical system having reached its attractor,
is not unique. The statistics of the attractor is unique, in which
the geometry of the system, the stationary boundary conditions,
and the viscosities, all of which determine the Reynolds number,
play a crucial role in determining the attractor.
7. The stationary statistics of the uid occurs when the equilibra-
tion of energy input and energy output has set in [4].
3 Conclusions
In the discretized version of the path integral for the stationary statis-
tics, this statistics cannot be absolutely reached. Instead, the statistics
one arrives at, in the limit of long time evolution, oscillates around the
true attracting statistics. The true attractor is arrived at in the con-
tinuum limit of the path integral. However, the continuum limit can
be approached since one is working with a nite space- time volume.
We have now hit upon a general idea for non-equilibrium thermo-
dynamics . It is the situation where a dynamical system has reached
an attractor for which the boundary conditions input energy, and the
input energy rates has equilibrated with the output energy rate, both
rates being non-zero.
The boundary conditions on the uid input energy, typically at
large distance scales. The viscosities, through viscous shear in the
uid, output energy, typically at small distance scales. In the attractor,
the equilibration of the mean energy input rate and the mean energy
output rate has become established. This becomes the backdrop for
Kolmogorov's ideas of self-similarity and the resulting scaling relations.
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