Dopamine neurons signal reward prediction errors. This requires accurate reward predictions. It has been suggested that the ventral striatum provides these predictions. Here we tested this hypothesis by recording from putative dopamine neurons in the VTA of rats performing a task in which prediction errors were induced by shifting reward timing or number. In controls, the neurons exhibited error signals in response to both manipulations. However, dopamine neurons in rats with ipsilateral ventral striatal lesions exhibited errors only to changes in number and failed to respond to changes in timing of reward. These results, supported by computational modeling, indicate that predictions about the temporal specificity and the number of expected reward are dissociable and that dopaminergic prediction-error signals rely on the ventral striatum for the former but not the latter.
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Using single-unit recording and computational modeling, Takahashi et al. show that predictions about reward timing and quantity are dissociable and that dopaminergic error signals rely on the ventral striatum for the former but not the latter.
INTRODUCTION
Reward prediction errors are famously signaled, at least in primates and rodents, by midbrain dopamine neurons (Barto, 1995; Mirenowicz and Schultz, 1994; Montague et al., 1996; Schultz et al., 1997) . Key to signaling reward prediction errors are reward predictions (Bush and Mosteller, 1951; Rescorla and Wagner, 1972; Sutton and Barto, 1998) . Theoretical and experimental work has suggested that the ventral striatum (VS) is an important source of these predictions, particularly to dopamine neurons in the ventral tegmental area (VTA) (Daw et al., 2005 (Daw et al., , 2006 Joel et al., 2002; O'Doherty et al., 2003 O'Doherty et al., , 2004 Seymour et al., 2004; Willuhn et al., 2012) . Here we tested this hypothesis by recording the activity of putative dopaminergic neurons in the VTA of rats performing a task in which positive and negative prediction errors were induced by shifting either the timing or the number of expected reward. We found that dopamine neurons recorded in sham-lesioned controls exhibited prediction error signals in response to both manipulations. By contrast, dopamine neurons in rats with ipsilateral VS lesions exhibited prediction error signals only in response to changes in the number of reward; these neurons failed to respond to changes in reward timing. Computational modeling of these data, using a framework that separates learning about reward timing from learning about reward number (Daw et al., 2006) , showed that this pattern of results could be obtained by degrading the model's ability to learn precise timing, while leaving all other aspects of the model intact. Contrary to proposals that VS might be required for all aspects of reward prediction (Joel et al., 2002; O'Doherty et al., 2003; Willuhn et al., 2012) , these results suggest that the VS is critical for endowing reward predictions with temporal specificity.
RESULTS
We recorded single-unit activity in the VTA of rats with ipsilateral sham (n = 9) or neurotoxic (n = 7) lesions of VS (see Figures S1A and S1B for recording locations). Recordings were made in rats with ipsilateral lesions to avoid confounding any neural effects of lesions with behavioral changes (Burton et al., 2014) . Lesions targeted the VS core, resulting in visible loss of neurons in 57% (35%-75%) of this region across subjects ( Figure S1F ). Neurons in the lesioned area are known to fire to reward-predictive cues (Bissonette et al., 2013; O'Doherty et al., 2003 O'Doherty et al., , 2004 Oleson et al., 2012; Roesch et al., 2009 ) and send output to VTA (Bocklisch et al., 2013; Grace and Bunney, 1985; Groenewegen et al., 1990; Mogenson et al., 1980; Voorn et al., 2004; WatabeUchida et al., 2012; Xia et al., 2011) , supporting the proposal that this part of VS may influence dopaminergic prediction error signaling as proposed in neural instantiations of temporal difference reinforcement learning (TDRL) models (Daw et al., 2006; Joel et al., 2002) .
Neurons were recorded in rats performing an odor-guided choice task used previously to characterize signaling of reward predictions and reward prediction errors (Roesch et al., 2007; Takahashi et al., 2009 Takahashi et al., , 2011 . On each trial, rats sampled one of three different odor cues at a central port and then responded at one of two adjacent wells ( Figure 1A ). One odor signaled the availability of sucrose reward only in the left well (forced left), a second odor signaled sucrose reward only in the right well (forced right), and a third odor signaled that reward was available at either well (free choice). To induce errors in the prediction of reward, we manipulated either the timing or the number of reward delivered in each well across blocks of trials ( Figure 1B ).
Positive prediction errors were induced by making a previously delayed reward immediate ( Figure 1B At the start of each recording session, one well was randomly designated as short (a 0.5 s delay before reward) and the other, long (a 1-7 s delay before reward) (block 1). In the second block of trials, these contingencies were switched. In block 3, the delay was held constant while the number of reward was manipulated; one well was designated as big reward in which a second bolus of reward was delivered (big reward), and a single bolus of reward was delivered in the other well (small reward). In block 4, these contingencies were switched again. Blue arrows, unexpected short reward; red arrow, short reward omission; green arrows, unexpected big reward; orange arrow, big reward omission. (C and F) Choice behavior in last three trials before the switch and first eight and last eight trials after the switch of reward contingencies in delay (C) and number blocks (F). Inset bar graphs show average percentage choice for high-valued (black) and low-valued (white) outcomes across all free-choice trials. Black line, sham-lesioned rats (Sham, n = 9, 75 sessions); gray line, unilateral VS-lesioned rats (VSxU, n = 7, 71 sessions).
(D, E, G, and H) Behavior on forced-choice trials in delay (D and E) and number blocks (G and H). Bar graphs show percentage correct (D and G) and reaction times (E and H) in response to the high and low value across all recording sessions. *p < 0.05 or better (see main text); NS, nonsignificant. Error bars represent SEM. red arrow in block 2 lo ) or by decreasing the number of reward ( Figure 1B , orange arrows in block 4 sm ). Recording began after the rats were shaped to perform the task. Shaping was similar across the two groups, and there were no significant differences in the number of trials in each block in the recording sessions (ANOVA, F 3,432 = 0.54, p = 0.66). As expected, sham-lesioned rats changed their behavior across blocks in response to the changing reward, choosing the larger/earlier reward more often on free-choice trials (75 sessions; delay blocks, t test, t 74 = 7.96, p < 0.01, Figure 1C ; number blocks, t test, t 74 = 11.72, p < 0.01, Figure 1F ) and responding more accurately (delay blocks, t test, t 74 = 12.01, p < 0.01 , Figure 1D ; number blocks, t test, t 74 = 9.29, p < 0.01, Figure 1G ) and with shorter reaction times (delay blocks, t test, t 74 = 5.81, p < 0.01, Figure 1E ; number blocks, t test, t 74 = 3.06, p < 0.01, Figure 1H ) on forced-choice trials when the earlier or larger reward was at stake. Rats with unilateral (VSxU) lesions showed similar behavior (71 sessions; percent choice in delay blocks, t test, t 70 = 12.81, p < 0.01, Figure 1C ; in number blocks, t test, t 70 = 8.29, p < 0.01, Figure 1F ; percent correct in delay blocks, t test, t 70 = 10.39, p < 0.01, Figure 1D ; in number blocks, t test, t 70 = 5.74, p < 0.01, Figure 1G ; reaction times in delay blocks, t test, t 70 = 7.03, p < 0.01, Figure 1E ; in number blocks, t test, t 70 = 3.06, p < 0.05, Figure 1H ). Two-factor ANOVAs (group 3 reward number or group 3 reward timing) revealed neither main effects nor any interactions involving group in free-choice performance, percent correct, or reaction times in delay (F < 3.1, p > 0.08) or number (F < 0.7, p > 0.07) blocks. Thus, the two groups showed similar differences in all our behavioral measures in both block types.
Dopamine Neurons Signal Prediction Errors in
Response to Changes in Timing or Number of Reward We identified putative dopamine neurons by means of a waveform analysis similar to that used to identify dopamine neurons in primate studies (Bromberg-Martin et al., 2010; Fiorillo et al., 2008; Hollerman and Schultz, 1998; Kobayashi and Schultz, 2008; Matsumoto and Hikosaka, 2009; Mirenowicz and Schultz, 1994; Morris et al., 2006; Waelti et al., 2001) . Although the use of waveform criteria has not been uniformly accepted for isolating dopamine neurons (Margolis et al., 2006) , this analysis isolates neurons in rat VTA whose firing is sensitive to intravenous infusion of apomorphine or quinpirole (Jo et al., 2013; Roesch et al., 2007) , and nigral neurons identified by a similar cluster analysis in mice are selectively activated by optical stimulation in tyrosine hydroxylase channelrhodopsin-2 mutants and show reduced bursting in tyrosine hydroxylase striatal-specific NMDAR1 knockouts (Jin and Costa, 2010) . Although these criteria may exclude some neurons containing enzymatic markers relevant to dopamine synthesis (Margolis et al., 2006; Ungless and Grace, 2012) , only neurons in this cluster signaled reward prediction errors in appreciable numbers in our previous work (Roesch et al., 2007; Takahashi et al., 2011) .
This approach identified as putatively dopaminergic 51 of 501 and 55 of 407 neurons recorded from VTA in sham-and VSlesioned rats, respectively (Figures S1A-S1C). These proportions did not differ between groups (Chi-square = 2.4, df = 1, p = 0.12). Of these, 30 neurons in sham-and 31 in VS-lesioned rats increased firing in response to reward (compared with a 500-ms baseline taken during the inter-trial interval before trial onset). The average baseline activity and the average firing at the time of reward were similar in the two groups, both for these reward-responsive neurons as well as for the remaining dopamine neurons that were not responsive to reward ( Figure S1D ). Thus, VS lesions did not appear to have dramatic effects on the prevalence, waveform characteristics, or reward-related firing of putative dopamine neurons. Of note, neurons categorized as non-dopaminergic did show significantly higher baseline firing in the VS-lesioned rats ( Figure S1E) .
As in prior studies (Roesch et al., 2007; Takahashi et al., 2011) , we found that prediction error signaling was largely restricted to reward-responsive, wide-waveform putative dopamine neurons (see Figure S2 for analyses of error signaling in other populations). In sham-lesioned rats, the activity of these neurons increased in response to an unexpected reward and decreased in response to omission of an expected reward. In each case, the change was largest at the start of the block, diminishing with learning of the new reward contingencies as the block proceeded. Firing to unexpected reward and its change with learning were similar whether we changed the timing ( Figures  2A and 2E ) or number of reward (Figures 2B and 2F) . To quantify these effects, we analyzed the average firing rate on the first and last 10 trials in blocks in which we changed in the timing (Figure 2I ) or number ( Figure 2J ) of reward. Activity was taken at the time of reward or reward omission in the relevant blocks, as indicated by the matching colored arrows in Figure 1B . A three-factor ANOVA (reward/omission 3 timing/number manipulation 3 trial) of the trial-by-trial neural data plotted in Figures  2I and 2J revealed main effects of reward/omission (F 1,29 = 15.0, p < 0.001) and a significant interaction between reward/ omission and trial (F 19,551 = 6.15, p < 0.001), but no main effect nor any interactions involving timing/number manipulation (F < 2.9, p > 0.10). Separate ANOVAs indicated main effects of trial in each data series (p < 0.01), but no main effects or interactions with manipulation (F < 2.7, p > 0.1). Comparisons to baseline (gray lines, Figures 2I and 2J ) revealed changes in firing initially in response to unexpected reward or reward omission in delay blocks ( Figure 2I : reward/baseline 3 early/late phase, F 1,29 = 9.42, p < 0.01; omission/baseline 3 early/late phase, F 1,29 = 9.59, p < 0.01) and number blocks ( Figure 2J : reward/ baseline 3 early/late phase, F 1,29 = 8.97, p < 0.01; omission/ baseline 3 early/late phase, F 1,29 = 15.3, p < 0.01). Post hoc analyses showed significant differences in firing versus baseline for both reward and omission early in each type of block ( Figure 2I : reward, F 1,29 = 12.65, p < 0.01: omission, F 1,29 = 18.9, p < 0.01; Figure 2J : reward, F 1,29 = 8.11, p < 0.01; omission, F 1,29 = 6.92, p < 0.05), but not late in the block (F < 3.8, p > 0.05). In addition, difference scores comparing each neuron's firing early versus late in these blocks were distributed significantly above zero for unexpected reward (upper histograms in Figures 2I and 2J ) and below zero for reward omission (lower histograms in Figures  2I and 2J) .
Notably, the effects of changing the timing versus number of reward on the firing of these neurons were statistically indistinguishable inasmuch as the difference scores for unexpected reward and omission for each manipulation did not differ (Wilcoxon rank-sum test, p > 0.5). The similarity was also apparent when we plotted the difference in firing upon delivery of unexpected reward versus reward omission, trial by trial, separately for changes in timing ( Figure 2M ) or number (Figure 2N ). This difference was large initially in each data series and then diminished after a small number of trials, approaching a shuffled baseline. A two-factor ANOVA comparing these data across the two manipulations found a significant main effect of trial (F 19,551 = 6.23, p < 0.001), but no main effect nor any interaction with manipulation (F < 0.7, p > 0.75, see also difference scores plotted in the histogram in Figure 2O ). Together, these results suggest that our reward timing and number manipulations were equally successful at generating reward prediction errors in sham-lesioned animals.
VS Lesions Disrupt Dopamine Neuron Signaling of Prediction Errors in Response to Changes in Timing but Not Number of Reward
Ipsilateral lesions of the ventral striatum had a marked effect on the firing of dopamine neurons. In particular, reward-responsive dopamine neurons recorded in rats with ipsilateral VS lesions showed very little prediction error signaling when the timing of a reward changed (a delayed reward was made immediate, Figure 2C, or an immediate reward was delayed, Figure 2G ). These neurons nevertheless showed prediction error signaling when reward number changed (new reward added, Figure 2D , or removed, Figure 2H ), although the changes in firing also seemed somewhat muted compared to those observed in sham controls. These effects were again quantified by analyzing the average firing of the reward-responsive dopamine neurons on the first and last 10 trials in all blocks in which we changed the timing ( Figure 2K ) or number ( Figure 2L ) of reward. A three-factor ANOVA (reward/omission 3 timing/number manipulation 3 trial number) of the neural data plotted in Figures 2K and 2L revealed main effects of reward/omission (F 1,30 = 15.4, p < 0.001), trial (F 19,570 = 1.83, p < 0.05), and a significant interaction between reward/omission and trial (F 19,570 = 3.46, p < 0.001). However, in addition to these effects, which were similar to those seen in sham controls, there was also a significant three-way interaction involving the timing/number manipulation (F 19,570 = 2.66, p < 0.001). Separate ANOVAs revealed significant interactions between trial and manipulation for both unexpected reward (F 19,570 = 1.91, p < 0.05) and reward omission (F 19,570 = 1.67, p < 0.05), and there were significant differences in firing on early versus late trials in response to changes in reward number (p < 0.001) but not reward timing (F < 1.45, p > 0.10). Accordingly, difference scores comparing each neuron's firing early versus late in blocks where reward number was changed were distributed significantly above zero for unexpected reward and below zero for reward omission (histograms, Figure 2L) ; however, similar scores computed when there was a change in reward timing were not different from zero (histograms, Figure 2K ). The distributions of these scores also differed significantly across manipulations (Wilcoxon rank-sum tests, p < 0.05), indicating that the effects of changing the timing versus number of reward were statistically different.
Comparisons to baseline (gray lines, Figures 2K and 2L ) generally confirmed this difference between the effects of the two manipulations. There were no changes in firing versus baseline in response to manipulation of reward timing ( Figure 2K : reward/baseline 3 early/late phase, F 1,30 = 1.65, p = 0.21; omission/baseline 3 early/late phase, F 1,30 = 0.79, p = 0.38), whereas there were changes in response to manipulation of reward number ( Figure 2L : reward/baseline 3 early/late phase, F 1,30 = 5.83, p < 0.05; omission/baseline 3 early/late phase, F 1,30 = 18.9, p < 0.01). Post hoc analyses showed significant differences in firing versus baseline early only for an unexpected increase in reward number ( Figure 2K : reward, F 1,30 = 7.66, p < 0.01).
The different effects of the two manipulations were particularly apparent when we plotted the difference in firing upon delivery of unexpected reward versus reward omission, trial by trial, separately for changes in timing ( Figure 2P ) or number ( Figure 2Q ) of reward. For changes in reward number, this difference was large initially, diminishing after a small number of trials to approach a shuffled baseline value. However, for changes in reward timing, this difference score was flat throughout the block, showing only a difference due to reward receipt or omission. A two-factor ANOVA comparing these data across the two manipulations found a significant interaction between trial and manipulation (F 19,570 = 2.65, p < 0.001, see also difference scores plotted in the histogram in Figure 2R ).
Finally, we directly compared data from sham-and VSlesioned rats. ANOVAs comparing data for number blocks (Figure 2J versus Figure 2L or Figure 2N versus Figure 2Q ) found no main effects nor any interactions involving group (F < 1.3, p > 0.18), with the distributions of the scores comparing firing early versus late in these blocks (histograms, Figure 2J versus Figure 2L ) not statistically different across groups (Wilcoxon rank-sum test, addition: p = 0.96, omission: p = 0.52). These analyses indicate that, within the limits of our statistical power, the two groups showed very similar changes in firing in response to the addition or omission of extra reward. On the other hand, we found significant group interactions when comparing data from timing blocks in Figure 2I versus Figure 2K (reward/omission 3 trial 3 group: F 19,1121 = 2.63, p < 0.001) and in Figure 2M versus Figure 2P (trial 3 group: F 19,1121 = 2.63, p < 0.001). Post hoc analyses showed a significant interaction between group and firing on early versus late trials in response to both unexpected reward and reward omission (p < 0.01). Accordingly, the distributions of the difference scores comparing firing changes in these blocks (histograms, Figure 2I versus Figure 2K ) were significantly different between the groups (Wilcoxon rank-sum tests, p < 0.01), reflecting the fact that dopamine neurons recorded in sham controls changed firing in response to changes in reward timing, whereas those recorded in VS-lesioned rats did not. Distributions of difference scores plotted in Figures 2O and 3R were also significantly different (Wilcoxon rank-sum test, p = 0.011). Together, these analyses show that putative dopamine neurons in VS-lesioned rats responded differently to changes in the timing of the reward compared to putative dopamine neurons recorded in sham-lesioned rats.
VS Provides Temporally Precise Reward Predictions to the VTA
The in vivo results of our experiment suggest that temporal aspects of reward prediction can be dissociated from predictions of the number of expected reward and that VS supports essential information about the former, but perhaps not the latter, to VTA dopamine neurons. To make concrete this interpretation, we developed a TDRL model of the task using a framework that explicitly separates learning of reward number from learning to predict the timing of future reward. Briefly, rather than using the standard TDRL framework in which event identity and event timing are inextricable, we used a semi-Markov framework that represents and learns about reward timing (and, more generally, the duration of delays between events) separately and in parallel to representing and learning about expected amounts of reward (Daw et al., 2006) .
In the model, the task is represented as a sequence of states ( Figure 3E) , with the duration of each state being potentially different. Key events in the task (e.g., appearance of an odor or a reward) signal transitions between states; however, transitions Below, the observation matrix shows the probability of each observation given each state and the transition matrix shows the probability of each successor state given each state.
(F) Learnt dwell-time distributions at the end of block 1 (delay block) for state 2 in the short delay condition (blue) and state 3 in the long delay condition (red) for the intact, partial lesion, and full lesion models.
(G) Similar to (F) but at the end of block 3 (size block) for state 2 in the big reward condition (green) and state 3 in the small reward condition (orange). The more severe the lesion, more of the probability mass lies at infinity (equivalent to no prediction of state duration).
can also occur without an external signal, due to the passage of time. Importantly, through experience with the task, the animal learns the expected duration for each state, as well as the value (i.e., expected amount of future reward) associated with the state. The latter is acquired through a temporal-difference learning rule, as in classic TDRL (see Experimental Procedures for full details), but it is separate from learning about state durations, which occurs through averaging of previous durations of each state. The separation of state durations from state values allows the model to capture disruption to one function but not the other (as evidenced in the dopamine signals) and consists of a departure from commonly held assumptions regarding the computational basis of prediction learning in the basal ganglia.
That is, our model suggests a completely different implementation of reinforcement learning in basal ganglia circuitry than is commonly considered (Joel et al., 2002) . One important departure from classic TDRL is that in our model, prediction error signals occur only on state transitions and thus can be seen as ''gated'' according to the probability of a state transition occurring at any given time. This probability is 1 (or near 1, thus the ''gate'' is fully ''open'') when an external event is observed, as when a new reward is delivered. However, critically, the transition probability can also be high if there is a precise expectation regarding the duration of a specific state and this duration has terminated. It is in this case-when a state is deemed to terminate due to the passage of time despite the expected reward having not arrived-that a negative prediction error signal will be gated. Thus, temporal expectations can control or gate prediction errors, by causing a transition between states to be inferred even in the absence of an external event.
To test the predictions of the model, we simulated the evolution of state values, state durations, and the associated prediction errors using the actual task event timings that each group of rats experienced when performing the task. Model prediction-error signals were transformed into an instantaneous firing rate and then averaged and analyzed using the same epochs as we used to analyze the neural data. For the control group (full intact model), the simulations yielded the characteristic pattern of prediction error signals observed in vivo in this study and previously (Roesch et al., 2007; Takahashi et al., 2011) . Specifically, the simulation produced positive prediction errors to unexpected early or large reward and negative prediction errors to unexpected reward omission ( Figures 3A and 3B ). These errors were strongest early in each block, gradually disappeared over subsequent trials, and the pattern was similar for errors induced by changes in number versus timing of reward.
To simulate a VS lesion in the model, we prevented the model from learning or using precise temporal expectations for the duration of states. To do this, updates of state durations were effectively ''blurred'' by decreasing the amplitude of the timing ''kernel'' that was used during learning (see Experimental Procedures and Figures 3F and 3G ; partial lesions were modeled by decreasing the kernel by half, full lesions by decreasing it to baseline). This simulated lesion captures the intuition that the VS is critically involved in gating prediction errors according to learned state durations, and therefore a loss of VS corresponds specifically to (partially or fully) decreased amplitude of a signal that tracks the expectation of a reward-related event occurring at that point within a trial. One effect of this ''lesion'' is to effectively block the model from inferring a transition between states without an observation-the model will wait in a state indefinitely (or until the next observation of cue or reward) and is unable to infer a transition in the case of a missing (or late) reward.
This timing-lesioned model produced results that were remarkably similar to the firing of the dopamine neurons in VSlesioned rats. Specifically, the simulation produced positive prediction errors in response to the delivery of new reward (Figure 3D , green line) but showed neither positive nor negative errors in response to changes in reward timing ( Figure 3C ). These results are identical to the data observed in vivo. Moreover, the model did not register negative prediction errors when the additional rewards were omitted in number blocks ( Figure 3D , orange line). This is because the lesioned model could not use state duration to infer a transition at the time of the expected (but omitted) reward, and thus it did not gate a negative predictionerror signal. Notably, our neural data were equivocal on whether a negative prediction error occurred for this event. On the one hand, there was not a significant difference in firing to reward omission between groups and there appeared to be a significant shift below zero in the activity of the individual neurons at the time of omission in the number blocks. However, comparing firing of the dopamine neurons recorded in the lesioned rats at the time of reward omission to baseline at the start of these blocks, the apparent decline in firing was not statistically significant. In any event, any discrepancy here is not necessarily at odds with this prediction of the model, as it is possible that the lesions were not equivalent to a complete loss of function (see light lines in Figures 3C and 3D for simulation of the effects of a partial lesion). We also simulated a lesion in which the width of the kernel update to the state duration distributions was increased (rather than its amplitude decreased) and the calculation of expected duration within a state was left intact. This simulation produced similar results ( Figure S3 ), suggesting that the specific implementation of the lesion was not paramount, as long as timing information in the model was degraded.
Finally we also tested the original hypothesis, commonly held in the literature (Joel et al., 2002; O'Doherty et al., 2003; Willuhn et al., 2012) , that the VS serves as a (unitary) source of predictions of both when and how much reward is predicted for VTA dopamine neurons. To do this, in the lesioned model we set all state values to zero and blocked their update during the task, creating a situation where prediction errors must be computed absent input regarding both the timing and number of predicted reward. In this case, and as expected, the model generated persistent prediction errors to reward delivery and no prediction errors to reward omission (dotted lines in Figures 3C and 3D ). This pattern of results is clearly at odds with the in vivo data, suggesting that the assumption embedded in classical TDRL models-that predictions of reward number and of reward timing go hand in hand (and thus are either present or absent as a unit)-is incorrect.
DISCUSSION
Reward prediction errors are signaled by midbrain dopamine neurons (Barto, 1995; Mirenowicz and Schultz, 1994; Montague et al., 1996; Schultz et al., 1997) . To do this, dopamine neurons require predictions to compare to actual obtained reward (Bush and Mosteller, 1951; Rescorla and Wagner, 1972; Sutton and Barto, 1998) . Theoretical and experimental work has suggested that the VS is an important source of these predictions, particularly to dopamine neurons in the VTA (Daw et al., 2005 (Daw et al., , 2006 Joel et al., 2002; O'Doherty et al., 2003 O'Doherty et al., , 2004 Seymour et al., 2004 ). Here we tested this hypothesis, recording from VTA dopamine neurons in rats with a lesioned VS, while they performed a task in which positive and negative prediction errors were induced by shifting either the timing or the number of expected reward. Sham-lesioned rats exhibited prediction error signals in response to both manipulations, replicating our previous findings (Roesch et al., 2007; Takahashi et al., 2011) . By contrast, dopamine neurons in rats with ipsilateral VS lesions exhibited intact prediction errors in response to increases in the number of reward but no prediction errors to changes in reward timing on the order of several seconds (and possibly also to complete omission of expected reward). These effects were reproduced by a computational model that used a non-traditional reinforcement-learning framework to separate learning about reward timing from learning about reward number (''state value''). Our results thus suggest a critical role for the VS in providing information about the predicted timing of reward, but not their number, to VTA dopamine neurons. These data and our theoretical interpretive framework may require a rethinking of the implementation of prediction-error computation in the neural circuitry of the basal ganglia.
Before considering the implications of our findings, we address some important caveats. One key determinant of our findings may be the amount of training the rats underwent before recording began-while our rats were trained extensively, it may be that the VS has a broader role in supporting reward predictions in very early stages of learning a task. It is also possible that had we allowed less time for compensation by using reversible inactivation, or lesioned the VS more completely or bilaterally, we might have observed effects of the lesion on both types of prediction errors. In any case, our data suggest that delayinduced prediction-error signaling is more sensitive to VS damage than are prediction errors induced by changes in number of reward. We also failed to observe any relationship between the amount of damage and the loss or preservation of prediction errors in our lesioned group ( Figure 2R versus % damage yields r = 0.08, p = 0.66). Even relatively modest damage to VS was sufficient to entirely disrupt delay-induced errors with little effect on those induced by number changes.
It also an empirical question of whether these results will generalize to primates or other rodent species or to other midbrain regions. While the waveform sorting approach we use is roughly similar to the approach used to identify prediction-error signaling dopamine neurons in primates (Bromberg-Martin et al., 2010; Fiorillo et al., 2008; Hollerman and Schultz, 1998; Kobayashi and Schultz, 2008; Matsumoto and Hikosaka, 2009; Mirenowicz and Schultz, 1994; Morris et al., 2006; Waelti et al., 2001) , and the error signals we find in our neurons obey many of the same rules as those demonstrated in comparable primate studies (Bromberg-Martin et al., 2010; Fiorillo et al., 2008; Kobayashi and Schultz, 2008; Morris et al., 2006) , it is possible that the influence of VS on these signals may be different in other species. This may be particularly true in mice, where dopamine neurons seem more prevalent in single-unit data (>50% of recorded neurons) and prediction-error signals are often reported in populations whose waveform features are largely indistinguishable from the other populations (Cohen et al., 2012; Eshel et al., 2015; Tian and Uchida, 2015) . It is also possible that the influence of VS on dopaminergic error signals in other parts of midbrain differs from what we have observed in (mostly lateral) VTA.
As a last caveat, we note that our conclusions are based on a relatively small proportion of our recorded neurons, smaller than would be identified as dopaminergic by immunohistological criteria (Li et al., 2013 ). While we did not pre-select neurons for recording, it is possible that neurons with different firing correlates were not visible to our electrodes. Nevertheless, the neurons we isolated had waveform and firing correlates similar to putative dopamine neurons in other studies in both rats (Jo et al., 2013; Jo and Mizumori, 2015; Pan et al., 2005) and primates (Bromberg-Martin et al., 2010; Fiorillo et al., 2008; Kobayashi and Schultz, 2008; Morris et al., 2006) , recorded in both VTA and substantia nigra pars compacta. Further, most neurons in lateral VTA of the rat are thought to be classical dopamine neurons, meaning that they exhibit the same enzymatic phenotype characteristic of dopamine-releasing neurons in the substantia nigra (Li et al., 2013) . As a result, we do not believe we are missing substantial numbers of dopamine neurons in our classification. Consistent with this, we also analyzed activity from the other neural populations that we recorded, but did not see any evidence of significant dopamine-like error signaling (see Supplemental Information, especially Table S1 ).
We now turn to the possible implications of our results. Most importantly, our findings are inconsistent with the currently popular model in which VS supplies the reward predictions used by VTA dopamine neurons to calculate reward prediction errors (Daw et al., 2005 (Daw et al., , 2006 Joel et al., 2002; O'Doherty et al., 2003 O'Doherty et al., , 2004 Seymour et al., 2004) . If this model were correct, removing VS input to dopamine neurons would have amounted to removing all reward predictions, and therefore would have resulted in persistent firing to all reward (now ''unexpected'') and no signals to omission of reward, irrespective of the manipulation (timing or number) that induced prediction errors. We did not observe these results, suggesting that the strong version of this hypothesis is not viable.
However, we did find major effects of VS removal on VTA error signaling, but only when prediction errors were induced by changing the timing of the reward. Here it is important to note that even for these timing-dependent prediction errors, this is not the effect we would have expected if we simply eliminated timing predictions-while negative prediction errors would be lost, positive errors would remain high in that case, as all reward would be surprising. Instead, we found that positive errors were also eliminated (as compared to the response of these neurons to other unexpected reward), as if a reward was predicted whenever it arrived. That is, lacking VS input, putative dopamine neurons knew that reward would appear but did not know (or care) when. This suggests that VS is not necessary for predicting the occurrence of reward; however it is necessary for endowing that prediction with temporal specificity (e.g., that the reward is coming after 500 ms). Intriguingly, absent this information, any timing of the reward was treated as the expected timing of the reward.
A dissociation between knowing that reward is coming but not when it should arrive directly contradicts the standard TDRL framework in which predictions about reward timing and number are inextricably linked (Montague et al., 1996; Schultz et al., 1997; Sutton and Barto, 1998) . However, this dissociation was produced effectively in a model based on a semi-Markov framework proposed by Daw et al. (2006) that learns about reward timing and reward number in parallel. ''Lesioning'' this model removing expectations for the duration between events in the task and leaving all other aspects of prediction learning intact produced the exact pattern of altered prediction-error signaling seen in the VS-lesioned rats: a reward that came too early or was delayed such that its timing became uncertain produced no prediction error, even though there were robust prediction error signals in response to changes in number of reward. The model also predicted the loss of number-induced negative prediction errors ( Figure 3D , orange line). It is not clear from our in vivo data whether this signal is indeed affected by the VS lesion ( Figure 2J versus Figure 2L , orange lines), as the low baseline rates of dopamine neurons make suppression of firing (or lack thereof) difficult to demonstrate reliably. In any case, if one assumes that the lesions did not completely ablate the VS, some residual negative prediction error might be expected ( Figures 3C and 3D, light lines) .
Our modeling results link signaling from the VS with the gating of prediction-error signals according to the learned timing of reward, suggesting that activity in the VS might evolve within a trial by tracking learned temporal expectations regarding the timing of reward delivery (or other reward-predictive events). Such a signal from the VS might thus be similar to adaptive time representations found in the dorsal striatum in an instrumental task (Mello et al., 2015) . A role for VS in constraining reward predictions to specific (learned) time intervals is also consistent with previous reports that place the VS at the center of a neural timing circuit (Meck et al., 2008) . Notably this function is thought to depend on input from hippocampus (Meck, 1988; Meck et al., 2013) , which has been linked to keeping track of internal representations of time (Eichenbaum, 2014) and is known to regulate VS input to VTA (Floresco et al., 2001) . The loss of the ability to track these temporal predictions absent a VS and its effect on the perception of negative prediction errors may also be of relevance to the apparent role of VS in the perception of risk (Dalton et al., 2014; St Onge et al., 2012; Stopper and Floresco, 2011) , since an inability to perceive negative prediction errors would dramatically reduce the apparent ''riskiness'' of a probabilistic reward. One prediction of our model is that substituting a small reward for reward omission might restore normal function in such tasks.
A specific role of VS in signaling state timing can even be observed in simple Pavlovian conditioning tasks-previous work has shown that when rats with bilateral neurotoxic lesions of VS are trained to associate long-duration cues with reward, learning and the ultimate levels of responding are not affected by the lesions, but the specific pattern of responding during the cues is disrupted (Singh et al., 2011) . Specifically, while non-lesioned controls exhibit progressively more conditioned responding as the reward period approached, rats with VS lesions respond at constant levels throughout the delay to reward. This is consistent with a failure to learn temporally precise predictions but a conserved ability to learn that a reward is impending. Finally, Klein-Flü gge et al. (2011) compared fMRI responses in VS and VTA in humans learning to predict the timing, but not the number of variably timed reward. They showed that bloodoxygen-level-dependent (BOLD) signals in the VS are sensitive to information about timing, but not information about number, whereas VTA prediction-error signals are sensitive to both. Indeed, VS signals in that study were consistent with a role for the VS in learning when reward will occur, showing larger responses to cues that predicted information about timing and to reward that occurred within the expected timeframe. Here we have shown more directly that the VS supplies information about temporal specificity of predictions to VTA neurons.
Single-unit studies show that signals related to reward number or value are present in the VS, and many other reports indicate that VS integrity can be critical to behaviors seemingly based on value or even reward number (Berridge and Robinson, 1998; Di Chiara, 2002; Hauber et al., 2000; McDannald et al., 2011; Nicola, 2007; Steinberg et al., 2014) . In fact, single-unit data from VS in the same task as used here show that information about number is present in VS unit activity , and rats with bilateral VS lesions tested in the same task used in our study initially showed free-choice deficits (Burton et al., 2014) , though the deficits in delay blocks were significantly more severe than those in the number blocks. Indeed, when analyzed separately, VS lesioned rats showed a preference for larger reward on freechoice trials but did not show a preference between immediate versus delayed reward (M.R. Roesch, personal communication), consistent with our finding. Interestingly, with further training, rats with bilateral VS lesions did learn to respond normally, even in the delay blocks. The authors concluded that this recovery of normal behavior must reflect compensation by other slower learning mechanisms in dorsal striatum (Burton et al., 2014) . Our data from extensively trained rats suggest that these mechanisms can operate independent of normal delay-induced dopaminergic error signals from the VTA.
Our data suggest that even though VS neurons may signal information about the expected number of reward , this information may be redundant with inputs to VTA from other areas, as VS lesions were not detrimental to (positive) prediction-error signaling due to changes in reward number. Indeed, information about reward number or simply the future occurrence of reward is sufficiently fundamental that it is likely signaled by a diverse array of areas impinging on the midbrain, any one of which may be sufficient to support error signaling in response to simply adding a reward. Neural responses to reward or to cues that predict different numbers of reward are found in many brain areas, including areas that have either direct or indirect projections to VTA or its surrounds. Preserved numberinduced error signals in our recordings may therefore reflect input from any of these areas. By contrast, our results suggest that signaling of when a reward is expected to occur is an aspect of reward prediction that is mediated uniquely by circuitry that converges on the VS.
EXPERIMENTAL PROCEDURES Subjects
Male Long-Evans rats (n = 16) were obtained at 175-200 g from Charles River Laboratories. Rats were tested at the NIDA-IRP in accordance with NIH guidelines.
Surgical Procedures and Histology
Lesions were made and electrodes implanted under stereotaxic guidance; all surgical procedures adhered to guidelines for aseptic technique. VS lesions were made by infusing of quinolinic acid (Sigma) in Dulbecco's phosphate vehicle. Infusions of 0.4 ml quinolinic acid (20 mg ml À1 ) were made at 1.9 mm anterior to the bregma, and 1.9 mm lateral to the midline, at a depth of 7.3 mm ventral to the skull surface. Sham controls received identical treatment only no infusion was made. After this procedure, a drivable bundle of eight 25-um diameter FeNiCr wires (Stablohm 675, California Fine Wire) chronically implanted dorsal to VTA in the left or right hemisphere at 5.2 mm posterior to bregma, 0.7 mm laterally, and 7.0 mm ventral to the brain surface at an angle of 5 toward the midline from vertical. Wires were cut with surgical scissors to extend $1.5 mm beyond the cannula and electroplated with platinum (H 2 PtCl 6 , Aldrich) to an impedance of $300 kOhms. Cephalexin (15 mg/kg by mouth [p.o.]) was administered twice daily for 2 weeks post-operatively. The rats were then perfused, and their brains removed and processed for histology (Roesch et al., 2006) .
Odor-Guided Choice Task
Recording was conducted in aluminum chambers approximately 18 in on each side with sloping walls narrowing to an area of 12 in 3 12 in at the bottom. A central odor port was located above two fluid wells ( Figure 1A ). Two lights were located above the panel. The odor port was connected to an air flow dilution olfactometer to allow the rapid delivery of olfactory cues. Odors where chosen from compounds obtained from International Flavors and Fragrances. Trials were signaled by illumination of the panel lights inside the box. When these lights were on, nosepoke into the odor port resulted in delivery of the odor cue to a small hemicylinder located behind this opening. One of three different odors was delivered to the port on each trial, in a pseudorandom order. At odor offset, the rat had 3 s to make a response at one of the two fluid wells. One odor instructed the rat to go to the left to get reward, a second odor instructed the rat to go to the right to get reward, and a third odor indicated that the rat could obtain reward at either well. Odors were presented in a pseudorandom sequence such that the free-choice odor was presented on 7/20 trials and the left/right odors were presented in equal numbers. In addition, the same odor could be presented on no more than 3 consecutive trials.
Once the rats were shaped to perform this basic task, we introduced blocks in which we independently manipulated the number of the reward and the delay preceding reward delivery ( Figure 1B ). For recording, one well was randomly designated as short and the other long at the start of the session (Figure 1B, 1 sh and 1 lo ). In the second block of trials, these contingencies were switched ( Figure 1B , 2 sh and 2 lo ). The length of the delay under long conditions followed an algorithm in which the side designated as long started off as 1 s and increased by 1 s every time that side was chosen until it became 3 s. If the rat continued to choose that side, the length of the delay increased by 1 s up to a maximum of 7 s. If the rat chose the side designated as long less than 8 out of the last 10 choice trials, then the delay was reduced by 1 s to a minimum of 3 s. The reward delay for long forced-choice trials was yoked to the delay in free-choice trials during these blocks. In later blocks we held the delay preceding reward constant while manipulating the number of reward ( Figure 1B , 3 bg , 3 sm , 4 bg , and 4 sm ). The reward was a 0.05 ml bolus of 10% sucrose solution. The reward number used in delay blocks was the same as the reward used in the small reward blocks. For big reward, additional boli were delivered after gaps of 500 ms.
Single-Unit Recording
Wires were screened for activity daily; if no activity was detected, the rat was removed, and the electrode assembly was advanced 40 or 80 um. Otherwise active wires were selected to be recorded, a session was conducted, and the electrode was advanced at the end of the session. Neural activity was recorded using Plexon Multichannel Acquisition Processor systems. Signals from the electrode wires were amplified 203 by an op-amp headstage (Plexon, HST/8o50-G20-GR), located on the electrode array. Immediately outside the training chamber, the signals were passed through a differential preamplifier (Plexon, PBX2/16sp-r-G50/16fp-G50), where the single-unit signals were amplified 503 and filtered at 150-9,000 Hz. The single-unit signals were then sent to the Multichannel Acquisition Processor box, where they were further filtered at 250-8,000 Hz, digitized at 40 kHz, and amplified at 1-323. Waveforms (>2.5:1 signal-to-noise) were extracted from active channels and recorded to disk by an associated workstation.
Data Analysis
Units were sorted using Offline Sorter software from Plexon. Sorted files were then processed and analyzed in Neuroexplorer and MATLAB. Dopamine neurons were identified via a waveform analysis used and validated by us and others previously (Jo et al., 2013; Roesch et al., 2007; Takahashi et al., 2011; Jin and Costa, 2010) . Briefly, cluster analysis was performed based on the half time of the spike duration and the ratio comparing the amplitude of the first positive and negative waveform segments. The center and variance of each cluster was computed without data from the neuron of interest, and then that neuron was assigned to a cluster if it was within 3 SD of the cluster's center. Neurons that met this criterion for more than one cluster were not classified. This process was repeated for each neuron.
To quantify changes in firing due to reward delivery or omission, we examined activity in the 500-ms periods identified by the arrows in Figure 1B . The start of this time window coincided with opening of the solenoid valve, and the duration was chosen to encompass the maximum duration of opening (actual open times were calibrated to maintain 0.05 ml boli and so could be less than this). Importantly, no other trial event occurred until at least 500 ms after the end of this time window. Thus, this period allowed us to isolate activity related to delivery or omission of each individual reward bolus. Analyses were conducted using MATLAB (MathWorks) or Statistica (StatSoft) as described in the main text.
Computational Modeling
We simulated learning and prediction error signaling in the task using TDRL in a semi-Markov framework with partial observability (Daw et al., 2006) . Briefly, in this approach, we assume the rats represent the behavioral task as a sequence of states that each have an associated value, V, and a distribution over dwell times in that state, D. Observations during the task, such as an odor cue or the delivery of a reward in a well, signal a transition between states, at which time a prediction error is signaled and used to update state values. Additionally, transitions can occur without an external observation due to the mere passage of time (e.g., at the time that a reward was expected but failed to arrive, see below). That is, knowledge of the likely dwell time in a state (represented by D) can be used to infer a silent transition and gate the signaling of a prediction error and the update of state values. To simulate a VS lesion in the model, we prevented the model from learning accurate dwell time distributions for each state, thereby degrading the ability of the model to infer these silent transitions when a reward is omitted or delayed. We describe the model in more detail in the Supplemental Information. 
