In this paper, we study two new dynamic hashing schemes for primary key retrieval. The schemes are related to those of Scholl, Litwin and Larson. The first scheme is simple and elegant and has certain performance advantages over earlier schemes. We give a detailed mathematical analysis of this scheme and also present simulation results. The second scheme is essentially that of Larson. However, we have made a number of changes which simplify his scheme.
INTRODUCTION
In recent years, a number of methods have been published for extending the hashed file organization to files which are arbitrarily dynamic (see, for example, Refs. 1-5 and the references therein). Such schemes considerably expand the usefulness and applicability of hashing. Insertion, retrieval and deletion of records are nearly as simple as for classical static hashed files. Furthermore, retrieval cost is very low (close to 1 disk access for some schemes), even for files whose size may vary by several orders of magnitude. In fact, there is hardly any point in using the classical static hashing techniques any more (except, perhaps, for a totally static file). The new dynamic hashing schemes give exceptional performance and are only slightly more complicated to implement than the classical hashing schemes. Furthermore, no matter how the file grows, the load factor can be kept constant.
The two key ideas in these dynamic hashing schemes are due to Litwin 4 and Larson. 3 Litwin introduced the idea of systematically splitting pages, not necessarily where the collision occurred. Then it is possible to calculate directly the home page of any record, even though the file may have grown and the record moved since the record was first inserted. This means that the file does not need a directory (as in Ref. 1, for example). Larson introduced the idea of splitting a number of 'buddy' pages together. This has the effect of maintaining a more uniform load factor throughout the file and, hence, improves performance.
Given these two ideas, it is possible to create numerous dynamic hashing schemes, all of which have excellent performance and are easy to implement. All these schemes contain, as a special case, Litwin's scheme and are, more or less, variations of Larson's scheme. The purpose of this paper is to present two such schemes. We believe that Larson's scheme is unnecessarily complicated and the two schemes presented here implement the main idea (of splitting a number of 'buddy' pages together) in a much simpler fashion.
These two schemes arose during an investigation of the generalization of various dynamic primary key hashing schemes to partial-match retrieval. In Ref. 6 , we generalize the extendible hashing scheme of Fagin et al. ' and also Litwin's scheme to partial-match retrieval. The second scheme of this paper is particularly amenable to generalization to partial-match retrieval. This is done in Ref 7. Our first scheme is simple and elegant and has certain performance advantages over earlier schemes. We give a detailed mathematical analysis of this scheme and also present simulation results. The second scheme is essentially that of Larson. However, we have made a number of changes which simplify his scheme.
A DYNAMIC HASHING SCHEME
This section contains the description of a new dynamic hashing scheme based on ideas introduced by Scholl, Litwin and Larson. Litwin's scheme 4 is a special case of our scheme. Larson's idea of splitting a group of buddy pages is implemented in a simpler and more effective manner.
As the file grows, it goes through a series of expansions. In order to describe our scheme, it is convenient to start when the file is at the beginning of such an expansion (see Fig. l(a) ). At this stage, the file consists of certain home pages plus their associated overflow pages. Each home page has its own, possibly void, chain of overflow pages, which contain records that would not fit into the home page. (The overflow pages are not shown.) The home pages are divided into s groups of g pages, s is the Hi.
Segment size \s(g + l)/g]
Round-up pages As further records are inserted into the file, extra room is created by adding new home pages to the end of the file. Normally, it is desirable to maintain a relatively constant load factor for a file. The load factor in our scheme is controlled by the load control L. This means that after every L insertions, a new home page is appended to the end of the file. This method of controlling the load factor is due to Scholl. 5 We discuss alternative methods later.
The precise method of adding a new home page is as follows. Refer once again to Fig. l(a) . At the start of an expansion, a pointer, called the split pointer sp, points to the first group of buddy pages indexed by 0, s, .. ., (g -l)s. After exactly L insertions, this group of g buddy pages is split in the following way. An extra home page, indexed by gs, is appended to the end of the file. Then the records in the home pages 0,s,...,(g-l)s, plus records in overflow pages associated with these home pages, are redistributed, according to a certain hash function described below, among the g + 1 home pages 0, s,...., gs. If the hash function is effective, we can expect overflow chains for these home pages to be reduced and, perhaps, disappear. The split pointer is then moved forward to the next group of buddy pages 1 , 5 + 1 , . . . , (g -\)s + 1. After the next L insertions, these pages are split and so on. Figure l(b) shows the file at a typical stage during the expansion.
Eventually, the split pointer will move to the last group of buddy pages s -1, Is -1,. . .•, gs -1 and these pages will be split. After this split, the split pointer returns to the beginning of the file (so that sp = 0). During the expansion, the file grew from gs home pages to (g + l)s home pages and exactly sL records were inserted. Before starting the next expansion, the segment size needs to be enlarged. What we would like is to divide the current file into groups of g buddy pages. However, the current file size (in terms of home pages) will generally not be divisible by g. (Of course, this problem does not arise in Litwin's case, since g = 1.) To make the current file size divisible by g, we append, if necessary, r extra home pages to the end of the file, where 0 < r < g. The new segment size s' is then given by
The extra pages added to the end are called round-up pages. These pages will remain empty until the split pointer reaches them. The file now consists of s' groups of buddies and the new expansion can begin.
The splitting process requires that g + 2 buffers be available in main store for the home pages involved in the split. More buffers may be required for overflow records. The formula given in Section 3 for the split cost assumes that these buffers are available.
Larson's method of splitting a group of buddies is more complicated than this. In his scheme, the file goes through a series of partial expansions which together constitute a full expansion (see Section 4) . In each partial expansion, the group size is different. Because the group size has a significant impact upon the performance of the file, the effect of Larson's partial expansions is to give a variable performance during a full expansion. We prefer to keep the group size constant. This leads to a more uniform performance.
The only complication in our scheme is that we need round-up pages. However, we emphasize that the number of round-up pages added in each expansion is bounded by a small constant, which is certainly negligible compared with the file size. The implementation of our scheme and the maintenance and access algorithms are no more complicated than Ref. 4 Now we can discuss the details of the hash function h used for insertion and retrieval of records. The algorithm below returns the home page address h(K, d, sp) of a record with primary key K, given that the file currently has depth d and split pointer sp. For retrieval, a record will be found either in the home page with the index returned by the algorithm or in the overflow chain emanating from that home page. The algorithm assumes the existence of a sequence h 0 , h u h 2 ,. .. of independent hash functions, each of which maps from the key space of the records into the set {0, 1, . . . , g}. It is easy to implement such a sequence using a random number generator. (See, for example, Ref 3, p. 227 .)The algorithm also requires a hash function k, which maps from the key space into {0, 1,. . . , gs 0 -1}.
Algorithm for computing home page address
As can be seen, the algorithm traces the 'history' of the record as the file has gone through its expansions. The for-loop traces through the completed expansions, whereas the if-then checks whether the split pointer has reached the home page of the record during the current expansion. Putting g = 1 essentially recovers the algorithm in Ref. 4, p. 125 .
During a split, it is not necessary to use the full algorithm to compute the new address of records on the pages being split. Suppose the current segment size s has been stored. Then the new address for each record is given by sp + h d (K)*s. This is essentially just the last line of the algorithm. During each expansion, the file grows by the factor (g + l)/5 approximately. If g is 8, say, which is about as large as would ever be needed in practice, the file increases by only (l/8)th during each expansion. This means that, if s 0 is chosen to be 1, the depth can get moderately large. For example, if g is 8, s 0 is 1 and the file contains about 100 000 home pages, then the depth will be 66. Normally, there is an initial collection of records which are to be loaded into the file. s 0 can be chosen so that gs 0 home pages will accommodate these records. Larger values for s 0 have two effects. Firstly, a more efficient initial loading is achieved and, secondly, the depth that the file will ultimately reach is greatly decreased. This reduces the computation time for the loop in the algorithm. Note that during the initial loading, the split pointer does not move. The split pointer moves for the first time after exactly (gs 0 + 1)L records have been inserted. Thereafter, it moves after every L insertions.
There are a number of ways of maintaining a specified load factor. For example, suppose a load factor // is required. Following Ref 4, each time a record is inserted and a collision occurs (that is, the record cannot fit into the home page), the load factor is checked. If it is more than If, then a split occurs and the split pointer is advanced. Alternatively, the load factor could be checked only after a fixed number of insertions or instead it could be checked only when a collision caused a new overflow page to be created. Experiments indicate that all these methods lead to very precise load factor control and there is nothing to choose between them as far as their effectiveness goes.
The load control we have suggested using (splitting after L insertions) is of a slightly different nature to those above because it does not require checking the load factor. This leads to a load factor which varies slightly periodically. However, the variations are generally small, so that the effect is much the same. Furthermore, it turns out that allowing the load factor to vary slightly reduces the 'bumps' in the graphs for successful and unsuccessful search cost, so that a more uniform performance is obtained. Finally, this load control leads to a simple mathematical analysis of the scheme. However, we emphasize that, in practice, there is very little to choose between the load factor control we have adopted and those above. Given If, it is easy to choose a value for L (and certain other parameters), so that the load factor will stay very close to If. This implies that the mathematical analysis of the next section effectively applies to the other load factor controls.
Deletion is handled in the obvious way by reversing the splitting process. The splitting algorithm is also straightforward, so we omit it.
ANALYSIS OF THE SCHEME
This section contains a mathematical analysis of the scheme of the last section, plus simulation results. We were able to easily adapt the analysis given in Ref. 5 to our more general scheme. In Ref. 5, the various formulae are given as functions of the split pointer sp. It seems more natural to write everything as a function of N, the number of records inserted. Given N, it is possible to know essentially everything about the current state of the file, such as depth, split pointer, average overflow chain lengths, etc. We will be especially interested in the behaviour of the file when N is large.
Each file has 5 file parameters which are characteristic of it. These are g: group size s 0 : initial segment size B: home page size (in number of records) b: overflow page size L: load control.
Let N be the number of records inserted into the file. Then it is possible to write formulae for properties of the file as a function of N. This means that once a value for AT is given, the state of the file can be calculated easily with great precision. The various properties that we are interested in are as follows. It will be convenient to define a function W from the non-negative integers to the non-negative integers by
Note that W has a simple interpretation. If a home page plus associated overflow pages contain k records, then there are exactly W(k) overflow pages. We will need the binomial distribution given by b{k; n, p) = 
The formulae for inl and /nr are composed of the following. First, there is the cost of reading the home page and all its overflow pages plus the cost of writing the page which contains the inserted record. Also included is the cost of updating the nil pointer on the last current page for the case when this page is full and a new overflow page is needed to accommodate the inserted record. The formula for the expected insertion cost includes a component due to the cost of splitting. There is a small error in the formulae for opr, ar and inr owing to the effect of the round-up pages which remain empty until sp reaches them. As N increases, the error rapidly approaches 0.
We are particularly interested in the performance of the file when Af is large. The following propositions, whose straightforward proofs are omitted, provide a complete understanding of this limiting performance.
Proposition 1
As N-* 00, we have
Note that (a) shows that the number of records inserted at the beginning of an expansion is asymptotically equal to gsjL. (The exact number is ((g + l) 
Next we define the following functions from the unit interval [0, 1] into the real numbers. We put A, = (9l(9+ 0) 0 + x\g)L and ; X,)
The proof of the next proposition uses proposition 1 and the Poisson approximation to the binomial distribution.
Proposition 2
Let F stand for any of //, ss, us or in. a misleading impression of the behaviour of the load factor. The load factor does not converge to a value independent of sp. Variations in //"occur and they persist ho matter how large the file becomes. However, the variations are generally rather small (rarely more than a few percent; see Tables 1,2 and 3) . Thus, for all practical purposes, we can regard If as being constant.
It follows from proposition 2 that most of the useful information about the performance of a particular file is contained in the functions //"«,, ss K , us x and in^, which show the behaviour of the file during one expansion. As the file goes through one expansion, the variable x goes from 0 to 1, indicating how much of the expansion has been completed. It is a very simple task to write a program to compute these functions. Thus the file designer can see in advance the effect that a change in some of the file parameters will have on the performance of the file. (Note that s 0 does not affect the limiting performance, only the time it takes to reach it.)
Generally, given a value for !/" and B, a minimal value Tables 4, 5 and 6 can be compared fairly directly with those in Ref. 3 . Our g = 1 case corresponds to Larson's n Q = 1, whereas our g = 4 case corresponds (more or less) with Larson's n 0 = 3. (For n 0 = 3, the 'average' group size is 4.) It can be seen that the expected performance for both schemes is very similar. The advantages of our scheme over that in Ref. 3 are that ours is simpler in concept and implementation and that we have more control over the group size g. To be precise, our scheme has a constant number of buddies in a group. This means that the performance during an expansion will be comparatively stable. Furthermore, we can use larger values for g (giving lower ssm) than in Ref. 3 . For example, 3 = 8 corresponds roughly to Larson's n 0 = 6. For n 0 = 6, the number of buddies in a group during a full expansion will vary from 6 to 12 and the performance will vary accordingly.
We also did a considerable amount of simulation of the hashing scheme. The results obtained were very close to those predicted by the mathematical model, so we simply include one representative table for comparison purposes. Table 7 gives the results obtained from simulation for the case B = 50. This should be compared with Table 6 , which gives the expected results based on the model. For the cases g = 1, 2 and 4, we give the averages over one cycle when about 100 000 records have been inserted. For g = 8, the averages are taken over one cycle when about 1 million records have been inserted. (As g gets larger, it takes longer to reach the limiting state.)
DYNAMIC HASHING USING PARTIAL EXPANSIONS
In this section, we give a simplified version of Larson's dynamic hashing scheme. We begin by considering the file structure at a certain stage in its lifetime. This stage is illustrated in Fig. 2(a) . The file consists of g2 d home pages (Fig. 2 is drawn for the case g = 3) , which contain most of the records of the file. The home pages are   indexed by 0, 1, . . ., g2 d -1. Each page has a (possibly void) chain of overflow pages. Pages having indexes of the form j , j + 2", ..., j+(g -1)2" 0 = 0, 1, 2 d -1) are called buddy pages. Thus the file is divided into 2 d groups of buddy pages. As records are added to the file, it will become necessary to expand the size of the file. This is done as follows. Referring to Fig. 2(a Each pass of the split pointer from 0 to 2" -1 is called a partial expansion. In the first partial expansion, there are g pages in a group of buddies that have not yet been split, in the second, there are g + 1, and so on. After g partial expansions, the size of the file has doubled to g2 d+ ' home pages. Figure 2(b) shows the state of the file during the third partial expansion and Fig. 2(c) shows the state of the file at the end of the gth partial expansion. At this latter stage, the file is now divided into 2 d+1 groups of pages (each group containing g pages) and the process starts all over again. This process of doubling the Initially, the file can consist of just g pages, which form one group of buddy pages 0, 1, . . . , g -1. At the end of the first full expansion, the file will have g2 1 This, essentially, is an overview of Larson's scheme. Note that if g= 1, it reduces to that of Litwin. For g = 1, the concepts of partial expansion and full expansion coincide and the file doubles during each pass of the split pointer.
In Ref.
3, details are given for constructing a suitable hash function to implement the above scheme and a retrieval algorithm is presented. While attempting to generalize Ref. 3 to partial-match retrieval, we found a simpler way of constructing a suitable hash function, which leads to a more understandable retrieval algorithm and a generally less complex file structure, which nevertheless retains the same excellent performance. The remainder of this section describes our scheme.
A restriction on the hash function in Ref. 3 , which considerably complicates the scheme there, is that it should not be necessary to rearrange records amongst 'old' buddy pages when splitting. That is, it suffices to scan through the 'old' pages collecting only those records which are to be relocated in the 'new' page. Although this is a desirable property, there is a price to be paid for it. The restriction complicates the overall file structure. It becomes necessary, when retrieving a record, to trace the history of the record as the file has gone through its various expansions (Ref. 3, p. 226). Our scheme avoids that. Furthermore, the restriction complicates the generalization of this scheme to partial-match retrieval. 7 It is important to notice that dropping Larson's restriction does not lower the performance of the scheme. No extra disk accesses are required when splitting buddy pages. Our splitting method is no more expensive in computation time. The only extra cost is that more buffer pages are needed. To be precise, if a group of n buddy pages is being split, our scheme will require an extra n buffer pages for redistributing the records in the home pages. Some extra buffer pages may also be required to handle the overflow pages. Now we are in a position to give the details of our scheme. The foundation of the scheme is a hashing function/which maps from the key space into bit strings of length m. It would suffice in most applications to choose m to be about 30. Thus, if K is a primary key, then f(K) = b m -1 . . . bib 0 , where each b { is 1 or 0. We will have reason to choose certain substrings of the complete string. For example, the substring b d+ , . . . b d+l will be interpreted also as the binary number in the range 0 to 2' -1 represented by the substring.
Each file has certain file parameters which are characteristic of it. The parameter g determines how many buddies will be in a group. As the file goes through a full expansion, the number of buddies in a group will vary from g to 2g. The integer t must be chosen sufficiently large so that b d+t . . . b d+l mod q {g < q < 2g -1) is uniformly distributed over the range 0 to q -1, when K is varying over the key space. In practice, good values for g are 3 or 4 and / will need to be about 8. The other parameters are the home page size B, the overflow page size b and the load control L.
The current state of the file is given by three variables. Now we can give the algorithm for computing the address of the home page of a record, which essentially defines our scheme. As well as the file parameters and variables introduced above, the algorithm has two local variables, buddy and q. For a particular record, q gives the number of buddies in the group to which its home page belongs. The variable buddy gives the relative position of the home page for the record amongst the buddy pages. Thus buddy is in the range 0 to q -1.
The algorithm computes the address, h(K, d, n, sp), of the home page for the record with key K, when state of the file is given by d, n and sp. It is clear that (leaving aside the case q = 2g for the moment) the rightmost d bits of the bit string f(K) = b m -x . .. bib 0 determine in which group of buddies the home page lies and the next t bits determine which buddy the home page is in that group. Note that we do not need to go back into the past history of the record any further than the last partial expansion to determine a record's home page address. This should be compared with the corresponding algorithm in Ref. 3 .
The case q = 2g is treated differently. The reason is that at the end of a full expansion, the number of groups of buddies is doubled in readiness for the next expansion. Essentially, the case q = 2g 'looks ahead' to the first partial expansion at the next depth and positions records so that they will be in the correct place for that expansion. Simulation of this scheme gave results very similar to those reported in Ref. 3 . This was to be expected, since what we have done is to give a simpler 'implementation' of the scheme in Ref. 3 . Furthermore, it is easy to adapt the mathematical analysis of section 3 to this scheme.
