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Almost Lie structures on an anchored Banach bundle
P Cabau & F. Pelletier
Abstract
Under appropriate assumptions, we generalize the concept of linear almost Poisson struc-
tures, almost Lie algebroids, almost differentials in the framework of Banach anchored bundles
and the relation between these objects. We then obtain an adapted formalism for mechanical
systems which is illustrated by the evolutionary problem of the ”Hilbert snake” as exposed in
[PeSa].
1 Introduction
Recent developments about geometric formalism on anchor bundles on a finite dimensional mani-
fold have helped to build a general framework for studying mechanical systems. Essentially, these
geometric structures concern, linear almost Poisson structures, almost Lie algebroids and almost
differentials (see for example [GLMM], [GLMM], [LMM], [Marl], [Marr], [PoPo] and all references
inside these papers).
The purpose of this paper is to give a generalization of these geometric structures in the
context of Banach anchored bundles. Of course, this framework leads to a lot of obstructions.
At first, any local section of a Banach bundle cannot be extended to a global section without
some properties of regularity of the typical fiber. So, in the setting of ”Banach algebroid”, we
must impose that the Lie Bracket of sections (defined globally) has a property of ”localization” .
Indeed, if the Banach manifold is regular, this property is always satisfied, as in finite dimension.
However, in the general case, we must impose such a condition (see section 3.3). On the other hand
hand, for a Poisson structure on a Banach manifold, we meet the same type of problem but also,
if the typical Banach model is not reflexive, we must impose some other conditions (see section
4.1). Finally, the most important obstruction appears in the context of ”Lie differential”: not only
we still meet the problem of localization of sections but, on the opposite of finite dimension, the
graded algebra of forms on a Banach space is not generated by elements of degree zero and degree
one, so, in general, such a differential is not characterized by its values on elements of these types.
However, by imposing appropriate assumptions, we defined the concept of almost Lie bracket,
almost Lie algebroid which is a generalization of Lie algebroid on Banach manifold introduced in
[Ana] and [Pel]. Now, recall that in finite dimension, on one hand there exists a bijection between
Lie algebroid structures on an anchored bundle and Poisson structures on its dual, and a bijection
between Lie algebroid structures and Lie differentials (see for instance [Marl] or [GLMM] among
many references). In fact, in our context, if the typical fiber of the anchored bundle is not reflexive,
we have a bijection with almost Lie algebroid on an anchored bundle but here with ”sub almost
Poisson structure” on its dual, that is, such a structure is only defined on the set of sections of
a ”canonical subbundle” of the dual bundle (see subsection 4.2). Of course, in the framework
of paracompact Hilbert manifolds, all these obstructions do not exist and we recover the general
setting of the finite dimensional context. On the opposite, in the infinite dimensional context, we
do not have any bijection between almost Lie algebroid structures and almost Lie differentials even
under appropriate assumptions (see subsection 4.3).
In the following section, we recall the concept of graded exterior algebra, some classical
properties of Banach manifolds under which the mentioned previous assumptions can be avoid.
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We also precise our notations in local context. The notion of almost Lie algebroid (AL algebroid
in short) on a Banach anchored bundle is developed in section 3. The section 4 is devoted to the
relation between ”sub almost Poisson structure” and AL algebroid in one hand and almost Lie
differential and AL algebroid on the other hand. At first we expose the context of sub almost
Poisson morphism (sub AP morphism in short) (subsection 4.1). Then we look for the equivalence
of AP morphism and AL algebroid structure (subsection 4.2). Finally, under strong appropriate
assumption on an almost differential, we can associate an AL algebroid structure (subsection
4.3). As applications of our results, in section 5, we look for an adaptation of classical formalism
for mechanical systems: Hamiltonian system, Hamilton-Jacobi equation, Lagrangian system and
Euler-Lagrange equation. Finally, in section 6, we illustrate this formalism in the context of the
evolution of the ”head” of a ”Hilbert snake” form the results of [PeSa].
2 Preliminaries and notations
2.1 Graded exterior algebra on a Banach space
Given a Banach space E, we denote by ΛkE∗ the Banach space of exterior forms of order k of
E. More precisely, the set ΛkE∗ can be identified with the closed subspace of k-multilinear skew-
symmetric maps in the Banach space Lk(E) of k-multilinear forms on E. This space is the closure
of the vector space generated by all exterior products of 1 forms {ξi1 ∧ · · · ∧ ξik , i1 < · · · < ik}.
(for a complete description, see [Ram]). Set
ΛE∗ = l∞(
∞⊕
k=0
ΛkE∗) = {ω =
∞∑
k=0
ωk with ωk ∈ Λ
kE∗, sup
k
||ωk|| <∞}.
Then, ΛE∗ is a Banach space which, provided with the exterior product, is an algebra .
If we consider the Banach space E, isometrically embedded in E∗∗, we can define, in the same
way, the vector space ΛkE spanned by all exterior products {ui1 ∧ · · · ∧ uik , i1 < · · · < ik}. So, if
we set:
ΛE = l1(
∞⊕
k=0
ΛkE) = {u =
∞∑
k=0
uk with uk ∈ Λ
kE,
∞∑
k=0
||uk|| <∞}
then, ΛE is a Banach space, which, provided with the exterior product is a Banach algebra and
also a graded algebra. Moreover ΛkE∗ is isomorphic to (ΛkE)∗ for any k ≥ 0 (see [Ram]).
Notice that we have Λ0E∗ = Λ0E = R, Λ1E = E, and Λ1E∗ = E∗.
The interior product of ω ∈ ΛkE∗ by a vector v ∈ E, denoted by iv, is characterized, as usual in
the following way:
– if k ≤ 0, iv = 0 on Λ
kE∗
– if k = 1, then ivω = 〈ω, v〉 ∈ R
– if k > 1, for v1 . . . vk−1 ∈ E, then ivω(v1, . . . , vk−1) = ω (v, v1, . . . , vk−1)
and then ivω ∈ Λ
k−1E∗.
In fact, given any fixed v ∈ E, the interior product iv can be clearly extended to a continuous
endomorphism of ΛE∗ which is a derivation of degree −1 of ΛE∗ that is iv is send each factor Λ
kE∗
of the graduation into the factor Λk−1E∗ ΛE∗.
The interior product iP by a multivector P ∈ Λ
pE is defined in the following way:
– if k < 0, iP = 0
– if k = 0, P ∈ R and for any form α ∈ ΛE∗, then iPω = Pω
– if k ≥ 1 and if P is decomposable, i.e. P = v1 ∧ · · · ∧ vk, we set iv1∧···∧vk = iv1 ◦ · · · ◦ ivk
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We can extend, by linearity and continuity, the definition of iP , for any P ∈ Λ
kE, to the graded
algebra ΛE∗. For any fixed P ∈ ΛkE we then get
an endomorphism ip of degree −p of the graded algebra ΛE
∗.
Let τ : E →M be a Banach bundle of typical fiber E. In this situation, we denote by:
– F(E) the algebra of smooth functions on E;
– Γ(τ) the F–module of smooth sections C∞ of this bundle;
– ΛkΓ∗(τ) the F–module of sections of the Banach bundle ΛkE∗ of typical fiber ΛkE∗;
– ΛkΓ(τ) the F–module of sections of the Banach bundle ΛkE of typical fiber ΛkE;
– ΛΓ∗(τ) the F–module of sections of the Banach bundle ΛE∗ of typical fiber ΛE∗;
– ΛΓ(τ) the F–module of sections of the Banach bundle ΛE of typical fiber ΛE.
For any P in ΛkΓ(τ), the integer k is called the degree of P and we set k = degP .
Notice that Λ0Γ(τ) = F and Λ1Γ(τ) = Γ(τ). For the exterior product of vectors (resp. of forms)
we get a structure of graded exterior algebra on ΛΓ(τ) (resp. ΛΓ∗(τ))
2.2 Some classical properties of Banach manifolds
First we recall some classical properties of Banach manifolds. The reader can find complete refer-
ences about all these properties in [KrMi].
Let M be a smooth Banach manifold modeled on the Banach space M. The manifold M is
paracompact if and only if the topology of M is metrizable. In particular the Banach space M
must be also paracompact. This is always true for any (eventually non separable) Hilbert space.
A Banach space which has Ck partitions of unity is called Ck-paracompact, for k ∈ N ∪ ∞.
Any paracompact manifold modeled on a Ck-paracompact Banach space has also Ck-partitions of
unity and so is Ck-paracompact.
The Banach manifold M is said Ck-regular (resp. smooth regular) if for any x ∈ M ,
there exists an open neighborhood U of x and a Ck (resp. smooth) function f : U → R such
that f(x) = 1 and the closure of the set {z , f(z) 6= 0} is contained in U ; such a function is
called a bump function. Notice that M is smooth-regular if and only if M is Ck-regular for any
k ∈ N ∪∞.
Of course not all Banach spaces are Ck-regular for k > 0: for instance, l1(Γ), for any set Γ, is not
C1 regular (see [KrMi]). But any Ck-regular Banach space is paracompact (for more details about
regularity and paracompactness see also [Arn], [Kun], [Llo], [Vand] and [Ion]).
Notice that if M is smooth paracompact, then M is smooth regular.
2.3 Local coordinates in a Banach bundle
Consider a Banach bundle (E, τ,M) and the associated dual bundle (E∗, τ∗,M). Fix x ∈ M and
consider any open neighborhood U of x such that EU is isomorphic to the trivial bundle U × E,
which we always write EU ≡ U × E; we then say that EU is trivialized. Then we also have
E∗U ≡ U × E
∗;
T ∗E∗|E∗
U
≡ U × E∗ ×M∗ × E∗;
TE∗|E∗
U
≡ U × E∗ ×M× E∗.
Here we consider E as a Banach subspace of E∗∗. Taking into account these equivalences, we
get the following coordinates:
s = (x, u) on EU ≡ U × E
σ = (x, ξ) on E∗U ≡ U × E
∗
(s, v) = (s, v1, v2) on TE|EU ≡ U × E×M× E
(σ,w) = (σ,w1, w2) on TE
∗
|E∗
U
≡ U × E∗ ×M× E∗
3
(σ, η) = (σ, η1, η2) on T
∗E∗|E∗U
≡ U × E∗ ×M∗ × E∗∗
2.4 Local coordinates in basis
Suppose that the Banach space M has an unconditional, eventually uncountable, basis, {µi}i∈I
and denote by {µ∗i }i∈I the associated weak-∗ basis of the dual M
∗ (see [FiWo]). So, each z ∈ M
can be written in a unique way:
x =
∑
i∈I
xiµi.
Note that we have xi = µ∗i (x).
On the other hand, each ω ∈ M∗ can be ”weak-∗” written in a unique way:
ω ≡
∑
i∈I
ωiµ
∗
i
which means that, for any u ∈M, we have:
<
∑
i∈I
ωiµ
∗
i , u >=< ω, u >
In fact we have ωi =< ω, µi >.
Consider a chart (U, φ) on M . Via the diffeomorphism φ, we can identify U with an open
set of M and so any x ∈ U can be written in a unique way x =
∑
i∈I
µ∗i (x)µi. We will say that the
set of maps {xi := µ∗i : U → R}i∈I is the local system of coordinates on U . As the tangent bundle
TM|U is isomorphic to U ×M, we denote by {
∂
∂xi
}i∈I the basis of each fiber TzM , for z ∈ U ,
canonically associated to {µi}i∈I . So any vector field X on U can be written in a unique way as:
X =
∑
i∈I
Xi
∂
∂xi
Moreover, as X can be identified with a map from U to M we have Xi = µ
∗
i ◦ X and so each
component Xi is a smooth function.
In the same way, the cotangent bundle T ∗M|U is isomorphic to U × M
∗. We denote by
{dxi}i∈I the weak-∗ basis on each fiber T
∗
zM , for z ∈ U , canonically associated to {µ
∗
i }i∈I . Again
each 1-form ω on U can be weak-∗ written
ω ≡
∑
i∈I
ωidxi
where of course we have
< ω,X >=<
∑
i∈I
ωidxi, X > .
Again, each component ωi is a smooth function.
On the other hand, consider a Banach bundle τ : E →M , and suppose that there exists an
unconditional basis {eα}α∈A for E. Consider an open set U ⊂ M which is a chart domain and
such that EU ≡ U × E.
With the previous properties, we denote again by eα the constant section x 7→ eα in EU .
Each section s ∈ Γ(τU ) can be written as:
s =
∑
α∈A
e∗α(s)eα
Again each ”component” uα = e
∗
α(s) is a smooth function on U .
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So we have the following local coordinates on EU :
• (x, u) = (xi, uα) on EU
if M has also an unconditional basis, on EU the tangent space TsEU is spanned by the basis
{
∂
∂xi
}i∈N and {
∂
∂uα
}α∈A where {
∂
∂uα
}α∈A is identified with the basis {eα}α∈A of {s} × E
So we have the following local coordinates on TEU
• (s, v1, v2) = (x
i, uα, X i, Uα)
In the same way, for the dual bundle τ∗ : E
∗ → M , on E∗U we have the constant sections
e∗α : x 7→ e
∗
α and any section σ of E
∗
U , we also can write, in a ”weak-∗” way,
σ =w
∑
α∈A
ξαe
∗
α
and again each component ξα is a smooth function on U .
So we have the following local coordinates on E∗U
• σ = (x, ξ) = (xi, ξα) (”weak-∗ coordinates” for ξα )
if M also has an unconditional basis, on E∗U , the tangent space TσE
∗
U is spanned by the basis
{
∂
∂xi
}i∈I and ”weakly-∗”
spanned by the basis {
∂
∂ξα
}α∈A where again {
∂
∂ξα
}α∈A is identified with the weak-∗ basis
{e∗α}α∈A;
So we have the following local coordinates on TE∗U
• (σ,w1, w2) = (x
i, ξα, X
i,Ξα)
2.5 Derivations and vector fields
Let M be a Banach manifold. Recall that a (global) derivation of F is a R-linear map ∂ : F → F
such that:
∂(fg) = f∂(g) + ∂(f)g
We denote by D the vector space of all derivations of F .
An operational vector field ∂ at x ∈M is a derivation of F(U) for some neighborhood U
of x which is compatible with restriction to open V ⊂ U i.e. ∂ induces a unique derivation ∂V of
F(V ) such that
∂(f)|V = ∂V (f|V )
Let DxM be the vector space of operational vector field at x and DM = ∪x∈MDxM the
set of operational vector fields.. In fact, the canonical projection pˆM : DM → M gives rise to a
structure of Banach bundle (see [KrMi]). Unlike to the context of finite dimensional manifolds, if
M is not smooth regular, then the set of germs at x ∈ M of elements of D can be smaller than
Dx. On the other hand, any local vector field on M gives rise to an operational vector field but
there exist elements of Dx which do not induce local vector fields (for more details see [KrMi]); in
particular we have TM  DM .
3 Almost Banach Lie Algebroid
3.1 Almost Lie bracket on an anchored Banach bundle
Let τ : E → M be a Banach bundle of typical fiber E. We will denote by Ex = τ
−1(x) the fiber
over x ∈M .
A Banach morphism bundle ρ : E → TM is called an anchor. This morphism induces a
map, again denoted by ρ from Γ(τ) to Γ(M) defined for any x ∈ M and any section s of E by:
ρ(s)(x) = ρ ◦ s(x). We say that (E, τ,M, ρ) is an anchored Banach bundle.
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Local expressions :
In the context of local trivializations (see subsection 2.3), we have:
ρ(x, u) ≡ (x, u) 7→ (x,Rx(u)) (1)
where R : U → L(E,M).
Suppose that the Banach spaces M and E have basis. According to subsection 2.4, on any ap-
propriate open U in M , any anchor ρ is locally characterized by a family {ρiα}i∈I,α∈A of smooth
functions such that:
ρ(eα) =
∑
i∈I
ρiα
∂
∂xi
(2)
Definition 3.1
1. An almost Lie bracket (AL-bracket for short) on an anchored bundle (E, τ,M, ρ) is a bracket
[., .]ρ which satisfies the Leibniz property:
[s1, fs2]ρ = f [s1, s2]ρ + (ρ (s1)) (f) s2
for any f ∈ F and s1, s2 ∈ Γ(τ).
In this situation, (E, τ,M, ρ, [., .]ρ) is called an almost Lie Banach algebroid (AL-
algebroid for short).
2. A Lie bracket (L-bracket for short) on an anchored bundle (E, τ,M, ρ) is an AL- bracket
[., .]ρ which satisfies the Jacobi identity: for all s1, s2, s3 ∈ Γ(τ),
J(s1, s2, s3) = [s1, [s2, s3]] + [s2, [s3, s1]] + [s3, [s1, s2]] = 0
In this case (E, τ,M, ρ, [., .]ρ) is called a Lie Banach algebroid (L-algebroid for short)
When (E, τ,M, ρ, [., .]ρ) is a L-algebroid, then the bracket [., .]ρ induces on Γ(τ) a Lie algebra
structure. In this case ρ : (Γ(τ), [., .]ρ)→ (Γ(M), [., .]) is a Lie algebra morphism.
Examples 3.2
1. Let (E, τ,M) be a Banach subbundle of (TM, pM ,M) which is complemented, i.e. there exists
a Banach subbundle (F, p,M) of (TM, pM ,M) such that TxM = Ex⊕Fx. Let π1 : TM → E
be the Banach morphism associated to the projection of TxM onto Ex whose kernel is Fx.
We define
[X,Y ]E = π1[X,Y ]
where [., .] is the usual Lie bracket on vector fields. Then (E, τ,M, ρ, [., .]E) is an AL-algebroid
where the anchor is the natural inclusion ρ of E in TM . Notice that (E, τ,M, ρ, [., .]E) is
a L-algebroid if and only if (E, τ,M) is involutive. In particular (TM, pM ,M, Id, [., .]) is a
L-algebroid.
2. Consider a smooth right action ψ : M × G → M of a connected Banach Lie group G over
a Banach manifold M . Denote by G the Lie algebra of G. We have a natural morphism ρ
from the trivial Banach bundle M × G into TM which is defined by
ρ(x,X) = T(x,e)ψ(0, X)
For any X and Y in G, we have:
ρ({X,Y }) = [ρ(X), ρ(Y )]
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where { , } denotes the Lie algebra bracket on G ( [Bo], [KrMi]). On the trivial bundle
M × G, each section can be identified with a map σ : M → G we define a Lie bracket on the
set of sections by
{{σ, σ′}}(x) = {σ(x), σ′(x)} + dσ(ξσ′(x))− dσ
′(ξσ(x))
We get an anchor Ψ :M×G → TM by Ψ(x,X) = ξX(x) It follows that (M×G,Ψ,M, {{ , }})
has a Banach Lie algebroid structure on M .
3. Let π : N → M be a submersion between Banach manifolds. The subspaces VuN =
Tuπ
−1(x) ⊂ Tx,uN , denoted by V N defined a Banach sub-bundle of pN : TN → N called the
vertical subbundle. As the Lie bracket of two vertical vector fields is again a vertical vector
field, we get a L-algebroid on (V E, τE |V E , E).
4. Let θ be a 1-form on a Banach manifold M such that dθ is a weak symplectic form i.e. the
canonical map θ♭ : TM → T ∗M defined by θ♭(X) = iXdθ for any X ∈ TxM is injective (see
[OdRa2]). Assume that θ♭ is closed i.e. T ♭xM = θ
♭(TxM) is closed in T
∗
xM . If i
♭ : T ♭M →
T ∗M is the natural inclusion, then we set q♭M = qM ◦ i
♭ : T ♭M → M the restriction of
qM : T
∗M → M . Then (T ♭M, q♭M ,M) is a Banach subbundle of (T
∗M, qM ,M). Denote by
Π : T ♭M → TM the morphism (θ♭)−1. We define a structure of L-algebroid on the anchored
bundle (T ♭M, q♭M ,M,Π) by setting
[η, ζ]♭ = θ♭([Πη,Πζ])
where [., .] is the usual Lie bracket of the vector fields Πη and Πζ. So (T ∗M, qM ,M, [., .]
♭) is
a L-algebroid.
This situation precisely occurs on the cotangent bundle T ∗M of any Banach manifold M
where θ is the Liouville 1-form on T ∗M (see [Lan])
Definition 3.3
Let (Ei, τi,M, ρi, [., .]ρi), i = 1, 2, be two AL-algebroids (resp. L-algebroids). A morphism Ψ from
(E1, τ1,M) to (E2, τ2,M) (over IdM ) is called an AL-algebroid morphism (resp. L-algebroid
morphism if we have:
1. Ψ ◦ ρ2 = ρ1
2. [Ψ(s1),Ψ(s2)]ρ2 = Ψ([s1, s2]ρ1) for any s1, s2 ∈ Γ(τ1)
Notice that if (Ei, τi,M, ρi, [., .]ρi), i = 1, 2, are two L-algebroids, any AL-algebroid mor-
phism Ψ from (E1, τ1,M, ρ1, [., .]ρ1) to (E2, τ2,M, ρ2, [., .]ρ2) induces a Lie algebra morphism from
(Γ(τ1), [., .]ρ1) to (Γ(τ2), [., .]ρ2). In this case, we say that Ψ is a L-algebroid morphism.
3.2 Classical derivations on an AL-algebroid
In this subsection , (E, τ,M, ρ, [., .]ρ) will be an AL-algebroid or L-algebroid.
3.2.1 Lie derivative
Given any section s ∈ Γ(τ), the Lie derivative with respect to s on ΛΓ∗(τ), denoted by Lρs, is
the graded endomorphism, with degree 0, characterized by the following properties :
1. For any function f ∈ Λ0Γ(τ) = F
Lρs (f) = Lρ◦s (f) = iρ◦s (df) (L0)
where LX denote the usual Lie derivative with respect to the vector field X
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2. For any q–form ω ∈ ΛqΓ∗(τ) (where q > 0)
(Lρsω) (s1, . . . , sq) = L
ρ
s (ω (s1, . . . , sq))−
q∑
i=1
ω
(
s1, . . . , si−1, [s, si]ρ , si+1, . . . , sq
)
(Lq)
On the other hand, we can also define for any function f ∈ Λ0Γ∗(τ) = F the element of
Λ1Γ∗(τ), denoted dρf, by
dρf = ρ
t ◦ df (d0)
where ρt : T ∗M → E∗ is the transposed mapping of ρ.
The Lie derivative with respect to s commute with dρ.
3.2.2 Almost exterior differential
The almost exterior differential on ΛΓ∗(τ), again denoted dρ, (A-differential for short), is the
graded endomorphism of degree 1 characterized by the following properties:
1. For any function f ∈ Λ0Γ∗(τ) = F , dρf is the element of Λ
1Γ∗(τ) defined by dρf = ρ
t ◦ df
2. For any ω in ΛqΓ∗(τ) (q > 0), dρω is the unique element of Λ
q+1Γ∗(τ) such that, for all
s0, . . . , sq ∈ Γ(τ),
(dρω) (s0, . . . , sq) =
q∑
i=0
(−1)
i
Lρsi (ω (s0, . . . , ŝi, . . . , sq))
+
∑
0≤i<j≤q
(−1)
i+j
(
ω
(
[si, sj ]ρ , s0, . . . , ŝi, . . . , ŝj , . . . , sq
))
We then have the following properties which are obvious or which can be proved as in finite
dimension:
1. dρ(η ∧ ζ) = dρ(η)∧ ζ +(−1)
kη∧dρ(ζ) for any η ∈ Λ
kΓ∗(τ) any ζ ∈ ΛlΓ∗(τ) and any k, l in Z
2. For a L-algebroid, we have dρ ◦ dρ = dρ
2 = 0. In this case we say that dρ is the exterior
differential of the L-algebroid.
As in the context of finite dimension (cf. [Ana]), we can prove:
Proposition 3.4
Given two AL-algebroids (resp. L-algebroid) (Ei, τi,M, ρi, [., .]ρi), i = 1, 2, let dρi be the asso-
ciated A-differential (resp. exterior differential). For a bundle morphism Ψ from (E1, τ1,M) to
(E2, τ2,M) (over IdM ), we denote by Ψ
∗ : ΛpΓ∗(τ2)→ Λ
pΓ∗(τ1) the induced morphism on p-forms.
Then, Ψ is an AL (resp. L)-algebroid morphism if and only if
dρ1Ψ
∗(ω) = Ψ∗(dρ2ω)
for any ω ∈ ΛkΓ∗(τ1) and any integer k > 0.
Recall that, the bracket [d1, d2] of derivations d1 and d2 of the graded algebra ΛΓ
∗(τ) of
degree k1 and k2 respectively is the derivation d1 ◦ d2 − (−1)
k1k2d2 ◦ d1 of degree k1 + k2. On the
graded algebra ΛΓ∗(τ) with the A-exterior derivation dρ we have:
Proposition 3.5 :
For any s1 and s2 in Γ(τ), we have i[s1,s2]ρ(σ) = [[is1 , dρ], is2 ](σ) for any σ ∈ Γ(τ∗)
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Proof
On one hand, a direct calculation gives the relation
[[is1 , dρ], is2 ](σ) = L
ρ
s1(σ(s2))− L
ρ
s2(σ(s1))− dρ(σ)(s1, s2)
On the other hand according to the definition of dρ, we get:
i[s1,s2]ρ(σ) = σ([s1, s2]ρ) = L
ρ
s1
(σ(s2))− L
ρ
s2
(σ(s1))− dρ(σ)(s1, s2).
△
3.2.3 Almost Schouten-Nijenhuis bracket
An almost Schouten-Nijenhuis bracket (ASN-bracket for short) is an inner composition law
in ΛΓ(τ) (again) denoted by [., .]ρ, characterized by the following properties:
1. [., .]ρ is a bi-derivation of degree −1, i.e. an R−bilinear map such that deg [P,Q]ρ = degP +
degQ− 1 which fulfills the following property
[P,Q ∧R]ρ = [P,Q]ρ ∧R + (−1)
(degP+1) degQ
Q ∧ [P,R]ρ
2. For all f, g ∈ Λ0Γ(τ) = F , [f, g]ρ = 0
3. For all s ∈ Λ1Γ(τ) = Γ(τ), p ∈ Z and Q ∈ ΛpΓ(τ), [s,Q]ρ = L
ρ
sQ
4. For all s1, s2 ∈ Λ
1Γ(τ) = Γ(τ), [s1, s2]ρ corresponds to the bracket defined on the (A)L-
algebroid
5. For all p, q ∈ Z, P ∈ ΛpΓ(τ), Q ∈ ΛqΓ(τ) , [P,Q]ρ = (−1)
pq
[Q,P ]ρ
The ASN-bracket [., .]ρ is called Schouten-Nijenhuis bracket (SN-bracket for short) if,
for all p, q, r ∈ Z and P ∈ ΛpΓ(τ), Q ∈ ΛqΓ(τ) R ∈ ΛrΓ(τ), the ASN-bracket [., .]ρ satisfies the
graded Jacobi identity:
(−1)pr
[
[P,Q]ρ , R
]
ρ
+ (−1)qp
[
[Q,R]ρ , P
]
ρ
+ (−1)rq
[
[R,P ]ρ , Q
]
ρ
= 0
Notice that if we take the canonical L-algebroid (TM, pM ,M, Id, [., .]) the associated ASN-
bracket [., .]Id is the usual Schouten-Nijenhuis bracket on the graded algebra ΛΓ(M).
3.3 Locality of an almost Lie bracket
In finite dimension it is classical that a an AL-bracket [., .]ρ on an anchored bundle (E, τ,Mρ)
respects the sheaf of sections of τ : E → M or, for short, is localizable (see for instance [Marl]),
if the following properties are satisfied:
(i) for any open set U of M , there exists a unique bracket [., .]U on the space of sections Γ(τU )
such that, for any s1 and s2 in Γ(τU ), we have:
[s1|U , s1|U ]U = ([s1, s2]ρ)|U
(ii) (compatibility with restriction) if V ⊂ U are open sets, then, [., .]U induces a unique AL-
bracket [., .]UV on Γ(τV ) which coincides with [., .]V (induced by [., .]ρ).
By the same arguments as in finite dimension, when M is smooth regular, we also have:
Proposition 3.6 :
If M is smooth regular then any AL-bracket [., .]ρ on an anchored bundle (E, τ,M, ρ) is localizable.
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If M is not smooth regular, we can no more used the arguments used in the proof of Propo-
sition 3.6 . Unfortunately, we have no example of Lie algebroid for which the Lie bracket is
not localizable. Note that, according to [KrMi] sections 32.1, 32.4, 33.2 and 35.1, this problem is
similar to the problem of localization (in an obvious sense) of global derivations of the module of
smooth functions on M or the module of differential forms on M . In [KrMi] and, to our known,
more generally in the literature, there exists no example of such derivations which are not localiz-
able. On the other hand, even if M is not regular, the classical Lie bracket of vector fields on M
is localizable. So, there always exists an anchored bundle A = TM and a Lie bracket algebroid
(TM, Id,M, [; , .]) for which its Lie bracket is localizable. Moreover, in Examples 3.2 we do not
assume that M is regular but, nevertheless, these Lie brackets are also localizable
Convention 3.7 : in all this paper, from now, we will assume that either M is smooth regular
and if M is not regular, then the Lie bracket [ , ]ρ is localizable
Remark 3.8 :
1. If M is smoothly paracompact, then M is smooth regular and so any AL-bracket [., .]ρ on an
anchored bundle (E, τ,M, ρ) is localizable. On the converse, when M is paracompact, we can
define some AL-bracket [., .]ρ ”locally”: given a locally finite covering {Ui, i ∈ I} of M and a
smooth partition of unity {θi, i ∈ I} subordinated to this covering, if [., .]i is any AL-bracket
on EUi then:
[., .]ρ =
∑
i∈I
θi[., .]i
is an AL-bracket on (E, τ,M, ρ).
2. If [., .]ρ satisfies the Jacobi identity, then for any open set U , [., .]U satisfies also the Jacobi
identity. In this case, (EU , ρ|U , U, [., .]U ) is a L-algebroid.
Remark 3.9
Let (E, τ,M, ρ, [., .]ρ) be a L-algebroid. As its bracket is localizable, then D = ρ(E) is a weak
distribution on M (i.e. on each ”fiber” Dx, x ∈ M , we have a Banach structure such that the
identity map from Dx as Banach space into Dx as normed subspace of TxM is continuous see
[Pel]) . If the kernel of ρ is complemented in each fiber, then D is integrable (see [Pel]). This
situation occurs when ker ρ is finite dimensional or finite codimensional, or when M is a Hilbert
manifold.
Proof of Proposition 3.6
Let s1 : M → E be a smooth section of τ : E →M which vanishes an open subset U of M .
We first show that , for any other smooth section s2 of τ : E → M , the bracket [s1, s2]ρ vanishes
on U . Indeed, choose any point x ∈ U and choose a smooth bump function f : M → R whose
support is contained in U and such that f(x) = 1. The section fs1 is a (global section) which
vanishes identically. Therefore, for any other smooth section s2 we have:
0 = [fs1, s2]ρ = −[s2, fs1]ρ = −f [s2, s1]ρ − df(ρ ◦ s2))s1.
So at x we have
f(x)[s1, s2]ρ(x) = df(ρ ◦ s2))s1 = 0.
Since f(x) = 1, we obtain [s1, s2]ρ(x) = 0. Now given any open set U in M , we must show that
the bracket [ , ]ρ induces an unique bracket [ , ]U on Γ(τ|U ) such that
[s1|U , s1|U ]U = ([s1, s2]ρ)|U
Choose any x in U and, as before, some bump function f : M → R whose support is contained
in U and such that f(x) = 1. Then for any section s1 and s2 in Γ(τ|U ), fs1 and fs2 are global
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sections of τ : E →M . So [fs1, fs2]ρ(x) is well defined and from the previous argument, this value
do not depends of the choice of the bump function f . Therefore, we can set
[s1, s2]U (x) = [fs1, fs2]ρ(x)
for any choice of bump function as previously. It follows clearly from this construction that [ , ]ρ
is localizable.
△
Local expressions:
Let (E, τ,M, ρ, [., .]ρ) be an AL-algebroid. In the context of local trivializations (subsection 2.3)
there exists a field
C : U → L(E× E,E)
z 7→ Cz
such that for s(z) = (z, u(z)) and s′(z) = (z, u′(z)) we have:
[s, s′]U (z) = (z, Cz(u(z), u
′(z))) (3)
Suppose that the typical fiber E has an unconditional basis. According to subsection 2.4,
then for any x ∈ M , there exists an open neighborhood U of x and a set of smooth functions
{Cγαβ , α, β, γ ∈ A} on U such that [., .]U is characterized by:
[eα, eβ ]U =
∑
γ∈A
Cγαβeγ (4)
More precisely, if s =
∑
α∈A
sαeα and r =
∑
α∈A
rαeα, we have:
[s, r]U =
∑
α,β,γ∈A
Cγαβsαrβeγ +
∑
α∈A
(drα(ρ(s))eα − dsα(ρ(r))eα) (5)
Note that, the almost exterior differential dρ on ΛΓ
∗(τU ) is also localizable i.e. for any open set U in
M , there exists a unique graded derivation dU of degree 1 on ΛΓ
∗(τU ), such that (dρω)|U = dU (ω|U )
and which is compatible with restriction to open subsets V ⊂ U . So, as for an AL bracket,
in the context of local trivializations (subsection 2.3), given local sections s(z) = (z, u(z)) and
s′(z) = (z, u′(z)) of EU , and ω(z) = (z, ξ(z)) any section of E
∗
U , according to (1) and (3) we have
dρω(s, s
′) =< Dξ(ρ(s)), u′ > − < Dξ(ρ(s′)), u > − < ξ, [s, s′]ρ >
=< Dξ(R(u)), u′ > − < Dξ(R(u′)), u > − < ξ,C(u, u′) > (6)
where Dξ denotes the differential of the map ξ : U → E∗.
In the same way, the Lie derivative Lρs is localizable.
For the sake of simplicity, for any open subset U in M , we note [., .]ρ, dρ and L
ρ instead of
its restriction ([., .]r) U , (dρ)U ) and L
ρ
U , to U , respectively
4 Almost Lie algebroid defined by a sub AP-morphism or
an A-derivation
The notion of sub almost Poisson morphism is a generalization, in the context of Banach
manifolds, of Poisson morphism or equivalently Lie Poisson structure (see [OdRa2]). The canonical
situation corresponds to the weak symplectic structure on the cotangent bundle T ∗M of a Banach
manifold M (see Example 3.2 4)
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4.1 Sub almost Poisson morphism
LetM be a Banach manifold. An almost Lie bracket (AL-bracket for short) on F is a R-bilinear
skew-symmetric pairing {., } on F which satisfies the Leibniz rule, i.e. for any f, g, h ∈ F
{f, gh} = g{f, h}+ h{f, g}.
An almost Poisson morphism (AP-morphism for short) on M is a bundle morphism
P : T ∗M → TM which is skew symmetric according to the duality pairing (i.e. such that <
η, Pζ >= − < ζ, Pη > for any η, ζ ∈ T ∗M).
We can associate to such a morphism a R-bilinear skew symmetric pairing {., .}P on Γ
∗(M)
defined by:
{η, ζ}P =< ζ, Pη >
Moreover, for any f ∈ F we have:
{fη, ζ}P =< ζ, fPη >= f{η, ζ}P
So, we get on F an almost Lie bracket {., .}P defined by
{f, g}P = {df, dg}P
For any f ∈ F we can associate a unique vector field gradP (f) = −P (df) which is called the
almost Hamiltonian vector field of f (A-Hamiltonian gradient for short)
Classically, to an AP-morphism P, we can associate a skew-symmetric tensor of type (3, 0)
[P, P ] : Γ∗(τ)× Γ∗(τ)→ Γ(τ) defined by:
[P, P ] (η, ζ) = P (LPηζ − LPζη + d 〈η, Pζ〉) + [Pη, Pζ] (7)
for all η, ζ ∈ Γ∗(τ).
As in finite dimension, {., .}P satisfies the Jacobi identity if and only if the the tensor [P, P ]
vanishes identically (see for instance [MaMo]). In this case, F has a structure of Lie algebra and
(M, {., .}P ) is called a Banach Lie Poisson manifold (P-manifold for short) (see for instance
[OdRa1] or [OdRa2]). If the Jacobi identity is not satisfied, we say that we have an almost Ba-
nach Lie Poisson manifold (an AP-manifold for short). In this case the vector field gradP (f) is
called the hamiltonian gradient of f and P induces a morphism of Lie algebra between (F , {., .}P )
and (Γ(M), [., .])
Remark 4.1
In finite dimension, a Poisson manifold is characterized by a bi-vector Λ on a manifold M such
that the Schouten-Nijenhuis bracket [Λ,Λ] vanishes identically. On a Banach manifold M , an
AL-bracket on F gives rise to an element Λ of ΛT ∗∗M such that
Λ(df, dg) = {f, g}
Such a bi-vector gives rise to a unique morphism P : T ∗M → T ∗∗M defined by the relation:
< ζ, Pη >= Λ(η, ζ).
for all η, ζ ∈ Γ∗(M) where T ∗∗M is the bidual tangent bundle of M .
To get a Poisson manifold, we need the additional condition: P (T ∗M) ⊂ TM (see [OdRa1],
[OdRa2]).
Of course [Λ,Λ] = 0 if and only if [P, P ] = 0.
For examples and more details about P-manifolds the reader can have a look at [OdRa1] or
[OdRa2] and some references within these papers.
Let q♭M : T
♭M → M be a Banach subbundle of qM : T
∗M → M . A bundle morphism
P : T ♭M → TM will be called a sub almost Poisson morphism 1 (sub AP-morphism for short)
1 this terminology is chosen in analogy to sub-riemannian structures on a manifold
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if P is skew-symmetric relatively to the duality pairing i.e. < α,Pβ >= − < β, Pα > for any
α, β ∈ T ♭M . As before, we get a R-bilinear skew-symmetric pairing {., .} on Γ(q♭M ). The set
F ♭ = {f ∈ F : df ∈ Γ(q♭M )} is a sub-algebra of F . Using the same arguments as in [KrMi], section
48, we can see that, as above, P induces on F ♭ an almost Lie bracket which will be again denoted
by {., .}P . We will say that (M,F
♭, {., .}P ) is a sub almost Banach Lie Poisson manifold (sub
AP-manifold for short). Of course, when {., .}P satisfies the Jacobi identity, (F
♭, {., .}P ), has a
Lie algebra structure and we say that (F ♭, {., .}P ) is a sub Banach Lie-Poisson manifold (sub
P-manifold for short). Then for any f ∈ F ♭ we can associate a sub almost Hamiltonian gra-
dient gradP (f) = −P (df) (sub A-Hamiltonian gradient for short)
Of course, to a sub AP-morphism P on M , we can also associate a skew symmetric tensor of
type (3, 0): [P, P ] : Γ(q♭M )×Γ(q
♭
M )→ Γ(τ) using the same definition as in (7), but for α, β ∈ T
♭M .
Again, {., .}P satisfies the Jacobi identity if and only if [P, P ] vanishes identically. In this case,
(F ♭, {., .}P ) has a Lie algebra structure and P induces a Lie algebra morphism from (F
♭, {., .}P )
to (Γ(M), [., .])
Consider two sub AP-morphisms Pi on the manifolds Mi, i = 1, 2 and a map ψ :M1 →M2.
We say that (M1, P1) and (M2, P2) are ψ-related if we have:
P2 = (Tψ)
∗ ◦ P1 ◦ Tψ
In this case for the associated AL-bracket {., .}Pi on the algebra F
♭
i i = 1, 2 we have:
{f ◦ ψ, g ◦ ψ}2 = ψ ◦ {f, g}1
for all f, g ∈ F ♭1. Moreover, in this case, P1 is a sub P-morphism if and only if P2 is a sub P-
morphism and then ψ gives rise to a Lie algebra morphism between (F ♭1, {., .}1) and (F
♭
2, {., .}2).
A lot of results about AP-manifolds and P-manifolds can be extended to the context of sub
AP-manifolds and sub-P-manifolds when considering the structure of Lie algebra of (F ♭, {., .}P ).
We do not develop these aspects here.
Example 4.2
Let ω be a non degenerated 2-form on a manifold M . We denote by ω♭ : TM → T ∗M the associated
morphism defined by ω♭(X) = iXω for X ∈ TxM . Suppose that T
♭M = ω♭(TM) is a Banach sub-
bundle of T ∗M . Then ω♭ is an isomorphism from TM onto T ♭M . So P = (ω♭)−1 : T ♭M → TM
is a sub AP-morphism. We get a sub P-morphism if and only if ω is closed. In particular, if M
is the cotangent bundle T ∗N of a Banach manifold N , if ω is the 2 fundamental form on T ∗N ,
we get a sub Poisson structure on T ∗N which corresponds to the natural weak symplectic structure
on T ∗N (see Example 3.2 4). Note that we get a Poisson structure on T ∗N if and only if N is
modeled on a reflexive Banach space.
Remark 4.3
Consider a sub-Poisson morphism P : T ♭M → TM , and denote by D = P (T ♭M) the associated
(weak) distribution on M . If the kernel of P is complemented in each fiber, then D is integrable
and each leaf is a weak symplectic manifold (see [Pel]). This situation is always satisfied when
kerP is finite dimensional or finite co-dimensional (for instance if P is Fredholm, or injective) ,
or when M is an Hilbert manifold.
Let τ : E → M be a Banach bundle and τ∗ : E
∗ → M its associated dual Banach bundle.
We denote by F(E∗) the set of smooth functions on E∗. Any f ∈ F(E∗) is called linear, if the
restriction of f to each fiber E∗x = τ
−1
∗ (x) is a linear map.
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Definition 4.4
Let q♭ : T ♭E∗ → E∗ be a subbundle of qE∗ : T
∗E∗ → E∗. Consider a sub AP-morphism
P : T ♭E∗ → TE∗ and its associated bracket {., .}P on F
♭(E∗) ⊂ F(E∗). The sub AL-morphism
P on E∗ is called linear if for any linear functions f and g on E∗ which belong to F ♭(E∗) their
bracket {f, g}p is linear.
Example 4.5
In the context of Example 4.2, if we take E = TM , the sub P-morphism
Π = (ω♭)−1 : T ♭(T ∗M)→ T (T ∗M) is a linear sub P-morphism on T ∗M .
To a given Banach bundle τ : E → M , we will construct a canonical subbundle T ♭E∗ on
which will be defined all ”interesting” sub AP-morphisms (see Proposition 4.7 and subsection 4.2).
First of all, for any section s ∈ Γ(τ), we associate the linear function Φs on E
∗ defined by
Φs(ξ) =< ξ, s ◦ τ∗(ξ) >
We then have the following properties:
Lemma 4.6
1. The map s 7→ Φs is linear and injective; we also have Φfs = (f ◦ τ∗)Φs for any s ∈ Γ(τ) and
f ∈ F
2. In local trivializations (subsection 2.3) we have
< dΦs(σ), w2 >=< w2, s ◦ τ∗(σ) > for any w2 ∈ E
∗, considered as vertical fiber TσE
∗;
if for some f ∈ F , we have d(Φs + f ◦ τ∗)(σ) = 0 then s ◦ τ∗(σ) = 0.
Proof of Lemma 4.6
The first part is easy and left to the reader.
With the previous notations, if w2 belongs to the vertical part of TσE
∗ which is {σ} × E∗
with our notations. We can consider w2 as an element of E
∗
τ∗(σ)
. We then have
< dΦs(σ), w2 >= lim
t→0
1/t[< σ + tw2, s ◦ τ∗(σ) > − < σ, s ◦ τ∗(σ) >] =< w2, s ◦ τ∗(σ) >.
Assume that d(Φs + f ◦ τ∗)(σ) = 0. Given any w2 ∈ E
∗
τ∗(σ)
. As before, w2 can be considered
as a vector in the vertical part of TσE
∗. From the previous relation we get:
< dΦs(σ), w2 >= − < df(τ∗(σ)), Tστ∗(w2) >= 0
which ends the proof.
△
Proposition 4.7
The set
T ♭E∗ =
⋃
x∈M
{(σ, η) ∈ T ∗σE
∗, η = d(Φs+f◦τ∗), s ∈ Γ(τU ), f ∈ F(U), U neighbourhood of x}
is a well defined subset of T ∗E∗ and if q♭ is the restriction of qE∗ to T
♭E∗ then
q♭ : T ♭E∗ →M
is a Banach bundle of typical fiberM∗×E. In particular, T ♭E∗ = T ∗E∗ if and only if E is reflexive.
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Proof of Proposition 4.7
First notice that, using our notations, at any σ ∈ E∗, any vector (σ, η1) ∈ {σ} ×M
∗ can be
written as η1 = df(τ∗(σ)) for some f ∈ F and moreover, this choice only depends on the value
df(τ∗(σ)). On the other hand, from Lemma 4.6 part 2, we can identified the restriction of dΦs(σ)
to the vertical part to TσE
∗ with s ◦ τ∗. So, the set
{dΦs(σ)|{σ}×E∗ , s ∈ Γ(τU )}
generates the subspace {σ} × E, considered as subspace of the vertical part {σ} × E∗∗ of T ∗σE
∗.
Assume that we can write η = d(Φs1 + f1 ◦ τ∗)(σ) = d(Φs2 + f2 ◦ τ∗)(σ). From Lemma 4.6
part 2, we get s1 ◦ τ∗(σ) = s2 ◦ τ∗(σ) and then we must have df1(τ∗(σ)) = df2(τ∗(σ)). It follows
that the subset
T ♭σE
∗ = {(σ, η) ∈ T ∗σE
∗, η = d(Φs + f ◦ τ∗), s ∈ Γ(τU ), f ∈ F(U), U neighbourhood of x}
is well defined and is a subspace of T ∗σE
∗ which, with our notations, is exactly {σ}×M∗×E. From
the local definition of T ♭σE
∗, it follows that the restriction q♭ of qE∗ : T
∗E∗ → E∗ gives rise to a
Banach subbundle. Of course, we get T ♭E∗ = T ∗E∗ if and only if E is reflexive.
△
4.2 Relation between AP-algebroid and sub AP-morphism
Now we are able to give an adaptation to the Banach context of the classical result about equiv-
alence between Poisson structure on E∗ and structure of AL-algebroid on E (see for example
[Marl]).
Theorem 4.8
Let P : T ♭E∗ → TE∗ be a linear sub AP-morphism on E∗. Then there exists a unique AL-algebroid
structure (E, τ,M, ρ, [., .]P ) characterized by:
Φ[s1,s2]P = {Φs1 ,Φs2}P , for any s1, s2 ∈ Γ(τ) (8)
{Φs, f ◦ τ∗}P = L
ρ
s(f) ◦ τ∗, for any f ∈ F , s ∈ Γ(τ) (9)
Moreover, (E, τ,M, ρ, [., .]P ) is a L-algebroid if and only if P is a sub-Poisson morphism.
Conversely, each AL-algebroid structure (E, τ,M, ρ, [., .]ρ) defines a unique linear bracket [., .]ρ on
the sub-ring F ♭(E∗) which is associated to a unique linear sub AP-morphism on E∗ which is
characterized by relations (8) and (9). Moreover, P is a sub-Poisson morphism on E∗ if and only
if (E, τ,M, ρ, [., .]ρ) has a L-algebroid structure.
Example 4.9
According to Example 4.2 and Example 4.5, as in finite dimension, the canonical sub P-morphism
Π induces on the bundle (TM, pM ,M) a structure of L-algebroid which is, in fact, the canonical
L-algebroid structure (see Example 3.2 1).
Local expressions :
In the context of local trivialization (subsection 2.3), recall that TE∗U ≡ U × E
∗ ×M × E∗
and T ♭E∗U ≡ U ×E
∗×M∗×E. Given an AP-morphism P , recall that locally we have the following
characterization (see (1) and (3))
ρ(s) = (., R(u)) for any s(z) = (z, u(z))
[s, s′]ρ = ( , C(u, u
′), ) for any s(z) = (z, u(z)) and s′(z) = (z, u′(z))
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so locally we have
< (df ′, u′), P (ω(x))(df, u) > =< ξ, [s, s′]ρ > (x)+ < df
′, ρ(x, u) > − < df, ρ(x, u′) >
=< ξ,C(u, u′) > + < df ′, R(u) > − < df,R(u′) >
(10)
for any functions f and f ′ on U , any sections s and s′ any form ω(z) = (z, ξ(z)).
If F is a function in F ♭(E∗U ), in local trivialization, we can write dF = (D1F,D2F ) on U×E
∗
where D1F (resp. D2F ) is the partial derivative of F according to the first factor (resp. the second
factor). Notice that, D2F (σ) belongs to E. So for any F,G ∈ F
♭(E∗U ), their Poisson bracket is
given by:
{F,G}P (σ) =< D1F,R(D2G) > (σ) − < D1G,R(D2F ) > (σ) − < ξ, [D2F,D2G]ρ > (σ) (11)
Suppose that each Banach space E and M has an unconditional basis. According to subsection 2.4
and also local trivializations (subsection 2.3), recall that we have the following local coordinates:
• (x, u) = (xi, uα) on EU
• σ = (x, ξ) = (xi, ξα) on E
∗
U (”weak-* coordinates” for ξα )
• on E∗U , the tangent space TσE
∗
U is generated by the basis {
∂
∂xi
}i∈I and ”weakly-*”
generated by the basis {
∂
∂ξα
}α∈A;
• on E∗U , according to Lemma 4.6 part 1 and its proof, each fiber T
♭
σE
∗ is generated by the
basis {dxi}i∈I and {eα ◦ τ∗}α∈A. Notice that, we have dξα = eα ◦ τ∗.
With these notations, any sub AP-morphism P : T ♭E∗ → TE∗ associated to an AL-bracket [., .]ρ
(as in Theorem 4.8) are related in the following way:
the Lie bracket [., .]P is locally characterized by [eα, eβ ]U =
∑
γ∈A
Cγαβeγ (see (4));
the anchor ρ can be characterized by ρ(eα) =
∑
i∈I
ραi
∂
∂xi
(see (2))
the AP-morphism P is characterized by:
P (dxi) =
∑
α∈A
ρiα
∂
∂ξα
P (dξα) = −
∑
i∈I
ρiα
∂
∂xi
−
∑
β,γ∈A
Cγαβξγ
∂
∂ξβ
On E∗U , the associated algebra of functions F
♭(E∗U ) are functions on E
∗
U which depend on variables
(xi)i∈I and (ξα)α∈A. The AL-bracket {., .}P on F
♭(E∗U ) is characterized by:
{ξα, ξβ}P = −
∑
γ∈A
Cγαβξγ , {x
i, ξα}P = ρ
i
α, {x
i, xj}P = 0
The Poisson Bracket of F,G ∈ F ♭(E∗U ) is given by:
{F,G}P =
∑
i∈I,α∈A
ρiα(
∂F
∂xi
∂G
∂ξα
−
∂G
∂xi
∂F
∂ξα
)−
∑
α,β,γ∈A
Cγαβξγ
∂F
∂ξα
∂G
∂ξβ
For the first part of the proof of Theorem 4.8, we need the following Lemma:
Lemma 4.10
Consider a linear sub AP-morphism P : T ♭E∗ → TE∗ on E∗ and {., .}p the associated bracket on
F ♭(E∗).
1. for any section s ∈ Γ(τ) and any f ∈ F the bracket {Φs, f ◦ τ∗}P belongs to F .
2. If f and g belong to F , then {f ◦ τ∗, g ◦ τ∗}P = 0.
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Proof of Lemma 4.10
This proof is an adaptation of the proof of the analogous result in finite dimension, (cf [LMM]
for instance)
Consider any s, s′ ∈ Γ(τ), and f ∈ F . Using the Leibniz rule for the bracket {., .}P we get:
{Φs, (f ◦ τ∗)Φs′}P = (f ◦ τ∗){Φs,Φs′}P +Φs′{Φs, f ◦ τ∗}P (12)
Moreover {Φs, (f ◦ τ∗)Φs′}P is a linear function on E
∗. Since (f ◦ τ∗){Φs,Φs′}P is also a linear
map, from (12) it follows that Φs′{Φs, f ◦ τ∗}P is a linear function on E
∗ for any s′ ∈ Γ(τ). So
{Φs, f ◦ τ∗}P must be constant on each fiber and then we get 1.
On the other hand, by same argument, we have
{(f ◦ τ∗)Φs′ , g ◦ τ∗}P = (f ◦ τ∗){Φs′ , g ◦ τ∗}P +Φs′{f ◦ τ∗, g ◦ τ∗}P
So from part 1, we deduce that , Φs′{f ◦ τ∗, g ◦ τ∗}P belongs to F for any s
′ ∈ Γ(τ). If follows that
we must have {f ◦ τ∗, g ◦ τ∗}P = 0 and we get 2.
△
Proof of Theorem 4.8 (adaptation, in our context, of the proof of [LMM] of the same result in
finite dimension)
Consider a linear sub AP-morphism P : T ♭E∗ → TE∗ on E∗ and {., .}P the associated bracket on
F ♭(E∗). As Φ is injective, the pairing [., .]P defined by (8) is well defined and is R-bilinear and
skewsymmetric. From Lemma 4.10 part 1 and the Leibniz property of {., .}P it follows that, for
some fixed s ∈ Γ(τ), the map ρ(s) : f 7→ {Φs, f ◦ τ∗}P defines a derivation on F . On the other
hand, we have:
{Φs, f ◦ τ∗}P =< d(f ◦ τ∗), P (dΦs) >=< df, dτ∗ ◦ P (dΦs) >
It follows that ρ(s) = dτ∗ ◦ P (dΦs) is a vector field on M . Notice that, from the properties of Φ
(Lemma 4.6 part 1), the Leibniz property of {., .}P , and Lemma 4.10 part 2, we have:
ρ(fs) = fρ(s) (13)
for any f ∈ F . As P is a bundle morphism, it follows that the bracket {., .}P is localizable, so
on one hand the same is true for the bracket [., .]P and on the other hand, from (13) we get that
ρ(s) only depends on the value of s at any point x ∈M so we get a morphism bundle ρ : E →M
defined by ρ(u) = ρ(s)(x) where s is any (local) section such that s(x) = u.
From (8) and (9), and Lemma 4.6 part 1, for any s1, s2 ∈ Γ(τ) and f ∈ F we have:
Φ[s1,fs2] = {Φs1 , (f ◦ τ∗)Φs2}P = (f ◦ τ∗){Φs1 ,Φs2}P +Φs2Lρ(s1)(f) ◦ τ∗
So we get the following relation:
[s1, fs2]P = f [s1, s2]P + ρ(s1)(f)s2
Thus we have proved that (E, τ,M, ρ, [., .]P ) is an AL-algebroid. From the properties of Φ, it
follows that if [., .]P satisfies the Jacobi identity, it implies that {., .}P condition is true if and only
if P is a Poisson morphism.
Conversely, let (E, τ,M, ρ, [., .]ρ) be an AL-algebroid. Note that, from convention ?? the
bracket [ , ]ρ is localizable. We want to associate a linear AP-morphism P : T
∗E∗ → TE∗
such that, according to the first part, the induced AL-algebroid structure on (E, τ,M) is exactly
(E, τ,M, ρ, [., .]ρ). For this we must have:
{Φs, f ◦ τ∗}P = Lρ◦s(f) ◦ τ∗ and {f ◦ τ∗, g ◦ τ∗}P = 0
Locally, with the notations of Lemma 4.6, we define Pσ : T
♭
σE
∗ → TσE
∗ as follows:
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for η = d(Φs + f ◦ τ∗)(σ), and η
′ = d(Φ′s + f
′ ◦ τ∗)(σ) we set
Λ(σ)(η, η′) = Φ[s,s′]ρ(σ) + Lρ(s)(f
′) ◦ τ∗(σ) − Lρ(s′)(f) ◦ τ∗(σ) (14)
As we have seen that η (resp. η′) only depends on s ◦ τ∗(σ) and df ◦ τ∗(σ) (resp. s
′ ◦ τ∗(σ) and
df ′ ◦ τ∗(σ)), then it follows that Λ is well defined at σ. Moreover, from its local definition, we
get a smooth section of Λ2T ♭E∗. It follows that the map η 7→ Λ(σ)(., η) defines a linear map
P (σ) : T ♭σE
∗ → [T ♭σE
∗]∗ directly given by:
Pσ(η) = Φ[s,.]ρ(σ) + Lρ(s)(.) ◦ τ∗(σ)− Lρ(.)(f) ◦ τ∗(σ) (15)
Using our notations, we have T ♭σE
∗ ≡ {σ} ×M∗ × E and so [T ♭σE
∗]∗ ≡ {σ} ×M∗∗ × E∗.
Recall that η = dΦs + df ◦ τ∗. On one hand, any ω ∈ {σ} ×M
∗ can be written as ω = dg ◦ τ∗(σ)
for some g : U ⊂M→ R; so we have
< ω,Pσ(η) >= Λσ(η, dg ◦ τ∗) = Lρ(s)(g) ◦ τ∗(σ)
It follows that Pσ(η)|{σ}×M∗ belongs to {σ} ×M considered as a subspace of {σ} ×M
∗∗.
On the other hand we have
< dΦs′ , Pσ(η) >= Λσ(η, dΦs′) = Λσ(dΦs, dΦs′ ) + Λ(σ)(df ◦ τ∗, dΦs′)
= Φ[s,s′](σ)− Lρ(s′)(f) ◦ τ∗(σ)
It follows that P (σ)(η)|{σ}×E belongs to {σ} × E
∗ ×M. In conclusion, P (σ)(η) belongs to
TσE
∗ ≡ {σ} ×M∗ × E.
Notice that the definition (15) of P is in fact local so P is a smooth bundle morphism.
Of course as usually, P gives rise to a bracket on F ♭(E∗) which is exactly given by (14).
This bracket is denoted by {., .}P . As P is a bundle morphism, {., .}P is localizable. Moreover, it
satisfies the relations
{Φs1 ,Φs2}P = Φ[s1,s2]ρ =< dΦs2 , P (dΦs1) >, for any s1, s2 ∈ Γ(τ) (16)
Lρ(s)(f) ◦ τ∗ = {Φs, f ◦ τ∗}P =< df ◦ τ∗, P (dΦs) >, for any f ∈ F , s ∈ Γ(τ) (17)
{f1 ◦ τ∗, f2 ◦ τ∗}P =< df2 ◦ τ∗, P (df1) ◦ τ∗ >= 0, for any f1, f2 ∈ F . (18)
Let F be a smooth linear function on E∗ which belongs to F ♭. Fix a point σ = (x, ξ) ∈ E
and E∗U ≡ U × E
∗ a neighborhood of σ. We denote by d2F the partial differential of F relative to
E∗ in the product U × E∗. As F is linear, there exists a section S : U → E∗∗ such that
d2F (ζ) =< S, ζ >
for any ζ ∈ E∗. But F belongs to F ♭ so dF is a section of T ♭E∗ → E∗; then we must have
S : U → E and d2F = d2ΦS . Then, from (16) it follows that P is a linear AP-morphism. On the
other hand, the previous relations (16), (17) and (18) mean that the Lie bracket [., .]P induced by
P on Γ(τ) is exactly the original one [., .]ρ. Finally, if [., .]ρ satisfies the Jacobi identity, the previ-
ous relation implies that {., .}P also satisfies the Jacobi identity for functions of type Φs + f ◦ τ∗.
So it follows that [P, P ] vanishes indentically and then, the Jacobi identity is satisfied for any
f, g, h ∈ F ♭(E∗), which ends the proof.
△
4.3 Relation between AP-algebroid and A-derivations
Recall that an A-exterior differential is a graded derivation δ of degree 1 of ΛΓ∗(τ) which is
localizable i.e. for any open set U in M , there exists a unique graded derivation δU of degree 1
of ΛΓ∗(τU ) such that
(δω)|U = δU (ω|U )
which is compatible with restriction to open subsets V ⊂ U and satisfies the following properties:
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1. δ(η ∧ ζ) = δ(η) ∧ ζ + (−1)kη ∧ δ(ζ) for any η ∈ ΛkΓ∗(τ) any ζ ∈ ΛlΓ∗(τ) and any k, l ∈ Z
2. For a L-algebroid, we have δ◦δ = δ2 = 0. In this case we say that δ is a exterior differential.
We will adapt the classic result obtained in finite dimension: given a derivation δ, one as-
sociates a unique bracket [., .]δ on Γ(τ) with anchor ρ such that the almost exterior derivative dρ
associated is exactly δ. However, in finite dimension, any (local) derivation of F is a vector field,
but in infinite Banach context it is not true (see subsection 2.5). So, we must impose another con-
dition on δ to get an analogous result. Moreover, in finite dimension, the exterior algebra ΛΓ∗(τ)
is locally generated by its elements of degrees 0 and 1 which is not true in the Banach framework,
even when we have Schauder basis (see Remark 4.13).
In the context of the Proposition 3.5 first we have:
Lemma 4.11
Consider a graded A-derivation δ of degree 1 of ΛΓ∗(τ) which is localizable. For any s1 and s2
in Γ(τ), the bracket [[is1 , δ], is2 ] is a derivation of degree −1 and its restriction to Γ(τ∗) can be
identified with a section of the bi-dual E∗∗ →M
Proof
First by construction, the degree of D = [[is1 , δ], is2 ] is −1 so D maps Λ
1Γ(τ∗) into F and
Df = 0 for any f ∈ F . It follows that D(fσ) = fDσ for any σ ∈ Γ(τ∗) and f ∈ F and so the map
σ 7→ Dσ is F is linear, which ends the proof.
△
Now, in our context, we have
Theorem 4.12
Let τ : E →M be a Banach bundle and τ∗ : E
∗ →M its dual bundle. Consider a localizable graded
derivation δ of degree 1 of the graded algebra ΛΓ∗(τ). Assume that for any s1 and s2 in Γ(τ), the
bracket [[is1 , δ], is2 ] in restriction to Γ(τ∗) can be identified with a section of E ⊂ E
∗∗ →M
Then δ defines a unique bracket [., .]δ on Γ(τ) and there exists a unique morphism ρ : E →M
such that:
1. for any function f ∈ F and any section s ∈ Γ(τ) we have
ρ(s)(f) =< δf, s > (19)
2. [., .]δ is characterized by
σ([s1, s2]δ) = δ(σ(s1))(s2)− δ(σ(s2))(s1)− δσ(s1, s2), for any σ ∈ Γ(τ∗) (20)
In particular (E, τ,M, [., .]δ) is an AL-algebroid and the almost exterior derivative associated to
this structure coincides with δ on Λ0Γ∗(τ) = F and Λ1Γ∗(τ) = Γ(τ∗). Moreover, (E, τ,M, [., .]δ)
is a L-algebroid if and only if δ2 = 0
Proof.
From (19) and our assumption, we get a linear map ρ : Γ(τ) → Γ(M) which gives rise to a linear
map ρU : Γ(τU )→ Γ(U) for any open U in M . On the other hand, as δf is a 1-form on E, for any
smooth function h defined on an open U we have: < δf|U , hs >= h < δf|U , s >; it follows that
ρ(s) only depends on the value of s at each point. So, we get a bundle morphism from E to TM .
Notice that, according to the proof of Proposition 3.5 the RHS of (20) is exactly [[is1 , δ], is2(σ)].
Taking into account the definition of the map s 7→ Φs in subsection 4.1, the LHS of (20) is exactly
Φ[s1,s2]δ(σ). From our assumption, there is a section which we can denote by [s1, s2]δ of τ : E →M
such that Φ[s1,s2]δ = [[is1 , δ], is2(σ)]. As s 7→ Φs is injective, [s1, s2]δ is well defined. Moreover,
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using again the injectivity of Φ the Leibniz property for [., .]δ is obtained from the following results:
Φ[s1,fs2]δ (σ) = δ(σ(s1))(fs2)− δ(σ(fs2))(s1)− δσ(s1, fs2)
= f(δ(σ(s1))(s2)− δ(σ(s2))(s1)− δσ(s1, s2)) + σ(s2)δf(s1)
= Φf [s1,s2]δ (σ) + Φρ(s1)(f)(σ)
Now, if δ2 = 0 by ”formal argument” as in finite dimension, used for instance in [Marl], we
can prove that [., .]δ satisfies the Jacobi identity. From (19) we obtain that δ = dρ on F . From
Proposition 3.5, we obtain that dρ = δ on Γ(τ∗) = Λ
1Γ∗(τ). △
Remark 4.13
1. Note that, in general, if M is not regular, a derivation of the module of smooth functions F
on a Banach manifold M is not localizable (see for instance [KrMi] section 35.1) . However,
to our known there exists no example of such a derivation which is not localizable. So, in
Theorem 4.12, if M is not regular, we must impose that the A-exterior differential on ΛΓ∗(τ)
is localizable.
2. In Theorem 4.12, we cannot assert that δ and dρ coincides on Λ
kΓ∗(τ) for k ≥ 2. Indeed,
recall that the Banach space ΛkE∗ is generated by exterior products of 1 forms ξi1 ∧ · · · ∧ ξik .
However, even if E∗ has a Schauder basis {ǫα}α∈N the family
{ǫα1 ∧ · · · ∧ ǫαk , α1 < · · · < αk}
could not be a Schauder basis of ΛkE∗ for k ≥ 2 (this is an unsolved problem see [Ram]).
So, for infinite dimensional Banach spaces, locally, the module of local k-forms ΛkΓ∗(τ) is
not finitely generated but, moreover we have no ”good topology” on ΛkΓ∗(τ) such that each
k form ξ can not be locally written as
η(x) =
∑
i1<···<ik
ηi1···ik(x)ξi1 ∧ · · · ∧ ξik
for some appropriate finite sequences of smooth functions ξi1 , · · · ξik (for topologies on modules
of sections see [KrMi] and [Lla])
As a consequence, any two A-derivations which coincide on F(U) = Λ0Γ∗(τU ) and on
Γ∗(τU ) = Λ
1Γ∗(τU ) can be different on Λ
kΓ∗(τU ), for k ≥ 2. Once more, unfortunately,
we have no example of such a situation.
4.4 Set of AL structures on an anchored Banach bundle
All the essential previous results will be summarized in the next theorem.
Let (E, τ,M, ρ) be an anchored Banach bundle. We denote by ALB(τ, ρ) the set of (localiz-
able) AL-brackets on (E, τ,M, ρ) with fixed anchor morphism ρ.
We have seen that to any sub AP-morphism on the dual bundle E∗ is associated an anchor
morphism ρP : E → TM characterized by
to s ∈ Γ(τ) one associates the derivation f 7→ {Φs, f ◦ τ∗} on F .
We denote by AP(τ, ρ) the set of sub AP- Poisson morphisms on the dual bundle E∗ such that
the associated anchor morphism is ρ.
Theorem 4.14
Let (E, τ,M, ρ) be an anchored Banach bundle. The set ALB(τ, ρ) has a natural structure of affine
space in the following sense:
given any [., .]E ∈ ALB(τ, ρ) then we have: ALB(τ, ρ) = {[., .]E +D, D ∈ Λ
2Γ(τ)}.
There exists a bijection from ALB(τ, ρ) to AP(τ, ρ) defined in the following way:
at any AL-bracket [., .]E one associates the AL-bracket {., .}E on F
♭(E∗) characterized by
Φ[s1,s2]E = {Φs1 ,Φs2}E
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Proof
The only thing to prove is the structure of ALB(τ, ρ). Consider two AL-brackets [., .]i,
i = 1, 2, on (E, τ,M, ρ). It easy to see that D = [., .]1 − [., .]2 is an element of Λ
2Γ(τ). The others
properties come from Theorem 4.8.
△
5 Mechanical systems on an almost Lie algebroid
5.1 Hamiltonian system and Hamilton-Jacobi equation
Let (E, τ,M, ρ, [., .]ρ) be an AL-algebroid. Denote by P : T
♭E∗ → TE∗ the sub AP-morphism
associated to this AL-strucuture and {., .}P the associated AP-bracket on F
♭(E∗) (see subsec-
tion 4.1). Any function h ∈ F ♭(E∗) is called a Hamiltonian function and the triple (E, {., .}P , h)
is called a Hamiltonian system. As we have already seen, to h is associated a vector field
gradP (h) = −P (dh) called the sub A-hamiltonian gradient of h. As in this section, the AL-
algebroid is fixed, gradP (h) will be denoted by
−→
h . An integral curve of
−→
h is called a solution of
the Hamiltonian system (E, {., .}P , h)
Local expressions :
In local trivialization (subsection 2.3), given a Hamiltonian h, in local coordinates (x, ξ) in
EU , we denote byD1h andD2h the partial derivative according to the variable x and ξ respectively.
The A-hamiltonian gradient of
−→
h has components
−→
h 1 and
−→
h 2, on M and E
∗ respectively. So we
have the following characterization (see (10)):
< df ′, Pω(x)(dh) >=< df
′, ρ(D2h) >
< u′, Pω(x)(dh) >=< ξ,Cx(D2h, u
′) > − < D1h,Rx(u
′) >
(21)
So we get
−→
h 1 = ρ(D2h)
< u′,
−→
h 2 >=< ξ,C(D2h, u
′) > − < D1h,R(u
′) >
(22)
When M and E have unconditional basis, we have:
−→
h =
∑
i∈I,α∈A
ρiα[
∂h
∂ξα
∂
∂xi
−
∂h
∂xi
∂
∂ξα
]−
∑
α,β,γ∈A
Cγαβξα
∂h
∂ξβ
∂
∂ξα
So in local coordinates, the integral curves of
−→
h satisfies the following differential equations:
x˙i =
∑
α∈A
ρiα
∂h
∂ξα
ξ˙α = −
∑
i∈I
ρiα
∂h
∂xi
−
∑
β,γ∈A
Cγαβξγ
∂h
∂ξβ
(23)
As in finite dimension (see for instance [LMM]) we have the following result on Hamilton-
Jacobi equation
Theorem 5.1
Let (E, {., .}P , h) be a Hamiltonian system. Given any section ω ∈ Γ
∗(τ) we denote by
−→
h ω the
vector field on M defined by
−→
h ω(x) = Tω(x)τ∗(
−→
h (ω(x))
Assume that dρω = 0; then the following properties are equivalent:
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(i) If c : I →M is an integral curve of the vector field
−→
h ω, then ω ◦ c : I → E
∗ is a solution of
the Hamiltonian system (E, {., .}P , h).
(ii) ω satisfies the Hamilton-Jacobi equation i.e. dρ(h ◦ ω) = 0
Proof of Theorem 5.1 (adaption in our context of the proof of Theorem 4.1 of [LMM])
We will use the local trivializations (subsection 2.3). So ω(z) = (z, ξ(z)) where ξ is a smooth
map from U to E∗. In this context, Lω(x) = Txω(ρ(Ex)) ⊂ Tω(x)E
∗ ≡M× E∗ is the vector space
{(ρ(x, v), Dξ(ρ(x, v)), v ∈ E} ⊂M×E∗. Denote by [Lω(x)]
0 ⊂ T ♭ω(x)E
∗ ≡M∗×E the vector space
{η = d(Φs + f ◦ τ∗(ω)) such that < η, α >= 0 for all α ∈ Lω(x)}.
In our trivializations we have:
[Lω(x)]
0 = {(df, v′) such that < df, ρ(x, v) > + < Dξ(ρ(x, v)), v′ >= 0 for all v ∈ E}
Lemma 5.2 :
1. P ([Lω(x)]
0) = Lω(x) if and only if dρω = 0
2. if dρω = 0 then kerPω(x) ⊂ [Lω(x)]
0
Proof of part 1
In the previous trivializations we have
< (df ′, v′), (ρ(x, v), Dξ(ρ(x, v)) >=< df ′, ρ(x, v) > + < Dξ(ρ(x, v)), v′ > (24)
So for any (df, v) ∈ [Lω(x)]
0 according to (10) and (24), we have the following equality for
any (df ′, v′) ∈ T ♭ω(x)E
∗
< df ′, ρ(x, v) > + < Dξ(ρ(x, v)), v′ >=< ξ, [s, s′]ρ > (x)+ < df
′, ρ(x, v) > − < df, ρ(x, v′) > (25)
if and only if we have dρω(s, s
′)(x) = 0, using the expression (6), for any s′(z) = (z, v′(z)).
The proof will be completed if we have (25), for any given local section s : s(z) = (z, u(z)),
there exists a function fs such that (dfs, v)(x) belongs to [Lω(x)]
0.
Indeed, fix such a section s. We define f˜s : ρ(Ex) ⊂ TxM ≡M→ R by
f˜s(ρ(x, u)) = − < Dξ(ρ(x, u)), v(x) >
for any u ∈ Ex. So f˜s is a linear form on ρ(Ex). From Hahn-Banach theorem, there exists on E a
continuous linear form fs such that fs = f˜s on ρ(Ex). So, it follows that we have
< dfs, ρ(x, u) >= − < Dξ(ρ(x, u)), v(x) > for all u ∈ Ex i.e. (dfs, v(x)) belongs to [Lω(x)]
0.
Proof of part 2 :
Consider (df, v) ∈ kerP (ω(x)) ⊂ T ♭ω(x)E
∗ ≡ M∗ × E . So, for any (df ′, v′) ∈ T ♭ω(x)E
∗ ≡ M∗ × E,
from (10) we have
< ξ, [s, s′]ρ > (x)+ < df
′, ρ(x, v) > − < df, ρ(x, v′) >= 0 (26)
Under the assumption dρω = 0 the relation (26) is equivalent to:
< Dξ(ρ(x, v)), v′ > − < Dξ(ρ(x, v′)), v > + < df ′, ρ(x, v) > − < df, ρ(x, v′) >= 0 (27)
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So for any given (x, v′) choose f ′ such that (df ′, v′) belongs to [Lω(x)]
0. For this choice, we get
< Dξ(ρ(x, v′), v > + < df, ρ(x, v′) >= 0.
It follows that (df, v) belongs to [Lω(x)]
0
△
We come back to the proof of Theorem 5.1. The end of this proof follows exactly the same arguments
as in Theorem 4.1 of [LMM] with some adaptations. First property (i) is clearly equivalent to
(i’) Tω(
−→
h ω(x)) =
−→
h (ω(x))
We begin by the implication (i’)⇒ (ii).
With the previous notations, h is a function of the variables (x, ξ) ∈ U ×E∗. Denote by D2h
the partial derivative of h according to variable ξ. As dh belongs to T ♭E∗, the differential D2h
gives rise to a section of EU . The component of
−→
h ω(x) = Pω(x)(dh) ∈ T
♭
σ(x)E
∗ ≡M× E∗ on M is
characterized by (see (22)):
−→
h ω(x) = ρ(D2h)(x) .
From assumption (i’), we then have
−→
h (ω(x)) ∈ Lω(x). From Lemma 5.2 part 1, there exists
η ∈ [Lω(x)]
0 such that
−→
h (ω(x)) = Pω(x)(η)
So (η − dh)(x) belongs to kerPω(x) and, using Lemma 5.2 part 2 (dh)(x) also belongs to [Lω(x)]
0.
But
< d(h ◦ ω), ρ(s) >=< dh, Txω ◦ ρ(s) >
for any s ∈ Ex. As (dh)(x) belongs to [Lω(x)]
0 and Txω ◦ ρ(s) belongs to Lω(x) we get that
< d(h ◦ ω), ρ = 0 >.
(ii)⇒ (i’).
Under the assumption dρω = 0, if we have < d(h ◦ ω), ρ >= 0, as previously, we can show that
(dh)(x) belongs to [Lω(x)]
0, so
−→
h (ω(x)) = Pω(x)(dh), belongs to Pω(x)([Lω(x)]
0). But, using
Lemma 5.2 part 1, there exists s ∈ Ex such that
−→
h (ω(x)) = Txω(ρ(s)) (28)
So we obtain
−→
h ω(x) = Tω(x)τ∗(
−→
h (ω(x)) = Tx(τ∗ ◦ ω)(ρ(s)) = ρ(s)
Using (28), we finally get
Tω(
−→
h ω(x)) =
−→
h (ω(x))
△
5.2 Lagrangian and Euler-Lagrange equation on an AL-algebroid
Given an anchored Banach bundle (E, τ,M, ρ), a semi spray S is a vector field on E such that
(see [Ana]):
pE ◦ S = IdE where pE : TE → E is the canonical projection;
Tτ ◦ S = ρ where Tτ : TE → TM is the tangent map of τ .
On the other hand, a Ck-curve (k ≥ 1) c : [a, b] → E is called admissible, if we have
Tρ(c˙(t) = ρ(c(t)) for all t ∈ [a, b]. According to [Ana], we have:
Proposition 5.3 [Ana]
A vector field S on E is a semi spray if and only if all integral curves of S are admissible curves.
Among the class of semi sprays the subclass of sprays takes an important place for applications:
if we denote by hλ : E → E, the homothety of factor λ > 0 (hλ(u) = λu for any u ∈ Ex and any
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x ∈M) a semispray S is a spray if we have S ◦ hλ = λThλ ◦ S.
Local expressions:
In local trivializations (subsection 2.3), a semispray can be written in the following way (see
[Ana]):
S(x, u) = (x, u,Rx(u),−2G(x, u)) (29)
When M and E have unconditional basis, we have:
S =
∑
α∈A
[(
∑
i∈I
ραi
∂
∂xi
)− 2Gα
∂
∂uα
] (30)
A Lagrangian on a Banach bundle (E, τ,M) is a smooth map L : E → R. We say that L
is homogenous of degree k if we have:
L ◦ hλ = λ
kL.
The following result is classical (see for instance [AbMa] section 3.5)
Lemma 5.4
Let L be a Lagrangian, we denote by Lx the restriction of L to the fiber Ex. Then the map
ΛL : (x, u)→ (x, dLx(u)) is a bundle morphism from E to E
∗
We will say that L is regular (resp. strong regular) (resp. hyperregular) if ΛL is an
injective morphism (resp. isomorphism) (resp. diffeomorphism). Notice that when L is strong
regular then ΛL is a local diffeomorphism. So L is hyperregular if and only if L is strong regular
and the restriction of ΛL to each fiber is injective.
Denote by hλ : E → E, the homothety of factor λ > 0 (hλ(u) = λu for any u ∈ Ex and any
x ∈ M). As in finite dimension, let Θ be the Liouville field on E which is the vector field whose
flow is the homothety {hλ}λ∈R. In local trivializations we have Θ(x, u) = (x, u, 0, u) and when M
and E have unconditional basis, we have Θ =
∑
α∈A
uα
∂
∂uα
.
We denote by HL the Lagrangian energy associated to L i.e.
HL = dL(Θ)− L
Given a regular Lagrangian L on an AL-algebroid (E, τ,M, ρ, [., .]ρ), ΛL is a local diffeomor-
phism. So for any (x, u) ∈ E, there exists an open neighborhood U × V ⊂ EU of (x, u) such that
(ΛL)|U×V is a diffeomorphism.
Now suppose that E is reflexive. Consider a regular Lagrangian L on E and U ×V ⊂ E
an open set on which ΛL is a diffeomorphism.
Let be the function hL = HL ◦ ΛL
−1 on ΛL(U × V ). Then dhL(σ) belongs to T
∗
σE
∗ on
ΛL(U × V ) On U × V we can define the vector field
−→
L characterized by
(ΛL)∗(
−→
HL) =
−→
hL
and which is called the local Euler-Lagrange vector field of L on U × V . In particular, when
L is hyperregular,
−→
L is globally defined and called Euler-Lagrange vector field of L.
Theorem 5.5 Consider a regular Lagrangian L on E.
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1. Any curve c = (γ, µ) : [a, b]→ U × V is an integral curve of the local Euler-Lagrange vector
field of L if and only if it is a solution of the Euler-Lagrange equations
x˙ = R(u)
d
dt
(D2L) = R
t(D1L)−D2L(C( , u)) (31)
where Rt : U → L(M,E∗) is the field x → (Rx)
t of transpose of Rx ∈ L(M,E) and where
C( , u) denote, for a fixed u, the field of linear maps x→ [v → Cx(v, u)] (recall that x 7→ Cx
is a field of bilinear maps)
2. If L is hyperegular, the Euler-Lagrange vector field
−→
L is a semi-spray. Moreover, if L is
homogenous of degree 2 then
−→
L is a spray.
Remark 5.6
If M and E have unconditional basis, then in the associated coordinate systems, the Euler-Equation
can be written in the following way:
x˙i =
∑
α∈A
ρiαu
α d
dt
(
∂L
∂uα
) =
∑
i∈I
ρiα
∂L
∂xi
−
∑
β,γ∈A
Cγαβu
β ∂L
∂uγ
(32)
for any i ∈ I. When A and I are finite sets of indexes, (32) is the classical Euler-Lagrange equation
on the Lie algebroid (see for instance [GMM])
Proof
We again adopt the notations in local trivializations (subsection 2.3) . So L is a function of
variable (x, u) and ΛL is the map (x, u)→ (x,D2L(x, u)). For simplicity, we will denote this map
by Λ and for a fixed point (x, u) ∈ E we denote by (x, ξ) = Λ(x, u) The tangent map TΛ of Λ is:(
Id 0
D12L D22L
)
(33)
So [(TΛ)∗]−1 is (
Id −D21L ◦ (D22L)
−1
0 (D22L)
−1
)
(34)
On the other hand, we have HL(x, u) = D2L(x, u)(u)− L(x, u) so wet get
dHL(x, u) = (D12L(x, u)(u, )−D1L(x, u)( ), D22L(x, u)(u, )) (35)
So as dhL = [(TΛ)
∗]−1 ◦ dHL, from (34) and (35) we get
D1hL(x, ξ) = −D1L(x, ξ) and D2hL(x, ξ) = u (36)
From (21) the AL Hamiltonian
−→
hL = ([
−→
hL]1, [
−→
hL]2 is characterized by
[
−→
hL]1(x, ξ) = Rx(u), and , [
−→
hL]2 = −D2L(x, ξ) ◦ Cx(u, ) +D1L(x, ξ) ◦ ρx (37)
Now as
−→
HL = TΛ(
−→
hL) from (33) and (37) we get
[
−→
hL]1(x, u) = Rx(u)
D22L([
−→
hL]2(x, u)) = −D12L(x, u) ◦Rx(u) +D1L(x, u) ◦Rx −D2L(x, u) ◦ Cx( , u)
We can easily see that these last equations are equivalent to the Euler- Lagrange equations
△
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5.3 Riemannian AL-algebroid and mechanical system
Let (E, τ,M) be a Banach bundle. Denote by S2T ∗M → M the Banach bundle of symmetric
bilinear form on TM . Recall that a global section g of this bundle is called a riemannian metric
on E, if for for any x ∈ M , the bilinear form gx on TxM is positive definite, i.e. gx(u, u) > 0 for
any u 6= 0
To any riemannian metric g on E, is associated a bundle morphism g♭ : E → E∗ defined
by g♭(X)(Y ) = g(X,Y ). Of course, g♭ is always injective. We say that g is a strong riemannian
metric if g♭ is surjective. Note that, in these conditions, the Banach space E is isomorphic to a
Hilbert space, and so E must be reflexive.
We will say that the AL-algebroid (E, τ,M, ρ, [., .]ρ) is a riemannian AL-algebroid if there
exists a riemannian metric g on E. In this situation, as in finite dimension, we can consider the
Lagrangian system map L : E → R of a mechanical system on E given given by
L(s) =
1
2
g(s, s)− V (τ(s)) (38)
where
1
2
g(s, s) is the ”kinetic energy” and V : M → R the ”potential energy” of the mechanical
system. The associated Lagrangian energy is then:
HL(x, u) =
1
2
g(s, s) + V (τ(s)).
The Legendre transformation ΛL is g
♭. Of course, the Lagrangian L is hyperregular, so the La-
grangian field ~L is well defined. Moreover if V ≡ 0 then ~L is a spray.
Local expressions
In local trivialization (cf subsection 2.3), we also denote by x→ gx the field of symmetric bilinear
maps on E associated to g and x→ g♭x : E→ E
∗ the field of associated isomorphisms. With these
notations, we have
L(x, u) =
1
2
gx(u, u)− V (x).
According to the local expression (29) we can write
~L(x, u) = (x, u,R(u),−2G(x, u))
where G is characterized by:
g♭x(G(x, u)) =
1
2
[
< Rtx ◦D1g
♭
x(u), u > −
1
2
< Rtx ◦D1gx(u, u), > − < R
t
x ◦ dV, > − < g
♭
x(u), Cx.( , u);>
]
(39)
The Euler-Lagrange equation is given by{
x˙ = R(u)
u˙ =
1
2
(g♭x)
−1
[
< Rtx ◦D1g
♭
x(u), u > −
1
2
< Rtx ◦D1gx(u, u), > − < R
t
x ◦ dV, . > − < g
♭
x(u), Cx( , u) >
] (40)
In particular, whenM and E have unconditional basis , the bilinear map can be written as a matrix
g = (gαβ)α,β∈A and we have according to (39) can be written∑
β∈A
gαβG
β =
1
2
∑
β,γ∈A
[∑
i∈I
∂gαβ
∂xi
ρiγ −
1
2
∑
i∈I
∂gβγ
∂xi
ρiα −
∑
δ∈A
Cδαβgδγ
]
uβuγ −
∑
i∈I
∂V
∂xi
ρiα (41)
and, as in finite dimension, the Euler Lagrange equations have an analogue expression which is left
to the reader.
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Consider a riemannian L-algebroid (E, τ,M, ρ, [., .]ρ) and g its riemannian metric. If
τ ′ : F → M is a Banach subbundle of τ : E → M , we can defined the complemeted Banach
subbundle F⊥ → M whose fiber is F⊥x is the orthogonal in Ex of Fx relatively to the metric g.
Let be Π : E → F is the natural morphism projection, we can define an AL-bracket on the set of
section of F by:
[s1, s2]
′ = Π[s1, s2]ρ
(see Example 3.2 n0 1). So, if ρ′ = ρ|F , for the induced metric g
′ on F induced by g, (F, τ ′,M, ρ′, [., .]′)
is a riemannian AL-algebroid.
In this context, denote by
iF : F → E the canonical inclusion;
i∗F : E
∗ → F ∗ the dual projection;
Π∗ : E∗ → F ∗ the dual morphism of Π;
P : T ∗E∗ → TE∗ the P-morphism on E associated to [ , ]ρ
P ′ : T ∗F ∗ → TF the AP-morphism associated to [ , ]′.
The Lagrangian L(x, u) =
1
2
gx(u, u) − V (x) on E induces a Lagrangian L
′ = L ◦ iF on F
which is a constrained Lagrangian on E. As in finite dimensional case (see [Marr]), we associate
a mechanical system on the AL-algebroid (F, τ ′,M, ρ′, [., .]′) called constrained mechanical sys-
tem on E which is obtain from the unconstrainted system associated to L on E with the
following relations :
the Legendre transformation ΛL′ : TF → T ∗ F satisfies ΛL′ = i
∗
F ◦ ΛL ◦ iF ;
The hamiltonian hL′ = HL′ ◦ (ΛL′)
−1 on F ∗ is also given by hL′ = hL ◦Π
∗;
The Lagrangian vector field ~L′ associated to L′ is also ~L′ = TΠ ◦ ~L ◦ iF .
6 Constrained mechanical system and Hilbert snakes
6.1 The context of an Hilbert snake
We will now present the problem of the Hilbert snake and apply the previous results on Riemannian-
AL agebroid. The reader can find a complete description of this situation in [PeSa].
In finite dimensional, a snake (of length L) is a (continuous) piecewise C1-curve S : [0, L]→
Rd, arc-length parameterized so that the origin S(0) = 0 ∈ Rd. According to [Ro], ”charming a
snake” is a control problem so that its ”head” S(L) describes a given C1-curve c : [0, 1] → Rd
in ”minimal way” . More precisely we look for a one parameter family {St}t∈[0,1] such that
St(L) = c(t) for all t ∈ [0, 1] and such that the family {St} has an minimal infinitesimal kinematic
energy. This problem has the precise following formulation:
Each snake S of length L in Rd can be given by a piecewise C0-curve u : [0, L] → Sd−1 so
that S(t) =
∫ t
0 u(τ)dτ . We look for a 1-parameter family {ut}t∈[0,1] so that the associated fam-
ily St of snakes satisfies St(L) = c(t) for all t ∈ [0, 1] so that the infinitesimal kinematic energy
1
2
∫ L
0
||
d
dt
ut(s)||ds is minimal.
A generalization of this problem in the context of an separable Hilbert space is developed
in [PeSa]. More precisely, given a separable Hilbert space H we consider the smooth hypersurface
S∞ of element of norm 1. As previously, an Hilbert snake of length L is a continuous piecewise
C1-curve S : [0, L] → H, arc-length parameterized so that S(0) = 0. Each such snake is again
given by a piecewise C0-curve u : [0, L] → S∞ so that S(t) =
∫ t
0
u(τ)dτ . Given a fixed partition
P of [0, L], the set CLP of such curves will be called the configuration set and carries a natural
structure of Banach manifold: when P = {0, L}, the set CLP is an hypersurface of the Banach
C([0, L],H) of continuous map from [0, L] to H with the classical norm || ||∞; for the general case
P = {0 = s0, · · · sN = L} then C
L
P is canonically homemophic to the product [C([0, L], S
∞]]N and
so we put on CLP the corresponding Banach structure product. Notice that, on each tangent space
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TuC
L
P we also have an L
2 product :
< v,w >L2=
∫ L
0
< v(s), w(s) > ds (42)
Where < , > is the inner product in H. Of course for the associated norm || ||L2 , the normed
space (TuC
L
P , || ||L2) is not complete.
To any ”configuration” u ∈ CLP is naturally associated the ”end map” E(u) =
∫ L
0
u(s)ds.
This map is smooth and its kernel has a canonical complemented subspace which is the orthogonal
of kerTuE in TuC
L
P according to the inner product (42). We then get a closed distribution D on
CLP . As in finite dimension, for a one parameter family {ut}t∈[0,1] the associated family St of snakes
satisfies St(L) = c(t) for all t ∈ [0, 1] so that the infinitesimal kinematic energy
1
2
∫ L
0
||
d
dt
ut(s)||ds
is minimal, if c(t) has a ”lift ” c˜ in CLP which is tangent to D, called an ”horizontal lift”. So the
problem for the head of the Hilbert snake to join an initial state x0 to a final state x0 can be
transformed in the following ”accessibiliy problem” :
Given a initial (resp; final) configuration u0 (resp. u1) in C
L
P , so that E(ui) = xi, i = 1, 2,
find a piecewise C1 horizontal curve γ : [0, T ]→ CLP (i. e. γ is tangent to D) and which joins u0 to
u1.
Given any configuration u ∈ CLP we look for the accessibility set A(u) of all configurations
v ∈ CLP which can be joined from u by piecewise C
1 horizontal curves. In the context of finite
dimension, in [Ro], using arguments about the action of the Moe¨bus group on CLP , it can be shown
that A(u) is the maximal integral manifold of a finite dimensional distribution on CLP . Unfortu-
nately, in the context of Hilbert space, the same argument does not work. Moreover, as we are in
the context of infinite dimension for S∞, we cannot hope to get a finite dimensional distribution
whose maximal integral manifolds is A(u). However, we can construct a canonical distribution D¯
modelled on Hilbert space, which is integrable and so that the accessibility set A(u) is a dense
subset of the maximal integral manifold through u of D¯ ([PeSa]Theorem 4.1). Moreover this dis-
tribution is minimal in some natural sense. In fact, when H is finite dimensional, D¯ is exactly the
finite distribution in [Ro] whose leaves are the accessibility sets.
6.2 AL - algebroid structure
To any Hilbert basis {ei, i ∈ N}, we can associate a family of global vector fields {Ei, i ∈ N} on
CLP which generates D and the anounced distribution D¯ is the Hilbert distribution generated by
{Ei, [Ej , El], i, j, l ∈ N}. As E is not a submersion everywhere, it follows that D is not a subbundle
of TCLP .
On one hand if Λ = {(i, j) ∈ N2, i < j}, we can consider the Hilbert space G = l2(N)⊕ l2(Λ) Now,
given any Hilbert basis {ei, i ∈ N} of H we define an anchored bundle (C
L
P ×G, ρ, C
L
P) by
ρ(σ, ξ) =
∑
i∈N
σiEi +
∑
(j,l)∈Λ
ξjl[Ej , El]
Of course ρ is well defined surjective and do not depend of the choice of the Hilbert basis.
On the other hand, the Lie bracket of vector fields of the family {Ei, [Ej , El], i, j, l ∈ N}
satisfies the following relations: (Lemma 4.3 [PeSa] )
[Ei, Ej ](u) =< ej , u > Ei(u)− < ei, u > Ej(u) for any u ∈ C
L
P and any i, j ∈ N;
[Ei[Ej , Ek]] = δijEk − δikEj for any i, j, k ∈ N
[[Ei, Ej ], [Ek, El]] = δil[Ej , Ek] + δjk[Ei, El]− δik[Ej , El]− δjl[Ei, Ek] for any i, j, k, l ∈ N.
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So, on G we define a Lie algebra structure in the following way:
let be (ǫi)i∈N (resp. (ǫij)(i,j)∈Λ the canonical basis of (l
2(N) (resp. (l2(Λ));
on G we define a Lie algebra structure in the following way:
let be (ǫi)i∈N (resp. (ǫij)(i,j)∈Λ the canonical basis of (l
2(N) (resp. (l2(Λ));
according to the previous relations, we then define:
[ǫi, ǫj] = ωij , for all i, j ∈ N
[ǫi, ωjk] = δijǫk − δikǫj , for all i ∈ N and (j, k) ∈ Λ
[ωij , ωkl] = δilωjk + δjkωil − δikωjl − δjlωik, for all (i, j)(kl) ∈ Λ.
For any σ =
∑
σiαi, σ
′ =
∑
σ′jǫj in l
2(N) and ξ =
∑
ξijωij , η =
∑
ηklωkl in l
2(Λ), naturally we
can define:
[σ, σ′] =
∑
i,j∈N
σiσ
′
j [ǫi, ǫj ]
[σ, η] =
∑
i∈N,(k,l)∈Λ
σiηkl[ǫi, ωkl]
[ξ, η] =
∑
(i,j)∈Λ,(k,l)∈Λ
ξijηkl[ωij , ωkl].
Coming back to the anchored bundle (CLP × G, ρ, C
L
P), each section ϕ of the trivial bundle
CLP × G → C
L
P can be identified with a map ϕ : C
L
P → G. So, on the set Γ(G) of section of this
trivial bundle we can defined a Lie bracket by:
[ϕ, ϕ′](u) = [ϕ(u), ϕ′(u)] + dϕ(ρ(u, ϕ′(u))− dϕ′(ρu, ϕ(u))
It follows that (CLP ×G, ρ, C
L
P , [ , ]) is a Banach Lie algebroid structure on C
L
P
In G let be π : G→ l2(N) the canonical projection whose kernel is l2(Λ) and denote again by
π : CLP ×G→ C
L
P × l
2(N) the associated projection bundle. Again any section of the trivial bundle
CLP × l
2(N) → CLP can be identified with a map from C
L
P to l
2(N). Of course the set Γ(l1(N)) of
such sections is contained in Γ(G). So, as in Example 3.2 1, on Γ(l2(N)), we can define an almost
Banach Lie bracket by:
[[ϕ, ϕ′]](u) = π([ϕ, ϕ′](u)).
So, if we denote by θ the restriction of ρ to l2(N)×CLP we get an almost Banach Lie algebroid
structure (CLP × l
2(N), θ, CLP , [ , ]) on C
L
P .
On the other hand, the distribution D¯ is a weak Hilbert integrable distribution, on CLP , this
means that, for any u ∈ CLP , there exists an Hilbert manifold N and a smooth injective map
f : N → CLP such that (see [Pel]):
u belongs to f(N),
Txf : TxN → Tf(x)C
L
P is injective ,
Txf(TxN) = D¯f(x) for any x ∈ N
We say that N is an integral manifold through u
Given such integral manifold which maximal (for the inclusion), the pull back f∗{C
L
P × G}
and f∗{C
L
P × l
2(N)} can be identified with N × G and N × l2(N) respectively; Then, ρ (resp. θ)
induces an anchor ρN : N × G→ TN (resp. θN : N × l
2(N)→ TN). The barcket [[ , ]] and(resp.
the almost bracket [[ , ]]) induces a bracket (resp. an almost bracket) again denoted [[ , ]].So we
get also a Banach Lie algebroid (N×G, ρN , N, [[ ; ]]) and an almost Banach Lie algebroid structure
(N × l2(N), θN , N, [[ , ]]) on N .
Now recall the following result of [PeSa] :
Proposition 6.1
Let be N a maximal integral manifold of D¯ and fix some u ∈ N . Then we have the following
properties
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1. The set Σ(E) at which E : CLP → H is not a submersion is a weak manifold of C
L
P which is
diffeomorphic to the projective space P∞ of H. Its complementary R(E) is an open dense set
of CLP . Moreover, N is a maximal integral manifold of D¯.
(1) Assume that u ∈ Σ(E) then N = Σ(E). Let be Lv the 1-codimensional Hilbert subspace
[ker θN ]
⊥
v ⊂ {v} × l
2(N) for any v ∈ N . Then L = ∪v∈NLv is a 1-codimensional Hilbert
subbundle of N × l2(N) and the restriction ψN of θN to L is an isomorphism onto TN and
we have D|N = TN .
(2) Assume that u ∈ R(E). Then N is contained in R(E). Let be Vu the Hilbert subspace of H
generated by the set
{u(t)− u(0), t ∈ [0, L]}
and choose an Hilbert basis {e′a, a ∈ A} (resp e
′
b, b ∈ B}) of [Vu]
⊥ (resp. Vu). If Λu is the
set of pair (i, j) ∈ Λ such that that i or j do not belongs to A, then N is an Hilbert manifold
modeled on l2(N)⊕ l2(Λu) and is contained in R(E) .
Let be Lv the orthogonal of ker[ρ]v ⊂ {v} ×G. Then L = ∪v∈NLv is a Hilbert subbundle of
N × G2 which contains N × l2(N) and the restriction of ψN of ΨN to L is an isomorphism
on TN
Moreover, L contains N × l2(N) and the restriction of θN to N × l
2(N) is an isomorphism
on D|N
So, on N , if we denote by [ , ] the usual Lie bracket and pN : TN → N the tangent bundle, we have
the canonical L algebroid (TN, pN , N, IdN , [ , ]). When u ∈ R(E , on N , the distribution F = D|N
is an hilbert subbundle p′ : F → N of pN : TN → N . When u ∈ Σ(E) we have D|N = TN and so
again we can consider p′ : F = D|N → N as an Hilbert subbundle of TN
6.3 Constrained mechanical system
Let be x and y two states of the head of the Hilbert snake which can be joined by an optimal curve
(in the sense of subsection 6.1) and consider the set Ω(x, y) the set of optimal curves c which joins
x to y. Classically if c ∈ Ω(x, y) is defined on [0, T ] its kinematic energy is
E(c) =
1
2
∫ T
0
||c˙(t)||2dt
Let be E(x, y) = infc∈Ω(x,y)E(c). Assume that there exists c¯ ∈ Ω(x, y) such that E(c¯) = E(x, y),
then c¯ will be called an optimal minimizing curve which joins x to y. Of course, such a curve is
also an optimal minimizing curve between any pair of its points. So we can look for the existence
of optimal minimizing curve which begin at a given original state x of the head of the considered
snake.
On one hand, each c ∈ Ω(x, y) has an horizontal lift γ in CLP , and γ lies in N As L → N is an
Hilbert subbundle of N ×G→ N , we have a natural riemannian metric g on L. From Proposition
6.1, the isomorphism ψN gives rise to a riemannian metric - again denoted by g - on TN and
induces a riemannian metric g′ on F = D|N . Note that the inner product induces by g
′ on each
fiber Du, u ∈ N , is exactly the inner product induced by ρu : Du → TuH ≡ H of the canonical
one on H. So we can defined - as in subsection 5.2 - an AL bracket [ , , ]′ on F and we get an AL
algebroid (F, p′, iF , N, [ , ]
′)
Now, coming back to our problem of optimal minimizing curve on H. To each c ∈ Ω(x, y)
has an horizontal lift γ in CLP , and γ lies in N for such a lift γ be an of some optimal curve
c : [0, T ]→ H, we have then
E(c) =
1
2
∫ T
0
||γ˙||2dt.
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Finally, It follows that if c¯ is an optimal minimizing curve which joins x and y, then the associated
lift γ¯ in N is an extremal of the Lagrangian L′ : F → R:
L′(v, σ) =
1
2
||σ||2
on the AL algebroid (F, p′, iF , N, [ , ]
′).
So we get a constrained mechanical system on the natural riemannian algebroid (TN, p,N, IdN , [ , ]).
It follows that such γ¯ is a solution of the Euler-Lagrange equation of L′.
We will now give the differential system satisfied by of such extremals in local coordinates.
Fix some u ∈ R(E). According to Proposition 6.1 N is modelled on l2(N) ⊕ l2(Λu). So
we have a local coordinates (σ, ξ) = {(σi)i∈ν , (ξjl)(j,l)∈Λu}. We denote by {
∂
∂σi
,
∂
∂ξjl
} the local
Hilbert basis of TN associated to this coordinates system. With these notations, we have:
Ei =
∂
∂σi
+
∑
(i,l)∈Λu
σl
∂
∂ξil
−
∑
(l,i)∈Λu
σl
∂
∂ξli
So from (40) and (41), the components (σi, ξjl) of an extremal is given by
{
σ¨i = 0, i ∈ N
ξ¨jl = σ˙j σ˙l, (j, l) ∈ Λu
Now, for u ∈ Σ(E), if we consider a basis (ei)i∈N of H such that u = ±e1, then N is modelled
on e⊥1 (see Proposition 6.1). So, in local coordinates {σi, i > 1} the component of an extremal
satisfies
σ¨i = 0, i > 1
References
[AbMa] R. Abraham, J. Marsden, Foundations of Mechanics, Second Edition. Addison-Wesley
Publishing Company, Inc., Redwood City, CA (1987)
[Ana] M. Anastasiei, Banach Lie algebroids, arXiv:1003.1263v1 [mathDG] 5 Mar 2010.
[Arn] J-M. Arnaudies, Partition de l’unite´ dans certains espaces de Banach, Se´minaires Le-
long. Analyse, tome 7, (1966-1967), expose´ 1, 1-8
[Bo] N. Bourbaki: Groupes et alge`bres de Lie., Paris: Hermann (1971)
[FiWo] C. Finoland, M. Wo´jtowicz, The structure of nonseparable Banach spaces with un-
countable unconditional bases, RACSAM Rev. R. Acad. Cien. Serie A. Mat. Vol. 99
(1), (2005), 15-22
[Gal] G-N. Galanis, Limits of Banach vector bundles Portugaliae mathematica, vol 55,
Fasc.1;(1998)
[GLMM] J. Grabowski, M. de Leo´n, J. C. Marrero, D. Mart´ın de Diego, Nonholonomic con-
straints: A new viewpoint J. Math. Phys. 50, 013520 (2009)
[GMM] X. Gra`cia, J. Mar`ın-Solano, M. C. Munoz-Lecanda, Some geometric aspects of varia-
tional calculus in constrained systems, Rep. Math. Phys., 51(1):127-148, (2003).
[Gro] A. Grotendieck, Produits tensoriels topologiques et espaces nucle´aires Memo. Amer.
Math. Soc. 16 (1955)
31
[HaMb] R. Harte, M. Mbehhta, Almost exactness in normed space II, Studia of Mathematica
117,(1996); 101-105
[HiMa] P.J. Higgins, K. Mackenzie, Algebraic constructions in the category of Lie algebroids,
J. Algebra, 129 (1990), 194-230.
[Ion] A. Ionushauskas, On smooth partitions of unity on Hilbert manifolds, Lithuanian Math-
ematical Journal, Vol 14 , 4, (2005); 595-601
[KrMi] A. Kriegl, P-W. Michor, The Convenient Setting of Global Analysis, Mathematical
Surveys and Monographs, Volume 53, AMS (1991)
[Kun] 0-V. Kunakovskaya, On smooth partitions of unity over Banach manifolds, Russian
Mathematics (Iz VUZ) Vol 41, N¡ 10 (1997) 51-58
[Lan] S. Lang, Differential and Riemannian Manifolds, Graduate Texts in Mathematics, 160,
Springer, 1995.
[LMM] M. de Leo´n, J. C. Marrero, E. Mart´ınez, Lagrangian submanifolds and dynamics on Lie
algebroids andres.unizar.es/ emf/papers/LSDLA.pdf
[Lic] A. Lichnerowicz, Les varie´te´s de Poisson et leurs alge`bres de Lie associe´es, J. Differen-
tial Geometry, 12 (1977), 253–300.
[Lla] J. G. Llavona, Approximation of continuously differentiable functions North-Holland
Mathematics Studies, vol. 130, North-Holland, Amsterdam (1986)
[Llo] J. Lloyd, Smooth partition of unity on manifolds Trans AMS, Vol 187,(1974), 249-259
[MaMo] F. Magri, C. Morosi, A geometrical characterization of integrable hamiltonian systems
through the theory of Poisson-Nijenhuis manifolds, Quaderno S 19, Universita` degli
studi di Milano, 1984.
[Mari] L-R. Marin Approximations of differentiable functions in locally convex spaces Arch.
Math., Vol.50, (1988) 360-368
[Marl] C-M. Marle, Differential calculus on a Lie algebroid and Poisson manifolds,
arXiv:0804.2451v2 5 Jun 2008.
[Marr] J-C. Marreroo , Nonholonomic Mechanics: A Lie algebroid perspective , First
Iberoamerican Meeting on Geometry, Mechanics, and Control Santiago de Compostela,
23-27, June 2008.
[MaRa] J.E. Marsden, T.S. Ratiu, Introduction to Mechanics and Symmetry. Texts in Ap-
plied Mathematics, 17, Second Edition, second printing 2003, New York, NY: Springer-
Verlag, 1994.
[Nij] A. Nijenhuis, Jacobi-type identities for bilinear differential concomitants of certain ten-
sor , Indag. Math. 17 (1955), 390–403.
[OdRa1] A. Odzijewicza, T-S. Ratiu, Banach Lie-Poisson spaces and reduction, Comm. Math.
Phys., 243,(2003); 1-54
[OdRa2] A. Odzijewicza, T-S. Ratiu, Induction for weak symplectic Banach manifolds, Journal
of Geometry and Physics, 58,(2008); 701-719
[Pel] F. Pelletier: Integrability of weak distributions on Banach manifolds,
http://arxiv.org/abs/1012.1950 (2010) (to appear in Indagationes Mathematicae).
[PeSa] F. Pelletier, R. Saffidine: Snake and articulated arms and in Hilbert spaces,
Preprint LAMA Universite´ de Savoie (2011)
32
[Pop] L. Popescu, Poisson structures on Lie Algebroids, (2008).
[PoPo] M. Popescu, P. Popescu, Geometric objects defined by almost Lies structure, Work-
shop on Lie Algebroids and related topics in Differential Geometry. Banach Center
Publications, Vol 54,217-233, (2001).
[Pra] J. Pradines, The´orie de Lie pour les groupo¨ıdes diffe´rentiables; relations entre pro-
prie´te´s locales et globales, C.R. Acad. Sci. Paris 263 (1966), 907–910.
[Ram] W. Ramasinghe, Exterior algebra of a Banach space; Bull. Sci. math. 131 (2007) 291-
324
[Ro] E. Rodriguez: L’algorithme du charmeur de serpents, PhD Thesis, University of
Geneva, http ://www.unige.ch/cyberdocuments/theses2006/RodriguezE/these.pdf.
[Sch] J. A. Schouten, On the differential operators of first order in tensor calculus, Convegon
Intern. Geom. Diff. Italia, Cremonese, Roma (1953), 1–7.
[Vand] J. Vanderwerff, Smooth approximations in Banach spaces, Proceedings of the AMS vol.
115, 1, (1992); 113-120.
[Vane] P. Van Eecke, Connexions d’ordre infini, Cahiers de topologie et ge´ome´trie diffe´rentielle
cate´goriques,Tome 11, 281-321 (1969)
33
