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Abstract
The work presented here deals with the development of a health-state monitoring method
for high-speed train suspensions using in-service measurements of the train dynamical
response by embedded acceleration sensors.
A rolling train is a dynamical system excited by the track-geometry irregularities. The
suspension elements play a key role for the ride safety and comfort. The train dynami-
cal response being dependent on the suspensions mechanical characteristics, information
about the suspensions state can be inferred from acceleration measurements in the train
by embedded sensors. This information about the actual suspensions state would allow
for providing a more efficient train maintenance.
Mathematically, the proposed monitoring solution consists in solving a statistical in-
verse problem. It is based on a train-dynamics computational model, and takes into ac-
count the model uncertainty and the measurement errors. A Bayesian calibration ap-
proach is adopted to identify the probability distribution of the mechanical parameters of
the suspension elements from joint measurements of the system input (the track-geometry
irregularities) and output (the train dynamical response).
Classical Bayesian calibration implies the computation of the likelihood function us-
ing the stochastic model of the system output and experimental data. To cope with the
fact that each run of the computational model is numerically expensive, and because of
the functional nature of the system input and output, a novel Bayesian calibration method
using a Gaussian-process surrogate model of the likelihood function is proposed. This
thesis presents how such a random surrogate model can be used to estimate the proba-
bility distribution of the model parameters. The proposed method allows for taking into
account the new type of uncertainty induced by the use of a surrogate model, which is
necessary to correctly assess the calibration accuracy.
The novel Bayesian calibration method has been tested on the railway application
and has achieved conclusive results. Numerical experiments were used for validation.
The long-term evolution of the suspension mechanical parameters has been studied using
actual measurements of the train dynamical response.
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Re´sume´
Ce travail de the`se traite du de´veloppement d’une me´thode de te´le´diagnostique de l’e´tat
de sante´ des suspensions des trains a` grande vitesse a` partir de mesures de la re´ponse
dynamique du train en circulation par des acce´le´rome`tres embarque´s.
Un train en circulation est un syste`me dynamique dont l’excitation provient des
irre´gularite´s de la ge´ome´trie de la voie ferre´e. Ses e´le´ments de suspension jouent un roˆle
fondamental de se´curite´ et de confort. La re´ponse dynamique du train e´tant de´pendante
des caracte´ristiques me´caniques des e´le´ments de suspension, il est possible d’obtenir en
inverse des informations sur l’e´tat de ces e´le´ments a` partir de mesures acce´le´rome´triques
embarque´es. Connaıˆtre l’e´tat de sante´ re´el des suspensions permettrait d’ame´liorer la
maintenance des trains.
D’un point de vue mathe´matique, la me´thode de te´le´diagnostique propose´e consiste
a` re´soudre un proble`me statistique inverse. Elle s’appuie sur un mode`le nume´rique de
dynamique ferroviaire et prend en compte l’incertitude de mode`le ainsi que les erreurs de
mesures. Les parame`tres me´caniques associe´s aux e´le´ments de suspension sont identifie´s
par calibration Baye´sienne a` partir de mesures simultane´es des entre´es (les irre´gularite´s
de la ge´ome´trie de la voie) et sorties (la re´ponse dynamique du train) du syste`me.
La calibration Baye´sienne classique implique le calcul de la fonction de vraisem-
blance a` partir du mode`le stochastique de re´ponse et des donne´es expe´rimentales. Le
mode`le nume´rique e´tant nume´riquement couˆteux d’une part, ses entre´es et sorties e´tant
fonctionnelles d’autre part, une me´thode de calibration Baye´sienne originale est propose´e.
Elle utilise un me´tamode`le par processus Gaussien de la fonction de vraisemblance. Cette
the`se pre´sente comment un me´tamode`le ale´atoire peut eˆtre utilise´ pour estimer la loi de
probabilite´ des parame`tres du mode`le. La me´thode propose´e permet la prise en compte
du nouveau type d’incertitude induit par l’utilisation d’un me´tamode`le. Cette prise en
compte est ne´cessaire pour une estimation correcte de la pre´cision de la calibration.
La nouvelle me´thode de calibration Baye´sienne a e´te´ teste´e sur le cas applicatif fer-
roviaire, et a produit des re´sultats concluants. La validation a e´te´ faite par expe´riences
nume´riques. Par ailleurs, l’e´volution a` long terme des parame`tres me´caniques de suspen-
sions a e´te´ e´tudie´e a` partir de mesures re´elles de la re´ponse dynamique du train.
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Glossary
h mapping representing a computational model
ĥ mapping representing the train-dynamics computational model
y given target function
Ŷ Gaussian-process surrogate model of y
ŷ deterministic trajectory of Ŷ
X definition set of y, indexation set of Ŷ
B output-predictive error
bi realization of B
pB probability density function of B
m̂ empirical estimate of the mean value of B
[Ĉ] empirical estimate of the covariance matrix of B
[Ir] identity matrix of dimension r
L likelihood function
L log-likelihood function
L(.; Θ) Gaussian-process surrogate model of the log-likelihood function
L(.; θj) deterministic trajectory of L(.; Θ)
X computational-model random inputs, stochastic process representing the
track-geometry irregularities
xmes,i realization of X, measurement of the track-geometry irregularities on a given
track stretch
Y stochastic model of the system output, stochastic process representing the
train dynamical response
n dimension of Y
ymes,i realization of Y, measurement of the train dynamical response on a given
track stretch
W random vector representing the parameters of the computational model, me-
chanical parameters of the train suspension elements
ppriorW prior probability density function of W
ppostW posterior probability density function of W
CW support of ppriorW , admissible set for the mechanical parameters of the train
suspension elements
w any deterministic value of the parameters
ω frequency
Ω frequency band of interest
µ sampling size of Ω
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Acronyms
EGO efficient global optimization
EI expected improvement
GP Gaussian process
KP Kriging predictor
MCMC Markov Chain Monte Carlo
MCT Monte Carlo on trajectories
PCA principal component analysis
PDF probability density function
OPE output-predictive error
TGV french high-speed train
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Chapter 1
Introduction
1.1 Industrial context and objectives
High-speed trains dynamical behavior strongly relies on their suspension elements. By
limiting the vertical and lateral oscillations induced by the track-geometry irregularities,
they ensure the train stability and thus the ride safety. Moreover, they play a key role
in passengers comfort and in structural protection by filtering the vibrations transmitted
from one suspended mass to another.
The suspension elements undergo damage through time. The damage can be of two
types: sudden faults and gradual degradation. Sudden faults require a regular mainte-
nance, mostly based on visual inspection. The gradual degradation leads to the replace-
ment of certain suspension elements after a period of use. Nowadays, the replacement
is triggered according to age or mileage criteria that, by definition, do not take into ac-
count the real health state of the suspension elements. These criteria are designed so that
a given high percentage of these elements are still valid when replaced, as far as their
mechanical properties are concerned. They are thus not optimal, since they lead to the
replacement of functional suspension elements that could be kept on the train without
negative impact on the dynamical behavior. A better knowledge of the real health state of
the suspension would allow for replacing the suspension elements only when necessary
and consequently reduce maintenance costs. This thesis is part of a project that develops
a health-state monitoring solution for high-speed train suspensions, based on embedded
accelerometers.
French high-speed trains (TGV) circulating nowadays are only equipped with one
type of sensors that monitor their dynamical behavior for safety purposes: the instability
sensors. They trigger an alarm when they detect abnormal yaw oscillations directly threat-
ening the ride safety. However, they are not involved in suspension monitoring. With the
current development of sensors and of data-analysis technologies, more and more indus-
trial systems and in particular transportation systems are equipped with sensors for vari-
ous purposes (maintenance, system optimization, autonomous circulations...). This work
is part of this trend. Embedded sensors inside a vehicle raise several issues: powering the
sensors, transmitting data, maintaining the sensors... Using acceleration sensors for train-
suspension monitoring has already led to several research works and publications. The
choice of acceleration sensors is guided by two main reasons. First, they are common and
nonwired technologies exist, powered thanks to the train vibrations and transmitting data
8
Frequency (Hz)
A
m
pl
itu
de
(d
B
)
Figure 1.1: Influence of the track geometry. The three curves represent the mean value of
the amplitude of the bogie vertical accelerations in the frequency domain, obtained from
simulations using geometry records measured at three different years.
through radio signals. Second, they allow for using a reduced number of sensors. The idea
is not to equip every single suspension element, but rather to equip the main suspended
masses of the train. The consequence is that the measurements do not directly provide
the desired information. Several processing and analysis steps are required. The present
thesis focuses on this aspect: the development of the mathematical method allowing for
extracting information about the suspensions health state from the measured acceleration
signals.
For train-suspension monitoring, relying solely on measurements of the train dynam-
ical behavior is not sufficient, because of its strong sensitivity to the track-geometry ir-
regularities. The latter consist of small displacements of the rails with respect to the
theoretical track design. They constitute the main excitation source of a rolling train and,
consequently, have a major influence on its dynamical behavior (see [Perrin et al., 2015,
Lestoille et al., 2016a, Lestoille et al., 2016b]). Track geometry is also subject to dam-
age caused by railway traffic (see [Bing and Gross, 1983]) that wears and packs the track
ballast. Track geometry requires regular maintenance, especially on high-speed lines,
to ensure safe circulations at maximum speed. Consequently, the track-geometry irreg-
ularities evolve through time, subject to gradual degradation, regular maintenance, and
replacements. It has strong implications on the suspension-monitoring problem. Indeed,
a bad train dynamical behavior may be caused either by faulty suspension elements or by a
degraded track geometry. For this work, a large quantity of data is used for the suspension
monitoring, which implies that measurements performed over track geometries of vari-
ous ages after maintenance are available. One could expect that with a sufficiently large
amount of data, the averaging effect would remove the influence of the track-geometry
degradation. We observed that it is not the case. We performed train-dynamics simu-
lations along the whole line considered for this work, with the exact same conditions
(identical train model, same constant speed), but using track-irregularities measurements
performed at different years. As shown on Figure 1.1, the simulation results demonstrated
significant variations in the average train dynamical responses from one year to another.
This highlights the need for taking into account the actual track irregularities in order to
perform a correct monitoring of the suspensions state.
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Track-geometry irregularities measurements are included in the analysis thanks
to train-dynamics simulation. The latter is performed by the commercial multibody-
dynamics code VAMPIRE R©. Using simulation implies building a computational model,
which has the advantage of explicitly accounting for the various suspension elements
through the input parameters that describe their mechanical characteristics. The objective
of the monitoring method is then to identify these parameters from measurements of the
system response, the train dynamical behavior. We are thus confronted to a statistical
inverse identification problem. The use of simulation, in conjunction with a large amount
of measured data, may lead to unaffordable costs in computational resources. Such issues
are also at the center of the present work and motivate the main novelties developed in
the thesis.
The system is affected by various sources of uncertainty that must be taken into ac-
count to perform a robust suspension-parameter identification. They can be of different
nature: the uncertainty on the model-parameters values, the modeling errors, the measure-
ment uncertainties. Including uncertainties implies dealing with probabilistic quantities,
which require adapted mathematical methods. In a nutshell, the industrial objective of this
thesis is the development of a health-state monitoring method for high-speed suspensions
for maintenance purposes, exploiting measurements of the train dynamical behavior and
of the track-geometry irregularities, relying on a computational model and under uncer-
tainties.
1.2 Health-state monitoring for train suspensions: short
review
During the last decades, various methods have been proposed for the health-state moni-
toring of train suspensions. They rely on the measurements provided by embedded ac-
celerometers. The literature focuses on the mathematical processing of the dynamical-
response signals, which allows for extracting information about the train suspension ele-
ments.
The preliminary tests presented in [Sunder et al., 2001] demonstrate the potential of
accelerometers for this purpose. The suspension elements affecting the dynamical behav-
ior of the rolling train, it is assumed that, reciprocally, observing this behavior can provide
information about the state of these suspensions. In [Sunder et al., 2001], the authors un-
derline the interest of the analysis of the acceleration signals in both time and frequency
domains.
Some important differences can be made between the methods listed in the following
sections. The first difference concerns the monitoring objective: the detection of a sud-
den fault in one of the suspension elements or the study of their gradual degradation or
wear, if they are subject to the latter. Fault detection usually considers bigger changes in
the mechanical characteristics of suspension elements. The fault-detection methods work
on short time scales to allow for a quick action after the fault happens. On the contrary,
the monitoring of wear is performed on a longer time-scale but may look for smaller
evolution of the suspensions health-state. The literature (see the following references) fo-
cuses mostly on sudden-fault detection, even though it can be argued that a fault-detection
method may be used for the study of suspensions wear.
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The second difference to be made is between fault detection, fault isolation, and fault-
magnitude quantification. Fault detection is a first step that consists in observing a change
in the train dynamical behavior, which is considered to be the consequence of a fault
happening. Fault isolation is the subsequent step that consists in identifying the faulty
suspension element. Fault-magnitude quantification consists in estimating the value of the
mechanical characteristics of the faulty suspension to determine the damage level. Most
solutions dealing with sudden suspension fault focus on fault detection and isolation, often
with no clear separation between these two steps.
The third difference concerns the need of a train-dynamics model. It can provide a
precious insight about the relationship between the suspensions state and the train dy-
namical behavior. It requires the construction of an accurate vehicle model, in which
the suspension elements are explicitly represented and associated with mechanical pa-
rameters. Most health-state monitoring methods developed lately rely on simulation at
some point. Therefore, the quality and representativity of train-dynamics models is of
high importance for monitoring purposes. Three different categories of methods can be
considered:
• the methods that rely only on the measured data and do not require any model. Be-
cause they are appropriate for fault detection only, such methods are not considered
in the present thesis. Refer for instance to [Wei et al., 2013];
• the fault-identification methods that do not need a train model for the monitoring
procedure itself, but require a prior training. The latter is usually achieved thanks
to simulation results, but ideally measured data should be used. These methods are
called data-driven methods and developed in Section 1.2.1.
• the fault-identification methods where the train-dynamics model is at the core of
the monitoring procedure, often through the use of Kalman filters. These methods
are called model-based methods and developed in Section 1.2.2.
1.2.1 Data-driven methods in the context of train-suspension moni-
toring
In [Mei and Ding, 2009], the authors propose a fault-detection method relying on the anal-
ysis of the cross-correlation function between different body motions. For vehicles with
a symmetrical design, they show that the coupling between the different motions is small.
A faulty element alters the symmetry, which results in a coupling between motions that
can be observed in the cross-correlation function. Focusing on the vertical primary sus-
pension elements, they highlighted the impact of a faulty damper on the cross-correlations
between the bounce, pitch, and roll acceleration signals. In the studied case, fault isola-
tion seems possible but requires that each type of fault be associated with its effect on the
cross-correlation signals.
In [Martinod et al., 2012], the authors perform an experimental modal identification
of the train dynamical behavior from the acceleration measurements. The frequency and
damping ratio of several modes are identified. Thanks to simulation results using the
multibody-dynamics code VAMPIRE R©, regression models are identified between the
frequency, the damping ratio and the value of the parameter describing the suspension
11
state, for several modes and various degradation configurations. The regression can then
be used in inverse to determine the suspension state from frequencies and damping ratio
estimated from experimental modal identification.
The method proposed in [Gasparetto et al., 2013] is also based on a frequency analysis
of the acceleration signal. The Random Decrement Technique (RDT) provides an approx-
imation of the signal auto-correlation. The decomposition in Prony series then allows for
estimating the natural frequencies and damping ratios of the vehicle free oscillations. The
mean and standard deviation of the first natural frequency and damping ratio on various
acceleration samples are then used to determine the fault type and a level of magnitude
thanks to a k-NN (k Nearest Neighbors) categorization method. The k-NN initial training
is achieved thanks to simulation results generated using a multibody-dynamics software.
In [Sakellariou et al., 2002], a baseline autoregressive with exogenous excitation
(ARX) model is identified from experimental data. It represents the relationship between
the system input (the track excitation) and the response (the accelerations) as an infinite
impulse response (IIR) filter with a white noise residual. On this baseline-model struc-
ture, a functional ARX (FARX) model is identified. It represents a faulty train, with ARX
coefficients depending on the fault magnitude. Only one type of suspension fault can
be represented by a given FARX model. The FARX identification is performed thanks
to simulation results. The fault-detection and identification procedure works as follows:
the measured accelerations are injected in the FARX model; the magnitude of the fault
is determined by minimizing the FARX residual variance. When this fault magnitude is
above a threshold, the fault type is validated if the residual is sufficiently uncorrelated.
1.2.2 Model-based methods in the context of train-suspension moni-
toring
Most model-based methods rely on Kalman filters to perform a health-state monitoring of
train suspensions. The purpose of linear Kalman filtering is to follow the time-evolution of
a dynamical system using a linear model describing the system behavior while taking into
account the information provided by regular measurements of some observable quantities.
A basic linear Kalman filter can be described thanks to the equations:
Xk+1 = [Ak+1]Xk + Uk+1 , (1.1)
Yk = [Hk]Xk + Vk , (1.2)
where Xk and Yk are the state-space vector and the observation vector at step k, [Ak] the
state-transition matrix, [Hk] the observation matrix, Uk and Vk are independent centered
Gaussian vectors representing the process noise and the observation noise. At each time
step k, the state-space vector is updated using Eq. (1.1) and then conditioned by the avail-
able experimental observation using Eq. (1.2). In the case of train dynamics, state-space
vector Xk usually gathers the degrees of freedom of the various masses constituting the
vehicle and their derivatives, while observation vector Yk consists of the accelerations
measured in different locations. The mechanical parameters of suspension elements are
used to compute matrices [Ak] and [Hk]. A Kalman filter is designed to estimate the
time-evolution of the state-space variables. On the contrary, the parameters are supposed
to be fixed and given. Adaptations are thus required in order to perform Kalman-based
parameter identification.
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A first approach described in [Alfi et al., 2011] is to consider the parameters of interest
as state-space variables. An evolution equation must be defined for the parameters. More-
over, using an augmented state-space vector yields nonlinear equations that are solved by
using an Extended Kalman Filter (EKF). The latter uses the Jacobian matrix of the system
to perform a linearization around the current value of the state-space vector. However, the
simultaneous estimation of several parameters using EKF appears to achieve bad results.
Consequently, in [Alfi et al., 2011], they propose to use multiple EKF in parallel, each
of them performing the identification of a single suspension parameter. A modification
of the train response can lead to changes in the estimated value of several parameters.
The most probable faulty suspension is then identified from a likelihood estimation of the
measurements with respect to the various faulty models.
Several other papers propose to use multiple Kalman filters in parallel. In
[Jesussek and Ellermann, 2014], multiple Kalman filters are run in parallel, each
one modeling a fault type, with fixed magnitude. It means that the state-transition
matrix and the observation matrix are modified for each filter to take into account the
degraded suspensions parameters. The fault identification is once again performed from
a likelihood estimation (averaged over several time-steps) of the measurements with
respect to the different models.
The IMM (Interacting Multiple Models) algorithm presented in [Hayashi et al., 2008]
is similar but additionally includes mode mixing. The parallel Kalman filters are no longer
isolated but interact with one another. For a given filter and at each time step, the input
state-space vector is a combination of the output state-space vector of all filters at the
previous time step. This combination is based on the modes likelihood and on given tran-
sition probabilities between modes. In a subsequent paper [Mori and Tsunashima, 2010],
the authors propose a model-updating procedure to adapt the baseline model as a fault is
detected and to allow for identifying simultaneous faults. The idea is to work with several
groups of Kalman filters in parallel, each one focusing on one type of suspension. After
a modification in the suspensions parameters detected by one group, the algorithm allows
for updating the models of the other groups.
The method proposed in [Li et al., 2004, Li et al., 2007], although relying on multi-
ple Kalman filters, differs from the previous ones because the associated models are not
chosen in advance to represent fixed fault types and magnitudes. In a similar fashion to
EKF-based parameter estimation, the aim is to estimate the probability distribution of an
augmented state-space vector gathering the initial state-space variables (the degrees of
freedom of the multibody-dynamics model) and the suspension parameters. The authors
then propose to separate the estimation of the probability distributions of the state-space
variables and of the parameters thanks to marginalization. A Rao-Blackwellized parti-
cle filter is used to represent the probability distribution of the parameters by a weighted
sample, while linear Kalman filters are used to estimate the state-space variables.
The fault-identification method proposed in [Jesussek and Ellermann, 2013] relies on
a single EKF, for the case when the various degrees of freedom are decoupled. More pre-
cisely, the degrees of freedom associated with one suspension element of interest must not
be linked to other suspension elements. The use of EKF allows for considering dampers
with nonlinear properties. The fault-identification procedure focuses on the Kalman filter
innovation. Its norm is minimized by adding an error to the degrees of freedom associated
with a suspension element of interest. The magnitude of this error determines whether the
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corresponding suspension element must be considered as faulty.
In [Li and Goodall, 2004], the authors also focus on the Kalman filter innovation. A
fault is detected when the weighted-sum squared residual (averaged over several time
steps), equivalent to the log-likelihood of the observations, crosses a given threshold. A
possible fault-identification procedure is then suggested, which consists in analyzing the
norm of the power spectral density of the different components of the Kalman innovation.
In [Liu et al., 2016], instead of a Kalman filter, a closely related time-domain filter
known as Recursive Least Squares (RLS) is used. RLS is an algorithm able to identify
the parameters of an input-output linear system by filtering the error signal between the
measured and modeled outputs. It requires measurements of both the input and the output
signals. In this paper, the acceleration of the wheelsets is used as input, so the track
irregularities do not need to be measured nor to be included in the model.
Most of the cited articles rely on Kalman filters to propose a fault-detection and iso-
lation method for abrupt changes in the suspensions characteristics. This is underlined by
the magnitudes of the fault that are considered (often 50% or 100%). Considering that
this type of failures represents a risk for the ride safety, these methods mostly focus on a
quick detection and exploit acceleration signals of a few seconds.
In the present thesis, we are interested in the long-time degradation of the suspension
elements. We exploit large measurements data-bases, corresponding to rides along several
hundreds of kilometers of track, to ensure the robustness of the monitoring results.
In the cited articles, the train models usually consist of a single car, and consider
only certain degrees of freedom and the associated suspension elements, for which, in
general, the nonlinearities are not taken into account. On the contrary, the model-based
approach used in this thesis includes the full representation of an entire train, including
nonlinearities for wheel-rail contact and in suspension mechanical characteristics. It al-
lows for the simultaneous monitoring of several suspensions elements, with or without
strong couplings. This requires simulations using a commercial nonlinear multibody-
dynamics code, VAMPIRE R©. The modeling is thus more physical and allows for finer
identifications.
In the cited articles, the inclusion of the various uncertainties of the system is often
lacking. Even though Kalman filters naturally take measurement noise into account, no
model error is considered in general. The necessity to include the various uncertainties of
the system motivates our choice to rely on a Bayesian approach. Many papers model the
track-geometry irregularities as a simple colored random noise. As explained previously,
we are convinced of the importance of using the real geometry whenever possible. For
this work, actual measurements of the track-geometry irregularities are used instead of
considering them as a basic random input.
Finally, certain of the proposed method are tested on numerical experiments but rarely
on actual acceleration measurements. In this thesis, we presents the results of the appli-
cation of our method on several sets of measurements.
1.3 Scientific problematic
In general, a physical system can be represented by a mathematical model providing an
output response depending on an input excitation and input parameters. The goal of this
thesis is to identify the system input parameters given the system output response, using a
14
computational model. Such problem belongs to the class of inverse problems, and is more
precisely equivalent to a calibration problem. In a deterministic framework, problems of
this type are generally solved using optimization approaches, the solution being the pa-
rameters values minimizing a given distance between the computational-model output
response and the available measurements of this response. A central point of this thesis
is however to propose a calibration approach in a statistical framework, which includes
various uncertainties in the system. For this statistical inverse problem, the Bayesian
framework provides a rigorous and robust mathematical approach to combine stochastic
models with experimental data. Fundamental aspects of Bayesian calibration of com-
putational models are detailed in [Kennedy and O’Hagan, 2001]. The authors propose
an exhaustive description of the various uncertainties one may encounter when exploit-
ing a computational model of a real physical system. Their calibration method relies on
Gaussian-process (GP) modeling: the unknown functions are represented by Gaussian
processes. In particular, they efficiently replace the expensive computer code that is only
known thanks to a limited set of observations.
The approach developed in this thesis has many similarities: the objective is to per-
form the calibration of a nonlinear expensive computational model, in a Bayesian frame-
work. However, the procedure developed in [Kennedy and O’Hagan, 2001] is hardly ap-
plicable because of the functional nature of the considered input excitation (the track-
geometry irregularities) and output response (the acceleration signal representing the
train dynamical behavior). About the functional excitation input, it has been shown
in [Perrin et al., 2013] that the track irregularities can be modeled as a nonstationary
stochastic process. Because of their statistically rich content, even with dimensional-
ity reduction techniques such as truncated Karhunen-Loeve expansion, an acceptable
model requires hundreds of coefficients. Representing the computational model by a
GP model would then require to index the latter on a very high dimensional definition
set. This is not a feasible solution, because of the sparsity of the observations avail-
able to identify the GP model. About the functional output response, the authors in
[Kennedy and O’Hagan, 2001] solve the issue by augmenting the GP argument. In the
applicative case of the present thesis, the output response consists of acceleration sig-
nals in the frequency domain. Their solution would then consist in making a frequency-
dependent GP. The main difference with the spatial example treated in the paper lies
in the fact that each of the available acceleration measurements covers the entire fre-
quency band of interest. Considering the frequency as a GP argument would then mul-
tiply the number of available observations by the discretization size of the measure-
ments, which is not without consequences. Indeed, the covariance matrix of the obser-
vation needs to be computed and inverted. In the present case, the solution proposed in
[Kennedy and O’Hagan, 2001] would lead to a very large and probably ill-conditioned
matrix. Their method cannot be applied in our case without significant adaptations.
Consequently, we propose a novel method of Bayesian calibration of an expensive
computational model with functional input and output. Compared to the method in
[Kennedy and O’Hagan, 2001], we do not rely on a GP surrogate model of the computa-
tional model. Instead, a GP surrogate model of the likelihood function is built. The latter
is at the core of Bayesian approaches, and has the main advantage of being scalar and not
depending on the system excitation input, but only on the model parameters. The main
consequence is that the uncertainty induced by the approximation inherent in the use of
15
a surrogate model is not included in the likelihood function anymore and must be han-
dled differently. Moreover, dealing with a random likelihood function involves a random
probability density function that is not conventional. These issues are addressed in this
thesis.
1.4 Overview of the adopted strategy
The industrial goal of this thesis is the development of a health-state monitoring method
for high-speed train suspensions. The key choices made to address this problem are:
• exploiting measurements of the train dynamical behavior performed by embedded
accelerometers. The objective is to avoid reducing the information provided by the
sensors, considering only a few scalar indicators. It implies working with functional
quantities of interest.
• performing a simultaneous identification of multiple parameters associated with
different suspension elements, in order to avoid possible compensating effects.
• including the measured track-geometry irregularities in the analysis.
• taking uncertainties into account to ensure the identification robustness. In the same
perspective, a large measurement database is exploited.
In order to consider the whole variety of suspension elements and the associated de-
grees of freedom, a multibody-dynamics computational model is necessary. Simulation is
required to study the influence of the track-geometry irregularities on the train dynamical
behavior. We rely on the commercial multibody-dynamics code VAMPIRE R©. The entire
train is represented by a multibody model in which the various suspension elements are
accounted for and associated with one or several mechanical parameters. Identifying the
parameters of a computational model from measurements of the system output is equiva-
lent to a calibration problem. The Bayesian framework is well-suited to take into account
the system uncertainties. Hence, we deal with a Bayesian calibration problem.
Using a computational model in addition to a large measurements database raises an
issue of computational resources. The use of a surrogate model is a solution to address
such an issue. We propose to combine a Bayesian approach with Gaussian-process surro-
gate models to solve the parameters identification problem. Such combination has already
been achieved in the past when only scalar (or low dimensional) outputs are considered.
We developed a novel approach allowing for functional outputs to be considered.
In order to perform the Bayesian calibration, a GP surrogate model of the likeli-
hood function is built. This surrogate model is a stochastic process indexed by the
computational-model parameters. The classical likelihood function is then replaced by
a random algebraic representation. The uncertainties induced by the introduction of a sur-
rogate model will be called surrogate-model uncertainty. They can no longer be included
in the likelihood-function computation. They must be taken into account thanks to the
introduction of an additional step. For a given realization of the random surrogate model,
called a trajectory, Markov Chain Monte Carlo (MCMC) is used to construct realizations
of the posterior probability density function (PDF) of the model parameters conditioned
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by this trajectory. The set of all realizations for all trajectories allows for estimating the
posterior PDF. In addition to this novel Bayesian calibration method, an approximation
method for the trajectories of the GP surrogate model is proposed.
1.5 Outline of the thesis
The second chapter focuses on the mathematical aspects of the method proposed. Section
2.1 introduces the Bayesian formalism and the likelihood function that lies at the core of
Bayesian approaches. Gaussian-process surrogate modeling is then presented in Section
2.2. We underline the fact that this section also details the new method of goal-oriented
approximation of a trajectory of a GP surrogate model in high dimension. Section 2.3
presents how GP surrogate models have been used for calibration according to the lit-
erature. The novel method we propose that allows for considering functional outputs is
detailed in Section 2.4. Finally, Section 2.5 recalls the principle of Markov Chain Monte
Carlo and details the TMCMC algorithm used for this work.
The third chapter deals with the industrial problem, starting by the definition of the
problem in Section 3.1. The system characteristics and quantities of interest are then de-
tailed in Sections 3.3 and 3.4. The identification of the output-predictive error accounting
for the system uncertainties is detailed in Section 3.5. The two last sections present the
results obtained for the application of the new identification method. Numerical exper-
iments are used for validation in Section 3.6. Section 3.7 analyses the results obtained
from actual measurements of the train dynamical behavior.
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Chapter 2
Bayesian calibration using a random
surrogate model of the likelihood
function
This chapter focuses on the mathematical aspects of Bayesian calibration. They are pre-
sented independently from the industrial application, although the specificities of the latter
drive the major aspects of the novel method we developed: a Bayesian calibration method
of an expensive computational model with functional input and output. Section 2.1 intro-
duces the Bayesian formalism and especially the likelihood function. Gaussian-process
surrogate models and Markov Chain Monte Carlo are classical mathematical tools de-
scribed in Sections 2.2 and 2.5. We propose a short review of two types of calibration
method relying on GP surrogate models in Section 2.3. Their limits lead to the novel
Bayesian calibration method with GP surrogate model of the likelihood function we de-
scribe in Section 2.4. A secondary new development introduced in this thesis consists
of an approximation technique for the trajectories of a GP surrogate model, described in
2.2.4.
2.1 Classical Bayesian formalism adapted to the param-
eter calibration of a computational model
Bayesian calibration is a type of statistical inverse problem, consisting in estimating the
probability distribution of the model input parameters from measurements of the output
response. Section 2.1.1 describes the various quantities of interest and the associated
uncertainties. Section 2.1.2 presents the Bayesian formalism that is used to solve the
statistical inverse parameter identification. Figure 2.1 shows a diagram summarizing the
calibration procedure.
2.1.1 System definition and uncertainties
The first input of the model is the random excitation X. For the application, X will rep-
resent the spatial discretization of the track-geometry irregularities. It is defined by a
unknown a probability distribution for which a set of realizations {xmes,i}i is known.
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Figure 2.1: Diagram of the Bayesian calibration method
The second input of the model is the random system parameters W that are of interest.
For the application, W will represent the mechanical parameters of the train suspensions.
A prior probability density function (PDF) ppriorW of random parameter W is assumed to
be constructed using the maximum entropy principle under the constraints defined by the
available information (see for instance [Soize, 2017]). The support of ppriorW is denoted as
CW. The objective of Bayesian calibration is to update the prior PDF in order to obtain a
posterior PDF ppostW that takes into account the information provided by the experimental
data.
The computational model is represented by a deterministic mapping h depending on
random quantities X and W. The model output response Ysim is written as:
Ysim = h(X; W) . (2.1)
Mapping h being deterministic implies that if the excitation and the parameters are fixed,
then the model output response is deterministic. The quantity Ysim is random but
{Ysim |X = x,W = w} = h(x; w) (2.2)
is deterministic.
The physical system is represented by a model affected by parametric uncertainty
(mechanical properties, geometrical parameters, etc) and model uncertainty induced by
modeling errors (simplification, linearization, etc), see for instance [Soize, 2017]. We
suppose that they can globally be taken into account thanks to the introduction of a random
error εsim that represents the distance between the model response and the ”real” physical
response Yreal:
Ysim = Yreal + εsim . (2.3)
The measurements may also be subject to uncertainties. For instance, the exact setup
of the sensors may not be accurately known. Formally, we assume that they can be repre-
sented in the following way:
Ymes = Yreal + εmes , (2.4)
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where Ymes is the measured system response, and εmes is a random variable representing
the measurement uncertainties. In practice, for Bayesian calibration, the random mea-
sured response Ymes is only known through a set of realizations {ymes,i}i.
In practice, it is often difficult to separate the measurement uncertainties from the
model uncertainties. They may however be taken into account globally thanks to a sin-
gle random output-predictive error B representing the distance between the measured re-
sponse and the model output response. It is supposed to be independent from excitation
X and parameters W. This error has to be identified from the available experimental data
(more details are given for the industrial application case in Section 3.5). The stochastic
model of the system response denoted as Y is defined by
Y = Ysim − εsim + εmes = h(X; W) + B . (2.5)
By construction, the stochastic model of the output response Y is a predictive model of
the measured response Ymes.
2.1.2 Introducing the likelihood function
Since Y depends on parameters W, the principle of Bayesian calibration is to adapt the
probability distribution of W so that the probability distribution of Y ”fits” the available
realizations of Ymes.
In this work, we consider the particular situation where experimental data do not only
consist of a set of independent measurements {ymes,i}i of the output response, but of a
set of ν ≥ 1 joint measurements of the input excitation and of the corresponding output
response {(xmes,i, ymes,i)}1≤i≤ν , which are simultaneously measured.
Mathematically, the Bayesian calibration procedure consists in estimating the proba-
bility distribution of W, represented by PDF ppostW , conditioned by the input-output couple
(X,Y), for which set {(xmes,i, ymes,i)}1≤i≤ν is given. We first consider the case where
a single measurement (xmes, ymes) is available (ν = 1, the corresponding superscript is
omitted). For w in the support CW of density ppriorW , we have
ppostW (w) = pW |X,Y(w | xmes, ymes) (2.6)
∝ pY |W,X(ymes |w, xmes) pW |X(w | xmes) (2.7)
∝ L(w) ppriorW (w) , (2.8)
where
L : CW → R
+
w 7→ pY |W,X(ymes |w, xmes) (2.9)
is the likelihood function, and where ppriorW (w) = pW |X(w | xmes) because W is assumed
independent from X. The measurements are supposed to be fixed and omitted from the
function L arguments. Equation (2.7) results from the application of the Bayes formula.
When ν > 1, independent copies
{
(Xi,Yi)
}
1≤i≤ν of couple (X,Y) must be intro-
duced. Random vector W is now conditioned by
{
Xi = xmes,i,Yi = ymes,i
}
, 1 ≤ i ≤ ν.
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The posterior PDF is then equal to (PDF arguments are omitted for simplicity):
ppostW = pW |X1,...Xν ,Y1,...Yν (2.10)
∝ pY1,...Yν |W,X1,...Xν pW |X1,...Xν (2.11)
∝
(
ν∏
i=1
pYi |W,Xi
)
ppriorW . (2.12)
Equation (2.12) is deduced from the assumption that for any (i, j) ∈ {1, . . . ν}2, if i 6= j,
(Xi,Yi) is independent of (Xj,Yj). The likelihood function is then defined by
L : w 7→
ν∏
i=1
pYi |W,Xi(ymes,i |w, xmes,i) . (2.13)
The likelihood function may take values very close to zero, because of dimensionality
aspects: the normalization constant of a probability density function associated with a
high-dimensional random quantity goes to zero when dimension goes to infinity. The
log-likelihood function is thus commonly used instead:
L :

CW → R
w 7→
ν∑
i=1
log pYi |W,Xi(ymes,i|w, xmes,i) . (2.14)
From Eq. (2.5), it can be deduced that:
{Y |X = x,W = w} = h(x; w) + B . (2.15)
The log-likelihood function can then be rewritten as
L : w 7→
ν∑
i=1
log pB
(
ymes,i − h(xmes,i,w)) . (2.16)
Equation (2.8) is at the core of Bayesian calibration. The computation of the like-
lihood function is not self-evident and requires the use of adapted numerical methods.
It depends on the complexity used for describing the stochastic model of B, and on the
computational cost for evaluating h(x; w) at given x and w. In our specific case (a de-
terministic computational model and an input excitation introduced via measurements
corresponding to the output response measurements), Eq. (2.16) shows that it requires
running the computational model and estimating the PDF of the output-predictive error
B as many times as the number of available measurements. We choose to identify B as a
Gaussian vector, which simplifies the computation of the corresponding PDF.
Assuming that we are able to compute the log-likelihood function L(w) for any w in
CW, the following step is to apply Markov Chain Monte Carlo (MCMC, see Section 2.5)
with Eq. (2.8) to generate samples distributed as ppostW . The moments of posterior PDF
ppostW are estimated using these samples. PDF p
post
W can be estimated using nonparametric
statistics, for example the kernel-density estimation method.
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2.2 Gaussian process surrogate modeling
This section presents the mains aspects of Gaussian-process (GP) surrogate modeling.
The main features are given in Section 2.2.1. For the complete mathematical details, we
refer the reader to Appendix A. The question of noisy observations and of the interest of
adding a nugget effect is analyzed in Section 2.2.2. Section 2.2.3 presents two refining
methods from the literature aiming at locally reducing the approximation error of the GP
surrogate model. As explained in the subsequent Section 2.4, we need to draw trajectories
(realizations) of the GP surrogate model. The classical method of simulation on a grid
do not suit our problem because of the process dimension. Thus, we propose a new
alternative method in Section 2.2.4, which consists in approximating a given trajectory by
further conditioning the GP surrogate model.
2.2.1 General principles
Gaussian process surrogate modeling of a deterministic real target function y, defined on
a subset X of Rq, consists in constructing a Gaussian stochastic process Ŷ indexed by X ,
whose mean function is a good approximation of y and for which statistical fluctuations
are small. The latter is then conditioned by a set of n observations
{
(xobsi , y(xobsi ))
}
1≤i≤n
on the graph of y, for a given training set {xobsi }1≤i≤n that is a subset of X , in order to
obtain the surrogate model Ŷ . The Bayesian approach [Santner et al., 2013] for the con-
struction of Ŷ is detailed in Appendix A. A second approach based on the mean-square
error minimization exists [Sacks et al., 1989]. Both lead to similar results. The second
approach is worth mentioning because it shows that for any x in X , the mathematical
expectation E{Ŷ (x)} constitutes the best approximation of y(x) in a mean-square sense,
based on the available knowledge about target function y provided by the observations.
The function x 7→ E{Ŷ (x)} is called the Kriging predictor. The randomness of the surro-
gate model accounts for the uncertainty about the actual value of the target function. The
variance Var{Ŷ (x)} quantifies the accuracy of the approximation of y(x) by E{Ŷ (x)}.
GP surrogate modeling is popular because of the closed-form expressions it provides.
It also has the advantage to quantify the lack of knowledge about the target function
through its variance, which allows for implementing adaptive learning algorithms (see for
example the refining algorithm in Section 2.2.3). As shown on Figure 2.2 (left graph), a
GP surrogate model is exact at the observation points and is interpolating in X outside
these points.
The evaluation of the target function value at the points of the training set is usually
a numerically expensive step when building a surrogate model. Consequently, the train-
ing has to be designed so that it maximizes the information provided about the target
function. A common choice is to design a space-filling training set that will allow for
a good representation of the global behavior of the target function in its whole defini-
tion set. Appendix A.6 gives an example of such space-filling training set: the optimized
Latin Hypercube Sample. When particular features of the target function are studied, the
initial surrogate model can be exploited to perform a subsequent refining step. Refining
algorithm examples are presented in Section 2.2.3.
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Figure 2.2: 1-D examples of GP surrogate models. The black solid curve represents the
target function, the dotted green curve the GP mean function (or Kriging predictor), the
green area the 95% quantiles, the red diamonds the observations. Observations are exact
on the left graph and noisy on the right one.
2.2.2 Noisy observations and nugget effect
With very little change in the identification procedure, we can consider that the observa-
tions are noisy in the construction of the GP surrogate model, as illustrated in Figure 2.2,
right graph. Appendix A.5 details the mathematical implications of noisy observations.
The noise vector is considered centered and Gaussian, with covariance matrix propor-
tional to identity matrix. It is often referred to as ”adding a nugget effect”, because it
supposes adding a constant value to the diagonal terms of the observations covariance
matrix.
The first reason for adding a nugget effect is because it improves numerical stability
[Ababou et al., 1994]. In the construction of the GP surrogate model, the observations co-
variance matrix must be inverted. Even though the latter is theoretically a positive-definite
symmetric matrix, it may be ill-conditioned, which affects the quality of the results or even
makes the matrix numerically impossible to invert. Adding a nugget effect automatically
improves the matrix conditioning.
In [Gramacy and Lee, 2012], the authors argue and demonstrate on simple examples
that adding a nugget effect can be beneficial for other reasons, especially when building
a surrogate model of a computational model. Necessary assumptions such as stationarity
of the centered Gaussian process may be incorrect and affect the quality of the surrogate
model, especially when the observation points are sparse and the target function contains
small scale variations. The authors point out that the interpolation provided by the zero
nugget assumption does not always guaranty a good representation of the target function.
They argue that the smoothing effect provided by the addition of a nugget effect offers
overall a better representation, in the sense of coverage (the target function is contained
in the confidence band of the surrogate model), and of fitting to the large scale behavior
of the target function. The introduction of a nugget was tested in our multidimensional
case, with good results, as illustrated on Figure 2.3. The GP model without nugget effect
displays oscillations, but is smooth with a nugget effect, without a significant increase of
the width of the confidence region.
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Figure 2.3: Smoothing of the surrogate model thanks to the addition of a nugget effect.
Both graphs represent a slice of the GP surrogate model along the first dimension of set
X . The dotted curve corresponds to the mean function and the surrounding colored area
to the 95% quantiles. The observations are supposed exact on the left graph and noisy on
the right one. They are not represented because none belongs to this particular slice of
multidimensional set X .
2.2.3 Local refining of the GP surrogate model around the maximum
of the target function y
Building the GP surrogate model with a space-filling training set allows for learning about
the global behavior of the target function on the whole set X . However, it usually results
in a lack of local precision of the surrogate model, especially in high-dimension, when
the training set tends to be sparse. If particular features of the target function need to
be explored, the initial surrogate model can be used to propose new observation points.
After the evaluation of the target function at these new points, the surrogate model is
updated using the new information about the target function. The new observation points
are determined by maximizing a criterion φ : X → R corresponding to the feature of
interest. Criterion φ depends on the GP surrogate model.
The iterative refining algorithm can be defined as follows. The stopping condition is a
threshold ρ on the maximum of criterion φ. If the latter is lower than threshold ρ, then the
surrogate model cannot be significantly refined any further around the feature of interest.
Usually, the number of iterations is also limited, depending on the affordable number of
calls to target function y.
while the maximum number of calls to y is not reached do
Determine xnew ∈ X that maximizes φ
if φ(xnew) > ρ then
Evaluate y(xnew)
Update Ŷ with the new observation (xnew, y(xnew))
else
Break while loop
end if
end while
In this section, two criteria are presented, originally used with the exact same algo-
rithm to solve an optimization problem using GP surrogate models [Jones et al., 1998].
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Refining the surrogate model may also be seen as building an adaptive design of experi-
ment [Picheny et al., 2010].
In [Jones et al., 1998], the objective is to maximize an expensive target function using
a GP surrogate model. The authors introduce the EGO algorithm (Efficient Global Op-
timization). Because each call to the target function is expensive, each new observation
should bring as much information as possible about the target function while refining the
maximum location. Criterion φ takes into account the variance of the surrogate model in
order to offer a balance between getting closer to the maximum and learning about the
target function where information is lacking. Consequently, the proposed criterion is the
”expected improvement” (EI):
φEI : x 7→ E
{
max(0, Ŷ (x)− ymax)
}
, (2.17)
where ymax is the current observed maximum of the target function and Ŷ is the GP
surrogate model, conditioned by the available observations, including the possible new
observations performed at the previous iterations of the algorithm. For this approach,
the observations of target function y are supposed to be exact. The point in which y is
maximum is looked for among the points of the training set (including the new observation
points provided by the algorithm), at which the value of y is exactly known.
When observations are noisy, EI is no longer adapted. A similar criterion adapted to
noisy observations called Knowledge Gradient for Continuous Parameters (KGCP) is pro-
posed in [Scott et al., 2011], derived from the Knowledge Gradient criterion introduced
in [Frazier et al., 2009]. It can be seen as a generalization of the expected improvement.
The centered Gaussian noise affecting the observations is denoted as ε. In the general
case, its variance depends on x. The KGCP criterion is written as
φKG : x 7→ E
{
max
ξ∈X
E{Ŷ (ξ) | Ŷ (x) + ε(x)}
}
−max
ξ∈X
E
{
Ŷ (ξ)
}
. (2.18)
In Eq. (2.18), the expectation E{Ŷ (ξ) | Ŷ (x) + ε(x)} is a function of random variable
Ŷ (x) + ε(x). Consequently, it is random itself, which justifies the calculation of the
expectation of its maximum.
The idea is to look for the point that is expected to maximize the maximum of the
Kriging predictor when added to the observations. As such, the criterion is hardly com-
putable because of the two maximizations on the whole set X . That is why an approxi-
mation of the knowledge gradient is used in [Scott et al., 2011]. The maximum on X is
approximated by the maximum on the training set augmented with the point in which φ
is evaluated. In Eq. (2.18), the expression of φKG in is kept, in which set X replaced by
the set C∗(x) = {x} ∪ {xobsi }1≤i≤n. For each iteration, a new observation is added to the
training set, so the size of C∗(x) increases.
2.2.4 Goal-oriented approximation of GP surrogate model trajecto-
ries using a conditioning set
In this section, we propose a goal-oriented approximation method of the GP surrogate
model trajectories. Here goal-oriented means that the trajectories are accurately approxi-
mated in a given subset X ∗ of interest of X but not in all the set. Subset X ∗ is chosen so
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as to cover certain features of GP surrogate model Ŷ (.). An example designed to approx-
imate the GP trajectories in the vicinity the maximum of the GP mean function is detailed
at the end of Section 2.4.
Let X c be a finite and nonordered subset of X ∗ made up of Nc points {xcj}1≤j≤Nc .
Subset X c is chosen in order to approximate a given trajectory ŷ(.) by the mean function
of stochastic process Ŷ (.) conditioned by the value of ŷ(.) at the points of X c. The latter
is then called the conditioning set. Its construction depends on the definition of X ∗. For
a good representation of X ∗, we suggest drawing conditioning set X c from a uniform
distribution on X ∗. This can be achieved using TMCMC (see Section 2.5.2) with the
indicator function on X ∗, as long as this indicator function can easily be computed.
We denote as m(.) and C(., .) the mean function and the covariance function of
stochastic process Ŷ (.). It is assumed that the covariance operator, whose kernel is co-
variance function C(., .), is positive definite. We denote as Yc and yc the vector gathering
the values of process Ŷ (.) and trajectory ŷ(.) at the points of X c:
Yc =
 Ŷ (x
c
1)
...
Ŷ (xcNc)
 , yc =
 ŷ(x
c
1)
...
ŷ(xcNc)
 . (2.19)
The approximate y˜(.; yc) of trajectory ŷ(.) is defined as
y˜(x; yc) = E
{
Ŷ (x) |Yc = yc
}
(2.20)
= m(x) + rc(x)t[Cc]−1(yc −mc) , x ∈ X , (2.21)
where
mc = E{Yc} =
 m(x
c
1)
...
m(xcNc)
 , (2.22)
rc(x) = E {(Y (x)−m(x))(Yc −mc)} =
 C(x, x
c
1)
...
C(x, xcNc)
 , (2.23)
[Cc] = E
{
(Yc −mc)(Yc −mc)t} , [Cc]ij = C(xci , xcj) . (2.24)
As a matter of fact, trajectory ŷ(.) is only known on X c. It is even unknown before
the value of yc is randomly drawn, as a realization of Yc, using the classical generator for
Gaussian vector. The approximate y˜(.; yc) is completely dependent on yc, which is why
we explicitly indicated this dependency. Note that if two different trajectories of Ŷ (.) had
the same value on X c, then their approximates with the proposed method would be the
same. Conditioning set X c must be sufficiently space-filling in X ∗ so that the variance of
the random variable {Ŷ (x) |Yc = yc} is small for any x in X ∗.
In Appendix A.4, the covariance function will be parameterized introducing hyperpa-
rameters. They can be identified using the Bayesian approach, in which they are assumed
to be random, and defined by a prior probability distribution. They must be conditioned
by the available data. The probability distributions of the system quantities of interest
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are then expressed conditioned by the hyperparameters and should be integrated with re-
spect to them. In practice, this Bayesian approach cannot be applied analytically for the
hyperparameters of the covariance function.
Instead of the Bayesian approach, these hyperparameters will be identified by opti-
mization according to a criterion assessing how well the Gaussian process is fitting the
data provided by the training set. The criterion used is the Maximum Likelihood Estima-
tion (MLE). This approach guarantees that the mean function of the GP surrogate model
is close to the target function and that the statistical fluctuation around this mean are small
enough (small variance).
2.3 Using GP surrogate models for calibration
This section presents the existing solutions for the calibration of an expensive compu-
tational model thanks to GP surrogate models. Section 2.3.1 comments the Bayesian
calibration method developed in [Kennedy and O’Hagan, 2001] and the reasons why it is
unadapted to the problem we are dealing with in this thesis. Section 2.3.2 mentions two
papers dealing with calibration problems that inspired the novel method proposed in this
thesis.
2.3.1 Bayesian calibration with a surrogate model of a scalar output
Let us first consider the case of a simulation-based model with scalar output, represented
for example by the equation
Y = h(X; W) + ε (2.25)
where Y is the model of the random output response, mapping h represents the compu-
tational model, X is the random vector of the input excitation, W is the random vector of
the model parameters, and ε is an additive noise representing both the model uncertainties
and the measurement errors. Random variable ε is modeled by a Gaussian centered ran-
dom variable of variance σ2ε . Compared to [Kennedy and O’Hagan, 2001], we consider
here that the model uncertainties and the measurement errors can be taken into account
globally, and that they do not depend on the input. For a single measurement ymes corre-
sponding to an input xmes, the likelihood function is written as
L(w) = pY |X,W(ymes | xmes,w) (2.26)
= pN
(
ymes;h(xmes; w), σ2ε
)
, (2.27)
where w ∈ CW and pN (.;µ, σ2) stands for the normal density of mean µ and variance σ2:
pN (.;µ, σ2) : u 7→ 1
σ
√
2pi
exp
(
−(u− µ)
2
2σ2
)
. (2.28)
Using MCMC requires numerous evaluations of the likelihood function L and conse-
quently numerous calls the computational model h. An expensive computational model
makes the procedure unaffordable. An efficient solution to adress this numerical issue is
to rely on a GP surrogate model that consists in representing the computational model
by a Gaussian process. Building the GP surrogate model consists in conditoning a prior
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Gaussian process by observations on a training set, as explained in Section 2.2. The sub-
sequent Bayesian calibration step also consists in conditoning a probabilistic model, by
the available measurements this time.
We suppose that the computational model is represented by the GP surrogate model
H : (x; w) 7→ hˆ(x; w) + Z(x; w) , (2.29)
where hˆ is the deterministic Kriging predictor and Z a centered GP of variance σ2Z inde-
pendent from noise ε. The previous model of the output response then becomes
Y = hˆ(X; W) + Z(X; W) + ε , (2.30)
and the associated likelihood function is
L : w 7→ pN (ymes; hˆ(xmes; w), σ2Z(xmes; w) + σ2ε) , (2.31)
If several measurements are considered, the expression cannot be simply expressed as a
product similar to Eq. (2.13), because the independence assumption does not hold any-
more. More specifically, if one considers two different measurements (xmes,i, ymes,i) and
(xmes,j, ymes,j), then for any w in CW, random variables Z(xmes,i; w) and Z(xmes,j; w) are
not independent. The expression of the likelihood function then takes the form of a mul-
tivariate Gaussian density function.
The major interest of building a GP surrogate model of the computational model,
apart from the computational efficiency, is that the surrogate model uncertainty can be
readily introduced in the likelihood function. This is highlighted by Eq. (2.31) in which
the variance of the GP surrogate model σ2Z is added to the variance of the noise σ
2
ε . The
calibration procedure is not modified. The Bayesian formalism is kept, which allows for
a correct evaluation of the posterior uncertainty on the parameters W.
The first limit of the approach introduced by [Kennedy and O’Hagan, 2001] concerns
the dimension of X, which controls the dimension of the set the GP is indexed by. The
higher the dimension, the sparser the observations, and the larger the number of hyper-
parameters that need to be identified. In this thesis, the computational model works with
functional excitation inputs corresponding to the track-geometry irregularities. Their dis-
cretized form has a dimension of several thousands. The work of [Perrin et al., 2013] has
shown that they are characterized by a rich statistical content. Consequently, dimension-
reduction techniques such as truncated Karhunen-Loeve expansion still require hundreds
of coefficients to provide a good approximation. The functional nature of the input of
computational model tremendously increases the dimension of the GP surrogate model,
which thus makes the representation given in Eq. (2.29) impossible to build. An alterna-
tive is the construction of a surrogate model of the computational model that takes only
parameter w as argument, but that is specific to one realization of the input excitation.
This solution implies that one surrogate model Hi(.) is build for each input measurement
xmesi . For 1 ≤ i ≤ ν, Hi(.) then represents the mapping h(xmesi ; .). The increased number
of surrogate models however counters the computational efficiency they are supposed to
provide.
The second limit concerns the functional nature of the system output response Y .
Indeed, computational models often output quantities depending on time, space or fre-
quency. In the problem treated in this thesis, we study the train dynamical response as
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a function of the frequency ω. In [Kennedy and O’Hagan, 2001], the authors circumvent
this difficulty by augmenting the input variable x with the variables on which the output
response depends. It means considering the model
Y = h(ω; X; W) + ε . (2.32)
Formally, this approach does not significantly complexify the overall method. It requires
building a surrogate model H indexed by a set of slightly higher dimension. The dimen-
sion increase is equal to the dimension of ω, one in our case. In the paper, the authors
present a geotechnique example with a dependance on a 2-D space variable. However,
this augmentation approach may raise a significant issue regarding the number of observa-
tions used for the construction of the surrogate model. Indeed, the computational model
generally provides a discretized response in m sampling points of ω. If ω becomes an
argument of the GP surrogate model, then the number of observations used for its con-
struction is multiplied by m. For fixed values of x and w, the value of Y provided by the
computational model at each sampling point of ω is considered as a single observation.
Dealing with hundreds of thousands of observations is a major difficulty since the co-
variance matrix of observations has to be manipulated. Moreover, numerous observations
that would be too close to each other may result in an ill-conditionning of the covari-
ance matrix. An adaptation for functional outputs is proposed in [Perrin, 2018], which
consists in identifying the statistical dependence structure of Y for different values of ω
independently from the surrogate model covariance depending on x and w. They are then
combined thanks to the Kronecker product.
2.3.2 Deterministic calibration with a functional output
For the calibration of a computational model with functional outputs, for which one
evaluation is expensive, another approach is proposed in [Ranjan et al., 2016] and
[Pratola et al., 2013]. In both papers, the calibration is solved as an optimization prob-
lem. Optimal parameters are obtained by minimizing a cost function ∆ : CW → R
depending on the parameters and representing the distance between the measurements
and the modeled output. To cope with the fact that one evaluation with the computational
model is expensive, the authors rely in both cases on the optimization algorithm EGO
[Jones et al., 1998] briefly presented in 2.2.3. This algorithm relies on a representation of
function ∆ by a GP surrogate model. The use of GP surrogate models is made possible
by the scalarization of the problem through the construction of function ∆.
In [Ranjan et al., 2016], cost function ∆ is defined as the logarithm of the L2-norm of
the difference between the measurement and the modeled output. In [Pratola et al., 2013],
the approach is based on the framework provided by [Kennedy and O’Hagan, 2001].
They also work on the difference between the measurement and the modeled output. Two
stochastic models for this difference are defined: a simple model, equivalent to a centered
Gaussian white noise, and colored Gaussian model with a non-zero mean function and a
given time correlation. The basic assumption is that when the parameters are set to their
”real” values, the distance between the measurements and the modeled output should
fit equivalently on both models. When the parameters differ from their ”real” values,
the distance should fit better on the colored model. Function ∆ is then defined from the
likelihood ratio of the white and colored models.
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Although both methods achieve interesting results, they cannot be considered as
Bayesian approaches. They identify optimal parameters values that provide the best
fit between the experimental data and the model, according to the chosen distance.
However, they do not take into account the uncertainties in the computational model
and their propagation in the calibration procedure. In [Pratola et al., 2013], the authors
propose to estimate the distribution of the position of the minimum of the GP surrogate
model. They achieve that by drawing and minimizing trajectories of the GP surrogate
model. From this distribution, they deduce confidence intervals around the calibrated
parameters values. This analysis allows for evaluating the uncertainty on the calibrated
parameters stemming from the approximation by a surrogate model, but still ignores the
other sources of uncertainty, such as model uncertainties or measurement errors.
2.4 Novel method of Bayesian calibration with GP surro-
gate model of the likelihood function
The objective of this thesis is the development of a Bayesian calibration method for which
one evaluation of the computational model is expensive, in presence of a functional out-
put. As shown in [Ranjan et al., 2016] and [Pratola et al., 2013], scalarization combined
with GP surrogate modeling is an efficient solution. In the Bayesian formalism (presented
in Section 2.1), a natural scalarization is provided by the likelihood function. Hence, we
perform the calibration relying on a GP surrogate model of the likelihood function. The
objective is to remain in the Bayesian framework while taking advantage of GP surrogate
modeling. This approach raises various questions that will be addressed in this section:
• how should a GP model of the likelihood function be built?
• how to exploit this random surrogate model for calibration?
• how to take into account the uncertainty induced by the use of a surrogate model
for the estimation of the posterior probability distribution of the parameters?
The idea of building a surrogate model of the likelihood function is not new. For instance,
[Orlande et al., 2008] proposes an interpolation of the likelihood function using radial
basis functions, while [Dietzel and Reichert, 2014] also relies on GP surrogate modeling.
However, the main consequence of these approaches, the introduction of a new type of
uncertainty, the surrogate-model uncertainty, is never taken into account.
In addition, it should be noted that we focus on the likelihood function itself rather
than on the productL×ppriorW of the likelihood function by the prior PDF of the parameters.
The reason is simply because we consider a prior PDF ppriorW uniform on CW: ppriorW ∝ 1
on CW. It may then be removed from the fundamental equation Eq. (2.8). If the prior
PDF was different, the method detailed in the following section could be used by simply
replacing the likelihood function L by the product L × ppriorW , as long as the value of the
prior PDF can be computed anywhere in admissible set CW.
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2.4.1 GP surrogate modeling of the likelihood function
As explained before, we choose to work with the log-likelihood function L instead of the
likelihood function L. The first reason is the dimensionality issue that makes the likeli-
hood function take values very close to zero. It also circumvents the fact that the like-
lihood function has to respect positivity. In addition, the variations of the log-likelihood
function tend to be slower (especially when the likelihood function corresponds to a very
peaked density, as it is the case here), which make this function easier to represent by a
GP surrogate model.
We choose the Mate´rn-5
2
function for the covariance shape, because it provides smooth
results. A smooth surrogate model makes the calibration easier, especially if MCMC is
used. For the same reason, we introduce a nugget effect, even though the observations of
the log-likelihood function are a priori not noisy. Justifications for this choice are detailed
in Section 2.2.2.
The GP surrogate model of log-likelihood L(.) is denoted as L(.; Θ). Random vari-
able Θ need not to be explicitly defined but is introduced to indicate the randomness of the
surrogate model. A realization θ of Θ yields the realization L(.; θ) of stochastic process
L(.; Θ), which is a trajectory of the GP surrogate model. At any point w in CW, the Krig-
ing predictor is denoted as the mathematical expectation EΘ{L(w; Θ)} and constitutes
the best approximation of L(w) in a mean-square sense. The variance VarΘ{L(w; Θ)}
quantifies the approximation error of the Kriging predictor. It should be noted that L(.; Θ)
corresponds to the stochastic process Ŷ (.) introduced in Section 2.2.1.
2.4.2 Calibration strategies
The GP surrogate model of the log-likelihood function may be used in various differ-
ent ways to perform the calibration. First, it can simply be maximized, using EGO
[Jones et al., 1998] if the observations are considered exact, KGCP [Scott et al., 2011]
if a nugget effect is added. This approach would provide the most probable parameters
values. The likelihood is equivalent to a distance between the measurements and the mod-
eled output. This approach is thus equivalent to [Ranjan et al., 2016, Pratola et al., 2013]
and suffers the same lack: it does not follow the Bayesian formalism and only provides
optimal parameters instead of a complete posterior PDF. To remain in the Bayesian frame-
work, the posterior PDF must be estimated via MCMC.
MCMC must be applied on a deterministic likelihood function. The GP surrogate
model being random, it cannot be used directly as such. To perform the posterior PDF
estimation with MCMC, the most straightforward solution is to use the Kriging predictor
EΘ{L(.; Θ)} instead of L. In the rest of this manuscript, we refer to this approach as the
KP (for ”Kriging predictor”) method. Once the GP surrogate model is built, this solution
is easy to implement. It can provide useful results, especially if only the mean value
of the model parameters are needed. However, this solution does completely ignore the
surrogate model uncertainty, which represents the approximation error intrinsic in such
modeling. The uncertainty on the calibrated parameters would only stem from the system
uncertainties represented by random vector B.
In the following section, we propose a method that takes into account the uncertainty
of the GP surrogate model in order to estimate more correctly the calibration error. In the
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rest of this manuscript, we refer to this new approach as the MCT (for ”Monte Carlo on
the trajectories”) method.
2.4.3 Novel MCT method: Monte Carlo on the trajectories of the GP
surrogate model
If the deterministic log-likelihood function L(.) is replaced by the random surrogate
model L(.; Θ), the corresponding posterior PDF becomes random as well. The random
posterior PDF corresponding to L(.; Θ) can be expressed using the conditioning by Θ as
w 7→ pW |X,Y,Θ(w | xmes, ymes,Θ) . (2.33)
For simplicity, we only present the case of a single measurement (xmes, ymes). The expla-
nations are completely equivalent in the case of multiple measurements.
The quantity we are looking for remains unchanged: the conditional PDF of parame-
ters W knowing (X,Y). The rule of conditional probabilities states that it is equal to the
expectation with respect to Θ of the previous PDF:
ppostW (w) = pW |X,Y(w | xmes, ymes) (2.34)
= EΘ
{
pW |X,Y,Θ(w | xmes, ymes,Θ)
}
(2.35)
≈ 1
N
N∑
j=1
pW |X,Y,Θ(w | xmes, ymes, θj) , (2.36)
where {θj}1≤j≤N correspond to N independent realizations of Θ, and so {L(.; θj)}1≤j≤N
correspond to N independent trajectories of the GP surrogate model. The estimation of
theN PDF pW |X,Y,Θ(w | xmes, ymes, θj) in the right-hand side of Eq. (2.36) requires the use
of the MCMC method. In practice, for each j, MCMC provides samples in CW, distributed
following pW |X,Y,Θ(w | xmes, ymes, θj). If, for all j, these samples have the same number
of points, their simple concatenation is distributed following ppostW .
To apply MCMC on a given trajectory L(.; θj) of the log-likelihood surrogate model,
it is necessary to be able to compute this trajectory value anywhere in CW. Indeed, MCMC
randomly picks new candidate points in CW and computes the likelihood function value in
these points to build the resulting samples (see Section 2.5). The trajectory computation
is performed using the method developed in Section 2.2.4. We denote as L˜(.; θj) the
approximate of trajectory L(.; θj) using this method. Another approach could consist
in iteratively conditioning the Gaussian process by the previously drawn samples at the
previous steps of the MCMC. However, it implies the manipulation of a full covariance
matrix whose size would increase at each step. Moreover, this covariance matrix is bound
to become ill-conditioned because of the concentration of points in the vicinity of the
maximum of the trajectory. This approach has been tested and has been judged too time
consuming.
Section 2.2.4 develops a goal-oriented approximating method for trajectories of a GP
surrogate model focused on a specific subset of the admissible set CW, denoted as X ∗
in Section 2.2.4. The approximation method is designed to be accurate in X ∗ but not
elsewhere. Subset X ∗ should then be chosen with care. In the present case, we define X ∗
as the region of CW where ”the relative value of the likelihood function is high”. In the
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region of low relative likelihood, no samples will be drawn, an accurate representation of
the trajectories is then useless. We define X ∗ as the set where the surrogate model has a
probability higher than a tolerance ρ ∈]0, 1[ to be greater than where its mean function is
maximum:
X ∗ = {w ∈ CW |Proba {L(w; Θ) > L(wmax; Θ)} ≥ ρ} (2.37)
with wmax = arg max
w∈CW
EΘ{L(w; Θ)}. For any w fixed in CW, let Λ(w) be the Gaussian
random vector
Λ(w) =
[
L(w; Θ)
L(wmax; Θ)
]
. (2.38)
It is a Gaussian vector because the process L(.; Θ) is Gaussian. From the construction of
the surrogate model, one can directly compute the mean vector mΛ(w) and the covariance
matrix [CΛ(w)] of vectorΛ(w) for any w in CW. The definition of set X ∗ can be rewritten
X ∗ =
{
w ∈ CW |FN
(
atmΛ(w)√
at[CΛ(w)]a
)
≥ ρ
}
, (2.39)
where a = [1 ,−1]t and FN : R → [0, 1] is the cumulative distribution function of the
normal density
FN : x 7→ 1√
2pi
∫ x
−∞
exp
(
−u
2
2
)
du . (2.40)
2.5 Posterior probability density function estimation
with MCMC
This section presents the Markov Chain Monte Carlo (MCMC) class of algorithms, see
for instance [Givens and Hoeting, 2013]. MCMC is used at the end of the calibration
procedure in order to estimate the posterior probability density function (PDF) of W.
We present the TMCMC algorithm that has been used in this thesis and the classical
Metropolis-Hastings algorithm on which TMCMC is based.
The purpose of MCMC is to generate independent realizations of a random variable
W, defined by its given PDF pi. The principle is to simulate a Markov process that admits
the probability distribution pi(w)dw as its invariant probability distribution. PDF pi is
assumed to be known up to a normalizing constant. MCMC is generally used when
random variable W cannot be defined as a function of a random variable for which a
generator is known. From the drawn realizations of W, statistics of pi can be estimated.
2.5.1 The classical Metropolis-Hastings algorithm
The algorithm presented in this section was proposed in [Hastings, 1970]. We sum up
the main features of the algorithm in the continuous case. The different possible values of
random variable W are considered as possible states of the Markov process. The transition
probability density between state v and state w is written
p(v,w) = q(v,w)α(v,w) (2.41)
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where q is the proposal distribution and α is defined as:
α(v,w) =
{
1 if pi(w)
pi(v) ≥ 1 ,
pi(w)
pi(v) otherwise.
(2.42)
At each step i, a proposal state v∗ is first randomly drawn using density
w 7→ q(vi−1,w) centered on the previous state vi−1 of the Markov process. Func-
tion q depends only on the distance ‖v−w‖ so that q(v,w) = q(w, v). A classical choice
for q is the Gaussian density, which yields a proposal that can be written as
v∗ = vi−1 + σN , (2.43)
where σ ∈ R+∗ and N is a centered Gaussian random vector. Number σ controls the step
size, the average distance between two subsequent states of the chain. Depending on the
density ratio r = pi(v
∗)
pi(vi−1)
the proposal v∗ is then kept or rejected. If r ≥ 1, the proposal is
kept as the new state vi of the Markov process. Otherwise, it has a probability 1− r to be
rejected, in which case, state vi is set equal to the previous state vi−1.
The Metropolis-Hastings algorithm can be summed up as follows:
Choose starting point v0
for i = 1 : n do
Draw a proposal v∗ as a realization of vi−1 + σN
Compute r = pi(v
∗)
pi(vi−1)
if r ≥ 1 then
Set vi = v∗
else
Draw u from a uniform distribution on [0, 1]
if u ≤ r then
Set vi = v∗
else
Set vi = vi−1
end if
end if
end for
Return {vi}0≤i≤n
Set {vi}0≤i≤n is asymptotically distributed according to target PDF pi. To allow for
better exploring the support of pi, several chains are often run in parallel using different
starting points. We tested this approach, but ended up with a strong dependency between
the final samples and the chosen distribution of the starting points of the parallel chains.
2.5.2 A specific algorithm: TMCMC
The Transitional MCMC (TMCMC) algorithm [Ching and Chen, 2007] is a MCMC al-
gorithm derived from the Metropolis-Hastings algorithm. The principle is to start from
samples distributed according to the prior PDF, and making this set of points gradually
evolve toward samples distributed according to the posterior PDF. This algorithm has been
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developed to sample from multimodal or very peaked distribution, which is often chal-
lenging using the classical Metropolis-Hastings algorithm. In this Section, we adopted
the same notations as in Section 2.1.
The algorithm works in m steps by drawing m successive sets of samples
{wj,k}1≤k≤Ns , with index j denoting the step number. Integer Ns is the target num-
ber of samples, set by the user. For 1 ≤ j ≤ m, samples {wj,k}k are distributed according
to PDF pj defined for w ∈ CW by
pj(w) ∝ L(w)qj ppriorW (w) (2.44)
where 0 = q0 < q1 < · · · < qm−1 < qm = 1. One can immediately notice that p0 = ppriorW
and pm = p
post
W . Exponent qj is determined as
qj = arg min
q∈]qj−1,1]
|CVj−1(q)− 1| (2.45)
where CVj−1(q) is the coefficient of variation (equal to the standard deviation divided
by the mean value) of set {L(wj−1,k)q−qj−1}1≤k≤Ns . With this choice of qj , the idea is to
control the dispersion of the updated likelihood values at the point of the current set of
samples. The exponents qj are determined iteratively, which means that the number m of
steps in the algorithm is unknown at the beginning.
At the beginning of each step j, 1 ≤ j ≤ m, each point wj−1,k of the previous set of
samples, distributed according to pj−1, is affected a normalized weighting coefficient
α¯j,k =
αj,k∑Ns
`=1 αj,`
(2.46)
where αj,k = L(wj−1,k)qj−qj−1 , 1 ≤ k ≤ Ns. The next Ns samples are drawn from
{wj−1,k}k according to the probability distribution defined by these normalized weight-
ing coefficients. These new samples are then distributed according to pj . In order to
avoid the repetition of identical samples, MCMC steps are applied to disturb the samples
while keeping the same distribution. The Metropolis-Hastings algorithm is used, with a
Gaussian density for the proposal distribution. Its covariance matrix is estimated from the
samples {wj−1,k}k as
[Σj] = β
2
Ns∑
k=1
α¯j,k(wj−1,k −mj)(wj−1,k −mj)t (2.47)
where mj =
∑Ns
k=1 α¯j,kwj−1,k. The factor β is introduced to control the step size. In
[Betz et al., 2016], some improvements are proposed in the algorithm. Among those is
the adaptation of coefficient β, depending on the rejection rate of the MCMC phase, in
order to control this rejection rate.
The algorithm can be summed up as follows:
35
Set j = 1
Draw samples {w0,k}1≤k≤Ns distributed according to ppriorW
while qj−1 < 1 do
Determine exponent qj from Eq. (2.45)
for k = 1 : Ns do
Compute α¯j,k from Eq. (2.46)
end for
Compute the covariance matrix [Σj] from Eq. (2.47)
Initialize {wck}1≤k≤Ns such that ∀k, wck = wj−1,k
for k = 1 : Ns do
Draw index ` ∈ {1 . . . Ns} with a probability α¯j,`
Draw proposal w∗ from a normal distribution N (wc`; [Σj])
Draw r from a uniform distribution on [0, 1];
if r ≤ pj(w∗)
pj(wc`)
then
wc` = w∗
end if
Set wj,k = wc`
end for
Set j = j + 1
end while
2.6 Summary of the MCT calibration method
The complete calibration method we proposed articulates several techniques. For clarity,
we present a short summary of the method in this last section, together with the diagram
in Figure 2.4. The MCT method may be divided into the following steps:
1. Define the training set {wobs,k}k, space filling in the admissible set CW of the pa-
rameters to be identified;
2. For each parameters values of the training set, run the computational model on
the available measurements of the input excitation {xmes,i}i, that is to say run
h(xmes,i; wobs,k) for all i and k;
3. Using the chosen model for error B and the available measurements of the output
response {ymes,i}i, compute the log-likelihood function values on the training set
according to Eq. (2.16);
4. From the observations
{
(wobs,k, L(wobs,k))
}
k
, build the GP surrogate model L(.; Θ)
of the log-likelihood function, as detailed in Appendix A. If necessary, perform a
refinement step as described in Section 2.2.3;
5. Draw the conditioning set X c in the vicinity of the maximum of the mean value of
the GP surrogate model, using TMCMC with the indicator function on the subset
X ∗, deduced from the definition of the latter given by Eq. (2.39);
6. Draw trajectories of the GP surrogate model on X c and build the approximates
L˜(.; θj) of these trajectories by further conditioning the GP surrogate model, as
explained in Section 2.2.4;
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Log-likelihood:
compute L(wobs,k)
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Figure 2.4: Diagram of the MCT method
7. Run the TMCMC algorithm (described in Section 2.5.2) using those trajectory ap-
proximates, aggregate the resulting samples, and estimate the posterior PDF ppostW
from the final samples.
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Chapter 3
Parameter identification for high-speed
train suspensions from in-line
acceleration measurements
This chapter presents the industrial problem that motivated the development of the novel
Bayesian calibration method, and the results provided by the application of this method.
Section 3.3 describes the studied train, focusing on the suspension elements of interest,
how they are modeled and how the model is parameterized. Section 3.4 presents the
computational model and describes the input and output quantities of interest. Section
3.5 details the identification procedure for the output-predictive error, whose purpose is to
represent the various uncertainties of the system, essential to perform a robust monitoring.
The last two sections deal with the application of the monitoring method and present the
results. The methods, choices, and results are discussed throughout these sections. Con-
sequently, no particular section will be devoted to the discussion. Section 3.6 focuses on
the validation of the monitoring method thanks to numerical experiments, while Section
3.7 presents its exploitation on real measurements.
3.1 Setting the problem
A rolling train constitutes a nonlinear dynamical system. It oscillates under the excitation
of the track-geometry irregularities. Acceleration signals measured at different points in
the train are the observable quantities of the system, and constitute the train dynamical
response. The system depends on a large variety of parameters. Among them, we fo-
cus on the parameters that describe the mechanical characteristics of certain suspension
elements. Our objective is to determine the functional health state of these suspension
elements. We thus consider these mechanical parameters as variables describing the sus-
pension health state.
The train dynamical response is influenced by the suspension parameters. Recipro-
cally, the latter can be identified in inverse from measurements of the train dynamical
response. To solve this parameter identification problem, we rely on a computational
model able to simulate the behavior of a rolling train on a given track geometry. The
computational model allows for including the track-irregularities measurements in the
analysis, and has the great advantage to explicitly model all suspension elements. To sum
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Figure 3.1: Diagram of the train-dynamics system
up, the objective is to identify the suspension mechanical parameters of the computational
model that simulates the train dynamics from joint measurements of the track-geometry
irregularities and of the train dynamical response (see Figure 3.1). To this end, we adopt
the Bayesian calibration approach presented in Chapter 2 and we have implemented the
MCT method described in Section 2.4.
The available data to perform the parameter identification are:
• numerous measurements of the train dynamical response, on several track stretches,
at different dates.
• the corresponding measurements of the track-geometry irregularities.
• a complete multibody-dynamics model of the train.
• the engineering design of the train suspension elements and their mechanical char-
acteristics.
The track curvature has a strong impact on both the train dynamical behavior and the
track-geometry irregularities. Consequently, the track has been divided into several
stretches depending on the curvature in order to gather more statistically coherent
datasets. The different types of track stretches are: straight lines, full curves, curve
entrances, and curve exits.
3.2 Definition of the train-dynamics system
The railway system consists of a train in interaction with a ballasted track through the
rails. A railway ballasted track is a complex mechanical structure: the rails, the sleepers,
the ballast, the various layers of substructures, and the ground on which it is seated. It
may be described and modeled in different ways and on different scales depending on the
studied phenomenon.
The propagation of vibrations induced by railway traffic in the track and the sur-
rounding environment is a widely studied mechanical problem [Degrande et al., 2006,
Clouteau et al., 2001a, Kuo et al., 2016, Galvı´n et al., 2018]. The latter requires a fine de-
scription of the track to account for the propagation medium from the source (the wheel-
rail contact forces) to the structures of interest affected by the vibrations (surrounding
39
buildings or the track itself, for instance). All the components of the track are subject
to variability. The use of stochastic models and adapted methods allow for performing
uncertainty quantification. The uncertainties may be considered at every level: the rail
unevenness [Lombaert et al., 2014], the ballast [de Abreu Correˆa et al., 2017], the ground
[Clouteau et al., 2001b, Ta et al., 2010], etc.
In this thesis, we are focusing on train dynamics. A full modeling of the various
components of the track is not used. In the train-dynamics model, the excitation at the
wheels level is driven by:
• the track design.
• the track stiffness that accounts for the deflection of the different track components
under the train static and dynamical loadings.
• the track-geometry irregularities, measured simultaneously with the train dynamical
response, under loading (for more details, see Section 3.4.2).
The train-dynamics model consists of:
• the rail and wheel profiles.
• the wheel-rail coefficient of friction driving the wheel-rail contact force.
• the multibody-dynamics modeling, including the suspension elements (for more
details, see Section 3.4).
3.3 Description of the train and of the suspensions of in-
terest
This study focuses on the TGV Re´seau, a french one-floor high-speed train. This type
of train consists of eight passenger cars and two motor cars, one at each end. Two car
junctions are studied: the first between the two first passenger cars, the second between
the two last passenger cars. Depending on the orientation of the train, a given equipped
junction may be located at the head or the rear of the train. To perform the calibration,
for a given junction, we always consider measurements of the train dynamical response in
both situations. Indeed, the dynamical behavior of the train significantly varies between
the head and the rear. The most obvious illustration is the yaw oscillations that have a
greater amplitude at the rear of the train. Certain suspension elements (typically the yaw
dampers) may then undergo different solicitations depending on the orientation of the
train. Considering both locations provides complementary data about a given junction.
For each junction, one sensor is located on a carbody, and one on the bogie. They
measure both vertical and lateral accelerations. Since the sensors locations do not coincide
with the centers of mass, the measured accelerations correspond to combinations of the
different body motions. In addition to these eight acceleration signals, the location of the
train along the track as well as its speed are recorded.
The train is equipped with many types of suspension elements, and often several ele-
ments of the same type. They can be divided into three groups according to their location:
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Figure 3.2: TGV bogie with the suspension elements of interest: (a) vertical primary
damper, (b) elastomeric stiffness, (c) yaw damper, (d) airspring
• the primary suspension gathering the elements linking the wheelsets to the bogie
frame.
• the secondary suspension gathering the elements linking the bogie frame to the
carbody.
• the inter-carbody suspension gathering the elements linking one carboby to another.
For this study, the suspension elements of interest are (see Figure 3.2):
• the axial joints integrated in the trailing arms, part of the primary suspension.
• the airsprings, part of the secondary suspension.
• the vertical primary dampers;
• the yaw dampers, part of the secondary suspension.
• the upper inter-carbody dampers.
More details about the behavior and models for these elements are provided in the fol-
lowing sections. This selection has been determined based on the needs expressed by
the maintenance workshops: we focused on the elements involved in the train safety, re-
quiring frequent inspection or inducing high maintenance costs. Moreover, we ruled out
the elements whose influence on the accelerations measured by the sensors is too small
(based on simulation results). It should be noted that other sensors configurations may be
more sensitive to the degradation of these elements.
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The mechanical characteristics of these elements are defined according to various pa-
rameters. The mechanical parameters are used to described the health state, considered
here as equivalent to the functional state of the suspension elements. From the initial sen-
sitivity analysis, we have figured out that with the given sensors configuration, we have
not been able to locate a fault on a specific element among the other elements of the same
type in the same suspension. For each junction, in order to minimize the dimension of
the parameterization, it has been assumed that the set of parameters describing one type
of suspension element remains the same for all the elements of this type (in the consid-
ered junction). The admissible set for each parameter is defined from the specifications
detailed in the vehicle engineering design, as an interval centered around the nominal
value. Since the objective is monitoring possible degradations of suspension elements,
the interval width is set to stretched specification margins.
3.3.1 Axial joints
On the studied bogie, the motion of the wheelset with respect to the bogie frame is con-
strained by trailing arms. The connection between these arms and the bogie frame is
ensured by an axial joint that is related to the vertical motion of the wheelset and con-
tains an elastomeric stiffness. This stiffness works in torsion. It comes in addition to the
primary vertical coil spring (which is not considered in the parameter identification).
The axial joint is modeled by a 1-D viscoelastic without memory rheological compo-
nent (similar to a Zener model) consisting of a spring in parallel with a branch made of
a damper and a spring in series, as represented in Figure 3.3. This model allows for rep-
resenting, in a simplified way, the softening of the material at low frequencies. Stiffness
K0 is considered as the parameter to be identified, while stiffness K1 and damping C1
are determined as functions of K0 [DeltaRail, 2012]. Experience shows that 2C1 is equal
to at least 5% of critical damping with a parallel stiffness of 2K0 (this corresponds to a
wheelset of mass M , linked to two axial joints in parallel), and that K1 is approximately
equal to 2K0.
For a translation motion, C1 is written as
C1 =
0.05× 2√2K0M
2
. (3.1)
If we now consider a rotational stiffness, with a trailing arm of length `, the previous
equation becomes
C1 =
0.05× 2`√2K0M
2
. (3.2)
with K0 in N×m/rad and C1 in N×m×s/rad.
3.3.2 Airsprings
Airsprings are nowadays a very common secondary suspension type for passenger trains.
Their ability to filter vibrations plays an important role in the ride comfort. Basically,
an airspring consists of an elastomeric membrane under pressure supporting the vertical
load of the carbody, linked by a surge pipe to a reservoir. They are mainly involved in the
vertical motion (and consequently in the roll and pitch motions) of the carbody through
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Figure 3.4: Example of nonlinear damper characteristic
pneumatic effect. They also affect the lateral motion of the carbody through the shear
strain of the elastomeric membranes.
Various rheological models of airsprings can be found in the literature (see for instance
[Kraft, 2012]). They usually require tuning numerous parameters in order to reproduce
the complete behavior of this type of suspension. We have chosen to rely on a much
simpler model that represents the airspring as constant stiffnesses and dampers in parallel
for the six degrees of freedom between the carbody and the bogie. Only the vertical
damping coefficient and stiffness are considered for the parameter identification, all the
others being fixed.
3.3.3 Dampers
Train-suspension systems are equipped with numerous dampers. In this study, we focus
on the vertical primary dampers, the yaw dampers, and the upper inter-carbody dampers.
For railway systems, dampers usually have a nonlinear mechanical behavior, with a damp-
ing rate decreasing with velocity. Figure 3.4 provides an example of a damper nonlinear
characteristic. The latter is often approximated by a bilinear curve. In order to limit the
number of parameters to identify, the parameter for each type of damper is defined as a
multiplicative factor applied to the given nominal nonlinear characteristics.
The vertical primary dampers are designed to damp the pump, pitch, and roll motion
of the bogie frame with respect to the wheelsets. The yaw dampers are designed to damp
the yaw motion of the bogie. The yaw instability can be a cause of derailment, the yaw
dampers thus have a safety function. The inter-carbody dampers, despite being oriented
longitudinally, mostly damp the pitch and yaw motions between carbodies.
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3.4 Multi-body simulation for train dynamics
This section briefly introduces the computational model on which the proposed suspen-
sion monitoring solution is based: the multibody-dynamics simulation software VAM-
PIRE R©. One should note that this computational model is used as a black-box, meaning
that we do not have access to the system mechanical equations. The following sections
present the principle of multibody modeling, the computational model input (the track-
geometry irregularities) and output (the train dynamical response).
In general, in the figures given in this section as illustrations for various physical
quantities involved in the analysis, no axes scales are indicated for confidentiality reasons.
3.4.1 Description of the train multibody model
A multibody model consists of rigid bodies linked together by mechanical joints. In
the case of the train model, the rigid bodies represent the wheelsets, the bogies, and
the carbodies, while the mechanical joints represent the various suspension elements.
The flexible modes of the rigid bodies are not taken into account. For train-dynamics
simulation, a wheel-rail contact law must also be provided. It is used to determine the
force applied to a wheelset as a function of its displacement and velocity. This nonlinear
contact law depends on the wheel and rail profiles. In this thesis, the Kalker model of
rolling contact [Kalker, 1990] is adopted. More details for the construction of a TGV
multibody model with VAMPIRE R©can be found in [Kraft, 2012].
Such multibody model contains numerous parameters : body masses and inertia, me-
chanical properties of the joints, relative positions of the bodies and the joints, contact
parameters, etc. For the suspension-monitoring application, we focus on a small number
q of parameters associated with the suspension elements of interest listed in Section 3.3.
Following the model introduced in Section 2.1, they are gathered in the random vector W,
with values in the admissible set CW, subset of Rq. The admissible set CW simply consists
of the set product of the parameters admissible intervals.
3.4.2 Description of the input: the track-geometry irregularities
The track-geometry irregularities consist of the small-scale displacements of the rails with
respect to the track design. They are of four types: lateral, vertical, gauge and cross-level
irregularities. For a track stretch of length S, they can be denoted as {x(s) ∈ R4 , s ∈
[0 , S]}, argument s representing the curvilinear abscissa following the track design. An
illustration of the four irregularities is provided in figure 3.5. Combined with the track
design and the train speed, they are used to compute the time-varying displacement con-
dition imposed at the wheel-rail interface for each wheelset.
It has been shown in [Perrin et al., 2013], and reused for other measurements in
[Panunzio et al., 2017], that the track-geometry irregularities can be modeled as a
nonstationary R4-valued random field {X(s), s ∈ [0 , S]} indexed by distance interval
[0 , S]. Though the irregularities are represented by random field X, the calibration
procedure presented here need not use the model developed in [Perrin et al., 2013],
because the irregularities are directly measured. The available measurements on various
track stretches are considered as realizations of random field X.
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Figure 3.5: Track irregularities example. From bottom to top: lateral, gauge, vertical,
cross-level irregularities.
For the track-geometry irregularities, the measurement method used by SNCF shows
a very good reproducibility. Consequently, the measurement noise affecting these irregu-
larities is considered negligible compared to the other sources of uncertainty.
3.4.3 Description of the output: the train dynamical response
The train dynamical response consists of n = 4 acceleration signals in two specific points
in the train, along the vertical and lateral axes (in the axis system attached to the train).
These points correspond to the locations of the embedded sensors, on the carbody and the
bogie at a given carbody junction.
The simulation is performed step by step in the time domain. The output time signals
are transformed into the frequency domain. More precisely, in order to avoid systematic
phase-shift between the measured and the simulated signals, the studied quantity is the
amplitude of the accelerations in the frequency domain. This amplitude is taken in dB to
characterize the resonances as well as the antiresonances of the system.
For 1 ≤ k ≤ n, {ak(t) , t ∈ [0 , T ]} denotes the kth-acceleration signal in the time
domain for a duration T . Let Ω be the frequency band of interest. the corresponding
response in the frequency domain, {âk(ω) , ω ∈ Ω}, is defined by
âk(ω) = 10 log10
∣∣∣∣∫ T
0
1√
T
ak(t)e
−iωtdt
∣∣∣∣ . (3.3)
Figures 3.6 and 3.7 present an illustration of the four acceleration signals in the time
domain. Since the spectral content of the accelerations in the carbody and in the bogie
are significantly different, the signals are not represented on the same scales. Figure 3.8
presents the statistical characteristics of the carbody lateral acceleration in the frequency
domain. The mean function and quantiles have been estimated from measurements per-
formed on multiple track stretches, each one considered as an independent realization of
the stochastic train dynamical response.
Using the relationship between the curvilinear abscissa s and time t (depending on the
train speed), the train-dynamics computational model is represented by the deterministic
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Figure 3.6: Vertical (top curve) and lateral (bottom curve) accelerations in a carbody, in
the time domain.
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Figure 3.7: Vertical (top curve) and lateral (bottom curve) accelerations in a bogie, in the
time domain.
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Figure 3.8: For several stretches, statistical representation of the experimental lateral ac-
celeration in a carbody in the frequency domain. The solid line represents the mean
function, while the filled area is bounded by the 5% and 95% quantiles.
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mapping
ĥ : ({x(s) , s ∈ [0 , S]}; w) 7→ {â(ω) , ω ∈ Ω} . (3.4)
It associates the response â(ω) = ĥ(ω; x,w) in the frequency domain with the irregularity
signal x and the vector w of suspension mechanical parameters.
As detailed in Section 2.1.1, the various uncertainties of the system must be taken
into account to perform a robust parameter identification. Because we rely on a black-
box computational model, the model uncertainties and measurement errors are globally
taken into account thanks to the random output-predictive error B. The latter must be
identified using the available information provided by the simultaneous measurements of
{x(s) , s ∈ [0 , S]} and {â(ω) , ω ∈ Ω}. The adopted identification procedure is detailed
in Section 3.5. Output-predictive error B is added to the simulation output in order to
obtain the stochastic model of train dynamical response, denoted as {Y(ω), ω ∈ Ω}:
Y = ĥ(.; X,W) + B . (3.5)
This model is a Rn-valued stochastic process indexed by frequency band Ω. Each com-
ponent corresponds to one of the four studied acceleration signals.
The definition given by Eq. (3.5) includes the random representation of the track ir-
regularities and the suspension parameters. However, in practice, the latter must always
be fixed to deterministic values x and w to run the computational model ĥ. Consequently,
once B has been identified, we only have access to
{Y |X = x,W = w} = ĥ(.; x,w) + B . (3.6)
3.5 Identification of the output-predictive error
The identification of the output-predictive error (OPE) is performed from a reference set
of measurements for which the model parameters are known. This approach relies on
the strong hypothesis that the OPE is independent from the train parameters, from the
track-geometry irregularities, and does not evolve on a long-time scale. Nevertheless, the
identification of the OPE is performed independently for the different locations of the
studied bogie (at the head or the rear of the train) and for each class of track stretches,
depending on the curvature types of the track design. The parameters values must be
known in order to identify an OPE that allows for parameters identification. The OPE
must not include the variability of the train response stemming from the uncertainty on
the parameters of interest. If it did, the addition of the OPE would erase the influence of
the parameters of interest and thus make the parameters identification impossible. In the
present case, the reference set corresponds to measurements performed immediately after
a major maintenance operation during which the suspension elements have been renewed.
For these measurements, their mechanical characteristics are assumed to be nominal.
In this section, we detail the construction of stochastic process B. This stochastic pro-
cess is defined as a Gaussian process that is then completely defined by its mean function
and its covariance function. The estimates of these two functions will be performed by
using a limited number of realizations. There is a difficulty related to the noninvertibility
of the covariance matrix of the discretized process B because the methodology presented
in Chapter 2 (see Eq. (2.16)) requires the explicitation of the Gaussian PDF of B.
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In this section, we consider that all stochastic processes are discretized, yielding
random vectors. The µ frequency sample points of frequency band Ω are denoted as
(ωi)1≤i≤µ. For any vector-valued stochastic process, the frequency sampling of its com-
ponents is concatenated to obtain a single column vector. For instance, the frequency
sampling of stochastic process {Y(ω), ω ∈ Ω} is the vector of dimension nµ
[Y1(ω1) . . . Y1(ωµ) . . . Yn(ω1) . . . Yn(ωµ)]
t. (3.7)
3.5.1 Available measurements defining the reference set
The reference set, denoted as U0, contains independent joint measurements of the track-
geometry irregularities and of the train dynamical response, denoted respectively xref,i
and yref,i, for 1 ≤ i ≤ ν0, performed on ν0 track stretches:
U0 = {(xref,i, yref,i)}1≤i≤ν0 . (3.8)
For 1 ≤ i ≤ ν0, let then bref,i be the difference between the measured train response and
the simulated one (with nominal parameters) on the ith track stretch:
bref,i = yref,i − h(xref,i,w0) , (3.9)
with w0 the nominal values of the train parameters W. The set {bref,i}1≤i≤ν0 is considered
as a set of independent realizations of output-predictive error B for which the stochastic
model is constructed in the next sections.
3.5.2 Stochastic model of B and its identification
The stochastic model of the output-predictive error B in constructed by using the Maxi-
mum Entropy principle of Information Theory under the constraints defined by the avail-
able information as follows. Stochastic process {B(ω) , ω ∈ Ω} is with values in Rn.
There is no additional information concerning the support of the probability distribution
of B, which is a priori all the set Rn (since the amplitude of the train dynamical response
is studied on a log-scale, it is not necessary that response Y respects positivity). As ex-
plained above, we now only consider the discretized version of B as a real-valued random
Gaussian vector of dimension nµ.
The rest of the available information consists of the empirical estimates of the mean
vector m̂ and of the covariance matrix [Ĉ] using the set of realizations {bref,i}1≤i≤ν0 ,
which are computed as
m̂ =
1
ν0
ν0∑
i=1
bref,i , (3.10)
[Ĉ] =
1
ν0 − 1[B¯][B¯]
t , (3.11)
where matrix [B¯] = [bref,1 − m̂ . . . bref,ν0 − m̂] gathers the centered realizations. We con-
sider the case for which the number ν0 of available realizations is less than the dimension
nµ of the realizations. As a consequence, matrix [Ĉ] is not invertible. Let r denote the
rank of [Ĉ] such that r ≤ ν0 < nµ.
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We first consider a partial definition of B as a second-order random vector, of dimen-
sion nµ, which admits m̂ as mean vector and [Ĉ] as covariance matrix (at this point, the
probability distribution of B is not defined yet). The spectral decomposition of [Ĉ] yields
[Ĉ] = [Φ][Λ][Φ]t , (3.12)
where [Φ] is a rectangular orthonormal matrix (such that [Φ]t[Φ] = [Ir]), of dimension
nµ × r, and contains, in columns, the r eigenvectors of [Ĉ] associated with the strictly
positive eigenvalues that constitute the diagonal of matrix [Λ].
The use of the Principal Component Analysis (PCA) allows random vector B to be
written as
B = m̂ + [Φ][Λ]
1
2ξ , (3.13)
where ξ is a second-order centered random vector, of dimension r, which admits the
identity matrix as covariance matrix.
From the Maximum Entropy principle of Information Theory, under the constraints
defined by the above available information about ξ, it can be deduced that ξ is a Gaussian
random vector (and consequently, not degenerated). Since any affine transformation of
a Gaussian vector is a Gaussian vector, from Eq. (3.13), it can be concluded that B is
Gaussian as well. However, because [Ĉ] is not invertible, Gaussian vector B does not
admit a probability density function.
Equation (3.13) shows that B − m̂ is with values in the vectorial subspace of Rnµ
spanned by the columns of [Φ]. For the calculation of the log-likelihood, as given by
Eq. (2.16), we thus choose to replace (this is a modeling) the PDF pB by the pseudo-PDF
p˜B defined as
p˜B :
Rnµ → R+∗
y 7→ pξ(ϕ(y)) , (3.14)
where
• pξ is the PDF of random vector ξ, so the canonical multivariate Gaussian density of
dimension r, written as
pξ :
Rr → R+∗
z 7→ (2pi)− r2 exp (−1
2
ztz
) . (3.15)
• ϕ is the projection on the vectorial subspace to which the values of B− m̂ belong,
defined as
ϕ :
Rnµ → Rr
y 7→ [Λ]− 12 [Φ]t(y− m̂) . (3.16)
Function p˜B is called a pseudo-PDF because it is not integrable on Rnµ with respect to
the Lebesgue measure dy in Rnµ. This pseudo-PDF has to be viewed as a formal writing
that means that for any realization yj of B, the corresponding realization of ξ is given by
zj = ϕ(yj) = [Λ]− 12 [Φ]t(yj − m̂) (see Eq. (3.16)). It should be noted that another model
has been studied consisting in introducing a regularization of covariance matrix [Ĉ] in
order to make it invertible. Such a model has not given satisfactory results.
For the numerical applications the construction of the vector basis [Φ] has been im-
proved using the methodology presented in [Perrin et al., 2014] and detailed in Appendix
B.
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3.6 Validation of the method on numerical experiments
Ideally, the validation of the KP and MCT methods proposed in Section 2.4 should be
performed from experimental results. The calibration method should be applied to real
measurements of the train response in order to obtain the parameters posterior PDF. In
parallel the mechanical characteristics of the suspension elements of the equipped train
should be experimentally measured for comparison. Because of its cost and logistical
complexity, such validation campaign could not be carried on.
We relied on numerical experiments to validate the proposed methods. The principle
of the validation is explained in Section 3.6.1. In Section 3.6.4, we analyze the results of
the application of the KP and MCT methods and compare the two methods. The EGO
algorithm mentioned in Section 2.3.2 has also been tested, as briefly described in Section
3.6.3. In addition, we give the main features on the the GP surrogate model of the log-
likelihood function on which all these methods are based in Section 3.6.2.
3.6.1 Numerical experiment principle
In the present case, a numerical experiment consists of simulated train responses that are
used as experimental data. They are generated using actual measurements of the track-
geometry irregularities on several track stretches and known degraded suspension param-
eters. Moreover, an independent realization of the output-predictive error B is added to the
response signal on each track stretch in order to generate a quantity as close as possible to
an actual measurement. The numerical experiments allows for validating the calibration
procedure: the procedure is applied on the virtual train response, the calibration results
can then be compared to the reference parameters used to generate the response. The
”reference” parameters injected in the computational model in the context of a numerical
experiment have nothing to do with the ”reference” date and set mentioned in Section 3.5,
used for the identification of the output-predictive error.
We suppose that a set of ν1 track irregularities measurements {xmes,i}1≤i≤ν1 is avail-
able. The validation procedure from a numerical experiment can then be summed up as
follows:
1. Choose vector w1 of reference parameters;
2. Run the simulation on the ν1 track stretches with w1;
3. Generate ν1 independent realizations {bi}1≤i≤ν1 of B from the model given by
Eq. (3.13);
4. Add these realizations to the simulated response to obtain realizations of the train
dynamical response
ynum,i = ĥ(.; xmes,i,w1) + bi , 1 ≤ i ≤ ν1 ; (3.17)
5. Perform the calibration using input data
{(xmes,i, ynum,i)}1≤i≤ν1 (3.18)
to obtain the calibrated random vector Wpost1 ;
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6. Compare statistics of Wpost1 to w1.
For the validation of the methodology using numerical experiments, several tests have
been performed on several reference values w1. The identification is performed for seven
mechanical parameters:
(a) the vertical stiffness of the airsprings.
(b) the vertical stiffness of the airsprings located not at the same car junction as the
sensors but at the other end of the car.
(c) the vertical damping of the airsprings.
(d) the torsion stiffness of the primary axial joints.
and the multiplicative coefficient applied on the velocity-effort characteristic of three
types of dampers:
(e) the vertical primary dampers.
(f) the yaw dampers.
(g) the upper inter-carbody dampers.
All these parameters correspond to suspension elements located at the car junction where
the sensors are located, except the second one (b). This parameter has been added to high-
light the consequences of the sensitivity of the train dynamical response on the accuracy
of the parameter identification.
3.6.2 GP surrogate model characteristics
The parameter identification is performed on seven parameters. Consequently, random
vector W is of dimension q = 7, as well as the admissible set CW on which random
surrogate model L(.; Θ) is indexed. A training set of 500 points is used to build the
random surrogate model. The correlation function is Mate´rn-5
2
. It was chosen for the
smoothness of the resulting surrogate model. For the reasons detailed in Section 2.2.2,
the observations are considered noisy, except for the test of the EGO algorithm, which
is adapted to exact observations. The nugget value is determined by optimization along
with the other covariance parameters.
In the noisy case, we tried to refine the surrogate model using the KGCP approach
as suggested in Section 2.2.3. However, it did not significantly improve the calibration
results. Eventually, only the surrogate model build from the initial training set is used.
The refinement could not increase the accuracy of the surrogate model probably because
the accuracy improvement is small compared to the added nugget effect. It may be an in-
dication that the nugget is too big, and that a smaller value should be used. The additional
observation points proposed by the refinement procedure are mainly gathered in the vicin-
ity of the likelihood maximum. An alternative solution could then be the introduction of
a nugget with an variance varying from one observation to another. This variance could
then be smaller in the vicinity of the likelihood maximum. The higher density of points in
this region would then have an actual impact on the estimated accuracy of the surrogate
model. This would however make the construction more complex.
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Figure 3.9: Test of EGO algorithm: Evolution with the algorithm iterations of the known
maximum of the likelihood function on the training set (solid blue curve) and of the Eu-
clidian distance between the values of the parameters maximizing the likelihood function
and the reference parameters values (dotted red curve).
3.6.3 Test of EGO algorithm
The optimization approach for the parameter identification presented in 2.3.2 is tested on
the numerical experiments. The EGO algorithm [Jones et al., 1998] is used to maximize
the likelihood function in order to obtain the most probable posterior values of the param-
eters of interest. The EGO algorithm relies on a GP surrogate model of the log-likelihood
function, with observations that are supposed to be exact. The optimal parameters are
searched among the parameters values for which the computational model has actually
been run.
Figure 3.9 presents the evolution of the known maximum of the log-likelihood and
of the Euclidian distance between the values of the parameters maximizing the log-
likelihood and the reference parameters values with iterations. More iterations have actu-
ally been run than the 120 shown on the graph, but with no improvement. One can observe
that after a few iterations, the algorithm tends to be stuck on the same maximum for nu-
merous iterations before finding a new one. This can be explained by the exploratory
feature of the EI criterion. The first iterations provide the greatest improvements of the
maximum because of the sparsity of the initial training set. There is no reason for any
point of the initial training set to be close to the reference parameters values. Conse-
quently, adding a single point in the vicinity of the maximum thanks to the EI criterion
improves significantly the known maximum value.
Figure 3.10 presents, for each parameter, the evolution of the value maximizing the
likelihood function, compared to the reference value. One can observe the convergence
towards the reference for all parameters. The optimal parameters that maximize the like-
lihood function, resulting from the EGO algorithm, constitute a good approximation of
the reference parameters.
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Figure 3.10: Test of EGO algorithm: for each parameter (a) to (g), evolution of the value
maximizing the likelihood function (blue diamonds) compared to the reference value
(black triangle). It is only represented for the iterations at which it changed.
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Figure 3.11: Results of the numerical experiment with nominal parameters. The parame-
ters values are also normalized so that every parameter varies between 0 and 1; 0.5 then
corresponds to the nominal value. The curves represent the normalized marginal posterior
PDF for each parameter, obtained using the KP (red or dark gray) and MCT (orange or
light gray) methods.
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3.6.4 Validation of KP and MCT methods
Numerical experiments are used as a way of validating the novel KP and MCT methods
for Bayesian calibration, as well as a way of highlighting the differences in the results
they provide. The validation procedure has been performed with different values of the
reference parameter w1. Figure 3.11 presents calibration results with w1 fixed to the
nominal values (w1 = w0). On this graph are displayed the marginal densities of the
posterior PDF of Wpost1 . The figure compares the results obtained with the KP method
that solely uses the Kriging predictor provided by the surrogate model of the likelihood
function and with the MCT method that also includes the surrogate-model uncertainty.
One can first observe that the distributions are close to the nominal values (correspond-
ing to 0.5 on the graph). Except for the second parameter (b), the difference between the
maximum of the marginal PDFs and the nominal value is always lower than 5% of the size
of the admissible interval. The dispersion varies from one parameter to another. This can
be explained by the initial choice of the admissible intervals, since the results are scaled
according to their size, but more importantly by the sensitivity of the train dynamical
response to the different mechanical parameters.
The results for parameter (b) are a good illustration of this sensitivity question. Con-
trary to the other parameters, it corresponds to suspension elements that are not located
at the same junction as the sensors, but at the other end of the car. Consequently, we
expect this parameter to have less influence on the train dynamical response measured
by the sensors. This is coherent with the results: the distribution center is further away
from the nominal value, and its dispersion is greater than for the other parameters. These
considerations also highlight the interest of Bayesian calibration: because we measure
the uncertainty on the calibrated parameters, we have a way of assessing the accuracy of
the calibration. A parameter with a lower dispersion of its posterior marginal density is
assumed to be more precisely identified.
The fact that the marginal PDFs are rather peaked comes from the large database
that is available for the calibration. The comparison of the results obtained using the KP
and MCT methods shows that the marginal PDF have a larger dispersion with the MCT
method. With the KP method, a source of uncertainty, the error introduced by the approx-
imation of the likelihood function by a surrogate model, is ignored. As a consequence,
the uncertainty on the calibrated parameters is reduced. Using the KP method thus leads
to an overestimation of the calibration accuracy. Nevertheless, the marginals maxima ap-
pear to be located at very similar parameter values with the two methods. The KP method
seems to provide satisfying results if only the most probable parameter values is to be de-
termined. One can also assume that the dispersion of the posterior PDF obtained with the
KP method is similar to what one would obtain using the actual likelihood function, and
not the GP surrogate model. From there, the KP method may be seen as a way to estimate
the uncertainty on the calibrated parameters stemming only from the model uncertainties
of the computational model and the measurements errors.
Figure 3.12 presents calibration results for arbitrary values of the reference parameter
w1, representing degraded suspension elements. Only results obtained using the MCT
method are displayed in this figure. One can note in the bottom graph that we have tested
the case for which a parameter is fixed in the boundary of the admissible interval.
In these graphs, instead of the marginal posterior PDF, only the mean values of the cal-
ibrated parameters and the 98% confidence intervals are represented. These intervals are
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Figure 3.12: Results of the numerical experiments with arbitrary reference parameters, us-
ing the MCT method. The reference parameters values w1 (black triangles) are compared
to the mean of the marginal posterior PDF (blue dots). The blue lines represents the 98%
confidence intervals around these calibrated values. The parameter scale normalization is
identical to figure 3.11.
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computed from the standard deviations of calibrated parameters as if they were normally
distributed. In these two additional examples, the mean values of the calibrated parame-
ters show a good correspondence to the reference parameters w1. The choice of the mean
value E{Wpost1 } as an estimate of w1 can be discussed. Instead, one could choose the
value maximizing the joint posterior PDF, or the vector gathering values maximizing the
marginals corresponding to each parameter. Indeed, these latter better correspond to the
”most probable values” of the parameters. In the present case, we observed that there is
no significant difference between all these estimates, in particular because the asymmetry
of the posterior PDF is small.
The various examples presented in this section show that the numerical experiments
are conclusive for the validation of both the KP and the MCT methods. Limitations
are expressed for the KP method, as far as the the estimation of the uncertainty on the
calibrated parameters is concerned. The interest of the Bayesian approach is highlighted
as well as the impact of the sensitivity of train dynamical response to the mechanical
parameters. In the following section, the KP and MCT are applied to real measurements
of the train dynamical response.
3.7 Parameter identification from actual measurements
Measurements of the train dynamical response are available at several different dates.
These latter are denoted (Tk)k with k = −5, . . . , 4 and chronologically ordered. The
time steps between dates are of several months. Date T0 corresponds to the reference
date, used to identify the output-predictive error B. As explained in Section 3.5, a major
maintenance operation of the train took place between T−1 and T0, just before T0, during
which the suspension elements have been renewed. Consequently, the parameters are
supposed to be nominal at date T0. For all dates, the available data correspond to the
same line. They gather measurements of the train dynamical response on the same track
stretches.
This section presents the results obtained by applying the calibration method on real
measurements of the train dynamical response. Section 3.7.1 analyzes the difference
between the results obtained on real measurements and those obtained on numerical ex-
periments, with the KP and MCT methods. Section 3.7.2 is devoted to the long-term
evolution of the mechanical parameters of the suspension elements obtained by applying
the MCT method successively at all date (Tk)k.
3.7.1 Differences with the numerical experiments
Figure 3.13 presents the calibration results obtained using the KP and MCT methods using
actual acceleration measurements (at date T1). The same seven parameters, as listed in
Section 3.6.1, are used. The comparison between the two methods is discussed in Section
3.6.4. No additional comment on the matter is made from the results presented here.
However, one significant difference should be noted compared to Figure 3.11. The
posterior PDF dispersion is larger for the calibration performed on real measurements than
on numerical experiments. This larger dispersion is probably caused by the choice made
for the construction of output-predictive error B. In the case of the numerical experiments,
B exactly represents the distance between the measured and simulated train response,
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Figure 3.13: Comparison of calibration results obtained at time T1 using the KP (red or
dark gray curves) and the MCT (orange or light gray curves) methods. The graph layout
is identical to figure 3.11.
since the simulated experimental responses {ynum,i}1≤i≤ν1 have been generated by adding
independent realizations of B to simulated responses. When actual measurements are
used, the model of B is not able to exactly represent the distance between the measured
and simulated train response anymore, which results in a lower accuracy of the calibration.
3.7.2 Long-term evolution of the suspension parameters
In this section, the MCT method of Bayesian calibration is used to study the long-term
evolution of the suspension mechanical parameters. To this end, the data available at
all ten dates Tk, −5 ≤ k ≤ 4 are used. They represent almost five years of measure-
ments. The maintenance operation that happened between T−1 and T0 constitutes how-
ever a discontinuity in the suspension elements degradation. The data before maintenance
(−5 ≤ k ≤ −1) is exploited to compare the calibration results resulting from old, poten-
tially degraded elements, and new ones.
The parameter (b) has been removed from the present study. Indeed, Figure 3.13
shows that the support of the corresponding marginal PDF covers more than half of the
admissible interval of the parameter. Consequently, we conclude that trying to identify
this parameter appears too inaccurate to be relevant. Removing this parameter is not an
issue, since its purpose was to highlight the impact of the sensitivity of the train dynamical
response on the parameter identification.
Figures 3.14 and 3.15 present the long-time evolution of the six suspension parameters
of interest as identified using the MCT method from the measurements performed at the
ten dates (Tk)k. It has to be noted that for the dates before maintenance, (T−5, . . . T−1),
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Figure 3.14: Parameter identification at ten dates Tk for three mechanical parameters: (a)
Airspring stiffness, (c) Airspring damping coefficient, (d) Primary elastomeric stiffness.
The left graphs present the time evolution of the mean value of the calibrated parameter,
surrounded by the 98% confidence interval. The red diamonds indicate the dates before
maintenance (represented by the vertical line), the blue dots the dates after. The scale is
normalized, meaning that the (initial) admissible interval has been shrunk to [0, 1] for each
parameter (0.5 is then the nominal value). The right graphs present the time evolution of
the standard deviation of the calibrated parameter, on the same normalized scale.
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Figure 3.15: Parameter identification at ten dates Tk for three mechanical parameters:
(e) Primary vertical damper, (f) Yaw damper, (g) Upper inter-carbody damper. The axes
layout is identical to Figure 3.14.
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Figure 3.16: Evolution of the average amplitude of the measured vertical bogie acceler-
ations in the frequency domain, at three dates: T−4 (April 2012, red dotted curve), T−1
(October 2013, orange dashed curve), T0 (March 2014, blue solid curve)
it was necessary to enlarge the admissible intervals of certain parameters. If not, then the
identified parameter values would remain stuck in the boundary. However, in the graphs,
the normalization remains unchanged: the interval [0, 1] still corresponds to the initial
admissible intervals.
We can first observe that the mean values of the calibrated parameters at reference
date T0 (first blue dot) are close to the nominal values. This is in accordance to the
assumption made for identifying the output-predictive error B, and constitutes a second
type of validation of the method.
Important differences can be observed between the results before and after mainte-
nance. The calibrated parameters are further from the nominal values before mainte-
nance, except for the yaw and inter-carbody dampers, for which the values are similar
before and after maintenance. It corresponds to the fact that the suspension elements are
more degraded before the maintenance operation. Each confidence interval (whose size
is proportional to the standard deviation of the calibrated parameter) is much wider be-
fore maintenance. An explanation is the fact that B represents better the distance between
the measured response and the simulated response when the parameters are close to their
nominal values. This highlights the limit of the hypothesis that B does not depend on the
parameters values.
The values identified for the primary vertical dampers, on graph (e), seem unrealistic
before maintenance. When degraded, the dampers usually witness a decrease of their
mechanical characteristics, while the identification shows a large increase with respect
to the nominal value. The analysis of the measured train dynamical response suggests
that nonlinearities affect the primary suspension, but are not accounted for in the train
model. Figure 3.16 presents the average amplitude of the vertical bogie acceleration in the
frequency domain before and after maintenance. We can observe that before maintenance,
so in the degraded state, a second mode seems to appear, very flat, which could come
from nonlinear stiffnesses in the primary suspension, not taken into account. Recently,
additional simulations have been performed, which advocate for this hypothesis. The
identified parameters values for the primary vertical dampers may result from an attempt
of the calibration procedure to compensate an evolution of these nonlinearities.
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We can observe that the long-time evolution of the parameters as identified by the
MCT method is generally nonmonotonic, which is unexpected. As previously stated,
more complex models for the suspension elements would allow for more realistic me-
chanical behaviors. The possible degradation patterns can also be improved. For instance,
experimental tests on degraded dampers have shown that they may display asymmetric or
hysteretic behaviors, as well as characteristics depending on the displacement and not
only the velocity. A more complex train model is expected to improve calibration, but
would increase the problem dimension and would require more intensive computations.
3.8 Conclusion on the industrial application
In this chapter, we have introduced the computational model on which the proposed
suspension-monitoring solution is based, with a particular focus on the suspension ele-
ments of interests and on the input and output physical quantities of the model. We de-
tailed the identification procedure adopted for the output-predictive error, through which
the uncertainties of the system are accounted for.
Both the KP and MCT Bayesian calibration methods have been validated on numeri-
cal experiments, which in addition have highlighted the added value of the MCT method.
The latter allows for taking into account the surrogate-model uncertainty. The good results
also validated the choices made concerning the construction of the GP surrogate model.
The application on actual measurements of the train dynamical response provided encour-
aging results, as they showed a clear gap between the suspension calibrated parameters
before and after maintenance. However, no clear evolution of the mechanical parameters
due to gradual degradation could be pointed out. The degradation predictions could be
improved thanks a greater number of sensors for the measurements of the train dynamical
response, and, probably, thanks to an improvement of the computational model.
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Chapter 4
Conclusion and perspectives
In this thesis, we have developed a Bayesian calibration method for a computational
model with functional input and output, for which one evaluation is expensive. The pur-
pose is the statistical inverse identification of the parameters of a mechanical system, tak-
ing into account the various uncertainties it may be affected by. The motivation for this
work is the development of a monitoring solution for high-speed train suspensions for
maintenance purposes, using embedded accelerometers. This industrial problem has been
used to validate the new calibration method proposed. Nevertheless, we are convinced of
the relevancy of the method for applications to other systems and in other industrial fields.
The Bayesian calibration of a computational model consists in estimating the proba-
bility distribution of the parameters of the model from experimental data bringing infor-
mation about the model outputs. In the framework of Bayesian calibration, the methods
existing in the literature were not sufficient for the specific problem we are dealing with,
due to the functional nature of the system input and the system output, and due to the
numerical cost of the computational model. This is the reason why we have proposed a
novel Bayesian calibration method. In particular, we have not used the classical represen-
tation of the computational model by a GP surrogate model. Instead, we have chosen an
innovative approach consisting in using a random surrogate model to represent the log-
likelihood function that is at the core of the Bayesian approach. A surrogate model of the
likelihood function circumvents the issues related to the functional input and output and
decreases the computational cost of the calibration procedure. The novel method fully
exploits the GP surrogate model as it allows for taking into account the surrogate-model
uncertainty. The latter quantifies the error induced by the approximation of any target
function by a surrogate model. Because uncertainties have a significant influence on the
results of the calibration, it is important to consider the surrogate-model uncertainty in
the calibration procedure. Implementing the proposed method is not self-evident and re-
quires the use of advanced computational statistics tools such that: the identification of
the stochastic model of the output-predictive error, the construction of the GP surrogate
model, the calculation of trajectories of the GP process, the estimation of the posterior
PDF thanks to the TMCMC algorithm.
The validation of this novel Bayesian calibration method has been performed using
several numerical experiments carried out in the framework of an industrial application.
These tests have demonstrated the efficiency of the proposed procedure for calibrating
parameters of a complex stochastic dynamical system.
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One perspective for this work would be to replace the Gaussian-process surrogate
model of the log-likelihood function by another non-Gaussian surrogate model, using ei-
ther a direct construction of a parameterized non-Gaussian measure for which a generator
has to be known or an indirect construction such as Polynomial Chaos representation for
which the generator is known. With such constructions, all the procedure that has been
proposed would be preserved and could be used.
A second perspective of this work would be the application and the extension of the
proposed Bayesian calibration procedure to the case for which the vector of parameters is
itself a non-Gaussian stochastic process indexed by time, for which there are significant
time correlations/dependencies.
The industrial motivation of the present work was the development of a health-state
monitoring method for high-speed train suspensions from acceleration measurements
by embedded sensors. Such monitoring solution would allow for optimizing the train-
maintenance cycles by replacing the suspension elements at the most appropriate time. It
could then allow for decreasing maintenance costs by reducing the number of manual in-
spections and by limiting the replacement of healthy and functional suspension elements.
Embedded accelerometers provide only an indirect information about suspension
health state. Mathematical processing are necessary to extract the relevant information
from the measured data. This is the aspect of the solution we focused on. The literature
provides various solutions to this monitoring problem in a railway context. Compared
to the already existing methods, the major contribution of this thesis lies in the fact that
the proposed method is suited for the use of a complex nonlinear computational model,
while including the uncertainties of the system. We have developed a solution based
on a multibody-dynamics simulation software. It allows for modeling an entire train
rather than single car. Moreover, it allows for injecting real measured track irregularities,
which have a strong influence on the train dynamical behavior. Taking uncertainties
into account is necessary to perform a robust monitoring. Moreover, a large database of
measurements of the train dynamical response and of the corresponding measurements
of the track-geometry irregularities was available, on which the method has been tested.
The proposed Bayesian calibration method has been validated on numerical experi-
ments. The results have highlighted the relevancy of the Bayesian approach. Indeed, it al-
lows for estimating confidence intervals around the calibrated parameter values. They are
a way of assessing the accuracy of the calibration, but more importantly provide precious
information for decision making. A fully experimental validation campaign is expected.
It would involve experimental testing of the isolated suspensions elements in order to
determine their real mechanical characteristics and consequently health state. Measure-
ments of the train dynamic response of a train equipped with the exact same elements
should then be performed. The calibrated values of the mechanical parameters could then
be compared to their ”real” experimental value in order to assess the actual efficiency of
the full method for industrial application.
The proposed Bayesian calibration method has also been tested on actual measure-
ments of the train dynamical response, in order to study the time evolution of the suspen-
sion mechanical parameters. The results obtained are encouraging, but also underline the
crucial importance of the suspension-elements modeling and of the choice of parameteri-
zation. They control the complexity of the nominal mechanical behavior of the suspension
elements, but also the possible degradation they may undergo. As a matter of fact, some
64
elements such as dampers tend to display much more complex behavior when degraded.
The parameterization has been kept rather simple, in order to limit the dimensionality
of the problem. Some results appear to be affected by a lack in the modeling of certain
nonlinearities of the mechanical system. More generally, the quality of the monitoring
method strongly depends on the quality of the computational model, which must account
accurately for the influence of the suspension parameters on the train dynamical behavior.
A next important step is the development of a criterion for the trigger of maintenance
operations, based on the posterior PDF of the suspension parameters provided by the
calibration method.
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Appendix A
Gaussian-process surrogate modeling
Gaussian-process surrogate modeling consists in representing a given deterministic scalar
target function by a conditioned Gaussian process (GP). Information about the target func-
tion is provided by a set of observations of the function value in some points of the def-
inition set. These points constitute the initial training set. Randomness is introduced as
a way to quantify the approximation stemming from the use of a surrogate model. The
objective of GP surrogate modeling is, for example, to build an efficient approximation of
a computational model for which one evaluation is expensive.
The evaluation of the target function in the points of the training set is generally the
computationally expensive step of GP surrogate modeling. Consequently, this set should
contain a limited number of points while maximizing the information provided. There-
fore, a common choice is to define a space-filling training set to get as much information
as possible about the global behavior of the target function in its whole definition set.
Appendix A.6 provides an example on how to build a space-filling training set. After
this initial training phase, a second refining step can be performed in order to explore
particular features of the target function (see Section 2.2.3).
In this appendix, we present the principle of GP surrogate modeling based on the
Bayesian approach (see for instance [Santner et al., 2013]). Note that another equivalent
formulation, based on the minimization of the mean-square error, could have been pre-
sented (see for instance [Sacks et al., 1989]).
A.1 Problem statement
The goal is to build a surrogate model of a given deterministic real-valued function y de-
fined on a subset X of Rq, whose value is known only in the n training points {xobsi }1≤i≤n
in X .
Function y is supposed to be a particular sample path of an underlying Gaussian
second-order real-valued stochastic process {Y (x), x ∈ X}, indexed by X . The sur-
rogate model consists of this GP conditioned by the observations of y in the points of the
training set. The underlying process is defined according to a parametric formulation, and
denoted
Y | {β, σ,ψ} ∼ GP (f(.)tβ ; σ2R(. |ψ)) , (A.1)
where:
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• GP(m; Σ) denotes the Gaussian process whose mean function is x 7→ m(x) from
X into R and covariance function is (x, x′) 7→ Σ(x, x′) from X 2 into R;
• f : X → Rp gathers p deterministic regression functions on X .
• β ∈ Rp is the vector of regression coefficients parameterizing the GP mean func-
tion.
• It is assumed that the correlation function R(x, x′ |ψ) depends only on x − x′ and
the variance σ2 of Y (x) is independent of x. Consequently, the covariance function
is written as Σ(x, x′) = σ2R(x − x′ |ψ), and R(0 |ψ) = 1. It depends on a vector
ψ of parameters (for example, correlation lengths).
The mean function (that depends on x) is decomposed as a linear combination of re-
gression functions chosen by the user, typically polynomials. The first parameter is thus
the vector of regression coefficients β. The second parameter is the GP variance σ. The
correlation function R(. |ψ) is also chosen by the user according to the expected regu-
larity of y, for instance an exponential or a Mate´rn. The third parameter is the vector of
correlation parameters ψ. They depend on the correlation function. Parameters (β, σ,ψ)
are a priori unknown. They are not chosen by the user but have to be identified using the
information about y provided by the observations on the training set.
A.2 Conditioning by the observations
Let yn and Yn be respectively the values of function y and of process Y at points
{xobsi }1≤i≤n:
yn =
y(x
obs
1 )
...
y(xobsn )
 , Yn =
Y (x
obs
1 )
...
Y (xobsn )
 . (A.2)
For any x fixed in X , the vector concatenating Y (x) | {β, σ,ψ} and Yn | {β, σ,ψ} is
Gaussian: [
Y (x)
Yn
]
| {β, σ,ψ} ∼ N
([
f(x)t
[F ]
]
β ; σ2
[
1 r(x)t
r(x) [R]
])
, (A.3)
with
[F ] =
f(x
obs
1 )
t
...
f(xobsn )t
 , r(x) =
R(x− x
obs
1 |ψ)
...
R(x− xobsn |ψ)
 , (A.4)
and [R]ij = R(xobsi − xobsj |ψ), 1 ≤ i, j ≤ n. Matrix [R] is assumed to be invertible.
The surrogate model is then obtained by conditioning process Y by Yn = yn. When
doing so, Y | {Yn,β, σ,ψ} remains Gaussian. Its mean function and covariance function
are immediately deduced from the formula of the conditioned Gaussian random variables:
Y | {Yn = yn,β, σ,ψ} ∼ GP (x 7→ f(x)tβ + r(x)t[R]−1(yn − [F ]β) ;
(x, x′) 7→ σ2(R(x− x′ |ψ)− r(x)t[R]−1r(x′))) . (A.5)
The following sections detail how to deal with the fact that parameters (β, σ,ψ) are
actually unknown. They are identified using the information provided by the training set.
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A.3 Mean function parameter β
In this section, σ and ψ are supposed to be known. Only the regression coefficients β
are supposed to be unknown. The fact that no information is a priori available about β is
taken into account by following a hierarchical approach. Parameter β is represented by a
random vector with non-informative prior: pβ ∝ 1. The training set is then used to learn
about the distribution of β. The principle is to determine the distribution of β |Yn = yn
for a fixed value of σ andψ. In this section, the conditioning on σ,ψ is not systematically
repeated for simplicity. Using the Bayes formula, one can write:
pβ(b |Yn = yn) ∝ pYn(yn |β = b) pβ(b)
∝ exp
(
− 1
2σ2
(yn − [F ]b)t[R]−1(yn − [F ]b)
)
∝ exp
(
− 1
2σ2
(b− β̂)t[Q](b− β̂)
)
, (A.6)
with [Q] = [F ]t[R]−1[F ] and β̂ = [Q]−1[F ]t[R]−1yn. Therefore
β | {Yn = yn, σ,ψ} ∼ N
(
β̂;σ2[Q]−1
)
. (A.7)
Knowing the probability distribution of β |Yn for a fixed value of σ and ψ, process
Y | {Yn,β, σ,ψ} can be statistically averaged with respect to random vector β. It means
that Y | {Yn, σ,ψ} can be used instead of Y | {Yn,β, σ,ψ}. This is achieved by rely-
ing on the rule of conditional expectation. For x in X , the mean value and variance of
Y (x) | {Yn = yn, σ,ψ} are:
E{Y (x) |Yn} = Eβ{E{Y (x) |Yn,β} |Yn}
= Eβ{f(x)tβ + r(x)t[R]−1(yn − [F ]β) |Yn}
= f(x)tβ̂ + r(x)t[R]−1(yn − [F ]β̂) ; (A.8)
Var{Y (x) |Yn} = Eβ{Var{Y (x) |Yn,β} |Yn}
+Varβ{E{Y (x) |Yn,β} |Yn}
= Eβ{σ2(1− r(x)t[R]−1r(x)) |Yn}
+Varβ{f(x)tβ + r(x)t[R]−1(yn − [F ]β) |Yn}
= σ2(1− r(x)t[R]−1r(x) + u(x)t[Q]−1u(x)) , (A.9)
with u(x) = f(x)− [F ]t[R]−1r(x). This can be written as
Y | {Yn, σ,ψ} ∼ GP
(
x 7→ f(x)tβ̂ + r(x)t[R]−1(yn − F β̂) ;
(x, x′) 7→ σ2(R(x− x′ |ψ)− r(x)t[R]−1r(x′) + u(x)t[Q]−1u(x′))
)
. (A.10)
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A.4 Variance and correlation parameters
Parameters σ and ψ could be estimated using the same hierarchical approach, by putting
prior distributions on these variables. However, in this case, no closed form can be de-
termined in general for Y . Instead, parameters σ and ψ are determined according to a
criterion assessing how well the Gaussian process is fitting the data provided by the train-
ing set. The criterion usually used is the Maximum Likelihood Estimation (MLE). The
principle of MLE criterion is to maximize the density
pYn |β,σ,ψ(yn | β̂, σ,ψ) =
(
(2pi)n det(σ2[R])
)− 1
2
× exp
(
− 1
2σ2
(yn − [F ]β̂)t[R]−1(yn − [F ]β̂)
)
. (A.11)
The value of σ maximizing this density can be determined explicitly:
σ2 =
1
n
(yn − [F ]β̂)t[R]−1(yn − [F ]β̂) . (A.12)
With this value of σ, the previous maximization is equivalent to minimizing the quantity
σ2 det([R])
1
n in order to determine the optimal value of ψ. In general, no closed form
exists for the covariance parameter; this step has to be performed numerically.
A.5 Case with noisy observations
Building a surrogate model based on a conditioned Gaussian process is also possible
when the values of y on the training set are not computed exactly but affected by a ran-
dom noise. A real-valued Gaussian random variable  (noise) of zero mean and variance
σ2 is independently added to each component of Y
n such that Y˜
n
= Yn + ε. In terms of
components, for 1 ≤ i ≤ n, we have Y˜ ni = Y ni + εi in which ε1 . . . , εn are n indepen-
dent copies of . Random vector ε is a Gaussian centered vector with covariance matrix
σ2 [In], with [In] the identity matrix of dimension n. Random vector ε is assumed to be
independent of Yn.
In such a case, the available data are not yn as previously defined, but rather y˜n that
gathers the observations of y in each point xobsi of the training set plus a realization ei of
the random noise :
y˜n =
y(x
obs
1 ) + e1
...
y(xobsn ) + en
 . (A.13)
Stochastic process Y and random vector β must now be conditioned by Y˜
n
= y˜n and
not by Yn = yn. For x ∈ X , the joint probability distribution of Y (x) and Y˜n can be
expressed as follows:[
Y (x)
Y˜
n
]
| {β, σ,ψ} ∼ N
([
f(x)t
[F ]
]
β ; σ2
[
1 r(x)t
r(x) [R] + σ
2

σ2
[In]
])
. (A.14)
The results given in Sections A.2 and A.3 hold, with correlation matrix [R] replaced by
[R˜] = [R] + σ
2

σ2
[In]. No closed form can be found anymore for the optimal value of σ
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using the MLE criterion. Consequently, it has to be optimized numerically along with
parameter ψ. The variance σ2 of the noise can be set by the user or optimized along with
parameters σ and ψ.
A.6 Space-filling training set
This appendix presents one method for the generation of a space filling training set in
a set X consisting of the set product of bounded intervals of R. The chosen method is
the optimization of a Latin Hypercube Sample (LHS) according to a maximin distance
[Chen et al., 2003].
To build a N -points LHS, admissible set X must be divided into N cells along each
dimension. The points are then scattered in X so that in every dimension, each cell only
contains one sample point. The interest of a LHS is that if you consider a particular
dimension, the sample points are regularly spaced, with no redundancy.
However, a LHS is not necessarily space-filling. We choose to measure the space-
filling property with the distance δ that consists of the smaller Euclidian distance between
two points of the training set: for a finite discrete subsetW of X , distance δ is defined as
δ(W) = min
(w1,w2)∈W2
w1 6=w2
‖w1 − w2‖2 . (A.15)
The greater δ(W), the most space-fillingW is. In practice, numerous LHS candidates are
drawn. The one for which the value of criterion δ is the greatest is kept as the best training
set in X .
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Appendix B
Alternative construction of the
covariance matrix of B
The PCA representation given by Eq. (3.13) using the empirical estimate [Ĉ] of the
covariance matrix can be improved by using the following methodology proposed by
[Perrin et al., 2014]. When the number of realizations is smaller than the dimension of
the random vector to be identified, the projection basis [Φ] tends to represent the available
realizations rather than the underlying process. As a matter of fact, [Φ] can be obtained
from the orthonormalization of matrix [B¯] containing the centered realizations. The idea
is to perform a partial stationarization of covariance matrix [Ĉ] to obtain a modified co-
variance matrix denoted as [C˜]. The latter is defined as the linear combination
[C˜] = α[Ĉ] + (1− α)[Ĉstat] , (B.1)
where α ∈]0, 1[ is a weighting coefficient and matrix [Ĉstat] is the stationarized version
of [Ĉ]. The discretization of the restriction of a mean-square stationary process, indexed
by R, to a bounded interval of R, admits a covariance matrix with constant diagonals. We
denote as Jµ the stationarization function defined on the set of all µ× µ real matrices:
Jµ : [M ] 7→ [M stat] , (B.2)
where the entries of matrix [M stat] are defined as
[M stat]ij =

1
µ
µ−j+i∑
k=1
[M ]k,k+j−i if i ≤ j ,
1
µ
µ−i+j∑
k=1
[M ]k+i−j,k if i ≥ j .
(B.3)
Process B has n components, concatenated in the discretized version of the process as
shown in Eq. (3.7). Consequently, covariance matrix [Ĉ] is a block matrix:
[Ĉ] =
[C
(11)] . . . [C(1n)]
... . . .
...
[C(n1)] . . . [C(nn)]
 . (B.4)
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The µ × µ submatrices [C(kk′)], (k, k′) ∈ {1, . . . , n}2, correspond to the covariance ma-
trices of each component (when k = k′) and to the correlation matrices between two
components (when k 6= k′). One should be careful to apply the stationarization indepen-
dently on each submatrix [C(kk′)]. Matrix [Ĉstat] can then be written as
[Ĉstat] =
Jµ([C
(11)]) . . . Jµ([C(1n)])
... . . .
...
Jµ([C(n1)]) . . . Jµ([C(nn)])
 . (B.5)
Let r′ ≥ r be the rank of [C˜]. The spectral decomposition of [C˜] yields
[C˜] = [Φ′][Λ′][Φ′]t , (B.6)
where [Φ′] is a rectangular orthonormal matrix, of dimension nµ × r′, and contains, in
columns, the r′ eigenvectors of [C˜] associated with the strictly positive eigenvalues that
constitute the diagonal of matrix [Λ′].
Only the ` ≤ r′ eigenvectors of highest values are considered. Let [Φ(`)] be the matrix
gathering these eigenvectors in column, and [Λ(`)] be the diagonal matrix containing the
corresponding ` highest eigenvalues of [C˜]. Let ϕ′ be the projection defined as
ϕ′ :
Rnµ → R`
y 7→ [Λ(`)]− 12 [Φ(`)]t(y− m̂) . (B.7)
For 1 ≤ i ≤ ν0, let γi = ϕ′(bref,i) be the vector of projection coefficients of the ith
realization of B. Let [Cγ ] be the empirical estimate of the set of the projection coefficients
[Cγ ] =
1
ν0 − 1[γ][γ]
t , (B.8)
where [γ] = [γ1 . . . γν0 ].
In the PCA representation, the projection coefficients ξ (see Eq. (3.13)) are uncor-
related. It is no longer the case with the projection ϕ′ defined above, which means that
[Cγ ] is a priori not equal to the identity matrix. An additional normalization step is thus
necessary to obtain a representation similar to Eq. (3.13). Denoting [Cγ ] = [L][L]t the
Cholesky factorization of [Cγ ], we define the following representation of B:
B = m̂ + [Φ(`)][Λ(`)]
1
2 [L]ξ′ , (B.9)
where ξ′ is a centered Gaussian random vector of dimension ` with the identity matrix as
covariance matrix. With this model, the pseudo-PDF p˜B becomes
p˜B :
Rnµ → R+∗
y 7→ pξ′([L]−1ϕ′(y)) , (B.10)
where pξ′ is the canonical multivariate Gaussian density of dimension `.
The size ` of truncation of the basis is usually defined according to a convergence
tolerance expressed as a function the eigenvalues, typically 10−6. In the present case, we
had to set a greater tolerance. The eigenvectors of small eigenvalues have no statistical
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relevancy for the representation of vector B (taking them into account had a strong nega-
tive impact in the estimation of the PDF of B). In addition, we set the truncation size ` so
that covariance matrix [Cγ ] is invertible.
Coefficient α is determined by minimizing the Leave-One-Out error of projection
(see [Perrin et al., 2014]) of the realizations {bref,i}i on the basis [Φ(`)] obtained from the
spectral decomposition of [C˜] that depends on α.
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