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for the Laplace equation in Lipschitz domains
Abdellatif CHAI¨RA 1, Soumia TOUHAMI 2
Universite´ Moulay Ismail, Faculte´ des Sciences,
Laboratoire de Mathe´matiques et leurs Applications, E´quipe EDP et Calcul Scientifique,
BP 11201 Zitoune, 50070 Mekne`s, Maroc.
Abstract. In a paper from 1996, D. Jerison and C. Kenig among other results provided a H1/2
regularity result for the Dirichlet problem for the Laplace equation in Lipschitz domains. In this
article, we adopt a Hilbertian approach to construct two Riesz bases for L2(∂Ω), which will allow
to find in a different way some of the results of D. Jerison and C. Kenig, and G. Savare´ (1998)
about the regularity issue of the Laplace equation.
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1 Introduction and results
Given a bounded Lipschitz domain Ω ⊂ Rd, d ≥ 2, with boundary ∂Ω, let us consider for g defined
on ∂Ω, the Dirichlet problem for the Laplace equation{
∆v = 0 (Ω)
v = g (∂Ω).
(1)
We briefly recall the history of the problem (1). If g is continuous on ∂Ω it is well known that Ω
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being regular for the Laplacian ∆, the problem (1) has a unique solution given by
v(x) =
∫
∂Ω
g(y) dωx(y),
where ωx is the harmonic measure for Ω with pole x ∈ Ω. For g ∈ H1/2(∂Ω), the problem (1) is
variational and has a unique solution according to the Hilbertian theory of Sobolev spaces [8].
The problem (1) when the data consisted either of functions in L2(∂Ω) or of functions with
first derivatives in L2(∂Ω), had attracted significant research attention. This began with the work
of J. Necˇas [19]. Using Rellich Identity:∫
Ω
(m,∇u)Rd∆udx = −
d∑
i,j=1
∫
Ω
∂mi
∂xj
∂u
∂xi
∂u
∂xj
dx+
1
2
∫
Ω
div(m)|∇u|2dx + 1
2
∫
∂Ω
(m, ν)Rd|∂νu|2dσ,
where m ∈ (C∞(Rd))d is a vector field, ∂ν is the normal derivative operator associated to Ω and
(., .)Rd denotes the inner product on R
d, J. Necˇas proved the following result
• Rellich-Necˇas lemma. Let Ω ⊂ Rd be a bounded Lipschitz domain. Then, there exists a
constant cΩ > 0 depending on the geometry of Ω such that for all u ∈ H1∆(Ω) ∩H10 (Ω)
‖∂νu‖L2(∂Ω) ≤ cΩ ‖∆u‖L2(Ω),
where H1∆(Ω) = { u ∈ H1(Ω) | ∆u ∈ L2(Ω) }.
The Rellich-Necˇas lemma allows to define the very weak solution of the Dirichlet problem for the
Laplace equation (1). Indeed, we say that v ∈ L2(Ω) is a very weak solution of the problem (1)
if for all u ∈ H1∆(Ω) ∩H10 (Ω) we have
−
∫
Ω
v∆u dx+
∫
∂Ω
g ∂νu dσ = 0. (2)
The last formulation makes sens according to Rellich-Necˇas lemma and means that
A′v = µ,
where A′ from L2(Ω) to the dual space of H1∆(Ω) ∩ H10 (Ω) denoted (H1∆(Ω) ∩ H10 (Ω))′, is the
transpose of the Laplacian with Dirichlet conditions
ϕ −→ Aϕ = −∆ϕ
defined from H1∆(Ω) ∩H10 (Ω) to L2(Ω), and where µ is the linear form given by
ϕ −→ −
∫
∂Ω
g ∂νϕ dσ,
which is continuous according to Rellich-Necˇas lemma. Since A is an isomorphism from H1∆(Ω)∩
H10 (Ω) into L
2(Ω), it follows that A′ is also an isomorphism from L2(Ω) to (H1∆(Ω)∩H10 (Ω))′, and
this proves the existence and the uniqueness of v ∈ L2(Ω), solution of (1). Dahlberg in [7], estab-
lished that the harmonic measure and the surface measure associated to Ω are mutually absolutely
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continuous, furthermore, the Random-Nikodym derivative of harmonic measure with respect to
surface measure satisfies a reverse Ho¨lder inequality which allows to solve the problem (1) with
data in L2(∂Ω). In [12], D. Jerison and C. Kenig provided another proof of Dahlberg’s results
using an integral identity due to Rellich, and after that in [13], they gave optimal estimates for
the Dirichlet problem when the data has one derivative in L2(∂Ω), where they combined Rellich
formulas with Dahlberg’s results. D. Verchota in [23], following the works of Coifman-McIntosch
and Meyer [4], had been interested to the invertibility of classical layer potentials for Laplace
equation on the boundaries of bounded Lipschitz domains and the applications to the Dirichlet
and Neumann problems. In [14], D. Jerison and C. Kenig studied the inhomogenous Dirichlet
problem for the Laplacian in Lipschitz domains with data in trace spaces, where they used the
strategy of reduction to the homogenous problem. The two important tools in their paper were
the investigation of traces of Sobolev spaces on the boundary and the characterization of Sobolev
and Besov spaces of harmonic functions. Savare´ in [21], developped a variational argument based
on the usual Niremberg’s difference quotient technique to deal with the regularity of the solutions
of Dirichlet and Neumann problems for some linear and quasilinear elliptic equations in Lipschitz
domains.
The main purpose of this paper is to construct two Riesz bases for L2(∂Ω) (see §4) and show
how it will be possible to give another proof of the H1/2 regularity results about the Dirichlet
problem for the Laplacian previousely established by Jerison and Kenig in [13] and by Savare´ in
[21] (see §5). In the following we give a first description of the approach that we will follow in this
paper and which will be detailed in the next sections.
Consider the solution operator of the problem (1)
K : L2(∂Ω) −→ L2(Ω), g 7→ v,
where v is the very weak solution of (1) and consider its adjoint operator K∗, which takes each
f ∈ L2(∂Ω) to −∂νu0 into L2(∂Ω), where u0 is the solution of the Dirichlet problem for the
following Poisson equation {
−∆u0 = f (Ω)
Γu0 = 0 (∂Ω),
(3)
where Γ is the trace operator from H1(Ω) to L2(∂Ω). Consider also the embedding operator from
H1(Ω) into L2(Ω) denoted E. For f ∈ L2(Ω), the adjoint operator E∗ is the solution operator of
Robin problem for the following Poisson equation{
−∆u = f (Ω)
∂νu+ Γu = 0 (∂Ω).
(4)
By setting E∗1 = E
∗ −E∗0 and u1 = E∗1f, where E∗0 denotes the solution operator of (3), it follows
that u1 is a solution of the following Dirichlet problem for the Laplace equation{
−∆u1 = 0 (Ω)
Γu1 = Γu (∂Ω),
(5)
where u is the solution of (4). Let us set Γ∗0 = F
∗
1 (I+F1F
∗
1 )
−1/2Γ∗, where F1 is the Moore-Penrose
inverse of the adjoint operator E1 = (E
∗
1)
∗, and Γ∗ is the adjoint of the trace operator Γ. We will
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show in section 3 of this paper that
Γ∗0K
∗ = (I + F ∗1F1)
−1/2PH(Ω)
is compact and self-adjoint, where PH(Ω) is the orthogonal projection onto the space of harmonic
square-integrable functions which is called the Bergman space and denoted in this text by H(Ω).
Consequently, there exists a sequence of couples ((κn, φn))n≥1 ∈ R∗+×H(Ω) associated with Γ∗0K∗
such that
Γ∗0K
∗φn = κ
2
nφn.
Moreover, (φn)n≥1 is an orthonormal basis for H(Ω). By setting for all n ≥ 1,
Γ∗0φn = κnyn and K
∗φn = κngn,
the main purpose of the present work is to prove the following result.
Theorem 1.1 Let Ω ⊂ Rd be a bounded Lipschitz domain. Then, the sequences (gn)n≥1 and
(yn)n≥1 defined above, are Riesz bases for L
2(∂Ω).
One of the main consequences of Theorem 1.1 is the following classical regularity result.
Theorem 1.2 Let Ω ⊂ Rd be a bounded Lipschitz domain. Then, for g ∈ L2(∂Ω), the very weak
solution of the Dirichlet problem for the Laplace equation (1) lies in H1/2(Ω) and there exist two
positive constants cΩ and c
′
Ω depending on the geometry of Ω such that
c′Ω ‖g‖L2(∂Ω) ≤ ‖v‖H1/2(Ω) ≤ cΩ ‖g‖L2(∂Ω),
Moreover, the solution operator K is compact and injective.
The plan of the paper is the following: the next section contains some known and new facts about
the Moore-Penrose inverse and a brief recall of some preliminary results for Riesz bases and related
sequences, and also some basic results for Sobolev spaces in Lipschitz domains. In section 3, we
present the main key tools to deal with Theorem 1.1 and Theorem 1.2. Section 4 will be devoted
to study the sequences (gn)n≥1 and (yn)n≥1 and to present the remaining arguments to conclude
our main result (Theorem 1.1). In section 5, a regularity result for the Dirichlet problem for the
Laplace equation (1) will be derived (Theorem 1.2).
2 Preliminaries and basic results
Let (H1, (., .)1) and (H2, (., .)2) be two Hilbert spaces with the associated inner products (., .)1, (., .)2
and the induced norms ‖.‖1, ‖.‖2, and throughout this article, unless otherwise mentioned, they
will be simply denoted H1 and H2. A linear operator from H1 to H2 is a pair consisting of a
subspace D(A) of H1 together with a linear map A : D(A) −→ H2. We call D(A) the domain
of the operator A and write (A,D(A)) = A. N (A) denotes its null space, R(A) its range space
and G(A) its graph. In the case (A,D(A)) is bounded, we write simply A. The set of all bounded
operators from H1 into H2 is denoted by B(H1,H2), and if H1 = H2, B(H1,H2) is denoted
B(H). For two linear operators (A,D(A)) and (B,D(B)) from H1 into H2, (B,D(B)) is called an
extension of (A,D(A)) if
D(A) ⊂ D(B) and
∀x ∈ D(A), Ax = Bx,
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and this fact is denoted by A ⊂ B.
For a linear operator (A,D(A)) on a Hilbert space H, there are several ways of defining the notion
of positivity, in this paper, this corresponds to the following
(Ax, x) ≥ 0 ∀x ∈ D(A),
in such case we write A ≥ 0 and say that (A,D(A)) is positive. (A,D(A)) is said to be densely
defined if D(A) is dense inH1, i.e.,D(A) = H1, where D(A) denotes the closure of D(A). (A,D(A))
is said to be closed if its graph is closed in H1×H2, where the inner product in H1×H2 is defined
for all x, u ∈ H1 and y, v ∈ H2 by
((x, y), (u, v)) = (x, u)1 + (y, v)2.
The set of all closed densely defined operators from H1 into H2 is denoted by C(H1,H2).
The adjoint of a densely defined operator from H1 into H2 is denoted (A∗,D(A∗)) where D(A∗)
is defined to be the set of all y ∈ H2 for which there exists z ∈ H1 such that
(Ax, y)2 = (x, z)1 ∀x ∈ D(A).
Since D(A) is dense, it follows that z is unique. We put A∗y = z, then we have:
(x,A∗y)1 = (Ax, y)2, ∀x ∈ D(A), y ∈ D(A∗),
and A∗ is closed. Moreover, if A is closed, A∗ is densely defined.
Lemma 2.1 Let H1 and H2 be two Hilbert spaces and (A,D(A)), (B,D(B)) be two linear opera-
tors from H1 into H2 such that A ⊂ B. Then if D(A) is dense, we have B∗ ⊂ A∗.
A linear operator (A,D(A)) on a Hilbert space H is said to be self-adjoint if A∗ = A which means
that D(A∗) = D(A) and that A∗x = Ax for all x ∈ D(A). Many of the operators which we shall
study in this paper are positive self-adjoint and the condition of self-adjointness is of profound
importance to define the powers of any fractional order of (A,D(A)). A bounded linear operator
A from H1 to H2 is said to be compact if for any bounded sequence (fn)n≥1 of elements of H1,
the sequence (Afn)n≥1 has a norm convergent subsequence. The following theorem is stated in [5,
Theorem 3.4].
Theorem 2.1 (Schauder’s Theorem) Let H1 andH2 be two Hilbert spaces and A ∈ B(H1,H2).
Then, A is compact if and only if its adjoint A∗ is compact.
For further lectures, see [6] and [15].
When an operator is not invertible in the strict sense, one can define its Moore-Penrose inverse.
The next subsection is devoted to provide some known and new facts about this concept that will
play a key role in this text.
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2.1 The Moore-Penrose Inverse
LetH1,H2 be two Hilbert spaces, A ∈ C(H1,H2) a closed densely defined operator and (A∗,D(A∗))
its adjoint. The Moore-Penrose inverse of (A,D(A)) denoted (A†,D(A†)) is defined as the unique
linear operator in C(H2,H1) such that
D(A†) = R(A)⊕N (A∗), N (A†) = N (A∗)
and satisfying the followings{
AA†A = A
A†AA† = A†
{
AA† ⊂ PR(A)
A†A ⊂ PR(A†) ,
where PR(A) and PR(A†) denote the orthogonal projections onto R(A) and R(A†) respectively.
Moreover, (A,D(A)) is the Moore-Penrose inverse of (A†,D(A†)) and R(A) is closed if and only
if (A†,D(A†)) is bounded. According to a fundamental result of Von Neumann (see [10] and
[16]), for A ∈ C(H1,H2), the operators (I + AA∗)−1 and A∗(I + AA∗)−1 are everywhere defined
and bounded. Moreover, (I + AA∗)−1 is self-adjoint. Similarly, the operators (I + A∗A)−1 and
A(I + A∗A)−1 are everywhere defined and bounded, and (I + A∗A)−1 is self-adjoint. Moreover,
we have the following
(I + AA∗)−1A ⊂ A(I + A∗A)−1
and
(I + A∗A)−1A∗ ⊂ A∗(I + AA∗)−1.
(see [10] and [16]).
In the following, we state some identities that go back to Labrousse [16]:
Proposition 2.1 Let A ∈ C(H1,H2) and B ∈ C(H2,H1) such that B = A†, then
1. A(I + A∗A)−1 = B∗(I +BB∗)−1;
2. (I + A∗A)−1 + (I +BB∗)−1 = I + PN (B∗);
3. A∗(I + AA∗)−1 = B(I +B∗B)−1;
4. (I + AA∗)−1 + (I +B∗B)−1 = I + PN (A∗);
5. (I + AA∗)−1 + (I +B∗B)−1 = I (if A∗ is injective);
6. N (A∗(I + AA∗)−1/2) = N (A∗) = N (B).
Some of the results we will present in the rest of this subsection about the Moore-Penrose inverse,
are stated for the first time and will prove useful throughout the rest of this paper.
Proposition 2.2 Let H1,H2 be two Hilbert spaces, A ∈ B(H1,H2) and B its Moore-Penrose
inverse, then for all x ∈ H1 one has
‖x‖21 = ‖B∗(I +BB∗)−1/2x‖22 + ‖(I +BB∗)−1/2x‖21.
Moreover, if x ∈ R(B) then
‖x‖21 = ‖(I +BB∗)−1/2x‖21 + ‖(I + A∗A)−1/2x‖21.
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Proof. The first part of the proposition was proved in [17]. Now, for x ∈ R(B) = N (B∗)⊥
where N (B∗)⊥ denotes the orthogonal complement of N (B∗), we have according to the fourth
item of Proposition 2.1 that
(I + A∗A)−1x+ (I +BB∗)−1x = x,
which implies that
‖x‖21 = (x, x)1 =
(
(I + A∗A)−1x+ (I +BB∗)−1x, x
)
1
= ‖(I + A∗A)−1/2x‖21 + ‖(I +BB∗)−1/2x‖21. 
We will extensively make use of the following result:
Proposition 2.3 Let H1,H2 be two Hilbert spaces, A ∈ B(H1,H2) and B its Moore-Penrose
inverse, then the operator B∗(I +BB∗)−1/2 is bounded, has a closed range and its Moore-Penrose
inverse is given by
TB = B(I +B
∗B)−1/2 + A∗(I +B∗B)−1/2.
Moreover, the adjoint operator of TB is TB∗ , where
TB∗ = B
∗(I +BB∗)−1/2 + A(I +BB∗)−1/2.
Proof. For x ∈ H1, we have according to Proposition 2.2 that
‖x‖21 = ‖B∗(I +BB∗)−1/2x‖22 + ‖(I +BB∗)−1/2x‖21,
and if x ∈ R(B), then
‖x‖21 = ‖(I +BB∗)−1/2x‖21 + ‖(I + A∗A)−1/2x‖21,
which implies that for all x ∈ R(B) = N (B∗)⊥, we have
‖B∗(I +BB∗)−1/2x‖2 = ‖(I + A∗A)−1/2x‖1.
Since A is bounded, it follows that (I+A∗A)−1/2 is bounded, invertible and has a bounded inverse.
Moreover, there exists a positive constant c such that for all x ∈ H1
c ‖x‖1 ≤ ‖(I + A∗A)−1/2x‖1 ≤ ‖x‖1
and if x ∈ R(B),
c ‖x‖1 ≤ ‖B∗(I +BB∗)−1/2x‖2 ≤ ‖x‖1.
We therefore deduce that B∗(I + BB∗)−1/2 has a bounded Moore-Penrose inverse, and a direct
verification leads to
TBB
∗(I +BB∗)−1/2TB = TB
and that
B∗(I +BB∗)−1/2TBB
∗(I +BB∗)−1/2 = B∗(I +BB∗)−1/2.
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Moreover, we have
TBB
∗(I +BB∗)−1/2 = B(I +B∗B)−1/2TB∗ = PR(B),
and
TB∗B(I +B
∗B)−1/2 = B∗(I +BB∗)−1/2TB = PR(B∗).
Therefore, TB is the Moore-Penrose inverse of B
∗(I +BB∗)−1/2. On the other hand, since
(B(I +B∗B)−1/2)∗ = B∗(I +BB∗)−1/2
and
(A∗(I +B∗B)−1/2)∗ = A(I +BB∗)−1/2,
we obtain that
(TB)
∗ = (B(I +B∗B)−1/2)∗ + (A∗(I +B∗B)−1/2)∗
= B∗(I +BB∗)−1/2 + A(I +BB∗)−1/2
= TB∗ .
Hence,
(TB)
∗ = TB∗ . 
Corollary 2.1 The operator B∗(I +BB∗)−1/2 is an isomorphism from N (B∗)⊥ to R(B∗).
Corollary 2.2 The operator TB is an isomorphism from R(B∗) to N (B∗)⊥.
The next result provides a decomposition for an arbitrary bounded operator in terms of its Moore-
Penrose inverse.
Proposition 2.4 Let H1 and H2 be two Hilbert spaces, A ∈ B(H1,H2) and (B,D(B)) its Moore-
Penrose inverse. Then, we have the following decomposition
A = (I +B∗B)−1/2TB∗ ,
where TB∗ = B
∗(I +BB∗)−1/2 + A(I +BB∗)−1/2.
Proof. A direct verification leads to
(I +B∗B)−1/2TB∗ = (I +B
∗B)−1/2
(
B∗(I +BB∗)−1/2 + A(I +BB∗)−1/2
)
.
Moreover, since
(I +B∗B)−1/2B∗ ⊂ B∗(I +BB∗)−1/2,
and that
B∗(I +BB∗)−1 = A(I + A∗A)−1
from the third item of Proposition 2.1, it follows that
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(I +B∗B)−1/2TB∗ = B
∗(I +BB∗)−1 + A(I +BB∗)−1
= A(I + A∗A)−1 + A(I +BB∗)−1
= A
(
(I + A∗A)−1 + (I +BB∗)−1
)
.
Moreover, for x ∈ N (A), we have:
(I +B∗B)−1/2TB∗x = A
(
(I + A∗A)−1 + (I +BB∗)−1
)
x
= A(2x)
= 2Ax
= 0.
For x ∈ R(B), it follows according to Proposition 2.1 that
(I +B∗B)−1/2TB∗x = Ax.
Hence, for all x ∈ H1 = N (A)⊕R(B),
Ax = (I +B∗B)−1/2)TB∗x. 
Further detailed results concerning the Moore-Penrose inverse concept could be found in ([10],[16]
and [17]). Another important theoretical background in Functional Analysis that will be useful
in this paper is Riesz bases concept and related sequences, and most of the basic results that we
will remind here are stated in ([3], [11] and [24]).
2.2 Riesz bases and related sequences
A sequence (xk)k≥1 in a Hilbert space H is said to be complete if
span(xk)k≥1 = H,
and minimal if each element of the sequence lies outside the closed linear span of the others, i.e.,
xj 6∈ span(xk)k 6=j, ∀j ∈ N.
We say that (xk)k≥1 has a biorthogonal if there exists a sequence (zk)k≥1 in H such that
(xm, zn) = δmn (Kronecker’s δ symbol),
and in this case we say that (xk)k≥1 and (zk)k≥1 are biorthogonal.
The next lemma is stated in [3, Lemma 3.3.1].
Lemma 2.2 Let (xk)k≥1 be a sequence in a Hilbert space H. Then
1. (xk)k≥1 has a biorthogonal (zk)k≥1 if and only if (xk)k≥1 is minimal.
2. If a biorthogonal sequence for (xk)k≥1 exists, then it is uniquely determined if and only if
(xk)k≥1 is complete in H.
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A sequence (xk)k≥1 is called a Bessel sequence if there exists a constant b > 0 such that
∞∑
k=1
|(x, xk)H|2 ≤ b ‖x‖2, ∀x ∈ H.
The constant b is called a Bessel bound or an upper bound for (xk)k≥1, and the smallest up-
per bound b for (xk)k≥1, will be denoted bX . The following lemma stated in [11, Theorem 7.4],
characterizes all Bessel sequences for H starting with one orthonormal basis.
Lemma 2.3 Let (wk)k≥1 be an orthonormal basis for H. Then the Bessel sequences for H are
precisely the sequences (Uwk)k≥1, where U is a bounded linear operator on H.
A sequence (xk)k≥1 in a Hilbert space H is said to be a Riesz basis for H if there exists an
orthonormal basis (wk)k≥1 for H and an isomorphism U on H such that
∀k ≥ 1, xk = Uwk.
The next theorem stated in [3, Theorem 3.6.6], gives equivalent conditions for (xk)k≥1 being a
Riesz basis.
Theorem 2.2 For a sequence (xk)k≥1 in a Hilbert space H, the following statements are equiva-
lent:
1. (xk)k≥1 is a Riesz basis for H.
2. (xk)k≥1 is complete in H and there exist a, b > 0 such that for all finite scalar sequence
(ck)k≥1
a
∞∑
k=1
|ck|2 ≤
∞∑
k=1
‖ckxk‖2 ≤ b
∞∑
k=1
|ck|2.
3. (xk)k≥1 is a complete Bessel sequence, and has a complete biorthogonal sequence (yk)k≥1
which is also a Bessel sequence.
For a given sequence X = (xk)k≥1 in H, let us introduce some related operators. The synthesis
operator associated with X = (xk)k≥1 is defined as follows:
D(SX) = {(ck)k≥1 ∈ ℓ2(N∗) /
∑
k
ckxk converges},
and for (ck)k≥1 ∈ D(SX),
SX(ck)k≥1 =
∞∑
k=1
ckxk.
Since the finite sequences are dense in ℓ2(N∗) and contained in D(SX), the synthesis operator SX
is densely defined. The analysis operator associated with the sequence X = (xk)k≥1 is defined by
D(AX) = {x ∈ H / ((x, xk)H)k≥1 ∈ ℓ2(N∗)},
and for x ∈ D(AX),
AXx = ((x, xk)H)k≥1.
The following lemma is stated in [11, Theorem 7.4].
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Lemma 2.4 Let (xk)k≥1 be a sequence in H. Then, (xk)k≥1 is a Bessel sequence if and only if the
associated synthesis operator is bounded.
The next lemma is stated in [2, Lemma 3.1] and [3, Lemma 8.4.2].
Lemma 2.5 Let H be a Hilbert space and X = (xn)n≥1 an arbitrary sequence in H. Then, the
following hold
1. The analysis operator AX is closed.
2. If the analysis operator AX is densely defined, then the adjoint operator A
∗
X is an extension
of the synthesis operator SX , i.e., SX ⊂ A∗X .
Note that if (xk)k≥1 is an orthonormal basis forH, the associated analysis operator AX is a unitary
isomorphism. In the case (xk)k≥1 is a Bessel sequence, AX is bounded and
SX = A
∗
X ,
where SX is the synthesis operator associated with (xk)k≥1.
The rest of this section concerns some basic results for Sobolev spaces in Lipschitz domains.
2.3 Sobolev spaces in Lipschitz domains
Throughout this section, Ω is an open subset of Rd, d = 1, 2, 3, ..., ∂Ω its boundary and Ω its
closure. Ck(Ω) denotes the space of functions mapping Ω into C such that all partial derivatives
up to order k are continuous, where k ∈ Z+ and we denote by Ck(Q), for Q a closed subset of Rd,
the space of restrictions to Q of all functions in Ck(Rd).
Consider the multi-index α = (α1, ...αd) ∈ Zd+. We define |α| =
d∑
k=1
αk. For f ∈ Cm(Ω) and
|α| ≤ m, we define
∂αf =
∂|α|f
∂xα11 ...∂x
αd
d
=
∂α1
∂xα11
...
∂αd
∂xαdd
f.
If Q ⊂ Rd is compact, we may equip Ck(Q) with the norm
‖ϕ‖Ck(Q) = sup
x∈Q,|α|≤k
|(∂αϕ)(x)|.
We denote by C∞(Q) for closed Q ⊂ Rd, the intersection of all Ck(Q), for k ∈ Z+. The closure of
the set {x ∈ Ω | f(x) 6= 0} where f ∈ C(Ω), is called the support of f and denoted suppf. A
function f ∈ C∞(Ω) is said to be a test function if suppf is a compact subset of Ω and the set of
all test functions on Ω is denoted by C∞c (Ω). For a sequence (ϕn)n≥1 in C∞c (Ω) and ϕ ∈ C∞c (Ω),
we say that (ϕn)n≥1 converges to φ in C∞c (Ω) if there exists a compact Q ⊂ Ω such that for all
n ≥ 1 supp(ϕn) ⊂ Q and for all multi-index α ∈ Zd+ the sequence (∂αϕn)n≥1 converges uniformly
to ∂αϕ. The space C∞c (Ω) induced by this convergence is denoted D(Ω). Moreover, the action of
a linear map u : D(Ω) −→ C on the test function ϕ is denoted by < u, ϕ > .
A distribution on Ω is a linear map u : D(Ω) −→ C such that for all compact Q ⊂ Ω, there exists
m ∈ Z+ and c ≥ 0 such that
| < u, ϕ > | ≤ c ‖ϕ‖Cm(Q) ∀ϕ ∈ D(Ω),
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where m and c may depend on Q. We denote by D ′(Ω) the vector space of distributions on Ω.
For u ∈ D ′(Ω) a distribution, one can define its partial derivative with respect to xi to be the
distribution ∂u
∂xj
, specified by
<
∂u
∂xj
, ϕ >= − < u, ∂ϕ
∂xj
> ∀ϕ ∈ D(Ω).
Once the derivative has been defined, it will be easy to define recursively higher derivatives by
induction, i.e ∂
∂xi
( ∂u
∂xj
).
We denote by Hk(Ω) the Sobolev space of all distributions u defined on Ω such that all partial
derivatives of order at most k lie in L2(Ω), i.e.,
∂αu ∈ L2(Ω), ∀ |α| ≤ k.
Hk(Ω) equipped with the norm
‖u‖k,Ω =
( ∑
|α|≤k
∫
Ω
|∂αu|2 dx
)1/2
,
associated with the inner product
(u, v)k,Ω =
∑
|α|≤k
∫
Ω
∂αu ∂αv dx, ∀u, v ∈ Hk(Ω)
is a Hilbert space, where ∂αv is the conjugate of ∂αv. Sobolev spaces Hs(Ω) for non-integer s are
defined by the real interpolation method (see [1], [18] and [22]).
Definition 2.1 Let Ω be an open subset of Rd with boundary ∂Ω and closure Ω. We say that ∂Ω
is Lipschitz continuous if for every x ∈ ∂Ω there exists a coordinate system (ŷ, yd) ∈ Rd−1 × R, a
neighborhood Qδ,δ′(x) of x and a Lipschitz function γx : Q̂δ → R with the following properties:
1. Ω ∩Qδ,δ′(x) = {(ŷ, yd) ∈ Qδ,δ′(x) / γx(x̂) < yd};
2. ∂Ω ∩Qδ,δ′(x) = {(ŷ, yd) ∈ Qδ,δ′(x) / γx(x̂) = yd};
where
Qδ,δ′(x) = {(ŷ, yd) ∈ Rd / ‖ŷ − x̂‖Rd−1 < δ and |yd − xd| < δ′ }
and
Q̂δ(x) = {ŷ ∈ Rd−1 / ‖ŷ − x̂‖Rd−1 < δ}
for δ, δ′ > 0. An open connected subset Ω ⊂ Rd whose boundary is Lipschitz continuous is called a
Lipschitz domain.
If Ω is a Lipschitz hypograph, then according to Mclean [18], we can construct Sobolev spaces on
its boundary ∂Ω in terms of Sobolev spaces on Rd−1, as follows. For g ∈ L2(∂Ω), we define
gγ(x̂) = g(x̂, γ(x̂)) for x̂ ∈ Rd−1,
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put
Hs(∂Ω) = { g ∈ L2(∂Ω) | gγ ∈ Hs(Rd−1) for 0 ≤ s ≤ 1},
and equip this space with the inner product
(g, y)s,∂Ω = (gγ, yγ)s,Rd−1.
where
(u, v)s,Rd−1 =
∫
Rd−1
(1 + |ξ|2)sû(ξ)v̂(ξ) dξ.
Recalling that any Lipschitz function is almost everywhere differentiable so, any Lipschitz hypo-
graph Ω has a surface measure σ, and an outward unit normal ν that exists σ-almost everywhere
on ∂Ω. If Ω is a Lipschitz hypograph then
dσ(x) =
√
1 + ‖∇γ(x̂)‖2
Rd−1
dx̂
and
ν(x) =
(−∇γ(x̂), 1)√
1 + ‖∇γ(x̂)‖2
Rd−1
for almost every x ∈ ∂Ω.
Suppose now that Ω is a Lipschitz domain. Since ∂Ω ⊂ ⋃x∈∂ΩQδ,δ′(x) and that ∂Ω is compact,
there exist then x1, x2, ..., xn ∈ ∂Ω such that
∂Ω ⊂
n⋃
j=1
Qδ,δ′(x
j).
It follows that the family (Wj) = (Qδ,δ′(x
j)) is a finite open cover of ∂Ω, i.e., each Wj is an open
subset of Rd, and ∂Ω ⊆ ⋃jWj .
Let (ϕj) be a partition of unity subordinate to the open cover (Wj) of ∂Ω, i.e.,
ϕj ∈ D(Wj) and
∑
j
ϕj(x) = 1 for all x ∈ ∂Ω.
The inner product in Hs(∂Ω) is then defined by
(u, v)Hs(∂Ω) =
∑
j
(ϕju, ϕjv)Hs(∂Ωj),
where Ωj can be transformed to a Lipschitz hypograph by a rigid motion, i.e., by a rotation plus
a translation and satisfies
Wj ∩ Ω = Wj ∩ Ωj for each j.
It is interesting to mention that a different choice of (Wj), (Ωj) and (ϕj) would yield the same
space Hs(∂Ω) with an equivalent norm, for 0 ≤ s ≤ 1. For further lectures see ([1] and [18]) .
The following lemmas are stated in ([9] and [19]).
Lemma 2.6 For a bounded Lipschitz domain Ω with boundary ∂Ω, the space H1/2(∂Ω) is dense
in L2(∂Ω).
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Lemma 2.7 Let Ω be a bounded Lipschitz domain in Rd. Then, the space Hs(Ω) is compactly
imbedded in Hs
′
(Ω) for all s′ < s in R.
Definition 2.2 For a bounded Lipschitz domain with boundary ∂Ω, the space H−1/2(∂Ω) is the
dual space of H1/2(∂Ω).
Several mathematicians contributed to the study of the trace spaces in Lipschitz domains, most
notably Gagliardo on W 1,p(Ω) for 1 ≤ p ≤ +∞ (see [8]) and Costabel on Hs(Ω) for 1
2
< s < 3
2
(see [6]).
Throughout the rest of this paper, Ω denotes a bounded Lipschitz domain of Rd.
3 The main key ingredients
Let Ω be a bounded Lipschitz domain of Rd, d ≥ 2. The trace map takes each continuous function
u on Ω to its restriction on ∂Ω. Under the condition Ω is a bounded Lipschitz domain, this
trace map may be extended to be a continuous surjective operator denoted Γs from H
s(Ω) to
Hs−1/2(∂Ω), for 1
2
< s < 3
2
(see [1], [6], [18] and [19]). The range space and the null space of Γs
are respectively given by
R(Γs) = Hs−1/2(∂Ω) and N (Γs) = Hs0(Ω),
where Hs0(Ω) is the closure inH
s(Ω) of infinitely differentiable functions compactly supported in Ω.
Let us set Γ = T1Γ1, where Γ1 is the trace operator from H
1(Ω) into H1/2(∂Ω) and T1 is the
embedding operator from H1/2(∂Ω) into L2(∂Ω). According to Gagliardo (see [8]), it follows that
R(Γ) = H1/2(∂Ω) and N (Γ) = H10 (Ω). Since Γ1 is bounded and T1 is compact (see [19]), Γ is
compact. Moreover, since R(Γ) is dense in L2(∂Ω), we have the following lemma:
Lemma 3.1 Let Γ be the trace operator from H1(Ω) into L2(∂Ω). Then, the adjoint operator Γ∗
is injective and compact.
Now, we induce H1(Ω) by the following inner product
(u, v)∂,Ω =
∫
Ω
∇u∇vdx+
∫
∂Ω
ΓuΓvdσ ∀ u, v ∈ H1(Ω). (6)
The associated norm ‖.‖∂,Ω is given by
‖u‖∂,Ω =
(
‖∇u‖2L2(Ω) + ‖Γu‖2L2(∂Ω)
)1/2
, (7)
and H1(Ω) induced with the inner product (., .)∂,Ω will be denoted H
1
∂(Ω). For v ∈ C1(Ω) the
normal derivative map ∂ν , maps each v to ∂νv = ν.(∇v)|∂Ω onto L2(∂Ω). Moreover, under the
condition Ω is a bounded Lipschitz domain, ∂ν may be extended to be a bounded linear operator
denoted ∂̂ν from H
1
∆(Ω) to H
−1/2(∂Ω) (see [9]). In the following, we recall Green’s formula (see
[9] and [19]).
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Proposition 3.1 ”Green’s formula” Let Ω be a bounded Lipschitz domain, then for all u ∈
H1∆(Ω) and v ∈ H1(Ω) one has∫
Ω
∇u∇vdx = −
∫
Ω
∆u Ev dx+ < ∂̂νu,Γ1v >,
where E is the embedding operator from H1(Ω) into L2(Ω) and < ., . > is the duality pairing
between H−1/2(∂Ω) and H1/2(∂Ω).
The following proposition characterizes Γ∗.
Proposition 3.2 For all g ∈ L2(∂Ω), Γ∗ is the solution operator of Robin problem for the follow-
ing Laplace equation {
∆z = 0 (Ω)
∂νz + Γz = g (∂Ω),
where ∂ν is the normal derivative operator considered as non-bounded from H
1
∆(Ω) to L
2(∂Ω).
Proof. Let g ∈ L2(∂Ω) and z = Γ∗g. We have:
(Γ∗g, v)∂,Ω =
∫
Ω
∇z∇vdx+
∫
∂Ω
ΓzΓvdσ (∗)
=
∫
∂Ω
g Γv dσ
so that if v ∈ H10 (Ω) = N (Γ), then we obtain∫
Ω
∇z∇v dx = 0.
Since the previous equality characterizes the H1−harmonic functions, then we may write:
∆z = 0 in D ′(Ω).
Applying Green’s formula to (∗), we obtain that
∫
Ω
∇z∇vdx+
∫
∂Ω
ΓzΓvdσ = < ∂̂νz,Γ1v > +
∫
∂Ω
ΓzΓvdσ
=
∫
∂Ω
gΓvdσ,
which leads to the following duality pairing on H1/2(∂Ω)×H−1/2(∂Ω)
< ∂̂νz + Γ̂z,Γ1v >=< ĝ,Γ1v >,
where ŷ denotes the embedding of an element y ∈ L2(∂Ω) in H−1/2(∂Ω).
Viewing R(Γ1) = H1/2(∂Ω), it follows that
∂̂νz + Γ̂z = ĝ,
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so
∂̂νz = ĝ − Γz.
Consequently, ∂̂νz belongs to the range of the embedding operator from L
2(∂Ω) into H−1/2(∂Ω),
which means that ∂νz ∈ L2(∂Ω) and that
∂νz + Γz = g. 
The trace operator Γ being bounded, one considers its Moore-Penrose inverse which we denote by
Λ = Γ† ∈ C(L2(∂Ω), H1∂(Ω)), such that
D(Λ) = R(Γ) = H1/2(∂Ω) and N (Λ∗) = N (Γ) = H10 (Ω).
Moreover, Λ is characterized by the following.
Proposition 3.3 Let Γ be the trace operator from H1∂(Ω) into L
2(∂Ω) and Λ its Moore-Penrose
inverse. Then, Λ is the solution operator of the Dirichlet problem for the Laplace equation with
data in H1/2(∂Ω). Moreover, we have:
R(Λ) = H1(Ω),
where H1(Ω) = {v ∈ H1(Ω) / ∆v = 0 in D ′(Ω)}.
Proof. Since Γ is bounded, it follows that its Moore-Penrose inverse Λ is closed and densely
defined with closed range. Moreover, from Lemma 3.1, Γ∗ is injective, which implies that D(Λ) =
R(Γ). Also, for g ∈ D(Λ) let v = Λg. For w ∈ D(Λ∗), we have
(v, w)∂,Ω =
∫
Ω
∇v∇wdx+
∫
∂Ω
ΓvΓwdσ = (Λg, w)∂,Ω =
∫
∂Ω
gΛ∗wdσ,
so that if w ∈ N (Λ∗) = N (Γ) = H10 (Ω), the following holds∫
Ω
∇v∇wdx = 0.
Since the previous equality holds for all w ∈ H10 (Ω) and characterizes the H1−harmonic functions,
it follows that {
∆v = 0 (Ω)
Γv = g (∂Ω). 
We now consider the embedding operator:
E : H1∂(Ω) → L2(Ω)
v 7→ Ev
which maps each v ∈ H1(Ω) to itself into L2(Ω) but obviously with different topologies. H1(Ω)
is induced with the inner product (., .)∂,Ω and L
2(Ω) with its usual inner product (., .)0,Ω. The
following theorem characterizes E∗.
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Theorem 3.1 Let Ω be a bounded Lipschitz domain of Rd and E the embedding operator from
H1∂(Ω) into L
2(Ω). Then for f ∈ L2(Ω), the adjoint operator E∗ is the solution operator of Robin
problem for the following Poisson equation{
−∆u = f (Ω)
∂νu+ Γu = 0 (∂Ω).
(8)
Proof. Let f ∈ L2(Ω) and v ∈ H1(Ω). Putting u = E∗f, one has∫
Ω
fEvdx = (E∗f, v)∂,Ω =
∫
Ω
∇u∇v dx+
∫
∂Ω
Γu Γv dσ. (9)
Now, if v ∈ C∞c (Ω) then,
(E∗f, v)∂,Ω =
∫
Ω
fEvdx
=
∫
Ω
∇v∇udx
= < −∆u, v >D ′(Ω),D(Ω) .
Therefore,
f = −∆u in D ′(Ω).
Applaying Green’s formula to (9), one has
∫
Ω
f Evdx = −
∫
Ω
Ev ∆u dx+ < ∂̂νu,Γ1v > +
∫
∂Ω
ΓvΓu dσ
=
∫
Ω
f Evdx+ < ∂̂νu+ Γ̂u,Γ1v >,
so far,
< ∂̂νu+ Γ̂u,Γ1v >= 0 ∀v ∈ H1(Ω).
Moreover, since R(Γ1) = H1/2(∂Ω), it follows that
∂̂νu+ Γ̂u = 0 in H
−1/2(∂Ω).
Consequently, ∂̂νu belongs to the range of the embedding operator acting from L
2(∂Ω) toH−1/2(∂Ω)
and ∂νu ∈ L2(∂Ω), which implies that
∂νu+ Γu = 0 in L
2(∂Ω). 
Now, for f ∈ L2(Ω), let us consider E∗0 the solution operator of the Dirichlet problem for the
following Poisson equation {
−∆u0 = f (Ω)
Γu0 = 0 (∂Ω)
.
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By setting E∗1 = E
∗ − E∗0 and u1 = E∗1f, it follows that u1 is a solution of the Dirichlet problem
for the following Laplace equation {
−∆u1 = 0 (Ω)
Γu1 = Γu (∂Ω),
where u is the solution of (8). Furthermore, using Rellich-Necˇas Lemma, we can prove the following
crucial theorem:
Theorem 3.2 Let Γ be the trace operator from H1∂(Ω) into L
2(∂Ω) and E∗1 defined as above.
Then, we have E∗1 = Γ
∗K∗, where K is the solution operator of the Dirichlet problem for the
Laplace equation (1).
Proof. Putting u1 = E∗1f, we have u
1 = u − u0, where u0 and u are solutions of the followings
problems {
−∆u0 = f (Ω)
Γu0 = 0 (∂Ω)
and {
−∆u = f (Ω)
∂νu+ Γu = 0 (∂Ω)
respectively. Since u1, u0 ∈ H1∆(Ω), it follows that
∂̂νu
1, ∂̂νu
0 ∈ H−1/2(∂Ω),
therefore,
∂̂νu = ∂̂νu
0 + ∂̂νu
1 ∈ H−1/2(∂Ω).
On the one hand, ∂νu = −Γu implies that ∂νu ∈ L2(∂Ω), and by Rellich-Necˇas Lemma, we have
∂νu
0 ∈ L2(∂Ω). Which implies that ∂νu1 ∈ L2(∂Ω). On the other hand, since
∂νu
1 + Γu1 = ∂νu
1 − ∂νu = −∂νu0,
and that the adjoint operator K∗ takes each f ∈ L2(∂Ω) to −∂νu0 onto L2(∂Ω), where u0 is the
solution of the Dirichlet problem for the Poisson equation (3), it follows that
∂νu
1 + Γu1 = K∗f,
and that u1 is the unique solution of{
−∆u1 = f (Ω)
∂νu
1 + Γu1 = −∂νu0 (∂Ω).
Therefore,
E∗1 = Γ
∗K∗. 
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Now, the operator E1 being bounded, one considers its Moore-Penrose inverse which we denote
by F1 such that
D(F1) = R(E1)⊕N (E∗1),
and
R(F1) = H1(Ω) and N (F1) = N (E∗1) = H10 (Ω).
According to Proposition 2.3, the operator F ∗1 (I + F1F
∗
1 )
−1/2 acting from H1(Ω) into L2(Ω) is
bounded with closed range, i.e.,
R(F ∗1 (I + F1F ∗1 )−1/2) = R(F ∗1 ) = H(Ω)
and
N (F ∗1 (I + F1F ∗1 )−1/2) = N (F ∗1 ) = H10 (Ω),
and from Corollary 2.1, we have the following lemma.
Lemma 3.2 The operator F ∗1 (I + F1F
∗
1 )
−1/2 is an isomorphism from H1(Ω) into H(Ω).
Let us now set
Γ∗0 = F
∗
1 (I + F1F
∗
1 )
−1/2Γ∗.
The following lemma characterizes Γ∗0.
Lemma 3.3 The operator Γ∗0 defined above is compact and injective.
Proof. Knowing that R(F ∗1 (I +F1F ∗1 )−1/2) = H(Ω), we have R(Γ∗0) ⊂ H(Ω). Moreover, Γ being
compact (see §3), it follows by Schauder’s theorem (Theorem 2.1) that Γ∗ is compact as well.
Therefore, the boundedness of F ∗1 (I +F1F
∗
1 )
−1/2 implies that Γ∗0 is compact. The injectivity of Γ
∗
0
holds for the reason that Γ∗ is injective and that R(Γ∗) ⊂ N (F ∗1 (I + F1F ∗1 )−1/2)⊥. 
Let us now return to the Dirichlet problem for the Laplace equation (1), where we have con-
sidered its solution operator K and its adjoint K∗. Composing Γ∗0 by K
∗, we obtain
Γ∗0K
∗ = F ∗1 (I + F1F
∗
1 )
−1/2Γ∗K∗,
and in view of Theorem 3.2, we have E∗1 = Γ
∗K∗, which leads to
Γ∗0K
∗ = F ∗1 (I + F1F
∗
1 )
−1/2E∗1 .
On the other hand, since (I + F ∗1F1)
−1/2F ∗1 ⊂ F ∗1 (I + F1F ∗1 )−1/2 and that R(E∗1) ⊂ D(F ∗1 ), one
has
Γ∗0K
∗ = (I + F ∗1F1)
−1/2F ∗1E
∗
1 ,
and viewing F ∗1E
∗
1 = PH(Ω), it follows that
Γ∗0K
∗ = (I + F1F
∗
1 )
−1/2PH(Ω).
Therefore,
R(Γ∗0K∗) = R((I + F ∗1F1)−1/2PH(Ω)).
Viewing Γ∗0 is compact, K ∈ B(L2(∂Ω), L2(Ω)) and that (I + F ∗1F1)−1/2PH(Ω) is self-adjoint, it
follows that Γ∗0K
∗ is compact and self-adjoint. Therefore, there exists a sequence ((κn, φn))n≥1 in
R∗+ ×H(Ω) such that for all n ≥ 1,
Γ∗0K
∗φn = κ
2
nφn.
Moreover, the sequence (φn)n≥1 is an orthonormal basis for the Bergman space H(Ω).
The aim of the next section is to prove the main result of this paper (Theorem 1.1).
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4 The sequences (gn)n≥1 and (yn)n≥1
As we stated in the first section of this paper, the sequences (gn)n≥1 and (yn)n≥1 are defined for
all n ≥ 1, by
Γ∗0φn = κnyn and K
∗φn = κngn,
where ((κn, φn))n≥1 in R
∗
+ ×H(Ω) is a sequence of couples associated to Γ∗0K∗. A first remark is
that Γ∗0 and K satisfie the following
Γ∗0gn = κnφn = Kyn.
Denote by G(∂Ω) and Y(∂Ω) the closures of span(gn)n≥1 and span(yn)n≥1 respectively. The
principal objective of this section will be to prove that the sequences (gn)n and (yn)n are Riesz
bases. This will be the key ingredient to prove the H1/2 regularity result for the problem(1), stated
in Theorem 1.2.
Lemma 4.1 The sequences (yn)n≥1 and (gn)n≥1 are biorthogonal and (yn)n≥1 is complete.
Proof. Let m,n ≥ 1. We have
(gn, ym)0,∂Ω =
1
κnκm
(κngn, κmym)0,∂Ω
=
1
κnκm
(K∗φn,Γ0φm)0,∂Ω
=
1
κnκm
(Γ∗0K
∗φn, φm)0,Ω
=
κ2n
κnκm
(φn, φm)0,Ω.
Since (φn)n≥1 is an orthonormal basis forH(Ω), it follows that (gn, ym)0,∂Ω = δnm, therefore (gn)n≥1
and (yn)n≥1 are biorthogonal. To prove that (yn)n≥1 is complete, one standard way is to consider
an element g ∈ L2(∂Ω) such that for all n ≥ 1,
(g, yn)0,∂Ω = 0 (10)
and prove that g = 0. Multiplying (10) by κn, it follows that
0 = κn(g, yn)0,∂Ω = (g, κnyn)0,∂Ω = (g,Γ0φn)0,∂Ω = (Γ
∗
0g, φn)0,Ω
therefore, (Γ∗0g, φn)0,Ω = 0 for all n ≥ 1, and since (φn)n≥1 is an orthonormal basis for H(Ω) and
that Γ∗0g ∈ H(Ω), we obtain that Γ∗0g = 0 which implies that g = 0 according to the injectivity of
Γ∗0 from Lemma 3.3. 
The following corollary is a consequence of Lemma 4.1 and Lemma 2.2.
Corollary 4.1 The sequences (gn)n≥1 and (yn)n≥1 are minimal.
Lemma 4.2 R(K∗) and R(Γ0) are densely imbedded in G(∂Ω) and Y(∂Ω) respectively. Moreover,
Y(∂Ω) = L2(∂Ω).
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Proof. First, let us prove that R(K∗) ⊂ G(∂Ω). Since (φn)n≥1 is an orthonormal basis for H(Ω),
we have for all v ∈ H(Ω)
v =
∞∑
n=1
(v, φn)0,Ω φn = lim
n→+∞
n∑
j=1
(v, φj)0,Ω φj,
and since K∗ is bounded, it follows that
K∗v = lim
n→+∞
n∑
j=1
(v, φj)0,Ω K
∗φj
= lim
n→+∞
n∑
j=1
(v, φj)0,Ω κjgj.
Therefore, K∗v is the limit of a linear combination sequence of elements of (gn)n≥1. Hence K
∗v ∈
G(∂Ω), then R(K∗) ⊂ G(∂Ω) and since span(gn)n≥1 ⊂ R(K∗), it follows that R(K∗) is densely
imbedded in G(∂Ω). In a similar way, we obtain that R(Γ0) ⊂ Y(∂Ω). Moreover, here is another
way to obtain the completeness of the sequence (gn)n≥1 : since the operator Γ
∗
0 is injective according
to Lemma 3.3, R(Γ0) is then dense in L2(∂Ω). Therefore, we obtain that Y(∂Ω) = L2(∂Ω).
Lemma 4.3 The sequences (κngn)n≥1 and (κnyn)n≥1 are Bessel sequences.
Proof. Viewing (φn)n is an orthonormal basis for H(Ω) and that the operators K∗ and Γ∗0 are
bounded, it follows by Lemma 2.3 that (κngn)n≥1 and (κnyn)n≥1 are Bessel sequences. 
Corollary 4.2 The synthesis operators associated with the sequences (κngn)n≥1 and (κnyn)n≥1 are
bounded.
Corollary 4.3 The analysis operators associated with the sequences (κngn)n≥1 and (κnyn)n≥1 are
bounded.
In the rest of this paper, we denote by (AG,D(AG)) and (AY ,D(AY )) the analysis operators
associated with the sequences (gn)n≥1, (yn)n≥1, and by (SG,D(SG)) and (SY ,D(SY )) their asso-
ciated synthesis operators respectively. Denote also by AΦ the analysis operator associated with
the orthonormal basis (φn)n≥1 and by Mκ the multiplication operator on ℓ
2(N∗) by the sequence
κ = (κn)n≥1 such that
Mκ : ℓ
2(N∗) −→ ℓ2(N∗),
such that for all scalar sequence (xn)n≥1 ∈ ℓ2(N∗),
Mκ(xn)n≥1 = (κnxn)n≥1.
In particular, for the sequences G = (gn)n≥1 and Y = (yn)n≥1, we adopt the following notation:
MκG = (κngn)n≥1 = κG and MκY = (κnyn)n≥1 = κY.
The next lemma will prove to be crucial.
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Lemma 4.4 We have
AYK
∗ = MκAΦ = AGΓ0.
Proof. For v ∈ H(Ω), we have
MκAΦv = (κn(v, φn)0,Ω)n≥1
= ((v, κnφn)0,Ω)n≥1
= ((v,Kyn)0,Ω)n≥1
= ((K∗v, yn)0,∂Ω)n≥1
= AYK
∗v.
In a similar way, we obtain
MκAΦv = (κn(v, φn)0,Ω)n≥1
= ((v, κnφn)0,Ω)n≥1
= ((v,Γ∗0gn)0,Ω)n≥1
= ((Γ0v, gn)0,∂Ω)n≥1
= AGΓ0v. 
Corollary 4.4 The analysis operators (AG,D(AG)) associated with the sequence (gn)n≥1 is closed
and densely defined.
Proof. According to Lemma 2.5, (AG,D(AG)) is closed. On the other hand, we have shown in
Lemma 4.4, that R(Γ0) ⊂ D(AG), and since R(Γ0) is dense in L2(∂Ω), it follows then that the
analysis operators (AG,D(AG)) is densely defined. 
We will extensively make use of the following lemma:
Lemma 4.5 The following hold
1. MκAG ⊂ AΦK = AκG
2. MκAY ⊂ AΦΓ∗0 = AκY
3. K∗A∗Φ = A
∗
GMκ
4. Γ0A
∗
Φ = A
∗
κY
Proof. Let g ∈ D(AG). We have
MκAGg = (κn(g, gn)0,∂Ω)n≥1.
Since for all n ≥ 1,
κn(g, gn)0,∂Ω = (g, κngn)0,∂Ω
= (g,K∗φn)0,∂Ω
= (Kg, φn)0,∂Ω,
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it follows that for all g ∈ D(AG),
MκAGg = AΦKg = AκGg
and the first inclusion holds. In a similar way, one can prove (2). Having established in Corollary
4.4 that the analysis operator (AG,D(AG)) is densely defined and that AκY is bounded in Corol-
lary 4.3, one considers their adjoint operators A∗G, A
∗
κY respectively. Therefore, the items (3) and
(4) hold by considering the adjoints in (1) and (2). 
The following result will prove useful in the rest of this text.
Lemma 4.6 The operator AκY is injective and has a dense range.
Proof. For g ∈ L2(∂Ω), the equality AκY g = 0 implies that for all n ≥ 1, (g, κnyn)∂Ω = 0.
Moreover, viewing κn 6= 0, it follows that (g, yn)∂Ω = 0. Since the sequence Y = (yn)n≥1 is
complete, we get g = 0. Therefore, AκY is injective. On the other hand, from the second item of
Lemma 4.5, we have AκY = AΦΓ
∗
0, and since AΦ is a unitary isomorphism and that R(Γ∗0) is dense
in H(Ω), we deduce that R(AκY ) is dense in ℓ2(N∗). 
Corollary 4.5 The operator A∗κY is bounded, injective and has a dense range.
Lemma 4.7 The operator (M 1
κ
AG,D(M 1
κ
AG)) is the inverse of A
∗
κY . Moreover, it is surjective
and has a surjective adjoint.
Proof. From Lemma 4.5, we have Γ0A
∗
Φ = A
∗
κY , which implies that for all (cn)n≥1 ∈ ℓ2(N∗),
M 1
κ
AGA
∗
κY (cn)n = M 1
κ
AGΓ0A
∗
Φ(cn)n.
In view of Lemma 4.4, we have AGΓ0 = MκAΦ, which leads to
M 1
κ
AGA
∗
κY (cn)n =M 1
κ
MκAΦA
∗
Φ(cn)n.
Moreover, since AΦ is a unitary isomorphism, we have
AΦA
∗
Φ = Iℓ2(N∗),
therefore,
M 1
κ
AGA
∗
κY (cn)n = (cn)n.
Hence, we obtain that
R(A∗κY ) ⊂ D(M 1
κ
AG)
and that
M 1
κ
AGA
∗
κY = Iℓ2(N∗).
Having previously established in Corollary 4.5 that A∗κY is bounded injective with dense range,
it follows that (M 1
κ
AG,D(M 1
κ
AG)) is its unique inverse. Moreover, it is surjective and has a
surjective adjoint. 
Corollary 4.6 The operator (A∗GM 1
κ
,D(A∗GM 1
κ
)) is the inverse of AκY .
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Corollary 4.7 The operators (A∗G,D(A∗G)) and (A∗Y ,D(A∗Y )) are surjective. Moreover, the se-
quence (gn)n≥1 is complete.
Proof. Since the operator (A∗GM 1
κ
,D(A∗GM 1
κ
)) is surjective, clearly (A∗G,D(A∗G)) is also surjective
as well, then R(A∗G) = L2(∂Ω), and this implies that the sequence (gn)n≥1 is complete, i.e,
G(∂Ω) = L2(∂Ω).
On the other hand, we have
span(gn)n≥1 ⊂ R(K∗),
and according to Lemma 4.2, R(K∗) is densely imbedded in G(∂Ω). Therefore, we deduce that
R(K∗) is dense in L2(∂Ω). Moreover, by Lemma 4.4, we have
R(K∗) ⊂ D(AY ).
Therefore, the operator (AY ,D(AY )) is densely defined. In analogue with the proof of Lemma
4.7, instead of A∗κY = A
∗
YMκ, we consider the operator A
∗
GMκ = A
∗
κG, then one can prove that
M 1
κ
AY is the inverse of A
∗
GMκ and this establishes that (A
∗
Y ,D(A∗Y )) is surjective. 
Corollary 4.8 The solution operator of the Dirichlet problem for the Laplace equation (1) is
injective.
The next proposition is an essential step towards the main result of this paper.
Proposition 4.1 The following hold
Γ0 = SYAYK
∗ = SYAGΓ0,
and
K∗ = SGAGΓ0 = SGAYK
∗.
Proof. Consider the orthonormal basis (φn)n≥1 for H(Ω). For v ∈ H(Ω), we have the following
representation
v =
∞∑
k=1
(v, φk)0,Ω φk
and since Γ0 is bounded, we obtain that
Γ0v =
∞∑
k=1
(v, φk)0,ΩΓ0φk
=
∞∑
k=1
(v, φk)0,Ωκkyk
=
∞∑
k=1
(v, κkφk)0,Ωyk
=
∞∑
k=1
(v,Kyk)0,Ωyk
= SYAYK
∗v,
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and that
Γ0v =
∞∑
k=1
(v, φk)0,ΩΓ0φk
=
∞∑
k=1
(v, φk)0,Ωκkyk
=
∞∑
k=1
(v, κkφk)0,Ωyk
=
∞∑
k=1
(v,Γ∗0gk)0,Ωyk
= SYAGΓ0v.
Hence,
Γ0 = SYAYK
∗ = SYAGΓ0.
In a similar way, one can establish that
K∗ = SGAGΓ0 = SGAYK
∗. 
An interesting consequence of Proposition 4.1 is the following:
Corollary 4.9 The synthesis and analysis operators associated with the sequences (gn)n≥1 and
(yn)n≥1 satisfie
SYAG ⊂ IL2(∂Ω)
and
SGAY ⊂ IL2(∂Ω).
Proof. From Proposition 4.1, we have
Γ0 = SYAYK
∗ = SYAGΓ0.
Moreover, we showed in Lemma 4.2 that R(Γ0) is dense in L2(∂Ω). We therefore have
SYAG ⊂ IL2(∂Ω).
Similarly, we have according to Proposition 4.1 that
K∗ = SGAGΓ0 = SGAYK
∗,
and by Corollary 4.8 that the operatorK is injective, which implies thatR(K∗) is dense in L2(∂Ω).
Hence,
SGAY ⊂ IL2(∂Ω). 
Corollary 4.10 The synthesis operators SG and SY are bounded.
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Proof. In Corollary 4.7, we showed that (A∗G,D(A∗G)) and (A∗Y ,D(A∗Y )) are surjective, it
follows that R(AG) and R(AY ) are closed. Moreover, from Corollary 4.9 the synthesis oper-
ators (SG,D(SG)) and (SY ,D(SY )) are the inverse of the analysis operators (AY ,D(AY )) and
(AG,D(AG)) respectively. Consequently, SG and SY are bounded. 
Now, we can deduce the principal result of this paper.
Corollary 4.11 The sequences (yn)n≥1 and (gn)n≥1 are Riesz bases for L
2(∂Ω).
Proof. Having shown in Corollary 4.10 that the synthesis operators SG and SY associated with
the sequences (gn)n≥1 and (yn)n≥1 respectively are bounded. It follows according to Lemma 2.4
that the sequences (gn)n≥1 and (yn)n≥1 are Bessel sequences. On the other hand, (gn)n≥1 and
(yn)n≥1 are biorthogonal and complete according to Lemma 4.1 and Corollary 4.7. Consequently,
(gn)n≥1 and (yn)n≥1 are Riesz Bases according to Theorem 2.2. 
5 Regularity result for the Dirichlet problem
Let Ω be a bounded Lipschitz domain in Rd. For 0 ≤ s ≤ 1, we denote by Hs(Ω) the space of real
harmonic functions on the usual Sobolev space Hs(Ω), i.e.,
Hs(Ω) = {v ∈ Hs(Ω) | ∆v = 0 in Ω }
and by Hs(Ω) the following:
Hs(Ω) = { (I + F ∗1F1)−s/2v | v ∈ H(Ω) },
where F1 is the Moore-Penrose inverse of the embedding operator E1. A first characterization of
Hs(Ω) is given in the following proposition:
Proposition 5.1 Let Ω ⊂ Rd be a bounded Lipschitz domain. Then, H1(Ω) = H1(Ω) with an
equivalence of norms.
Proof. According to Proposition 2.4, we have
E1 = (I + F
∗
1F1)
−1/2TF ∗
1
where
TF ∗
1
= F ∗1 (I + F1F
∗
1 )
−1/2 + E1(I + F1F
∗
1 )
−1/2.
Moreover, since the algebric equality R(E1) = H1(Ω) holds and that
H1(Ω) = { (I + F ∗1F1)−1/2v | v ∈ H(Ω) },
we obtain the algebric equality between H1(Ω) and H1(Ω), and all what is needed to prove is the
equivalence of norms. To this end, for u ∈ H1(Ω) consider the graph norm
‖u‖H1(Ω) = ‖(I + F ∗1F1)1/2u‖0,Ω.
For v ∈ H1(Ω), E1v ∈ H1(Ω) and
‖(I + F ∗1F1)1/2E1v‖0,Ω = ‖TF ∗1 v‖0,Ω.
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Viewing TF ∗
1
is an isomorphism from H1(Ω) into H(Ω) by Corollary 2.2. This assures the existence
of two positive constants c′1 and c
′
2 not depending on v such that
c′1‖v‖∂,Ω ≤ ‖(I + F ∗1F1)1/2E1v‖0,Ω ≤ c′2‖v‖∂,Ω.
Therefore, we deduce that the norms ‖.‖H1(Ω) and ‖.‖H1(Ω) are equivalent. 
The following corollary could be deduced using the real interpolation method (see [1], [18] and
[22]).
Corollary 5.1 Assume 0 ≤ s ≤ 1, then Hs(Ω) form an interpolatory family. Moreover, we have
Hs(Ω) = Hs(Ω)
with equivalence of norms.
Proposition 5.2 Let ((κn, φn))n≥1 be the sequence of couple in R
∗
+×H(Ω) associated with Γ∗0K∗
such that Γ0K
∗φn = κ
2
nφn. Then the following statements are equivalent
1. v ∈ Hs(Ω).
2.
+∞∑
n=1
1
κ4sn
|(v, φn)0,Ω|2 converges.
Proof. Let v ∈ Hs(Ω). There exists then φ ∈ H(Ω) such that
v = (I + F ∗1F1)
−s/2φ,
which implies that
(v, φn)0,Ω = ((I + F
∗
1F1)
−s/2φ, φn)0,Ω = (φ, (I + F
∗
1F1)
−s/2φn)0,Ω.
According to the Spectral Theorem [6, Theorem 5.1], it follows that
(v, φn)0,Ω = (φ, (I + F
∗
1F1)
−s/2φn)0,Ω = (φ, κ
2s
n φn),
which implies that
1
κ2sn
(v, φn)0,Ω = (φ, φn)0,Ω,
we therefore obtain that
∞∑
n=1
1
κ4sn
|(v, φn)0,Ω|2 =
∞∑
n=1
|(φ, φn)0,Ω|2.
Since φ ∈ H(Ω) and
∞∑
n=1
|(φ, φn)0,Ω|2 < +∞, it follows then that
∞∑
n=1
1
κ4sn
|(v, φn)0,Ω|2 < +∞, ∀v ∈ Hs(Ω),
therefore according to Corollary 5.1, we conclude that for v ∈ Hs(Ω),
∑
n
1
κ2sn
|(v, φn)0,Ω|2 converges.
From Corollary 5.1 and Proposition 5.2, we deduce:
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Corollary 5.2 We have
R(K) ⊂ R((I + F ∗1F1)−1/4PH(Ω))
and
R(Γ∗0) ⊂ R((I + F ∗1F1)−1/4PH(Ω)).
Proof. Let g ∈ L2(Ω). For all n ≥ 1, we have
(Kg, φn)0,Ω = (g,K
∗φn)0,Ω = (g, κngn)0,∂Ω,
which leads to
| 1
κn
(Kg, φn)0,Ω| = |(g, gn)0,∂Ω|
and since (gn)n≥1 is a Bessel sequence,
∑
n
|(g, gn)0,∂Ω|2 converges, and this implies that
∑
n
| 1
κn
(Kg, φn)0,Ω|2
converges, therefore Kg ∈ H1/2(Ω). Similarly, for all n ≥ 1,
(Γ∗0g, φn)0,Ω = (g,Γ0φn)0,Ω = (g, κnyn)0,∂Ω
so
| 1
κn
(Γ∗0g, φn)0,Ω| = |(g, yn)0,∂Ω|.
Similarly, viewing (yn)n≥1 is a Bessel sequence, it follows that
∑
n
|(g, yn)0,∂Ω|2 converges and there-
fore
∑
n
| 1
κn
(Γ∗0g, φn)0,Ω|2 converges, thus Γ∗0g ∈ H1/2(Ω).
It turns out that the very weak solution of the Dirichlet problem for the Laplace equation (1),
which is of the form v = Kg lies in H1/2(Ω). 
Now, we can state the main result of this section.
Theorem 5.1 Let Ω ⊂ Rd be a bounded Lipschitz domain. For g ∈ L2(∂Ω), the very weak
solution of the Dirichlet problem for the Laplace equation (1) lies in H
1
2 (Ω) and there exist two
positive constants cΩ and c
′
Ω depending on the geometry of Ω such that :
c
′
Ω ‖g‖L2(∂Ω) ≤ ‖v‖H 12 (Ω) ≤ cΩ ‖g‖L2(∂Ω),
Moreover, the solution operator K is compact and injective.
Proof. According to Corollary 5.2,
R(K) ⊂ R((I + F ∗1F1)−1/4PH(Ω))
which implies that
R(K) ⊂ H1/2(Ω).
On the other hand, according to Lemma 2.7, H1/2(Ω) is compactly imbedded in L2(Ω), therefore
K is compact. The injectivity of K holds from Corollary 4.8. On the other hand, since
H1/2(Ω) = H1/2(Ω),
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and that
‖Kg‖H1/2(Ω) = ‖(I + F ∗1F1)1/4Kg‖0,Ω,
we have
((I + F ∗1F1)
1/4Kg, φn)0,Ω = (Kg, (I + F
∗
1F1)
1/4φn)0,Ω
= (Kg, κ−1n φn)0,Ω
= (g, κ−1n K
∗φn)0,∂Ω
= (g, gn)0,∂Ω.
Therefore, we obtain that
‖Kg‖2H1/2(Ω) =
∞∑
n=1
|(g, gn)0,∂Ω|2.
Moreover, since (gn)n≥1 is a Riesz basis for L
2(∂Ω), there exist two constants bG and aG such that
aG‖g‖2∂Ω ≤ ‖Kg‖2H1/2(Ω) ≤ bG‖g‖20,∂Ω,
where bG is the smallest upper bound of the sequence (gn)n≥1 and aG is the greatest lower bound
of the sequence (gn)n≥1, therefore, we obtain that
√
aG ‖g‖0,∂Ω ≤ ‖v‖H1/2(Ω) ≤
√
bG ‖g‖0,∂Ω.
Moreover, in view of Corollary 5.1, we have the equivalence of the norms ‖.‖H1/2(Ω) and ‖.‖H1/2(Ω),
which implies that there exist two positive constants cΩ and c
′
Ω depending on the geometry of Ω
such that
c′Ω ‖g‖0,∂Ω ≤ ‖v‖H1/2(Ω) ≤ cΩ ‖g‖0,∂Ω. 
Remark: This work is part of the second author’s ongoing Ph.D. research, which is carried out
at Moulay Ismail University, Meknes-Morocco.
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