(−24 + (276480 − 69120 √ 11) 1/3 + 24(5(4 + √ 11)) 1/3 ), which has the much more useful decimal form a = 0.564641 . . . . Here are the twelve distinct solutions (values of a) in increasing order. Readers and their students are invited to match the solutions with the problems. The chain rule for exponential scalar functions says that if f (t) is a differentiable function, then
Since a scalar function is a 1 × 1 matrix function, one might think that the chain rule also holds for exponential matrix functions. For example, in a text by Hubbard and West [1] , the authors wrote:
In an exercise, you can show that the product and chain rules for differentiation also hold for expressions involving exponentials of matrices.
However, we will show that the chain rule need not hold for expressions involving exponentials of matrices.
We begin with the following result, whose proof is omitted because it can be found in many texts on linear algebra (see, for example, [1] and [2] ).
If A is an n × n matrix, then the series
(where E is the n × n unit or identity matrix) converges to an n × n matrix that is denoted e A , also written exp(A). That is,
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If A(t) = [a i j (t)] 1≤i, j ≤n is an n × n matrix function on (−∞, ∞), we define t 0 A(s) ds = t 0 a i j (s) ds 1≤i, j ≤n and d dt A(t) = d dt a i j (t) 1≤i, j ≤n . Therefore, t 0
A(s) ds and e t 0 A(s) ds are well-defined matrix functions (when each a i j (t) is integrable). When the matrix function A(t) is a constant matrix A (that is, A(t)
and it is well known (see [1] for a proof) that
That is, the chain rule holds for e t A . We now give an example to show that the chain rule need not hold for expressions involving exponentials of matrices. To be more specific, we will construct a matrix function A(s) such that
and
Example. For the matrix function Since the sum of the (1, 2) positions (the first row and the second column in each matrix) is
