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Abstract
The stability of stationary interpolatory subdivision schemes for univariate data
is investigated. If the subdivision scheme is linear, its stability follows from the
convergence of the scheme, but for nonlinear subdivision schemes one needs stronger
conditions and the stability analysis of nonlinear schemes is more involved. Apart
from the fact that it is natural to demand that subdivision schemes are stable, it
also has an advantage in a theoretical sense: is it shown that the approximation
properties of stable schemes can very easily be determined.
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1 Introduction
The method of representing a function, curve or surface by means of a discrete
set of data, on which a certain subdivision scheme is applied in order to gen-
erate a more rened view on this object is by now a well established technique
in computer aided geometric design (CAGD). Subdivision methods are fast
and cheap, and they are local. This last property has as main advantage that
a local change in the data will only have a local eect on the resulting object,
which is of course an attractive feature in designing an object. For example,
spline interpolation methods are in general not local as systems of equations
have to be solved.
A possible drawback of subdivision schemes is that one wants in practice to
represent objects in a smooth way (at least C1), and analysing the smooth-
ness of the limit function using a subdivision scheme is more dicult than
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e.g., determining the smoothness of a spline. For linear subdivision schemes
however, the analysis has been highly developed, see e.g., [Dub86], [DGL87],
[DD89], [CM89], [CDM91], [DGL91], [Dyn92]. Unfortunately, many results for
linear subdivision schemes do not apply to nonlinear schemes, and the proofs
are considerably more complicated, see e.g., [KvD98a], [KvD97b], [KvD97a],
[KvD98b].
Apart from the smoothness of the result of an approximation method, another
important issue is whether the approximative method is also stable. Stability
is a well-known concept within numerical analysis:
Denition 1 (Stability of an algorithm) Given an algorithm A, that de-
pends on certain data x, with result RA(x). We call A stable if one can bound
the change of RA when the input is perturbed with a small quantity x, in the
following way:
kRA(x+ x)−RA(x)k1  C1  kxk1; C1 <1:
Note that if an algorithm is stable according to this denition, it need not be
numerically stable: in the latter case C1 should not be ’too large’.
So the question is legitimate whether a subdivision scheme is stable or not,
and this property is of course important in real applications: in designing an
object one does not want major changes if one slightly distorts the initial data.
It turns out that for linear subdivision schemes the relation between the
smoothness of such a scheme and its stability is clear-cut. We will show, that
if the scheme converges, i.e., the limit function is C0, the algorithm is also sta-
ble. For nonlinear schemes however, it seems not to be possible to prove such
a general statement, and whether a nonlinear subdivision scheme is stable or
not, requires much deeper analysis.
Of course, in practice one only wants to use stable subdivision schemes, and
therefore one possibility would be to restrict ourselves to linear schemes that
are smooth (at least C1). However, such schemes can never be shape pre-
serving. Indeed, smoothness properties of linear subdivision schemes do not
depend on the initial data, and therefore linear schemes can never be e.g., con-
vexity preserving, as it is possible to construct convex initial data that do not
allow any C1 function that interpolates that data. For example, one can draw
data from f(x) = jxj including the point (0; 0).
A subdivision scheme can be viewed upon as an approximation method. Apart
from the stability, as well as the smoothness of the results of any approximation
method, its approximation properties are also of interest. These approximation
properties are usually characterised by the approximation order of the method:
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Denition 2 (Approximation order) Consider the equidistant univariate
data set f(xi = ih; fi) 2 R2gNi=0, with h  N = 1. The data values fi are
drawn from a function f 2 Cp([0; 1]), such that fi = f(xi), i = 0; : : : ; N . The
function uh is dened as the solution of the approximation method to the given
data. Then, the approximation method has approximation order p, if
kuh − fk[0;1];1  C2hp;
for a constant C2 that does not depend on h.
The main result of this article is that the approximation order of a stable
subdivision scheme is very easy to determine.
This article is organised as follows. In section 2 we give the subdivision schemes
in which we are interested. Next we prove stability for linear convergent subdi-
vision schemes, and we give examples of the proof of stability for the nonlinear
subdivision schemes presented in section 2. In section 4 we prove that a sim-
ple algorithm to determine the approximation order for stable subdivision
schemes, exists. The eort to obtain approximation orders for existing sub-
division schemes in the way we present it here is much simpler than earlier
estimates, compare [DGL87], [KvD98a], [KvD97a].
2 Subdivision
2.1 Denition of subdivision schemes
Given initial data (x(0)i ; f
(0)
i ), with x
(0)
i = i  h, the purpose of a subdivi-
sion scheme is to generate a sequence of nested data (x(k)i ; f
(k)
i ), k = 1; 2; : : :.
Hopefully this process converges to a limit function, which we denote by f (1).
Symbolically we write the subdivision scheme on the functional data f as an
operator S, i.e., f (k+1) = S(f (k)). Usually, subdivision schemes are considered
to be local, i.e., they use a nite number of neighbouring points. Moreover, if
the scheme satises f (k) = S(f (k−1)) = S(k)(f (0)), it is called stationary, which
means that the same subdivision rule is applied at any iteration level k, i.e.,
the scheme itself does not depend on the data.
An important class of subdivision schemes are binary schemes. Binary subdi-
vision schemes are discrete algorithms that (roughly) double the number of
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data in every iteration, and are dened as follows:
f
(k+1)
2i = S1(ff (k)i+jgj);
f
(k+1)
2i+1 = S2(ff (k)i+jgj):
A special class of schemes is obtained by considering interpolatory subdivision
schemes, which have the property that all data at all subdivision levels remain
in the data, i.e., all data are located on the limit function:
f
(k+1)
2i = f
(k)
i ;
f
(k+1)
2i+1 = S2(ff (k)i+jgj):
(1)
In this article we assume that the x-data are equidistant. Moreover the x-data
are subdivided in the simplest possible way:
x
(k+1)
2i = x
(k)
i ;
x(k+1)2i+1 =
1
2

x(k)i + x
(k)
i+1

:
Without loss of generality we start with x(0)i = i h, and then it directly follows
that x(k)i = 2−k  i  h.
In this article we investigate subdivision schemes in the class (1), i.e., the
subdivision schemes are local, binary, interpolatory and stationary.
2.2 Interpolatory subdivision schemes
A specic class of subdivision schemes is oered by linear subdivision schemes,
in which case the function S2 in (1) is linear in its arguments. As such schemes
cannot be shape preserving, we also investigate two nonlinear schemes: the rst
is convexity preserving, whereas the last preserves monotonicity.
Linear subdivision
One of the simplest interpolatory subdivision scheme is the two-point scheme:
f
(k+1)
2i = f
(k)
i ;
f
(k+1)
2i+1 =
1
2

f
(k)
i + f
(k)
i+1

:
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Although this scheme does have shape preserving properties, e.g., it preserves
positivity, monotonicity and convexity, the scheme is too trivial for our pur-
poses: it generates the piecewise linear interpolant to the initial data, which
is a limit function that is only C0, and this is usually not smooth enough for
practical applications.
In [Dub86], a linear subdivision scheme based on local equidistant cubic in-
terpolation is proposed. This scheme is extended in [DGL87] by including a
tension parameter w for shape design. This leads to the well-known linear
four-point scheme:
f
(k+1)
2i = f
(k)
i ;
f
(k+1)
2i+1 = −wf (k)i−1 +
1
2
+ w

f
(k)
i +
1
2
+ w

f
(k)
i+1 − wf (k)i+2;
(2)
The special case w = 1=16, in which case the scheme reproduces cubic polyno-
mials, yields the scheme in [Dub86]. It is proved in [DGL87] that subdivision
scheme (2) generates a continuous function if the tension parameter w satises
jwj < 1=4. The scheme converges to C1 limit functions provided the tension
parameter is restricted to the range 0 < w < 1=8. In more recent articles, con-
vergence and smoothness is proved for a wider range of the tension parameter,
however.
It is known that the approximation order of the linear four-point scheme (2)
is two, if jwj < 1=4. For w = 1=16, the scheme has approximation order four,
see [DGL87].
Convexity preserving subdivision
A simple C1 method that preserves convexity can be found in [KvD97b],
[KvD98a]:
f
(k+1)
2i = f
(k)
i ;
f
(k+1)
2i+1 =
1
2

f
(k)
i + f
(k)
i+1

− F (d(k)i ; d(k)i+1);
(3)
where d(k)i are second dierences:
d
(k)
i = f
(k)
i+1 − 2f (k)i + f (k)i−1:
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Convexity is preserved if and only if the function F satises
0  F (a; b)  1
4
minfa; bg; 8a; b  0: (4)
In [KvD98a] it was proved that the limit function is C1 (if the data admit
that) if
F (a; b) =
1
4
1
1
a
+ 1
b
: (5)
The proof essentially uses the also in [KvD98a] proven fact that ratios of
second dierences remain bounded, independent of the iteration level: there
exists a D <1 such that
max
i
maxfd(k)i =d(k)i+1; d(k)i+1=d(k)i g  D; 8k: (6)
This condition can be viewed upon as a necessary condition for C1, and this
condition turns out to be vital in the proof of stability of this scheme (see
section 3).
In section 4 we discuss the approximation properties of all schemes in this
section. However, for convexity preserving approximation methods one can
show that they have an approximation order of at least 2:
Theorem 3 Interpolation methods that preserve convexity are second order
accurate.
PROOF. (Sketch). It is fairly easy to prove that any approximation method
that preserves convexity must also yield a continuous result. Then by con-
structing lower and upper envelopes in which the approximation must lie
due to the convexity preservation and interpolation, one easily establishes
quadratic precision.
Monotonicity preserving subdivision
A class of schemes that preserve monotonicity can be found in [KvD97a]:
f
(k+1)
2i = f
(k)
i ;
f
(k+1)
2i+1 =
1
2

f
(k)
i + f
(k)
i+1

+
1
2

f
(k)
i+1 − f (k)i

G(r(k)i ; R
(k)
i+1);
(7)
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where
r
(k)
i =
f
(k)
i − f (k)i−1
f
(k)
i+1 − f (k)i
and R(k)i =
1
r
(k)
i
:
Subdivision scheme (7) preserves monotonicity if and only if the subdivision
function G satises
jG(r; R)j  1; 8r; R  0:
A possible class of functions G for which the resulting limit function is C1, is
given by [KvD97a]:
G(r; R) =
r −R
‘1 + (1 + ‘2)(r + R) + ‘3rR
; (‘1; ‘2; ‘3) 2 Ω; (8)
where Ω is dened by
Ω = f(‘1; ‘2; ‘3) j ‘1; ‘2; ‘3  0; ‘1 + 2‘2 + ‘3 = 6g: (9)
Subdivision scheme (7-9) has the property that the ratios of adjacent rst
order dierences obey [KvD97a]:
9 < 1 : max
i
max
(
r
(k)
i ;
1
r
(k)
i
)
− 1
  C3k; C3 <1: (10)
In the proof of C1 smoothness this property is a necessary condition, and
also here it turns out that the proof of stability requires such a necessary C1
condition, as we show in the next section.
3 Stability analysis of interpolatory subdivision schemes
To be able to formulate explicit statements on the approximation order of
subdivision schemes, we use the notion of stability for subdivision schemes
(see denition 1):
Denition 4 A subdivision scheme is said to be stable, if for perturbed dataef (0)i to f (0)i , there exists a B <1, such that
j ef (0)i − f (0)i j  ; 8i =) k ef (k) − f (k)k1  Bk  B; 8 k:
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In this section we subsequently treat the stability of linear, convexity preserv-
ing and monotonicity preserving subdivision.
Linear subdivision
For linear schemes a weak condition for convergence to a continuous limit
functions, is sucient to prove the stability of the scheme.
Theorem 5 Consider a linear subdivision scheme that satises the sucient
condition for convergence to a continuous limit function:
9n 2 N : kf (k+n) − f (k)k1  C1kkf (0)k1;  < 1; C1 <1: (11)
Then, this scheme is stable.
PROOF. If ef (0)i are the perturbed data, dene the data bf (0)i = ef (0)i − f (0)i .
Then, by assumption, it holds that
k bf (0)k1  :
The sucient C0-condition (11) can be applied to the data f (0)i and ef (0)i , but
also to the data bf (0)i , i.e.,
k bf (k+n) − bf (k)k1  C2kk bf (0)k1  C2k;  < 1;
which nally yields
k bf (1) − bf (0)k1  C21− np =)
k bf (1)k1 = kf (1) − ef (1)k1  1 + C21− np ;
which proves stability.
In [DGL87], it has been shown that there exists a  < 1 and a C3 <1, such
that for jwj < 1=4 the linear four-point scheme (2) satises:
kf (k+1) − f (k)k1  C3kf (0)k1:
Application of theorem 5 now leads to the following result:
Corollary 6 The linear four-point scheme (2) is stable if jwj < 1=4.
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Convexity preserving subdivision
We now examine stability properties of convexity preserving subdivision schemes.
In order to be able to prove stability it is not sucient that the subdivision
scheme yields continuous limit functions: in fact the extra requirement is a
necessary (but not sucient) condition for convergence to a C1 limit function.
Theorem 7 Let F : R+  R+ ! R be C1 and homogeneous of degree 1 in
its arguments. Then interpolatory subdivision schemes in the class (3) which
satisfy condition (4) and (6), are stable.
PROOF. Let the initial data satisfy
max
i
j ~f (0)i − f (0)i j   =) max
i
j ~d(0)i − d(0)i j  4:
We have to prove that
max
i
j ~f (k)i − f (k)i j  Bk; Bk <1 and lim
k!1
Bk <1:
We give a proof by induction, and therefore we assume that
max
i
j ~f (k)i − f (k)i j  Bk:
Consider the dierence k ~f (k+1) − f (k+1)k1, which satises the estimate:
k ~f (k+1) − f (k+1)k1= k ~f (k+1) − ~f (k) + ~f (k) − f (k) + f (k) − f (k+1)k1
k ~f (k) − f (k)k1 + k ~f (k+1) − ~f (k) + f (k) − f (k+1)k1;
and substitution of the denitions yields
k ~f (k+1) − f (k+1)k1  k ~f (k) − f (k)k1 + max
i
jF (d(k)i ; d(k)i+1)− F ( ~d(k)i ; ~d(k)i+1)j:
A Taylor series around (d(k)i ; d
(k)
i+1) yields
F ( ~d(k)i ; ~d
(k)
i+1) = F (d
(k)
i ; d
(k)
i+1) + F1

1d
(k)
i + 2 ~d
(k)
i ; 1d
(k)
i+1 + 2 ~d
(k)
i+1

j ~d(k)i − d(k)i j+ F2

1d
(k)
i + 2 ~d
(k)
i ; 1d
(k)
i+1 + 2 ~d
(k)
i+1

 j ~d(k)i+1 − d(k)i+1j
for some 0  1 = 1 − 2  1, where Fj denotes the partial derivative of F
with respect to its j-th argument.
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Convexity preservation demands the inequality (4), but as ratios of second
dierences are assumed to be bounded with a certain D (possibly depending
on the initial data { see (6)) we can easily show that there must exist a  < 1
such that
F (a; b)  
4
minfa; bg:
By applying the identity of Euler for homogeneous functions of degree 1:
F (a; b) = F1(a; b)a+ F2(a; b)b;
we can get the following estimate. First assume a  b. Then
(F1(a; b) + F2(a; b))a  F1(a; b)a+ F2(a; b)b = F (a; b)  4 minfa; bg 

4
a;
which proves 0  F1(a; b) + F2(a; b)  =4. The case a  b can be treated
similarly.
This yields
F (d(k)i ; d(k)i+1)− F ( ~d(k)i ; ~d(k)i+1)
max
i
 ~d(k)i − d(k)i   max011

F1

1d
(k)
i + 2 ~d
(k)
i ; 1d
(k)
i+1 + 2 ~d
(k)
i+1

+F2

1d
(k)
i + 2 ~d
(k)
i ; 1d
(k)
i+1 + 2 ~d
(k)
i+1
 
 
4
max
i
 ~d(k)i − d(k)i  :
We continue with
 ~d(k+1)2i+1 − d(k+1)2i+1 = 2 F ( ~d(k)i ; ~d(k)i+1)− F (d(k)i ; d(k)i+1)  2
 ~d(k)i − d(k)i  and ~d(k+1)2i − d(k+1)2i  12
 ~d(k)i − d(k)i + F ( ~d(k)i−1; ~d(k)i )− F (d(k)i−1; d(k)i )
+
F ( ~d(k)i ; ~d(k)i+1)− F (d(k)i ; d(k)i+1)

1
2
+ 2  
4

max
i
 ~d(k)i − d(k)i  =: max
i
 ~d(k)i − d(k)i  ;
with  < 1. This yields
max
i
 ~d(k)i − d(k)i   4k;
and the conclusion is
k ~f (k+1) − f (k+1)k1  k ~f (k) − f (k)k1 +Ak:
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Therefore Bk+1  Bk + Ak, with  < 1, which yields that Bk is a bounded
sequence.
Remark 8 Note that the proof essentially uses the locality of four points.
However, if one considers less local methods which are even C2 [KvD98b], one
can easily prove that such subdivision schemes are also stable: the boundedness
of ratios of second order dierences remains the essential ingredient.
Monotonicity preserving subdivision
Next we treat the stability of the monotonicity preserving subdivision schemes
(7).
Theorem 9 Let G : R2 ! R be C1 and homogeneous of degree 0 in its argu-
ments. Then interpolatory subdivision schemes in the class (7) which preserve
strict monotonicity and which satisfy (10), are stable.
PROOF. (Sketch). The proof follows the same lines as the proof of theorem
7, but as the proof is rather technical, we only give a sketch. For the sake of
simplicity, we write s(k)i = f
(k)
i+1 − f (k)i and
F (s(k)i−1; s
(k)
i ; s
(k)
i+1) =
1
2
s
(k)
i G(r
(k)
i ; R
(k)
i+1):
The essential ingredients are that the sum over the three partial derivatives of
F can be bounded by =2 for suciently large k. Secondly, Euler’s identity
givesF (~s(k)i−1; ~s(k)i ; ~s(k)i+1)− F (s(k)i−1; s(k)i ; s(k)i+1)  jF1 + F2 + F3jmax
i
~s(k)i − s(k)i  ;
where Fj denotes the partial derivative of F with respect to its j-th argument.
Finally, one can prove that
~s(k+1)2i+j − s(k+1)2i+j  12
~s(k)i − s(k)i  F (~s(k)i−1; ~s(k)i ; ~s(k)i+1) + F (s(k)i−1; s(k)i ; s(k)i+1)

1
2
+

2

max
i
~s(k)i − s(k)i  ;
which shows stability, as  < 1.
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In this section, it was proved that linear subdivision schemes are stable, as
soon as they also generate continuous limit functions. For the shape preserving
schemes discussed, we need a little more: both schemes discussed here, need to
satisfy a necessary condition for C1 continuity. In the next section we discuss
the relation of the stability with approximation orders of subdivision.
4 Approximation order
The next theorems provide conditions for the approximation order of a subdi-
vision scheme. The theorems apply to linear and nonlinear subdivision schemes.
First, the treatment of the boundaries is examined. Note that, using Taylor
series of f in x(0)0 and x
(0)
N , any function f 2 Cp(I) can be extended to a
function ~f 2 Cp(~I), where ~I = [−‘h; 1+‘h]), such that ~f(x) = f(x), 8x 2 I.
Moreover, if f is convex/monotone ~f is also convex/monotone, provided ‘ h is
suciently small. The quantity ‘ is related to the locality of the subdivision at
hand: for four point schemes, ‘ = 2. The boundary data points f (0)−‘ ; : : : ; f
(0)
−1 ,
f
(0)
N+1; : : : ; f
(0)
N+‘, which are necessary to determine the limit function f
(1) in I,
are now drawn from this extended function ~f .
Theorem 10 (Suciency) Let a subdivision scheme be stable and local, and
let it reproduce polynomials of degree p− 1, with p  1. Then, the subdivision
scheme has approximation order p.
PROOF. Without loss of generality, consider the interval Ii = [x
(0)
i ; x
(0)
i+1]. It
is necessary and sucient for approximation order p that
kf (1)h − fkIi;1  C1hp; C1 <1:
This can be achieved by dening ef as the (p−1)-th degree Taylor polynomial
of f at x = x(1)2i+1, which obviously satises
kf − efkIi;1  C2hp; C2 <1:
The subdivision scheme is applied to the (perturbed) data ef (0)j drawn from ef
at the parameters x(0)j , j = i−‘; : : : ; i+1+‘. As a direct result of the stability,
see denition 4, the limit function ef (1)h then satises
kf (1)h − ef (1)h kIi;1  C3hp; C3 <1;
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and since the subdivision scheme reproduces polynomials of degree p, it also
holds that
k ef (1)h − efkIi;1 = 0:
This yields
kf (1)h − fkIi;1= kf (1)h − ef (1)h + ef (1)h − ef + ef − fkIi;1
kf (1)h − ef (1)h kIi;1 + k ef (1)h − efkIi;1 + k ef − fkIi;1
C3hp + 0 + C2hp = C1hp;
which is valid for all i.
A powerful theorem to simple determine approximation orders for stable sub-
division schemes is given by the following:
Theorem 11 (Suciency and necessity) Let a subdivision scheme be sta-
ble, and let the approximation order after one iteration be equal to p, i.e.,
kf (1) − fk1 = max
i
jf (1)2i+1 − f((i+ 1=2)h)j  C4hp; C4 <1:
Then this scheme has approximation order p, i.e.,
kf (1) − fk1  C5hp; C5 <1:
PROOF. In order to facilitate the proof, we write f (k) as the dataset that
coincides with f at the k-th level of iteration, i.e., f (k)i = f(x
(k)
i ), 8i.
We prove that
lim
k!1
kf (k) − f (k)k1  C5hp ; C5 <1:
The following estimate is easily obtained:
kf (k) − f (k)k1  kS(1)(f (k−1))− S(1)( f (k−1))k1 + kS(1)( f (k−1))− f (k)k1:
The rst term on the right-hand-side can be estimated as
kS(1)(f (k−1))− S(1)( f (k−1))k1 = kS(2)(f (k−2))− S(1)( f (k−1))k1
 kS(2)(f (k−2))− S(2)( f (k−2))k1 + kS(2)( f (k−2))− S(1)( f (k−1))k1;
13
and continuing this process, we arrive at:
kf (k) − f (k)k1kS(k)(f (0))− S(k)( f (0))k1
+
kX
m=1
kS(m)( f (k−m))− S(m−1)( f (k−m+1))k1:
The rst term being identically zero, the second part is further estimated using
the stability of the scheme (see for the symbols B;Bm denition 4)
kf (k) − f (k)k1
kX
m=1
Bm−1  kS(1)( f (k−m))− f (k−m+1)k1

kX
m=1
Bm−1  C4 
 h
2k−m
p  B  C4hp  kX
m=1
2(m−k)p  C5hp;
which completes the proof.
Next we apply both theorems for all subdivision schemes which we treated
earlier on.
Linear subdivision
Theorem 10 shows that the scheme proposed in [DGL87] is at least quadratic
in precision:
Corollary 12 The linear four-point scheme (2) with jwj < 1=4 has at least
approximation order two.
As the linear four-point scheme with w = 1=16 is stable, the scheme has at
least approximation order four, due to theorems 10 and 5: A simple Taylor
expansion shows, using theorem 11, that the following corollary holds:
Corollary 13 The linear four-point scheme (2) with w = 1=16 has approxi-
mation order four.
Compare the result from corollary 13 with the original proof in [DGL87].
Convexity preserving subdivision
As any convexity preserving scheme must necessarily reproduce linear func-
tions, the stability of the subdivision scheme (3), (5) is sucient for second
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order accuracy of convexity preserving interpolatory subdivision schemes. So
the stability proof gives an alternative proof of theorem 3.
In the previous section we examined the stability properties of convexity pre-
serving subdivision schemes. It turned out that under weak technical condi-
tions such schemes are stable. Henceforth, due to theorem 11 the approxi-
mation properties of the convexity preserving subdivision scheme (3), (5) can
easily be obtained. A simple calculation shows that the scheme reproduces
quadratic polynomials, which suggests third order accuracy. However, using
Taylor’s theorem, one easily nds that the scheme has approximation order
four, using theorem 11:
Corollary 14 The approximation order of subdivision scheme (3), (5) equals
four.
Remark 15 Observe that this result is only valid for strongly convex data,
i.e., data drawn from a function f with f 00(x) > 0. Numerical experiments
show that if the function f is C4 and convex but not strictly convex, the ap-
proximation order is also equal to 4.
The approximation order can also be obtained by comparing the convex scheme
(3), (5) with the linear four-point scheme [DGL87] with w = 1=16, see (2),
but the analysis is technical, see [KvD98a].
Monotonicity preserving subdivision
Although a simple calculation shows that the scheme only reproduces linear
functions (and quadratics in the case ‘3 = 0), a simple Taylor expansion of G
shows that the scheme has approximation order four.
Corollary 16 The approximation order of subdivision scheme (7-9) equals
four.
An alternative but much more involved proof can be found in [KvD97a].
Remark 17 Observe that this analysis is only valid for strictly monotone
data, i.e., data drawn from a function f with f 0(x) > 0, 8x 2 I. Numerical
experiments show that if f 0(x) = 0 for some x 2 I, the approximation order
decreases to 3.
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