Abstract-Sensor setups consisting of a combination of 3D range scanner lasers and stereo vision systems are becoming a popular choice for on-board perception systems in vehicles; however, the combined use of both sources of information implies a tedious calibration process. We present a method for extrinsic calibration of lidar-stereo camera pairs without user intervention. Our calibration approach is aimed to cope with the constraints commonly found in automotive setups, such as low-resolution and specific sensor poses. To demonstrate the performance of our method, we also introduce a novel approach for the quantitative assessment of the calibration results, based on a simulation environment. Tests using real devices have been conducted as well, proving the usability of the system and the improvement over the existing approaches. Code is available at http://wiki.ros.org/velo2cam calibration.
I. INTRODUCTION
Advanced Driver Assistance Systems (ADAS) and upcoming autonomous cars rely on an accurate perception of the environment to make the proper decisions concerning the trajectory of the vehicle. These systems must be endowed with an exceptional degree of robustness under different circumstances that can affect the driving decisions (e.g. illumination).
Consequently, the design of perception systems intended for automotive applications is usually oriented towards topologies with several complementary sensory modalities. Vision systems are frequent [1] , due mainly to their ability to provide appearance information. Among the available vision devices, stereo-vision systems, which makes use of a pair of cameras separated a fixed distance to get depth information about the environment, stand out as a cost-effective solution able to provide additional dense 3D information to model the surroundings of the vehicle.
On the other hand, the rapid development of the technology behind 3D laser scanners in recent years has enabled its widespread use in both research and industry driving applications. Contrary to vision systems, lidar range measurements are characterized by its high accuracy; moreover, they can provide information in a full 360
• field of view. Due to the particular features of these two sensory technologies, they are suitable to be part of the same perception system, providing complementary information. In that kind of designs, data from both sensors have to be appropriately combined before inference, making use of fusion techniques [2] . In the most usual setup, sensors have overlapping fields of view (as in Fig. 1 ), and the advantages conferred by their joint * The first two authors contributed equally to this work. use come from the ability to make correspondences between both data representations. For that end, the relative pose of the sensors, given by their respective extrinsic parameters, must be accurately determined through a calibration process. Existing calibration methods suffer from either the need for complex setups or the lack of generalization ability, so that the accuracy of the results is strongly dependent on the parameters of the sensors or the structuredness of the environment.
In this work, we present a calibration method tailored to automotive sensor setups composed of a stereo rig and a 360
• multi-layer lidar scanner. Unlike the existing methods, no strong assumptions are made, allowing its use with mediumresolution scanners (e.g. 16-layers) as well as very different relative poses between the sensors. Our method can be performed within a reasonable time using a simple setup designed to exploit the correspondences in the data from both devices.
The remainder of this paper is organized as follows. In Section II, a brief review of related work is provided. Section III details a description of the proposed algorithm. In Section IV, the experimental results that assess the method performance are discussed. Finally, in Section V, conclusions are presented.
II. RELATED WORK
The issue of calibration of the extrinsic parameters relating different sensors has been addressed by many researchers in the past, driven by its typical application in multi-sensory robotic and automotive platforms.
Among the variety of possible sensor setups, the camerato-range problem is the most frequently considered in the literature. Due to the restrictions inherent to mobile platforms, devices used in this applications often provide data in a limited number of scan planes, typically one or four, resulting in very scarce range information [3] . Calibration is usually assumed as a process to be performed in a controlled environment before the regular operation of the sensorial system. Traditional methods require manual annotation to some extent [4] . However, since miscalibrations are frequent in robotic platforms, research effort has usually focused on automatic approaches. As the process aims to find the correspondence between data acquired from different points of view, unambiguous pattern instruments have been used as calibration targets, such as triangular boards [5] , polygonal boards [6] or spheres [7] . The diversity of shapes used in the existing works deals with the necessity of the targets to be distinguishable in all the data representations from the sensors (i.e. range and appearance). Nonetheless, planar targets are particularly prevalent [8] , since they are easily detectable using range information and provide a characteristic shape that can be used to perform geometrical calculations. On the other hand, Scott et al. dealt with the particular case of non-overlapping field of views [9] using an accurate motion tracking system.
With the widespread introduction of range sensors providing a dense 3D point cloud in recent years, research interest has shifted to these type of devices. Geiger et al. [10] proposed a calibration method based on a single shot in the presence of a setup based on several planar checkerboards used as calibration targets. Velas et al. [11] propose an approach enabling the estimation of the extrinsic parameters using a single point of view, based on the detection of circular features on a calibration pattern. These methods are targeted to dense range measurements so that 3D lidar scanners with lower resolution (e.g. the 16-layer scanner used in this work) entail particular issues that are addressed in this paper.
A large second group of approaches dispenses with any artificial calibration targets and use the features in the environment. Moghadam et al. [12] use linear features extracted from natural scenes to determine the transformation between the coordinate frames. The method is suitable for indoor scenes populated with a large number of linear landmarks. In traffic environments, the ground plane and the obstacles have been used to perform camera-laser calibration [13] , although some parameters are assumed as known.
On the other hand, the assessment of calibration methods remains an open issue, given that an accurate ground-truth of the six parameters defining the relationship between the pose of the sensors cannot be obtained in practice. The lack of standard evaluation metrics has led to the use of custom schemes, which are difficult to extend to other domains and eventually based on inaccurate manual annotations. In this regard, Levinson and Thrun [14] presented a method aimed to detect miscalibrations through the variations in an objective function computed from the discontinuities in the scene.
III. CALIBRATION ALGORITHM
We propose a calibration algorithm aimed to estimate the rigid-body transform relating the coordinate system {C}, centered in one of the two cameras belonging to the stereovision system (hereafter assumed to be the leftmost one), and the coordinate frame {L}, fixed in the laser range scanner, as depicted in Fig. 1b . This transformation is defined by a set of six parameters ξ CL = (t x , t y , t z , φ, θ, ψ) representing the translation along the x, y and z axis, and the rotation around x (roll), y (pitch) and z (yaw). We compute the parameters with respect to the stereo camera frame {C}, although the transformation is straightforwardly reversible. Using homogeneous coordinates, the set ξ CL can be used to build a transformation matrix, T CL , which allows to transform a 3D point in camera coordinates, p c , into a point in laser range scanner coordinates, p l = T CL p c .
To obtain this transform, we use a short series of stereo-pair images (where both images are expected to be synchronized) and lidar scans. We assume that the intrinsic parameters relating the 3D scene points with the representations provided by both sensors are known, including the baseline of the stereo system, whose images are expected to be rectified beforehand.
A single calibration target is used, and it is intended to be perceived by the sensors from a unique point of view, avoiding the need for the presence of multiple targets or changes in the calibration scene during the process. Following [11] , we use a custom-made planar target, with four circular holes symmetrically disposed, as shown in Fig. 2 . Those holes act as distinct features visible by the camera and the lidar; therefore, both sensors are assumed to be placed with a certain overlap in their field of views, so that the circular holes are intersected by at least two lidar beams and fully visible from the camera. Beyond that reasonable constraint, no additional assumptions are made regarding either the relative rotation and translation of the sensors (i.e. large displacements are allowed) or the pose of the calibration target, which is not required to be perfectly aligned with any axis.
The calibration process involves two stages: a segmentation of reference points in both clouds, illustrated in Fig. 3 and Fig.  4 , and a registration to estimate the transform parameters.
A. Data Representation
The proposed method rely on the information provided by the sensors to be calibrated. For the laser scanner, the 3D point cloud P l 0 = {(x, y, z)} representing the range measurements is considered. On the other hand, information from the stereo camera is employed in its two modalities: grayscale intensity and depth estimation. The latter is obtained by a stereo matching algorithm, which allows to map every pixel to its (x, y, z) coordinates, thus producing an analogous point cloud P c 0 = {(x, y, z)}. The similarity between both clouds is exploited during the calibration process for, ultimately, determining the transformation between both sensors. Each of the clouds P l 0 and P c 0 is expressed in the coordinate system with origin in its sensor; that is, {L} and {C} respectively.
For the stereo matching stage, we use the Semi-Global Matching (SGM) method [15] , which we found to be reasonably accurate in the depth estimation. The border localization problem typically present in stereo matching do not significantly affect the algorithm, since it is tackled by using the intensity information, as will be shown below. However, the calibration target is assumed to present a minimum of texture, allowing the resolution of the stereo correspondence problem.
Pass through filters, based on the distance along the local axes, are then applied to the point clouds from the two sensors. This step is useful to limit the information processing to the area which is likely covered by both fields of views, where the calibration target must be placed.
B. Target segmentation
The first steps of the calibration algorithm are intended to extract the points in each cloud belonging to discontinuities in the calibration target. For this purpose, several successive segmentation processes are carried out over the clouds containing the data from the sensors. Segmentation is used to find subsets of points P i0 representing a geometrical shape (e.g. a plane) in the original cloud. Thus, for the step i 0 :
Taking advantage of the planar shape of the calibration target, we perform a sample consensus-based plane segmentation method to determine the plane models in each cloud: π c and π l . Some restrictions are posed to guarantee the segmentation of the proper plane in different types of real environments, including those where the ground plane or building walls could affect the segmentation. First, a tight threshold δ plane is used in the RANSAC algorithm and, second, the plane model is required to be parallel to the vertical axis of the sensor reference frame within a specified angular deviation α plane . When the plane model is available, points separated from the model a distance greater than δ inliers,l , for the lidar cloud, and δ inliers,c , for the stereo cloud, are removed, resulting in the cloud segments P l 1 and P c 1 . Examples of the results of the plane segmentation process are shown in Fig. 3a and Fig. 4a .
After that, the segmented clouds undergo a process aimed to filter out the points in the calibration target not belonging to discontinuities. Due to the nature of the data from the two sensors, this stage is sensor-specific.
Regarding the laser point cloud, we follow the method in [14] to find depth discontinuities. Each point in the plane model cloud, p i ∈ P l 1 , is assigned a magnitude representing the depth difference with respect to their neighbors:
Where p i r is the range measurement given by the sensor for the point p i , and p i−1 and p i+1 are the points adjacent to p i in the same scan plane. Then, we filter out all points with a discontinuity value p Δ < δ discont,l (Fig. 3b) . On the other hand, for the stereo-camera cloud, we keep the points that map to edges in the intensity image. To that end, a Sobel filter is applied over the left image of the stereo pair. Points whose projection on the image corresponds to a low value in the Sobel image (smaller than τ sobel,c ) are filtered out, as shown in Fig. 4b .
C. Circle segmentation
Next steps are intended to segment the four circles on the calibration target, whose centers will be used as correspon-dence keypoints between the two clouds in the registration.
To enhance the circle segmentation accuracy, we previously perform a filtering process aimed to get rid of the points not belonging to the circles. As only discontinuities are present in the clouds at this stage, outliers to be removed are, mostly, from the outer boundaries of the calibration target. The cloud from the lidar is processed to keep only the rings with a number of points compatible with the presence of a circle and subsequently to remove the outer points in these rings. On the other hand, the camera cloud is subjected to a filtering process based on the elimination of lines, since the borders of the calibration target are densely represented in this case. Lines are found using a sample consensus segmentation and selected according to their orientation and the known dimensions of the calibration pattern, to prevent the removal of useful information from the circles themselves. Notwithstanding these considerations, our experiments proved that our segmentation method was largely insensitive to the presence of these borders, except for some very specific poses of the calibration target. Filtered clouds, P l 2 and P c 2 , are shown in Fig. 3c and Fig. 4c .
Afterward, points representing the holes of the calibration target in both clouds are detected. To that end, a circle segmentation process is performed in the 2D space determined by the plane models π c and π l . This is effectively implemented by rotating the clouds P 2 until the points are aligned with the XY plane and then adjusting their z coordinate to that enforced by the plane equation. Later, circles are segmented in the XY subspace through sample consensus, imposing the known circle radius as a constraint. To avoid spurious detections, the distance between the circle centers in the physical calibration target is also taken into account. Finally, the obtained centers are transformed back to the 3D sensor's coordinate frame, resulting in the point clouds depicted in green in Fig. 3d and Fig. 4d . Note that, since the circle segmentation stage is performed in a bidimensional space, the proposed method is suitable for medium-resolution range sensors, as circles are defined by only three points in a plane, thus requiring just two lidar beams to intersect with each of the four circles.
Provided that the representation of the calibration target is accurate enough in the data from both sensors, registration might be performed with a single-shot representation of the four circles centers. Nevertheless, in order to improve the robustness of the method against the sources of noise present in the process, centers are cumulated over a window of N frames. Later, a clustering algorithm is applied, and the cluster centroids are used at the registration stage. This implies the assumption that the calibration target, as well as the sensors, remains static throughout the whole process. We choose a Euclidean distance strategy, with a cluster tolerance of δ cluster , to perform the clustering so that this approach would naturally tackle the presence of outliers. Strict restrictions can be imposed on the minimum and the maximum number of points allowed in each cluster considering the length of the window, i.e. the number of frames, used in the computation.
D. Registration
The final registration process is aimed to find the set of transformation parametersξ CL which minimize the distance between the reference points of both clouds, namely the centroids of the cumulated circle centers, once the transformation is applied.
The registration procedure involves two steps. First, we compute the optimal transformation assuming the absence of rotation. The result is hence a pure translation, expressed by the set of parameters t CL = (t x , t y , t z ), which can be obtained by finding the least-squares solution of the overdetermined system of 12 equations provided by the registration of the four reference points:
Three equations are obtained for each pair of centroids from both the laser cloud,p i l , and the stereo camera cloud,p i c . Points are labeled according to its position in the sensors' coordinate systems as top-left (tl), top-right (tr), bottom-left (bl) and bottom-right (br) to allow the matching of the points in both clouds. Finally, we find the least-squares solution through column-pivoting QR decomposition.
In the second stage of the registration process, we provide a final estimation of the full set of parameters of the transform: ξ CL = (t x , t y , t z , φ, θ, ψ). Given that the data association problem is trivial to solve at this stage, we rely on the wellknown Iterative Closest Points algorithm [16] to minimize the sum of point-to-point distances between the cluster centroids clouds. The final transformation is straightforwardly obtained as the composition of that two partial transformations.
IV. EXPERIMENTAL RESULTS
The performance of the proposed calibration approach is evaluated in a comprehensive set of experiments. The analysis includes both tests performed in a synthetic test suite developed for the evaluation of calibration algorithms, and real tests with the sensing devices available in the IVVI 2.0 research platform [17] (shown in Fig. 1a) . The former are used to provide numerical results against a perfect groundtruth; moreover, they allow comparison with other approaches in the literature. Meanwhile, the later demonstrate the validity of the method in real world conditions.
A. Synthetic Test Suite
Unlike previous works, where calibration performance is compared to manual annotations [10] or scene discontinuities [14] , we propose a novel approach based on a simulation environment, which provides exact ground truth about the relative transformation between sensors. To this end, the open-source Gazebo simulator [18] is used, and nine different calibration setups are defined, as listed in Table I . The first seven settings are simple setups designed so that the parameters of the transform could be independently evaluated, while the last two represent challenging situations that go beyond the difficulties that may arise in automotive applications, in order to analyze the ability of generalization of the proposed approach. The stereo camera and different lidar devices were modeled taking into account their real specifications in terms of field of view, resolution, and accuracy. As a consequence, calibration results achieved in the calibration scenarios are comparable to those obtained in real settings. A model of the calibration target was created mimicking the appearance of the actual wooden embodiment shown in Fig. 2a , so that realism was preserved.
B. Performance Evaluation
Algorithm parameters were empirically chosen as: δ plane = 1 cm, δ inliers,l = 5 cm, δ inliers,c = 10 cm, δ discont,l = 50 cm, δ cluster = 2 cm, τ sobel,c = 128 and α plane = 0.55 rad.
Following [10] , performance was evaluated as the difference between the estimated transform and the ground-truth, measured in its linear and angular components:
Where t is the translation vector given by the τ CL parameters and R is the rotation matrix provided by the roll, pitch and yaw angles.
The baseline model was based on a Point Grey Bumblebee XB3 trinocular system (resolution 1280x960, baseline 12 cm) and a 16-layer Velodyne VLP-16 lidar scanner. Unless stated otherwise, three different results are given for each setting. A Gaussian noise N (0, σ To test the sensitivity of the algorithm to the length of the window N , the error after each number of data shots provided by the sensors is plotted in Fig. 5 . Both the linear and the angular error converge quickly, showing the accuracy of the proposed method. From now on, results are given for the 30 th iteration, where the error rate becomes steady. Note that not every frame is actually used for the calibration since the segmentation process is not guaranteed to provide an outcome.
On the other hand, we tested the robustness of the method against different levels of noise in the input data. Modeling the noise with a normal distribution N (0, (Kσ 0 )
2 ), we provide the calibration error for three different values of the noise factor K in Fig. 6 .
We also compared our method with those proposed by Velas et. al [11] , using their ROS implementation, and Geiger et al. [10] , through their public web toolbox 1 . For fairness, it is important to note that both methods are aimed to monocular cameras and, in addition, the latter one is able to provide the camera intrinsic parameters as well. Experiments for Geiger et. al were conducted on a representative set of settings (1, 2, 4, 8 and 9) and the best result was chosen. Meanwhile, Velas et al. was applied over the whole set of settings. Nevertheless, it was unable to provide valid results for most of the settings since it is designed for smaller magnitudes of the transformation parameters. The required scenarios for the different calibration methods were properly recreated in the simulator, as shown in Fig. 7 . Since the works we used for comparison were not targeted for mid-resolution laser, the performance evaluation was conducted over three lidar devices with a different number of scan planes: 16, 32 and 64. Results, considering only valid outcomes, are presented in Fig. 8 . 
C. Tests in Real Scenarios
Tests in real scenarios were performed using the IVVI 2.0 platform setup. The results proved the usability of the algorithm for automotive applications requiring data registration, as shown in Fig. 9 . 
V. CONCLUSION
We have presented a methodology for calibration of lidarstereo camera systems aimed to remove nearly all the burden associated with the process. Contrary to previous approaches, we focus on getting accurate results in real setups using closeto-production sensor devices, without user intervention.
We have also addressed the open issue of the assessment of the calibration performance, caused by the inability of obtaining precise ground truth measurements of the sensor setups in practice. An advanced simulation software has been used to accurately recreate the sensor models and the calibration scenes, with the inherent advantage of having the exact measurements available for the validation of the methods.
Experiments show that the proposed algorithm outperforms the existing approaches by a large margin, while real tests have corroborated the results provided by the simulation software.
For the sake of research reproducibility, we have released our open-source implementation of the test suite, as well as the calibration algorithm, both integrated into the ROS framework.
