Many cuprate superconductors possess an unusual charge-ordered phase that is characterized by an approximate d x 2 −y 2 intra-unit cell form factor and a finite modulation wavevector q * . We study the effects impurities on this charge ordered phase via a single-band model in which bond order is the analogue of charge order in the cuprates. Impurities are assumed to be pointlike and are treated within the self-consistent t-matrix approximation (SCTMA). We show that suppression of bond order by impurities occurs through the local disruption of the d x 2 −y 2 form factor near individual impurities. Unlike d-wave superconductors, where the sensitivity of Tc to impurities can be traced to a vanishing average of the d x 2 −y 2 order parameter over the Fermi surface, the response of bond order to impurities is dictated by a few Fermi surface "hotspots". The bond order transition temperature T bo thus follows a different universal dependence on impurity concentration ni than does the superconducting Tc. In particular, T bo decreases more rapidly than Tc with increasing ni when there is a nonzero Fermi surface curvature at the hotspots. Based on experimental evidence that the pseudogap is insensitive to Zn doping, we conclude that a direct connection between charge order and the pseudogap is unlikely. Furthermore, the enhancement of stripe correlations in the La-based cuprates by Zn doping is evidence that this charge order is also distinct from stripes.
I. INTRODUCTION
Hole-doped cuprate superconductors have a pronounced "pseudogap" phase, which extends across a large fraction of the phase diagram. The physical origins of the pseudogap are unsettled, and the recent discovery of charge ordering in the pseudogap phase of a variety of cuprates 1-18 has led to questions about a possible relationship between the two. However, the connection is not straightforward: while the onset temperature for charge order T co coincides with the temperature T * at which the pseudogap opens in singlelayer Bi 2 Sr 2−x La x CuO 6+δ , 13 T co is substantially smaller than T * in other hole-doped cuprates, 5, 6, 11, 17 and is substantially higher than T * in the electron-doped cuprate Nd 2−x Ce x CuO 4 .
18 It has been argued that some combination of charge, superconducting, and current fluctuations may persist up to T * and could be responsible for the pseudogap in the hole-doped cuprates. [19] [20] [21] [22] [23] [24] Conversely, some experiments appear to indicate that charge order is distinct from the pseudogap 13, 25 and important aspects of the charge-ordered phase can be explained naturally under the assumption that it grows out of the pseudogap.
26,27
The charge order has two distinguishing characteristics. The first is that it appears to have an approximate "nematic" or d x 2 −y 2 form factor, which is most easily understood as a transfer of charge between oxygen sites along the x and y axes in the CuO 2 planes. 26, [28] [29] [30] The strongest evidence for this comes from tunneling experiments in Bi-based cuprates, 1, 15, 31 and it is further supported by recent x-ray experiments. 32, 33 It is also noteworthy that a d x 2 −y 2 form factor is widely predicted in calculations.
29,34-37
The second characteristic is that the amplitude of the interorbital charge transfer is modulated, with wavevectors q * = (q * , 0) and q * = (0, q * ) oriented along the Cu-O bond directions.
1, 5, 6, 13 The orientation of q * has been hard to understand theoretically, 21, 23, 26, 27, 38 and in general calculations strongly prefer q-vectors oriented along the Brillouin zone diagonals.
The charge order may thus be thought of qualitatively as a "d x 2 −y 2 charge density wave". This charge density wave (CDW) appears to be qualitatively different from the stripe order that has been widely observed in the La-based cuprates La 2−x Ba x CuO 4 and La 2−x Sr x CuO 4 . 26, 33, 39 Perhaps the most compelling distinction is that, whereas stripes in the La-cuprates have static or quasistatic spin and charge modulations whose periods are locked together, there is no apparent correlation between spin and charge degrees of freedom in YBa 2 Cu 3 O 6+x .
9
In this work, we address the question of how a d x 2 −y 2 CDW responds to strong-scattering pointlike impurities. Furthermore, because charge order is known to coexist with superconductivity at low temperatures, 5, 6 we explore the effects of impurities on a mixed superconducting-CDW phase. We adopt a simplified one-band model in which the analogue of charge order is an anisotropic renormalization of the electron hopping, known as bond order. Bond order and superconductivity are driven by a combination of spin exchange and Coulomb interactions between nearest-neighbor lattice sites.
The impurity physics described in this work is sufficiently general, however, that it should equally apply in the pseudogap phase.
We distinguish here between two separate issues. First, it has been pointed out by several authors 21, 22 that unidirectional charge density waves break both a U (1) symmetry associated with the location of the CDW and a Z 2 symmetry associated with its orientation. Disorder couples linearly to the CDW, and immediately restores the U (1) symmetry (in the disorder average), leaving an "electron nematic" phase that breaks rotational but not translational symmetry. In the nematic phase, the model then maps onto the random field Ising model, which in three dimensions has a critical disorder strength above which long range rotational order is destroyed. We note, however, that while long range CDW or nematic order is destroyed, local CDW order persists on a length scale set by the disorder potential. 41 The second issue concerns the suppression of the amplitude of the charge order by impurities. X-ray scattering experiments on YBa 2 Cu 3 O 6.6 observe a rapid reduction of the charge order by Zn impurities.
12 Naively, this is expected given the d x 2 −y 2 form factor of the charge ordered state: any order parameter whose average over the Fermi surface is zero should be rapidly suppressed by isotropic scattering. This mechanism is responsible, for example, for the well-known breakdown of Anderson's theorem in d-wave superconductors, [42] [43] [44] and as pointed out previously by Ho and Schofield, 45 a mathematically identical theory describes the suppression of the second order d x 2 −y 2 Pomeranchuk Fermi surface instability.
Here, we show that the d x 2 −y 2 symmetry of the charge order is of marginal importance; rather, there is a rapid suppression of charge order by impurities that can be attributed to the "hotspot" structure of the charge ordered phase. In particular, the rate at which charge order is suppressed depends sensitively on the Fermi surface curvature near the hotspots. Consequently, the suppression of bond order by impurities follows a different universal relationship than d-wave superconductors. This is of direct relevance to the cuprates, where Zn substitutes isovalently for Cu and acts as a strongscattering pointlike impurity. 44, 46, 47 Zn-doping has, in past, been used as an important local probe of the superconducting 44 and pseudogap states, [47] [48] [49] [50] . Our work leads us to three main conclusions: first, we find that charge order is more rapidly suppressed than d-wave superconductivity; second, the insensitivity of the pseudogap to Zn doping makes charge order an unlikely cause of the pseudogap; third, the insensitivity of stripes in the La-based cuprates to Zn doping supports that the stripe physics is inherently different from charge order in YBa 2 Cu 3 O 6+x and the Bi-based cuprates.
We begin in Sec. II by introducing the model, and provide an introductory discussion of how bond order responds to pointlike impurities. Disorder-averaged equations for the bond order parameter are then derived for the case of a dilute concentration of strong scattering impurities, treated within a self-consistent t-matrix approximation (SCTMA).
In Sec. III, we consider temperatures near the bond order transition temperature T bo where the equations can be linearized. These equations are the same for unidirectional and bi-directional (checkerboard) order because the different Fourier components of the bond order decouple near T bo , and their simplicity allows one to derive approximate analytic expressions for the dependence of T bo on the impurity concentration n i . We find that T bo is suppressed more quickly by disorder than is the transition temperature T c for d-wave superconductivity.
In Sec. IV A, we obtain numerical mean-field solutions for T < T bo for situations in which the bond order is commensurate with a periodicity of m unit cells. X-ray experiments on YBa 2 Cu 3 O 6+x generally find two sets of peaks, rotated by 90
• relative to each other. The relative intensity of the peaks is strongly doping dependent 51 and in YBa 2 Cu 3 O 6.54 , where charge order is strongest, the peak along the a-axis is almost undetectably weak.
9 This suggests that the two Fourier components of the charge order are not strongly coupled. Furthermore, analyses of STM experiments in Bi-based cuprates find nanoscale domains of unidirectional order rather than true biaxial order.
1, 15, 31 We therefore focus on unidirectional order, although an extension to multiple Fourier components is conceptually straightforward. Our calculations lead to a coupled set of equations for the impurity scattering rate (or, more specifically, the self-energy) and the bond order parameters. Most of the technical details are relegated to the appendices.
Experimentally, the charge ordering temperature T co is greater than T c , and we therefore examine the onset of superconductivity in the presence of bond order in Sec. IV B. We derive superconducting T c equations within the SCTMA, which are then solved in conjunction with the self-consistent equations for the bond order parameter. We find that, in the mixed phase, impurities suppress T bo more rapidly than T c , and one may therefore obtain T c > T bo as the impurity concentration increases.
Finally, in Sec. V, we discuss our results in the context of Zn-doping experiments in the pseudogap phase, and in the stripe phase of La 2−x Ba x CuO 4 . These experiments show that the pseudogap and stripe phases respond differently to Zn impurities than the charge ordered phase seen in YBa 2 Cu 3 O 6+x , and therefore likely have a different origin.
II. MEAN-FIELD EQUATION FOR BOND ORDER
Following Ref. 40 , we adopt a tight-binding model on a square, two-dimensional lattice, representing a single CuO 2 plane. The noninteracting part of the Hamiltonian is
with dispersion k = t 0 − 2t 1 (cos k x + cos k y ) + 4t 2 cos k x cos k y . We take t 1 = 1, which sets the energy scale for the calculation; in the cuprates the bandwidth 8t 1 is of order a few electron volts. The interacting part of the Hamiltonian contains both nearest-neighbor exchange and Coulomb interactions,
(2) where i, j refers to nearest-neighbor lattice sites i and j and τ a αβ are Pauli matrices. We perform a mean-field decomposition of this interaction in the exchange channel to obtain
where c † jσ c iσ is assumed to be independent of the spin σ. This term drives the bond-ordering instability, and we therefore define an effective interaction for bond order,
A similar decomposition in the particle-particle channel leads to a mean-field superconducting contribution,
with
While the spin-exchange interaction is attractive in both the bond-order and superconducting channels, the Coulomb interaction enhances bond order and suppresses superconductivity. This was invoked previously as an explanation for why T bo is greater than the superconducting transition temperature T c .
40
We denote the exchange self-energy along the nearestneighbor bond i-j by
For illustrative purposes, we solve this self-consistently in real space: P ji is calculated for each bond by diagonalizing the mean-field Hamiltonian H 0 + H 1bo on an L × L lattice with periodic boundary conditions; the new P ji are used to update H 1bo , and the process is iterated until self-consistency is achieved. To obtain a solution, it is necessary to tune the band parameters such that the system size is an integer multiple of the CDW period. Typical results for a clean lattice are shown in Fig. 1(a) . To highlight the bond ordering, we have subracted off the uniform exchange self-energy P 0 of the homogeneous phase, which is obtained by requiring all bonds to be equivalent in the self-consistent calculation. The amplitudes and signs of the shifts in the bond self-energy, relative to P 0 , are shown by the thicknesses and colors of the lines connecting nearestneighbor sites. For the parameters chosen, the modulation amplitude is about 10% of P 0 . The phase shown in Fig. 1(a) has Fourier components of equal magitude at q = ±(2π/4)(1, 1) and q = ±(2π/4)(1, −1), and can be thought of as a d x 2 −y 2 form factor whose amplitude has a period-4 checkerboard modulation. The corresponding spectral function A(k, ε F ) at the Fermi energy is shown in Fig. 1(b) . The bond-order qvectors connect segments of Fermi surface near (±π, 0) and (0, ±π), and which points a spectral gap opens. The residual Fermi surface has a strong intensity along arcs centered on the Brillouin zone diagonals. Faint residual Fermi surface segments can also be seen along the Bril-louin zone boundaries.
Figure 1(c) shows the effects of adding a single strongscattering impurity to the lattice, modeled as a potential shift of V i = 10.0 at position (25, 25) . In this panel, the linewidths indicate the total bond self-energy, including P 0 ; however, the color scale still indicates the shift of P ij relative to P 0 , as in Fig. 1(a) . Unsurprisingly, P ij is reduced almost to zero along bonds connecting to the impurity site. The amplitude of the bond self-energy recovers within a lattice spacing of the impurity; however, the modulation pattern is disrupted over a longer length scale. Thus, suppression of bond order does not simply imply that the bond self-energies vanish, but rather that the form factor is disrupted near impurities. This is evident in Fig. 1(d) where the structure shown in (a) is entirely disrupted by a 4% impurity concentration. This scenario is to be contrasted with that presented in, for example, Ref. 22 where smooth impurity potentials disrupt long range order but leave the form factor locally intact.
To proceed further, we study the disorder-averaged mean-field equations for bond order, and subsequently superconductivity, for a dilute concentration of strong scattering impurities. Because disorder-averaging restores translational symmetry, it is useful to Fourier transform Eq. (7) to k-space,
where
In this definition of P k (q), k and k+q are initial and final momentum labels for electrons that are scattered by the bond order; a common alternative is to take these initial and final points to be at k − q/2 and k + q/2. This latter choice is less convenient for systems with commensurate bond order, which we discuss below.
Equation (10) is the basic self-consistent equation for P k (q). It is invariant under k → −k − q when P k (q) is real, so that P k (q) should be even or odd under this transformation. We then expand Eq. (10) in a set of basis functions that are even or odd under k → −k − q, via
Then, Eq. (10) reduces to
where G(k 1 , k 2 ; τ ) is the Green's function at imaginary times τ in the presence of bond order. This equation has an even solution
and an odd solution
The even solution is the leading instability in all calculations reported here. Equation (15) requires an explicit expression for the Green's function, and we consider two cases where closed expressions are possible: (i) temperatures near T bo where a linearized Green's function can be obtained and (ii) the case of period-m commensurate order.
III. LINEARIZED EQUATIONS FOR T bo
Near the bond ordering transition, P k (q) is small, so that H 1bo can be treated perturbatively. We show in Appendix A 1 that to linear order in P k (q), Eq. (15) reduces to a matrix equation for the components P α (q),
Equation (18) has a solution at the ordering wavevector q * when the largest eigenvalue of the matrix F(q * ) is equal to 1/J bo . For a given J bo , we search for the temperature T bo at which bond order emerges. We note that the different q-vectors are decoupled at T bo , with each independently satisfying an equation of the form (18) . Consequently, the dependence of T bo on impurity concentration is the same for uni-directional charge order as it is for bi-directional (checkerboard) order. (23) and (24) A plot of T bo versus impurity concentration n i is shown in Fig. 2 for period-4 axial order, with q * = (2π/4, 0), for strong scattering impurities. To obtain this figure, we have tuned the band parameter t 0 , which controls the filling, such that q * connects parallel segments of Fermi surface (see Fig. 2 inset). For comparison, the dependence of T c on n i , calculated with the SCTMA (Appendix B 1), is shown for a d-wave superconductor. We see that both bond order and superconductivity are suppressed by disorder, but that T bo is suppressed more rapidly than T c .
To understand the suppression of bond order by impurities, we analyze the equations governing T bo . The kernel F αβ (q) is (Appendix A 1)
where ω n = (2n + 1)πT are Matsubara frequencies, Σ n is the impurity self-energy at ω n to zeroth order in P k (q), and the linear-order impurity self-energy Σ q n has been factored into components,
For temperatures near T bo , the SCTMA gives the selfconsistent equation for the zeroth order impurity self-
where n i is the impurity concentration and V i is the impurity potential. The real part of Σ n acts as a chemical potential shift due to doping by the impurities, and the imaginary part is the negative of the scattering rate γ n . Because γ n has the same sign as ω n , it behaves qualitatively like a temperature increase: it can be absorbed into a renormalized Matsubara frequencyω n = ω n +γ n whose magnitudes are larger than the unrenormalized frequencies ω n . The effect of Σ n is therefore to reduce bond order and suppress T bo . The physics of Σ q n is quite different from that of Σ n . We find numerically that when Σ q n is omitted from the self-consistent calculations, T bo is reduced. This is similar to the situation in superconductors, which we review in Appendix B 1, where an analogous "anomalous" selfenergy appears in the equations for T c . In conventional isotropic s-wave superconductors, the T c enhancement by the anomalous self-energy cancels the reduction of T c by Σ n [cf. Eq. (B20)], consistent with Anderson's statement that T c is unaffected by disorder. 44 The response of T c to impurities is closely tied to the symmetry of the superconducting order parameter: in d-wave superconductors, the anomalous self-energy vanishes [cf. Eq. (B16)] and T c is strongly reduced by impurities.
42,43
From Eq. (A9), the expression for Σ q n is proportional to a weighted average of P k (q) over the Brillouin zone:
The sum in Eq. (22) is weighted towards those points, the so-called "hotspots", for which k and k + q both lie on the Fermi surface. This has two consequences: first, the k-sum in Eq. (22) does not vanish, even when P k (q) has a nominally d-symmetric form factor
n nonetheless tends to be small because of the limited region of k-space that contributes to the sum. Indeed, the omission of Σ q n from the self-consistent calculations only changes T bo by a few percent. We conclude that the sensitivity of T bo to impurities is not tied to the symmetry of the form factor, but is a consequence of the central role of hotspots in the T bo calculation.
We can integrate Eq. (19) analytically under a few simplifying assumptions. We expand the electronic dispersion around the Fermi surface hotspots, and ignore the energy dependence of Σ n , letting Σ n → −iγsgn(ω n ). We obtain (see Appendix A 2) ln T 0 bo
where κ is the Fermi surface curvature at the hotspots, γ is the scattering rate, T 0 bo is the bond ordering temperature in the clean limit, and ψ(x) is the digamma function. Equation (23) obtains a form similar to the usual result for the transition temperature of a d-wave superconductor, namely
when the Fermi surface curvature is κ = 0. These analytical expressions are shown in Fig. 2 . To make the comparison quantitative, we have set γ = −Im Σ n=0 , where ω 0 is the lowest positive Matsubara frequency. The curvature is
which is typically a number of order 1. It is apparent in Fig. 2 that the analytical expressions overestimate the transition temperatures somewhat, but that they capture the reduction of T bo relative to T c . We note that the sensitivity of T bo to disorder is in addition to the reduction of T 0 bo due to κ in the clean limit; indeed, in 
IV. COMMENSURATE BOND ORDER A. Pure bond order
When the bond order parameter is not small, we can proceed by assuming that the wavevector is commensurate, with q * = (2π/m)(1, 0) for axial order and q * = 2π/m(1, 1) for diagonal order, where m is an integer. These describe uni-directional phases, and the extension to bi-directional order is straightforward. For clarity, we describe only the case of uni-directional order.
When the bond modulation has a period of m unit cells, the Brillouin zone is correspondingly reduced by a factor of m along one direction. This is illustrated in Fig. 3 . The mean-field Hamiltonian H mf = H 0 + H 1bo can be written in matrix notation as
where BZ is the reduced Brillouin zone, and Ψ k is a column vector of length m containing annihilation operators with momenta connected by integer multiples of q * : * | alond kx, and extend from 0 to 2π along ky. The different reduced Brillouin zones are labeled j = 1, 2, . . . , m, and the principal reduced Brillouin zone (shaded region) has j = 1. We show the zone-folded Fermi surface in the principal reduced zone. Any point ka belonging to the ath reduced zone can be written ka = k + (a − 1)q * . Two such points, k and k2 are illustrated in the figure. with
In this notation, k a belongs to the ath reduced Brillouin zone. The m × m matrix H k (q * ) has nonzero elements
(28) Then, the matrix Green's function (including the im-
Substituting this into Eq. (15), the equations for the bond order follow:
where it is understood that a + 1 ≡ mod (a, m) + 1 and N = N/m is the number of k-points in the reduced Brillouin zone. Without disorder, we can evaluate the Green's function from the eigenvectors and eigenvalues of H k (q * ) to obtain where S(k) is the matrix of eigenvectors of H k (q * ), and E k are the corresponding eigenvalues. More generally, once disorder is included, we have
(32) Substitution of Eq. (32) into Eq. (30) generates the selfconsistent equation that must be solved for P α (q * ). The prescription for obtaining Σ n within the SCTMA is described in Appendix A 3.
As a point of reference, we first revisit the case of nematic order (ie. the Pomeranchuk instability) which was previously studied by Ho and Schofield for a Gaussian distributed disorder potential. 45 The Pomeranchuk transition is a q = 0 instability (so m = 1), and to obtain it one must tune the Fermi surface so that it passes near the Brillouin zone boundaries at (±π, 0) and (0, ±π). Here, we take the next-nearest neighbor hopping amplitude t 2 = 0.4, and adjust the filling to obtain the Fermi surface shown by the dashed curve in the inset of Fig. 4 .
The leading q = 0 instability has a pure d x 2 −y 2 (or nematic) symmetry, with
where P ≡ P 1 (q * ) 2 + P 2 (q * ) 2 . The resulting Fermi surface in the bond ordered phase is shown by the solid curve in the inset to Fig. 4 : the Fermi surface distortion has a clear d x 2 −y 2 symmetry, with points near (0, ±π) pushed in and points near (±π, 0) pushed away from the Brillouin zone center. Impurities suppress P , and thereby this distortion, as shown in the main panel of Fig. 4 , and the nematic phase is ultimately destroyed near n i ≈ 0.10. Ho and 
Schofield
45 noted previously that disorder can change the order of the transition from second to first in cases where the Fermi surface does not pass exactly through (±π, 0) and (0, ±π). This same crossover can be seen in Fig. 4 at n i ≈ 0.04. In cases where the nematic transition is second order, T bo satisfies the same dependence on the impurity scattering rate γ as d-wave superconductivity, 45 namely Eq. (24) .
Next, we examine the case of diagonal order which, as discussed in the Introduction, was the leading instability in a large number of earlier calculations. We choose q * = (2π/m)(1, 1) with m = 5 to give q * that is similar in magnitude to what was found earlier. 29, 35, 38 To obtain a solution, it is necessary to tune the band parameters so that q * connects antiparallel hotspot sections of Fermi surface, as shown in Fig. 5(a) . Near the hotspots, bond order gaps the Fermi surface and thereby reconstructs it as shown in Fig. 5(a) .
We remarked earlier that the self-consistent equation for P k (q), Eq. (10), is invariant under k → −k − q. For diagonal order, Eq. (10) is also invariant under k x ↔ k y . Based on these two symmetries, we expect solutions for P k (q * ) to have the form
In our calculations, the solution with the negative sign is always preferred. While this solution superficially resembles the d-symmetric order parameter found at q = 0, P k (q * ) does not have even a qualitative interpretation as a d x 2 −y 2 distortion of the Fermi surface. Indeed, because of the Brillouin zone folding associated with the finiteq modulation, the reconstructed Fermi surface shown in Fig. 5(a) is quite complicated, with no resemblance to that in Fig. 4 .
We show the dependence of T bo on J bo for different impurity concentrations in Fig. 5(b) , and the T -dependence of P for different n i in Fig. 5(c) . Similar to the nematic transition, impurities reduce P ; here, however, the nematic transition remains second order as the impurity concentration grows. As in Sec. III, the different q components of the order parameter decouple near T bo , and T bo is the same whether the order is uni-directional or bi-directional (checkerboard).
Finally, we consider axial order with q * = (2π/m)(1, 0), as shown in Fig. 6 . We take m = 3, which gives q * close to that seen experimentally in YBa 2 Cu 3 O 6+x . Again, it is necessary to tune the band parameters such that q * connects antiparallel portions of the Fermi surface [ Fig. 6(a) ]. To enhance the susceptibility towards axial order, we have taken t 2 = 0.7, which reduces the curvature near the Fermi surface hotspots. (The connection between curvature and T bo is discussed, e.g. in Ref. 34 .) Nonetheless, a rather large J bo = 3.8 is required to obtain a clean-limit transition temperature T 0 bo that is the same as in Fig. 4 for the nematic instability.
In the axial case, the self-consistent equation for P k (q * ) is invariant under k x → −k x − q * and k y → −k y . This implies that the order parameter has the form
where tan α = P 2 (q * )/P 1 (q * ) is a nonuniversal constant. Figure 6 (b) shows T bo as a function of J bo for two different values of n i , along with tan α. As before, these results hold for both uni-directional and bi-directional order. From the plot of tan α, we see that the magnitude of P 2 (q * ) is 60-70% of the magnitude of P 1 (q * ), that P 2 (q * ) has the opposite sign of P 1 (q * ), and that disorder changes this admixture.
It is notable that the bond order in the axial and diagonal cases is more rapidly suppressed than in the nematic case, with the axial case the most sensitive to impurities. Equation (23) suggests that in the axial and diagonal cases, T bo depends on both the Fermi surface curvature and scattering rate. The nematic transition, on the other hand, approximately satisfies an equation of the same form as Eq. (24) for d-wave superconductivity, 45 and at this level of approximation depends only on the scattering rate; nematic order is thus expected to be more robust against impurities than finite-q bond order, consistent with the numerical results shown in Figs. 4, 5, and 6. Furthermore, comparing the diagonal and axial cases, we note that the Fermi surface curvature in the diagonal case (κ ≈ 0.3) is approximately half that for the axial case (κ ≈ 0.6), which is consistent with the more rapid suppression of T bo in Fig. 6 than in Fig. 5 .
Importantly, the scattering rate γ also depends on band structure. In the strong-scattering limit (V i → ∞),
where N 0 is the density of states at the Fermi energy. The scattering rate is thus smallest for the nematic order in Fig. 4 because the Fermi surface passes near van Hove singularities at (±π, 0) and (0, ±π). We find that for a fixed n i the scattering rate for the axial case is roughly twice that for the nematic case, and slightly less than twice that for the diagonal case. These differences in γ are consistent with the different sensitivities to impurities shown in Figs. 4 , 5, and 6. In summary, the sensitivity of bond order to impurities depends on the band structure, both directly through the Fermi surface curvature and indirectly through the scattering rate. In cuprates, we can thus expect that the sensitivity of charge order to impurities will be doping-dependent.
B. Tc equations for superconductivity in the bond ordered phase
To explore the onset of superconductivity in the bond ordered phase, we consider linearized equations for the pairing instability in the presence of period-m commensurate bond order. These will give both the superconducting transition temperature T c , and the k-and q-structure of the order parameter ∆ k (q) near T c . The meanfield pairing contribution to the Hamiltonian, Eq. (5) is Fourier transformed to obtain
The basis functions η α k , defined by Eqs. (12) , are the same as used to describe the bond order. If the bond order has wavevector q * , then the pair order parameter ∆ α (q) must necessarily have Fourier components q = 0, q
where k a = k + (a − 1)q * , the mean field Hamiltonian containing both superconductivity and bond order is
where H k (q * ) is defined in Eq. (28) , and the m × m offdiagonal block has matrix elements
In this expression, ∆ 
In this equation, it is understood that − c and − a are evaluated modulo m. Furthermore, we have dropped the anomalous impurity self energyΣ n : as discussed in Sec. III,Σ n vanishes identically in pure d-wave superconductors, and as we show below, superconductivity has predominantly d-wave symmetry in the bond-ordered phase. The neglect ofΣ n leads us to underestimate T c slightly; however, there are two relevant cases wherẽ Σ n = 0 exactly: (i) n i = 0, where the impurity self energy vanishes, and (ii) cases in which impurities suppress T bo such that T c > T bo , and the superconductivity is purely d-wave. The kernel M αa;βc forms a 16×16 matrix M with rows and columns labeled by the composite indices (α, a) and (β, c) respectively. The superconducting instability occurs when the largest eigenvalue of M is equal to 1/J sc . We show the dependence of T c on impurity concentration in the axial bond-ordered phase in Fig. 7 . The bond order parameter P k (q * ) is calculated self-consistently, and T bo is therefore also shown. Experimentally, charge order emerges at a higher temperature than superconductivity, although the ratio of T c and T co is doping dependent and decreases with increasing hole concentration. 16 We therefore show two cases in Fig. 7 . In the first, T 0 c = T 0 bo /3, which is comparable to the smallest ratio of T c to the charge-ordering temperature seen by x-ray experiments in YBa 2 Cu 3 O 6+x . 16 As n i increases, T bo decreases faster than T c , although superconductivity is destroyed first. In the second case, T 0 c = 2T 0 bo /3, which is slightly larger than the maximum ratio found in YBa 2 Cu 3 O 6+x . Here, there is a narrow window over which impurities destroy bond order, but superconductivity remains. Note that our calculations explicitly neglect the feedback of superconductivity on bond order, and therefore overestimate T bo in regimes where T bo < T c (although T c is correctly given).
The eigenvector corresponding to the largest eigenvalue of M gives the k-and q-space structure of the Table I . In (c) and (d), the line thickness and color indicate the magnitude and sign of the order parameters respectively. Band parameters are t0 = 0.85 and t2 = 0.5.
electron pairs near the superconducting transition. Given the eigenvector v αa , we then have
where ∆(T ) is the amplitude of the order parameter and the terms in the square brackets give the k-space structure of each Fourier component of ∆ k (q). This equation makes explicit that the pair wavefunction has contributions at multiple center-of-mass momenta.
To give a concrete example, we consider the order parameter for n i = 0 at temperatures slightly below T 0 c = 0.10. We take m = 4, corresponding to q * = ( π 2 , 0) (see Fig. 7 for model parameters). The eigenvector corresponding to the largest eigenvalue of M is shown in Table I . In this case we can simplify Eq. (44) by noting that, within the numerical accu- racy of our calculations, 0.701 ≈ √ 2(0.489), so that
where the factor of √ 2 comes from the definition of η α k and we used the equivalence of −q * and (m − 1)q * . All possible harmonics of q * are present in ∆ k (q); however, the q = 0 component is largest by far and it has a pure d x 2 −y 2 symmetry. Figure 7 (b) shows the dependence of the different components of ∆ k (q) as a function of impurity concentration for the case J sc = 1.31. As bond order is reduced by impurities, the superconducting components at ±q * and 2q * make up a progressively smaller fraction of ∆ k (q). When bond order is completely suppressed, these components vanish and the system becomes a dirty d-wave superconductor.
The real-space pair amplitudes ∆ ij are more physically transparent than ∆ k (q). Taking nearest neighbor sites i and j, (46) where R = (X, Y ) = (r i + r j )/2 and r ij = r i − r j . We obtain
Similarly, the real-space bond order parameter P ij can be obtained by inverting Eq. (9). Plots of P ij and ∆ ij with the homogeneous q = 0 component removed are given in Figs. 7(c) and (d) respectively. These figures explicitly show that the spatial modulations of the pairing amplitude and bond order are correlated.
V. DISCUSSION
The results in Figs. 2 and 7 suggest a way to probe possible relationships between charge order and the pseudogap, namely to track the dependence of the pseudogap on zinc doping. We can compare to a number of early experiments that explored exactly this, principally in YBa 2 Cu 4 O 8 , which is often seen as a model underdoped cuprate because it is stoichiometric. We note, however, a well-known and persistent problem that because the pseudogap appears as a crossover rather than a phase transition, the identification of the relevant temperature scale(s) depends on the experimental technique, and on how the temperature scales are defined.
Julien et al. 54, 55 noted that early experiments on underdoped YBa 2 Cu 3 O 6+x and on YBa 2 Cu 4 O 8 found two distinct temperature scales, with dramatically different responses to Zn impurities. The higher scale, T * ∼ 200-300 K, was seen originally in Knight shift measurements 56 that indicated a reduction of available spin excitations below T * . Later optical conductivity measurements showed that there is an accompanying reduction in available charge excitations. 55, 57 Experimentally, T * was found to be independent of Zn concentration. [47] [48] [49] The lower temperature scale T ∼ 150 K was observed as a downturn in the NMR relaxation rate 50,58 1/T 1 T and in the in-plane Hall coefficient. 59 The downturn in the Hall coefficient has recently been tied to the onset of charge order at T co . 6, 60 This lower temperature is rapidly suppressed by Zn doping.
49,50
In particular, Zn doping experiments 49,50,61 on YBa 2 (Cu 1−z Zn z ) 4 O 8 found that T c was suppressed from T 0 c ≈ 80 K for z = 0 to T c = 0 K for z ∼ 0.03, while T was suppressed much faster, 50 from 150 K at z = 0 to 0 K at z ≈ 0.02. Similar results 49, 50 were found for YBa 2 (Cu 1−z Zn z ) 3 O 6.63 . Qualitatively, these are consistent with the suppression of T bo shown in Fig. 7 . To make a quantitative comparison, we note that Zn substitutes preferentially for Cu sites in the CuO 2 planes so that in
With this in mind, it is clear that our calculations overestimate reduction of superconductivity by disorder, relative to experiments. This is a known problem with disorder-averaged calculations of T c in cuprates, which neglect spatial inhomogeneity of the order parameter.
47
Although we have suggested that T and T bo may be the same temperature scale, we emphasize that a direct comparison between the suppression of T by Zn in cuprates and the suppression of T bo by impurities in our calculations is not straightforward. In particular, Zn impurities are known to nucleate magnetic moments locally around each impurity site. 48 NMR T 1 measurements are certainly affected by these moments, and indeed it has been suggested that they are sufficient to explain the doping dependence of 1/T 1 T . 47 In practice, it may be difficult to disentangle the contributions of local moments and impurity scattering to the suppression of charge order in the cuprates.
Finally, we remark that the rapid suppression of charge order in YBCO by Zn impurities is in contrast to the apparent enhancement of stripe correlations 62, 63 in Zn-doped La 2−x Sr x CuO 4 (this point was also made in Ref. 16 ). We take this as further evidence that the physics underlying charge order in YBCO and BSCCO is different than that in the La-based cuprates.
VI. CONCLUSIONS
We have studied the effects of strong-scattering pointlike impurities on charge order and superconductivity in the cuprate superconductors. Calculations were based on a one-band model in which bond order is the analogue of charge order in the cuprates. Impurity effects were described with a self-consistent t-matrix approximation.
Our main observation is that d-wave superconductivity is more robust against impurities than bond order; this implies that charge order in the cuprates should be more rapidly reduced by Zn substitution than supercondutivity, even though the onset temperature for charge order is higher than T c . Interestingly, the sensitivity of bond order to impurities is not directly connected to the symmetry of the order parameter, but occurs because charge order arises from only small "hotspot" regions of the Fermi surface.
Experimentally, both the pseudogap and stripe phase in cuprate high temperature superconductors are insensitive to Zn doping. This is inconsistent with simple scenarios in which charge order contributes directly to the pseudogap.
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Appendix A: Impurities in the bond-ordered phase
We use the self-consistent t-matrix approximation (SCTMA) to obtain an expression for the self energy Σ(iω n ) due to the impurities. The SCTMA gives the disorder-averaged Green's function and is exact in the limit where the impurity concentration n i is small.
44
Apart from the complications arising from the charge order, our approach is standard.
The derivations in this appendix have three parts. In Appendix A 1, the scattering self energy for weak bond order is obtained to linear order in P k (q); this is used to obtain the self-consistent equations for T bo . These are solved in Appendix A 2 to find an approximate analytic expression for T bo . Finally, in Appendix A 3 we find the self energy for the case of arbitrarily strong bond order with period-m commensurability. In this case, Σ(ω) is an m × m matrix.
Linearized Results near T bo
In this section, we derive Eq. (19), along with expressions for the self-energy components Σ n and Σ q n which are valid to zeroth and first order in P k (q) respectively. We consider a dilute distribution of N i pointlike impurities. Each impurity is assumed to shift the potential on a lattice site by V i , and we will make use of the assumption that n i ≡ N i /N 1, where N is the number of lattice sites. The potential energy of electrons interacting with the impurities iŝ
where R I is the position of impurity I andn R I is the electron charge density operator on site R I .
The impurity self energy is obtained by disorderaveraging over the possible positions R I of each impurity, and retaining all irreducible diagrams that are first order in n i . Figure 8 shows diagrammatic contributions to Σ n and Σ q n . The first term in Fig. 8(a) is
is the average over all possible positions for the Ith impurity. To obtain the second term in Fig. 8(a) , we keep only second-order scattering contributions in which both impurity lines are from the same impurity. This gives
Following this procedure, the jth order diagram is then
, and the sum of diagrams to infinite order is Σ n δ k,k , where
The sum of diagrams of the type shown in Fig. 8 (b) can be obtained in similar fashion. There are j − 1 terms at jth order in V i : each of these terms contains j − 2 factors of G 0 n and one factor of G
The equations for Σ n and Σ q n are made self-consistent by obtaining equations for G 0 n and G q n . These come from the equations of motion for the Green's function,
from which,
to linear order in P k (q). Equations (A4) and (A7) form a closed set of selfconsistent equations for Σ n . Once Σ n is known, Eq. (A5) and Eq. (A8) can then be solved self-consistently for Σ q n :
and
where P α (q) is defined by Eq. (15) . Once Σ n and Σ q n are known, we substitute Eq. (A8) into Eq. (15) to obtain
which is Eq. (19) in the text. In the clean limit (Σ n = Σ q n = 0), this reduces to
2. Analytic approximation for T bo
We begin with Eq. (19) for the bond ordering kernel F αβ (q * ) and make a number of simplifications. First, we assume that q * nests two Fermi surface hotspots, labelled 1 and 2 in Fig. 9 , that are characterized by anti-parallel Fermi velocities v F and by curvatures κ. By expanding the dispersion around the hotspots we obtain
where q is the wavevector measured relative to hotspot 1 (whereas k is relative to the Brillouin zone center). Then, we make the approximation that the scattering self energy is piecewise constant, so Σ n = ∆µ−iγsgn(ω n ) respectively. In this figure, the origin of the coordinate system is hotspot 1, not the center of the Brillouin zone.
and absorb the real part ∆µ into the chemical potential. This approximation is not entirely justified, owing to a nearby van Hove singularity in the density of states; however, we have found that adding a weak linear energy dependence to γ does not change our answers appreciably. For definiteness, we will consider period-m axial order, with q x = q * = 2π/m and q y = 0. We know from numerics that only the basis functions
contribute to P k (q * ), so we restrict our discussion to the 2 × 2 subspace in which α, β ∈ {1, 2}. For axial order, hotspot 1 is, in the original coordinate system, at k x = 2π − q * /2 and k y = π (see, for example, Fig. 6(a) ), and we approximate η We thus obtain
Numerically, we find that Σ q * n is small and, neglecting it, we obtain
andω n = ω n + γsgn(ω n ). According to Eq. (18), the onset of bond order occurs when the largest eigenvalue of F(q * ) is equal to 1/J bo .
The eigenvectors of F(q * ) are 0 and 2F 11 (q * ), so T bo satisfies 1 = 2J bo F 11 (q * ).
The corresponding eigenvector of F(q * ) is (1, −1) T , which gives the d x 2 −y 2 -like solution P 1 (q
similar to that found numerically. Our goal is now to estimate F 11 (q * ). Transforming the summation over q to an integral, Eq. (A19) becomes
where x = v F p x . The term πv F is a large-energy cutoff, and is assumed much bigger than any other energy scale in the calculation. Evaluating the integral over x, and substituting into Eq. (A20) gives an equation for the bond ordering temperature,
πv F ω n (A23) where we have dropped a small logarithmic correction that vanishes in the limit πv F κp 2 y . A similar equation holds for the clean limit transition temperature T 0 bo provided we replaceω n by ω n . Setting these two equations equal to each other, we obtain 
Commensurate bond order
In this section, we derive a set of self-consistent equations for the response of P k (q * ) to pointlike impurities for the case of commensurate period-m bond order. In this case, the ordering wavevector q * satisfies mq * = K, . . label reduced Brillouin zones for the initial and final momentum of the scattered particle. Internal indices are summed over. These diagrams include scattering to all orders from a single impurity. In the SCTMA, the Green's function contains the self energy due to impurity scattering, and is calculated self-consistently.
where K is a reciprocal lattice vector of the original lattice. The potential energy of electrons interacting with the impurities is given by Eq. (A1). This can be re-written asV
where Ψ kσ is the column vector defined in Eq. (26),
k and k are now restricted to the reduced Brillouin zone, and a, b ∈ [1, m]. The self energy is obtained from the sum of non crossing irreducible diagrams shown in Fig. 10 . These include all diagrams to linear order in n i due to scattering from the impurity potential: Σ n = Σ 1 n + Σ 2 n + . . ., where Σ j n is jth order in V i and the subsript n indicates that the self energy is evaluated at Matsubara frequency ω n . As a result of disorder averaging, all terms depend on k and k only through a term δ k,k that conserves momentum.
The first order term is
is the average over all possible positions for the Ith impurity.
Similarly, the irreducible second order term is
and where it is understood throughout this appendix that the Kronecker delta function δ a−b,c−d is satisfied modulo m. We have also explicitly written N = N m, where N is the number of k-points in a single reduced Brillouin zone. For reference,
in the limit of small P k (q * ), where G G n,ah G n,hb .
At this point, the pattern is established: the jth order term in the series is a matrix product of j factors of the m × m matrix G n . We define a t-matrix
where [. . .] −1 indicates a matrix inverse. Then the selfenergy matrix is
To determine the effect of impurity scattering on bond order, one must simultaneously solve Eq. (A33) for the self energy and Eq. (30) for the order parameter. These equations are linked by Eq. (32) for the Green's function.
From the structure of Eq. (B5), one sees that G 0 n is pure imaginary, while G 1 n and G 3 n are real. Equation (B5) neglects terms of order∆ 2 k , as these are small near T c . T c is then obtained by solving the linearized equation
where g k = 1 for isotropic s-wave superconductors and g k = cos k x − cos k y for d-wave superconductors. In this work, numerical results for T c without bond order are generated by solving Eq. (B10) self-consistently.
To illustrate the role of each component of the selfenergy, and in particular the anomalous self-energy Σ 1 n , we take the simple case of a band with a constant density of states N 0 . The components of G(iω n ) are 
Becauseω 2 n = (|ω n |+γ) 2 , the effect of γ is to renormalize the Matsubara frequencies away from zero, which is qualitatively similar to raising the temperature in Eq. (B16). Impurities thus impede d-wave superconductivity.
For isotropic s-wave superconductors∆ k =∆ and
where Θ(x) is a step function and Λ is a cutoff that is typically of order the Debye frequency. Then, combining Eq. (B17), Eq. (B8) and Eq. (B13), we obtain the selfconsistent equatioñ
which has the solution∆
This result is directly relevant to the T c equation, which in this instance is given by Eq. (B10) with g k = 1:
The last equality follows from Eq. (B19), and the switch of the constraint from |ω n | < Λ to |ω n | < Λ introduces an error ∼ O(γ/Λ). The key point of this derivation is that the the anomalous impurity self-energy Σ 1 n , which renormalizes ∆, cancels the renormalization of ω n by Σ 0 n , so that the T c equation is the same as in the clean limit. In the d-wave case, where Σ 1 n = 0, T c is reduced by impurities.
Tc in the bond ordered phase
In this section, we derive the linearized self-consistent equation for the superconducting order parameter ∆ k (q) in the bond ordered phase. From Eq. (38), we have
where F k is the m × m anomalous Green's function with matrix elements
and where it is understood that − a is modulo m. To obtain F k , we solve the equations of motion:
to linear order in ∆ k . To simplify the calculations, we make the approximation thatΣ n = 0, which is strictly true for pure d-wave superconductors. We find in our numerical solutions that the non-d-wave components induced by the charge order are typically an order of magnitude smaller than the d-wave components, so that this result remains approximately true. Then, we obtain the m × m matrix
