Abstract-At the threshold of 5G, much is promised based on the predicate of hyper-accurate location-aware communications. Although the unique spectral real estate associated with 5G implies the possibility of such a persistent localization scheme, we submit that precision range based localization is not a generational inevitability but rather achievable only under the correct architectural philosophy. To show this, we consider a fundamental component that limits or enables any positioning system: the underlying infrastructure geometry. The significance of this research follows from several significant results. First, cell ultra densification, although the primary catalyst of Long Term Evolution (LTE)/LTE-Advanced capacity improvement and a major disruptive technology in 5G networks, will not alone provide for more accurate user positioning. To show this, we derive a closed-form solution to the Cramér-Rao lower bound specific to 5G networks given that infrastructure is distributed via the Poisson point process (PPP). This result is used to justify a positioning services architecture that fundamentally embraces a variable number of supporting access points. In fact, we show that without this architecture, a foundational decline in positioning performance may inadvertently be realized. Finally, by numerically comparing our results with other point processes common in cellular network modeling, we present justification for the PPP as an appropriate model for analyzing positioning performance in ultra dense 5G infrastructures.
Fundamental Implications for Location Accuracy in
Ultra-Dense 5G Cellular Networks
I. INTRODUCTION

D
ATA is the new oil [1] . It permeates much of modernera technology in order to optimize user experience. In cellular networks, and especially next-generation cellular networks, this is also the case. Location data has long been used in legacy networks to various ends, such as public safety [2] , location-sensitive billing, fraud protection, and logistics management [3] . Additionally, other emerging applications such as vehicular communications [4] , autonomous agricultural robots, packet delivery drones, and automata in factories [5] abound. In the next iteration of cellular network evolution, 5G proposes to take location data in a new direction to inform so-called location-aware communications. Indeed, the millimeter wavelength spectrum that 5G proposes to occupy necessitates such intelligent communications due to paradigmatic shifts in propagation characteristics [6] , [7] . This spatial hyper-awareness would extend its benefit past the physical layer through all layers of the protocol stack. An obvious and high-profile applicationlayer entity that would immediately benefit from such ubiquitous positioning technology is autonomous vehicles [8] - [10] . Indeed, localization latency requirements for autonomous vehicle collision avoidance are explicitly considered in the Third Generation Partnership Project (3GPP) target metrics for nextgeneration localization [10] . However, the Internet of things also demands scalability in the Medium Access Control, Network, and Transport Layers, places where location-aware communication is also poised to contribute [8] .
The level of accuracy proposed in 5G networks is at least one order of magnitude of improvement over the current state of the art [9] , [11] . The 3GPP purports a goal of sub-meter accuracy in 95% of the service area, which includes indoor and urban environments [10] . Although the global navigation satellite system (GNSS) is already able to provide this level of accuracy in an unobstructed environment, it is clear that such a line-of-sight (LoS) to the constellation will not be available with the requisite probability. The community therefore must build a locationing architecture that does not presuppose GNSS support but allows integration of assistance information when appropriate.
Because so much is predicated on the proposed ability to provide ubiquitous sub-meter localization accuracy [8] - [10] simultaneously to a multitude of cellular users, we propose a fundamental analysis in order to best set the conditions for successfully meeting such a goal. Specifically, we focus on the foundation underlying any positioning method utilized: network infrastructure geometry.
Ultra-densification of network infrastructure in 5G networks is a de facto inevitability and provides practitioners with the tools required to realize massive gains in accuracy [9] , [11] - [14] . Although the improvement of accuracy with cell densification of certain legacy localization methods, such as range-free methods, is inexorable [15] , [16] , this does not hold true for all techniques. In fact, most productive and accurate methods of localization involve measuring the location of the user equipment (UE) relative to other known locations, termed access points (APs) herein. In these range-based situations, network geometry plays a significant role in the end-result localization accuracy regardless of the specific technique used [17] , [18] .
In this work, we show that for range-based localization significant improvements in accuracy are not made on the coat tails of U.S. Government work not protected by U.S. copyright. cell densification alone but through an attentive, agile approach that accommodates however many APs may be available to oblige a location-services client. In fact, if positioning protocols are not appropriately designed, a net decrease in performance may be realized as density increases. By using common models in the literature, the Poisson point process (PPP), the hard-core point process (HCPP), and the Poisson cluster process (PCP), to supplement our analysis, we provide evidence to suggest the appropriateness of the analytically tractable PPP for modeling positioning performance even in clustered hot spot processes in ultra dense 5G networks.
The remainder of our work is curated as follows. The next section contrasts our work with the current state of the research in geometric applications to 5G technology. In Section III, we build our justification of the PPP as an appropriate 5G network model through a taxonomic review of stochastic geometry relevant to the cellular literature. Section IV brings to bear the theoretical teeth of our thesis through two main points. The first shows that if only a fixed number of APs are considered when making a position estimate, network density is independent of localization accuracy by way of the Cramér-Rao lower bound (CRLB). This warns of a bleak future for positioning accuracy in the age of ultra dense networks (UDNs). The analysis is then extended by removing the assumption of a fixed number of APs. Given this more general case, we present a theorem which relates expected accuracy to the number of serving APs N . This relationship predicts significantly better positioning accuracy in UDN environments. In Section V, we present a series of numerical results that provide an intuition for practical application of the theory presented in the preceding sections. Throughout, the PPP model finds continual justification alongside viable peer alternatives. Our results and contributions are summarized in the conclusion.
II. RELATED WORK
The inevitability of the disruptive technologies 5G brings to bear on cellular architectures has, unsurprisingly, garnered significant attention from the research community. Predominant among these paradigmatic shifts in the status quo is cell densification, realized in the UDN [9] , [11] - [14] .
The spatial model of the nodes in an UDN is fundamental to the results that follow from it, which are manifold. For instance, energy efficiency and throughput are among some of the metrics that have been investigated with these geometric tools. The PPP (to be described further in the subsequent section) has been used in seminal works investigating the limitations of capacity not from a radio access network (RAN) point of view but rather from the perspective of the backhaul as the limiting factor [19] , [20] . In these studies, the researchers found that when the density of small cells exceed a certain threshold, the backhaul becomes a limiting factor for throughput and energy efficiency. Despite the PPP's analytic elegance, it harbors possibilities such as APs that are infinitesimally close, something that would be intentionally avoided in real-world infrastructure deployments. In deference to this fact, the researchers have wielded more difficult spatial processes, such as the HCPP, to provide the community better results regarding interference, spectrum efficiency, and energy efficiency characteristic of a multiuser, multiantenna environment [21] .
A testament to the wide acceptance in the research and usefulness of the PPP, this process again undergirds results quantifying cellular performance regions, this time in the RAN [22] . Here, the authors brought to light four levels of infrastructure density. The four regions, explained by the interaction and transitional behaviors between non-line-of-sight (NLoS) and LoS scenarios, showed expected performance in terms of coverage probability and area spectral efficiency given an infrastructure density.
Again, the ever popular PPP 1 is the geometric foundation for further results. In [23] , the authors propose achievable power efficiency through an algorithm that dynamically switches small cells on or off via management of co-channel interference. In [24] , the authors propose a fuzzy-logic algorithm for improving cross-tier handover processes from which an improvement in the failure rate of the handover process, among others, is realized. The centralized signal processing of a cloud-RAN is leveraged in [25] to develop an algorithm to improve the number of UEs admitted to the network.
To say that the reach of the results built on top of the PPP as they apply to 5G networks is extensive is an understatement with other work studying power regulation for interference management [26] , device-to-device communications for data traffic load balancing [27] , cooperative vehicular communication [4] , and random access efficiency [28] among many other applications. In another work, a more esoteric process was leveraged: the Poisson hole process [29] . Here the researchers demonstrated how coverage gains can be made even at a reduction of overall infrastructure elements.
We make two observations about the research thus far. First, with certain notable exceptions (e.g., [21] , [28] , [29] ) most of the literature utilizes the PPP as a basis for an infrastructure model when the HCPP or PCP is an intuitively more realistic choice for legacy and future UDN deployments respectively. Second, the vast majority of the effort in the literature is a direct approach to improving the quality of service (QoS), where the focus is on prevailing metrics, such as interference mitigation, coverage, or throughput. With the advent of location-aware communications [8] , we propose in the present work a focused study on positioning accuracy as it relates to the underlying stochastic model, which will indirectly contribute to more traditional QoS metrics.
The benefits of a study focused on positioning accuracy in 5G networks, however, has not gone unnoticed in the research community. Several studies surveyed available technologies [13] , [14] , [30] and proposed new ones alike. In [15] , a novel rangefree method of localization is achieved via Voronoi tesselationbased method, again assuming an underlying PPP. Range-based methods are adopted in [5] to demonstrate submeter accuracy for automobile positioning. However, little mention of the underlying infrastructure geometry was given despite its significant correlation to accuracy in distance-based localization. A PPP is again leveraged in [16] to investigate another range-free method of localization to describe the interaction between the infrastructure density and positioning accuracy via a centroid-based methodology. A multitude of other 5G location-based work that is not concerned with infrastructure geometry (e.g., waveform design for 5G positioning) is represented in the literature but not listed here due to its disconnection from a geometric basis.
With the aforementioned corpus in mind, this work is motivated by little attention in the research to the density effects on range-based positioning and to positioning accuracy as it relates to other viable stochastic point processes. At least two studies exist in the literature that do draw conclusions about accuracy and infrastructure density [15] , [16] , but they both focus on range-free methods where the AP geometry holds less correlation to positioning performance, thereby underestimating its effect in range-based methods. Additionally, they only consider the typical underlying PPP model. Further, no discussion of a proper paradigm or architectural philosophy for designing a 5G protocol specific to positioning provides the main impetus for our work. Different from previous work, our results illuminate the effect on range-based positioning accuracy in the face of increasing network densification under various geometric assumptions. Those results are then leveraged to form an intelligently designed approach towards a positioning protocol architecture that ensures next generation networks fully reap the benefits of the seemingly ceaseless infrastructure densification.
III. STOCHASTIC GEOMETRY FOR CELLULAR NETWORK MODELING
As demonstrated in the previous section, stochastic modeling of AP layout in cellular networks has garnered much attention in the literature, especially with the advent of heterogeneous and dense networks [12] , [31] - [35] . As the best deployment model is still an open topic, we begin by presenting a short taxonomy of common stochastic models-namely, relevant point processes Φ ⊂ R 2 -and their merits, which compete in the research. The interested reader is referred to [33] for a more thorough review. As an important preliminary to the remainder of this paper, we then posit a model that is both simple and appropriate for the rapid exchange of ideas and theory regarding localization in 5G environments.
A. A Taxonomy of AP Deployment Models
Legacy macro-cell deployments are typically modeled as hexagonal grids [35] , [36] despite both the analytical intractability of such geometry [33] , [35] and the fact that true network deployments are rarely hexagonal [33] . The philosophical opposite of the hexagonal grid is the homogenous PPP Φ PPP λ = {φ 1 , φ 2 , . . . , φ N } [35] . This model is parameterized by an intensity value λ that determines the probability of finding a particular number of APs ν within a geographical area of size A via E {ν} = Aλ.
(
As the philosophy of the PPP model stands opposite to the hexagonal grid, so does its tractability as it enables powerful analytical results [12] , [19] , [22] , [31] , [32] , [34] .
A drawback of the PPP is its lack of a mechanism that ensures no APs are closer to each other than some predefined distance . It is self-evident that in a real-world deployment, this would result only from poor network planning. The Matérn HCPP ensures this minimum distance by starting with a seed PPP Φ PPP λ and then randomly deleting a member from a subset pair of points such that
for i = j. We therefore define a random puncturing map that performs the deletion as previously described
Although the HCPP is pragmatic for evaluating real-world deployments, it presents with more problematic analysis. A second, more obvious drawback of the PPP model is the reality that commercial AP deployments are not uncorrelated but rather planned [32] , [37] . For instance, in areas of high network traffic or hot spots, more APs may be deployed [37] . This phenomenon, which may be more common in 5G deployments, can be addressed by the PCP Φ PCP λ,λ . This process is seeded by a parent process Φ, where a smaller child PPP with densityλ Φ PPP λ is then centered on each of the individual points in Φ via (4) such that one process is a random function of the other. The PCP can be seeded by either a PPP or a HCPP in order to generate a cluster process that ensures some distance from each of the individual cluster centers. However, as with the HCPP, with the increased complexity of the PCP comes also decreased tractability.
B. AP Deployment in 5G Networks
The 5G ecosystem differs significantly from its predecessors. All of its differences can all be attributed largely to the millimeter wave real estate that the next evolution in cellular technology is targeting [6] . Among the many, notable differences are the following [7] , which find special relevance in our work: 1) highly probable LoS channel, 2) short UE-AP distances, and 3) ultra-dense network infrastructure. Each of these characteristic differences can be viewed as a different way of saying the same thing: to be effective, millimeter wavelengths require short channels with no obstructions [6] . The AP deployment model should therefore be designed with these ideas in mind [6] , [9] . The subject architecture is illustrated in Fig. 1 where APs are represented by two different pieces of infrastructure: macro APs and low power nodes (LPNs). Our choice of nomenclature is consistent with 3GPP specifications [37] where LPNs are manifested in pico cells, femto cells, home enhanced node Bs (eNBs) and other similar equipment. In order to avoid confusion, our subsequent analysis, however, uses the term AP to generically describe all of the infrastructure elements pictured here.
Multiple architectures for connection of the infrastructure in Fig. 1 have been proposed and have important implications when considering backhaul capacity [19] . Because our work focuses Fig. 1 . The proposed ultra-dense 5G architecture considered in this paper. In such architectures, there is a high probability of LoS and short distances between user equipment and available macro APs and/or low power nodes (LPNs) [7] . LPNs connected to the network via the macro AP, which, in turn, is connected to the overall network via a fiber to the cell (FTTC) link [19] .
on positioning geometry in the RAN, we present one of the possible connection methodologies without loss of generality to our application. Instead, we draw the reader's attention to the presented highly-probable LoS channels, short AP-UE distances, and UDN infrastructure as enumerated above.
There are many confounding factors that will require sitespecific AP deployment modeling strategies [6] ; thus, a perfect model may not be feasible and may not provide much added value to the research community. In light of this complexity, Ockham's razor makes the PPP an attractive candidate for 5G deployment modeling. In fact, the majority of the research on stochastically modeled cellular deployments does side with the simplicity of this model [4] , [5] , [15] , [16] , [22] - [29] , [31] , [33] - [35] as does the 3GPP itself [37] . Moreover, in the case of positioning performance, the PPP represents the worst-case scenario for deployment planning where there is no underlying intelligent design. Results obtained from a PPP model can then be considered a lower bound on achievable performance [34] . As astutely stated by Ghosh et al. [34] , the PPP is to next-generation cellular site planning and modeling what Rayleigh fading is to communication systems design: a concise yet tractable model whose results provides significant insight into complicated engineering problems despite certain approximations (e.g., [19] , [22] , [31] 
among others).
Because UE position is largely informed by the known points in the network (i.e., the APs), infrastructure deployment modeling is a critical component of meaningful analysis of localization in 5G networks. In congruence with the preponderance of the literature, to preserve backward compatibility to legacy infrastructure of the analysis [31] and in light of the salient features of 5G ecology enumerated above, we proceed with our analysis under the hypothesis that the PPP is an appropriate foundational model for evaluating localization performance. However, because there is no systematic investigation validating the ubiquitous application of the PPP to all areas of 5G infrastructure research, especially location-based research, our work ultimately tests the aforementioned hypothesis in Sections IV and V. In these sections positioning performance in 5G networks with various underlying geometric models is investigated.
IV. THE GEOMETRY OF LOCALIZATION IN ULTRA-DENSE NETWORKS
In standards past, base stations were positioned in a pseudohexagonal pattern and no assumption was made about short UE-AP distances. In fact, with regard to this distance d, exactly the opposite assumption was more of the normative framework. The link budget could then be expected to be heavily taxed by that distance d. One of the implications for localization in such an environment is low signal-to-noise ratios (SNRs) and thus lower location accuracy, which results from difficulty in estimating signal reception time in methods such as uplink/observed time difference of arrival (U/OTDOA).
5G sits in stark contrast to the network infrastructure status quo [11] . Contrary to legacy networks, it can be assumed that multiple APs are available, which all exhibit LoS channel characteristics and are within only several meters of the UE [6] , [10] . The short UE-AP distance then implies that location accuracy will be limited by network geometry rather than long propagation channels.
With this in mind, we now turn our attention to the CRLB in order to organize a theory that shows the statistical independence of localization accuracy for some fixed number of N servicing APs under the assumption of increasing density in 5G network geometry. This theory is then extended in the sequel to accommodate a variable N such that all N are within some fixed distance d. We call these two architectural philosophies fixed-N and fixed-d respectively and are central to our overall result.
A. The Cramér-Rao Lower Bound for 5G Networks
Assuming that unbiased measurements can be made, the CRLB is an exemplar benchmark for theoretical localization accuracy in terms of mean squared error (MSE) and can be expressed as (9) as λ increases shows that
Thus, as the network infrastructure becomes denser, the number of likely distances to the nearest AP necessarily decreases. The subject graphs are scaled in order to provide a visually concise figure while still conveying the trend of the limit.
where
T is some unbiased estimate of the true position of the UE p, Tr(·) is the matrix trace function, and I is the Fisher information matrix [38] . Individual elements of I are given by
where p(·) is the probability density function (PDF) there are N noisy distance measurements from the APs to the UE given asd
T , and the corresponding true distances
T . When the noisy measurementsd are corrupted by Gaussian noise, the expectation in (6) is known [38] to evaluate to
where θ i is the angle between AP i and the UE and σ i is the standard deviation of the noise in the distance measurement from AP i to the UE. 
Proof: Consider that in a PPP the probability density function of the distance d from the UE to the nearest AP is given by [32] 
From (9) and the graphs presented in Fig. 2 , we can see that
where δ(·) is the Dirac delta function. The approximation in (10) is justified by the fact that both the mean and variance of (9) go to zero as λ → ∞ while maintaining that the integral under the distribution still equals unity ∀λ. It can then also be said that the variance of (9) varies inversely with λ. A consequence of low variance distributions is that d i ≈ d j with high probability. This implies that the SNRs of each component also are approximately equal with high probability. The resulting environment is then saturated by high signal strengths due to the high probability of small d [31] , [32] .
This condition also holds for some λ << ∞, because an environment with a high λ is interference limited [22] , [32] . Fortunately, it can also be shown that interference statistics are independent of λ [31] , [32] . Thus, interference provides a common and constant noise source.
Because it has been shown that both SNR and interference are constant for each noise source, the approximation in Lemma 1 is justified.
Finally, in 5G applications, we expect interference to be further mitigated through location-aware communication, which powers intelligent beamforming [8] . This additionally substantiates the normalization of ∀σ i ∈ Φ PPP λ , as in (8) . The 5G deployment environment is unique in that it is especially conducive to this type of analysis.
Given Lemma 1, the common scale factor 1/σ 2 can be factored out of I so that (7) is rewritten as
Definition 1: Let Tr Ĩ −1 be termed the geometric dilution of precision (GDoP) [38] .
GDoP fully captures the effect of the network infrastructure geometry without confounding the impact of noise on overall positioning. Also, because of Lemma 1, it is shown to be appropriate for noisy environments in 5G deployments and will serve as the basis for the remainder of our analysis.
Corollary 1: For 5G environments, the infrastructure geometry θ = {θ 1 , θ 2 , . . . , θ N } is necessary and sufficient to analyze positioning performance.
Proof: From (7), it is clear that positioning performance is certainly a function of the accuracy of the distance measurement expressed in σ. However, Lemma 1 indicates that all measurements will be equally as noisy. Therefore, we can evaluate the geometric precision of the positioning system after factoring out the common σ.
To see this, consider the case where σ i = σ j . Here, the geometry is necessary but not sufficient for geometric evaluation, because from (7) it is apparent that what needs to be considered is a geometry weighted by each σ i .
B. Densification and Theoretical Accuracy for a Fixed-N Positioning Architecture
We first consider the scenario, which is common in legacy and modern networks, where there is a fixed number of APs N available for UE localization [11] . Because our application lies in R 2 and to provide a cogent solution, we require that N ≥ 3. If the infrastructure geometry, as defined only by the angles of available APs θ, is sufficient for evaluating (7), then it is independent of λ if N is constant. Consider also that for a PPP, the angle θ is a uniform random variable (RV) with no dependence on λ. Therefore, if N is fixed, then θ is independent of λ and we have that
for any fixed N ∈ N † = {3, 4, . . . , ∞} and the equality of expectations follows from Lemma 1.
To illustrate the phenomenon described by (12), we now present the results of a numerical study in Fig. 3 . Here, we simulate a network-localization scenario where APs are distributed via a PPP, a HCPP, and a PCP and the mean GDoP is observed. In line with the assumption of (12) , N is fixed such that N ∈ {3, 6}. For the HCPP, the hard core parameter = 100 m and for the PCP, the subfield density λ = 10λ. For the PPP scenario on the left-hand pane of Fig. 3 , the mean GDoP is obtained by conducting 1000 Monte Carlo trials per λ varied over two orders of magnitude. For N ∈ {3, 6}, the GDoP is linearly regressed to visually illuminate the independence of density λ and positioning accuracy. Correlation coefficients and p-values of ρ 3 = −0.27, p 3 = 0.25 and ρ 6 = −0.15, p 6 = 0.52, respectively, concur with the behavior outlined by (12) . Therefore, both GDoP populations show negligible dependence on λ.
The previously described experiment is repeated again for fields governed by the HCPP and PCP and the results are presented in the right-hand pane of Fig. 3 . Here, the independence between GDoP and λ is observed only for an underlying HCPP. For the HCPP, the calculated correlation coefficients and pvalues are ρ 3 = −0.07, p 3 = 0.78, ρ 6 = 0.09, and p 6 = 0.70 for N ∈ {3, 6}, respectively. As with the PPP model, there is not sufficient evidence to reject the null hypothesis that λ and GDoP are uncorrelated.
For the PCP distributed APs, the calculated correlation coefficients and p-values are ρ 3 = 0.93, p 3 = 0, ρ 6 = 0.96, and p 6 = 0 for N ∈ {3, 6}, respectively. Here, it is clear, both visually and statistically, that λ and GDoP are correlated. The reason for the correlation is the clustered nature of a PCP. As the density of the parent and child fields grows, it is increasingly likely that N APs will be chosen from a single cluster. Since APs from a cluster will share a similar AP-UE angle, the positioning performance will necessarily suffer (cf. (7)).
These studies satisfy the intuition gained from (12) in which localization accuracy and PPP density are evidently independent and suggests its extensibility to the HCPP. The study indicates, however, that (12) does not apply to clustering processes. The implications of these results are that a fixed-N positioning protocol will, in the best case scenario, not benefit from ultra densification. Further, if the densification is driven by a "hot spot" approach, which has been considered by the 3GPP, localization accuracy will deteriorate.
C. Densification and Theoretical Accuracy for a Fixed-d Positioning Architecture
We now turn to analysis of a fixed-d architecture where we will show that, unlike a fixed-N architecture, such an approach can fully reap the benefits of infrastructure densification.
In order to develop and analyze the expected performance of positioning schemes in 5G environments for all N APs no farther away from the UE than d, let us first decompose (11) into a more convenient form that will provide for a more tractable matrix inverse (cf. (5)).
Lemma 2:Ĩ = SAS (13) where denotes the Hermitian transpose,
and
Proof: This decomposition follows from reframing (11) as a sum of complex exponentials. The details of this decomposition are given in Appendix A.
Lemma 3: The CRLB for an arbitrary N ∈ N † can be expressed as
Proof: Lemma 3 follows from the fact that
The details of evaluating the inverse and trace of (17) are presented in Appendix B. Theorem Given APs distributed via Φ PPP λ , the expected GDoP as a function of N ∈ N † for localization in 5G environments is given by
Proof: Consider the PPP model for AP distribution, which we claim is appropriate for 5G environments. It follows from this assumption that each θ can be represented as a uniform RV ∈ [−π, π). Their difference is also a RV Δθ k = θ i − θ j ∈ [−2π, 2π). In both cases, θ and Δθ are symmetric about the origin and E{Δθ k } = 0, ∀k.
We now manipulate (16) so that
With (16) in this form, we can determine that the summation in the denominator is the sample mean 3 of the RV Y = cos (2ΔΘ). Therefore, with a sufficiently large N , the sample mean in the denominator will converge to the expected value, which in this case is easily shown to be zero. The contribution of the multiplicand on the right side of the product in (19) is then unity.
Corollary 2: The case of N = 5 serves as a point of inflection for (18) such that when N > 5
when N < 5
and when N = 5
Proof: This fact is easily verified by inspection of (18) . We can then define a region of geometric advantage from (18) where N > 5 by the theorem.
Definition 2: The region of geometric advantage is the portion of the image of (18), which is smaller than unity.
This region is open and described by its inflection boundary, as shown in Fig. 4 . It is unique in that the expected MSE of 3 Note that the limits of the summation in (16) and (19) 
, as shown in Appendix B. Fig. 4 . A comparison of the theoretical CRLB and the empirically found CRLB computed via Monte Carlo simulation over 1000 trials for each N . Note that a higher empirical result is found for lower N due to a nonconvergence of the sample mean in the denominator of (16) . The presented trend can also be extended when the abscissa is described by λ due to the linear relationship between λ and N described in (24). positioning is lower than the variance associated with each individual noisy measurementd-hence the geometric advantage. This is a significant result which shows that without specifying a particular geometry, but instead ensuring a sufficiently high λ, the aforementioned geometric advantage can on average be expected.
To further validate the theorem, we submit a numerical study, which is presented in Fig. 4 . In this study, we conduct a series of Monte Carlo trials for each N ∈ [3, 100] ⊂ N † under the assumption of PPP-distributed APs. Several notable observations can be made from these results. First, although we note that the bound does appear to be trending toward zero at N = ∞, a practical leveling of the bound, or point of diminishing returns, at a relatively low N ≈ 10 is obvious. Second, near exact agreement between the empirically derived bound and the theoretical bound is noted for all but the smallest N . This deviation from theory, notable only at N = 3, is an artifact of the nonconvergence of the sample mean discussed in the proof for the theorem.
We have thus far characterized the dependence of MSE on N as described by the CRLB. MSE can now be related to λ via (1) as
where λ is specified in km −2 and d is the parameterization of the fixed-d architecture in km. Now, substituting (23) into the newly derived (18), we have the relationship between MSE and λ
By setting (24) equal to unity, the point of inflection described in Corollary 2 can now be recast in terms of λ to show that geometric advantage is achieved when
where the region described by (25) is presented in Fig. 5 . . The interference and signal dominated regions are also shown as defined by [22] . The vertical dashed line shows that at a field density of 10 km −2 that a d 400 m is required to achieve geometric advantage.
It is interesting to to compare this relationship to previously published optimal values of infrastructure density. For instance, in [22] the authors described four regions of infrastructure density: a noise-limited, signal-dominated, interference-dominated, and interference-limited regime. They found that optimal coverage probability occurred at or near the boundary between the signal-dominated and interference-dominated regions at λ = 10 km −2 (plotted as a horizontal dashed line in Fig. 5 ). Their result coupled with ours suggests that geometric advantage in positioning can be attained without being overwhelmed by interference. In fact, if d is increased to approximately 400 m, then the required density for geometric advantage goes to its optimal value of λ = 10 km −2 . It is therefore apparent that a realistic value of d could be chosen such that geometric advantage is achieved for densities that also optimize coverage probability.
V. RESULTS
Our aim in this section is to corroborate our analytical results and motivate an intuition for how they can be applied to 5G network deployments. We begin by numerically evaluating three point processes common in small-cell network modeling [33] . We then analyze three infrastructure models proposed by the 3GPP [36] , [37] in order to bring to light practical non-uniform implications for positioning in 5G networks.
A. Theoretical Models
Here, we evaluate three point processes that are well-accepted in the cellular modeling literature [33] , with specific emphasis on their suitability for expressing positioning accuracy in 5G UDNs.
From (12) (cf. also Fig. 3 ) we observe the independence of AP density λ for the PPP and HCPP and localization accuracy if a fixed number of APs are to provide location-based services to a UE. Considering this result, it can be seen that the exact value of λ is inconsequential in the face of a fixed-N architecture. However, when considering a paradigm embracing [36] , [37] the proposed fixed-d model, N is allowed to take any value in N † and (12) is no longer valid. We leverage this fact in intelligently informing a positioning services protocol that scales with the density of infrastructure elements. Therefore, let λ = 10 km , where, per [21] , the hard-core parameter = 500 m. This value of is appropriate not only because of the precedent of [21] , but also because it highlights the effect of the puncture on the field without overwhelming the effect in the result. Finally, the remaining points are then used to seed the PCP via f cluster,λ : Φ . The fields are generated randomly, and a position estimate is made for a UE over 1000 trials via the Monte Carlo method. The parameters discussed above are summarized in Table I .
At first, the closest N = 3 APs are utilized for positioning. The assumption of a fixed N is legitimate for current and legacy networks where the UE is served by some fixed number of infrastructure elements. The results of the simulated positioning performance under the fixed-N assumption are presented in Fig. 6(a) as a cumulative probability of error where the error E is normalized to the single-distance measurement error σ (i.e., GDoP). During each iteration of the Monte Carlo trials, new fields are randomly generated as described and the N = 3 APs closest to the UE are utilized for positioning. Because noisy distance measurements nearly always result in an inconsistent system of equations describing the UE location [38] , we utilize the well-known residual error minimization method [39] for deriving a position estimate. Considering only this result, it can be seen that the positioning performance attainable in all three fields is approximately equal. There is, however, a visible hierarchy in the curves where the HCPP demonstrates the best overall performance. The marginal increase in performance over the others can be understood as a result of the puncture f puncture, :
which eliminates close neighbors. Close neighbors will likely be selected for use in the positioning scheme but, because of their proximity to each other, will also share similar angles to the UE. Since similar angles are disadvantageous (cf. (7)), the puncture can be seen as a geometric enhancement to the underlying field and a resulting marginal increase in performance is realized. The final step of the inclusion map from the HCPP to the PCP is next observed as providing the a subsequent decrease in performance. PCP can then be seen as an anti-puncture that ensures worse performance in a fixed-N positioning scheme. This result also agrees with the results presented in Fig. 3 .
Next, the fixed-N architecture is removed and replaced with a fixed-d architecture where all APs which are within some distance d of the UE are used for positioning. The position estimates are made as before from within the same three fields with the exception that there is no restriction on N and d = 1500 m. This value of d is selected as a value which, relative to λ, highlights the benefit of a fixed-d architecture. Too small a d will result in many trials, which cannot realize the minimum number of APs (N = 3) for multilateration. Too high a d will saturate the results and not illustrate the difference in performance amongst the various field types. The result of this experiment is presented in Fig. 6(b) .
Observe now that the PPP and PCP demonstrate similar performance while the HCPP lags behind. This observation is a result of the previously described anti-puncture effect, which effectively increases the number of APs available for positioning. Because of the large N now allowed and the saturation effect on N and accuracy (cf. Fig. 4) , the performances of the PPP and PCP are approximately the same. Also due to the puncture/antipuncture effect, the HCPP is demoted to the least of the three as its field is effectively thinned of participating APs. Now, consider the fields described in both of these experiments as representative of some UDN or 5G deployment. A comparison of the results illustrates a significant increase in performance regardless of the point process model under the fixed-d architecture. This is possible because more APs participate in the position estimate (cf. Fig. 4) . Further, the previously negative effect of the anti-puncture is reversed. It is still possible that proximal APs are selected; however, this is not to the detriment of the position estimate since the cardinality of the set of participating APs is not bounded and so all members of the subject set are not collocated with higher probability.
The implications of these results are threefold. First, it follows that small-cell densification, a la Long Term Evolution (LTE)/LTE-Advanced (LTE-A) heterogeneous network architecture or 5G UDNs, will not necessarily provide for better positioning performance. In fact, worse overall localization accuracy is possible if clustered APs are deployed without a mitigating positioning strategy. Second, the results show that while the PPP is not an appropriate approximation for the PCP and HCPP under a fixed-N architecture, it adequately models positioning accuracy in ultra dense environments. The results stemming from its wide spread use (e.g., [31] - [34] ) coupled with ultra-dense assumptions then finds continued support and even extension to clustered processes. [36] , [37] Second, we confirm for positioning what the literature has held for communications writ large in heterogenous and ultradense cellular network modeling (e.g., [31] - [34] ): the PPP, although less intuitively justifiable for use than other models, is a better choice of a model when considering positioning performance in 5G UDNs due to its empirical similarities and analytical tractability (this conclusion is supported also in further simulations).
Finally, we leverage the results to propose a paradigm shift in localization where instead of fixing N , we fix the maximum UE-AP distance d available for UE positioning. Under this fixed-d architecture, the analysis and simulations indicate an overall improvement in positioning performance in 5G UDNs.
B. 3GPP Models
In this section, we adopt models proposed by the 3GPP for AP modeling in multi-tier networks [36] , [37] and present the effect on positioning accuracy of adopting a fixed-N positioning architecture and a fixed-d architecture. The first model Φ hex is a standard hexagonal grid with an intersite distance of 500 m as specified by [36] . This model was deployed initially for legacy cellular networks as an approximate model of macro-cell layout. In order to model emerging multi-tier networks, the standard then proposes layering an LPN network upon the original hexagonal grid such that every AP in the macro-cell layout gets N = 2 LPNs added to its geographic area with uniform placement [37] . We label the results from this field as 'LPN' in the above figures. Finally, a high level of specificity is achieved by specifying a correlated cluster process meant to model cellular hot spots by placing 20 LPN user UEs within 40 m of each LPN. Finally, 20 of UEs served by macro APs are then distributed uniformly within the serving area of each macro AP. We term this process a 'hot spot' process in line with the terminology used by [37] . In this way, there exists natural inclusion maps linking the processes
where the difference between the LPN and the hot spot scenarios being the correlation of the UE location with the APs. These parameters are summarized in Table II . The results of this simulation for N = 3 under the fixed-N architecture and d = 1500 m under the fixed-d architecture are presented in Figs. 6(c) and 6(d) , respectively. The most obvious difference that this result draws out is the performance of the hexagonal grid relative to the other processes (between which there is little distinction from a localization-accuracy standpoint). With N fixed, a hexagonal layout always outperforms the others due to the natural structure imbued on a regular lattice. This ensures that the participating APs have significantly different angles, which is beneficial to GDoP. Next, under the proposed assumption of a fixed-d architecture, an overall increase in performance is realized and the PPP and hot spot processes now outperform the hexagonal lattice. Both of these results follow from the theorem. Further, the PPP and hot spot processes again find close agreement further strengthening the previous argument of the suitability of the PPP for analyzing positioning performance of clustered processes under ultra-dense assumptions.
While not the main focus of our work, we note that the results of the hexagonal lattice suggest that the benefits wrought from the proposed fixed-d architecture could be extended also to non-uniform infrastructure deployments. Consider that a mean normalized error of 1.10 m was realized for the fixed-N architecture and 0.31 m for the fixed-d architecture. This increase in performance is a direct result of not fixing N .
From the foregoing results it is now apparent that ultradensification of infrastructure has a strictly positive impact only if we allow the number of APs servicing any given positioning request to change dynamically. By allowing a dynamic N , we make possible the geometric advantage described in (18) .
VI. CONCLUSION
With cellular technology standing on the threshold of 5G, this new evolutionary leap promises much. In fact, many of those promises are predicated on a pervasive sense of location-awareness, which informs all of the layers of the networking protocol stack. In this paper, we have shown that hyper-precise localization is not merely an inevitability of ultradensification. Rather, positioning protocol design must be intelligently planned and leveraged to optimize the geometric climate for success. Specifically, we have shown that range-based localization schemes must be designed under the fixed-d philosophical umbrella, which enables a dynamic N . In other words, protocols must be agile enough to support the inclusion of all APs currently available to a particular location-services client. We have shown how if this is not the case then no improvement in performance can be expected. In fact, at best performance will remain the same and at worst (e.g., in clustered processes) performance will inversely vary with infrastructure density.
As a corollary to our work, we have advanced a justification for the PPP as an appropriate spatial model for ultra dense 5G positioning performance modeling. Further, simulations have suggested that this justification extends even to clustered processes assuming a fixed-d architecture. In previous network architectures, more complicated spatial models were more easily justified by common practices in real-world network planning. However, the ultra dense 5G paradigm stands in contrast to the status quo in that infrastructure modeling is better justified, both intuitively and empirically, by the simple and analytically tractable PPP. This is a welcome result for both theorists and (27) where
We now decompose (28) into 
and S is defined by (14) . However, from (28) it can be verified thatĨ is guaranteed to be singular for N = 1. Additionally, for the case where N = 2, the result has a difficult geometric interpretation because two APs in R 2 do not provide an unambiguous position estimate. We can therefore extend (31) via (27) 
Next, by factoring the constants out of the summation in (32), we arrive atĨ
Finally, by setting
the proof is completed.
APPENDIX B PROOF OF LEMMA 3
When we let N ∈ N † and ensure that the infrastructure elements are not collinear, A is invertible. We can then simplify the product of inverses presented in (17) to
where we have normalized S by
BecauseS is orthonormal,S −1 =S where denotes the Hermitian transpose. It follows that
We now turn to computing the inverse of A. Because A is a 2 × 2 matrix regardless of N then
and the determinant is computed as
The result in (39) makes use of the fact that for each i and j combination, the difference in the complex exponential will realize both a positive and negative angle θ k resulting in a 2 cos (2Δθ k ), except when i = j, in which case a zero exponent will result in unity, hence the term N in (39) . We remove the cases of unity from the sum and index the new summation by k ∈ [1, 2, . . . , N ] where N is computed as a combination of terms
The trace of the triple matrix product given in (37) is now evaluated to (16) . This completes the proof.
