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How to calculate indefinite solutions
for linear simultaneous equations using computer system
 URYU Hitoshi
Abstract
　　In this paper, we shall consider the solutions of linear simultaneous equations. Finding the solutions of linear 
simultaneous equations equations, there is a difference in handling in an unique solution and indefinite solutions, 
then it is hard for students to understand distinction of the calculating method. The purpose of the previous 
paper ［1］ was that it is shown that these two handling can be unified. Now in this paper we shall show this 
algorithm is applicable also to computer systems, especially the application “Calc : arbitrary precision calculator”. 
Furthermore , We can show to treat many other problems of linear algebra under the “Calc” program.
　　　　　　　　　Key words： linear simultaneous equations（連立一次方程式）
 indefinite solutions（不定解）
 linear algebra（線形代数学）
 algorithm（計算手順）
 arbitrary precision（任意精度）
 computer system（計算機システム）
 the application : Calc（ソフトウエアCalc）
＊ 数学教育講座
１　序文
　初年級の大学生が線形代数学を学習するとき，一意
解と不定解の計算方法に見ための違いがあり，わかり
にくさがあったように思います．
　文献［１］では，連立方程式を解く際の目標を明確
にすることで，不定解もこめて同一の原理で計算でき
る方法を提案しました．本論文では，具体的に計算機
でこれを実行する方法を述べます．また，これにより
線形代数学の問題を解くことが容易になることも説明
します．
　２節では連立方程式の目標を定め，３節では文献
［１］の内容を再度確認します．次に４節では，どの
ような計算機言語がふさわしいかを解説し，ここで使
用する言語Calc の機能を説明します．５節では，３
節の連立方程式の不定解を含めた解法の原理をこのソ
フトウエアCalc で具体的に実現します．最後に６節
では，５節の結果を利用すると線形代数の多くの問題
が解けることを示します．
２　連立方程式の目標
　まず，３元の連立方程式で連立方程式を解く目標を
説明します．x1，x2，x3を未知数とする連立方程式を
考えます．
⎧
｜
⎨
｜
⎩
a11x1 + a12 x2 + a13 x3 = α1
a21 x1 + a22 x2 + a23 x3 = α2
a31 x1 + a32 x2 + a33 x3 = α3
　このとき，以下の３つ操作を用いて，上の連立方程
式に同値な変形を施していきます．
•ある式を何倍かして他の式に加える．
•ある式に０でない数をかける．
•式の交換を行なう．
　変形の目標は次です.
⎧
｜
⎨
｜
⎩
1x1 + 0x2 + 0x3 = β1
0x1 + 1x2 + 0x3 = β2
0x1 + 0x2 + 1x3 = β3
　これより，解はx1＝β1，x2＝β2，x3＝β3となります．
このとき，一般的にβ1，β2，β3には任意定数が含ま
れます．
　連立方程式の未知変数 x1，x2，x3を省略して書くこ
とにすると，もとの連立方程式は
⎛
｜
｜
｜
⎝
a11 a12 a13 … α1 ⎞｜
｜
｜
⎠
a21 a22 a23 … α2
a31 a32 a33 … α3
となります．これを連立方程式から得られた拡大係数
行列といっています．…の場所には＝が隠れていると
考えます．そして，第１列には x1，第２列には x2，第
３列には x3が隠れていると考えます．また，…の左の
部分
⎛
｜
｜
｜
⎝
a11 a12 a13 ⎞｜
｜
｜
⎠
a21 a22 a23
a31 a32 a33
　を係数行列といいます．連立方程式の左辺の式の
x1，x2，x3の係数を書いたものだからです．
　連立方程式を行列で表現したので，変形操作もそれ
に合わせて以下のように書き換えておきます．行基本
変形といいます．なお，行基本変形を加えても列ベク
トルの組の一次独立性や一次従属性が変化しません．
行基本変形
•ある行を何倍かして他の行に加える．
•ある行に０でない数をかける．
•行の交換を行なう．
　この表現では，私たちの目標は次の拡大係数行列と
なります．
⎛
｜
｜
｜
⎝
1 0 0 … β1 ⎞｜
｜
｜
⎠
0 1 0 … β2
0 0 1 … β3
３　連立方程式の解法の原理
　前論説［１］に従い，連立方程式を機械的に計算す
る原理を引用しておきます．
　解くべき連立方程式はつぎです．
⎛
｜
｜
｜
⎝
a11 a12 a13 … α1 ⎞｜
｜
｜
⎠
a21 a22 a23 … α2
a31 a32 a33 … α3
　不定解の処理のため，通常は拡大係数行列を行基本
変形していきますが，ここでは，さらに拡大された行
列を考えます．これを超拡大行列とよんでおきます．
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この論説だけの言葉使いですので注意してください．
⎛
｜
｜
｜
⎝
a11 a12 a13 … α1 0 0 0 ⎞｜
｜
｜
⎠
a21 a22 a23 … α2 0 0 0
a31 a32 a33 … α3 0 0 0
　ここで，第１列に x1，第２列に x2，第３列に x3なる
未知変数が，第５列に t1，第６列に t2，第７列に t3な
るパラメータがかくれていると考えています．
　以下説明のために，かくれている変数を第１行の上
に書いておくことにします．なお，４列目は定数なの
で１と書くことが自然です．
⎛
｜
｜
｜
｜
｜
⎝
x1 x2 x3 1 t1 t2 t3 ⎞｜
｜
｜
｜
｜
⎠
a11 a12 a13 … α1 0 0 0
a21 a22 a23 … α2 0 0 0
a31 a32 a33 … α3 0 0 0
３．１　（１，１）成分の処理
case1
　第１列t（a11，a21，a31）≠０の場合
　ここで，taはベクトルaの転置ベクトルの記号です．
　このとき必要なら行を交換することにより，行基本
変形で以下まで到達できます．
⎛
｜
｜
｜
｜
｜
⎝
x1 x2 x3 1 t1 t2 t3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 0 0 0
0 b22 b23 … β2 0 0 0
0 b32 b33 … β3 0 0 0
case2
　第１列t（a11，a21，a31）＝０の場合
　このときは，つぎの形になります．
⎛
｜
｜
｜
｜
｜
⎝
x1 x2 x3 1 t1 t2 t3 ⎞｜
｜
｜
｜
｜
⎠
0 a12 a13 … α1 0 0 0
0 a22 a23 … α2 0 0 0
0 a32 a33 … α3 0 0 0
　場合分けが必要となります．
case2-1
　（a12，a13）≠０の場合
　例えば，a12≠０のときは，第１列と第２列を交換
します．列の交換をしたときは，注意が必要です．式
に戻ってみるとよくわかりますが，かくれている変数
も交換されてしまうのです．この場合は x1，x2が交換
されています．また，どの変数にどの任意定数を入れ
たかを記憶しておきたい場合は任意定数 t1，t2も交換
しておきます．
⎛
｜
｜
｜
｜
｜
⎝
x2 x1 x3 1 t1 t2 t3 ⎞｜
｜
｜
｜
｜
⎠
a12 0 a13 … α1 0 0 0
a22 0 a23 … α2 0 0 0
a32 0 a33 … α3 0 0 0
　case１と同じ形になったので，基本変形で以下まで
到達できます．
⎛
｜
｜
｜
｜
｜
⎝
x2 x1 x3 1 t2 t1 t3 ⎞｜
｜
｜
｜
｜
⎠
1 0 b13 … β1 0 0 0
0 0 b23 … β2 0 0 0
0 0 b33 … β3 0 0 0
　同様にして，a13≠０のときは以下まで到達できます．
⎛
｜
｜
｜
｜
｜
⎝
x3 x2 x1 1 t3 t2 t1 ⎞｜
｜
｜
｜
｜
⎠
1 b12 0 … β1 0 0 0
0 b22 0 … β2 0 0 0
0 b32 0 … β3 0 0 0
case2-2
　（a12，a13）＝０の場合
　このときは，
⎛
｜
｜
｜
｜
｜
⎝
x1 x2 x3 1 t1 t2 t3 ⎞｜
｜
｜
｜
｜
⎠
0 0 0 … α1 0 0 0
0 a22 a23 … α2 0 0 0
0 a32 a33 … α3 0 0 0
となります．α1≠０であれば，この連立方程式は解
けないと判定できます．従って．解けるための条件は
α1＝０であり，このときは
⎛
｜
｜
｜
｜
｜
⎝
x1 x2 x3 1 t1 t2 t3 ⎞｜
｜
｜
｜
｜
⎠
0 0 0 … 0 0 0 0
0 a22 a23 … α2 0 0 0
0 a32 a33 … α3 0 0 0
となり，式が一つ失われます．そこで，x1＝ t1を補充
します．
⎛
｜
｜
｜
｜
｜
⎝
x1 x2 x3 1 t1 t2 t3 ⎞｜
｜
｜
｜
｜
⎠
1 0 0 … 0 1 0 0
0 a22 a23 … α2 0 0 0
0 a32 a33 … α3 0 0 0
　この様にして，すべての場合にわたり，つぎの形に
なりました．
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⎛
｜
｜
｜
｜
｜
⎝
y1 y2 y3 1 u1 u2 u3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 b22 b23 … β2 0 0 0
0 b32 b33 … β3 0 0 0
　ここで，y1，y2，y3は x1，x2，x3のいずれかで，u1，
u2，u3は t1，t2，t3のいずれかです．列の交換が生じる
可能性があるからです．これで第一段階は終了です．
３．２　（２，２）成分の処理
case1
　t（b22，b32）≠０の場合
　必要であれば行の交換を行ない，行基本変形を実行
すると，以下まで到達できます．
⎛
｜
｜
｜
｜
｜
⎝
y1 y2 y3 1 u1 u2 u3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 b′23 … β′2 0 0 0
0 0 b′33 … β′3 0 0 0
case2
　t（b22，b32）＝０の場合
　このときは，以下の形となります．
⎛
｜
｜
｜
｜
｜
⎝
y1 y2 y3 1 u1 u2 u3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 0 b23 … β2 0 0 0
0 0 b33 … β3 0 0 0
　場合分けが必要となります．
case2-1
　b23≠０の場合
　２列と３列を交換すると，
⎛
｜
｜
｜
｜
｜
⎝
y1 y3 y2 1 u1 u3 u2 ⎞｜
｜
｜
｜
｜
⎠
1 b13 b12 … β1 γ1 0 0
0 b23 0 … β2 0 0 0
0 b33 0 … β3 0 0 0
　case１と同じ形になったので，以下まで到達できます．
⎛
｜
｜
｜
｜
｜
⎝
y1 y3 y2 1 u1 u3 u2 ⎞｜
｜
｜
｜
｜
⎠
1 b13 b12 … β1 γ1 0 0
0 1 0 … β′2 0 0 0
0 1 0 … β′3 0 0 0
case2-2
　b23＝０の場合
⎛
｜
｜
｜
｜
｜
⎝
y1 y2 y3 1 u1 u2 u3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 0 0 … β2 0 0 0
0 b32 0 … β3 0 0 0
　β2≠０であれば，この連立方程式は解けないと判
定できます．従って，解けるための条件はβ2＝０で
あり，このときは
⎛
｜
｜
｜
｜
｜
⎝
y1 y2 y3 1 u1 u2 u3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 0 0 … 0 0 0 0
0 b32 0 … β3 0 0 0
となり，式がひとつ失われます．そこで，x2＝ u2を補
充すると，
⎛
｜
｜
｜
｜
｜
⎝
y1 y2 y3 1 u1 u2 u3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 0 … 0 0 1 0
0 b32 0 … β3 0 0 0
となります．さらに基本変形して，以下まで到達でき
ることになります．
⎛
｜
｜
｜
｜
｜
⎝
y1 y2 y3 1 u1 u2 u3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 0 … 0 0 1 0
0 0 0 … β′3 0 0 0
　このようにして，いずれの場合においても，
⎛
｜
｜
｜
｜
｜
⎝
z1 z2 z3 1 v1 v2 v3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 b′23 … β′2 0 δ2 0
0 0 b′33 … β′3 0 0 0
となることがわかります．ここで，z1，z2，z3は y1， 
y2，y3のいずれかで，v1，v2，v3は u1，u2，u3のいずれ
かです．列の交換が生じる可能性があるからです．こ
れで第二段階は終了です．
３．３　（３，３）成分の処理
case1
　b′33≠０の場合
　このときは，以下まで到達できます．
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⎛
｜
｜
｜
｜
｜
⎝
z1 z2 z3 1 v1 v2 v3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 b′23 … β′2 0 δ2 0
0 0 1 … β″3 0 0 0
case2
　b′33＝０の場合
⎛
｜
｜
｜
｜
｜
⎝
z1 z2 z3 1 v1 v2 v3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 b′23 … β′2 0 δ2 0
0 0 0 … β′3 0 0 0
　β′3≠０であれば，この連立方程式に解がないことが判
定できます．β′3＝０であれば，
⎛
｜
｜
｜
｜
｜
⎝
z1 z2 z3 1 v1 v2 v3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 b′23 … β′2 0 δ2 0
0 0 0 … 0 0 0 0
　となり，式がひとつ失なわれるので，z3＝ v3を補充
すると，
⎛
｜
｜
｜
｜
｜
⎝
z1 z2 z3 1 v1 v2 v3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 b′23 … β′2 0 δ2 0
0 0 1 … 0 0 0 1
となります．
　このようにして，いずれの場合もつぎの形となりま
す．
⎛
｜
｜
｜
｜
｜
⎝
z1 z2 z3 1 v1 v2 v3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 b′23 … β′2 0 δ2 0
0 0 1 … β″3 0 0 ζ3
３．４　最後の処理
　式が失なわれたとき，任意定数を含む式を適宜加え
ることにより，すべての場合にわたって，つぎの形に
変形されることがわかりました．
⎛
｜
｜
｜
｜
｜
⎝
z1 z2 z3 1 v1 v2 v3 ⎞｜
｜
｜
｜
｜
⎠
1 b12 b13 … β1 γ1 0 0
0 1 b′23 … β′2 0 δ2 0
0 0 1 … β″3 0 0 ζ3
ここで行基本変形をさらに加えると，つぎの形まで到
達できます．
⎛
｜
｜
｜
｜
｜
⎝
z1 z2 z3 1 v1 v2 v3 ⎞｜
｜
｜
｜
｜
⎠
1 0 0 … β″1 γ1 δ1 ζ1
0 1 0 … β″2 0 δ2 ζ2
0 0 1 … β″3 0 0 ζ3
これが完成形です．未知変数の順序が気になる場合
は，最後に変数をもとにもどして整理しておくことに
なります．
４　計算機言語Calc
　前節で提示したアルゴリズム（計算手順）は，具体
的なコンピュータシステムに適用できます．
　行基本変形は四則演算のみでできていますので，こ
れらの演算で閉じている数値を扱える計算機体系であ
れば，正確に計算できることになります．Mathematica
やMapleのように，係数を定数として扱うことができ
るような「数式処理（シンボリック処理）言語」があ
りますが，そこまでできる高級言語は連立方程式の不
定解まで扱ってくれるプログラムが組み込まれていま
す．そして，数学的内容の大部分がブラックボックス
になっていて，計算結果の検証などに優れています．
　しかし，ここでは人間が紙と鉛筆で計算するよう
に，計算機に指示を出すことを考えてみたいのです．
　幸いにも，ベクトルや行列を扱うことができ，有理
数の加減乗除算が厳密に計算できるシステムがいくつ
か開発されています．ここでは，David I. Bell（代数
学の研究者）の数値計算簡易言語Calc（Unix 用のソ
フトウエア）を利用します．
　David I. Bell
　Calc-C-stylearbitraryprecisioncalculator
http://www.isthe.com/chongo/tech/comp/calc/
Calcの特徴
•有理計算は任意精度で計算できる．
•複素数計算ができる．
•行列やベクトルの計算ができる．
• Ｃ言語に酷似したスクリプトを書く事ができ
る．
•Ｃ言語のコーディングより簡単である．
－17－
連立方程式の不定解を計算機で求める
• 既存のＣプログラムをCalc のスクリプトに
書き換える事が容易である．
• 数値計算の補助的役割として十分な機能を
もっている．
•Ｃ言語のライブラリを利用できない．
　（短所）
•インタプリタのため計算速度は遅い．
　（短所）
５　Calcで連立方程式を解く
　さて，いよいよCalc で連立方程式の不定解を求め
ることになります．そのために，筆算で行なうことを
意識することが重要です．
目的は行列の係数やベクトルの成分はすべて有理
数の連立方程式の解の不定解を含んだ厳密解を計
算することです．
以下がその計画の順です．
　１． 筆算で計算するとき，私たちが自然に行なって
いることを命令できるようにします．
　２．行基本変形や列交換ができるようにします．
　３． ３節の原理の処理の場合分けを行えるようにし
ます．
　４．３節の原理を完成させます．
５．１　基本となる操作⑴
　今後必要となる関数をつくっておきます．筆算で連
立方程式を解く際に，必要な操作に対応するものを
作っておく必要があります．
　○行列を画面上に表示します．
define matprint(m, n, a)
{
local i, j;
for (i=0;i<m;i++)
{
for (j=0;j<n ;j++)
{printf("%r\t" , a[i, j])};/*%r は分数で出す
書式*/print;/*改行*/
}
print;/*空白行*/
}
　○零行列
define mzero(m, n)
{
local i, j;
local a=mat[m, n];
for (i=0;i<m;i++)
{
for (j=0;j<n ;j++)
a[i, j]=0;
}
return a;
}
　○単位行列
define munit(n)
{
local i;
local a=mat[n, n];
for (i=0;i<n;i++)
a[i, i]=1;
return a;
}
　○m＜ nのとき（m，n）行列を正方行列に拡大し
ます．拡大された部分の成分は０です．
define kakudai1(m, n, a)
{
local c=mat[n, n];
local i, j;
for (i=0;i<m;i++)
{
for (j=0;j<n;j++)
{
c[i, j]=a[i, j];
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}}
for (i=m;i<n;i++)
{
for (j=0;j<n;j++)
{
c[i, j]=0;
}
}
return c;
}
　○m＞ nのとき（m，n）行列を正方行列に拡大し
ます． 拡大された部分の成分は０です．
define kakudai2(m, n, a)
{
local c=mat[m, m];
local i, j;
for (j=0;j<n;j++)
{
for (i=0;i<m;i++)
{
c[i, j]=a[i, j];
}
}
for (j=n;j<m;j++)
{
for (i=0;i<n;i++)
{
c[i, j]=0;
}
}
return c;
}
　以上のふたつを組み合わせると以下ができます．
　○行列を正方行列に拡大します．拡大された部分の
成分は０です．
define kakudai(m, n, a)
{
if (m < n)
return kakudai1(m, n, a);
if (m > n)
return kakudai2(m, n, a);
else return a;
}
　○行列のある列を他のベクトルで置き換えます．
define vtom(m, n, a, j, v)
{
local i;
local c=mat[m, n];
c=a;
for (i=0;i<m;i++)
{
c[i, j]=v[i, 0];
}
return c;
}
　○行列のある列をとりだします．
define mtov(m, n, a, j)
{
local i;
local c=mat[m, 1];
for (i=0;i<m;i++)
{
c[i, 0]=a[i, j];
}
return c;
}
　○行列の０ベクトルでない列ベクトルの個数を返し
ます．
define vnumber(m, n, a)
/*一次独立であればこれが次元を表す. */
{
local i;
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local count=0;
local workv=mat[m, 1];
local zero=mat[m, 1];
for (i=0;i<n;i++)
{
workv=mtov(m, n, a, i);
if (workv!=zero)
count=count+1;
}
return count;
}
　○２つの行列を横に合体させます．
define mwa(m, n, l, a, b)
/*拡大係数行列の作成に用いることができる*/
{
local i, j;
local c=mat[m, n+l];
for (i=0;i<m;i++)
{
for (j=0;j<n;j++)
c[i, j]=a[i, j];
for (j=n;j< n+l ;j++)
    c[i, j]=b[i, j-n];
}
return c;
}
　○行列のある列からある列までを小行列として返し
ます．
define mpart(m, p, s, a)
/*m 行の行列 a の p-1 列から s-1 列までを新たな
行列とする*/
{
local i, j;
local c=mat[m, s-p+1];
for (i=0;i<m;i++)
{
for (j=0;j<s-p+1 ;j++)
c[i, j]=a[i, j+p-1];
}
return c;
}
　○行列のある行からある行までを小行列として返し
ます．
define mpartcol(n, p, s, a)
/*n 列の行列 a の p-1 行から s-1 行までを新たな
行列とする*/
{
local i, j;
local c=mat[s-p+1, n];
for (i=0;i<n;i++)
{
for (j=0;j<s-p+1 ;j++)
c[j, i]=a[j+p-1, i];
}
return c;
}
５．２　行列の基本変形
　○行列のある行を何倍かします．
define vkihon1(m, n, i, k, a)
/*i-1 行をk 倍となる*/
{
local j;
local c=mat[m, n];
c=a;
for (j= 0; j< n; j++)
c[i-1, j]=k*c[i-1, j];
return c;
}
　○行列のある行を何倍かして他の行に加えます．
define vkihon2(m, n, i, k, j, a)
/*i-1 行をk 倍してj-1 行に加えることになる*/
{
local h;
local c=mat[m, n];
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c=a;
for (h= 0; h< n; h++)
c[j-1, h]=k*c[i-1, h]+c[j-1, h];
return c;
}
　○行列の２つの行を交換します．
define vkihon3(m, n, i, j, a)
/*i-1 行とj-1 行の交換となる*/
{
local h;
local dummy;
local c=mat[m, n];
c=a;
for (h= 0; h< n; h++)
{
dummy=c[i-1, h];
c[i-1, h]=c[j-1, h];
c[j-1, h]=dummy;
}
return c;
}
　ここまではいわゆる行基本変形ですが，３節の連立
方程式の解法の原理では列の交換も使用していますの
で，これも用意しておきます．
　○行列の２つの列の交換します．
define retukoukan(m, n, i, j, a)
/*i-1 列とj-1 列の交換となる*/
{
local h;
local dummy;
local c=mat[m, n];
c=a;
for (h= 0; h< m; h++)
{
dummy=c[h, i-1];
c[h, i-1]=c[h, j-1];
c[h, j-1]=dummy;
}
return c;
}
５．３　連立方程式の解法の原理⑴
　対角成分の処理を実行させるための準備です．３節
の連立方程式の解法の原理を参照してください．
　○対角成分が０のとき，行を交換する．
define colwork(m, n, p, a)
/*a[p, p] が0 のとき利用*/
/*(p+1, p)~(m-1, p) に 0 でないもの行があった
らp 行と交換する*/
{
local i;
local c=mat[m, n];
c=a;
    for (i=p+1;i<m;i++)
      {
  if (c[i, p] != 0)
        {
c=vkihon3(m, n, p+1, i+1, c);/*p, i 行の交換
*/
break;
     }
}
return c;
}
　○対角成分が０のとき，列を交換する．
define rowwork(m, n, p, a, record)
/*a[p, p] が0 のとき利用*/
/*(p, p+1)~(p, m-1) に 0 でない列と p 列を交換
する*/
/*後処理のため p 列と交換した列番号をポインタを
利用してrecord に入れておく*/
/*rowwork(m, n, p, a, &memory) とすると memory 
に入る. */
{
local j;
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local c=mat[m, n];
c=a;
    for (j=p+1;j<m;j++)
      {
        if (c[p, j] != 0)
{
*record=j;/*ここに注意*/
c=retukoukan(m, n, p+1, j+1, c);/*p, j 列の
交換*/
break;
     }
}
return c;
}
　○対角成分が０でないとき，成分を消去する．
define shokyo(m, n, p, a)
/*a[p, p] が0 でないときa[i, p](i<>0) を消去*/
{
local i;
local c=mat[m, n];
c=a;
c=vkihon1(m, n, p+1, 1/c[p, p], c);
for (i=0;i<m;i++)
    {
if (i!=p)
c=vkihon2(m, n, p+1, -c[i, p], i+1, c);
        }
        /*p 行の -c[i][p] 倍を i 行に加えて消去
している*/
return c;
}
５．４　連立方程式の解法の原理⑵
　いよいよ不定解を求めるルーチンを作ります．
　○最初に，正方行列に対して作成します．なお，劣
決定系の場合は行を０として正方行列に拡大しておき
ます．
define renritu(m, a, b)
{
/*内部変数の設定*/
local i, j;
local n=2*m+1;
local kokan=mat[m];/*列交換の記憶用*/
local memory;/*列交換pointer*/
local c = mat[m, n];
c=mwa(m,m+1,m,mwa(m,m,1, a, b),mzero(m, m));
/*ここから計算*/
for (i=0;i<m;i++)
{
memory=0;/*初期化*/
if (c[i, i]==0)/*0 ならpivot 行交換*/
c=colwork(m, n, i, c);
if (c[i, i]==0)/*それでも0 ならpivot 列交換*/
{
c=rowwork(m, n, i, c, &memory);/*pointer 使
用*/
if (memory!=0)
{
c=retukoukan(m, n, i+m+2, memory+m+2, c);
/*parameter 部分も交換*/
kokan[i]=memory;
/*最後に戻すために列交換を記憶*/
}
}
if (c[i, i]==0)/*なおかつ0 なら助変数の導入*/
{
{
c[i, i]=1;
c[i, i+m+1]=1;
}
/*定数項をみて可解かどうかの確認*/
if (c[i, m]!=0)
{
printf("not solvable\n");
exit;/*終了*/
}
}
c=shokyo(m, n, i, c);/*i 列の pivo 以外の消去
に入る*/
}
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/*列変形をした場合は変数を元に戻すことが必要と
なる*/
/*交換は当然逆にして戻さなければならない*/
for (i=m-1;i>=0;i--)
{
if (kokan[i] !=0)
{
c=retukoukan(m, n, i+1, kokan[i]+1, c);/*交
換*/
c=retukoukan(m, n, m+i+2, m+kokan[i]+2, c);
/*parameter 部分も交換*/
c=vkihon3(m, n, i+1, kokan[i]+1, c);/*左を単
位行列にするための処置*/
}
}
return c;/*これでc にKerA, ImageA の基底のす
べての情報が入っていることになる*/
}
　○行列は過剰決定形まで扱えるようにしてあります．
define grenritu(m, n, a, b)
{
/*m>n*/
/*過剰決定系*/
local c=mat[m, m];
c=kakudai2(m, n, a);/*拡大*/
local d=mat[m, 2*m+1];
d=renritu(m, c, b);
local e=mat[m, 2*n+1];
local i;
/*必要部分を抜きだす*/
for (i=0;i<n;i++)
{
e=vtom(m, 2*n+1, e, i, mtov(m, 2*m+1, d, i));
}
    for (i=m+1;i<m+n;i++)
{
e=vtom(m, 2*n+1, e, i, mtov(m, 2*m+1, d, i));
}
    e=vtom(m, 2*n+1, e, n, mtov(m, 2*m+1, d, 
m));
return e;
}
６　Calcで線形代数学の問題を解く
　前節のように，不定解を含む連立方程式が厳密に解
けるようになると，線形代数のより発展的な問題も扱
うことができるようになります．
６．１　核空間と像空間の基底
　前節の結果を利用すると，行列の核空間と像空間の
基底を取り出すことができます．
　以下では，正方行列でない場合は正方行列に拡大す
ればよいので，正方行列に限定してあります．
　○正方行列の核空間の基底を返します．
define kernel(m, a)
{
local i;
local c=mat[m, m];
local zero=mat[m, 1];
local workm=mat[m, 2*m+1];
local workv=mat[m, 1];
zero=mzero(m, 1);
workm=renritu(m, a, zero);
/*以上準備*/
for (i=0;i<m;i++)
{
workv=mtov(m, 2*m+1, workm, i+m+1);
c=vtom(m, m, c, i, workv);
}
return c;
}
　○正方行列の像空間の基底を返します.
define image(m, a)
{
local i;
local c=mat[m, m];
local zero=mat[m, 1];
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local workm=mat[m, 2*m+1];
local workv=mat[m, 1];
workm=renritu(m, a, zero);
for (i=m+1;i<2*m+1;i++)
{
workv=mtov(m, 2*m+1, workm, i);
if (workv==zero)
{
c=vtom(m, m, c, i-m-1, mtov(m, m, a, i-m-1));
}
}
return c;
}
６．２　一次独立なベクトルの組
　いくつかのベクトルの組があるとき，その中から最
大個数の一次独立なベクトルの組を抜き出したいとき
利用します．前節の像空間の基底をとりだす部分を利
用すれば可能です．
　○m＜nのとき，
　 （m，n）行列の列ベクトル a1，a2，…，an から一
次独立の組を一組抜き出します．
define independent1(m,n,a)
{
/*m<n*/
local c=mat[n,n];
local d=mat[m,n];
c=kakudai1(m,n,a);/*拡大*/
c=image(n,c);
d=mpartcol(n,1,m,c);/*縮小*/
return d;
}
　○m＞nのとき，
　 （m，n）行列の列ベクトル a1，a2，…，an から一
次独立の組を一組抜き出します．
define independent2(m,n,a)
{
/*m>n*/
local c=mat[m,m];
local d=mat[m,n];
c=kakudai2(m,n,a);/*拡大*/
c=image(m,c);
d=mpart(m,1,n,c);/*縮小*/
return d;
}
　○（m，n）行列の列ベクトル a1，a2，…，an から一
次独立の組を一組抜き出します．
define independent(m,n,a)
/*a の列ベクトルから一次独立なベクトルを取り出
す*/
{
if (m<n)
return independent1(m,n,a);
if (m>n)
return independent2(m,n,a);
else return image(m,a);
}
６．３　固有ベクトル
　固有値が有理数であるとき，Calc で固有ベクトル
を厳密に求めることができます．固有ベクトルを求め
ることは連立方程式の不定解を求めることと同じこと
だからです．
６．４　ジョルダン標準形の型
　基底を適宜変更して，最も簡明な行列にすることが
重要なことがあります．ジョルダン標準形の理論とし
て知られています．ストラング［２］には，Filippov
の基底の構成法が紹介されています．
　ジョルダン標準形の理論では，固有値の計算が必要
となります．ここでは，（m，m）正方行列Ａの固有
値 xが有理数であるとして，ジョルダン標準形の型を
決定する数列の計算ができるようにします．
　○dim Im（A－xI）i およびdimKer（A－xI）i
　（i＝1，2，…m）を表示します．
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define imker(m,a,x)
/*Jordan 標準形の型の判断のためのルーチン*/
{
local i;
local id=mat[m,m];
local c=mat[m,m];
id=munit(m);
c=a-x*id;
for (i=1;i<m;i++)
{
printf("Image(A-xI)^%d\n",i);
printf("次元=%d\n",vnumber(m,m,image(m,c)));
matprint(m,m,image(m,c));
printf("Kernel(A-xI)^%d\n",i);
printf("次元=%d\n",vnumber(m,m,kernel(m,c)));
matprint(m,m,kernel(m,c));
printf("----------------\n");
      c=c*(a-x*id);
}
}
　○dimKer（A－xI） dim Im（A－xI）， dim Im（A－
xI）2，…， dim Im（A－xI）mを表示します．これにより，
Jodran 標準形の型が決定できます．
define jordan(m,a,x)
{
/*jordan 標準形を決定する数列*/
/*dimKer(A-xI),dimIm(A-xI),dimIm(A-xI)^2,.....*/
local i;
local k=mat[m];
local id=mat[m,m];
local c=mat[m,m];
id=munit(m);
c=a-x*id;
k[0]=vnumber(m,m,kernel(m,c));
printf("%d\t",k[0]);
for (i=1;i<m;i++)
{
k[i]=vnumber(m,m,image(m,c));
printf("%d\t",k[i]);
      c=c*(a-x*id);
}
printf("\n");
}
６．５　基本となる操作⑵
　ここで，さらに筆算で行列の計算をするとき，必要
となる操作を追加しておきます．
　○行列のある列が０ベクトルのとき，右に０ベクト
ルでない列があったら，そのベクトルと交換する．
define rowvwork(m, n, p, a)
/*p 列が0 ベクトルであるとき使用*/
/*p+1~n 列に 0 ベクトルでないものがあったら p 列
と交換する*/
{
local j;
local c=mat[m, n];
local zero=mat[m, 1];
c=a;
    for (j=p+1;j<n;j++)
      {
        if (mtov(m, n, c, j) != zero)
        {
c=retukoukan(m, n, p+1, j+1, c);/*p, j 列の
交換*/
break;
     }
}
return c;
}
　○行列の列ベクトルが０でないものを左に寄せます．
define yoseru(m, n, a)
/*行列の列ベクトルが0 でないものを左に寄せる*/
{
local i;
local c=mat[m, n];
local zero=mat[m, 1];
c=a;
for (i=0;i<n;i++)
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{if (mtov(m, n, c, i) == zero)
c=rowvwork(m, n, i, c);
}
return c;
}
　○行列の０ベクトルでないものを左に寄せて，さら
に行列を短縮させます．
/*0 ベクトルでないものを左に寄せて行列を短縮*/
define toridashi(m, n, a)
{
local c=mat[m, n];
local number;
c=a;
c=yoseru(m, n, c);
number=vnumber(m, n, c);
local d=mat[m, number];
d=mpart(m, 1, number, c);
return d;
}
　○行列にベクトルを左から追加します．
define tuika(m, n, v, a)
/*行列a にベクトルv を左から追加する*/
/*ベクトルが追加されるため行列のサイズは
(m, n+1) となる*/
{
local i;
local c=mat[m, n+1];
local d=mat[m, 1];
c=vtom(m, n+1, c, 0, v);
for (i=0;i<n;i++)
{
d=mtov(m, n, a, i);
c=vtom(m, n+1, c, i+1, d);
}
return c;
}
６．６　線形部分空間の直交分解
　部分空間を直交分解することができます．
　○Rnの２つのベクトルの内積を定義します．
define ip(n, a, b)
/*内積*/
{
local i;
local s=0;
for (i=0;i<n;i++)
{
s=s+a[i, 0]*b[i, 0];
}
return s;
}
　○n個の一次独立なベクトルな組を直交化します．
　ベクトルを正規化すると，無理数が入ってくること
があるので，ここでは正規化は行わないようにしてい
ます．
define orth(m, n, a)
/*一次独立な列ベクトルの直交化*/
/*正規化はしない基本ルーチン*/
/*n<=m*/
{
local i, j;
local c=mat[m, n];
local s=mat[m, 1];
local v=mat[m, 1];
local w=mat[m, 1];
local vzero=mat[m, 1];
vzero=mzero(m, 1);
c=a;
for (i=1;i<n;i++)
{
s=vzero;/*初期化*/
w=mtov(m, n, c, i);
for (j=0;j<i;j++)
{
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   v=mtov(m, n, c, j);
s=s-(ip(m, v, w)/ip(m, v, v))*v;
}
s=s+w;
c=vtom(m, n, c, i, s);
}
return c;
}
　○一次独立なベクトル a1，a2，…，an－1，an が生成
する部分空間をVとし，a1，a2，…，an－1が生成する
部分空間Wとするとき，W⊕S＝Vである一次元ベ
クトル空間 Sの基底を返す．ここでW⊕ S はW，S 
の直交和である．
define orthvector(m, n, a)
/*n<=m*/
/*orth の計算結果から最後にn 列を返す*/
{
local c=mat[m, n];
c=orth(m, n, a);
return mtov(m, n, c, n-1);
}
　○ a1，a2，…，an－1，an，bが生成する部分空間をV
とし，a1，a2，…，anが生成する部分空間Wとするとき，
W⊕S＝Vである一次元ベクトル空間Sの基底を返す．
define chokkou(m, n, a, b)
{
local retu;
local c=mat[m, n];
c=independent(m, n, a);
retu=vnumber(m, n, c);
local d=mat[m, retu];
d=toridashi(m, n, c);
local e=mat[m, retu+1];
e=mwa(m, retu, 1, d, b);
local v=mat[m, 1];
v=orthvector(m, retu+1, e);
return v;
}
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