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Abstract
We study on-line bandwidth allocation on two parallel links. Motivated by issues of quality of
service and fair resource allocation, the goal is to maximize the load of the least loaded link. We
analyze several models for which we give tight bounds on the competitive ratio.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
We consider networks consisting of two parallel links (or paths) between a source and
destination. The links have capacities C1 and C2 (C2C1). Requests for bandwidth arrive
on-line one by one. Each request j is speciﬁed by a size pj . Each arriving request is to
be assigned to one of the links. The assignment is ﬁnal and is done before seeing the next
request. The request causes load of pj/Ci to link i. The load of each link is the sum of the
resulting loads of all requests assigned to it. In order to improve the quality of service, we
would like the loads on the links to be balanced. We measure the balance by maximizing
the minimum load on any link.
A preliminary version of this paper appeared in Proceedings of the 3rd Workshop on Approximation and
Randomization Algorithms in Communication NEtworks (ARACNE’2002), pp. 39–50.
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A second application arises from on-line resource allocation. Links require various re-
sources to be able to keep going. These may be physical as electricity or physical links, or
logical as computational power. Each arriving “request” is a resource to be assigned to one
of the links. The goal is to assign the resources in a fair way so that no link will suffer from
starvation and both links get a fair amount of resources.
The problem can be easily formulated as (non-preemptive) scheduling on two uniformly
related machines. In this case, the sizes of requests are their running times, the capacity
becomes fast and the goal is to maximize the minimum completion time. This application
is useful in systems where the complete system relies on keeping both machines alive. The
system fails to work when one machine or both stop running. Here again the requests can be
seen as resources that arrive to the system. Being consistent with previous work on similar
problems, we adopt the scheduling terminology for the rest of this paper. We use the terms
speed, size (of a request), load (the running time of a request on a speciﬁc machine), and
completion time (or load) of a machine. Let q =C1/C2 be the speed ratio of the machines.
Without loss of generality we assume that the speeds are 1 and 1/q. We refer to the general
case (q1) as the model of related machines, and to the special case q = 1 as the case of
identical machines. Using this terminology the problem is called “Machine covering”.
We measure the algorithms by the competitive ratio. The competitive ratio compares an
on-line algorithm to an optimal off-line algorithm OPT that knows the input sequence in
advance. We deﬁne the competitive ratio for maximization problems. For an algorithm B,
let B() denote its value on an input sequence . When  is clear from the context, we
slightly abuse the notation and use B for the cost of the algorithm B. The competitive
ratio R(A) of an on-line algorithmA is the inﬁmum R such that for every sequence ,
OPT()R ·A().
Among other models we study several restricted models where the cost of the optimal
off-line algorithm is known in advance. In our main application this means that the required
load on the links is known even before the arrival of any requests. In those cases we may
assume (without loss of generality) that OPT=1. For the case that OPT is known in advance
our goal is to stretch our loads to get loads close to OPT on both machines. In this case we
refer to the inverse of the minimum load achieved also as the stretch factor.
Previous results: The problem was previously studied for identical machines and for
related machines. The off-line problem is known to be NP-complete (for any speed ratio q).
Woeginger [5] showed that the greedy algorithm ism competitive form identical machines.
It is well known that no deterministic algorithm can achieve a better competitive ratio. This
means that the best competitive ratio for two identical machines is 2. Deuermeyer et al. [4]
studied the LPT-heuristic which orders the jobs by non increasing weights and assigns each
job to the least loaded machine. They show an upper bound of 43 on the competitive ratio
of LPT. The tight ratio for this heuristic, (4m− 2)/(3m− 1), is given by Csirik et al. [3].
This model can be seen as a semi on-line problem on identical machines. The above papers
give only upper bounds but it can be easily shown that for 2 and 3 machines LPT is the best
possible semi-online algorithm. This gives the tight competitive ratio 1.2 for two machines.
In [1,2] the model where OPT is known in advance is investigated. An algorithm of
competitive ratio 2− 1/m for m identical machines is given. It is shown that this algorithm
has optimal competitive ratio for 2, 3 and 4 machines. Speciﬁcally the tight competitive
ratio for 2 machines is 1.5.
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For related machines,Azar and Epstein [1] give several algorithms and lower bounds (for
the general case of m related machines). The competitive ratios in that paper are given only
as a function ofm and not as a function of the speeds. It is shown that no algorithm can have
a constant or a bounded competitive ratio already for two machines (the sequence which is
used to show it gives a lower bound of q). If the jobs arriving are sorted in a non-increasing
order of size, or OPT is known in advance, the tight competitive ratio is shown to be m. For
the case that both hold, and algorithm of competitive ratio 2 is given.
Our results: We show the tight competitive ratio for several models. For the related
machines casewe investigate the competitive ratio as a function ofq. That iswe are interested
to ﬁnd the function of the best possible competitive ratio for each problem. We show
that the exact competitive ratio is q + 1 for two machines of speed ratio q, note that the
competitive ratio grows linearly with q. The competitive ratio 2 which is known for two
identical machines [5] is a special case of our result for the case q = 1. To overcome the
linearly growing competitive ratio we study the alternative model which restricts the input
to sequences where OPT is known in advance. In this case we also get a tight analysis of
the competitive ratio function. The function is split into three intervals (see Section 3), ﬁrst
decreasing and then increasing, and its value is bounded between
√
2 and 2. The result for
the special case q=1 (competitive ratio 3/2) is given in [1,2]. Note that the algorithm for the
case of known OPT, which is given in [1] (of competitive ratio 2), has optimal competitive
ratio for q →∞.
Next we consider sequences where all jobs are bounded by OPT/k (for an integer k)
on two identical machines. We get an exact competitive ratio of 2k/(2k − 1). For the case
where OPT is known in advance we get an exact competitive ratio of (2k+1)/(2k). In those
cases the improvement in the competitive ratio when OPT is known in advance becomes
relatively small as k grows. The reason for this is that the knowledge that the jobs in the
sequence are bounded by a fraction of OPT already gives a large amount of information.
Note that the special case k = 1 gives the previously known competitive ratios for two
identical machines.
Notations: The input is a sequence of jobs.When a job j is considered, we simply denote
its size by p. The load of a machine is the sum of the sizes of jobs assigned to it divided by
its speed. For identical machines we denote the machines byM1 andM2, their loads by P1
and P2 (respectively) whereas for related machines we denote the machines by M1 (fast)
andMq (slow) and the loads byL1 (of the fast machine), andLq (of the slowmachine). The
total processing times assigned to those machines are denoted by P1 and Pq , i.e. P1 = L1
and Lq = qP q . Note that using the scheduling terminology, the time to run a job of size p
on a machine of speed 1/q is pq. When it is known that OPT = 1, the total size of all jobs
is at least 1+ 1/q.
2. The basic model
In this section we analyze a non-restricted model. We show that the competitive ratio for
this model grows with the speed ratio (it is q + 1). This gives motivation to the study of
more restricted models.
We use the simple algorithm GREEDY which assigns a job to the least loaded machine.
184 L. Epstein / Discrete Applied Mathematics 148 (2005) 181–188
Note that for the classical makespan problem for related machines, it is more common to
use a different version of GREEDY (sometimes called post-GREEDY) that checks the two
loads after a possible assignment, and not before the assignment. However for our model the
simple GREEDY gives optimal competitive ratio while the algorithm post-GREEDY can
be arbitrarily bad. In order to be competitive, the ﬁrst two jobs must be assigned to different
machines, which is not always done by post-GREEDY. This situation occurs since the
greedy approach tries to do the best possible assignment in a single step. In our case it
is done by increasing the smallest load whereas for the makespan problem it is done by
keeping the maximum load as small as possible.
Theorem 2.1. The competitive ratio of the on-line algorithm GREEDY for two machines
of speed ratio q is q + 1, and this is best possible.
Proof. Let j be the job of the maximum completion time. Let x be the total size of jobs
assigned to the same machine not including j. Let y be the total size assigned to the other
machine.We can increase the size of j into a large constantMwithout changing the value of
the on-line algorithm. The optimal value might increase but cannot decrease. Now consider
the optimal schedule. The best that can be done is assigning all jobs but j to the slowmachine.
This gives OPTq(x + y).
We consider two cases according to which machine has the job j in the on-line schedule.
If the fast machine has j then GREEDY = qy and qyx (as j is assigned to the least
loaded machine). We get OPTqy + q2y = (q + 1)GREEDY.
If the slow machine has j then GREEDY = y and yqx. We get OPTqy + y =
(q + 1)GREEDY.
To show the lower bound, one of the two size sequences are used; 1, 1/q, q + 1 and
1, q, q2 + q. The ﬁrst sequence is used if the ﬁrst job is assigned to M1, otherwise the
second sequence is used. 
3. Known optimal value
In this section we assume that the optimal off-line value is known in advance. Recall that
without loss of generality we let OPT=1.We show that the tight competitive ratio function
r(q) is as follows (see also Fig. 1):
r(q)=


q + 2
q + 1 for q ∈ [1,
√
2 ≈ 1.41421],
q for q ∈ [√2,= (√5+ 1)/2 ≈ 1.61803],
2q + 1
q + 1 for q.
We deﬁne two algorithms. An algorithm SFILL which gives preference to the slow ma-
chine (unless a relatively large job arrives), and an algorithm FFILL which gives preference
to the fast machine.
We use SFILL for q. The algorithm uses a parameter 0<< 1 which is ﬁxed later.
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Fig. 1. The competitive ratio as a function of q.
Algorithm SFILL. On arrival of a new job j of size p:
1. If Pq/q and P1, assign the new job to an arbitrary machine.
2. If Pq/q but P1<, assign the new job to machineM1.
3. If Pq </q but P1, assign the new job to machineMq .
4. Otherwise if p, assign j toM1 and else toMq .
We use the algorithmFFILL for the casewhere the slowmachine is relatively fast (q).
Here again 0<< 1.
Algorithm FFILL. The algorithm is similar to SFILL by replacing case 4 with the follow-
ing. If p/q, assign j toMq and else toM1.
Lemma 3.1. The competitive ratio of the on-line algorithm SFILL for two machines of
speed ratio q using = (q+ 1)/(2q+ 1) is (2q+ 1)/(q+ 1), and this is best possible.
The competitive ratio of the on-line algorithm FFILL for two machines of speed ratio q
using = (q + 1)/(q + 2) is max{q, (q + 2)/(q + 1)}, and this is best possible.
Proof. We ﬁrst prove the case q. It is clear that if the algorithm ever reaches the ﬁrst
case, we are done. We show that the algorithm cannot terminate before that.
If the algorithm terminates when it is supposed to use case 2, we are in the following
situation. All jobs that arrived so far are smaller than  (otherwise such a job is assigned to
M1 and case 2 can never happen any more). Hence Pq </q +  since once Pq reaches
/q or more, the other jobs are assigned toM1. The total size of jobs is at least 1+ 1/q and
so P11+ 1/q − (1+ 1/q). Using = (q + 1)/(2q + 1) we get P1>.
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If the algorithm terminates when it is supposed to use case 3, we have that M1 has a
single job. A job could be assigned to M1 while being in case 4 only if its size is at least
, and this moves the algorithm to case 3. Then no other jobs may be assigned toM1 until
moving to case 1. The job onM1 is assigned to one of the machines in the optimal off-line
schedule. The other machine has jobs of total size of at least 1/q and so the algorithm cannot
terminate in this situation if /q1/q which holds for any 1.
If the algorithm terminates when it is supposed to use case 4, we get that the total size of
jobs is less than (1+ 1/q) which cannot hold for 1.
To show the lower bound, one of the three size sequences are used: (q + 1)/(2q2 +
q), 1, 1/(2q + 1) (if the ﬁrst job is assigned to M1), (q + 1)/(2q2 + q), (q + 1)/(2q +
1), 1/q, (q2−q−1)/(2q2+q) (if the two ﬁrst jobs are assigned toMq ) and (q+1)/(2q2+
q), (q + 1)/(2q + 1), (2q2 − 1)/(2q2 + q) (if the second job is assigned toM1).
The proof of the second case q is similar to the ﬁrst one. For the upper bound proof,
the main difference is that for algorithm FFILL, if the algorithm terminates before reaching
the ﬁrst case, we need to show that the stretch factor is at most q. For the lower bound, we
use two distinct sets of sequences. For [√2,]we use either 1/q2, 1, 1/q−1/q2 (if the ﬁrst
job is assigned toM1) or 1/q2, 1/q, 1− 1/q2. For [1,
√
2] we have one out of six possible
sequences. 1/(q2+2q), 1/(q+2), 1/(q2+2q), 1 (if the ﬁrst two jobs are assigned toMq and
M1, respectively), 1/(q2+2q), 1/(q+2), (q+1)/(q2+2q), (q+1)/(q+2) (ﬁrst three jobs
onMq,Mq,M1), 1/(q2+2q), 1/(q+2), (q+1)/(q2+2q), (q2+q−1)/(q2+2q), 1/(q2+
2q) (ﬁrst three jobs all onMq ), 1/(q2+2q), (q2+q−1)/(q2+2q), 1, (2−q2)/(q2+2q)
(ﬁrst two jobs on M1,Mq ), 1/(q2 + 2q), (q2 + q − 1)/(q2 + 2q), (q + 1)/(q2 + 2q),
(q+ 1)/(q2+ 2q) (ﬁrst three jobs onM1,M1,Mq ), 1/(q2+ 2q), (q2+ q− 1)/(q2+ 2q),
(q + 1)/(q2 + 2q), 1/(q + 2), 1/(q2 + 2q) (ﬁrst three jobs all onM1). 
4. Bounded items and identical machines
In this section, we consider the case where there is a bound on the size of jobs in terms
of OPT. Let k be a positive integer. We say that the sequence is k bounded if all the jobs
have size at most OPT/k. In the previous sections we can say that jobs were 1 bounded
since there is no difference between a job of size OPT and a larger job. If OPT is not known
in advance, we can still use this deﬁnition. When a job of size 1 arrives, and the sequence
is k bounded it means that we already know that OPTk, even if it does not hold for the
subsequence that arrived so far. We consider two identical machines. In this case the bound
is uniform for both machines. For uniformly related machines and large values of q there
is big difference between the size of jobs assigned by OPT on the two machines, hence the
analysis of k bounded sequences is natural mainly for identical machines.
The general model: We show the simple analysis of GREEDY in this case.
Lemma 4.1. The competitive ratio of GREEDY for k bounded sequences and two identical
machines is 2k/(2k − 1), and this is best possible.
Proof. Let P be the total size of jobs. And let pOPT/k be the size of the last job. The
total size on the less loaded machine is at least (P − p)/2. We use OPTP/2 to get
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ONLP/2− p/2OPT−OPT/(2k)= (2k− 1)/(2k)OPT. For the lower bound we use
a sequence of 2k jobs of size 1. The sequence continues with 2k − 1 jobs of size 2k if the
algorithm distributes the jobs of the ﬁrst phase evenly on the machines, and stops otherwise.

Known optimal value: We adapt the algorithm we used for 1 bounded sequences to k
bounded sequences in the following way. The algorithm uses two parameters 0<< 1 and
integer k1. It ﬁlls one machine with small jobs and the other with larger jobs, until one
of them reaches .
Algorithm kFILL: On arrival of a new job j of size p. If P2 and P1, assign the new
job to an arbitrary machine. If P2, P1<, assign the new job to machineM1. If P2<,
P1, assign the new job to machineM2. Otherwise if p/k assign j toM1 and else to
M2.
Lemma 4.2. The competitive ratio of kFILL for k bounded sequences using=2k/(2k+1),
two identical machines and OPT= 1 is (2k + 1)/2k, and this is best possible.
Proof. It is clear that if the algorithm ever reaches the ﬁrst case, we are done.We show that
the algorithm cannot terminate before that. If the algorithm terminates when it is supposed
to use case 2 we are in the following situation.All jobs that arrived so far and were assigned
to M2 are smaller than /k. Jobs of size /k or larger were assigned to M1 (though M1
could receive other jobs as well being in case 2). P2 cannot exceed  + /k; when the
machine reaches at least , the algorithm moves to case 2 and no more jobs are assigned
to it until it moves to case 1. The last job has a size less than /k. The total size of jobs
is at least 2 and so we get 2P1 + P2< + /k + . Using  = (2k)/(2k + 1) we get
2<(2k + 1)/k = 2 which is a contradiction.
If the algorithm terminates when it is supposed to use case 3 we have thatM1 has several
jobs. A job could be assigned to M1 while being in case 4 only if its size is at least /k.
When it gets k such jobs (or less) the algorithm moves to case 3. Then no other jobs may
be assigned toM1 until moving to case 1. In this way we get a bound of 1 on the total size
assigned toM1. The total size of k jobs does not exceed 1 but is at least . Hence moving to
case 3 is done when P11. When the algorithm stops we get that P21. Hence both
machines reach at least .
If the algorithm terminates when it is supposed to use case 4 we get that the total size of
jobs is less than 2 which cannot hold for 1.
For the lower bound, the sequence has two jobs of size 1/(2k + 1) and then either 2k
jobs of size 2/(2k + 1) (if the two ﬁrst jobs share a machine) or 2k − 1 jobs of size 1/k
followed by a single job of size 1/(2k2 + k) (otherwise). 
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