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Convergence Rates and Interior Estimates
in Homogenization of Higher Order Elliptic Systems
Weisheng Niu∗, Zhongwei Shen†, and Yao Xu
Abstract
This paper is concerned with the quantitative homogenization of 2m-order elliptic systems
with bounded measurable, rapidly oscillating periodic coefficients. We establish the sharp O(ε)
convergence rate in Wm−1,p0 with p0 =
2d
d−1
in a bounded Lipschitz domain in Rd as well as
the uniform large-scale interior Cm−1,1 estimate. With additional smoothness assumptions, the
uniform interior Cm−1,1, Wm,p and Cm−1,α estimates are also obtained. As applications of the
regularity estimates, we establish asymptotic expansions for fundamental solutions.
1 Introduction
Let Ω be a bounded Lipschitz domain in Rd. Consider the Dirichlet problem for a family of 2m-order
elliptic systems Lεuε = f in Ω,
T r(Dγuε) = gγ on ∂Ω for 0 ≤ |γ| ≤ m− 1,
(1.1)
where
(Lεuε)i = (−1)
m
∑
|α|=|β|=m
Dα
(
Aαβij
(x
ε
)
Dβuεj
)
, 1 ≤ i, j ≤ n,
uεj denotes the j-th component of the R
n-valued function uε, α, β, γ are multi-indices with non-
negative integer components αk, βk, γk, k = 1, 2, ..., d, and
|α| =
d∑
k=1
αk, D
α = Dα1x1D
α2
x2 · · ·D
αd
xd
.
We assume that the coefficients matrix A(y) = (Aαβij (y)) is real, bounded measurable with
‖Aαβij (y)‖L∞(Rd) ≤
1
µ
, (1.2)
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and satisfies the coercivity condition∑
|α|=|β|=m
ˆ
Rd
DαφiA
αβ
ij D
βφj ≥ µ
∑
|α|=m
‖Dαφ‖2L2(Rd) for any φ ∈ C
∞
c (R
d;Rn), (1.3)
where µ > 0. We also assume that
Aαβij (y + z) = A
αβ
ij (y) for any y ∈ R
d and z ∈ Zd. (1.4)
Functions satisfying condition (1.4) will be called 1-periodic. By a linear translation, Zd in (1.4)
may be replaced by any lattice in Rd.
Let WAm,p(∂Ω,Rn) denote the Whitney-Sobolev space of g˙ = {gγ}|γ|≤m−1, which is the com-
pletion of the set of arrays of Rn-valued functions{
{DαG |∂Ω}|α|≤m−1 : G ∈ C
∞
c (R
d;Rn)
}
,
with respect to the norm
‖g˙‖WAm,p(∂Ω) =
∑
|α|≤m−1
‖gα‖Lp(∂Ω) +
∑
|α|=m−1
‖∇tangα‖Lp(∂Ω).
Denote Wm,p(Ω;Rn) the conventional Sobolev spaces of Rn-valued functions, and let Wm,p0 (Ω;R
n)
be the completion of C∞c (Ω;R
n) in Wm,p(Ω;Rn), with dual W−m,p
′
(Ω;Rn). Also following the
conventions, we denote these spaces as Hm(Ω;Rn),Hm0 (Ω;R
n) and H−m(Ω;Rn) respectively when
p = 2.
It is well known that under the ellipticity condition (1.2)-(1.3), for any g˙ ∈WAm,2(∂Ω,Rn) and
f ∈ H−m(Ω;Rn), the Dirichlet problem (1.1) admits a unique weak solution uε in H
m(Ω;Rn) such
that ˆ
Ω
∑
|α|=|β|=m
DαviA
αβ
ij (x/ε)D
βuj dx = 〈f, v〉 for any v ∈ H
m
0 (Ω;R
n).
Moreover,
‖uε‖Hm(Ω) ≤ C
{
‖f‖H−m(Ω) + ‖g˙‖WAm,2(∂Ω)
}
,
where C depends only on d, m, n, µ and Ω. Under the additional periodicity condition (1.4), the
operator Lε is G-convergent to L0, where
(L0u)i =
∑
|α|=|β|=m
(−1)mDα(A¯αβij D
βuj)
is an elliptic operator of order 2m with constant coefficients,
A¯αβij =
∑
|γ|=m
1
|Q|
ˆ
Q
[
Aαβij (y) +A
αγ
iℓ (y)D
γχβℓj(y)
]
dy
2
(see e.g. [42]). Here Q = [−1/2, 1/2]d and χ = (χγij) is the matrix of correctors for the operator Lε
(see Section 2 for definition). Furthermore, the matrix (A¯αβij ) is bounded and satisfies the coercivity
condition (1.3). Thus the homogenized problem for (1.1), given byL0u0 = f in Ω,
T r(Dγu0) = gγ on ∂Ω for 0 ≤ |γ| ≤ m− 1,
(1.5)
admits a unique weak solution u0 ∈ H
m(Ω;Rn), satisfying
‖u0‖Hm(Ω) ≤ C
{
‖f‖H−m(Ω) + ‖g˙‖WAm,2(∂Ω)
}
.
Our first result gives the optimal convergence rate of uε to u0 in W
m−1,2d/(d−1)(Ω).
Theorem 1.1. Let Ω be a bounded Lipschitz domain in Rd, d ≥ 2. Assume that the matrix
A = (Aαβij ) satisfies (1.2)–(1.4), and is symmetric, i.e. A = A
∗. Let uε, u0 be the weak solutions to
the Dirichlet problems (1.1) and (1.5), respectively. Assume that u0 ∈ H
m+1(Ω;Rn). Then
‖uε − u0‖Wm−1,q00 (Ω)
≤ Cε‖u0‖Hm+1(Ω), (1.6)
where q0 =
2d
d−1 and C depends only on d, n,m, µ and Ω.
As a consequence of (1.6), we obtain
‖uε − u0‖Lq1 (Ω) ≤ Cε‖u0‖Hm+1(Ω), (1.7)
where q1 =
2d
d−2m+1 if d > 2m− 1, q1 ∈ (2,∞) if d = 2m− 1, and q =∞ if d < 2m− 1.
The problem of convergence rates, which is of great interest in the quantitative homogenization
theory, has been studied extensively for second-order elliptic equations. In particular, the optimal
convergence rate in L2,
‖uε − u0‖L2(Ω) ≤ Cε‖u0‖H2(Ω), (1.8)
was established for second-order elliptic systems in divergence form. We refer readers to [37, 38]
and their references for general elliptic systems in C1,1 domains and to [20, 21, 34] for results in
Lipshcitz domains. Also see related results in [27, 15, 23, 35]. Moreover, the estimate
‖uε − u0‖Lq0 (Ω) ≤ Cε‖u0‖H2(Ω) (1.9)
with q0 = 2d/(d−1) was proved for second-order elliptic systems with either Dirichlet or Neumann
boundary conditions in Lipschitz domains in [34].
Until very recently, few quantitative results were known for higher-order elliptic equations,
although qualitative convergence results (such as the G-convergence) have been obtained for many
years [18, 42]. In [28, 29, 26] interesting results were established on the optimal convergence rates
for higher-order elliptic equations in the whole space. In [39, 40] some two-parameter resolvent
estimates were obtained for a general higher-order elliptic systems with periodic coefficients in a
bounded C2m domain Ω with homogeneous Dirichlet or Neumann data. In particular, it is proved
that
‖uε − u0‖L2(Ω) ≤ Cε‖f‖L2(Ω). (1.10)
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Our Theorem 1.1, which extends the estimate (1.9) for second-order elliptic systems, recovers the
estimate (1.10) if Ω is sufficiently smooth.
Our next two results establish the uniform interior Cm−1,1 and Wm,p regularity of uε.
Theorem 1.2. Assume that A(y) satisfies (1.2)–(1.4). Let uε ∈ H
m(BR;R
n) be a weak solution
to Lεuε =
∑
|α|≤m−1D
αfα in a ball BR = B(x0, R) with f
α ∈ Lq(BR;R
n) for some q > d. Then
for 0 < ε ≤ r ≤ R/2 <∞, it holds that
( 
Br
|∇muε|
2
)1/2
≤ C
 1Rm
( 
BR
|uε|
2
)1/2
+
∑
|α|≤m−1
Rm−|α|
( 
BR
|fα|q
)1/q , (1.11)
where C depends only on d, n,m, µ and q. If in addition, A is Ho¨lder continuous, i.e.,
|A(x)−A(y)| ≤ Λ0|x− y|
τ0 for any x, y ∈ Rd, (1.12)
where Λ0 > 0 and τ0 ∈ (0, 1), then
|∇muε(x0)| ≤ C
 1Rm
( 
BR
|uε|
2
)1/2
+
∑
|α|≤m−1
Rm−|α|
( 
BR
|fα|q
)1/q , (1.13)
for any ε > 0, where C depends only on d, n,m, µ, q,Λ0 and τ0.
Theorem 1.3. Suppose that A(y) satisfies (1.2)–(1.4) and A ∈ VMO(Rd), i.e.,
sup
x∈Rd,0<r<t
 
B(x,r)
∣∣∣A(y)−  
B(x,r)
A
∣∣∣ dy ≤ ̺(t), (1.14)
for some nondecreasing continuous function ̺(t) on [0, 1] with ̺(0) = 0. For B = B(x0, r) in R
d,
let uε ∈ H
m(2B;Rn) be a weak solution to
Lεuε =
∑
|α|≤m
Dαfα in 2B (= B(x0, 2r))
with fα ∈ Lp(2B;Rn) for some 2 < p <∞. Then
( 
B
|∇muε|
p
)1/p
≤ C
 1rm
( 
2B
|uε|
2
)1/2
+
∑
|α|≤m
rm−|α|
( 
2B
|fα|p
)1/p , (1.15)
where C depends only on d, n,m, µ, p and ̺(t) in (1.14).
The regularity estimates that are uniform in ε > 0 are a central issue in quantitative homog-
enization. For second-order elliptic systems the study was initiated by M. Avellaneda and F. Lin
in a series of celebrated papers [4, 5, 6, 7]. Using a compactness method, interior and boundary
Ho¨lder estimates, W 1,p estimates and Lipschitz estimates were obtained for second-order elliptic
systems with Ho¨lder continuous coefficients and Dirichlet conditions in bounded C1,α domains.
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The corresponding boundary estimates for solutions with Neumann conditions were obtained by C.
Kenig, F. Lin and Z. Shen in [22], using the compactness method. More recently, another scheme
for uniform regularity estimates, especially in the large scale, was formulated in [2] and used for
convex functionals with random coefficients. This scheme, which is based on convergence rates,
was further developed in [1, 34] for periodic and almost periodic second-order elliptic systems. We
refer the reader to [13, 12, 16, 24, 25] for related results on uniform regularity estimates.
Our Theorems 1.2 and 1.3 extend the interior uniform estimates for second-order elliptic systems
to higher-order elliptic systems. As far as we know, no uniform regularity result in the quantitative
homogenization of higher-order elliptic equations is previously known.
Let Γε,A(x, y) denote the matrix of fundamental solutions associated to the operator Lε (ε ≥ 0).
As applications of the regularity results above, the asymptotic behavior of Γε,A(x, y) is derived.
Theorem 1.4. Assume that A(y) satisfies (1.2)–(1.4) and (1.14). Suppose that 2 ≤ 2m < d. Then
for any multi-index ζ with 0 ≤ |ζ| ≤ m− 1,
|DζyΓ
ε,A(x, y)−DζyΓ
0,A(x, y)| ≤ Cε|x− y|2m−d−|ζ|−1, (1.16)
for any x, y ∈ Rd and x 6= y, where C depends only on d, n,m, µ and the function ̺(t). If in
addition A satisfies (1.12), then for any multi-indices ζ, ξ, η with 0 < |ζ| ≤ m − 1, |ξ| = |η| = m,
we have ∣∣∣DξxΓε,Aij (x, y)−DξxΓ0,Aij (x, y)− ∑
|γ|=m
(Dξxχ
γ
ik)(x/ε)D
γ
xΓ
0,A
kj (x, y)
∣∣∣
≤
Cε ln(ε−1|x− y|+ 1)
|x− y|d+1−m
,
(1.17)
∣∣∣DζxDξyΓε,Aij (x, y)−DζxDξyΓ0,Aij (x, y)− ∑
|γ|=m
DζxD
γ
yΓ
0,A
ik (x, y)(D
ξ
yχ
∗γ
jk)(y/ε)
∣∣∣
≤
Cε ln(ε−1|x− y|+ 1)
|x− y|d+1+|ζ|−m
,
(1.18)
|DηxD
ξ
yΓ
ε,A
ij (x, y)−Θ
η,ξ
ij (x, y)| ≤
Cε ln(ε−1|x− y|+ 1)
|x− y|d+1
, (1.19)
for any x, y ∈ Rd and x 6= y, where C depends only on d, n,m, µ,Λ0 and τ0, and
Θη,ξij (x, y) =
∑
|σ|=m
∑
|γ|=m
Dηx
{
δik
σ!
xσ − εmχσik(x/ε)
}
DσxD
γ
yΓ
0,A
kl (x, y)D
ξ
y
{
δjl
γ!
yγ − εmχ∗γjl (y/ε)
}
.
Formal asymptotic expansions of the fundamental solutions for second-order elliptic operators
in Rd were obtained using the method of Bloch waves [31]. Later on, using the compactness method,
the asymptotic behavior of fundamental solutions was studied by M. Avellaneda and F. Lin in [7],
and the results were used to prove Lp estimates for singular integrals associated with Lε. The
approach and results were further refined by C. Kenig, F. Lin, and Z. Shen in [23], where the
asymptotic behavior of Green and Neumann functions on bounded domains was investigated. Our
Theorem 1.4 extends the results in [7, 23] for fundamental solutions to higher-order systems.
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We now describe the main ideas in the proof of the main results of this paper. Our proof of
Theorem 1.1 follows the general scheme in [37, 34, 35]. We consider the function
wε = uε − u0 − ε
m
∑
|γ|=m
χγ(x/ε)S2ε (D
γu˜0)ρε
(see (3.1) for the details). This function not only allows us to deal with rough coefficients, but also
avoids the use of boundary correctors, which are rather complicated for higher-order systems. The
key step in the proof of Theorem 1.1 is to show that
‖wε‖Hm0 (Ω) ≤ Cε
1/2
{
‖g˙‖WAm,2(∂Ω) + ‖f‖W−m+1,p0 (Ω)
}
, (1.20)
where p0 = 2d/(d + 1). To this end we introduce the dual correctors for Lε and use the non-
tangential maximal function estimates for the homogenized problem, given in [30]. With (1.20) at
our disposal, the estimate (1.6) is obtained by a duality argument, motivated by [37].
Using the convergence result, we are able to drive the large-scale Cm−1,1 estimate (1.11), fol-
lowing the ideas in [1, 2]. However, instead of estimating how well a solution uε is approximated
by ”affine” functions, we need to estimate how well uε is approximated by polynomials of degree
m. The full scale estimate (1.13) follows from (1.11) through a standard blowup argument.
The proof of Wm,p estimate (1.15) uses the large-scale estimate (1.11) and is based on a real
variable arguments originated from [9] and further developed in [32, 33]. Using this approach,
the Wm,p estimates for Lεuε =
∑
|α|≤mD
αfα are reduced to a weak reverse Ho¨lder inequality for
solutions to Lεuε = 0.
Finally, for the proof of Theorem 1.4, we remark that fundamental solutions for higher-order
elliptic systems with rough coefficients are constructed by A. Barton recently in [8]. Since no
smoothness conditions on the coefficients are required, the regularities derived there are very limited.
Here with smoothness and periodicity conditions on the coefficients, uniform size estimates for the
fundamental solutions follow from the Cm−1,θ estimates. Based on the regularity results in Theorem
1.2, we are able to prove Theorem 1.4, following the ideas of [23].
2 Preliminaries
2.1 Correctors and dual correctors
Set Q = [−12 ,
1
2 ]
d, and let Hmper(Q;R
n) denote the closure of the set of 1-periodic functions in
C∞(Rd;Rn) with respect to the Hm(Q;Rn) norm. For 1 ≤ i, j ≤ n and multi-index γ with
|γ| = m, the matrix of correctors χ = (χγij) for the operator Lε is given by the cell problem in Q,
∑
|α|=|β|=mD
α
[
Aαβik (y)D
βχγkj(y)
]
= −
∑
|α|=mD
α
[
Aαγij (y)
]
in Q,
χγj (y) ∈ H
m
per(Q;R
n),´
Q χ
γ
j (y) dy = 0,
of which the existence of a unique solution χγj (y) =
(
χγ1j(y), χ
γ
2j(y), ...., χ
γ
nj(y)
)
for each γ and j is
ensured by the Lax-Milgram theorem (see e.g. [28]). In the same way, we introduce the matrix of
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correctors χ∗ = (χ∗γij ) for the adjoint operators L
∗
ε of Lε, where
L∗ε = (−1)
m
∑
|α|=|β|=m
Dα
(
A∗αβ
(x
ε
)
Dβ
)
, with A∗ = (A∗αβij ) = (A
βα
ji ), 1 ≤ i, j ≤ n.
Set
A¯αβij =
1
|Q|
ˆ
Q
{
Aαβij (y) +
∑
|γ|=m
Aαγiℓ (y)D
γχβℓj(y)
}
dy.
It is known ([28, Lemma 3.2]) that the constant matrix A¯ = (A¯αβij ) satisfies the coercivity condition,∑
|α|=|β|=m
ˆ
Rd
DαφiA¯
αβ
ij D
βφj dx ≥ µ
∑
|α|=m
‖Dαφ‖2L2(Rd) for any φ ∈ C
∞
c (R
d;Rn).
The operator
(L0u)i = (−1)
m
∑
|α|=|β|=m
Dα(A¯αβij D
βuj)
is the homogenized operator for the family of elliptic operators Lε.
For 1 ≤ i, j ≤ n and multi-indices α, β with |α| = |β| = m, set
Bαβij (y) = A
αβ
ij (y) +
∑
|γ|=m
Aαγik (y)(D
γχβkj)(y)− A¯
αβ
ij . (2.1)
By the definitions of χγ(y) and A¯αβij we see that B
αβ
ij ∈ L
2(Q) is 1-periodic with zero mean and
that ∑
|α|=m
DαBαβij (y) = 0 for all β with |β| = m and 1 ≤ i, j ≤ n.
Lemma 2.1. For any 1 ≤ i, j ≤ n and multi-indices α, β with |α| = |β| = m, there exists a function
B
γαβ
ij such that
B
γαβ
ij = −B
αγβ
ij ,
∑
|γ|=m
DγBγαβij = B
αβ
ij ,
‖Bγαβij ‖Hm(Q) ≤ C‖B
α,β
ij ‖L2(Q),
where C depends only on d, n,m.
Proof. This was proved in [28], using Fourier series. Here we present a different proof. Fix i, j and
β. Since Bαβij is a 1-periodic function in L
2(Q) with zero mean, by the Lax-Milgram theorem, there
exists a bαβij ∈ H
2m
per(Q) such that
ffl
Q b
αβ
ij = 0,∑
|γ|=m
Dγ
(
Dγbαβij
)
= Bαβij in Q and ‖b
αβ
ij ‖H2m(Q) ≤ C‖B
αβ
ij ‖L2(Q).
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Set
B
γαβ
ij (y) = D
γbαβij −D
αbγβij .
It is obvious that Bγαβij = −B
αγβ
ij and B
γαβ
ij ∈ H
m
per(Q) with
‖Bγαβij ‖Hm(Q) ≤ C‖B
αβ
ij ‖L2(Q).
Note that
∑
|α|=mD
αbαβij is 1-periodic and∑
|γ|=m
Dγ
[
Dγ
∑
|α|=m
Dαbαβij
]
=
∑
|α|=m
DαBαβij = 0.
It follows by the Liouville property for the operator
∑
|γ|=mD
2γ that
∑
|α|=mD
αbαβij is constant.
As a result, ∑
|γ|=m
DγBγαβij =
∑
|γ|=m
Dγ(Dγbαβij )−
∑
|γ|=m
Dγ(Dαbγβij ) = B
αβ
ij .
This completes the proof.
The function B = (Bγαβij ) is called the matrix of dual correctors for operators Lε. As in the
second-order case (see e.g. [37, 20, 34]), it plays an important role in the study of sharp convergence
rates.
2.2 An ε-smoothing operator
We fix ϕ ∈ C∞c (B(0, 1/2)) such that ϕ ≥ 0 and
´
Rd
ϕ(x)dx = 1. Set ϕε(x) =
1
εd
ϕ(xε ) and define
Sε(f)(x) =
ˆ
Rd
ϕε(x− y)f(y) dy.
Lemma 2.2. Assume that f ∈ Lp(Rd) for some 1 ≤ p < ∞ and g ∈ Lploc(R
d). Let h ∈ L∞(Rd)
with support O. Then
‖gεSε(f)h‖Lp(Rd) ≤ C sup
x∈Rd
( 
B(x,1)
|g|pdy
)1/p
‖f‖Lp(Oε)‖h‖∞,
where gε(x) = g(ε−1x), Oε = {x ∈ Rd : dist(x,O) ≤ ε}. If in addition g is 1-periodic, then
‖gεSε(f)h‖Lp(Rd) ≤ C‖g‖Lp(Q)‖f‖Lp(Oε)‖h‖∞.
Proof. The case h = 1 is known (see e.g. [34]). The general case follows from the observation that
Sε(f)h = Sε(fχOε)h.
Let Ωε = {x ∈ Ω : dist(x, ∂Ω) < ε} and Ω˜ε = {x ∈ R
d : dist(x, ∂Ω) < ε}.
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Lemma 2.3. Assume that f ∈ Hs(Rd). Then for any multi-index α with |α| = s,
‖Sε(D
αf)‖L2(Ωε) ≤ Cε
−s‖f‖L2(Ω˜2ε), (2.2)
‖Sε(D
αf)‖L2(Ω\Ω2ε) ≤ Cε
−s‖f‖L2(Ω\Ωε). (2.3)
Proof. Using integration by parts and the Cauchy inequality, we see that
‖Sε(D
αf)‖2L2(Ωε) =
ˆ
Ωε
∣∣∣ˆ
Rd
Dαϕε(x− y)f(y) dy
∣∣∣2 dx
≤
C
εs
ˆ
Ωε
ˆ
Ω˜2ε
|Dαϕε(x− y)| |f(y)|
2 dydx
≤
C
ε2s
ˆ
Ω˜2ε
|f(y)|2dy,
where we also used Fubini’s Theorem for the last inequality. This gives (2.2). The proof of (2.3) is
similar.
Let ∇sf =
(
Dαf
)
|α|=s
.
Lemma 2.4. Let f ∈W 1,q(Rd) for some 1 ≤ q <∞. Then
‖Sε(f)− f‖Lq(Rd) ≤ Cε‖∇f‖Lq(Rd), (2.4)
Furthermore, if f ∈W s,p(Rd), where p = 2dd+2k−1 and 1 ≤ k <
d+1
2 , then
‖Sε(∇
sf)‖L2(Rd) ≤ Cε
−s−k+ 1
2‖f‖Lp(Rd) if s ≥ 0, (2.5)
‖Sε(f)‖L2(Rd) ≤ Cε
s−k+ 1
2 ‖∇sf‖Lp(Rd) if 0 ≤ s ≤ k − 1, (2.6)
‖Sε(f)− f‖L2(Rd) ≤ Cε
s−k+ 1
2‖∇sf‖Lp(Rd) if 0 ≤ s ≤ k. (2.7)
Proof. The inequality (2.4) is known (see e.g. [34, Lemma 2.2] for a proof). By Parseval’s theorem
and Ho¨lder’s inequality, we have
ˆ
Rd
|Sε(∇
sf)|2dx = (2π)2s
ˆ
Rd
|ϕ̂(εξ)|2|ξ|2s|f̂(ξ)|2dξ
≤ (2π)2s
{ˆ
Rd
(|ϕ̂(εξ)||ξ|s)
2d
2k−1 dξ
} 2k−1
d
{ˆ
Rd
|f̂(ξ)|
2d
d−2k+1dξ
} d−2k+1
d
= (2π)2sε−2s−2k+1
{ˆ
Rd
(|ϕ̂(ξ)||ξ|s)
2d
2k−1 dξ
} 2k−1
d
‖f̂‖2
L
2d
d−2k+1 (Rd)
≤ Cε−2s−2k+1‖f‖2
L
2d
d+2k−1 (Rd)
,
where we have used the Hausdorff-Young inequality in the last step. This gives (2.5).
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To prove (2.6), we note thatˆ
Rd
|Sε(f)|
2dx =
ˆ
Rd
|ϕ̂(εξ)|2|ξ|−2s|ξ|2s|f̂(ξ)|2dξ
≤
{ˆ
Rd
(
|ξ|−s|ϕ̂(εξ)|
) 2d
2k−1 dξ
} 2k−1
d
{ˆ
Rd
(
|ξ|s|f̂(ξ)|
) 2d
d−2k+1
dξ
} d−2k+1
d
≤ Cε−2k+1+2s
{ˆ
Rd
(
|ξ|−s|ϕ̂(ξ)|
) 2d
2k−1 dξ
} 2k−1
d
‖|ξ|sf̂‖2
L
2d
d−2k+1 (Rd)
≤ Cε−2k+1+2s
{ˆ
|ξ|≤1
(
1
|ξ|s
) 2d
2k−1
dξ +
ˆ
|ξ|>1
|ϕ̂(ξ)|
2d
2k−1dξ
} 2k−1
d
‖∇̂sf‖2
L
2d
d−2k+1 (Rd)
≤ Cε−2k+1+2s‖∇sf‖2
L
2d
d+2k−1 (Rd)
,
where in the last step we have used the Hausdorff-Young inequality and also the fact that 2ds2k−1 <
d (since s ≤ k − 1).
Finally, since ϕ̂(0) =
´
Rd
ϕ(x)dx = 1,ˆ
Rd
|Sε(f)− f |
2dx =
ˆ
Rd
|ϕ̂(εξ)− ϕ̂(0)|2|f̂ |2dξ
≤
{ˆ
Rd
(|ϕ̂(εξ)− ϕ̂(0)||ξ|−s)
2d
2k−1 dξ
} 2k−1
d
‖|ξ|sf̂‖2
L
2d
d−2k+1 (Rd)
≤ Cε2s−2k+1
{ˆ
Rd
(|ϕ̂(ξ)− ϕ̂(0)||ξ|−s)
2d
2k−1 dξ
} 2k−1
d
‖∇̂sf‖2
L
2d
d−2k+1 (Rd)
≤ Cε2s−2k+1‖∇sf‖2
L
2d
d+2k−1 (Rd)
,
which is exactly (2.7). For the last inequality, we have used |ϕ̂(ξ) − ϕ̂(0)| ≤ C|ξ|, the assumption
s ≤ k and the Hausdorff-Young inequality.
Lemma 2.5. Let Ω be a bounded Lipschitz domain in Rd and f ∈ Hm+1(Rd). Thenˆ
Ω˜ε
|∇mf(x)|2dx ≤ Cε‖f‖2Hm+1(Rd).
Proof. See e.g. [27] or [34] for the case m = 0. The case m ≥ 1 follows by applying the estimate to
the function ∇mf .
The following is a Caccioppoli inequality for higher-order elliptic systems.
Lemma 2.6. Assume that A satisfies (1.2)–(1.3). Let u ∈ Hm(2B;Rn) be a weak solution to
L1u =
∑
|α|≤mD
αfα in 2B for a ball B = B(x0, r), where f
α ∈ L2(2B;Rn). Then for 1 ≤ k ≤ m,
we have ˆ
B
|∇ku|2 ≤
C
r2k
ˆ
2B
|u|2 + C
∑
|α|≤m
r4m−2|α|−2k
ˆ
2B
|fα|2, (2.8)
where C depends only on d, m, n and µ.
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Proof. See e.g. [10] and [8].
3 Convergence rates
Let ρε be a function in C
∞
c (Ω) satisfying the following conditions,
supp(ρε) ⊂ {x ∈ Ω : dist(x, ∂Ω) ≥ 3ε} = Ω \ Ω3ε,
0 ≤ ρε ≤ 1, ρε = 1 on Ω \ Ω4ε, and |∇
kρε| ≤ Cε
−k for 1 ≤ k ≤ m.
Lemma 3.1. Let Ω be a bounded Lipschitz domain in Rd. Assume that the matrix A satisfies
(1.2)–(1.4). Let uε (ε ≥ 0) be the weak solution to Dirichlet problem (1.1). Suppose that u0 ∈
Hm+1(Ω;Rd) with u˜0 ∈ H
m+1(Rd;Rn) being its extension. Define
wε = uε − u0 − ε
m
∑
|γ|=m
χγ(
x
ε
)S2ε (D
γ u˜0)ρε, (3.1)
where S2ε = Sε ◦ Sε. Then for any φ ∈ H
m
0 (Ω;R
n), we have∣∣∣ ∑
|α|=|β|=m
ˆ
Ω
DαφiA
αβ
ij (
x
ε
)Dβwεj
∣∣∣
≤ C‖∇mφ‖L2(Ω4ε)‖∇
mu0‖L2(Ω4ε) + C‖∇
mφ‖L2(Ω)‖∇
mu˜0 − Sε(∇
mu˜0)‖L2(Ω\Ω2ε)
+ C‖∇mφ‖L2(Ω4ε)
∑
0≤k≤m−1,
εk‖Sε(∇
m+ku˜0)‖L2(Ω5ε\Ω2ε)
+ C‖∇mφ‖L2(Ω)
∑
0≤k≤m−1
εm−k‖Sε(∇
2m−ku˜0)‖L2(Ω\Ω2ε),
(3.2)
where C depends only on d, n,m, µ and Ω. Consequently,∣∣∣ ∑
|α|=|β|=m
ˆ
Ω
DαφiA
αβ
ij (
x
ε
)Dβwεj
∣∣∣ ≤ C‖u0‖Hm+1(Ω) {ε‖∇mφ‖L2(Ω) + ε1/2‖∇mφ‖L2(Ω4ε)} . (3.3)
Proof. For the simplicity of presentation, we will omit the subscripts i, j. Using the definitions of
wε and B in (2.1), a direct computation shows that for any φ ∈ H
m
0 (Ω;R
n),∑
|α|=|β|=m
ˆ
Ω
DαφAαβ(
x
ε
)Dβwε dx
= −
∑
|α|=|β|=m
ˆ
Ω
Dαφ
{[
Aαβ(
x
ε
)− A¯αβ
][
Dβu0 − S
2
ε (D
β u˜0)ρε
]}
−
∑
|α|=|β|=|γ|=m
ζ+η=β
0≤|ζ|≤m−1
C(ζ, η)εm−|ζ|
ˆ
Ω
Dαφ
{
Aαβ(
x
ε
)(Dζχγ)(
x
ε
)Dη
[
S2ε (D
γu˜0)ρε
]}
−
∑
|α|=|β|=m
ˆ
Ω
DαφBαβ(
x
ε
)S2ε (D
βu˜0)ρε
.
= I1 + I2 + I3.
(3.4)
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Using
Dβu0 − S
2
ε (D
βu˜0)ρε
=
[
Dβu0 − (D
βu˜0)ρε
]
+
[
Dβu˜0 − Sε(D
β u˜0)
]
ρε +
[
Sε(D
βu˜0)− S
2
ε (D
β u˜0)
]
ρε,
(3.5)
we obtain
|I1| ≤ C‖∇
mφ‖L2(Ω4ε)‖∇
mu0‖L2(Ω4ε) + C‖∇
mφ‖L2(Ω)‖∇
mu˜0 − Sε(∇
mu˜0)‖L2(Ω\Ω2ε). (3.6)
To deal with I2, we observe that for |α| = |β| = |γ| = m,∑
ζ+η=β,0≤|ζ|≤m−1
C(ζ, η)εm−|ζ|
ˆ
Ω
Dαφ
{
Aαβ(
x
ε
)(Dζχγ)(
x
ε
)Dη
[
S2ε (D
γ u˜0)ρε
]}
= εm
ˆ
Ω
Dαφ
{
Aαβ(
x
ε
)χγ(
x
ε
)S2ε (D
βDγu˜0)ρε
}
+ εm
∑
η′+η′′=β,|η′′|≥1
C(η′, η′′)
ˆ
Ω
Dαφ
{
Aαβ(
x
ε
)χγ(
x
ε
)S2ε (D
η′Dγu˜0)D
η′′ρε
}
+
∑
ζ+η=β,1≤|ζ|,|η|
εm−|ζ|C(ζ, η)
ˆ
Ω
Dαφ
{
Aαβ(
x
ε
)(Dζχγ)(
x
ε
)S2ε (D
ηDγ u˜0)ρε
}
+
∑
ζ+η′+η′′=β,1≤|ζ|,|η′′|
εm−|ζ|C(ζ, η′, η′′)
ˆ
Ω
Dαφ
{
Aαβ(
x
ε
)(Dζχγ)(
x
ε
)S2ε (D
η′Dγu˜0)D
η′′ρε
}
.
= I21 + I22 + I23 + I24. (3.7)
Note that by Cauchy inequality and Lemma 2.2,
|I21| ≤ Cε
m‖∇mφ‖L2(Ω)‖χ
γ(
x
ε
)S2ε (∇
2mu˜0)ρε‖L2(Ω)
≤ Cεm‖∇mφ‖L2(Ω)‖Sε(∇
2mu˜0)‖L2(Ω\Ω2ε), (3.8)
|I23| ≤ C
∑
1≤k≤m−1
εm−k‖∇mφ‖L2(Ω)‖∇
kχγ(
x
ε
)S2ε (∇
2m−ku˜0)ρε‖L2(Ω)
≤ C
∑
1≤k≤m−1
εm−k‖∇mφ‖L2(Ω)‖Sε(∇
2m−ku˜0)‖L2(Ω\Ω2ε). (3.9)
Similarly, we have
|I22| ≤ C
∑
1≤k≤m
εm‖∇mφ‖L2(Ω4ε)‖χ
γ(
x
ε
)S2ε (∇
2m−ku˜0)∇
kρε‖L2(Ω4ε)
≤ C
∑
0≤k≤m−1
εk‖∇mφ‖L2(Ω4ε)‖Sε(∇
m+ku˜0)‖L2(Ω5ε\Ω2ε), (3.10)
and
|I24| ≤ C
∑
k1+k2+k3=m,k1,k3≥1
εm−k1‖∇mφ‖L2(Ω4ε)‖∇
k1χγ(
x
ε
)S2ε (∇
m+k2 u˜0)∇
k3ρε‖L2(Ω4ε)
≤ C
∑
0≤k≤m−2
εk‖∇mφ‖L2(Ω4ε)‖Sε(∇
m+ku˜0)‖L2(Ω5ε\Ω2ε). (3.11)
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By combining (3.7)–(3.11), we obtain that
|I2| ≤C
∑
0≤k≤m−1
εm−k‖∇mφ‖L2(Ω)‖Sε(∇
2m−ku˜0)‖L2(Ω\Ω2ε)
+ C
∑
0≤k≤m−1
εk‖∇mφ‖L2(Ω4ε)‖Sε(∇
m+ku˜0)‖L2(Ω5ε\Ω2ε), (3.12)
where C depends only on d, n,m, µ and Ω.
Now let us turn to I3. Using Lemma 2.1, we deduce that
I3 = −ε
m
∑
|α|=|β|=|γ|=m
ˆ
Ω
Dαφ(DγBγαβ)(
x
ε
)S2ε (D
βu˜0)ρε
= εm
∑
|α|=|β|=|γ|=m
(−1)m+1
ˆ
Ω
DγDαφBγαβ(
x
ε
)S2ε (D
β u˜0)ρε
+ εm
∑
|α|=|β|=|γ|=m
ζ+η=γ, 0≤|ζ|≤m−1
C(ζ, η)
ˆ
Ω
DζDαφBγαβ(
x
ε
)Dη
[
S2ε (D
βu˜0)ρε
]
=
∑
|α|=|β|=|γ|=m
ζ′+η′=γ, 0≤|ζ′|≤m−1
C(ζ ′, η′)εm−|ζ
′|
ˆ
Ω
Dαφ(Dζ
′
Bγαβ)(
x
ε
)Dη
′
[
S2ε (D
βu˜0)ρε
]
,
which may be handled in the same manner as I2. As a result,
|I3| ≤C
∑
0≤k≤m−1
εm−k‖∇mφ‖L2(Ω)‖Sε(∇
2m−ku˜0)‖L2(Ω\Ω2ε)
+ C
∑
0≤k≤m−1,
εk‖∇mφ‖L2(Ω4ε)‖Sε(∇
m+ku˜0)‖L2(Ω5ε\Ω2ε). (3.13)
In view of (3.4), (3.6), (3.12) and (3.13), we have proved (3.2).
To derive (3.3), let us examine the four terms in the RHS of (3.2). Thanks to Lemma 2.5 and
(2.4) in Lemma 2.4, we have
‖∇mu0‖L2(Ω2ε) ≤ Cε
1/2‖u0‖Hm+1(Ω),
‖∇mu˜0 − Sε(∇
mu˜0)‖L2(Ω\Ω3ε) ≤ Cε‖∇
m+1u˜0‖L2(Rd) ≤ Cε‖u0‖Hm+1(Ω).
(3.14)
By Lemmas 2.3 and 2.5, we see that∑
0≤k≤m−1
εk‖Sε(∇
m+ku˜0)‖L2(Ω5ε\Ω2ε) ≤ C‖∇
mu0‖L2(Ω6ε\Ωε) ≤ Cε
1/2‖u0‖Hm+1(Ω). (3.15)
Finally, Lemma 2.3 implies that∑
0≤k≤m−1
εm−k‖Sε(∇
2m−ku˜0)‖L2(Ω\Ω2ε) ≤
∑
0≤k≤m−1
ε‖Sε(∇
m+1u˜0)‖L2(Ω\Ωε)
≤ Cε‖u0‖Hm+1(Ω). (3.16)
In view of (3.14)–(3.16) and (3.2), we obtain (3.3).
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Theorem 3.1. Let Ω be a bounded Lipschitz domain in Rd. Assume that the matrix A satisfies
(1.2)–(1.4). Let uε (ε ≥ 0) be the weak solution to Diricchlet problem (1.1) with g˙ = {gγ}|γ|≤m−1 ∈
WAm,2(∂Ω;Rn), f ∈W−m+1,p0(Ω;Rn) and p0 =
2d
d+1 . Then
‖wε‖Hm0 (Ω) ≤ Cε
1/2‖u0‖Hm+1(Ω), (3.17)
where wε is defined in (3.1). If in addition A is symmetric, i.e. A = A
∗, then
‖wε‖Hm0 (Ω) ≤ Cε
1/2
{
‖g˙‖WAm,2(∂Ω) + ‖f‖W−m+1,p0 (Ω)
}
. (3.18)
Proof. Note that (3.17) is a consequence of (3.3) by taking φ = wε. To prove (3.18), we let φ = wε
in (3.2). The coercivity condition (1.3) implies that
‖wε‖Hm0 (Ω) ≤ C‖∇
mu0‖L2(Ω2ε) + C‖∇
mu˜0 − Sε(∇
mu˜0)‖L2(Ω\Ω2ε)
+ C
∑
0≤k≤m−1,
εk‖Sε(∇
m+ku˜0)‖L2(Ω5ε\Ω2ε)
+ C
∑
0≤k≤m−1
εm−k‖Sε(∇
2m−ku˜0)‖L2(Ω\Ω2ε)
.
= J1 + J2 + J3 + J4. (3.19)
To bound Ji, i = 1, 2, ...4 by ‖g˙‖WAm,2(∂Ω) and ‖f‖W−m+1,p0(Ω), we first note that for a functional
f ∈W−m+1,p0(Ω;Rn), there exists an array of functions f ζ ∈ Lp0(Ω;Rn) (ζ is a multi-index) such
that
f =
∑
|ζ|≤m−1
Dζf ζ and ‖f‖W−m+1,p0 (Ω) ≈
∑
|ζ|≤m−1
‖f ζ‖Lp0 (Ω).
Also note that there is a matrix of fundamental solutions Γ0,A(x) (with pole at the origin) for the
homogenized operator L0 in R
d [17, 19, 8], such that
|DηΓ0,A(x)| ≤

Cη
|x|d−2m+|η|
, if either d is odd, or d > 2m, or if |η| > 2m− d,
Cη(1+| log |x||)
|x|d−2m+|η|
, if d is even, 2 ≤ d ≤ 2m and 0 ≤ |η| ≤ 2m− d,
for any multi-index η. Set
v0(x) =
ˆ
Rd
∑
|ζ|≤m−1
DζΓ0,A(x− y)f˜ ζ(y) dy and u0(x) = v0(x) + v(x), (3.20)
where f˜ ζ is the extension of f ζ , being zero outside Ω. Thanks to the Caldero´n-Zygmund estimates
for singular integral and fractional integral estimates (see e.g. [36] Chapters II, V) we have
‖∇m+1v0‖Lp0 (Ω̂) ≤ C
∑
|ζ|≤m−1
‖f ζ‖Lp0 (Ω) ≤ C‖f‖W−m+1,p0(Ω), (3.21)
‖∇sv0‖Lq0 (Ω̂) ≤ C
∑
|ζ|≤m−1
‖f ζ‖Lp0 (Ω) ≤ C‖f‖W−m+1,p0(Ω), (3.22)
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where Ω̂ = {x ∈ Rd : dist(x,Ω) < 2}, 1q0 = 1−
1
p0
= 2dd−1 and 0 ≤ s ≤ m.
Let ν denote the unit outward normal to ∂Ω. Let e = (e1, ..., ed) ∈ C
∞
c (R
d;Rd) such that
e · ν ≥ c0 > 0 on ∂Ω. Using the divergence theorem, we deduce that for any multi-index γ with
0 ≤ |γ| ≤ m,
c0
ˆ
∂Ω
|Dγv0|
2 dσ ≤
ˆ
∂Ω
|Dγv0|
2 ν · e dσ
≤
ˆ
Ω
|Dγv0|
2|div(e)| dx + 2
ˆ
Ω
|DxiD
γv0||ei| |D
γv0| dx
≤ C‖∇|γ|v0‖
2
Lp0 (Ω) + C‖∇
|γ|+1v0‖Lp0 (Ω)‖∇
|γ|v0‖Lq0 (Ω)
≤ C‖f‖W−m+1,p0(Ω), (3.23)
where we also have used Ho¨lder’s inequality, (3.21) and (3.22). Substituting ∂Ω in (3.23) by
Σt = {x ∈ R
d : dist(x, ∂Ω) = t} for 0 < t << 1, and integrating the resulting inequality with
respect to t from 0 to ε, we then obtain that
‖∇sv0‖L2(Ωε) ≤ Cε
1/2‖f‖W−m+1,p0 (Ω) for 0 ≤ s ≤ m. (3.24)
Denote {Tr(Dγv)}|γ|≤m−1 = {vγ}|γ|≤m−1 as v˙. By (3.23), we get
‖v˙‖WAm,2(∂Ω) ≤ ‖g˙‖WAm,2(∂Ω) + ‖v˙0‖WAm,2(∂Ω)
≤ ‖g˙‖WAm,2(∂Ω) + C‖f‖W−m+1,p0(Ω).
Note that
L0v = L0u0 −L0v0 = 0 in Ω.
Since A∗ = A, we have (A¯)∗ = A∗ = A¯. This allows us to apply the nontangential maximal function
estimates for higher-order elliptic systems with constant coefficients in Lipschitz domains [30, 41]
to obtain
‖M(∇mv)‖L2(∂Ω) ≤ C‖v˙‖WAm,2(∂Ω)
≤ C‖g˙‖WAm,2(∂Ω) + C‖f‖W−m+1,p0(Ω), (3.25)
where M(∇mv) denotes the nontangential maximal function of ∇mv. By combining (3.24) and
(3.25), we see that
J1 = ‖∇
mu0‖L2(Ωε) ≤ Cε
1/2
{
‖g˙‖WAm,2(∂Ω) + ‖f‖W−m+1,p0 (Ω)
}
. (3.26)
Now let us turn to J2. Let ρ˜ε be a function in C
∞
c (Ω) such that supp(ρ˜ε) ⊂ Ω \ Ωε/2 and
0 ≤ ρ˜ε ≤ 1, |∇ρ˜ε| ≤ Cε
−1, ρ˜ε = 1 on Ω \Ωε.
Let ρ̂1 be a function in C
∞
c (Ω̂) such that
0 ≤ ρ̂1 ≤ 1, ρ̂1(x) = 1 in Ω, |∇
kρ̂1| ≤ C, for 1 ≤ k ≤ 2m.
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It follows that
J2 ≤ ‖∇
mv0 − Sε(∇
mv0)‖L2(Ω\Ω2ε) + ‖∇
mv − Sε(∇
mv)‖L2(Ω\Ω2ε)
≤ ‖∇mv0ρ̂1 − Sε(∇
mv0ρ̂1)‖L2(Rd) + ‖∇
mvρ˜ε − Sε(∇
mvρ˜ε)‖L2(Rd)
≤ Cε1/2‖∇(∇mv0ρ̂1)‖Lp0 (Rd) + Cε‖∇(∇
mvρ˜ε)‖L2(Rd)
≤ Cε1/2
{
‖∇m+1v0‖Lp0 (Ω̂) + ‖∇
mv0‖Lp0 (Ω̂)
}
+ Cε‖∇m+1v‖L2(Ω\Ωε/2) +C‖∇
mv‖L2(Ωε)
≤ Cε1/2
{
‖g˙‖WAm,2(∂Ω) + ‖f‖W−m+1,p0 (Ω)
}
+ Cε‖∇m+1v‖L2(Ω\Ωε/2), (3.27)
where we have used (2.7), (2.4) for the third inequality as well as (3.21), (3.22) and (3.25) for the
last inequality.
For J3 and J4, we observe that by Lemma 2.3,
J3 ≤ C‖∇
mu0‖L2(Ω5ε) ≤ Cε
1/2
{
‖g˙‖WAm,2(∂Ω) + ‖f‖W−m+1,p0 (Ω)
}
. (3.28)
Similar to the deduction of (3.27), we use (2.5), Lemma 2.3 as well as (3.21) and (3.22) to deduce
that
J4 ≤ C
∑
0≤k≤m−1
εm−k‖Sε(∇
2m−k(v0ρ̂1))‖L2(Ω\Ω2ε) + C
∑
0≤k≤m−1
εm−k‖Sε(∇
2m−kv)‖L2(Ω\Ω2ε)
≤ Cε1/2‖∇m+1(v0ρ̂1)‖Lp0 (Ω̂) + Cε‖∇
m+1v‖L2(Ω\Ωε)
≤ Cε1/2‖f‖W−m+1,p0(Ω) + Cε‖∇
m+1v‖L2(Ω\Ωε). (3.29)
By combining the estimates for J1, J2, J3, J4 and (3.19), we obtain that
‖wε‖Hm0 (Ω) ≤ Cε
1/2
{
‖g˙‖WAm,2(∂Ω) + ‖f‖W−m+1,p0(Ω)
}
+ Cε‖∇m+1v‖L2(Ω\Ωε/2). (3.30)
Thus, to prove (3.18), it remains only to bound ‖∇m+1v‖L2(Ω\Ωε). Recall that L0v = L0(u0−v0) = 0
in Ω. By the interior estimates for elliptic systems with constant coefficients,
|∇m+1v(x)| ≤
C
δ(x)
{ 
B(x, δ(x)
8
)
|∇mv|2
}1/2
,
where δ(x) = dist(x, ∂Ω). This leads to
‖∇m+1v‖L2(Ω\Ωε/2) ≤ C
{ˆ
Ω\Ωε/2
1
(δ(x))2
 
B(x,
δ(x)
8
)
|∇mv(y)|2dydx
}1/2
≤ Cε−1/2‖∇mv‖L2(Ω)
≤ Cε−1/2
{
‖g˙‖WAm,2(∂Ω) + ‖f‖W−m+1,p0 (Ω)
}
,
which, combined with (3.30), implies (3.18). The proof is completed.
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With Theorem 3.1 at our disposal, we are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. In view of (3.1) it is enough to prove that
‖εm
∑
|γ|=m
χγ(
x
ε
)S2ε (D
γu˜0)ρε‖Wm−1,q00 (Ω)
≤ Cε‖u0‖Hm+1(Ω), (3.31)
‖wε‖Wm−1,q00 (Ω)
≤ Cε‖u0‖Hm+1(Ω). (3.32)
Note that
εm‖
∑
|γ|=m
χγ(
x
ε
)S2ε (D
γu˜0)ρε‖Wm−1,q00 (Ω)
≤ Cεm
∑
|γ|=m
∑
|η1+η2+η3|=m−1
ε−|η1|‖(Dη1χγ)(
x
ε
)S2ε (D
η2Dγu˜0)D
η3ρε‖Lq0 (Ω)
≤ C
∑
0≤k≤m−1
ε1+k‖Sε(∇
m+ku˜0)‖Lq0 (Ω),
where we have used Lemma 2.2 and the definition of ρε for the last inequality. Using Sobolev
imbeddings and Lemma 2.3, we obtain that
εm‖
∑
|γ|=m
χγ(
x
ε
)S2ε (D
γ u˜0)ρε‖Wm−1,q00 (Ω)
≤ C
∑
0≤k≤m−1
ε1+k‖Sε(∇
m+k+1u˜0)‖L2(Rd),
≤ Cε‖u0‖Hm+1(Ω),
which gives (3.31).
Next we turn to (3.32). For any fixed F ∈ W−m+1,p0(Ω;Rn), let ψε ∈ H
m
0 (Ω;R
n) be the weak
solution to the Dirichlet problemLεψε = F in Ω,
T r(Dγψε) = 0, on ∂Ω for 0 ≤ |γ| ≤ m− 1,
and ψ0 ∈ H
m
0 (Ω;R
n) the solution to the homogenized problemL0ψ0 = F in Ω,
T r(Dγψ0) = 0 on ∂Ω for 0 ≤ |γ| ≤ m− 1.
Set
Ψε = ψε − ψ0 − ε
m
∑
|γ|=m
χγ(
x
ε
)S2ε (D
γψ˜0)ρε.
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Since wε ∈ H
m
0 (Ω;R
n), we deduce that
〈wε, F 〉Wm−1,q00 (Ω)×W−m+1,p0 (Ω)
=
∑
|α|=|β|=m
ˆ
Ω
DαwεA
αβ(
x
ε
)Dβψε
=
∑
|α|=|β|=m
ˆ
Ω
DαwεA
αβ(
x
ε
)DβΨε +
∑
|α|=|β|=m
ˆ
Ω
DαwεA
αβ(
x
ε
)Dβψ0
+
∑
|α|=|β|=m
ˆ
Ω
DαwεA
αβ(
x
ε
)Dβ
 ∑
|γ|=m
εmχγ(
x
ε
)S2ε (D
γψ˜0)ρε

.
= K1 +K2 +K3. (3.33)
By (3.17) and (3.18), it is easy to see that
|K1| ≤ C‖wε‖Hm0 (Ω)‖Ψε‖Hm0 (Ω) ≤ Cε‖u0‖Hm+1(Ω)‖F‖W−m+1,p0 (Ω).
Also note that ψ0 ∈ H
m
0 (Ω;R
n), and
‖∇mψ0‖L2(Ω) ≤ C‖F‖H−m(Ω) ≤ C‖F‖W−m+1,p0 (Ω),
‖∇mψ0‖L2(Ωε) ≤ C ε
1/2‖F‖W−m+1,p0 (Ω),
where the last inequality was established in the proof of Theorem 3.1. Hence, by (3.3),
|K2| ≤ C‖u0‖Hm+1(Ω)
{
ε‖∇mψ0‖L2(Ω) + ε
1/2‖∇mψ0‖L2(Ωε)
}
≤ Cε‖u0‖Hm+1(Ω)‖F‖W−m+1,p0 (Ω).
Also, by (3.3),
|K3| ≤ Cε‖u0‖Hm+1(Ω)‖ε
m∇m
{
χ(
x
ε
)S2ε (∇
mψ˜0)ρε
}
‖L2(Ω)
+ Cε1/2‖u0‖Hm+1(Ω)‖ε
m∇m
{
χ(
x
ε
)S2ε (∇
mψ˜0)ρε
}
‖L2(Ω4ε\Ω3ε). (3.34)
Observe that
εm‖∇m
{
χγ(
x
ε
)S2ε (∇
mψ˜0)ρε
}
‖L2(Ω)
≤ C‖∇mχγ(
x
ε
)S2ε (∇
mψ˜0)ρε‖L2(Ω)
+ Cεm‖χγ(
x
ε
)S2ε (∇
2mψ˜0)ρε‖L2(Ω) + Cε
m‖χγ(
x
ε
)S2ε (∇
mψ˜0)∇
mρε‖L2(Ω)
+ C
∑
k1+k2+k3=m,ki≥1,i=1,2,3
εk2+k3‖(∇k1χγ)(
x
ε
)S2ε (∇
k2+mψ˜0)∇
k3ρε‖L2(Ω)
.
= K31 +K32 +K33 +K34. (3.35)
For K31,K33, we deduce from Lemma 2.2 that
K31 ≤ C‖Sε(∇
mψ˜0)‖L2(Ω\Ω2ε)) ≤ C‖∇
mψ0‖L2(Ω) ≤ C‖F‖W−m+1,p0 (Ω),
K33 ≤ C‖Sε(∇
mψ˜0)‖L2(Ω4ε\Ω3ε) ≤ C‖∇
mψ˜0‖L2(Ω) ≤ C‖F‖W−m+1,p0 (Ω).
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Furthermore, by Lemmas 2.2 and 2.3, we see that
K32 ≤ Cε
m‖χγ(
x
ε
)S2ε (∇
2mψ˜0)‖L2(Ω\Ω3ε)) ≤ Cε
m‖Sε(∇
2mψ˜0)‖L2(Ω)
≤ C‖F‖W−m+1,p0 (Ω),
and also
K34 = C
∑
k1+k2+k3=m,ki≥1,i=1,2,3
εk2+k3‖(∇k1χγ)(
x
ε
)S2ε (∇
k2+mψ˜0)∇
k3ρε‖L2(Ω4ε\Ω2ε)
≤ C
∑
1≤k2≤m−2
εk2‖Sε(∇
k2+mψ˜0)‖L2(Ω4ε\Ωε)
≤ C‖∇mψ0‖L2(Ω4ε) ≤ C‖F‖W−m+1,p0 (Ω).
By combining the estimates on K31,K32,K33,K34 with (3.35), we obtain
εm‖∇m
{
χγ(
x
ε
)S2ε (∇
mψ˜0)ρε
}
‖L2(Ω) ≤ C‖F‖W−m+1,p0 (Ω). (3.36)
Similar consideration also shows that
εm‖∇m
{
χγ(
x
ε
)S2ε (∇
mψ˜0)ρε
}
‖L2(Ω4ε\Ω3ε) ≤ Cε
1/2‖F‖W−m+1,p0 (Ω). (3.37)
By combining (3.36) and (3.37) with (3.34), we obtain that
|K3| ≤ Cε‖u0‖Hm+1(Ω)‖F‖W−m+1,p0 (Ω).
Finally, in view of the estimates of K1,K2,K3 and (3.33), we have proved that∣∣∣〈wε, F 〉Wm−1,q00 (Ω)×W−m+1,p0 (Ω)∣∣ ≤ Cε‖u0‖Hm+1(Ω)‖F‖W−m+1,p0 (Ω),
which, by duality, gives the desired estimate (3.32). This completes the proof of Theorem 1.1.
Remark 3.1. The symmetric assumption on A is made to ensure the nontangential maximal
function estimates (3.25) in Lipschitz domains. If Ω is smooth, this assumption can be removed
without changing the results in (3.17) and (3.18), see e.g. [30, 41]. Especially, we still have the
following estimate as a consequence of (3.18),
‖uε − u0‖L2(Ω) ≤ Cε
1/2
{
‖g˙‖WAm,2(∂Ω) + ‖f‖W−m+1,p0 (Ω)
}
, (3.38)
which will play an essential role in the proof of the large-scale Cm−1,1 estimate in the next section,
see Lemma 4.1.
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4 Cm−1,1 estimates
This section is devoted to the interior Cm−1,1 estimates for Lε, without smoothness and symmetry
assumptions on the coefficients. The proof is based on a general scheme for establishing regularity
estimates at large scale in the homogenization theory, formulated in [2] and further developed in
[1, 34].
In the following we will always assume that the matrix A satisfies (1.2)–(1.4).
Lemma 4.1. For 0 < ε ≤ r < ∞, let Br = B(x0, r) be a ball in R
d and uε ∈ H
m(B2r;R
n) a
solution to Lεuε =
∑
|α|≤m−1D
αfα in B2r. Then there exists a function u0 ∈ H
m(Br;R
n) such
that L0u0 =
∑
|α|≤m−1D
αfα in Br and
( 
Br
|uε − u0|
2
)1/2
≤ C
(ε
r
)1/2
( 
B2r
|uε|
2
)1/2
+
∑
|α|≤m−1
r2m−|α|
( 
B2r
|fα|2
)1/2 . (4.1)
Proof. We may assume that r = 1 and x0 = 0 by rescaling and translation. Let u0 be the weak
solution to the Dirichlet problem{
L0u0 =
∑
|α|≤m−1D
αfα in Bt,
T r(Dγu0) = D
γuε on ∂Bt for 0 ≤ |γ| ≤ m− 1,
(4.2)
where t ∈ [5/4, 7/4] is to be determined later. Thanks to Remark 3.1, we have
‖uε − u0‖L2(B1) ≤ ‖uε − u0‖L2(Bt)
≤ Cε1/2
 ∑
0≤k≤m
‖∇kuε‖L2(∂Bt) +
∑
|α|≤m−1
‖fα‖L2(Bt)
 . (4.3)
By Caccioppoli’s inequality (see Lemma 2.6), we obtain that
∑
0≤k≤m
ˆ
B 7
4
|∇kuε|
2 ≤ C

ˆ
B2
|uε|
2 +
∑
|α|≤m−1
ˆ
B2
|fα|2
 . (4.4)
Hence there must be some t ∈ [5/4, 7/4] such that
∑
0≤k≤m
ˆ
∂Bt
|∇kuε|
2 ≤ C

ˆ
B2
|uε|
2 +
∑
|α|≤m−1
ˆ
B2
|fα|2
 . (4.5)
For otherwise, we may deduce from the co-area formula that
∑
0≤k≤m
ˆ
B 7
4
|∇kuε|
2 ≥ C
∑
0≤k≤m
ˆ 7
4
5
4
ˆ
∂Bt
|∇kuε|
2dt > C

ˆ
B2
|uε|
2 +
∑
|α|≤m−1
ˆ
B2
|fα|2
 ,
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which contradicts with (4.4). It follows by (4.5) and (4.3) that
‖uε − u0‖L2(B1) ≤ Cε
1/2
{
‖uε‖L2(B2) +
∑
|α|≤m−1
‖fα‖L2(B2)
}
. (4.6)
This completes the proof.
Let
Pk =
{
(P 1k , P
2
k , ..., P
n
k ) | P
i
k are polynomials of degree at most k
}
.
Lemma 4.2. Let Br = B(x0, r) be a ball in R
d. Let u0 ∈ H
m(Br;R
n) be a solution to L0u0 =∑
|α|≤m−1D
αfα in Br with f
α ∈ Lq(Br;R
n), where q > d. For 0 < t ≤ r, define
G(t;u0) =
1
tm
inf
Pm∈Pm

( 
Bt
|u0 − Pm|
2
)1/2
+
∑
|α|≤m−1
t2m−|α|
( 
Bt
|fα|q
)1/q .
Then there exists some δ ∈ (0, 1/8), depending only on d, n, m, q and µ such that
G(δr;u0) ≤
1
2
G(r;u0). (4.7)
Proof. By translation and rescaling we may assume that x0 = 0 and r = 1. By choosing
Pm(x) =
m∑
|α|=0
1
α!
Dαu0(0)x
α =
m∑
|α|=0
1
α1!α2!...αd!
Dαu0(0)x
α1
1 x
α2
2 ...x
αd
d ,
we see that
G(δ;u0) ≤ Cδ
θ‖∇mu0‖C0,θ(Bδ) +
∑
|α|≤m−1
δm−|α|
( 
Bδ
|fα|q
)1/q
. (4.8)
Let 0 < θ < 1− dq . It follows from the C
m,θ regularity for higher-order elliptic systems with constant
coefficients (see e.g. [14]) that
G(δ;u0) ≤ Cδ
θ

( 
B1
|u0 − Pm|
2
)1/2
+
∑
|α|≤m−1
( 
B1
|fα|q
)1/q+ Cδ1− dq ∑
|α|≤m−1
( 
B1
|fα|q
)1/q
≤ Cδθ

( 
B1
|u0 − Pm|
2
)1/2
+
∑
|α|≤m−1
( 
B1
|fα|q
)1/q
for any Pm ∈ Pm. Thus
G(δ;u0) ≤
1
2
G(1;u0),
if δ ∈ (0, 1/8) is sufficiently small.
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Lemma 4.3. For ε ∈ (0, 1/4), let uε be a solution to Lεuε =
∑
|α|≤m−1D
αfα in B1 with f
α ∈
Lq(B1;R
n) for some q > d. For 0 < r ≤ 1/2, define
H(r) =
1
rm
inf
Pm∈Pm

( 
Br
|uε − Pm|
2
)1/2
+
∑
|α|≤m−1
r2m−|α|
( 
Br
|fα|q
)1/q ,
I(r) =
1
rm
inf
Pm−1∈Pm−1

( 
Br
|uε − Pm−1|
2
)1/2
+
∑
|α|≤m−1
r2m−|α|
( 
Br
|fα|2
)1/2 .
Then
H(δr) ≤
1
2
H(r) + C
(ε
r
)1/2
I(2r) (4.9)
for any r ∈ [ε, 1/2], where δ ∈ (0, 1/8) is given by Lemma 4.2.
Proof. For any fixed r ∈ [ε, 1/2], let u0 be a solution to L0u0 =
∑
|α|≤m−1D
αfα in Br. Using
Lemma 4.2, we deduce that
H(δr) ≤
(
1
δr
)m( 
Bδr
|uε − u0|
2
)1/2
+G(δr;u0)
≤
(
1
δr
)m( 
Bδr
|uε − u0|
2
)1/2
+
1
2
G(r;u0)
≤
(
1
δr
)m( 
Bδr
|uε − u0|
2
)1/2
+
C
rm
( 
Br
|uε − u0|
2
)1/2
+
1
2
H(r).
This, together with Lemma 4.1, implies that
H(δr) ≤ C
(ε
r
)1/2 1
rm

( 
B2r
|uε|
2
)1/2
+
∑
|α|≤m−1
r2m−|α|
( 
B2r
|fα|2
)1/2+ 12H(r).
By replacing uε with uε − Pm−1 for any Pm−1 ∈ Pm−1, we obtain (4.9).
The following lemma, a continuous version of Lemma 3.1 in [1], was first proved in [34] (Lemma
8.5 therein). It plays an essential role in our proof of Theorem 1.2.
Lemma 4.4. Let H(r) and h(r) be two nonnegative continuous functions on the interval (0, 1],
and let ε ∈ (0, 1/4). Assume that
max
r≤t≤2r
H(t) ≤ C0H(2r), max
r≤t,s≤2r
|h(t)− h(s)| ≤ C0H(2r), (4.10)
for any r ∈ [ε, 1/2], and also
H(δr) ≤
1
2
H(r) + C0ω(ε/r) {H(2r) + h(2r)} , (4.11)
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for any r ∈ [ε, 1/2], where δ ∈ (0, 1/4) and ω is a nonnegative increasing function on [0, 1] such
that ω(0) = 0 and
ˆ 1
0
ω(ς)
ς
dς <∞. (4.12)
Then
max
ε≤r≤1
{H(r) + h(r)} ≤ C {H(1) + h(1)} . (4.13)
We are now ready to give the proof of Theorem 1.2.
Proof of Theorem 1.2. By translation and rescaling we may assume that x0 = 0 and R = 1. We
also assume that ε ∈ (0, 1/4). For otherwise we have r ∈ [1/4, 1/2) and the result is trivial. Let uε
be a solution to Lεuε =
∑
|α|≤m−1D
αfα in B1 with f ∈ L
q(B1) for some q > d. For r ∈ (0, 1), let
H(r), I(r) be defined as in Lemma 4.3 and let ω(t) = t1/2, which satisfies (4.12). Let
h(r) =
∑
|α|=m
1
α!
|DαPmr|,
where Pmr is an element in Pm such that
H(r) =
1
rm

( 
Br
|uε − Pmr|
2
)1/2
+
∑
|α|≤m−1
r2m−|α|
( 
Br
|fα|q
)1/q .
Next let us verify that H(r), h(r) satisfy conditions (4.10) and (4.11). Since t ∈ [r, 2r], from the
definition it is obvious that
H(t) ≤ CH(2r). (4.14)
Also, by the definition of h(r), we have
|h(t)− h(s)| ≤
∑
|α|=m
1
α!
|Dα(Pmt − Pms)|.
Since L0(Pmt − Pmr) = 0 in R
d, it follows from Caccioppoli’s inequality that for any t, s ∈ [r, 2r],
|h(t) − h(s)| ≤
C
rm
( 
Br
|Pmt − Pms|
2
)1/2
≤
C
rm
( 
Br
|uε − Pmt|
2
)1/2
+
C
rm
( 
Br
|uε − Pms|
2
)1/2
≤
C
rm
( 
Bt
|uε − Pmt|
2
)1/2
+
C
sm
( 
Bs
|uε − Pms|
2
)1/2
≤ C{H(t) +H(s)}
≤ CH(2r).
(4.15)
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This gives condition (4.10).
To show (4.11), we use (4.9) and the observation that
I(2r) ≤ H(2r) +
1
(2r)m
inf
Pm−1∈Pm−1
( 
B2r
|Pm(2r) − Pm−1|
2
)1/2
≤ H(2r) + C h(2r),
where the last step follows from Poincare´’s inequality. Therefore, by Lemma 4.4, we obtain
1
rm
inf
Pm−1∈Pm−1
( 
Br
|uε − Pm−1|
2
)1/2
≤ H(r) +
1
rm
inf
Pm−1∈Pm−1
( 
Br
|Pmr − Pm−1|
2
)1/2
≤ C {H(r) + h(r)}
≤ C {H(1) + h(1)}
≤ C

( 
B1
|uε|
2
)1/2
+
∑
|α|≤m−1
( 
B1
|fα|q
)1/q ,
(4.16)
for any r ∈ (ε, 1/2), where in the last step we have used the observation that
h(r) ≤
C
rm
( 
Br
|Pmr|
2
)1/2
≤
C
rm
( 
Br
|uε − Pmr|
2
)1/2
+
C
rm
( 
Br
|uε|
2
)1/2
≤ C H(r) +
C
rm
( 
Br
|uε|
2
)1/2
.
The desired estimate (1.11) now follows from (4.16) by Caccioppoli’s inequality.
We now turn to the second part of Theorem 1.2. Again we may assume that x0 = 0 and R = 1.
We also assume that 0 < ε < (1/2); the case ε ≥ (1/2) follows from the standard Cm,θ-regularity
results for higher-order elliptic systems [14]: if A satisfies (1.2)–(1.4) and (1.12), and u is a solution
to L1u =
∑
|α|≤m−1D
αfα in B1 with f
α ∈ Lq(B1;R
n) for some q > d, then
|∇mu(0)| ≤ C

( 
B1
|∇mu|2
)1/2
+
∑
|α|≤m−1
( 
B1
|fα|q
)1/q , (4.17)
where C depends on d, n,m, µ, q,Λ0 and τ0.
To handle the case 0 < ε < 12 , we set w(x) = ε
−muε(εx). Direct computations yield that
L1w =
∑
|α|≤m−1D
α
{
εm−|α|fα(εx)
}
in B1. It then follows from (4.17) that
|∇mw(0)| ≤ C

( 
B1
|∇mw|2
)1/2
+
∑
|α|≤m−1
εm−|α|
( 
B1
|fα(εx)|qdx
)1/q
≤ C

( 
Bε
|∇muε|
2
)1/2
+
∑
|α|≤m−1
εm−|α|−
d
q
( 
B1
|fα|qdx
)1/q .
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This, combined with (1.11) for r = ε and the fact that ∇mw(0) = ∇muε(0), gives the estimate
(1.13).
As a consequence of (1.11), we establish a Liouville type result. Note that we only assume A is
elliptic and bounded measurable, apart from the periodicity condition (1.4).
Theorem 4.1. Assume that A satisfies (1.2)–(1.4). Let u ∈ Hmloc(R
d;Rn) be a weak solution to
L1u = 0 in R
d. Suppose that there exist a constant Cu > 0 and some δ ∈ (0, 1) such that( 
B(0,R)
|u|2
)1/2
≤ CuR
m−1+δ for any R > 1. (4.18)
Then u ∈ Pm−1.
Proof. It follows from (1.11) that for 1 < r < R/2,( 
B(0,r)
|∇mu|2
)1/2
≤
C
Rm
( 
B(0,R)
|u|2
)1/2
≤ CRδ−1.
By letting R→∞ we see that ∇mu = 0 in B(0, r). Since r > 1 is arbitrary, it follows that ∇mu = 0
in Rd. This implies that each component of u is a polynomial of degree at most m− 1.
5 Wm,p estimates
It follows from (1.11) and Poincare´’s inequality that if Lε(uε) = 0 in B(x0, r) and 0 < ε < r, then( 
B(x0,ε)
|∇muε|
2
)1/2
≤ C
( 
B(x0,r)
|∇muε|
2
)1/2
, (5.1)
where C depends only on d, m, n and µ. In this section we will use (5.1) to establish the uniform
Wm,p estimates under the additional smoothness assumption: A ∈ VMO(Rd).
Lemma 5.1. Assume that A satisfies (1.2)–(1.4) and A ∈ VMO(Rd). Let uε ∈ H
m(2B;Rn) be a
weak solution to Lε(uε) = 0 in 2B for some ball B = B(x0, r). Then for any 2 < p <∞,( 
B
|∇uε|
p
)1/p
≤ Cp
( 
2B
|∇uε|
2
)1/2
, (5.2)
where Cp depends only on d, m, n, p, µ and ̺(t) in (1.14).
Proof. By translation and dilation we may assume that x0 = 0 and r = 1. Note that the case ε ≥
(1/4) follows from the existing regularity results for higher-order equations with VMO coefficients
[11]. This is because A(x/ε) satisfies (1.14) uniformly in ε.
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To handle the case 0 < ε < (1/4), we let w(x) = uε(εx). Then L1(w) = 0 in B(0, 2ε
−1). It
follows from [11] that ( 
B(0,1/2)
|∇mw|p
)1/p
≤ C
( 
B(0,1)
|∇mw|2
)1/2
.
By a change of variables this leads to( 
B(0,ε/2)
|∇muε|
p
)1/p
≤ C
( 
B(0,ε)
|∇muε|
2
)1/2
≤ C
( 
B(0,2)
|∇muε|
2
)1/2
,
where we have used (5.1) for the last inequality. The same argument also shows that( 
B(y,ε/2)
|∇muε|
p
)1/p
≤ C
( 
B(0,2)
|∇muε|
2
)1/2
, (5.3)
for any y ∈ B(0, 1). It follows that
ˆ
B(y,ε/2)
|∇muε|
p ≤ Cεd‖∇muε‖
p
L2(B(0,2))
. (5.4)
By covering B(0, 1) with a finite number of balls {B(yi, ε/2)}, we may deduce (5.2) from (5.4).
Our proof of Theorem 1.3 relies on a real variable argument in the following theorem, formulated
in [33, 32] (also see [9] for the original ideas).
Theorem 5.1. Let F ∈ L2(4B0) and f ∈ L
p(4B0) for some 2 < p < q <∞, where B0 is a ball in
R
d. Suppose that for each ball B ⊂ 2B0 with |B| < c0|B0|, there exists two measurable functions
FB and RB on 2B such that |F | ≤ |FB |+ |RB | on 2B, and( 
2B
|RB |
q
)1/q
≤ C1
{( 
c2B
|F |2
)1/2
+ sup
B⊂B′⊂4B0
( 
B′
|f |2
)1/2}
, (5.5)
( 
2B
|FB |
2
)1/2
≤ C2 sup
B⊂B′⊂4B0
( 
B′
|f |2
)1/2
, (5.6)
where C1, C2 > 0, 0 < c1 < 1 and c2 > 2. Then F ∈ L
p(B0) and( 
B0
|F |p
)1/p
≤ C
( 
4B0
|F |2
)1/2
+
( 
4B0
|f |p
)1/p
, (5.7)
where C depends only on d,C1, C2, c1, c2, p and q.
Proof. See [33, Theorem 3.2].
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Proof of Theorem 1.3. Let uε be a solution to
Lεuε =
∑
|α|≤m
Dαfα in 2B0,
with fα ∈ Lp(2B0;R
n) for some 2 < p <∞. By rescaling we may assume that diam(B0) = 2. For
each ball B with 4B ⊂ 2B0, we decompose uε as uε = vε + wε on 2B, where vε ∈ H
m
0 (4B;R
n)
is the solution to Lεvε =
∑
|α|≤mD
αfα in 4B and wε is the solution to Lεwε = 0 in 4B. Setting
q = p+ 1,
F = |∇muε|, FB = |∇
mvε|, RB = |∇
mwε| and f =
∑
|α|≤m
|fα|.
Clearly, F ≤ FB+RB on 2B. Note that (5.6) follows from the standard energy estimates. Therefore,
to derive (1.15), we only need to verify condition (5.5) for any 2 < p < ∞. This is done by using
Lemma 5.1. Indeed,( 
2B
|RB |
q
)1/q
≤ C
( 
2B
|∇mwε|
2
)1/2
≤ C
( 
2B
|∇muε|
2
)1/2
+
( 
2B
|∇mvε|
2
)1/2
≤ C

( 
4B
|F |2
)1/2
+
∑
|α|≤m
( 
4B
|fα|2
)1/2 .
This completes the proof.
The interiorWm,p estimate in Theorem 1.3 gives the following interior Ho¨lder and L∞ estimates
by Sobolev imbedding.
Corollary 5.1. Assume that A satisfies (1.2)–(1.4) and (1.14). Let uε ∈ H
m(2B;Rn) be a weak
solution to
Lεuε =
∑
|α|≤m
Dαfα in 2B,
where B = B(x0, r) and f
α ∈ Lp(2B;Rn) for some p > d. Then
|∇m−1uε(x)−∇
m−1uε(y)| ≤
C
rm−1
(
|x− y|
r
)θ
( 
2B
|uε|
2
)1/2
+
∑
|α|≤m
r2m−|α|
( 
2B
|fα|p
)1/p ,
(5.8)
‖∇kuε‖L∞(B) ≤ Cr
−k

( 
2B
|uε|
2
)1/2
+
∑
|α|≤m
r2m−|α|
( 
2B
|fα|p
)1/p , (5.9)
where 0 ≤ k ≤ m− 1, θ = 1− dp , and C depends only on d, m, n, p, µ and ̺(t) in (1.14).
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Proof. By Sobolev imbedding it follows that for p > d,
|∇m−1uε(x)−∇
m−1uε(y)| ≤ C
(
|x− y|
r
)θ
r1−m
{
rm
( 
B
|∇muε|
p
)1/p
+
( 
B
|uε|
2
)1/2}
for any x, y ∈ B. This, together with (1.15), gives (5.8). Note that (5.9) is a simple consequence of
(5.8).
6 Asymptotic expansions of fundamental solutions
Let uε ∈ H
m(B(x0, R)) be a weak solution of Lε(uε) = 0 in B(x0, R). Assume that A(y) satisfies
(1.2)–(1.4) and (1.14). It follows from Theorem 1.3 that for any 2 < p <∞,( 
B(x0,R/2)
|∇muε|
p
)1/p
≤ Cp
( 
B(x0,R)
|∇muε|
2
)1/2
, (6.1)
where Cp depends only on d, n,m, µ, p and ̺(t) in (1.14). By Ho¨lder’s inequality, this gives( 
B(x0,r)
|∇muε|
2
)1/2
≤ Cσ
( r
R
)−σ ( 
B(x0,R)
|∇muε|
2
)1/2
(6.2)
for any 0 < r < R and for any σ ∈ (0, 1). Since A∗ satisfies the same conditions as A, estimate (6.2)
also holds for solutions of L∗ε(uε) = 0 in B(x0, R). As a consequence, the matrix of fundamental
solutions Γε,A(x, y) for Lε in R
d, with pole at y, exists and satisfies the estimates
|Γε,A(x, y)| ≤ C|x− y|2m−d, (6.3)
|∇kxΓ
ε,A(x, y)|+ |∇kyΓ
ε,A(x, y)| ≤ C|x− y|2m−k−d, (6.4)
for any x, y ∈ Rd, x 6= y and for any 1 ≤ k ≤ m− 1, where C depends only on d, n, m, µ, and ̺(t)
(see [3, 8]). If A(y) satisfies (1.2)–(1.4) and (1.12), then for any x, y ∈ Rd, x 6= y,
|∇mx Γ
ε,A(x, y)|+ |∇my Γ
ε,A(x, y)| ≤ C|x− y|m−d, (6.5)
|∇kx∇
ℓ
yΓ
ε,A(x, y)| ≤ C|x− y|2m−ℓ−k−d for any 1 ≤ ℓ, k ≤ m, (6.6)
where C depends only on d, n,m, µ,Λ0 and τ0. This follows readily from (6.3) by Theorem 1.2,
as in the case of second-order elliptic systems [7, 23]. In (6.3)-(6.6) and hereafter we assume that
2 ≤ 2m < d.
In the rest of this section we investigate the asymptotic behavior of Γε,A(x, y) and give the proof
of Theorem 1.4.
Lemma 6.1. Assume that A(y) satisfies (1.2)–(1.4) and (1.14). Let uε ∈ H
m(2B;Rn) and u0 ∈
C2m(2B;Rn) such that Lε(uε) = L0(u0) in 2B for B = B(x0, 1). Then for any 0 ≤ ℓ ≤ m− 1,
‖∇ℓuε −∇
ℓu0‖L∞(B)
≤ C
{ 
2B
|uε − u0|
2
}1/2
+ C
∑
1≤k≤m
εk‖∇m+ku0‖L∞(2B) + C
∑
0≤k≤l
εm−k‖∇m+ℓ−ku0‖L∞(2B),
(6.7)
where C depends only on d, n,m, µ and ̺(t).
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Proof. By translation we only need to consider the case x0 = 0. Set
wε = uε − u0 − ε
m
∑
|γ|=m
χγ(
x
ε
)Dγu0. (6.8)
Using Lemma 2.1, we deduce by direct computations that
Lε(wε) = (−1)
m+1
∑
|α|=m
Dα
 ∑
|β|=|γ|=m
∑
ζ+η=β,|ζ|≤m−1
C(ζ, η)εm−|ζ|Aαβ(
x
ε
)(Dζχγ)(
x
ε
)Dη+γu0

+ (−1)m
∑
|α|=m
Dα
 ∑
|β|=|γ|=m
∑
ζ′+η′=γ,|ζ′|≤m−1
C(ζ ′, η′)εm−|ζ
′|(Dζ
′
Bγαβ)(
x
ε
)Dη
′+βu0
 .
(6.9)
In view of (5.9) in Corollary 5.1, we know that under the conditions of Lemma 6.1, |∇kχγ | and
|∇kBγαβ | are bounded for 0 ≤ k ≤ m−1. We thus derive from (6.9) and (5.9) that for 0 ≤ ℓ ≤ m−1,
‖∇ℓwε‖L∞(B) ≤ C

( 
2B
|wε|
2
)1/2
+
∑
1≤k≤m
εk‖∇m+ku0‖L∞(2B)
 . (6.10)
Taking (6.8) into consideration, (6.7) follows easily from (6.10).
Lemma 6.2. Assume that A(y) satisfies (1.2)–(1.4) and (1.12). Let uε ∈ H
m(4B;Rn), u0 ∈
C2m,θ(4B,Rn) such that Lεuε = L0u0 in 4B for B = B(x0, 1) and x0 ∈ R
d. Then for 0 < ε < 1
and any multi-index α′ with |α′| = m, we have
‖Dα
′
uε −D
α′u0−
∑
|γ|=m
(Dα
′
χγ)(x/ε)Dγu0‖L∞(B)
≤ C
{ 
4B
|uε − u0|
2
}1/2
+ Cε(ln ε−1 + 1)‖u0‖C2m,θ(4B). (6.11)
Proof. Let φ ∈ C∞c (3B) with φ = 1 in 2B and |∇
kφ| ≤ C for 1 ≤ k ≤ 2m, and let wε be defined as
(6.8). We only need to verify that ‖∇mwε‖L∞(B) is bounded by the RHS of (6.11). Through direct
computations, we have
Lε(wεφ) = (Lεwε)φ+ (−1)
m
∑
|α|=|β|=m
∑
ζ+η=α,|η|≥1
C(ζ, η)Dζ
[
Aαβ(
x
ε
)Dβwε
]
Dηφ
+ (−1)m
∑
|α|=|β|=m
∑
ζ+η=β,|η|≥1
C(ζ, η)Dα
[
Aαβ(
x
ε
)DζwεD
ηφ
]
,
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which, together with (6.9), implies that for any x ∈ B,
wεi(x) = −
∑
|α|=m
ˆ
3B
Dαy
[
Γε,Aij (x, y)φ(y)
]
Υαj (y)dy −
∑
|α|=m
ˆ
3B
Dαy
[
Γε,Aij (x, y)φ(y)
]
Υ˜αj (y)dy
+
∑
|α|=|β|=m
∑
ζ+η=α,|η|≥1
(−1)m+|ζ|C(ζ, η)
ˆ
3B
DζyΓ
ε,A
ij (x, y)A
αβ
jk (
y
ε
)Dβywεk(y)D
η
yφ(y)dy
+
∑
|α|=|β|=m
∑
ζ+η=β,|η|≥1
C(ζ, η)
ˆ
3B
Dαy Γ
ε,A
ij (x, y)A
αβ
jk (
y
ε
)Dζywεk(y)D
η
yφ(y)dy
.
= I1(x) + I2(x) + I3(x) + I4(x), (6.12)
where Υ(y) = (Υαj (y)), Υ˜(y) = (Υ˜
α
j (y)) with
Υαj (y) =
∑
|β|=|γ|=m
∑
ζ+η=β,|η|≥1
C(ζ, η)εm−|ζ|Aαβjk (
y
ε
)(Dζyχ
γ
kl)(
y
ε
)Dη+γy u0l(y),
Υ˜αj (y) =
∑
|β|=|γ|=m
∑
ζ+η=γ,|η|≥1
C(ζ, η)εm−|ζ|(DζyB
γαβ
jk )(
y
ε
)Dη+βy u0k(y).
Note that ˆ
3B
Dαy
[
Γε,Aij (x, y)φ(y)
]
Υαj (x)dy ≡ 0.
Hence for any multi-index α′ with |α′| = m, we have
Dα
′
x I1(x) =
∑
|α|=m
ˆ
3B
Dα
′
x D
α
y
[
Γε,Aij (x, y)φ(y)
] [
Υαj (y)−Υ
α
j (x)
]
dy
=
∑
|α|=m
ˆ
3B
Dα
′
x D
α
y Γ
ε,A
ij (x, y)φ(y)
[
Υαj (y)−Υ
α
j (x)
]
dy
+
∑
|α|=m
∑
ζ+η=α,|η|≥1
C(ζ, η)
ˆ
3B
Dα
′
x D
ζ
yΓ
ε,A
ij (x, y)D
η
yφ(y)
[
Υαj (y)−Υ
α
j (x)
]
dy
.
= I11 + I12. (6.13)
In view of (6.6), we have
|I11| ≤ C
ˆ
B(x,ε)
|Υ(x)−Υ(y)|
|x− y|d
dy + C
ˆ
3B\B(x,ε)
|Υ(x)−Υ(y)|
|x− y|d
dy
≤ C
ˆ
B(x,ε)
|Υ(x)−Υ(y)|
|x− y|d
dy + C ln(ε−1)‖Υ‖L∞(3B)
≤ Cε(ln ε−1 + 1)‖u0‖C2m,θ(4B), (6.14)
where for the last inequality, we have used the fact that
‖Υ‖C0,θ(4B) ≤ C
∑
0≤k≤m−1
εm−k‖∇2m−ku0‖C0,θ(4B) + C
∑
0≤k≤m−1
εm−k−θ‖∇2m−ku0‖L∞(4B),
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and
‖Υ‖L∞(3B) ≤ C
∑
0≤k≤m−1
εm−k‖∇2m−ku0‖L∞(4B). (6.15)
By (6.6) and (6.15), it is easy to derive that
|I12| ≤ Cε‖u0‖C2m,θ(4B).
This, combined with (6.13) and (6.14), implies that
|∇mI1(x)| ≤ Cε(ln ε
−1 + 1)‖u0‖C2m,θ(4B) for any x ∈ B. (6.16)
In a similar way, we can show that
|∇mI2(x)| ≤ Cε(ln ε
−1 + 1)‖u0‖C2m,θ(4B) for any x ∈ B. (6.17)
Finally, we turn to the estimates of ∇mI3(x) +∇
mI4(x). Using (6.5) and (6.6), we have
|∇mI3(x) +∇
mI4(x)| ≤ C
∑
0≤k≤m
ˆ
3B
|∇kwε| ≤ C
∑
0≤k≤m
{ˆ
3B
|∇kwε|
2
}1/2
.
From (6.9) and Caccioppoli’s inequality (2.8), we then deduce that
|∇mI3(x) +∇
mI4(x)| ≤C
{ 
4B
|uε − u0|
2
}1/2
+ Cεm‖∇mu0‖L∞(4B)
+ C
∑
0≤k≤m−1
εm−k‖∇2m−ku0‖L∞(4B),
which, combined with (6.12), (6.16) and (6.17), implies (6.11).
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. Fix x0, y0 ∈ R
d and set R = 18 |x0 − y0|. We only need to consider the
case for 0 < ε < R. For otherwise, the desired estimates follow directly from (6.3)-(6.6). Moreover,
by rescaling we observe that
Γε,A(x, y) = r2m−dΓ
ε
r
,A(r−1x, r−1y). (6.18)
Therefore, we may assume that R = 1.
Now for F ∈ C∞c (R
d;Rn) with support in B(y0, 1), set
uε(x) =
ˆ
Rd
Γε,A(x, y)F (y)dy, u0(x) =
ˆ
Rd
Γ0,A(x, y)F (y)dy,
and define wε as (6.8). Since L0u0 = 0 in B(x0, 4), we see that for any k ≥ 0,
‖∇m+ku0‖L∞(B(x0,2)) ≤ C‖∇
mu0‖L2(B(x0,4)) ≤ C‖∇
mu0‖L2(Rd). (6.19)
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On the other hand, since Lεuε = L0u0 = 0 in B(x0, 4), we deduce from Lemma 6.1 that,
‖uε − u0‖L∞(B(x0,1))
≤ C
{ˆ
B(x0,2)
|uε − u0|
2
}1/2
+ C
∑
1≤k≤m
εk‖∇m+ku0‖L∞(B(x0,2)) + Cε
m‖∇mu0‖L∞(B(x0,2))
≤ C
{ˆ
B(x0,2)
|wε|
2
}1/2
+ Cεm‖∇mu0‖L2(B(x0,2)) + C
∑
1≤k≤m
εk‖∇mu0‖L2(Rd)
≤ C‖∇mwε‖L2(Rd) + Cε‖∇
mu0‖L2(Rd), (6.20)
where we have used Ho¨lder’s inequality and Sobolev imbedding for the third inequality. Thanks to
(6.9), we have
‖∇mwε‖L2(Rd) ≤ C
∑
1≤k≤m
εk‖∇m+ku0‖L2(Rd),
which, together with (6.20) implies that
‖uε − u0‖L∞(B(x0,1)) ≤ C
∑
1≤k≤m
εk‖∇m+ku0‖L2(Rd) + Cε‖∇
mu0‖L2(Rd). (6.21)
It follows by the classical Caldero´n-Zygmund estimates and the fractional integral estimates (see
e.g. [36] Chapters II, V) that
‖∇2mu0‖Lp(Rd) ≤ Cp‖F‖Lp(Rd) for 1 < p <∞,
‖∇su0‖Lq(Rd) ≤ Cp‖F‖Lp(Rd) for 1 < p <
d
2m− s
and
1
q
=
1
p
−
2m− s
d
.
Therefore, we deduce from (6.21) that
|uε(x0)− u0(x0)| ≤ ‖uε − u0‖L∞(B(x0,1)) ≤ Cε‖F‖L2(B(y0,1)).
Standard duality arguments then lead to
‖Γε,A(x0, y)− Γ
0,A(x0, y)‖L2(B(y0,1)) ≤ Cε.
Since
L∗εΓ
ε,A(x0, y) = L
∗
0Γ
0,A(x0, y) = 0 in B(y0, 4),
in view of Lemma 6.1, we obtain that, for 0 ≤ |ζ| ≤ m− 1,
‖DζyΓ
ε,A(x0, y)−D
ζ
yΓ
0,A(x0, y)‖L∞(B(y0, 12 ))
≤ C‖Γε,A(x0, y)− Γ
0,A(x0, y)‖L2(B(y0,1)) + C
∑
1≤k≤m
εk‖∇m+ky Γ
0,A(x0, y)‖L∞(B(y0,1))
+ C
∑
1≤k≤|ζ|
εm−k‖∇m+|ζ|−ky Γ
0,A(x0, y)‖L∞(B(y0,1))
≤ Cε,
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which implies (1.16) through simple rescaling (see (6.18)).
Let us now prove (1.17). Note that
LεΓ
ε,A(x, y0) = L0Γ
0,A(x, y0) = 0 in B(x0, 4),
and Γ0,A(x, y0) is smooth with
‖Γ0,A(x, y0)‖C2m,θ(B(x0,4)) ≤ C.
We thus deduce from Lemma 6.2 and (1.16) that, for any multi-index ξ with |ξ| = m,
‖DξxΓ
ε,A(x, y0)−D
ξ
xΓ
0,A(x, y0)−
∑
|γ|=m
(Dξxχ
γ)(x/ε)DγxΓ
0,A(x, y0)‖L∞(B(x0,1)) ≤ Cε(ln ε
−1 + 1),
which implies especially that
|DξxΓ
ε,A(x0, y0)−D
ξ
xΓ
0,A(x0, y0)−
∑
|γ|=m
(Dξxχ
γ)(x0/ε)D
γ
xΓ
0,A(x0, y0)| ≤ Cε(ln ε
−1 + 1), (6.22)
where C depends only on d, n,m, µ,Λ0, and τ0. For the general case (1.17), we can deduce form
(6.18) and (6.22) immediately by rescaling.
Finally, let us prove (1.18) and (1.19). Using
Γε,Ajk (x, y) = Γ
ε,A∗
kj (y, x), (6.23)
we may deduce from (1.17) that for any multi-index ξ with |ξ| = m,
|DξyΓ
ε,A(x0, y0)−D
ξ
yΓ
0,A(x0, y0)−
∑
|γ|=m
(Dξyχ
∗γ)(y0/ε)D
γ
yΓ
0,A(x0, y0)| ≤ Cε ln(ε
−1 + 1). (6.24)
Writing in a more precise way, (1.17) and (6.24) (after rescaling) read as∣∣∣DξxΓε,Aij (x, y)− ∑
|γ|=m
Dξx
{
1
γ!
δikx
γ − εmχγik(x/ε)
}
DγxΓ
0,A
kj (x, y)
∣∣∣ ≤ Cε ln(ε−1|x− y|+ 1)
|x− y|d+1−m
,
∣∣∣DξyΓε,Aij (x, y)− ∑
|γ|=m
DγyΓ
0,A
ik (x, y)D
ξ
y
{
1
γ!
δkjy
γ − εmχ∗γjk(y/ε)
} ∣∣∣ ≤ Cε ln(ε−1|x− y|+ 1)
|x− y|d+1−m
, (6.25)
for x, y ∈ Rd, x 6= y. For |ξ| = |γ| = m, x ∈ B(x0, 4), we set
uεi(x) = D
ξ
yΓ
ε,A
ij (x, y0) and u0(x) =
∑
|γ|=m
DγyΓ
0,A
ik (x, y0)D
ξ
y
{
1
γ!
δkjy
γ − εmχ∗γjk(y0/ε)
}
,
where δkj is the Kronecker function. It follows from (6.25) that
‖uε − u0‖L∞(B(x0,1)) ≤ Cε ln(ε
−1 + 1).
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Note that u0 ∈ C
2m,θ(2B). Hence Lemma 6.1 implies that for 0 ≤ |ζ| ≤ m− 1,
‖DζxD
ξ
yΓ
ε,A
ij (x, y0)−
∑
|γ|=m
DζxD
γ
yΓ
0,A
ik (x, y0)D
ξ
y
{
1
γ!
δkjy
γ − εmχ∗γjk(
y0
ε
)
}
‖L∞(B(x0,1))
≤ Cε ln(ε−1 + 1). (6.26)
Furthermore, by Lemma 6.2 we obtain that for |ξ| = |η| = m,
‖DηxD
ξ
yΓ
ε,A
ij (x, y0)−Θ
η,ξ
ij (x, y0)‖L∞(B(x0,1)) ≤ Cε ln(ε
−1 + 1), (6.27)
where
Θη,ξij (x, y0) =
∑
|σ|=m
∑
|γ|=m
Dηx
{
δik
σ!
xσ − εmχσik(x/ε)
}
DσxD
γ
yΓ
0,A
kl (x, y0)D
ξ
y
{
δjl
γ!
yγ − εmχ∗γjl (y0/ε)
}
.
Thanks to (6.18), we obtain (1.18) and (1.19) from (6.26) and (6.27) respectively by rescaling.
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