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a b s t r a c t
When a vessel is damaged, seawater floods into the damaged compartments and subsequently
influences the motion of the vessel. Furthermore, the vessel’s behaviour affects the floodwater motion.
In this paper, a Navier–Stokes (NS) solver with a free surface capturing technique, i.e., the volume of
fluid (VOF) method, was developed to numerically simulate water flooding into a damaged vessel. To
verify the developed solver, a 2-D and a 3-D dam break problems were tested. The numerical results
coincide well with the experimental results and with the published numerical results. Additionally, it
was used to solve the problems of linear and non-linear liquid sloshing in a hexahedral tank. The
numerical results are satisfactory in comparison with the experimental results and analytical solutions.
Finally, the phenomenon of water flooding into a damaged compartment of a Ro-Ro ferry was simulated
numerically. The computed results are in good agreement with the experimental data.
& 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In light of the tragic accidents involving the Herald of Free
Enterprise and Estonia, vessel designers and safety authorities
have recognised that a clear understanding of the dynamic
behaviour of the damaged vessel and the water flooding process
is essential to establish proper life-saving measures and evacua-
tion procedures. During the flooding process, the vessel’s motion
impacts water flooding and water sloshing in the compartment,
and conversely, liquid loads due to water sloshing in the
compartment will also influence vessel motion. A model test
cannot tackle this complex problem efficiently and economically;
numerical simulation of the coupled motion of vessel and
floodwater may be a viable alternative approach. Because of the
complexity of free surface motion in the compartment, modelling
floodwater motion is both critical and challenging in the
numerical simulation.
The conventional hydraulic model has been widely used to
calculate the floodwater dynamics in previous studies (Vassalos
and Letizia, 1998; Santos et al., 2002; Palazzi and De Kat, 2004;
Lee et al., 2007, Santos and Guedes Soares, 2009). The inflow and
outflow of water through the damaged opening is determined by
the modified empirical Bernoulli’s equation. The motion of
floodwater inside the compartment is ignored, and its free surface
is assumed to be horizontal. An improved model of internal water
motion was proposed by Papanikolaou et al. (2000), in which the
internal water is considered to be a lump mass moving freely over
a specific path surface, yet the water surface is assumed to remain
flat. A more sophisticated model for calculating the internal water
dynamics uses a shallow water equation (Valanto, 2006; Santos
and Guedes Soares, 2008). Although all the approaches mentioned
above are practical and efficient to predict floodwater motion and
its impact on the vessel, there are some limitations. First, a simple
hydraulic model drives the water ingress/egress through the
opening, and thus, the transient dynamics of the flow are ignored.
Second, almost all the approaches assume the floodwater surface
in the compartment to be either horizontal or flat except for those
employing the shallow water equation. When the vessel under-
goes large-amplitude motion, these approaches lack the ability to
model the violent flows with a non-linear free surface. Third, the
aforementioned models cannot fully account for the influence of
the damaged opening geometry or the complex compartment
internal layout on the motion of floodwater. Therefore, more
effective and accurate models of floodwater motion are necessary.
During the past two decades, with improvements in the
capabilities of high-performance computers, the computational
fluid dynamics (CFD) method has developed rapidly. It has been
widely and successfully used to solve ship hydrodynamic
problems. Although CFD simulation of water flooding into a
damaged vessel is very time consuming, several publications have
discussed this approach in the past few years. Gonza´lez et al.
(2003) used the smoothed particle hydrodynamics (SPH) method
(Monaghan, 1992) to predict the dynamic behaviour of a damaged
Ro-Ro ship with a flooded vehicle deck. Skaar et al. (2006) used
the SPH method to model progressive flooding of a damaged ship
section forced to oscillate in roll and heave motion. Shen and
Vassalos (2009) applied the SPH method to the water sloshing and
flooding problems. These studies showcase the ability of the SPH
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method to model the flooding process with subsequent internal
sloshing; however, the required number of particles is large and
modelling the boundaries of the computational domain remains
problematic. Compared to the SPH method, the volume of fluid
(VOF) method, proposed by Hirt and Nichols (1981), has since
become popular for calculating free surface flows. Many studies
have confirmed that the VOF method is capable of capturing sharp
interfaces, even with large scale overturning and deforming. Some
researchers have attempted to apply the VOF method to the
damaged vessel flooding problem. Woodburn et al. (2002), Gao
et al. (2004) and Cho et al. (2006) applied a coupled model to
calculate the interactive dynamics of floodwater and damaged
vessel, where the floodwater motion is calculated using the VOF
method, and the vessel’s motion is determined from the potential
flow theory. Cho et al. (2005) and Nabavi et al. (2006) used the
VOF method to investigate the geometric effect of the damaged
opening on the motion of floodwater. Strasser et al. (2009) applied
the VOF method to simulate transient and progressive flooding of
a damaged box-shaped barge.
In this study, a numerical tool based on the CFD method was
developed to simulate water flooding into a damaged vessel. The
VOF method is used to capture the fluid interface. In order to
validate the present method, it is used to solve the dam break
problem, the tank sloshing problem and the damaged compart-
ment flooding problem. The results obtained are compared with
experimental data, analytical solutions or other published
numerical results. All computations are done on a single processor
(Pentium 4 3.0 GHz) personal computer.
2. Methodology
2.1. Governing equations
The present method considers incompressible flow involving
two different fluids (water and air). One-fluid formulation for a
two-phase flow is used. According to this model, the Navier–Stokes
(NS) and continuity equations are as follows:
@
@t
ðruÞþrUðru uÞ ¼rUðmr  uÞrPþrg ð1Þ
rUu¼ 0 ð2Þ
where u¼(u, v, w) and u, v, w are the velocity components in the
x-, y- and z-directions, respectively; r¼ar1+(1–a)r2 is the
mixture density; r1 and r2 are the density of water and air,
respectively; m¼am1+(1a)m2 is the mixture viscosity; m1 and m2
are the viscosity of water and air, respectively; a is the fluid
volume fraction, which is set to 1 in the water region, 0 in the air
region and between 0 and 1 for the interface; P is the pressure;
g¼(0, 0, g) and g is the gravitational acceleration.
The conservative form of the scalar convection equation for the
volume fraction is as follows:
@a
@t
þrUðauÞ ¼ 0 ð3Þ
In order to completely specify the mathematical model, it is
necessary to define the initial conditions as well as the boundary
conditions of the flow domain. For transient calculations the
initial velocity and density fields can be specified according to
the specific test cases. The initial pressure field is irrelevant to the
subsequent evolution of the flow field for incompressible flow
calculations, so any guess of this field would suffice in theory.
However, it is advantageous to initialise the pressure field to a
distribution consistent with the velocity and density field in order
to reduce the computational effort. The boundary conditions of
the flow domain depend on the specific test cases and will be
given in Section 3. At the time of present study it is not possible to
investigate the turbulence effect on the flows of interest because
the turbulence models have not been implemented in our
developed code. All the simulations of the current test cases are
based on the laminar flow model.
2.2. Numerical method
In the present study, an in-house code is used to numerically
solve governing Eqs. (1)–(3). The equations are discretised by the
finite volume (FV) method on a collocated grid where all the flow
properties are defined at the centre of the control volume (CV).
The details of temporal and spatial discretisation techniques
in the FV method have been fully described by Versteeg and
Malalasekera (1995); thus, the final discretised forms of Eqs. (1)–(3)
are given as follows without further proof:
ðrnþ1q unþ1q rnqunqÞ
Vq
dt þ
Xm
i ¼ 1
rnþ1fi F
nþ1
fi
unþ1fi
¼
Xm
i ¼ 1
mnþ1fi AfiUðr  uÞ
nþ1
fi

Xm
i ¼ 1
Pnþ1fi Afi þr
nþ1
q gVq ð4Þ
Xm
i ¼ 1
AfiUufi ¼ 0 ð5Þ
ðanþ1q anqÞ
Vq
dt þ
1
2
Xm
i ¼ 1
ðanþ1fi þa
n
fi ÞF
nþ1
fi
¼ 0 ð6Þ
where subscripts q and f denote values at the centre of the CV and
at the centre of the CV face, respectively; superscripts n and n+1
denote values at time level n and n+1, respectively; dt is the time
step; V is the volume of the CV; m is the number of faces of a CV;
Ff¼Af uf is the volumetric flux at the CV face and Af is the area
vector of the CV face.
Note that the Crank–Nicolson scheme is used for the temporal
discretisation of the volume fraction transport equation to avoid
introducing numerical diffusion (Ubbink, 1997). In order to be
consistent with the discretisation of the volume fraction equation,
the Crank–Nicolson scheme should also be utilized for the
temporal discretisation of the NS equations. However, the
Crank–Nicolson scheme is more expensive in terms of computer
storage because it needs both the old and the new time level’s
values of the flow properties. For a small enough time step the
variations of others flow properties such as F and u are negligible
in comparison with the larger variation of a. Therefore, the Euler
implicit scheme is applied to the temporal discretisation of the NS
equations instead and only the most recent value of F is used in
Eq. (6).
Eqs. (4)–(6) use the values of flow properties at the centre of
the CV as well as at the centres of the CV faces. For a collocated
grid arrangement, the CV centre values are used to interpolate the
values on the CV faces. The face velocity (uf) in the second term on
the left hand side of Eq. (4) is calculated using a hybrid
differencing scheme (Versteeg and Malalasekera, 1995), while
the momentum interpolation (Rhie and Chow, 1983) is used to
calculate uf in Eq. (5) and in the volumetric flux (F) to suppress
non-physical oscillations in the pressure field. The velocity
gradient in the first term on the right hand side of Eq. (4) is
calculated by the method described in Date (2005). A piecewise
linear interpolation (Panahi et al., 2006) is used to calculate the
face pressure (Pf) to eliminate the interpolation error caused by
the high density ratio of two-phase flow. In order to retain the
physical interface profile, the compressive interface capturing scheme
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for arbitrary meshes (CICSAM), which is proposed by Ubbink (1997),
is used to calculate the face volume fraction (af) in Eq. (6).
Now all the face values in Eqs. (4)–(6) can be approximated in
terms of the values at CV centres and it is possible to reformulate
the above equations in terms of these values. In order to limit the
implicit parts of the discretised equations to a CV and its nearest
neighbours, a deferred-correction approach (Xue et al., 2002) is
used. In this approach, a simplified approximation, which utilizes
only the values in the nearest neighbouring CVs, is employed to
calculate the values on the CV faces; the difference between the
simplified approximation and the full approximation mentioned
previously is computed explicitly from the values obtained in the
previous iteration and added to the source term on the right hand
side of the equation. The algebraic equation obtained ultimately
for each variable in each CV has the following general form:
aqfnþ1q þ
XNK
nb ¼ 1
anbfnþ1nb ¼ bq ð7Þ
where f denotes a general variable; a is the coefficient of the
discretised equation; b is the source term; superscript n+1
Table 1
Time steps used in the time dependence study for the 2-D dam break case.
Time step Large Medium Small
dt (s) 0.002 0.001 0.0005
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Fig. 2. Comparison of vertical water height computed with different time steps at H1.
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Fig. 3. Comparison of impact pressure computed with different time steps at P1.
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Fig. 1. A sketch of the 2-D dam break experiment (units: mm).
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denotes value at time level n+1; subscripts q and nb denote values
at the centres of CV q and its nearest neighbours, respectively; NK
is the number of the nearest neighbours of CV q. Eq. (7) is a large
sparse linear system that can be solved efficiently using iterative
methods. In this study, we employ the generalized minimal
residual method (GMRES) (Saad and Schultz, 1986) with the
preconditioner of incomplete LU factorization with threshold
(ILUT) (Saad, 1994) to solve this linear system.
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Fig. 4. Comparison of vertical water height computed with different meshes at H1.
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Fig. 5. Comparison of impact pressure computed with different meshes at P1.
Table 4
Results of grid dependence study for the 2-D dam break case.
Variable RG pG CG For 91CG9b0 For 9CG9 1
UG (%) dG (%) UG (%)
Water height 0.66 1.18 1.22 3.90 3.31 0.60
Impact pressure 0.77 0.76 0.73 8.35 6.08 2.27
Table 3
Meshes employed in the gird dependence study for the 2-D dam break case.
Grid x z dx (m) dz (m) Total number
of elements
Coarse 11464 0.0282 0.0282 7296
Medium 16190 0.0200 0.0200 14,490
Fine 228127 0.0141 0.0141 28,956
Table 2
Results of time dependence study for the 2-D dam break case.
Variable RT pT CT For 91CT9b0 For 9CT9  1
UT (%) dT (%) UT (%)
Water height 0.46 1.12 1.18 0.48 0.42 0.0
Impact pressure 0.55 0.85 0.81 0.87 0.70 0.17
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Fig. 6. Snapshots of 2-D dam break process (tO(g/h0)¼1.66, 2.43, 4.81, 5.72, 6.17, 7.37) (Left: present computation, right: SPH computation).
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In order to calculate the pressure field and couple it to the
velocity field, the continuity equation (Eq. (5)) is transformed into
a pressure-correction equation following the SIMPLE algorithm
for collocated grids (Rhie and Chow, 1983). Although both the
Crank–Nicolson and Euler implicit schemes are unconditionally
stable irrespective of the time step, it is necessary to use a small
time step for two-phase flow calculations to retain the sharp
property of interface profile. A convection test, which is
commonly used for validation of interface capturing schemes,
was conducted by Ubbink (1997) to investigate the time
sensitivity of the CICSAM scheme. It demonstrated that the
selection of cell Courant number around 0.25 can ensure
acceptable numerical accuracy whilst making most efficient use
of available computer resources. Unless stated otherwise the time
step used in the current test cases is automatically adjusted to
keep the cell Courant number within the limit of 0.25, i.e.,
Coq ¼
Xm
i ¼ 1
max
Ffidt
Vq
,0
 
r0:25 ð8Þ
where Co is the cell Courant number of CV q; the definitions of
others symbols are identical to those in Eq. (4).
The overall procedure for solution of the governing equations
is as follows:
(a) Initialise all the variables.
(b) alculate the Courant number and adjust the time step if
necessary.
(c) Solve the NS equations for the intermediate velocity components.
(d) Solve the continuity equation for the pressure correction and
correct the volumetric flux, velocity components and pressure.
(e) Solve the volume fraction transport equation for the volume
fraction and use the computed values to update the fluid
density and viscosity.
(f) Return to step (c) and repeat until convergence of all variables.
(g) Return to step (b) and advance to the next time level until the
end of the specified time duration.
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Fig. 7. Comparison of the time history for vertical water height at H1.
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3. Numerical results
3.1. Dam break problem
First, the present method is applied to the dam break problem,
which is a starting test case to validate a numerical tool that
addresses complex free surface motion with water overturning
and wave breaking. In this study, the 2-D and 3-D dam break
problems will be solved.
3.1.1. 2-D dam break problem
A dam break flow experiment was performed in a tank
measuring 3.22 m1 m1.8 m (Zhou et al., 1999), as shown in
Fig. 12. Snapshots of 3-D dam break process (t¼0.4, 0.8, 1.2, 1.4, 2.0 s) (Left: present computation, right: model test).
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Fig. 1. After the flap is lifted, the water with an initial water height
(h0) equal to 0.6 m flows freely. The water heights and pressure
were measured using two water height probes (H1 and H2) and
one pressure gauge (P1).
The dam break problem can be considered a two-dimensional
flow problem. The no-slip wall condition, which requires the fluid
to stick to the wall, is imposed on the entire boundary. Referring
to the verification approach presented by Stern et al. (2001), we
first carry out the time and grid dependence study in the context
of this dam break problem. The variables selected for the study
are the water height at H1 and the impact pressure at P1. The
change (e) between solutions at the coarser and finer levels of
time step or grid size is defined by e¼(ffiner–fcoarser)/fr, where
ffiner and fcoarser denote the solutions at the finer and coarser
levels, respectively; fr denotes the reference quantity of variables,
which is equal to h0 for the water height and r1gh0 for the impact
pressure. For the time dependence study, three time steps
with refinement ratio of 2 as listed in Table 1 and a mesh with
uniform element arrangement (dx¼dz¼0.02 m) in the x- and
z-directions are used. It takes 1.4, 2.1 and 3.2 CPU hours to finish
2.5 s simulation with large, medium and small time step,
respectively. The comparisons of computed results are shown in
Figs. 2 and 3, where the mean change (emean) is defined by
emean ¼ ð1=nÞ
Pn
i ¼ 1 9ei9. It is apparent that the results computed
with the three time steps are nearly identical until tO(g/h0)¼6,
after which the water wave breaks and the differences between
the results become obvious. Table 2 summarizes the time
dependence study results, e.g., convergence ratio (RT), order of
accuracy (pT), correction factor (CT), simulation numerical error
(dT) and uncertainty (UT). Note that dT and UT are estimated
depending on how close CT is to 1. For CT considered as sufficiently
less than or greater than 1 and lacking confidence, UT is estimated,
but not dT. For CT considered close to 1 and having confidence,
both dT and UT are estimated. For the grid dependence study, a
time step of 0.0005 s and three meshes with refinement ratio of
O2 as listed in Table 3 are used. The element sizes (dx and dz) of
mesh are uniform in the x- and z-directions. It takes 1.2, 3.2 and
6.7 CPU hours to finish 2.5 s simulation on coarse, medium and
fine grid, respectively. The comparisons of numerical results are
shown in Figs. 4 and 5. It is apparent that the results as calculated
using different grids are in good agreement at the initial stage.
After tO(g/h0)46, the results obtained on coarser gird differ
largely from those on finer grid. The results of grid dependence
study are summarized in Table 4.
Then the computed results are compared with the experi-
mental results and with other numerical results obtained by the
SPH method (Colagrossi and Landrini, 2003). The fine grid listed in
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Table 3 is employed. Hereafter, all computations are carried out
with variable time step to keep the cell Courant number within
the limit of 0.25 (i.e., Eq. (8) is satisfied). It uses 4.2 CPU hours in
this computation. The interface profile calculated using the
present method and the SPH method are shown in Fig. 6. At the
initial stage, the flow is smooth and moves with a simple
interface. The interface profiles obtained by the two methods
are similar. After the water wave overturns and breaks, the flow
becomes violent and the interface profile differences between the
two methods are obvious. Figs. 7 and 8 compare the water
heights. It is apparent that the present results initially compare
well with the published results. However, the results obtained
from the numerical simulations and model test disagree when
tO(g/h0)46. Because of the experimental difficulties in measuring
the water level of chaotic flow and the limited information about
the experiment, further discussion of these inconsistencies is not
appropriate. A comparison of the pressure histories is shown in
Fig. 9. It is clear that the present numerical results compare well
with the experimental results. Compared to the SPH method, the
first peak appearing around tO(g/h0)¼6, which is a result of the
overturning water hitting the free surface, is better predicted by
the present method. The frequency of pressure oscillations
associated with entrapped air bubble pulsations is much higher
in the SPH computation than that in the present computation and
model test.
3.1.2. 3-D dam break problem
Another model test was performed to investigate the impact of
dam break flow on a structure (Kleefsman et al., 2005). The setup
of the test is illustrated in Fig. 10. A tank with dimensions
3.22 m1 m1 m and with an open roof was used in the
experiment. The right part of the tank was initially sealed with a
door, behind which a column of water with 0.55 m height was
placed. When the door was opened, the water flowed into the void
and impacted the box that had been placed in the tank. Water
height and pressure measurements were acquired during the
experiment. Four water height probes (H1, H2, H3 and H4) were
placed in the tank. The box was covered with eight pressure
sensors: four on the front of the box and four on the top. The
positions of the sensors are shown in Fig. 11.
In the present computation, a tank with dimensions 3.22 m
1 m1.4 m is used, which is somewhat different from the one
used in the model test. The pressure is set to be 101,325 Pa on the
top boundary of the tank. The no-slip wall condition is imposed
on the others boundaries. A mesh with uniform element
arrangement in the x-, y- and z-directions is employed. The
element sizes (dx, dy and dz) are 0.02 m. The total number of
elements in the numerical computation is 554,170.
The numerical simulation runs up to 6.0 s. It uses 183 CPU
hours in this computation. The snapshots in Fig. 12 demonstrate
the dam break process. The smaller pictures inside the snapshots
show the water in the right part of the tank. When the door is
opened, the water flows into the left part of the tank smoothly.
After the water impacts the box, the flow becomes violent and
wave breaking is observed. The chaotic water reaches the back
wall and overturns. Then, the water flows back with broken
waves. The numerical simulation reproduces the process of
complex free surface motion well in comparison with the model
test. Water height comparisons are shown in Figs. 13–15.
Although the differences between numerical results and experi-
mental results are clear, the water height trends as a function of
time are in good agreement, which indicates that the global
motion of dam break flow as predicted by the present method
agrees with the experimental results. Figs. 16 and 17 compare the
pressure histories at the front of the box. Two significant peaks
are observed in the figures. The first peak, at around 0.4 s, is a
result of the initial impact. The magnitude of the peak at P1 is well
predicted by the present method according to the experimental
data, but it is under-predicted at P3. The second peak, at around
4.8 s, results from the water hitting the box again. Generally, good
agreement between the numerical results and experimental
results are obtained. The pressure history comparison for the
3H1HH2
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x
Fig. 19. A sketch of the sloshing experiment (units: mm).
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Fig. 17. Comparison of the time history for impact pressure at P3.
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top of the box is shown in Fig. 18, which demonstrates that the
numerical results are consistent with the experimental results.
3.2. Tank sloshing problem
The proposed method can be used to solve the tank sloshing
problem. Liquid sloshing experiments in a horizontally excited
hexahedral tank have been reported elsewhere (Liu and Lin,
2008). The tank is 0.57 m long, 0.31 m wide and 0.3 m high. The
still water depth is 0.15 m. The lowest natural frequency (o0) of
liquid motion in the tank is 6.0578 s1. The tank is secured on a
shaker whose movement follows the sinusoidal function: x¼a
sin(ot). The shaking amplitude (a) is 0.005 m and the frequencies
(o) are 0.583o0 and 1.0o0, which correspond to the non-
resonance and resonance cases, respectively. The tank is equipped
with water height probes (H1, H2 and H3) to measure the
elevation of the water surface. The experimental setup is shown in
Fig. 19.
The sloshing problem can be simplified to a two-dimensional
problem. In order to examine the effect of the moving tank on the
internal liquid and to avoid treating the complicated boundary
condition on a moving wall, a body force expressed as a source
term (ao2r sin(ot)) is added to the right hand side of the
x-component NS equation. The no-slip wall condition is imposed
on the entire boundary.
A grid resolution investigation is carried out. For the non-
resonance case (o¼0.583o0), the three meshes described in
Table 5 are generated. The element size (dx) is uniform in the
x-direction, while in the z-direction, the element size (dz) varies
and more elements are distributed near the free surface. It takes
0.4, 0.9 and 2.3 CPU hours to finish 10.0 s simulation on coarse,
medium and fine grid, respectively. For the resonance case
(o¼1.0o0), the three meshes given in Table 6 are employed.
The element sizes (dx and dz) are uniform in the x- and
z-directions. It takes 0.6, 1.8 and 3.6 CPU hours to finish 7.0 s
simulation on coarse, medium and fine grid, respectively.
Comparisons of the numerical results from the three grids are
shown in Figs. 20–23. The results indicate that more elements are
needed to better capture the behaviour of water moving with
small-amplitude motion. As can be seen in Fig. 20 and in the
initial stage of Fig. 22, the numerical results obtained by the
coarse grid differ from those obtained by the medium and fine
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Fig. 21. Comparison of numerical results for free surface elevation at H2
(o¼0.583o0).
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Fig. 20. Comparison of numerical results for free surface elevation at H1
(o¼0.583o0).
Table 6
Meshes employed in the gird dependence study for the resonance sloshing case.
Grid x z dx (m) dz (m) Total number
of elements
Coarse 5760 0.010 0.005 3420
Medium 81100 0.007 0.003 8100
Fine 114150 0.005 0.002 17,100
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Fig. 22. Comparison of numerical results for free surface elevation at H1
(o¼1.0o0).
Table 5
Meshes employed in the gird dependence study for the non-resonance sloshing
case.
Grid x z dx (m) min
dz (m)
Number of
elements near
the free surface
in z-direction
Total
number of
elements
Coarse 5750 0.010 0.0010 20 2850
Medium 8170 0.007 0.0007 30 5670
Fine 11490 0.005 0.0005 40 10,260
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Fig. 28. Comparison of the time history for free surface elevation at H2
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Fig. 27. Comparison of the time history for free surface elevation at H1
(o¼1.0o0).
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Fig. 26. Comparison of the time history for free surface elevation at H3
(o¼0.583o0).
0
-0.008
-0.006
-0.004
-0.002
0.000
0.002
0.004
0.006
0.008
0.010
t (s)
η 
(m
)
Present computation
Analytical solution
Experimental result
2 4 6 8 10
Fig. 25. Comparison of the time history for free surface elevation at H2
(o¼0.583o0).
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Fig. 24. Comparison of the time history for free surface elevation at H1
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grids, while the results obtained with the two higher resolution
grids are in good agreement. In the case of large amplitude
motion, the numerical results obtained by the three grid
resolutions are nearly identical.
Our numerical results can be validated with the experimental data
and analytical solutions (Faltinsen, 1978). For the non-resonance case,
the fine grid described in Table 5 is employed. The calculated free
surface elevation is compared with other published results, as shown
in Figs. 24–26. It is apparent that the present results are in good
agreement with the published results. For the resonance case, the fine
grid described in Table 6 is employed. Figs. 27–29 show the free
surface elevation comparisons. The linear analytical solution clearly
fails to predict the behaviour of non-linear wave, i.e., the wave crest
becomes sharper and the trough becomes flatter; however, this
typical phenomenon is simulated well by the proposed method and
we see a fairly good agreement between the numerical results and
experimental data.We conclude that the proposedmethod canmodel
the non-linear sloshing motion.
3.3. Damaged compartment flooding problem
Finally, the proposed method is applied to analyse floodwater
dynamics during a damaged vessel flooding process. Cho et al.
(2005) conducted a series of model tests, shown in Fig. 30, to
study water flooding into a damaged compartment of a Ro-Ro
ferry. Two models of the damaged compartment were adopted in
their study: the actual model and the simplified model, both of
which are shown in Fig. 31. The main parameters of the model are
given in Table 7. The floating positions and attitudes of the models
were fixed in the experiments.
For the actual model of the compartment, three ventilation
holes are opened on the decks to ensure that the air in the double
bottom and generator room can escape. The holes are
0.03 m0.03 m in size, and their positions are as shown in
Fig. 32. In order to avoid significant boundaries effect on the flow
around the compartment, the computational domain is extended
to 3L on the left and right, 3B on the front and back, and 1H on the
bottom, as show in Fig. 33. The pressure is set to be 101,325 Pa on
the top boundary of the computational domain. On the left, right,
front and back boundaries of the computational domain, the
water level is set to be H+D and the hydrostatic pressure is
imposed to make the water level outside the compartment
maintain around the initial water height. The no-slip wall
boundary condition is imposed on the compartment and on the
bottom boundary of the computational domain. The meshes
employed in the computation are given in Table 8. Inside the
Fig. 31. Models of damaged compartment (Left: actual model, right: simplified model).
Fig. 30. Model test of water flooding into a damaged compartment.
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Fig. 29. Comparison of the time history for free surface elevation at H3
(o¼1.0o0).
Table 7
Main dimensions of the damaged compartment (unit: m).
Length
(L)
Breadth
(B)
Height
(H)
Draft
(D)
Engine block Damaged
length
0.55 0.515 0.186 0.132 0.271 0.132
0.118
0.17
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damaged compartment, the element size magnitudes in the x-, y-
and z-directions are 0.01 m, while outside the compartment, the
element sizes vary and become larger away from the compart-
ment with expansion factor around 1.2. Fig. 34 shows the outline
of mesh arrangement in the computational domain.
The simulations of water flooding process run up to 10.0 s. It
uses 33 CPU hours for the simplified model case and 59 CPU hours
for the actual model case. The numerical prediction of floodwater
motion in the simplified model is shown in Fig. 35. The water
floods into the damaged compartment promptly and reaches the
opposite wall in 0.43 s. Then, an overturning wave is formed and
the flow becomes violent. The flow returns to the inlet in 1.29 s.
Fig. 36 shows the floodwater motion in the actual model. Initially,
the floodwater motion in the storage room and generator room is
similar to that in the simplified model, but in the engine room, a
large amount of floodwater is blocked by the engine and
accumulates around the inlet. After 0.645 s, the floodwater
behaviour in the two models differs significantly. The z-direction
force comparisons that reflect the flow magnitude through the
opening are shown in Fig. 37. We note that water ingress into the
actual model is slower than that in the simplified model because
of the block effect of the engines. The trends of the computed
z-direction force are in good agreement with the experimental
data, which indicates that the ingress of floodwater as calculated
by the proposed method is consistent with experimental results.
4. Conclusions
A numerical tool based on the CFD method was developed to
simulate water flooding into a damaged vessel. The VOF method
was used to capture the fluid interface. In order to validate the
present method, the 2-D and 3-D dam break problems were solved
first. The numerical results agree well with the experimental data
and published numerical results in dam break cases. Then, the
method was applied to both the non-resonance and resonance
liquid sloshing problems. In the non-resonance test, the numerical
results are in good agreement with the analytical solutions and
experimental results. In the resonance test, the numerical results
performed better than the linear analytical solutions, which failed
to predict the non-linear sloshing motion. Fairly good agreement
between the numerical results and experimental results was
obtained. Finally, the proposed method was used to simulate
Y
Z
X
Fig. 34. A sketch of mesh arrangement in the computational domain.
Table 8
Meshes employed for the compartment flooding cases.
Model Number of
elements in
region 1
Number of
elements in
region 2
Total number
of elements
Simplified model 51,408 175,728 227,136
Actual model 44,871 180,120 224,991
Fig. 33. Computational domain of compartment flooding.
Fig. 32. Ventilation holes on the decks of the actual model.
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Fig. 36. Snapshots of floodwater in the actual model (t¼0.215, 0.43, 0.645, 0.86, 1.075, 1.29 s).
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Fig. 37. Comparison of the time history for z-direction force (Left: simplified model, right: actual model).
Fig. 35. Snapshots of floodwater in the simplified model (t¼0.215, 0.43, 0.645, 0.86, 1.075, 1.29 s).
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water flooding into a damaged compartment of a Ro-Ro ferry.
The numerical results were validated with experimental measure-
ments. The results confirm that the proposed method can be used
to predict floodwater motion and analyse its impact forces on the
damaged vessel in the flooding process.
Future work will be carried out to investigate the geometric
effect of the damaged opening on floodwater dynamics. Moreover,
the proposed method will be extended to predict the coupled
motion of floodwater and damaged vessel by employing the
techniques of moving boundary and dynamic mesh.
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