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Functional differentiability in time-dependent quantum mechanics
Markus Penz1, a) and Michael Ruggenthaler1, b)
Institut fu¨r Theoretische Physik, Universita¨t Innsbruck, 6020 Innsbruck, Austria
In this work we investigate the functional differentiability of the time-dependent many-body wave function
and of derived quantities with respect to time-dependent potentials. For properly chosen Banach spaces of
potentials and wave functions Fre´chet differentiability is proven. From this follows an estimate for the differ-
ence of two solutions to the time-dependent Schro¨dinger equation that evolve under the influence of different
potentials. Such results can be applied directly to the one-particle density and to bounded operators, and
present a rigorous formulation of non-equilibrium linear-response theory where the usual Lehmann represen-
tation of the linear-response kernel is not valid. Further, the Fre´chet differentiability of the wave function
provides a new route towards proving basic properties of time-dependent density-functional theory.
PACS numbers: 02.30.Xx, 03.65.Db, 31.15.ee
I. INTRODUCTION
Time-dependent quantum mechanics allows us to pre-
dict the dynamics of multi-electron systems, such as
molecules and atoms. By solving the time-dependent
Schro¨dinger equation we determine the interacting many-
electron wave function, which in turn determines all
physical observables. Since a straightforward solution of
the interacting Schro¨dinger equation for realistic quan-
tum systems is usually not feasible numerically, one is
bound to perform approximate calculations in computa-
tional chemistry. A prerequisite that such approximation
schemes allow reasonable predictions is that already the
dynamics of the original fully interacting multi-electron
problem are not too sensitive to slight differences in the
external field or interaction. For instance, the dynam-
ics of a molecule subject to an external laser pulse is
usually determined by adopting a dipole approximation
instead of a coupling to the full vector potential of the
laser pulse. In other words, small changes or inaccura-
cies in the external potential that drive a quantum sys-
tem should not have huge effects on the dynamics of that
system. It would thus be desirable to give an estimate
on how much two solutions differ with respect to the dif-
ference of their respective external potentials and inter-
actions. An example for such different interaction terms
stems from QED. In Coulomb gauge one can see that any
interaction between particles due to a longitudinal charge
current is described by the Coulomb interaction, while
any interaction due to a transversal current is mediated
via the (transversal) photons1. Hence the interaction be-
tween the electrons differs whether we have a transver-
sal current in the quantum system or not2. Provided
we can show that the solution to the time-dependent
Schro¨dinger equation has a smooth linear response due to
variations in the external potential or interaction, which
in the framework of Banach spaces presented here is a
so called Fre´chet derivative, we can derive such an esti-
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mate with the help of the fundamental theorem of cal-
culus on Banach spaces. Hence we are interested in the
functional differentiability of the time-dependent wave
function with respect to time-dependent perturbations,
i.e., non-equilibrium linear-response theory. We point
out that we consider explicitly time-dependent systems,
such that the usual linear-response formalism in terms of
the Lehmann representation3,4 is in general not applica-
ble. This has to do with the fact that the evolution oper-
ator of an explicitly time-dependent Hamiltonian cannot
be expressed by a simple spectral representation.
Also for approximation schemes used in quantum
mechanics, functional differentiability is of central
importance. For instance, in density-functional theory
(DFT)5,6 and the associated Kohn-Sham construction,
functional differentiability of certain energy functionals
with respect to the one-particle density is vital7–12.
Functional differentiability in the time-dependent exten-
sion of DFT, so-called time-dependent density-functional
theory (TDDFT)13,14, is employed to extend the validity
of the theory beyond its usual standard formulation in
terms of Taylor-expandable external potentials15 and to
avoid the very strong restriction of Taylor-expandable
densities in the construction of a Kohn-Sham system16,17.
This is achieved by using density-response theory18 or
directly the functional differentiability of an observable
that describes the internal-force density19,20. In the first
case the considerations are restricted to the perturba-
tion of time-independent problems. To use a similar
approach for explicitly time-dependent systems one
needs a well-defined non-equilibrium density-response
theory. In the second approach Fre´chet differentiability
of the internal-force density is already assumed and
still needs to be justified mathematically. Therefore,
functional differentiability of the wave function is of
central importance also within TDDFT.
In this work we will present such rigorous results on
the functional differentiability of solutions to the time-
dependent Schro¨dinger equation and provide similar re-
sults for the density and bounded operators. Since the
Schro¨dinger Hamiltonian does not depend on spin we dis-
regard the spin degrees in the many-electron wave func-
2tion in this work. How the spin-dependent wave function
can be constructed from the spin-independent ones is dis-
cussed in detail in the books of McWeeny21 andWilson22.
We therefore consider the Cauchy problem for the time-
dependent Schro¨dinger equation (TDSE) on the Hilbert
space H = L2(Rn,C) of quantum states equipped with
the scalar product 〈·, ·〉. The dimensionality of the con-
figuration space is usually n = 3N with N the number
of particles and we only consider a finite time interval
[0, T ] and a time-dependent, possibly unbounded scalar
potential v : [0, T ] × Rn → R. Note that v can contain
(possibly time-dependent N -body) interaction terms too.
The Hamiltonian governing the dynamics of the system
is then H [v] = H0 + v = −∆ + v, where ∆ is the n-
dimensional Laplacian, and the Cauchy problem is stated
as follows.
i∂tψ = H [v]ψ
ψ(0) = ψ0 ∈ H
}
(1)
However, if we want to find a unique solution to the
above Cauchy problem, not every wave function is a valid
initial state, since the Schro¨dinger Hamiltonian H [v] is
an unbounded, self-adjoint operator on H (and hence is
not defined on all of H by the Hellinger-Toeplitz theo-
rem). To overcome this restriction and to allow for every
ψ0 ∈ H we derive a generalized version of (1). We intro-
duce the H0-interaction picture as the unitary transfor-
mation ψ(t) = U0(t)ψˆ(t) with the one-parameter unitary
group U0(t) = exp(−itH0) = exp(it∆). Put into (1) and
integrated over time this leaves us with an integral equa-
tion of Volterra type that when transformed back we call
the “mild” Schro¨dinger equation.
ψ([v], t) = U([v], t, 0)ψ0
= U0(t)ψ0 − i
∫ t
0
U0(t− s)v(s)ψ([v], s) ds
(2)
The unique solution to this problem for given v and
ψ0, if existent, we call the quantum trajectory ψ[v] :
[0, T ] × Rn → C in the Schro¨dinger picture. We follow
closely the work of Yajima23 for existence and unique-
ness of such “mild” solutions to (2) considering a Banach
space V of possible potentials. We then consider how a
slight variations of v in the direction w would alter this
result, i.e. forming the directional derivative
δψ[v;w] = lim
λ→0
1
λ
(
ψ[v + λw] − ψ[v]
)
(3)
where the limit is taken with respect to the norm of an
appropriate Banach space X of quantum trajectories. If
this yields a linear, bounded map δψ[v; ·] ∈ B(V,X) it is
called the Gaˆteaux derivative at point v. If it is further
defined at all points v of an open subset U ⊂ V and
v 7→ δψ[v; ·] is a continuous mapping U → B(V,X) then
the Gaˆteaux derivative equals the Fre´chet derivative and
we write ψ ∈ C1(U,X). In the Fre´chet case the limit
in (3) holds uniformly for every kind of path within U
towards zero.
All the quantum trajectories we consider in this work
are within the set C0([0, T ],H) of continuous maps
from the time interval to the Hilbert space of quantum
states. It will be equipped with the norm ‖ϕ‖2,∞ =
supt∈[0,T ] ‖ϕ(t)‖2 to make it a Banach space (it is closed
because the supremum norm implies uniform convergence
on the compact time interval). The main result of this
work is now to show that the definitions of V and X
following Yajima23 are sufficient to make ψ[v] Fre´chet
differentiable. To show this we have to carefully inves-
tigate Schro¨dinger dynamics subject to time-dependent
potentials. To this end and in order to be self-contained
we first start by revisiting the mathematical approach to
the TDSE developed by Yajima. The important special
case of singular Coulombic potentials is discussed in a
separate section. After the proof of the main theorem
we present its application to linear response theory and
TDDFT by deriving estimates for the variation of ex-
pectation values of bounded self-adjoint operators and
of the one-particle density. While the first result leads
to the well-known non-equilibrium version of Kubo’s
formula, the second application puts non-equilibrium
density-response theory4 on rigorous grounds. Finally
we discuss implications of our results for TDDFT.
II. REVIEW OF SCHRO¨DINGER DYNAMICS WITH
TIME-DEPENDENT POTENTIALS
We start by giving a review of uniqueness and existence
results for the TDSE based on the work of Yajima23. To
this end we first define Lebesgue-spaces Lq,θ over [0, T ]×
Rn as the set of functions with finite norm
‖ϕ‖q,θ =
(∫ T
0
(∫
Rn
|ϕ(t, x)|q dx
)θ/q
dt
)1/θ
<∞
modulo the null set {ϕ : ‖ϕ‖q,θ = 0}. The first super-
script q denotes the Lq space in spatial coordinates and
θ the Lθ space over the (finite) time interval. Latin char-
acters are always used for the space part and Greek ones
for time. The special cases q or θ = ∞ are possible and
defined in the usual way with the supremum (uniform)
norm in time and the essential supremum norm in space.
Such Lebesgue-spaces are the building blocks of the Ba-
nach spaces of quantum trajectories and corresponding
potentials.
Definition 1 (Banach spaces of quantum trajecto-
ries) Let the principal indices for the Banach space X be
2 ≤ q ≤ ∞ and 2 < θ ≤ ∞ with their dual exponents
q′ = q/(q − 1), θ′ = θ/(θ − 1) and therefore fulfilling
1 ≤ q′ ≤ 2 and 1 ≤ θ′ < 2 as well as the typical Ho¨lder
relations 1/q+1/q′ = 1 and 1/θ+1/θ′ = 1. The assumed
relation between those indices is 2/θ = n(1/2−1/q) which
implies q < 2n/(n − 2) for n ≥ 3. We define X and its
3topological dual X′ by
X = C0([0, T ],H) ∩ Lq,θ,
X
′ = L2,1 + Lq
′,θ′ .
The special relation between the exponents q, θ of this
Banach space is called Schro¨dinger-admissible. In the
paper by D’Ancona et al.24 the scope is widened slightly
to θ ≥ 2 with the choice (n, θ, q) = (2, 2,∞) ruled out.
The norms of X and X′ are
‖ϕ‖X =‖ϕ‖2,∞ + ‖ϕ‖q,θ,
‖ϕ‖X′ = inf{‖ϕ1‖2,1 + ‖ϕ2‖q′,θ′ : ϕ1 ∈ L
2,1, ϕ2 ∈ L
q′,θ′ ,
ϕ = ϕ1 + ϕ2}.
Those two spaces are related as duals by the space-time
scalar product 〈〈·, ·〉〉 defined by
〈〈ϕ, ψ〉〉 =
∫ T
0
∫
Rn
ϕ(t, x)ψ(t, x) dxdt.
Firstly, we consider freely evolving trajectories given by
application of the free evolution operator belonging to
the Cauchy problem (1) with v = 0, i.e., a mapping from
initial states to trajectories.
U0 : H −→ X
ψ0 7−→ U0ψ0 = (t 7→ U0(t)ψ0).
(4)
To guarantee them lying within the space X we rely on
an inequality in its original form due to Strichartz25 con-
sidering the wave equation but a version for solutions to
the free Schro¨dinger equation is also available26,27.
Theorem 1 (Strichartz inequality) Let the exponents
q, θ be like in Definition 1 then there exists a constant C0
such that for every ψ0 ∈ H it holds
‖U0ψ0‖q,θ ≤ C0‖ψ0‖2.
Combined with the unitarity of U0(t) we easily get the
desired inequality that shows the stability of the free evo-
lution within X.
‖U0ψ0‖X ≤ (1 + C0)‖ψ0‖2. (5)
The spaces of trajectories will now be accompanied by the
corresponding Banach spaces for potentials that guaran-
tee stability in X also for non-free evolution operators.
Definition 2 (Banach spaces of potentials) Related
to X we define V demanding of its indices p ≥ 1, α ≥
1, β > 1 that 0 ≤ 1/α < 1− 2/θ and 1/p = 1− 2/q.
V = Lp,α + L∞,β
The condition on p actually guarantees finite potential
energy at almost all times for v(t) ∈ Lp and a state
ψ(t) ∈ Lq thus n(t) ∈ Lq/2 because 1/p+2/q = 1 means
v(t)n(t) ∈ L1. Note that because of the condition on q
in Definition 1 this set of inequalities demands p > n2 for
n ≥ 3 therefore demanding p→∞ for very large particle
numbers which rules out Coulombic singular potentials
as will be discussed in Section III. Further we note that
the Banach space of potentials V includes potentials
depending on more than two particle coordinates and
potentials without special symmetry conditions thus
acting differently on different particles (destroying any
assumed Bose or Fermi symmetry).
The spaces X,X′, and V are linked in the following
lemma, a slightly generalised form of the Ho¨lder inequal-
ity, taken from Yajima23 (Lemma 2.3).
Lemma 1 A multiplication operator v ∈ V is a bounded
operator X→ X′ and fulfils
‖vϕ‖X′ ≤ T
∗‖v‖V‖ϕ‖X
with
T ∗ = max{T 1−1/β, T 1−2/θ−1/α} (6)
monotonously increasing in T .
Proof. We remember the partitioning v = v1 + v2 with
v1 ∈ L
p,α, v2 ∈ L
∞,β given by the norm of V and use
Ho¨lder’s inequality for each part of vϕ = v1ϕ + v2ϕ. To
get the final result we need to change the time indices
of the norms to bigger values which is possible with the
simple relation (for arbitrary m, γ, ρ and ρ > γ using
Ho¨lder):
‖f‖m,γ = ‖1 · f‖m,γ
≤ ‖1‖∞,γρ/(ρ−γ)‖f‖m,ρ
= T 1/γ−1/ρ‖f‖m,ρ.
For the Lq
′,θ′-part of X we have with 1/q′ − 1/q = 1/p
‖v1ϕ‖q′,θ′ ≤ ‖v1‖p,θθ′/(θ−θ′)‖ϕ‖q,θ
≤ T 1−2/θ−1/α‖v1‖p,α‖ϕ‖q,θ
and for the L2,1-part
‖v2ϕ‖2,1 ≤ ‖v2‖∞,1‖ϕ‖2,∞ ≤ T
1−1/β‖v2‖∞,β‖ϕ‖2,∞.
The right hand side of the Lemma’s statement clearly
includes those two estimates which concludes the proof.

We also adopt the definition of the trajectory map Q
from Yajima23 (2.1) but add the relevant potential v as
an index to the notation.
Qv : X −→ X
ϕ 7−→
(
t 7→ −i
∫ t
0
U0(t− s)v(s)ϕ(s) ds
)
(7)
Using Lemma 1 and dual-space tricks Qv is shown in
23
to be bounded with operator norm ‖Qv‖ ≤ CQT
∗‖v‖V
4with a fixed constant CQ > 0. Qvψ[v] is just the integral
term in (2) and thus we can write the mild Schro¨dinger
equation briefly as
ψ[v] = U0ψ0 +Qvψ[v]. (8)
Inverting (8) yields a Neumann series which we can write
as an equation to determine not ψ([v], t) at a given in-
stant but as a whole trajectory ψ[v] : t 7→ ψ([v], t) within
X.
ψ[v] = (id−Qv)
−1U0ψ0 =
∞∑
k=0
QkvU0ψ0 (9)
This series actually converges if T is short enough
s.t. ‖Qv‖ < 1, which is always possible for fixed v ∈ V.
The uniqueness of solutions to the Schro¨dinger equation
for longer time intervals is still guaranteed by a contin-
uation procedure, taking ψ([v], T ) as a new initial value.
This result can be used to define an evolution opera-
tor by ψ([v], t) = U([v], t, s)ψ([v], s) with start time s
and end time t which in Yajima23 is shown to fulfill
the usual properties of an evolution system (we refer to
the book of Pazy30 for a detailed definition). Note that
U([0], t, s) = U0(t − s) is just the free evolution. Analo-
gously to U0 in (4) we define the evolution under a po-
tential v ∈ V as a mapping U [v] from initial states to
trajectories.
U [v] : H −→ X
ψ0 7−→ U [v]ψ0 = (t 7→ U([v], t, 0)ψ0)
This result shows existence and uniqueness of solutions
to the Schro¨dinger equation with a potential v ∈ V. A
more direct and thus simpler Strichartz-like estimate is
due to D’Ancona et al.24 and uses a fixed-point technique
applied to a contraction derived from the implicit form
of the mild Schro¨dinger equation (8). Because we later
refer to the estimate derived in its proof it will be given
here.
Theorem 2 For arbitrary albeit finite T > 0 and v ∈ V
(in certain cases T → ∞ becomes feasible) the solution
to the mild Schro¨dinger equation yields the Strichartz es-
timate
‖ψ[v]‖q,θ ≤ Cv‖ψ0‖2
where Cv = 2M
1/θ(1+C0). For the definition of M(v) ∈
N note the details in the beginning of the proof.
Proof. Firstly divide the time interval [0, T ] into a finite
number M of subintervals I1, . . . , IM . Each subinterval
be short enough such that CQ|Im|
∗‖v‖V|Im ≤
1
2 . Note
that by this division also an infinite time interval [0,∞)
gets feasible for potentials decaying fast enough such as
in scattering processes. Now take the recursive formula
(8) and define a map Φ : X→ X
Φ(ψ) = U0ψ0 +Qvψ.
A fixed point of this map would be a solution to the mild
Schro¨dinger equation. If we limit ourselves to any of the
subintervals we have the following inequality by (5) and
the estimate for the operator norm of Qv.
‖Φ(ψ)‖X|Im ≤ (1 + C0)‖ψ0‖2 +
1
2‖ψ‖X|Im .
Now Φ clearly defines a contraction mapping and the
unique fixed point ψ = Φ(ψ) ∈ X|Im fulfils ‖ψ‖X|Im ≤
2(1 + C0)‖ψ0‖2. The final step is to concatenate all of
these estimates to get one for the full time interval.
‖ψ‖q,θ =
(
M∑
m=1
∫
Im
‖ψ(t)‖θq dt
)1/θ
≤
(
M∑
m=1
‖ψ‖θ
X|Im
)1/θ
≤
(
M∑
m=1
(2(1 + C0)‖ψ0‖2)
θ
)1/θ
≤ 2M1/θ(1 + C0)‖ψ0‖2

III. DYNAMICS WITH COULOMBIC POTENTIALS
The study of Yajima23 partly revisited above holds for
arbitrary spatial dimension n thus in principle allowing
multiple particles in three-dimensional space. Contrary
to investigations on general evolution equations28–30 it
concentrates on the Schro¨dinger case and is “taking
the characteristic features of Schro¨dinger equations
into account [to] establish a theorem [...] for a larger
class of potentials than in existing abstract theories.”
The most significant such feature is the availability
of Strichartz-type estimates. But it is important to
mention that the Coulombic case for more than one
particle is still ruled out.
Take a radial singular potential v with its centre at
the origin and v = v1 + v2 with v1 ∈ L
p, v2 ∈ L
∞ like
demanded in Definition 2 for almost all times. We can
always assume the support of v1 confined in a ball r =
|x| ≤ 1 because the outer part is bounded and thus in L∞.
The Lp condition now reads in spherical coordinates∫ 1
0
|v1(r)|
p rn−1 dr <∞.
A singular potential of type v1(r) = −r
−s must there-
fore fulfil −ps + n − 1 > −1 for a converging norm in-
tegral which is the same as s < np thus s < 2 by Ya-
jima’s assumption on the potential space for n ≥ 3. But
such a potential is not of Coulombic type if more than
one quantum particle in three-dimensional space is con-
sidered. Remember that the general form for a centred
5Coulomb potential for N particles would be
v(x1, . . . , xN ) = −
N∑
i=1
r−1i . (10)
with ri = |xi|. The L
p condition thus reads for one of
the most singular terms∫
[0,1]N
r−p+21 dr1r
2
2 dr2 . . . r
2
N drN <∞
i.e.
∫ 1
0
r−p+21 dr1 <∞,
and we need −p+ 2 > −1. Thus n2 < p < 3 which is not
feasible for n ≥ 6, the case of two or more particles. The
problem arises even more drastically outside the centre
region because of infinitely stretched singularities along
all {ri = 0}. Also the problem persists for singular in-
teraction terms of the kind v(x1, x2) = |x1−x2|
−1 which
describe the interaction of charged particles. In this ap-
proach this effectively rules out the Coulombic case for
systems of more than one particle.
IV. FRE´CHET DIFFERENTIABILITY OF THE WAVE
FUNCTION
To derive an expression for the variational derivative
δψ[v;w] consider the two Schro¨dinger equations
i∂tψ[v] = H [v]ψ[v], (11)
i∂tψ[v + w] = H [v + w]ψ[v + w], (12)
both with the same initial value ψ0. Assume U [v] to be
the evolution system corresponding to the Schro¨dinger
equation (2) with potential v and unitarily transform
ψ 7→ ψˆ to the H [v]-interaction picture by
ψ(t) = U([v], t, 0)ψˆ(t).
Putting this into (12) we get the Tomonaga-Schwinger
equation and its integral, mild version as an analogue of
(2).
i∂tψˆ[v + w] = wˆψˆ[v + w]
wˆ(t) = U([v], 0, t)w(t)U([v], t, 0)
ψˆ([v + w], t) = ψ0 − i
∫ t
0
wˆ(s)ψˆ([v + w], s) ds (13)
Note that in the case of (11) with only potential v, that
is w = 0, this implies the identity ψˆ([v], t) = ψ0. We thus
have from (13) and by proceeding recursively
ψˆ([v + w], t)− ψˆ([v], t)
= −i
∫ t
0
wˆ(s) ψˆ([v + w], s) ds
= −i
∫ t
0
wˆ(s)
(
ψ0 − i
∫ s
0
wˆ(s′)ψˆ([v + w], s′) ds′
)
ds.
(14)
With this expression it is easy to take the corresponding
Gaˆteaux limit (shown to converge in the proof of Theo-
rem 4) to get a first order approximation.
δψˆ([v;w], t) = lim
λ→0
1
λ
(
ψˆ([v + λw], t) − ψˆ([v], t)
)
= −i
∫ t
0
wˆ(s)ψ0 ds
(15)
Transformed back to the Schro¨dinger picture we have
δψ([v;w], t) = −i
∫ t
0
U([v], t, s)w(s)ψ([v], s) ds, (16)
or as the variation of the evolution operator acting on ψ0
equivalently
δU([v;w], t, 0) = −i
∫ t
0
U([v], t, s)w(s)U([v], s, 0) ds.
(17)
This variation within V is now actually a Fre´chet deriva-
tive on a bounded set of potentials.
Theorem 3 For arbitrary albeit finite T > 0 and initial
state ψ0 ∈ H the unique solution to the mild Schro¨dinger
equation is Fre´chet-differentiable on U ⊂ V bounded and
open, i.e., ψ ∈ C1(U,X). The following estimate holds
for all v, w ∈ V.
‖δψ[v;w]‖2,∞ ≤ (1 + Cv)
2T ∗‖w‖V‖ψ0‖2
Here we used the Definitions 1 and 2 of the associated
Banach spaces and the constant Cv from Theorem 2. The
proof of this theorem is given in detail in the next section.
Consequences of this result are discussed in Sections VI
and VII.
V. PROOF OF THEOREM 3
In the following we first show Fre´chet differentiability
of ψ[v] for a small time interval. Then we extend the
result to arbitrarily large albeit finite times, before we
finally deduce the inequality of Theorem 3.
Theorem 4 Let ψ0 ∈ H, U ⊂ V bounded and open and
T > 0 short enough such that CQT
∗‖v‖V < 1 for all v ∈
U then the unique solution to the mild Schro¨dinger equa-
tion is Fre´chet-differentiable on U, i.e. ψ ∈ C1(U,X).
Likewise we have the variation of the evolution operator
δU : U× V→ B(H,X).
Proof. We use the shorthand notation Rv = (id−Qv)
−1
as this operator is closely related to the resolvent of Qv.
Because of the limitation to potentials v ∈ U we have
convergence of the Neumann series in (9) which means
boundedness of Rv. Due to Qv+w = Qv +Qw the resol-
vent identity
Rv+w = Rv(id +QwRv+w)
6holds. Thus inserting recursively we get from (9) the
difference
ψ[v + εw]− ψ[v] = RvQεwRv+εwU0ψ0
=
∞∑
k=1
(RvQεw)
kRvU0ψ0.
This series coverges for fixed v, w and small enough ε.
We use again linearity Qεw = εQw for ε ∈ R and the
Gaˆteaux limit follows immediately.
δψ[v;w] = lim
ε→0
1
ε
(ψ[v + εw]− ψ[v])
= RvQwRvU0ψ0
(18)
Continuity (and linearity) of the above form of δψ in its
second argument is readily established by continuity (and
linearity) of Qw in w. This proves Gaˆteaux differentia-
bility. If we additionally show v 7→ δψ[v, ·] continuous as
a mapping U → B(V,X) then a lemma from variational
calculus (see for example Lemma 30.4.2 in Blanchard-
Bru¨ning31) implies Fre´chet differentiability. This is cer-
tainly true if limh→0 ‖δψ[v + h;w] − δψ[v;w]‖X = 0 for
all w ∈ V. We show this by using expression (18) for δψ
and the resolvent identity once more.
δψ[v + h;w]− δψ[v;w]
= (Rv+hQwRv+h −RvQwRv)U0ψ0
=
∞∑
(j,k) 6=(0,0)
(RvQh)
jRvQw(RvQh)
kRvU0ψ0
Again those sums will converge for small enough h ∈ V
and the expression is well defined. As there is at least
one Qh contained in every term and ‖Qh‖ ≤ CQT
∗‖h‖V
the whole expression goes to 0 as h → 0. This makes
ψ : V→ X Fre´chet differentiable on U. 
Note particularly that if we want to widen the open ball
U ⊂ V with radius R of allowed potentials this means the
time bound T limited by T ∗ < (CQR)
−1 gets smaller and
vice versa. By dividing the time interval in sufficiently
short subintervals with individual evolution operators we
can circumvent this limitation as shown by the following
proof of the first part of the main theorem.
Proof of Theorem 3, Fre´chet differentiability. We use
the way U [v] can be put together by expressions like in
(9), each one for a short enough time interval such that
convergence is guaranteed. This means takeM ∈ N large
enough and define τ = T/M and τ∗ like in (6) such that
CQτ
∗‖v‖V < 1 for all v ∈ U which is possible due to
boundedness of U. We thus have a partition into subin-
tervals I1 = [0, τ ], I2 = [τ, 2τ ], . . . , IM = [(M − 1)τ, T ].
Imagine for the time being M = 2 is large enough, later
we generalise this case. Now we have
(U [v]ψ0)(t) =
{
U([v], t, 0)ψ0 for t ∈ I1
U([v], t, τ)U([v], τ, 0)ψ0 for t ∈ I2.
The variations of the individual evolution operators are
well defined, proven in Theorem 4, one just needs to shift
the potentials accordingly in time to have the Qv and Qw
operators acting correctly as the integrals therein always
start at t = 0. To determine δU [v;w] we put in the
expansion U [v+w] ∈ U [v]+δU [v;w]+o(‖w‖V) as w → 0
for all evolutions.
(U [v + w]ψ0)(t) ∈


U([v], t, 0)ψ0 + δU([v;w], t, 0)ψ0
+o(‖w‖V)
for t ∈ I1
U([v], t, τ)U([v], τ, 0)ψ0
+ δU([v;w], t, τ)U([v], τ, 0)ψ0
+U([v], t, τ) δU([v;w], τ, 0)ψ0
+ δU([v;w], t, τ) δU([v;w], τ, 0)ψ0
+ o(‖w‖V)
for t ∈ I2
The quadratic δU term is of order o(‖w‖V) as w → 0 as
well and can therefore be neglected in the whole δU [v;w]
expression. We show this with the boundedness of δU
in its second argument from Theorem 4, introducing a
bound C > 0. Further we employ the obvious estimate
‖ϕ(t)‖2 ≤ ‖ϕ‖X|Im ≤ ‖ϕ‖X for t ∈ Im.
‖δU([v;w], ·, τ) δU([v;w], τ, 0)ψ0‖X|I2
≤ C‖w‖V‖δU([v;w], τ, 0)ψ0‖2
≤ C‖w‖V‖δU [v;w]ψ0‖X|I1
≤ C2‖w‖2
V
‖ψ0‖2
The extension to M > 2 is straightforward and gives us
the following product rule for δψ[v;w] at time t ∈ Im.
δψ([v;w], t) = (δU [v;w]ψ0)(t)
= δU([v;w], t, (m − 1)τ) . . . U([v], 2τ, τ)U([v], τ, 0)ψ0
+ · · ·
+ U([v], t, (m− 1)τ) . . . δU([v;w], 2τ, τ)U([v], τ, 0)ψ0
+ U([v], t, (m− 1)τ) . . . U([v], 2τ, τ) δU([v;w], τ, 0)ψ0
The conditions of linearity and continuity needed for
Fre´chet differentiability can be directly transferred from
Theorem 4 as we add only finitely many terms. 
Proof of Theorem 3, estimate for functional variations
of Schro¨dinger dynamics. We start with the defini-
tion of the Fre´chet derivative using the H [v]-interaction
picture like in (15) and by applying Minkowski’s in-
equality. The transformation with the evolution oper-
ator U([v], t, 0) does not affect the L2-norm, so we have
‖δψ[v;w]‖2,∞ = ‖δψˆ[v;w]‖2,∞.
‖δψ[v;w]‖2,∞ = sup
t∈[0,T ]
∥∥∥∥
∫ t
0
wˆ(s)ψ0 ds
∥∥∥∥
2
≤
∫ T
0
‖wˆ(s)ψ0‖2 ds = ‖wˆψ0‖2,1
7Next we apply the topological duality of L2,∞ − L2,1
with the time-space scalar product 〈〈·, ·〉〉 to saturate the
Ho¨lder inequality with a special ϕ ∈ L2,∞ ⊂ X.
|〈〈ϕ, wˆψ0〉〉| = ‖ϕ‖2,∞ · ‖wˆψ0‖2,1 (19)
Similarly we get by X−X′ duality and Ho¨lder’s inequality
after substituting back the transformed wˆ and moving
one U [v] to the left side of the scalar product
|〈〈ϕ, wˆψ0〉〉| = |〈〈U [v]ϕ,wψ[v]〉〉|
≤ ‖U [v]ϕ‖X · ‖wψ[v]‖X′ .
(20)
Our aim will be to get an estimate for the r.h.s. of (20)
which in return yields an inequality for ‖δψ[v;w]‖2,∞
over (19). First we consider the term ‖U [v]ϕ‖X which
has to be treated carefully, because it involves the time-
dependent evolution of an also time-dependent trajec-
tory, i.e. t 7→ U([v], t, 0)ϕ(t). But we easily have
‖U([v], t, 0)ϕ(t)‖q ≤ sups∈[0,T ] ‖U([v], t, 0)ϕ(s)‖q and
thus
‖U [v]ϕ‖X = ‖ϕ‖2,∞ + ‖U [v]ϕ‖q,θ
≤ ‖ϕ‖2,∞ + sup
s∈[0,T ]
‖U [v]ϕ(s)‖q,θ.
The Strichartz estimate from Theorem 2 gives us
‖U [v]ϕ(s)‖q,θ ≤ Cv‖ϕ(s)‖2 and we have in combination
‖U [v]ϕ‖X ≤ ‖ϕ‖2,∞ + Cv sups∈[0,T ] ‖ϕ(s)‖2
= (1 + Cv)‖ϕ‖2,∞.
(21)
The final term is ‖wψ[v]‖X′ from (20) which is treated
with Lemma 1 for estimating the action of the multi-
plication operator w and then a second time with the
Strichartz inequality from Theorem 2.
‖wψ[v]‖X′ ≤ T
∗‖w‖V‖ψ[v]‖X
≤ T ∗‖w‖V · (1 + Cv)‖ψ0‖2
(22)
We are now able to put (19) and (20) together with the
estimates (21) (where ‖ϕ‖2,∞ cancels out) and (22) above
to state the inequality of the main theorem. 
VI. FRE´CHET DIFFERENTIABILITY AND BOUNDED
OBSERVABLE QUANTITIES
We now apply our main result and discuss conse-
quences. We first provide an inequality that describes
how strongly two solutions ψ[v] and ψ[v + w] differ.
Since we have shown Fre´chet differentiability of the wave
function we can employ the fundamental theorem of
calculus31 (Cor. 30.1.1) and find
ψ([v + w], t) − ψ([v], t)
= −i
∫ 1
0
(∫ t
0
U([vλ], t, s)w(s)ψ([vλ], s) ds
)
dλ,
where vλ = v + λw. Using the inequality in Theorem 3
we then find that
‖ψ[v + w] − ψ[v]‖2,∞ ≤ C T
∗‖w‖V‖ψ0‖2, (23)
where C = supλ∈[0,1](1 + Cvλ)
2. Hence if the exter-
nal potentials and interactions measured in the norm of
V only differ slightly, the resulting trajectories are very
similar with respect to the norm of C0([0, T ],H). Conse-
quently the Schro¨dinger dynamics is stable with respect
to small changes or inaccuracies in the external potentials
and interactions. The same applies to bounded opera-
tors. For this, consider the expectation value of a time-
independent, self-adjoint, bounded operator A : H → H
for a fixed initial state ψ0 at time t ∈ [0, T ],
〈A〉[v](t) = 〈ψ([v], t), Aψ([v], t)〉.
Using the product rule for functional variations of po-
tentials and switching to the H [v]-interaction picture
once more we get the following from (15) and ψˆ([v], t) =
ψ0. (Note: The scalar product is antilinear in the first
component; “c.c.” stands for the complex conjugate of
the whole expression.)
δ〈A〉[v;w](t) = 〈δψ([v;w], t), Aψ([v], t)〉 + c.c.
= 〈δψˆ([v;w], t), Aˆ(t)ψˆ([v], t)〉 + c.c.
= i
∫ t
0
〈wˆ(s)ψ0, Aˆ(t)ψ0〉ds+ c.c.
= i
∫ t
0
〈[wˆ(s), Aˆ(t)]〉0 ds
(24)
This is exactly the Kubo formula of first order pertur-
bations central to linear-response theory. Note espe-
cially that Aˆ(t) gets time-dependent because of the H [v]-
interaction picture transformation with U([v], t, 0).
VII. FRE´CHET DIFFERENTIABILITY AND
TIME-DEPENDENT DENSITY-FUNCTIONAL THEORY
Another important quantity though not a self-adjoint
operator is the one-particle density. We adopt the no-
tation x = x1, x¯ = (x2, . . . , xN ). For spatially (anti-
)symmetric trajectories ψ[v] ∈ C0([0, T ],H) ⊃ X the den-
sity is defined as
n([v], t, x) = N
∫
R3(N−1)
dx¯ |ψ([v], t, x, x¯)|2.
Within our framework it is now natural to ask for the
Fre´chet derivative δn[v;w]. Like in (24) we get
δn([v;w], t, x)
= N
∫
R3(N−1)
dx¯ ψ([v], t, x, x¯)δψ([v;w], t, x, x¯) + c.c.
8An estimate can now easily be established with Theorem
3.
sup
t∈[0,T ]
‖δn([v;w], t)‖1 = sup
t∈[0,T ]
∫
R3
dx |δn([v;w], t, x)|
≤ 2N sup
t∈[0,T ]
〈|ψ([v], t)|, |δψ([v;w], t)|〉
≤ 2N sup
t∈[0,T ]
‖ψ([v], t)‖2 · ‖δψ([v;w], t)‖2
≤ 2N(1 + Cv)
2T ∗‖w‖V · ‖ψ0‖
2
2
To make the connection to physics and standard
density-response theory4 more explicit we further re-
strict ourselves to (anti-)symmetric trajectories asso-
ciated with spatially symmetric v ∈ V and consider
only symmetric (one-body) perturbations of the form∑N
k=1 w(t, xk) ∈ V. Furthermore we adopt the usual
tacit assumption that the unitary evolution operator
U([v], t, s) can be represented by an integral transforma-
tion with an integral kernel (the so-called propagator) of
the form U([v], t, x, x¯, s, y, y¯). Then the above functional
derivative can be rewritten as
δn([v;w], t, x) =
∫ t
0
ds
∫
R3
dy χ([v], t, x, s, y)w(s, y),
where the non-equilibrium linear-response kernel is de-
fined by
χ([v], t, x, s, y) = −iN2
∫
R6(N−1)
dx¯dy¯ ψ([v], t, x, x¯)·
· U([v], t, x, x¯, s, y, y¯)ψ([v], s, y, y¯) + c.c.
Finally, we discuss these results in the context of
TDDFT. In this many-body theory the basic state-
ments are concerned with the bijectivity of the map-
ping v 7→ n for a fixed initial state and given two-
body interaction13,14. The allowed potentials take the
symmetric (one-body) form v ≡
∑N
k=1 v(t, xk) and po-
tentials that only differ by a spatially constant func-
tion c(t) are considered equivalent since their action only
amounts to a change of gauge and does not influence
the dynamics of the quantum system. Thus the set of
allowed potentials consists of equivalence classes of one-
body potentials v. The standard approach to show bi-
jectivity of such a mapping v 7→ n is due to Runge
and Gross15, which restricts the set of potentials fur-
ther to those that are Taylor-expandable in time. Sev-
eral approaches have been developed in the recent years
that try to overcome this restriction18,19,32–34. For ex-
ample the local invertibility of the mapping v 7→ n
is considered for Laplace-transformable potentials that
perturb a (time-independent) many-body system in its
ground state18. The main ingredient in that approach
is the linear-response kernel in Lehmann representation.
For explicitly time-dependent problems, however, the
Lehmann representation is no longer valid, and thus such
local invertibility considerations need to be based on non-
equilibrium density-response theory. The current result
thus sets the stage for similar considerations based on
the inverse-function theorem for Banach spaces (which
needs Fre´chet differentiability) also in the case of time-
dependent systems. Additionally a fixed-point approach
to TDDFT was developed19,20, where one employs the
Fre´chet differentiability of the divergence of the inter-
nal local-force density q[v] which can be formally defined
by13
q([v], t, x) = ∂2t n([v], t, x) −∇ · [n([v], t, x)∇v(t, x)] .
One immediately sees that q[v] is only well-defined if
the density n[v] and the potential v obey certain differ-
entiability conditions in space and time. Alternatively
one can define q[v] directly in terms of the wave function
(see Ullrich13 (3.49)), from which we see that a sufficient
condition for the existence of q[v] is that the wave func-
tion is four-times differentiable in space. Either way, we
would need to impose further regularity conditions on the
solutions of the TDSE and hence consider Fre´chet differ-
entiability with respect to stronger norms on the space of
potentials and trajectories. At the moment strict though
superfluously strong regularity conditions for solutions to
the TDSE are known for very specific situations such as
periodic systems with infinitely-differentiable potentials
with respect to space and time35. Hence, while we cannot
yet give a full proof for the differentiability of q[v], our re-
sults show that the assumption of Fre´chet differentiability
is mathematically reasonable, and provide a further step
towards a rigorous fixed-point formulation of TDDFT.
For further details on rigorous results in TDDFT and
their connection with Fre´chet differentiability we refer to
a recent review article17.
VIII. CONCLUSION AND OUTLOOK
In this work we have shown Fre´chet differentiability
of the many-body wave function with respect to time-
dependent potentials. This implies that the difference
of two solutions of the TDSE that start from the same
initial state is bounded by the difference of the external
potentials and interactions. Hence the dynamics of multi-
particle systems is not very sensitive to small perturba-
tions in the external fields or interactions. The Fre´chet
differentiability can be directly extended to bounded op-
erators and the one-particle density, which leads to the
non-equilibrium version of the Kubo formula and non-
equilibrium density-response theory. This is important
since the usual Lehmann representation of the linear-
response kernel is not valid in explicitly time-dependent
systems. Further, the current result sets the stage for
local-inversion investigations of the mapping v 7→ n for
explicitly time-dependent problems and shows that the
assumption of a Fre´chet differentiable internal-force den-
sity q[v] in the fixed-point formulation is reasonable.
However, a rigorous proof for the differentiability of q[v]
is still open.
9Since the current approach effectively rules out
Coulombic potentials for more than one particle in three
dimensions it would be desirable to extend the results
of this work to the approach of Reed and Simon36
(Th. X.71) which can also treat this important case. Af-
ter all, in the quantum-mechanical modelling of many-
body systems usually Coulombic potentials are em-
ployed. However, we expect that the wave functions stay
Fre´chet differentiable in such situations as well, and hence
the dynamics of many-particle systems in three dimen-
sions do not depend drastically on whether one uses the
exact or an approximate Coulombic potential. Further,
to rigorously investigate the functional differentiability
of q[v] explicit conditions on the potentials to guarantee
four-times differentiable wave functions need to be de-
vised. These two related questions will be the subject of
future work and will allow us to further strengthen the
foundations of TDDFT.
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