Abstract-
I. INTRODUCTION
T HE PROBLEM of estimating the source parameters by processing data from a sensor array has received much attention in recent years. In so far as the estimation of the parameters of the narrowband sources is concerned, the theory is well established, and a large body of literature exists. The subspace-based methods have evolved into a powerful class of methods for direction-of-arrival (DOA) estimation of narrowband sources. These methods have also helped the formulation and solution of the maximum likelihood (ML) approach to the problem. For wideband sources, however, the literature is somewhat scanty, although a number of researchers have focussed their attention to this problem in recent years. Wax et al. [1] , Wang and Kaveh [2] , Buckley and Griffiths [3] , and Morf and Su [4] are among the earlier researchers in this field who suggested some useful and interesting solutions for the problem of DOA estimation of wideband sources.
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Publisher Item Identifier S 1053-587X(99) 01328-8. some way adaption of narrowband processing techniques to the wideband case. Bienvenu [5] and Buckley and Griffiths [3] have shown how to divide the spatio-temporal observation space into signal and noise subspaces and have suggested search functions to estimate the DOA's. Grenier [6] has generalized this notion to a so-called filter-spatial domain. Morf and Su [4] have suggested a modal decomposition of the signal subspace for estimating the DOA's.
In this paper, we are concerned with the solution of the wideband DOA estimation problem based on maximum likelihood principles. The problem of maximum likelihood estimation has, of course, been addressed earlier by Doron et al. [6] , who have proposed several search functions to obtain the ML estimate of DOA for wideband sources. However, such an exhaustive search is computationally expensive and impractical for real-time applications. In this respect, the approach proposed by Bresler and Macovski [8] for the narrowband case, and a uniform linear array (ULA), is of particular interest, as it formulates an iterative method called the iterative quadratic maximum likelihood (IQML) to obtain the ML solution. The IQML method involves the creation of a Toeplitz matrix that spans the subspace orthogonal to the signal subspace and can be parameterized by the coefficients of a prediction polynomial, whose roots yield the DOA estimates. In effect, therefore, use of this parameterized model converts the problem of estimating the DOA's to that of estimating the coefficients of this model from which DOA's can be easily calculated.
Clark and Scharf [9] have extended this work to twodimensional (2-D) damped harmonic signals in additive Gaussian noise which, in principle, can take care of the wideband case. However, as pointed out by them, it is not possible to directly generalize the one-dimensional (1-D) results to the 2-D case due to the lack of a fundamental theorem of algebra for 2-D polynomials. They suggested a solution to the problem by using a prediction polynomial in one of the two dimensions and a polynomial that interpolates between the two. This paper builds on the ideas available for the parameter estimation of multiple narrowband sources in WGN to develop pseudo-maximum likelihood parameter estimators for the wideband case by adapting the harmonic model of Kay et al. [10] for wideband sources. It is shown that the concept of an ARMA model for the observed data vector used in the narrowband case [8] can be generalized to model an appropriately stacked, space-time data vector obtained by combining the spatio-temporal samples. As in the narrowband case, it is shown that the coefficients of the resulting ARMA model can be used to represent the null subspace of the wideband array steering matrix associated with the model of the stacked observations for the harmonic signal model considered here. The resulting 2-D predictor polynomial is rooted for each frequency separately to give the DOA estimates. This leads us to the formulation of an IQML-like procedure for the parameter estimation of wideband sources that is similar to that for the narrowband case suggested in [8] . Thus, the difficulties associated with the 2-D model analysis due to lack of a theorem of algebra for 2-D polynomials or with pairing the roots when the 2-D problem is addressed by breaking it into two 1-D problems (as in [11] ), are avoided in this approach. 1 The solution, however, falls short of providing a single ML estimate for each source. This is because the IQML search is conducted over an expanded signal space, which in turn leads to generation of separate DOA estimates for different frequencies. For applications where it would be more desirable to obtain a single DOA estimate for each wideband source, we suggest a modification of the IQML search whereby the separate estimates at multiple frequencies can be combined into a single estimate of the DOA in an appropriately defined least squares sense. It is seen that the procedure leads to very good estimates, as evidenced by comparison with the Cramér-Rao bound.
This paper has been organized as follows. In Section II, we formulate the problem and develop its mathematical model. In Section III, we develop the ML criterion in a parametric framework. Sections IV and V constitute the main body of our work, where we unfold our solution. Results and simulation studies are presented in Section VI.
II. MODELING AND PROBLEM FORMULATION
As mentioned, we model a broadband signal here as the sum of a finite number of monochromatic propagating plane waves. Each source is assumed to have a spectral support of Hence, the th time sample of the signal from the th source impinging from direction (relative to the broad side of the array) at the th sensor of a ULA corresponding to the th snapshot can be expressed as [10] (1)
where 's are harmonically related frequencies representing the spectral components of the sources. In addition, is the Fourier coefficient of th signal corresponding to , the th frequency, , where array element spacing; velocity of propagation of plane waves; number of monochromatic waves used to model the broadband source. 1 It has been brought to our attention by one of the reviewers that there is some similarity of our approach to that of N. Chotikakamthorn, as reported in his doctoral work at the Department of Electrical Engineering, Imperial College of Science, Technology and Medicine, University of London [22] . However, at the time of submitting this paper, we did not have access to this dissertation; we were, therefore, unable to comment on the precise relationship of our work with that of [22] .
Let be the total number of wideband sources present. In this paper, we make the usual assumption of to be known. Alternatively, may be estimated using the methods given in [2] .
Thus, at the th sensor, the th time sample of the output signal corresponding to th snapshot is given by (2) where is spatially and temporally white Gaussian noise of variance such that
Define (4) where is the number of sensors present in the ULA. Let (5) be the temporal and spatial frequency variables, respectively. Using this notation and combining (1)- (3), we can write (6) The above equation can be rewritten in a vector form as (7) where (8) and (9) It is convenient to regard the vector to be a block Vandermonde vector. A block Vandermonde matrix may now be defined as (9a) where , and are the temporal and spatial parameters of the signal. Defining , the system equation (7) can be rewritten in a concise form as (10) In this formulation, the unknown parameters are 's and 's. Hence, our estimation problem should be formulated as follows.
Given snapshots of the data vector , estimate 's and 's, where 's are embedded in the steering matrix , and 's are the components of the vector
However, this estimation would require the solution of a highly nonlinear optimization problem in terms of the parameters Alternatively, we can consider the problem of estimating the spatial vector , whose component contains the required DOA information. Even here, ideally, the estimation problem should be posed in such a way that the components of the estimated are related to each other via (5), i.e., In the developments that follow in Sections III and IV, it is seen that there is no obvious algebraic procedure for imbedding such a constraint on the parameter vector It is convenient, therefore, to split this problem into two steps. In the first step, we consider the modified problem of estimating independently at all relevant frequencies, i.e., for Using (5), this step would lead to separate estimates of : one corresponding to each frequency in the harmonic model. In the second step, we exploit the structural relationship between implied by (5) to obtain a single estimate for DOA of each wideband source in a least squares sense. These two steps are considered in more detail in the sequel.
III. MAXIMUM LIKELIHOOD CRITERION
As discussed in the proceeding paragraph, the first step of the problem is concerned with estimation of the parameter vector More precisely, given snapshots of the data vector , estimate 's and 's, where 's are embedded in the steering matrix , and 's are the components of the vector The solution of this problem is taken up in this section. It has been shown that under WGN, ML estimators and least square estimators are equivalent [12] . Hence, ML estimate of the signal parameters can be obtained by solving the nonlinear least squares problem (11) where is the Euclidean norm. This expression may be further simplified by first substituting the least square estimate of in terms of as (12) where The least square estimate of the vector can then be shown to be given by [13] arg arg tr (13) or, equivalently arg arg tr (14) Here, and are the projection matrices for projection onto the column space of and onto its orthogonal complement, respectively, and are given by (15) where tr is the trace operator, and is the estimated covariance matrix of given by (16) being the number of snapshots of the observation vector Having obtained the extended spatial parameter vector (of dimension ) by solving (13) or (14), our next step is to look for a -dimensional vector of unknown directions that best fits the estimated vector in the least squares sense. In order to do this, we recall that for the th source, the components of the vector are given by
Assuming that the ML estimation of would bring about a decoupling of the estimates of its subvectors from each other, a reasonable (although, in principle, not exact) formulation of the least squares problem to estimate can be stated as follows. For the estimated vector , find an angle such that (17) is minimum. Such a least squares fit helps to combine the independently obtained DOA estimates at the various frequencies into a single effective estimate for each source.
In the next section, we consider first the issue of estimating the spatial vector via a characteristic polynomial representation of the broadband, spatio-temporal observations The detailed algorithm that combines the two steps of estimating and then in an iterative search framework is taken up in Section V.
IV. ML CRITERION AND THE MODEL PARAMETERS
It has been shown in the literature for the narrowband case [8] that the output vector observed on a ULA in the presence of WGN obeys a special ARMA model and that the ML estimates of its parameters are directly related to those of its coefficients. In effect, use of this model converts the problem of estimating the DOA's to that of estimating the special ARMA parameters from which the DOA's can be easily derived. Taking a clue from this equivalence, we consider the possibility of formulating a similar, equivalent ARMA model for the spatio-temporal samples for the broadband case, as given by (6) . In view of the spatio-temporal nature of the samples , it is proposed that we use an expanded form of the special ARMA model for these samples. More specifically, we establish the following results for the space-time vector
Theorem 1: The space-time vector admits the ARMA representation given by (18) where the set of coefficients 's are assumed to form a 2-D linear predictor polynomial given by (18a) with and denoting the temporal and spatial complex frequency variables, respectively.
Proof: Appendix A outlines a proof of this equivalent description of by adopting the methodology of Ulrych and Clayton [14] .
The polynomial may be regarded as the linear predictor polynomial for the noiseless signal component of (2) . This model can be considered to be a generalization of the Ulrych and Clayton model [14] This result forms the basis of our proposed approach for the parameter estimation problem for wideband (more precisely multichromatic) plane waves in spatially and temporally white Gaussian noise. The method is similar to that for the narrowband case and consists of following steps.
A) Establish a relation to represent the null space of the array steering matrix associated with the model of the space-time stacked vector , as defined by (10), in terms of the coefficients of the special ARMA model. B) Formulate the minimization problem in terms of a constrained quadratic minimization procedure for obtaining the ARMA coefficients Like the narrowband case, once the coefficients of the polynomial are estimated, the unknown DOA's can be obtained by finding the roots of for each temporal frequency followed by spectrum estimation for each source. The following result, which is an extension of the corresponding result in [8] to the broadband model under consideration, forms the basis of steps A) and B).
Theorem 2: Let be a block Toeplitz matrix of size given as (20) where each block is a circulant matrix of size given as
Then, can be written as (21) Proof: Let be a column of Then, it is easy to see that for and (22) where is some integer, , and the last equality follows from the fact that Thus, it follows that the columns of are orthogonal to those of Since for the full rank of , its columns span the orthogonal complement to the range space of the columns of , and the projection onto the subspace is equal to
In the light of the above result, (13) can be rewritten as Moreover, using the commutative property of the convolution operation, i.e.,
where is block data matrix defined as
and each block is a circulant matrix
we get (29)
The Constraint Set
As in [8] , the ML solution for the vector is sought over an appropriate constraint set that is chosen to guarantee nontriviality as well as optimality. The nontriviality constraint (i.e., ensures that there is a unique correspondence between and for each and renders invertible since is block Toeplitz of whose each sub-block is a circulant matrix as given in (28). Typically, such a nontriviality constraint is imposed by either requiring to be a monic polynomial in (henceforth referred to as the linear constraint) or setting (henceforth called the norm constraint). It has been shown by Nagesha and Kay [15] in the narrowband context that estimates obtained using the norm constraint are better than those based on the linear constraint.
Furthermore, since, in the array processing context, we are looking at the case where is a pure, complex sinusoid, it follows that should have its roots on the unit circle in the -plane This may be achieved by imposing conjugate symmetry on the polynomial , i.e.,
This, of course, is only a necessary condition and not a sufficient one for the roots to lie on the unit circle. However, simulations suggest that this is quite adequate in most situations. In fact, for the case of a single source, this is known to be a necessary and sufficient condition. This fact has been used by Shaw [16] to guarantee all zeros to lie on the unit circle. This method can easily be adapted for use here. Finally, we recollect from our discussion in Section II that the roots of each of the polynomials are related via (5), i.e., Unfortunately, there is no simple way to express this requirement as an algebraic constraint on the coefficients of the polynomial It is because of this difficulty that we resort to the two-step procedure discussed in Section II and elaborated further in the next section to obtain a single (combined) estimate of each from individually obtained estimates of
V. A WIDEBAND ML ESTIMATION ALGORITHM
The ML estimate of the 1-D predictor polynomials can be obtained by minimizing (31) over an appropriate constraint set as discussed earlier.
This constrained nonlinear minimization problem can be solved by adapting the IQML algorithm of [8] , which requires the solution of a quadratic minimization problem at each step, and generally converges in a small number of steps.
2 Adapted 2 A few words of caution are in order here when using the IQML. It has been pointed out that IQML may not converge to the deterministic maximum likelihood estimates [17] . In fact, IQML estimates are known to be biased and inconsistent. A modified IQML procedure has recently been suggested, in [18] , that mitigates some of these deficiencies of the IQML procedure. It is indicated later in this section that it is easy to incorporate a similar modification in the broadband case to effect performance improvement over IQML.
to the wideband case, the IQML algorithm can be summarized . These are the desired spatial parameters 's of the signals. In practice, experience shows that there is not much to be lost by taking out step d) from the above iterative procedure and obtaining a least squares combined estimate of directly from the converged value of This fact can be used to advantage to reduce the computational complexity of the algorithm. Furthermore, simulations show that the least squares search for itself can be replaced with a simpler operation of using (34) where (34a) without any discernible degradation in performance of the estimator.
Some Remarks on the Implementation of the Constraint Set
As per the aforementioned discussion, we need to impose the constraints of conjugate symmetry and nontriviality on the polynomials It is possible to incorporate these constraints in the iterative process by modifying the data matrix This can be easily done by making simple modification of the procedure suggested in [8] . We first describe the modified procedure for the conjugate symmetry constraint.
Let be an odd number s. (36) where is a block permutation matrix of dimension and is given by (37) In (37) (37a) and is a matrix all zeros of size Let and be defined as It can then be shown [8] that solving the above minimization problem is equivalent to (42) Next, we consider the incorporation of the nontriviality constraints. As far as the norm constraint is constrained, it is easily implemented by searching for the eigenvector corresponding to the minimum eigenvalue of the matrix For implementation of the monicity constraint, we note that constraining to be monic is equivalent to constraining the last element of the polynomial to equal unity As our temporal frequencies are harmonically related, each coefficient of is actually the DFT of the corresponding part of vector at the frequency corresponding to Therefore, the above constraint can be met easily by constraining the DFT of last elements of to be unity for all frequencies. In terms of the vector [which is defined by (38)], this constraint can be easily expressed as (43) where is a matrix of size , ,
, and is a vector of length given as . . .
Combining both the constraints, the ML optimization problem reduces to a closed-form solution given by (45)
Modified IQML
A modification of the IQML procedure has recently been suggested by Kristensson et al. [18] , and it involves calculation of the signal subspace from the estimates obtained in the final iteration. Cost function has been modified to tr
where
This modification has been shown to yield significant performance improvement in the narrowband case. While the details are omitted here, in the following, we also consider the impact of this modification for the wideband case.
VI. SIMULATION RESULTS
The approach proposed in this paper has been subjected to simulation experiments to study various issues such as 1) validity of the proposed method; 2) comparison of different formulations of the wideband IQML; 3) effect of deviations from the assumed harmonic model. For ease of demonstration, each source is described by a four frequency harmonic model A ULA of sensors with sensor separation equal to one half of the wavelength corresponding to the highest frequency is considered. All sources in each of the experiments are assumed to have the same power.
A. Validity of the Proposed Method
Simulation experiments have been carried out with a uniform linear array of 24 sensors
In Fig. 1 , we have considered a scene with three uncorrelated sources in the field at and relative to the broadside of the array. For these relatively simple conditions, the norm and the linear constraints have almost similar performance. Furthermore, there appears to be little or no difference under these conditions between the IQML and the modified IQML. the case of a single snapshot and compared with the corresponding values of the Cramér-Rao (CR) bound, which has been calculated by generalizing the results of [19] - [21] for the wideband formulation in this paper. As expected, the performance is seen to be quite close to the CR bound, especially for sources close to the broadside at high SNR. Fig. 2 shows the corresponding results when the three sources are fully correlated. The correlation of the sources is seen to have very little degrading effect on the performance except at low SNR's. In each of the two cases (i.e. for correlated as well as uncorrelated cases), there appears to be a threshold SNR, below which the performance deviates significantly from the CR bound. Clearly, this effect is more pronounced for the case of correlated sources than otherwise.
By increasing the number of snapshots, the number of unknown parameters to be estimated increases due to the increase in the number of signal sample values [7] , [21] . However, the number of DOA parameters remains the same. It may be expected that the estimation of these direction parameters will improve with an increase in the number of snapshots. In order to study the behavior of estimators with a different number of snapshots, simulations have also been carried out with and for both the correlated and uncorrelated source cases. Fig. 3 summarizes this behavior by plotting the arithmetic average of the mean-square error of all the three sources. It is seen from this figure that the performance of the estimators indeed improves with increasing Finally, a case of two sources is considered with the first source fixed at relative to the broad side of array, whereas the bearing of the second source is varied. Fig. 4 compares the resulting MSE in the DOA estimates of the second source with the CR bound as its bearing is varied. These results are based on 50 snapshots and an SNR of 10 dB. As seen here, it appears to be possible to resolve even closely spaced sources with sufficient accuracy.
B. Comparison of Different Formulations
The preceding set of simulations have been conducted for relatively mild conditions when the number of sensors is large with only three well-separated sources in the field. As mentioned earlier, under these conditions, all the formulations including MIQML yield similar results. In the next set of simulation studies, we make the conditions somewhat more stringent with a view to bringing out the differences, if any.
First, consider the case of three sources present at and and a ULA of only five sensors Fig. 5 shows the arithmetic mean of the MSE in the DOA estimates of the three sources at various SNR's. Simulations have carried out with 10 000 snapshots These MSE's are average values obtained with 100 independent trials. It is seen that under these conditions, the IQML method with the norm constraint yields much better results than that with the linear constraint. Furthermore, at low SNR's, the MIQML is seen to outperform both of these. Fig. 6 similarly shows the arithmetic mean of the MSE in DOA estimates of the three sources as a function of number of snapshots. MIQML estimates are seen to improve consistently with the snapshot index. This may be attributed to the fact that the estimate of the covariance matrix and, hence, of the noise variance improves with increasing snapshots. Furthermore, the linear constraint formulation of the IQML seems to break down, whereas with the norm constraint, it still performs reliably at the SNR (10 dB) under consideration.
Next, consider a scene of two sources for the same array : one being at and the other with a variable bearing. Fig. 7 compares the resulting MSE in the DOA estimates of second source with the CR bound, as its bearing is varied. Once again, the same behavior pattern is seen: IQML with the linear constraint failing completely and MIQML outperforming the IQML with the norm constraint, especially for closely spaced sources.
C. Effect of Deviations from the Assumed Model
Finally, we consider the important issue of robustness of the method proposed here when the underlying assumption of a harmonic signal model is violated. This is done here by considering the case where each source output consists of a sum of damped sinusoids. Thus, the th time sample of the signal from the th source impinging from direction (relative to the broad side of the array) at the th sensor of a ULA corresponding to the th snapshot can now be expressed as (47) where 's are the damping constants corresponding to different frequency components. For nonzero value of , the model of (47) would constitute a significant deviation from the assumed harmonic model. The effect of this deviation is best brought out by studying the case of a single source. For convenience, the damping constant of each component is assumed to be the same. Fig. 8 shows the variation of the resulting MSE in the DOA estimates as the damping constant is varied. Fig. 8(a) shows the case of a 24-sensor array, 50 snapshots , and an SNR of 10 dB. Fig. 8(b) shows the results for a two sensor array 1000 snapshots and a 30-dB source. For both simulations, it is seen that all three methods exhibit a graceful degradation in performance as the value of the damping constant is increased. This shows that the approach proposed in this paper may be expected to perform well in practical applications where the harmonic model assumption may not held exactly.
VII. CONCLUSION
Using a harmonic model for broadband sources, a special ARMA model is formulated for the space time samples at an array of sensors from multiple broadband sources. This model is employed to formulate the estimation problem of DOA's of broadband sources in terms of the coefficients of this special ARMA model. The problem so formulated is shown to admit adaption of IQML like procedures for its solution. The performance of the estimator is shown to be close to the CR bound. and is a vector of all ones of length The matrix is seen to have a block Vandermonde kind of structure. Its rows are block Vandermonde and are distinct. Hence, it is nonsingular, and there exists a unique vector s.t. Equation (A4) is satisfied. Alternatively, it follows from (A7) that given the vector , the unknown frequencies can be obtained as the roots of the polynomial given in (19c). 
