Another way to avoid conflict between the structures at infinity of full and reduced models is to extend li, in a nonoptimal way; see [4] . than GI, although 12, is better than 122. over a narrow low frequency band.
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III. CONCLUSION
It appears that in order to make the phase approximation procedure of Jonckheere and Helton [l] competitive with the procedure of Zhou and Khargonekar [ 2 ] , it is imperative to remove the white noise component before approximating the phase of the outer spectral factor. In the continuous-time case, a similar recommendation applies; see [3] .
With this technical fix, the reduced model of Jonckheere and Helton [ 11 yields an L " bound on the relative error on the spectra (see 151) as well as
Interestingly, among all reduced models derived from suboptimal extensions lies the Desai-Pal reduced model [4] . A fairly exhaustive treatment of the structure at infinity of the full order spectral factor and its phase matched reduced models is to due Green and Anderson [8].
I. INTRODUCTION
Over the last few years considerable progress has been made in the order estimation problem in time series analysis (e.g., Ill+]). But to the authors' knowledge there is no consistent estimate for the order of a linear stochastic system with feedback control which, obviously, depends on the driven noise.
In this note a multidimensional stochastic feedback control system with unknown coefficients and order is considered and the system noise is assumed uncorrelated.
The unknown coefficients, the number of which is obviously defined by the order ( p , , q,) of the system, are estimated by the least-squares an L" bound on the error on the phases of thespectral factors (see [6] , [7] method. Then we introduce an information criterion denoted by L n ( p , q), minimizing which gives estimates pn , 4" for p , and q,, respectively, where n denotes the data size. It is shown that for consistency ofp, and 4, the key condition is log
where X%g(n) and Xk;(n) denote, respectively, the maximum and minimum eigenvalue of the matrix consisting of stochastic regressors. As is known from [6] this condition is satisfied when we apply the attenuating excitation control which leads to consistent parameter estimation and simultaneously to the optimization of the quadratic loss function. In other words, combining this note with the results given in [6] we thus have designed the optimal adaptive control minimizing the quadratic index and have developed an estimation method giving consistent estimates for both the order and the coefficients of the system.
H. STATEMENT OF THE PROBLEM
Let the I-input, m-output stochastic control system be described by ~" + l =~l~, +~~~+~,~Y n -p , + l + B I~" +~~~+ B 9 , U " -q , + l +~~, + l r
(1) We list the conditions used for the order estimation.
H,:
The system noise { w,,} is a martingale difference sequence With respect to a nondecreasing family of a-algebras { 5 , ) such that 
It is obvious that condition H3 is automatidy satisfied for the single- 
for 0 at time n is given by For estimating the unknown order ( p , , 4,) we introduce an information criterion L , ( p , q ) which is a modified version of BIC LAP, q ) = n log on@, q ) + @ + q ) a ,
where and a, is defined in Hi.
1.e.,
The As is mentioned in the Introduction, in order to get both optimality of the control and consistency of the estimate, we often use the attenuating excitation control, by which we mean that the desired control action u', is disturbed by a random dither u, which tends to zero, namely, let { u,} be an I-dimensional mutually independent random vector sequence and let in which the additive disturbance u, , as is shown in [6] does not influence the long run average loss function but gives sufficient excitation to the system for the estimation purpose.
Theorem 2: Suppose that the attenuating excitation control 
where On( pn -I , 4" ~J and ( pn , 4,) are, respectively, given by (8) and (11) With a, = (log n) loglog n.
w . PROOF OF THEOREMS
We will need the following auxiliary estimate for the weighted sum of martingale difference sequence; for the proof we refer to [7, Lemma 21. 
for sufficiently large k . We first show the impossibility o f p ' < po . If p ' < p o were true, then from (10) and (17) it would follow that
. V. CONCLUSION The purpose of this note is to present the synthesis of both a saddle For systems with uncorrelated noise we have given a consistent point (a, 6) E U X U and a Nash equilibrium solution (u*, u*) E U X estimate of the system order. We emphasize that the system input is a (I, satisfying, respectively, general feedback control; hence, generally speaking, it depends on the driven noise.
Also, the process yn generated by the system is not J ( a , u ) 5 J ( a , G) s J ( u , G) (4) necessarily stationary. It is desirable to generalize the results to systems with correlated noise and to develop a recursive algorithm for computing and the order estimate.
Jl(U*, u*) 5 J,(u, u*)
