INTRODUCTION:
Chromatin adopts an intricate three-dimensional (3D) organization in the nucleus that is critical for many genome processes, from gene regulation to genome replication. Our understanding of the chromatin organization remains relatively poor at the kilobase-to-megabase scale, which spans the sizes of individual genes and regulatory domains and is thus of critical importance to genome regulation. Recent Hi-C experiments revealed topologically associating domains (TADs) as a ubiquitous chromatin organization feature in many organisms. However, the basic properties of TADs, including whether TADs represent a fundamental unit of genome organization in individual cells or an emergent property from cell population averaging, and the formation mechanism of TADs, remain unclear. In addition, our understanding of genome organization is largely built on pairwise interactions, whereas relatively little is known about higher-order chromatin interactions. Methods that provide a high-resolution visualization of chromatin structure in individual cells will elucidate these and many other questions related to genome organization.
RATIONALE:
We report a super-resolution chromatin tracing method that allows determination of both the structural features and their genomic coordinates with high resolution in single cells. We reason that if numerous chromatin loci could be identified and precisely localized in individual cells, connecting their positions would allow us to trace the chromatin conformation. However, typical multicolor imaging allows only a few loci to be simultaneously imaged. To overcome this challenge, we partitioned the targeted genomic region into numerous segments, each 30 kb in length, and imaged individual segments using sequential rounds of fluorescence in situ hybridization. This allowed us to generate a 3D super-resolution image of the chromatin in numerous pseudocolors, each reporting the position and structure of a 30-kb segment with nanometer-scale precision.
RESULTS: Our imaging data revealed an abundance of TAD-like domain structures with spatially segregated globular conformations in single cells. The domain boundaries varied from cell to cell, exhibiting nonzero probability of residing at any genome positions, but with a preference at CCCTC-binding factor (CTCF)-and cohesin-binding sites.
Notably, cohesin depletion, which abolished TADs at the population-average level, did not alter the prevalence of TAD-like structures in single cells; only the preferential positioning of domain boundaries was lost, explaining the loss of population-level TADs. Our results suggest that cohesin is not required for the formation or maintenance of single-cell domain structures, but that their preferential boundary positions are influenced by cohesin-CTCF interaction.
In addition, we observed prevalent multiway interactions among triplets of chromatin loci. These higher-order interactions were cooperative, i.e., most three-way contacts were observed at higher frequencies than would be expected from the frequency of pairwise interactions. Notably, these multiway interactions were also retained after cohesin depletion.
CONCLUSION: Our imaging method offers a high-resolution physical view of chromatin conformation of targeted genomic regions in single cells, providing a powerful and complementary approach to sequencing-based genome-wide methods for interrogating genome organization. The TAD-like structures and multiway chromatin interactions observed in single cells add important constraints on genome folding and have implications for understanding the role of genome structure in diverse biological processes from enhancerpromoter communication to genome compartmentalization. We envision that future work will further improve the resolution and genomic coverage of this approach and will combine the imaging of chromatin with regulatory factors and/or expressed RNAs to reveal the underlying mechanism and functional implication of chromosome organization. T hree-dimensional (3D) organization of the genome and cis interactions between genomic loci regulate many cellular processes, including gene expression, DNA replication, and DNA damage repair (1-6). Recent development of chromosome conformation capture technologies, such as Hi-C (7), have greatly enriched our understanding of chromatin organization (4-6), revealing genome-wide structural features, such as topologically associating domains (TADs) and CTCF-dependent chromatin loops (8) (9) (10) (11) (12) .
TADs are revealed in ensemble-averaged Hi-C contact maps as domains within which chromatin shows high contact probability (8) (9) (10) (11) . TADs tend to coincide with epigenetic domains, harbor co-regulated genes, and are generally conserved across cell types and species (4) (5) (6) (8) (9) (10) (11) . At a finer scale, TADs are divided into smaller domains with enhanced contact frequency, named sub-TADs (or contact domains), which are more variable across different cell types and thought to be involved in differential gene expression (6, 12, 13) . Despite the proposed central role of these domain structures in chromatin organization and genome function, many of their basic properties remain unclear. In one view, it has been proposed that TADs represent a fundamental physical unit of the genome organization within individual cells, which promote intradomain chromatin interactions but inhibit interdomain interactions through spatial segregation (6, 14, 15) . Recent super-resolution imaging studies provide partial support for this view by showing repressed chromatin domains as spatially segregated compact structures or nanocompartments in single cells (16, 17) . However, recently reported single-cell Hi-C maps exhibit only a low density of chromatin contacts in individual cells and cell-to-cell variability in these contacts, leading to the debate over whether TADs exist in single cells (18) (19) (20) (21) . Although enrichment of chromatin contacts and, occasionally, large TAD-like structures could be observed in some genomic regions in single-cell Hi-C maps, the sparsity of contacts in these maps makes de novo identification of individual chromatin domains and domain boundaries challenging in single cells. An alternative view has thus been proposed that the genome is not packaged into spatially segregated domain structures in single cells but is largely organized by recurrent pairwise interactions in an otherwise diverse ensemble of conformational configurations, with TADs being considered an emergent property from cell population averaging due to a tendency for contact enrichment within specific genomic regions in individual cells (19, 22) . These two distinct models of TADs have different implications for our understanding of cis regulation of chromatin, but unfortunately a clear physical understanding of the TAD structure is still missing. Hi-C experiments have also identified "loop interactions," primarily observed at the boundaries of TADs or contact domains that harbor convergent CCCTC-binding factor (CTCF) sites (4) (5) (6) 12) . Loop interactions have been proposed to facilitate interactions between regulatory sequences near the CTCF sites, such as enhancers and promoters, to induce gene activation (4, 12) . Although numerous pairwise loop interactions have been observed in various genomes by Hi-C and other methods, higher-order interactions that involve more than two genomic loci are only beginning to be explored (23) (24) (25) (26) (27) .
A major challenge in addressing the questions regarding chromatin organization is the lack of tools to provide a high-resolution visualization of the physical structure of chromatin in individual cells at the kilobase-to-megabase scale, which spans the sizes of genes and regulatory domains. Despite recent innovations in imaging methods that advance our knowledge of chromatin organization at this scale [see for example, (16, 17, (28) (29) (30) (31) ], current microscopy approaches provide limited sequence information and resolution, and hence the power of highspatial-resolution visualization is not accompanied by an ability to map the genomic sequences of chromatin structures de novo.
Multiplexed super-resolution fluorescence in situ hybridization (FISH) imaging for chromatin tracing
In this work, we developed a highly multiplexed super-resolution imaging approach for chromatin conformation tracing, which allows unbiased determination of both the structural features and their genomic coordinates with high resolution in single cells. To trace chromatin organization within and across TADs and sub-TADs, we imaged multiple 1.2-to 2.5-Mb regions of human chromosome 21 (Chr 21), traversing different numbers of TADs and sub-TADs, in multiple cell types. We partitioned each region of interest into consecutive 30-kb segments and labeled and imaged individual segments following a sequential hybridization protocol, modified from our previous multiplexed RNA imaging method (32) and our previous lower-(megabase) resolution chromatin imaging work (33) . In the first step, we labeled the entire region with a library of~12,000 to 25,000 primary Oligopaint probes (34, 35) , each primary probe containing a 20-nucleotide (nt) readout sequence that was specific for each 30-kb segment to facilitate multiplexed FISH imaging (Fig. 1A and table S1) (33) . Next, we added dye-labeled readout probes complementary to the readout sequences to allow three-dimensional (3D) stochastic optical reconstruction microscopy (STORM) (36, 37) or 3D diffraction-limited imaging of individual 30-kb segments (Fig. 1A and table S2 ). After each round, imaging one or two segments with single-or two-color imaging, the signal of the readout probes was extinguished by using a strand displacement reaction to remove the readout probes or by using photobleaching, or both, and the sequential process of readout-probe labeling and imaging was repeated until all segments were imaged (Fig. 1A) . This allowed us to generate, for each cell, a 3D super-resolution image of the chromatin region of interest in numerous pseudocolors, each reporting the position and structure of a contiguous 30-kb segment (Fig. 1B) , with <50-nm error in their localization and <5% error in their physical sizes ( fig. S1 ).
These super-resolution chromatin images allowed us to measure the pairwise interactions between chromatin segments and compare the results with ensemble Hi-C measurements. We first focused on a 1.2-Mb region of Chr 21 (Chr21:28Mb-29.2Mb) in IMR90 fibroblast cells using STORM imaging. Quantitatively, we determined two complementary metrics between each pair of segments from the STORM images: the spatial overlap and the centroid-to-centroid distance (Fig. 1C) . For each metric, we constructed a matrix for the entire imaged region for every copy of the chromosome imaged and averaged across~250 imaged chromosomes to obtain a population view, which can be compared to Hi-C (Fig. 1, D structures) similar to those observed in the ensemble Hi-C contact-frequency matrix of the same genomic region (Fig. 1D ). Both the spatial overlap and the spatial distance displayed high correlations with the Hi-C contact frequency, with Pearson correlation coefficients of 0.92 and −0.92, respectively (Fig. 1, G and H) . Notably, at the kb-to-Mb scale investigated here, the Hi-C contact frequency showed a power-law scaling with the spatial distance, with a scaling exponent of −4.9, similar to our previous observation at the Mb-to-whole chromosome scale (33), suggesting that this scaling is potentially a universal property.
We also performed diffraction-limited 3D imaging of each chromatin segment in the same multiplex fashion. The ensemble spatial-distance matrix derived from diffraction-limited imaging also showed similar domain structures (Fig. 1I  and fig. S2B ) and high correlation with the ensemble Hi-C contact-frequency matrix (Fig. 1J) . The multiplexed STORM and diffraction-limited imaging methods have complementary capabilities: The former provided high-resolution information not accessible to the latter, such as the sizes and shapes of individual chromatin segments, whereas the latter allowed for faster image acquisition and higher throughput for the number of chromatin segments or cells imaged. Because the otherwise unresolvable chromatin segments can be separated and localized with high precision by sequential imaging, even the latter approach provided a super-resolution view of chromatin conformation, albeit not as high resolution as that obtained with the STORM images. We used both approaches to interrogate chromatin organization at the single-cell level, as described below.
Super-resolution chromatin tracing reveals TAD-like structures in single cells
Notably, our STORM images and spatial-overlap matrices of individual chromosomes in single cells often showed clear domain structures with higher intradomain chromatin contact (overlap) frequency (Fig. 2, A and B) . We refer to these domains as TAD-like structures because of their similar appearance to TADs and sub-TADs in the ensemble-averaged contact matrices, although the boundaries of these single-cell domains varied from cell to cell. For instance, in the STORM images of two example cells, chromatin regions that belong to different ensemble sub-TADs showed extensive overlap in one cell but clear segregation in another cell (Fig. 2, A and B) . We identified and quantified the boundary positions of these TAD-like domains from the single-cell spatial-overlap matrices in an automated manner. The domain boundaries showed substantial cell-to-cell variation and a nonzero probability of residing at any of the genomic positions throughout the imaged region (Fig. 2C) . Moreover, the domain boundaries exhibited a preference to reside at genomic positions containing strong binding peaks of CTCF and cohesin (marked by one of its core subunits, RAD21), as detected by chromatin immunoprecipitation sequencing (ChIP-seq) (38) (Fig. 2, C and D) , giving rise to the tendency for ensemble TAD and sub-TAD boundaries to align with these sites (4-6, 12) . Notably, these domains often appeared as spatially segregated globular structures in the STORM images (Fig. 2B and fig.  S3, A and B) . We quantified the spatial segregation using a separation score at each genomic position describing the level of spatial separation between chromatin on either side of the position ( fig. S3, A and B) . The separation scores displayed nearly complete segregation at many of the identified single-cell domain boundaries ( fig. S3 and Fig. 2C ). Next, we took advantage of the higher throughput of diffraction-limited multiplexed imaging to investigate an extended 2-Mb genomic region (Chr21:28Mb-30Mb) in thousands of individual cells from three distinct cell lines: IMR90 lung fibroblasts, K562 erythroleukemia, and A549 lung epithelial carcinoma cells. Previous ensemble Hi-C data for IMR90 and K562 showed that this genomic region contains two TADs with cell type-specific sub-TADs ( fig. S4A ) (12) . The ensemble spatial distance and contact matrices derived from our imaging data again agree well with the ensemble Hi-C contact matrices for IMR90 and K562 and additionally allowed TAD and sub-TAD identifications in A549 cells (Fig. 3, A to C, and fig. S4 ). At the single-cell level, we observed TAD-like structures with globular 3D conformation and sharp domain boundaries in the images and spatial-distance matrices of individual chromosomes in all three cell types (Fig. 3, D to F) . The domain boundary positions again showed cell-to-cell heterogeneity, with a nonzero probability of being located at any genomic positions within the 2-Mb imaged region, and showed a preference for residing at positions bound by CTCF and cohesin (Fig. 3, G  to I, and fig. S5 ).
To test whether these cell-to-cell variations in domain boundaries were caused by different cell-cycle states, we used immunolabeling of the cell-cycle regulator, geminin, along with the 4′,6-diamidino-2-phenylindole (DAPI) stain to separate the cells into G 1 , S, and G 2 phases approximately ( fig. S6, A and B) . The ensemble spatial-distance matrices were similar among all three phases, without any notable change in the TAD and sub-TAD boundaries ( fig. S6C),  consistent with previous results (21, 39) . We observed moderate changes in TAD strength, characterized by the TAD insulation score, suggesting a moderate weakening of ensemble TADs from G 1 to G 2 ( fig. S6D ), also in agreement with previous results (21) . Notably, singlecell TAD-like structures were observed in all three phases ( fig. S6E) , and the cell-to-cell variability and preferential positioning of domain boundaries were all similar among the three phases ( fig. S6, F and G) , suggesting that the observed cell-to-cell variations in domain boundary positions were not primarily due to differences in cell-cycle state.
Next, we imaged an additional 2-MB region (Chr21:18.6Mb-20.6Mb) that contained no discernable TAD boundaries in the ensemble Hi-C contact matrix ( fig. S7A) (12) . Similarly, our ensemble spatial-distance matrix derived from imaging also did not show any discernable domains ( fig. S7B) . However, the single-cell spatial-distance matrices often showed clearly visible TAD-like structures with sharp domain boundaries ( fig. S7C) , and the average domain boundary strength was similar to that observed for the ensemble TAD-and subTAD-containing 2-Mb region (Chr21:28Mb-30Mb) described above ( fig. S7D) . In contrast to the Chr21:28Mb-30Mb region, the Chr21:18.6Mb-20.6Mb region showed largely uniform probability for the presence of single-cell domain boundaries throughout the region ( fig. S7E) , explaining the lack of domain boundaries in the ensemble matrix of this region.
TAD-like structures remain in single cells after cohesin depletion
We next investigated how chromatin structures change upon removal of the architectural protein, cohesin. DNA extrusion by cohesin complexes has been proposed as a mechanism responsible for ensemble TAD formation (22, 40) . Previous studies have shown that the depletion of cohesin causes elimination of TADs at the ensemble level, whereas the A/B compartment structures enriched for active and inactive chromatin are retained (25, 41) .
Using HCT116 cells with an auxin-inducible degron fused to a core cohesin subunit RAD21 (42), we compared the chromatin structures under both induced and uninduced conditions (Fig. 4 and figs. S8 to S10 ). We imaged a 2.5-MB region (Chr21:34.6Mb-37.1Mb) that shows several pronounced TAD structures within a single type A compartment ( fig. S8A, top panel) , in addition to the genomic region described earlier (Chr21:28Mb-30Mb), which shows less pronounced TAD boundaries superimposed on A/B compartment structures in ensemble Hi-C matrices of HCT116 cells (fig. S9 , A to C, top panels) (25) .
The ensemble spatial-distance matrices derived from our imaging data were similar to the ensemble Hi-C matrices for both regions (Fig. 4A,  left panel; fig. S8B, top panel; and fig. S9 , D to F, top panels). As expected, upon 6 hours of auxin treatment to induce cohesin degradation, the population-averaged TADs and sub-TADs within the imaged regions were largely eliminated, whereas the A/B compartment structures were retained (Fig. 4A, right panel; fig. S8B, bottom panel;  and fig. S9, D to F, bottom panels) , consistent with Hi-C results ( fig. S8A, bottom panel, and  fig. S9 , A to C, bottom panels) (25) . Notably, the chromatin domains observed in single cells persisted after cohesin degradation (Fig. 4B and  fig. S10A ). Moreover, the domain boundary strengths remained similar between cells with and without cohesin (Fig. 4C and fig. S10B ), and the average number of boundaries within the regions also remained similar between cells with and without cohesin, as reflected by the similar values for the mean probability for identifying a domain boundary averaged over all genomic positions ( Fig. 4D and fig. S10C ). What was notably different in the absence of a functional cohesin complex was that the positions of these domain boundaries became largely uniformly distributed along the genomic coordinate and no longer exhibited preferential positioning at CTCF and cohesin sites as observed in the presence of cohesin (Fig. 4D and fig. S10C ). These results indicate that cohesin is not required for the maintenance of TAD-like structures in single cells and that the role of cohesin in the formation of ensemble TADs is to establish preferred genomic boundaries for the single-cell domains. By contrast, preferential boundary positions for A/B compartment were still observed in individual cohesin-depleted cells, similar to those observed for untreated cells ( fig. S10D ), consistent with the observation that A/B compartments at the ensemble level were retained after cohesin depletion.
We noticed that cohesin depletion strongly hindered but did not completely stop cell division in HCT116 cells ( fig. S11, A and B) , which allowed us to examine chromatin structures in cells that had gone through a cell cycle without cohesin. We added the modified base 5-ethynyl-2′-deoxyuridine (EdU) to cells for an additional 12 hours in the presence of auxin after 6 hours of initial auxin treatment and used the EdU and geminin signals to select cells that likely had passed through mitosis and reentered G 1 phase (EdU+/geminin− cells) ( fig. S11, C to F) . We observed that, despite the removal of ensemble TAD boundaries ( fig. S11G ), single-cell TADlike domain structures also remained in this population of EdU+/geminin− cells ( fig. S11 , H to J). Because cells undergo major chromatin reorganization during mitosis (39), these TAD-like structures were likely reestablished after mitosis. These data thus suggest that cohesin may not be required for the establishment of domain separation in single cells either, although future experiments are needed to further test this notion. Cooperative, higher-order chromatin interactions are widespread in single cells In addition, our chromatin tracing approach allowed us to study higher-order interactions between three or more chromatin loci. We first examined if the interaction between two CTCF sites facilitates or inhibits the interaction with a third. Such higher-order interactions showed cell-to-cell variation, as illustrated in the STORM images (Fig. 5A ). When two CTCF sites (represented by letters "A" and "B") showed overlap, we frequently noticed an enhanced overlap of both sites with a third CTCF site, represented by the letter "C", as exemplified by the triplet of CTCF sites (A1, B1, and C1) in Fig. 5B . Because we consider only ordered A, B, and C sites such that C was not between A and B on the genomic coordinate, this facilitation effect cannot be trivially explained by the polymeric nature of chromatin. We systematically quantified this type of facilitated chromatin interactions for all~500 combinations of such ordered triplets of CTCF sites in the STORM-imaged region of IMR90 cells. Among all triplets analyzed,~80% showed such facilitated interactions (Fig. 5C ). We next asked whether this cooperative interaction is specific to CTCF sites or is generic to other chromatin loci. We analyzed such threesite interactions for all segments in our imaged regions in all cell types studied (IMR90, K562, A549, and HCT116). We observed that, despite notable quantitative differences observed across different genomic regions and different cell types, contact between two chromatin segments in general tended to increase the probability for these segments to contact a third segment, even when the segments did not harbor CTCF sites (Fig. 5, D to F) . Moreover, upon auxininduced cohesin depletion, this facilitated highorder interaction persisted (Fig. 5, E and F) .
Discussion
Our multiplexed, super-resolution imaging method allows the 3D organization of chromatin to be traced with nanometer-and kilobase-scale resolution in thousands of single cells. These imaging data directly revealed diverse chromatin configurations in individual cells, providing insights into the nature of chromatin folding. We observed that chromatin in single cells forms TAD-like domain structures with sharp domain boundaries and that these domain structures often adopt globular conformation with strong physical segregation between neighboring domains. The direct visualization of chromatin conformation, high-detection efficiency of individual genomic loci, and high-density singlecell interaction or distance maps offered by our imaging approach allowed us to identify these single-cell domain structures that are challenging to detect by previous methods. Hence, our data demonstrate that TAD-like domains are physical structures present in single cells and not an emergent property of population averaging. However, the boundaries positions of these single-cell domains show substantial cellto-cell variation; therefore, the ensemble TAD boundaries are emergent properties of population averaging due to the preferential positioning of single-cell domain boundaries at sites occupied by CTCF and cohesin. The observed cell-to-cell variability may reflect the dynamic nature of the single-cell domains but is not primarily caused by different cell-cycle states. It is also possible that the epigenetic modification profiles vary from cell to cell, contributing to these observed variations in domain boundary positions. Notably, these single-cell domain structures persist even after depletion of cohesin, a treatment that eliminates TADs and sub-TADs at the population-average level. The loop extrusion model (22, 40) , in which cohesin complexes extrude DNA until stopped by a pair of CTCF motifs, has been proposed to explain the formation of TADs and sub-TADs at the population level (22, 25, 40, 41) . However, in its simplest form, loop extrusion does not lead to strong physical segregation of chromatin domains in single cells (22) . Our data indicate that cohesin is not required for the maintenance of the observed single-cell TAD-like domain structures and is likely not required for the initial establishment of these structures, either. However, the preferential positioning of the single-cell domain boundaries at CTCF sites was abolished after cohesin depletion, suggesting its dependence on cohesin-CTCF interaction, possibly through loop extrusion, thereby explaining the loss of ensemble TADs upon cohesin depletion. In addition, we observed higher-order interactions between multiple chromatin loci, and many three-way contacts were observed at higher frequencies than expected from the observed frequency of pairwise interactions, indicative of a form of cooperativity. Such cooperative multiway interaction appears to be a general property of chromatin not limited to specific regulatory elements. It has been suggested that the collision between two loop extruders could facilitate three-way chromatin interactions (26, 43, 44) . Our observation that the cooperative three-way interactions occur even after cohesin depletion indicates that these observed higher-order interactions can arise from a mechanism distinct from the cohesin-based loop extrusion, although our observations do not exclude the possibility that the loop extrusion model could function in parallel to induce higher-order chromatin interactions.
Together, our observations of chromatin organization in single cells expand upon the emerging view that genome packaging is more complex than pairwise interactions (45) . Our imaging method, which provides a high-resolution physical view of chromatin conformation of targeted genomic regions, can complement sequencing-based genome-wide methods for investigating chromatin organization beyond pairwise interactions. The combination of these methods will help us better understand the complex structural landscape of the genome, tackling problems ranging from interactions among multiple cis-regulatory elements to overall folding conformation of the chromosomes.
Methods summary
Each genomic region of interest was divided into 30-kb segments, and target oligonucleotides for these segments were designed computationally. Target oligonucleotides for each segment were concatenated to a unique readout sequence, along with primer regions for selection and amplification, to constitute the primary probes. The primary probes were synthesized through array-based oligo-pool technology and amplified by polymerase chain reaction and in vitro transcription followed by reverse transcription (32) . These probes were hybridized to cells adhered to glass coverslips. The samples were mounted in a flow chamber connected to a custom fluidics system for iterative readout probe hybridization and imaged with a customassembled microscope (32, 33) . Fluorescently labeled oligonucleotides complementary to the readout sequences of each segment, i.e., readout probes, were added by the fluidics system, hybridized for 10 to 30 min, and then rinsed out with a wash buffer. The labeled cells were then imaged by STORM and/or diffraction-limited microscopy. After imaging, the signal of the readout probes was extinguished either by stripping off the probes using DNA strand-displacement or by photobleaching the fluorescence, or both, and readout probes complementary to the next readout sequence(s) [associated with the next chromatin segment(s)] were added. The process was repeated until all chromatin segments were imaged, such that the multiplexed image of the whole genomic region can be constructed with high resolution. Detailed probe design, synthesis, and imaging methods, as well as methods for image analysis; for constructing spatial overlap, distance, and contact matrices; and for singlecell domain analyses are described in the materials and methods section of the supplementary materials.
