Abstract-Spatial Aloha is probably the simplest medium access protocol to be used in a large mobile ad hoc network: each station tosses a coin independently of everything else and accesses the channel if it gets heads. In a network where stations are randomly and homogeneously located in the Euclidean plane, there is a way to tune the bias of the coin so as to obtain the best possible compromise between spatial reuse and per transmitter throughput. This paper shows how to address this questions using stochastic geometry and more precisely Poisson shot noise field theory. The theory that is developed is fully computational and leads to new closed form expressions for various kinds of spatial averages (like e.g. outage, throughput or transport). It also allows one to derive general scaling laws that hold for general fading assumptions. We exemplify its flexibility by analyzing a natural variant of Spatial Aloha that we call Opportunistic Aloha and that consists in replacing the coin tossing by an evaluation of the quality of the channel of each station to its receiver and a selection of the stations with good channels (e.g. fading) conditions. We show how to adapt the general machinery to this variant and how to optimize and implement it. We show that when properly tuned, Opportunistic Aloha very significantly outperforms Spatial Aloha, with e.g. a mean throughput per unit area twice higher for Rayleigh fading scenarios with typical parameters.
I. INTRODUCTION
T HIS paper contains several advances on the mathematical analysis of Spatial Aloha in the context of large Mobile Ad hoc Network (MANETs) as well as a discussion of a new variant of the protocol that we call Opportunistic Aloha.
The paper builds upon the methodology proposed in [1] , where stochastic geometry was first used for the quantitative analysis of this MAC protocol within this context. In MANETs the wireless nodes are randomly displayed and stochastic geometry can be used to provide closed form expressions for various kinds of spatial averages pertaining to the performance analysis of this MAC protocol. These spatial averages can be seen as empirical averages made over a large network and are particularly meaningful within this MANET context. The advances of the present paper are of four different types:
1) Advances on stochastic modeling: in § II, we revisit the setting of [1] and we clarify and extend the fading scenarios for which the proposed analysis can be used.
The connections between the Rayleigh model and the exponential assumptions of [1] are deepened and the justifications of certain independence assumptions are clarified. In addition, a more general framework is also introduced allowing one to analyze other types of fading (e.g. Rice or Nakagami) or to approximate the case with no fading at all. 2) Advances on performance metrics: we define a variety of new spatial performance metrics that we believe to be natural within this MANET context. In § III we go beyond the probability of success/outage and the mean number of successful transmissions per unit area, which were already considered in [1] , to also consider the mean throughput (bit-rate) of a typical transmission, the mean throughput per unit area, the mean number of meters of progress per unit area, as well as the more general notion of density of transport of the protocol. The notion of spatial reuse as defined in VI is also shown to be quite useful to compare scenarios and policies. These definitions are of general interest and can be extended to other MAC protocols. 3) Advances on the mathematical evaluation of spatial averages: several new results on Spatial Aloha are derived. In [1] , the main focus was on the evaluation of the probability of outage and on the associated optimization of the MAC parameters that are appropriate for large MANETs; the main new analytical result of the present paper are closed form expressions based on Fourier transform analysis; this bears for instance on spatial averages of the throughput ( § II-D) or the outage for general fading ( § II-C) and on the optimizations associated with these metrics ( § V). 4) Advances on MAC protocol synthesis: in § VII, we illustrate the use the machinery developed for Spatial Aloha to synthesize a new variant of the protocol, that we call Opportunistic Aloha. HSDPA improves on plain CDMA by assessing the channel characteristics and scheduling transmissions in an opportunistic way that leverages the knowledge of the channel conditions. In the same vein, Opportunistic Aloha improves on Spatial Aloha by selecting transmitters having good channel conditions to their receivers. We show how to optimally tune the parameters of this MAC protocol and we evaluate the performance improvement that results from this 0733-8716/09/$25.00 c 2009 IEEE adaptive variant of Spatial Aloha. The implementability of this protocol is discussed in § VIII based on our previous analysis and on discrete event simulation. The general setting, which is described in detail in § II, is similar to that considered in [1] . It consists of a large MANET where all nodes have an infinite backlog of packets to transmit. The MAC is a slotted version of Aloha: at each time slot, each node independently tosses a coin with some bias p which will be referred to as the medium access probability (MAP); it accesses the medium if the outcome is heads and it delays its transmission otherwise. The time-slot synchronization can be obtained through GPS or using atomic clocks in the network nodes. The nodes can also use common clocks with a distributed synchronization protocol. The quality of each wireless link is determined by the Signal to Interference and Noise Ratio (SINR) at the receiver. In the outage scenario, a packet transmission succeeds if the SINR at the receiver is larger than some predefined threshold. In the adaptive rate scenario, one is interested in the throughput obtained by each authorized transmission, which is also determined by the SINR at the receiver through some Shannon-like formula.
One of the general aims within the context of a large MANET is to tune the value of the MAP p so as to obtain a good "social compromise" between the two contradicting aims of having, on the one hand a large average number of concurrent transmissions per unit area and on the other hand, a high probability that an authorized transmission will be successful / have high throughput: large values of p allow more concurrent transmissions and consequently statistically larger interference, making the SINR smaller and transmissions more vulnerable; smaller values of p give fewer transmissions with higher probability of success / throughput.
We assume that each transmitter has its one hop receiver at some fixed distance r. As we will see, another important tradeoff is associated with this one-hop distance of transmissions r. A small r makes the transmissions more sure/efficient but involves more relaying nodes to communicate packets between origin and destination. On the other hand, a larger one-hop distance reduces the number of hops but might increase the number of failed / small throughput transmissions at each hop.
Let us conclude this introduction by reviewing the relationships between the present paper and the literature on the matter.
In [2] , Ehsan and Cruz focus on the evaluation of the spatial average of the throughput in a Poisson MANET using Spatial Aloha. The authors leverage the approach proposed in [1] to evaluate the optimal SINR target T that a Poisson MANET using Spatial Aloha ought to use in order to maximize the throughput per unit area. The throughput is evaluated as the product of the probability of coverage and of the logarithm of 1 + T (Shannon's capacity). However, this definition is only a lower bound to the real throughput obtained by transmitters: given that transmission is successful, namely given that the actual SINR θ at the receiver is larger than T , the throughput is the logarithm of 1+θ, which is larger than the logarithm of 1+ T in general. The approach developed in §II-D of the present paper tells us how much larger, since we actually compute the distribution and the mean of the logarithm of 1 + θ. In this sense, the optimization of the density of throughput conducted in §V of the present paper, which is one of our main new contributions, continues and refines that of [2] .
In [3] , Jacquet gives a closed form expression for the mean total throughput that a given receiver can obtain from a Poisson field of transmitters assuming that these emitters interfere with each other and that the throughput from a given emitter is defined, as in our model, as the logarithm of 1+SINR. In the Rayleigh fading case, he derives a closed form expression for the mean total throughput of such a communication model. The method is based on an evaluation of the mean area covered at a given SINR and on an elegant integration by part. The scheme which is proposed in the present paper is quite different: it is based on the L 2 isometry properties of the Fourier transform. This allows us to handle general fading distributions and to provide integral representations for the Laplace transform of the throughput and for its mean under general fading conditions.
An interesting special case when the distribution function of the interference can be given in the explicit form is presented in [4] .
In [5] , Hunter, Andrews and Weber focus on the evaluation of the performance of a Poisson MANET using Spatial Aloha together with single datastream MIMO techniques including beamforming, antenna sectorization and time-space blockcoding techniques. The analysis builds upon the representation of the coverage probability based on shot noise processes which is recalled in Proposition 2.1 below. This line of thought will not be pursued here. Another important contribution of [5] consists in the analysis of the impact of certain fading scenarios such as e.g. Nakagami and Rayleigh. The new formalism based on the Fourier L 2 isometry which is developed in the present paper (Proposition 4.4 and Corollary 2.4) allows one to cope with arbitrary fading (like e.g. Rician beyond Nakagami and Rayleigh) and is expected to be a step forward in the understanding of this class of systems.
II. SPATIAL ALOHA IN A POISSON MANET

A. The Poisson Bipolar Model with Independent Fading and Aloha MAC
Below, we consider a Poisson bipolar network model in which each point of the Poisson pattern represents a node of the MANET and is hence a potential transmitter. Each node has an infinite backlog of packets to transmit and has an associated receiver located at distance r (which is not part of the Poisson pattern of points). A natural extension that we will, however, not consider it in this paper consist in taking a random distance with some distribution of mean r.
More precisely, we assume that a snapshot of the MANET can be represented by an independently marked Poisson point process (P.p.p.) where the point process is homogeneous on the plane, with intensity λ and where the multidimensional mark of a point carries information about the MAC status of the point (allowed to transmit or delayed) in the current time slot and about its fading conditions in the channels to all receivers. This marked P.p.p. will be denoted by Φ = {(X i , e i , y i , F i )}, where 1) Φ = {X i } denotes the locations of the points (the potential transmitters);
2) {e i } is the medium access indicator of node i; (e i = 1 if node i is allowed to transmit in the considered time slot and 0 otherwise). The random variables e i are hence i.i.d. and independent of everything else, with P(e i = 1) = p. 3) {y i } denotes the location of the receiver for node X i (we assume here that no two transmitters have the same receiver). We assume that {X i − y i } are i.i.d random vectors with |X i − y i | = r; i.e. each receiver is at distance r from its transmitter (see Figure 1 ). There is no difficulty extending what is described below to the case where these distances are independent and identically distributed random variables, independent of everything else. 4) {F i = (F j i : j)} where F j i denotes the virtual power emitted by node i (provided e i = 1) towards receiver y j . By virtual power F j i , we understand the product of the effective power of transmitter i and of the random fading from this node to receiver y j . The random vectors {F i } are assumed to be i.i.d., whereas the components (F j i , j) are assumed to be identically distributed (distributed as a generic r.v. denoted by F ) with mean 1/μ assumed finite. In the case of constant effective transmission power 1/μ and Rayleigh fading, F is exponential with mean 1/μ (see e.g. [6, p. 50 and 501]). In this case it is reasonable to assume that the components of (F j i : j) are independent, which will be the default option in what follows. This is justified if the distance between two receivers is larger than the coherence distance of the wireless channel (see [6] ), which is a natural assumption here. Below, we will also consider non exponential cases which allow one to analyze other types of fading such as e.g. Rician or Nakagami scenarios or simply the case without fading (when F ≡ 1/μ is deterministic).
In addition, we consider a nonnegative random variable W independent of Φ modeling the power of the external (thermal) noise. A natural extension consist in considering a random field rather than a random variable.
Note that the set of nodes that transmit in the reference time slot: Φ 1 = {X i : e i = 1} is a P.p.p. with intensity λ 1 = λp.
B. Mean Path-loss Model
Below, we assume that the receiver of node i receives a power from the transmitter located at node j which is equal to F Note that 1/l(u) has a pole at u = 0, and thus in particular is not correct for small distances (and hence in particular for u small compared to 1/ √ λ). Another inconvenience of this path-loss model is that the total power received at a given location from an infinite Poisson pattern of transmitters has an infinite mean (where averaging is taken over all configurations of transmitters). Despite these drawbacks of the path-loss model (2.1), we will use it as our default model, because it is precise enough for large enough values of u, it simplifies many calculations and reveals important scaling laws (see Section II-E).
Other possible choices of path-loss function avoiding the pole at at u = 0 consist in taking e.g. max (1, l(u) 
C. Coverage (Non-Outage) Probability
We will say that transmitter {X i } covers its receiver y i in the reference time slot if
where
is the shot-noise of Φ 1 , namely,
, and where T is some SINR threshold. We will equivalently say that x i can be successfully be received by y i or that y i is not in outage with respect to x i in the time slot.
Throughout the paper, we will use the following explicit formula for the Laplace transform of the generic shot-noise
, which is valid in P.p.p. case whenever the random variables F j are independent copies of the generic fading variable F :
where L F is the Laplace transform of F . It can be derived from the formula for the Laplace functional of the Poisson p.p. (see e.g. [7] ) and was already used in [1] . Denote by δ i the indicator that (2.2) holds, namely, that location y i is covered by transmitter X i with the required quality. By the stationarity of Φ, this process enriched with the marks {δ i } is still stationary, however {δ i } are not independent.
Let E 0 denote the Palm distribution of the P.p.p. Under this distribution, the nodes are located at Φ ∪ {(X 0 = 0, e 0 , y 0 , F 0 )}, where (e 0 , y 0 , F 0 ) is independent of Φ, a stationary independently marked P.p.p., and is distributed like the other marks (cf. [8] ). Note that under E 0 , the node at the origin, called the typical node, is not necessarily a transmitter; e 0 is equal to 1 or 0 with probability p and 1 − p respectively.
Denote by p c (r, λ 1 , T ) = E 0 [δ 0 ] the probability that node X 0 = 0 covers its receiver, given it is a transmitter. Note that this probability depends in particular on the density of transmitters λ 1 = λp, the distance r and the SINR threshold T , and that it can be expressed using three independent generic random variables F, I
1 , W by the following formula
Using the independence assumptions, it is easy to see that in the case of Rayleigh fading the last formula can be rewritten as
where L W is the Laplace transform of W and where L I 1 can be expressed from (2.3) when using the fact that F is exponential:
Using this observation the following result was proven in [1] . Proposition 2.1: Assume the Poisson bipolar network model of Section II-A with Rayleigh fading (F exponential with mean 1/μ). Then
du .
In particular if W ≡ 0 and that the path-loss model (2.1) is used then
The above result can be used in the following context: assume one wants to operate a MANET in a regime where each transmitter is guaranteed a SINR at least T with a probability larger than 1 − ε where ε is a predefined quality of service, or equivalently, where the probability of outage is less then ε. Then, if the transmitter-receiver distance is r, the MAP p should be such that p c (r, λp, T ) = 1− ε. In particular, assuming the path-loss setting (2.1), one should take
.
For example, for T = 10dB 2 , β = 4, r = 1, one should take p ≈ min (1, 0.064 ε/λ) . 2 A positive real number x is 10 log 10 (x) dB.
In what follows, we consider the case of a general fading model. We show that under some additional regularity conditions one can get integral representations for the probability of coverage.
Proposition 2.2: Consider the Poisson bipolar network model of Section II-A with fading variables F such that
• F has a finite first moment and admits a square integrable density; • Either I 1 or W admit a density which is square integrable. Then the probability of a successful transmission is equal to
Remark: Sufficient conditions for I 1 to admit a density are given in [9, Prop. A.2] . Roughly speaking these conditions require non-null F and the path-loss function l is not constant in any interval. This is satisfied e.g. for l(u) given by (2.1) and its modification l(u + 1), but not by the two other examples given at the end of Section II-B. Concerning the square integrability of the density, which is equivalent to the integrability of |L I 1 (is)| 2 (see [10, p.510]), using (2.3) one can easily check e.g. that it is satisfied for l(u) given by (2.1) provided P{F > 0} > 0. Moreover, under the same conditions |L I 1 (is)| is integrable (and so is |L I 1 (is)|/|s| for large |s|).
Proof: (of Proposition 2.2) By the independence of I 1 and W , the second assumption of Proposition 2.2 implies that I 1 + W admits a density g(·) that is square integrable. Denote by f (y) the (square integrable) density of F . From (2.4), 
The result follows provided one can interchange the two integrals. This is licit by Fubini's theorem provided
By the second assumption of Proposition 2.2 either |L I 1 (is)|/|s| or |L W (is)|/|s| is integrable for large |s| (as a corollary of the Cauchy-Schwarz inequality). From this, we deduce that
is integrable in s for large |s| and uniformly in y. For small |s| this modulus is bounded from above by some constant K times y and the required absolute integrability holds because F has finite first moment.
D. Throughput
Within the network scenario described above, one can also ask about the spatial average of the rates obtained by the transmitters. Assume the throughput of a channel with SINR T is T = B log(1 + T ) (we take B = 1 to simplify notation). In what follows we are interested in the mean throughput of a typical node when it transmits, namely
and also its Laplace transform
Let us now make the following simple observations:
and similarly 
(2.14)
where K(β) is defined in (2.9).
Corollary 2.4:
Under the assumptions of Proposition 2.2
(namely in the model with general fading F )
Here is a direct application of the last results. Table I shows how Rayleigh fading compares to the situation with no fading. The path-loss model (2.1) is assumed with A = 1 and β = 4. We assume W to be exponential with mean 0.01. We use the formulas of the last corollaries; the Rayleigh case is with F exponential of parameter 1; to represent the no fading case within this framework we take F Erlang of high order (here 8) with the same mean 1 as the exponential. We see that the presence of fading is beneficial in the far-field, and detrimental in the near-field.
E. Scaling Properties
We show below that in the Poisson bipolar network model of Section II-A, when using the path-loss model (2.1) and when W = 0, some interesting scaling properties can be derived.
Denote byp c (r) = p c (r, 1, T ) the value of the probability of connection calculated in this model with T ≡ 1, λ 1 = 1, W ≡ 0 and normalized virtual powersF 
III. SOME SPATIAL PERFORMANCE METRICS
The knowledge of p c (r, λ 1 , T ) or of τ (r, λ 1 ) allows one to estimate the following performance metrics:
• The (spatial) density of successful transmissions is defined as the mean number of successful transmissions 
From stationarity, the last definition does not depend on the particular choice of Borel set B. By Campbell's formula
• The mean progress made in a typical transmission, defined as
• The (spatial) density of progress, defined as the mean number of meters progressed by all transmissions taking place per unit surface area:
by the same arguments as for (3.1).
• The (spatial) density of throughput is defined as the mean throughput per unit surface area:
• The (spatial) density of transport
This is the mean number of bit-meters transported per second per unit and space. In the following sections we will be interested in optimizing the spatial performance of an Aloha MANET.
IV. OPTIMIZATION OF THE DENSITY OF PROGRESS
A. Best MAP Given Some Transmission Distance
We mentioned in the introduction that a good tuning of p should find a compromise between the average number of concurrent transmissions per unit area and the probability that a given authorized transmission will be successful. To find such a compromise, one ought to maximize the density of progress, or equivalently the density of successful transmissions, d suc (r, λp, T ) = λp p c (r, λp, T ), w.r.t. p, for a given r and λ. As already shown in [1] this can be done explicitly for the Poisson bipolar network model with Rayleigh fading.
Define
whenever such a value of λ exists and is unique. The following result was proved in [1] . Proposition 4.1: Under the assumptions of Proposition 2.1 (in the model with Rayleigh fading) with p = 1 the unique maximum of the density of successful transmissions
, and the maximal value is equal to
In particular, assuming W ≡ 0 and path-loss (2.1)
with K(β) defined in (2.9). The above result yields the following corollary concerning the tuning of the MAC parameter when λ is fixed.
Corollary 4.2:
Under assumptions of Proposition 2.1 (in the model with Rayleigh fading) with some given r the value of the MAP p that maximizes the density of successful transmissions is
In order to extend our observations to general fading (or equivalently to a general distribution for virtual power) let us assume that W = 0 and that the path-loss function is (2.1). Then, using Lemma 2.5, we can easily show that λ max and d suc (r, λ max ), exhibit, up to some constant, the same dependence on the model parameters, namely the distance r from transmitter to receiver, T the threshold and μ the inverse of the mean of virtual power F , as that given in (4.1) and (4.2) for exponential F . 
where the constants c 1 and c 2 do not depend on r, T, μ, provided λ max is well defined.
Proof: Assume that λ max is well defined. By Lemma 2.5,
So the main question is that of the definition of λ max which is addressed below.
B. General Definition of λ max
In this section, we show that under some mild conditions, λ max is well defined and not degenerate (i.e. 0 < λ max < ∞). Assume T > 0. Note that d suc (r, 0, T ) = 0; so under some natural non-degeneracy assumptions, the maximum is certainly not attained at λ = 0.
Proposition 4.4: Consider the Poisson bipolar network model of Section II-A with p = 1 and general fading with a finite mean. Assume that l(r) > 0 and is such that the generic shot-noise
is attained for some 0 < λ max ≤ λ; 2) If for all a > 0, the modified shot-noise at the origin:
has finite mean for all λ > 0, then lim x→∞ d suc (r, x, T ) = 0 and consequently, for sufficiently large λ, this maximum is attained for some λ max < λ. The statement of the last theorem means that for a sufficiently large density of nodes λ, a nontrivial MAP 0 < p max < 1 equal to p max = λ max /λ will optimize the density of successful transmissions.
Proof: (of Proposition 4.4) Recall that p c (r, λ, T ) = P{ I(λ) ≤ F/(l(r)T − W ) }, where we made the dependence of the shot-noise variable I(λ) = I 1 = I (note that p = 1) on the intensity of the Poisson p.p. explicit. By the thinning property of the Poisson p.p. we can split the shotnoise variable into two independent Poisson shot-noise terms I(λ + ) = I(λ) + I( ). Moreover, we can do this in such a way that I( ), which is finite by assumption, almost surely converges to 0 when → 0. Consequently,
where the last equation is due to the fact that I(λ) is independent of F, W and admits a density. Splitting the P.p.p of intensity λ into two P.p.p's with intensity λ − and , and considering the associated shot-noise variables I(λ − ) and I( ), with I(λ) defined as their sum, one can show in a similar manner that
This concludes the proof of the first part of the proposition.
We now prove the second part. Let G(s) = P{ F ≥ s }. Take > 0 and such that < E[I (1)] = I (1) < ∞. By independence we have
For J 2 and t > 0 we have
Note that the derivative of t(
) ds with respect to t at t = 0 is equal to I (1)− −I (1) < 0. Thus, for some small t > 0, J 2 ≤ λe −λC for some constant C > 0. This shows that lim λ→∞ J 2 = 0, which concludes the proof.
C. Best Transmission Distance Given Some Transmitter Density
Assume now some given intensity λ 1 of transmitters. We look for the distance r which maximizes the mean density of progress, or equivalently the mean progress prog(r, λ 1 , T ) = r p c (r, λ 1 , T ). We denote by r max = r max (λ) = arg max r≥0 prog(r, λ, T ) the best transmission distance for the density of transmitters λ whenever such a value exists and is unique. Let
be the optimal mean progress. Remark: We see that the optimal distance r max (λ) from transmitter to receiver is of the order of the distance to the nearest neighbor of the transmitter, namely 1/(2 √ λ). Notice also that for Rayleigh fading and l(r) given by (2.1) we have the general relation:
As before, one can show that for a general model, under some regularity conditions, prog(r, λ, T ) is continuous in r and that the maximal mean progress is attained for some positive and finite r. We skip these technicalities.
D. Degeneracy of Two Step Optimization
Assume for simplicity a W = 0 and path-loss (2.1). In Section IV-A, we found that for fixed r, the optimal density of successful transmissions d suc is attained when the density of transmitters is equal to λ 1 = λ max = c 1 /(r 2 T 2/β ). It is now natural to look for the distance r maximizing the mean progress for the network with this optimal density of transmitters. But by Proposition 4. The above analysis shows that a better receiver model of Aloha MANET is needed to study the joint optimization in r and in λ. Such a model, proposed in the second part of [1] , assumes that the receivers are no longer sampled as independent marks of the Poisson p.p. of potential transmitters, but belong to the point process of potential transmitters and are chosen amongst the nodes from which the Aloha mechanism prevents transmission during the time slot considered. However, due to space limitations, in the remaining part of the present paper we will not go beyond the bipolar network model of Section II-A.
V. OPTIMIZATION OF THE DENSITY OF TRANSPORT
A. Best MAP Given Some Transmission Distance
Define λ
whenever such a value of λ exists and is unique. We have the following result. 
where x * (β) is the unique solution of the integral equation
Proof: One obtains this characterization by differentiating (2.13) w.r.t. λ 1 .
B. Best Transmission Distance Given a Density of Transmitters
Assume now some given intensity λ 1 = λp of transmitters. We look for the distance r which maximizes the mean density of transport, or equivalently the mean throughput τ (r, λ 1 ). We denote by 
where y * (β) is the unique solution of the integral equation
Proof: One obtains this characterization by differentiating (2.13) w.r.t. r.
We will not pursue this line of thought any further. Let us nevertheless point out that the last results can be extended to more general fading models and also that the same degeneracies as those mentioned above take place.
VI. SPATIAL REUSE IN OPTIMIZED POISSON MANETS
Aloha creates a random exclusion disc around each transmitter. By this we mean that for an arbitrary radius there is some non-null probability that all the nodes in the disk with this radius do not transmit at a given time slot. Below we evaluate the mean exclusion radius and for comparison we consider an equivalent CSMA model with exclusion radius equal to this mean. Note, that in this latter model, the exclusion disk is deterministic. Specifically, CSMA uses a carrier sense threshold above which a node defers its transmission. This creates an exclusion disc around the transmitter where no concurrent transmission can take place.
We define the mean exclusion radius of a Poisson MANET using Aloha as the mean distance from a typical transmitter to its nearest concurrent transmitter
For the Poisson network this means that the exclusion radius is equal to
Here are two questions pertaining to an optimized scenario and which can be answered using the results of the previous sections:
• If r is given and p is optimized, how does the resulting R excl compare to r? • If λ is given and r is optimized, how does the resulting r compare to R excl ?
We will in fact address these questions in a unified way by defining the spatial reuse factor of the Poisson MANET as the ratio of the typical distance r between transmitter and receiver and of the typical distance between nearest neighbor transmitters (this notion is analogous to the concept of spectral reuse in cellular networks). So if the spatial density of transmitters in this Aloha MANET is λ 1 , then
Here are a few illustrations. Example 6.1: Consider the Poisson bipolar network model of Section II-A. Assume general fading, that the path-loss model is (2.1) and that W = 0. Assume that the SINR target is T and that the transmitter-receiver distance is r. We deduce from Proposition 4.3 that the spatial intensity of transmitters that maximises the density of successful transmissions is
Hence by (6.1)
so that at the optimum, the spatial reuse
is independent of r. For example, for β = 4 and Rayleigh fading, we can use the fact that c 1 = 1/K(β) to evaluate the last expressions. For a SINR target of T = 10dB, R excl (λ max ) ≈ 1.976r. Equivalently S reuse ≈ 0.506. In order to have a spatial reuse larger than 1, one needs a SINR target less than 2 √ 2/π 4 = 0.657, that is less than -1.82 dB.
Example 6.2:
Consider the Poisson bipolar network model of Section II-A with general fading, path-loss model (2.1) and W = 0 and target SINR T . Assume that the spatial density of transmitters is fixed and equal to λ. Let r max (λ) denote the transmitter-receiver distance which maximizes the mean progress. We get from Proposition 4.5 that at the optimum r,
for all values of λ. For β = 4 and Rayleigh fading, if we pick a SINR target of 10 dB, then S reuse ≈ 0.358 only. Similarly, S reuse > 1 iff T < (2/K(β)) β/2 . For β = 4, this is iff T < 0.164 or equivalently T less than -7.84 dB.
Example 6.3: Assume the Poisson bipolar network model of Section II-A with Rayleigh fading, path-loss model (2.1) and W = 0. Assume that the target distance between transmitter and receiver is r. We deduce from Proposition 5.1 that in terms of density of throughput, the best organization of the MANET is that where the spatial intensity of transmitters is λ
. Hence, at the optimum, 6) so that 
VII. OPPORTUNISTIC ALOHA
A. Definition
In the basic Spatial Aloha scheme, each node tosses a coin to access the medium independently of the fading variables. It is clear that something more clever can be done by combining the random selection of transmitters with the occurrence of good channel conditions. The general idea of Opportunistic Aloha is to select the nodes with a F i i larger than a certain threshold as transmitters in the reference time slot. This threshold may be deterministic or random (we assume fading variables to be observable which is needed for this scheme to be implementable -see § VIII).
More precisely, in a Poisson MANET, Opportunistic Aloha with random MAC threshold can be described by an independently marked P.p.p. (1)- (4) In what follows we will also assume that for each i the coordinates of (F The set of transmitters is hence a Poisson p.p. Φ 1 (different from that in Section II) with intensity λP(F > θ) (where F is a typical F i i and θ a typical θ i , with (F, θ) independent). Thus in order to compare Opportunistic Aloha to the plain Spatial Aloha described in Section II, one can take p = P{ F > θ }, where p is the MAP of plain Aloha, which guarantees the same density of (selected) transmitters at a given time slot.
B. Coverage -Outage
Note that the virtual power emitted by any node to its receiver, given it is selected by Opportunistic Aloha (i.e. given e i = 1) has for law the distribution of F conditional on F > θ. Below, we will denote by F θ a random variable with this law.
However, by independence of (F j i , j), the virtual powers F j i , j = i, toward other receivers are still distributed as F . Consequently, the interference I 1 i experienced at any receiver has exactly the same distribution as in plain Aloha. Hence, the probability for a typical transmitter to cover its receiver can be expressed by the following three independent generic random variables
where I 1 is the generic shot-noise generated by Poisson p.p. with intensity λ 1 = P{F > θ}λ and (non-conditioned) fading variables F j (as in (2.4) ).
We begin our analysis of Opportunistic Aloha by a comparison of p c (r, λ 1 , T ) and p c (r, λ 1 , T ) of plain Aloha when all parameters (T , W , r, etc.) are the same. To get more insight we assume first Rayleigh fading. In this case F is exponential with parameter μ and since θ is independent of F , by the lack of memory property of the exponential variable, given that F > θ the variables θ and F − θ are independent. Moreover, the conditional distribution of F − θ given F > θ is also exponential with parameter μ. Denote by θ the conditional law of θ given that F > θ. Consequently in the Rayleigh fading case (7.1) can be rewritten as
where a + = max(a, 0). Comparing (7.2) to the middle expression in (2.5) it is clear that the opportunistic scheme does better than plain Aloha with MAP p such that p = P(F > θ) = E e −μθ = L θ (μ). Indeed, the intensity of transmitters is the same in both cases, and thus the laws of I 1 coincide in both formulas.
In order to evaluate how much better Opportunistic Aloha does in the Rayleigh case, we will particularly focus on the following two simple examples:
• that where θ is constant, where θ = θ,
• that where θ is exponential with parameter ν where θ is exponential of parameter μ + ν. In the latter case we have: Proposition 7.1: Assume the Poisson bipolar network model of Section II-A with Opportunistic Aloha MAC given by (2') above. Assume Rayleigh fading (exponential F with parameter μ) and exponential distribution of θ with parameter ν. Then
where L I 1 is given by (2.6) with λ 1 = λν/(μ+ν). If moreover W ≡ 0 and the path-loss (2.1) is assumed, then
with λ 1 as above.
Proof: Note that Φ 1 is a Poisson p.p. of intensity λν/(ν + μ) and θ is exponential of parameter μ + ν. Using (7.2) we have hence
which completes the proof. Note that, as expected, when letting ν tend to infinity, under mild conditions, the first expression of the last proposition tends to L I 1 (μT l(r))L W (μT l(r)), namely the formula (2.7) of plain Aloha with λ 1 = λ or equivalently p = 1.
For a general fading and distribution of θ (for instance deterministic) the following result can be proved along the same lines as Proposition 2.2.
Proposition 7.2: Assume the Poisson bipolar network model of Section II-A with Opportunistic Aloha MAC given by (2') above. Take the same assumptions as in Proposition 2.2 except that the condition on F in the first item is replaced by the following one
• E(F θ ) < ∞ and F θ admits a square integrable density. Then
In the case of Rayleigh fading and deterministic θ, the last theorem can be used since F θ is then the convolution of a deterministic (equal to θ) and an exponential (with In the particular case considered in this figure, the density of transmitters covering their target receiver is approx. 56% larger in the optimal opportunistic scheme with exponential threshold than in plain Aloha and 134% larger in the deterministic case.
It may look surprising that the curves for the random exponential and the deterministic threshold cases (1 and 2 above) differ so much. One should bear in mind the fact that the two associated MAPs are quite different: p = and detrimental for low densities. However here, in each case, there is an optimal MAP, and when properly optimized, Spatial Aloha does better for lower variances (i.e. for Rician fading with higher q). Figure 4 compares the density of success of Opportunistic Aloha for Rayleigh and Rician (q = .5) fading. (The Rician case with q = .9 has thresholds θ larger than .9 and leads to very small densities of success; it is not displayed.) The two curves are based on Proposition 7.2. Note first that for the two considered cases the density of transmitters are quite different: (exp(−θ) in the Rayleigh case and exp(−2θ) in the Rician case, for θ > 1/2), which explain why the shapes of the curves are so different. Here, we see the opposite phenomenon compared to what was observed above: when properly optimized, Opportunistic Aloha does better when the fading variance increases, namely does much better for Rayleigh fading than for Rician fading with q = 0.5. This is in fact quite natural since the aim of Opportunistic Aloha is to leverage diversity: more fading diversity/variance is hence beneficial to this protocol when properly tuned. 
C. Throughput
The following result on the throughput of Opportunistic Aloha is a corollary of Proposition 7.2 and formula (2.12).
Corollary 7.5: Under assumptions of Proposition 7.2, the mean throughput can be expressed as:
Since the assumptions of the last result hold in both deterministic and exponential θ case given Rayleigh fading, we can use (7.4) to evaluate the density of throughput in both cases. Example 7.6: Figure 5 plots the density of throughput d throu for Rayleigh fading and the same three cases of θ as in Example 7.3. In the particular case considered in this figure, the density of throughput is approx. 48% larger in the optimal opportunistic scheme with exponential threshold than in plain Aloha and 93% larger in the deterministic case.
Remark: The deterministic threshold case seems to always outperform the exponential threshold case when both are tuned optimally.
VIII. A POSSIBLE IMPLEMENTATION OF OPPORTUNISTIC ALOHA
The stochastic geometry estimates of the last section determine the performance of an ideal implementation of Opportunistic Aloha. The main question is of course whether the quality of the channel can be evaluated efficiently enough within the MANET setting. The aim of the present section is to outline a scheme allowing one to realize this estimation.
A. Assumptions on Fading
We make the following assumptions:
• Fading conditions change very often and more precisely these conditions may change from a time slot to the next; thus in order to implement the protocol, we need a scheme to estimate the fading between a sender and its receiver in each time slot.
• Fading is symmetrical i.e. the fading from transmitter to receiver is the same as the one from receiver to transmitter.
B. Scheme for the Selection of Good Channels
In order to identify sender-receiver pairs with good channel conditions under the assumption of fast fading changes, we propose to use a Request-To-Send (RTS) Clear-To-Send (CTS)-like approach. More precisely the Aloha slot is divided into three parts. The sender uses the first part of the slot to send an RTS packet containing the identity of the sender-receiver pair. As we will see below, the scheme is such that the receiver correctly receives the RTS packet if the channel conditions are good enough; upon reception of the RTS packet, the receiver uses the second part of the slot to send a CTS packet back to the sender to inform the latter of the fact that good conditions are observed. The sender is selected for transmission if both RTS and CTS were received successfully. The third and final part of the slot is used by the sender to transmit the payload if selected.
This division of the Aloha slot is summarized in Figure 6 . The correct reception of the RTS packet by the receiver will not be judged using the conventional SINR criterion which is usually employed to validate the proper reception of a packet. We will rather measure the total power received by this node. That is the sum of the power of the signal transmitted by the sender and of that of the interference generated by all the other nodes. If this total power is larger than a pre-determined threshold, called the RTS threshold and denoted by T RT S , the RTS packet is assumed to be correctly received. The rationale for this is the following: if the power of interference is small, then a high power is equivalent to a high signal power and hence good fading conditions; more precisely, if there is no interference at all, the RTS threshold should be taken equal to T RT S = θ/l(r) when one seeks for channels with fading larger than θ (see § VII).
In such a case, the receiver sends a CTS packet in the second part of the Aloha slot, so as to inform the sender of the fact that it observes a good channel. Again, the proper reception of the CTS packet by the sender is not evaluated on the basis of SINR but rather on the basis of a received power larger than a predetermined threshold called the CTS threshold and denoted by T CT S . If interference is small, the symmetry assumption implies that one should also take T CT S = T RT S = θ/l(r). Of course, as described above, the scheme only works if the interference is of low power both at the sender and at the receiver. In order to fulfil this requirement, we propose using a combination of CDMA codes and/or TDMA:
• CDMA: the RTS packet is sent using a random CDMA code chosen from a given set of CDMA codes. The reception of the RTS packet employs parallel matched filters using all the CDMA codes in the given set of codes. The reception of the RTS and CTS packets is then decided based on the value of the power received in the matched filter of the CDMA code on which the RTS packet was encoded. The use of the CDMA codes leads to a reduction of the interference power by a factor directly linked to the coding gain of the CDMA codes. CDMA codes of reasonable length can easily provide gains from 5 to 100.
• TDMA: another way to decrease the impact of interference is to use a Time Division Multiple Access technique. These packets are sent in mini slots as shown on the top of Figure 6 . The sender randomly selects a mini slot to send its RTS packet. The receiver follows the signal strength during the whole RTS part of the Aloha slot. The reception of the RTS packet is decided based on the total power during the RTS mini slot on which this RTS packet was transmitted. A comparison of this maximum total power with the RTS threshold decides whether the RTS has been properly received. A similar technique is used for CTS packets based on appropriate mini slots. The gain obtained by this technique is equal to the number of mini-slots created in the RTS (or CTS) part.
• CDMA and TDMA: it is possible to mix the use of TDMA access for RTS/CTS packets with the use of CDMA codes. In this case the gain against the interference is the product of the gain obtained with the CDMA codes and of the gain obtained the TDMA approach for ther RTS/CTS packets.
Note that the RTS/CTS messages proposed above are not supposed to create any exclusion zones (like in CSMA) but to discover the quality of the channel between the emitter and its potential receivers. In fact, CDMA and TDMA techniques are proposed to separate neighboring selection processes.
C. Discrete Event Simulation
The simulated scenario is the following:
• Path-loss: (2.1) with A = 1, β = 4;
• Thermal noise: W ≡ 0;
• Threshold: T = 10dB;
• Fading: Rayleigh with μ = 1;
• RTS-CTS: we set to N = 50 the gain against the interference that can be obtained with the combination of CDMA codes and TDMA. In the simulation results, we apply a correction corresponding to an overhead of 15% to take the time lost in the RTS and CTS parts of the slot into account. We use the same threshold to qualify the reception of the RTS and the CTS packets, T RT S = T CT S = θ/l(r). In the simulations, θ is either constant 1/ν or randomly selected according to an exponential law of rate ν. • Point pattern: Poisson point process of intensity λ = 0.001 on a square [0, 1000] × [0, 1000]. We study the transmission from a given node locate at the center of the square to a receiver located at a distance r meters from the transmitter, as done in the analytical model.
In Figure 2 , we plot the density of successful transmissions obtained by the implementation of Opportunistic Aloha in the case with random exponential threshold (this is the curve with confidence interval). We observe that the implementation of Opportunistic Aloha significantly outperforms plain Aloha when ν is correctly chosen. This implementation of Opportunistic Aloha remains less efficient than the theoretical model. We also notice that the implementation of Opportunistic Aloha exhibits the same kind of behavior as the theoretical model.
In Figure 5 , we evaluate the density of throughput of the implementation of Opportunistic Aloha. We have the same observations as for Figure 2 . Once again the implementation of Opportunistic Aloha very significantly outperforms plain Aloha .
In Figure 7 and Figure 8 , we study the density of successful transmissions and the density of throughput for different values of r. In these figures we evaluate the performance of plain Aloha (with p = 1/ν), of the theoretical model of Opportunistic Aloha (θ = 1/ν or θ exponentially distributed of rate ν) and of the implementation of Opportunistic Aloha (for which we only plot the exponential threshold case). For all values of r, the theoretical models are optimized by selecting the best value of ν (as given in § IV and § V for plain Aloha and as obtained from the formulas of § VII for Opportunistic Aloha). For the implementation of Opportunistic Aloha a rough optimization at the best value of ν is performed.
We observe that Opportunistic Aloha outperforms plain Aloha for all transmission radii r. We also note that the implementation of Opportunistic Aloha tends to offer results close to those of the theoretical model.
In Figure 9 , we study the effect of the gain against interference N . For these results, the implementation of Opportunistic Aloha is roughly optimized w.r.t. ν. We observe the following:
• For N ≥ 20, the proposed implementation of Opportunistic Aloha improves significantly on plain Aloha: the improvement is appr. from 10% to 50% for the density of successful transmissions and of 35% for the density of throughput. • For 10 ≤ N ≤ 20, the implementation of Opportunistic Aloha improves the density of throughput significantly and offers a marginal improvement in the density of successful transmissions.
• The implementation of Opportunistic Aloha based on a fixed value of θ allows one to obtain an improvement of 10% in the density of successful transmission even for N = 10.
Remark:
Notice that the RTS-CTS phase can be used to select the best receiving antenna at the receiver if it has more than one receiving antenna. This may improve the performance of Opportunistic Aloha and increase the gain of this scheme over plain Aloha.
IX. CONCLUDING REMARKS
A. General Remarks
The aim of this subsection is to discuss how to relax some of the simplifying assumptions adopted in the present paper and more generally how to extend our approach to more realistic scenarios or to further metrics. a) Extension to non slotted systems: We assumed time to be slotted. Time-slots are required in e.g. TDMA (Time Division Multiple Access) systems and one of the well known advantages of Aloha is that it does not require slotted time. In order to model non-slotted Aloha, one has to take into account the fact that interference (and thus SINR) can vary during a given transmission as some other transmissions may start or terminate. A more detailed packet reception model is hence needed. For example, if one assumes a coding with some sufficient interleaving, then one can consider that it is the averaged SINR, where the averaging is over the whole packet reception period, that determines the success of reception. In this case a mathematical analysis of non-slotted Aloha is possible e.g. along the lines presented in [12] , [13] .
b) Extensions of the bipolar model and to multi-hop scenario: Our bipolar model is meaningful for a multihop network in the sense that it allows one to analyse the performance of such a network "at some arbitrary time slot". The transmitters considered in this slot are relay nodes and not necessarily the sources of the transmitted packets. Similarly, the receivers need not be the final destinations. The fact that all receivers are at the same distance from their emitters presents some simplification that can easily be relaxed by considering random (independent) distances. This one-hop analysis can be used to deduce the performance of a routing in a multihop network under the assumption of high node mobility; in this case, the configurations of nodes in two different slots might be taken as independent and Poisson and one can then use independence to analyze the fate of a packet along its route, under some simplified routing models. If this high mobility assumption cannot be made, multi-hop analysis complicates considerably (see e.g. the cross-layer model of Aloha MAC with opportunistic routing in the second part of [1] and in [14] ). We decided not to address these routing issues in the present paper.
c) Extension to models with external noise: Some of our mathematical results (e.g. these concerning scaling laws) require no external noise W = 0. Our numerical examples are also given under this assumption. This is not however essential for the paper. Most of our quantitative analysis allows for an arbitrary distribution of W . Moreover, our numerical results (not presented in this paper) show that as long as W represents only the thermal noise (i.e. is of order of 10 −10 mW or smaller), it can be neglected.
d) Refined averaging: Stochastic geometry tools were used to evaluate various averages (over time and space). However, these tools can also be used to provide some qualitative analysis of any given "random" configuration of nodes. For example, one can show that if the fading variable (F ) has unbounded support or if the external noise is negligible (W = 0), then Aloha provides some positive probability of successful transmission (and thus throughput) on an arbitrary distance r for each user in the Poisson configuration. In such a statement, the averaging is over the MAC status of the other users (e i ) and not over their locations. For more on the matter, see the IEEE IT version of [1, §VII] .
B. Conclusions
Stochastic geometry provides a versatile framework for the performance analysis of MAC protocols for large MANETs. This was exemplified in the present paper where we both provided several new analytical results on Spatial Aloha and outlined a new variant of the protocol leveraging a real time estimation of the potential channels to be scheduled at any given time.
Among the key advantages of the developed machinery, we would like to stress that it allows one to optimize and to compare protocols in a purely analytic and hence very synthetic way: in the same way as queueing theory can be used to compare time averages of e.g. a blind and an adaptive scheduling scheme in a queue, the spatial averages computed by stochastic geometry allow one to evaluate how much better an adaptive version of a MAC protocol (Opportunistic Aloha) works compared to the plain version (Spatial Aloha). This type of analysis leads to the identification of important qualitative phenomena, like the very beneficial role of fading variability in opportunistic schemes, which seem to be new within this context.
Among the potential research directions, we would like to quote the stochastic geometry analysis of adaptive variants of CSMA/CA schemes, in continuation of the analysis based on Matern point processes proposed in [15] .
