Fifth generation (5G) networks providing much higher bandwidth and faster data rates will allow connecting vast number of static and mobile devices, sensors, agents, users, machines, and vehicles, supporting Internet-of-Things (IoT), real-time dynamic networks of mobile things. Positioning and location awareness will become increasingly important, enabling deployment of new services and contributing to significantly improving the overall performance of the 5G system. Many of the currently talked about solutions to positioning in 5G are centralized, mostly requiring direct line-of-sight (LoS) to deployed access nodes or anchors at the same time, which in turn requires high-density deployments of anchors.
I. INTRODUCTION
With fifth generation (5G) technologies looming in the horizon, there is a potential for networking vast numbers of heterogeneous devices, the Internet-of-Things (IoT), not only of static devices, but also of moving objects, users, or vehicles [1] - [7] . Location-awareness, providing the physical location of every static or moving object or agent, will enhance the ability to deploy new services and better management of the overall 5G system. Beyond these, location-aware technologies can also enable a variety of other applications from precision agriculture [8] , to intruder detection [9] , health care [10] , asset tracking, ocean data acquisition [11] , or emergency services [12] . For example, location information is essential in providing an effective response in disasters such as fire rescue situations. Other relevant applications include military sensing [13] , physical security, industrial and manufacturing automation, and robotics [14] . In addition, localization is essential in randomly deployed networks, where manual positioning of objects is not practical, and the location of network nodes may change during run-time.
In many scenarios, instrumenting devices with GPS adds to cost and power requirements, reducing the service life of battery-driven devices. Further, GPS receivers are inaccessible in indoor applications, are not effective in harsh environments, and are not sufficiently robust to jamming in military applications [15] . We consider here efficient and low-cost localization algorithms that do not require GPS nor direct access to base station. The solutions to localization, in general, consist of two phases: acquiring measurements and transforming them into coordinate information [16] . In the first phase, nodes 1 collect measurements and exchange information with other network entities, including neighboring agents, anchors, or a combination of these. As we discuss in Section III, the most common measurement techniques include Received Signal Strength (RSS), Time of Arrival (ToA), Time Difference of Arrival (TDoA), and Direction of Arrival (DoA). In the second phase, the information and measurements acquired are aggregated and used as inputs to a localization algorithm [12] . The nature of the localization solution, i.e., whether centralized or distributed, depends on what types of measurements (such as estimates of relative distance between neighboring nodes or distance to possibly distant anchors) are acquired and how the measurements and exchanged information are processed, for instance, whether by a central entity or in a distributed fashion using local computing at the nodes.
Several localization techniques have been proposed in the literature including successive refinements [17] , [18] , maximum likelihood estimation [19] - [21] , multi-dimensional scaling [22] , optimization-based techniques [23] - [25] , probabilistic approaches [26] , [27] , multilateration [28] , [29] , graph theoretical methods [30] , [31] , and ultra-wideband localization [32] - [38] . Other relevant works on the design of localization algorithms include [39] - [51] . In general, the goal is to localize a network of nodes with unknown locations, in the presence of a number of anchors 2 . Most of these algorithms consider localization in static networks. However, due to the rapid advances in mobile computing and wireless technologies, mobility is becoming an important area of research in 5G IoT. Agents can be mobile or mounted on moving entities such as vehicles, robots, or humans. Mobility of nodes increases the capabilities of the network and creates the opportunity to improve their localization. It has been shown that the integration of mobile entities improves coverage, connectivity, and utility of the network deployment, and provides more data since more measurements can be taken while the agents move [52] , [53] .
In fact, mobility plays a key role in the execution of certain applications such as target tracking [54] , traffic surveillance [55] , and environment monitoring [56] . For example, in a mobile wireless sensor network monitoring wildfires, mobile sensors can track the fire as it spreads, while staying out of its way [57] . Mobility also enables nodes to target and track moving objects, e.g., animal tracking for biological research or locating equipment in a warehouse. With advances in wearable technologies, there is a growing interest in localizing IoT objects particularly indoors where GPStype locationing systems are not available [58] - [60] , which requires the development of selflocalization algorithms that enable each object in the IoT to find its own location by implementing simple object-to-object communication over, e.g., 5G [5] - [7] . The mobility of these emergent mobile IoT devices makes the localization problem even more challenging as their locations and available neighborhoods (nearby nodes to implement peer-to-peer communication) keep changing. Therefore, it is important to design fast and accurate localization schemes for mobile networks without compromising the quality of embedded applications that require real-time location information.
As we will discuss in Section IV, many localization algorithms for mobile networks use sequential Bayesian estimation or sequential Monte Carlo methods. In particular, the Bayesian 2 Anchors are also referred to as reference nodes, seeds, landmarks, or beacons. In the remaining of this paper, we call the nodes with known locations, anchors, and refer to all other nodes with unknown locations as agents.
methods use the recursive Bayes' rule to estimate the likelihood of an agent's location. Due to the non-linear nature of the involved conditional probabilities, the Bayesian solutions are generally intractable and cannot be determined analytically. Solutions involving extended Kalman filters [61] - [70] , particle filters [71] , and sequential Monte Carlo methods [72] - [82] have been proposed to address the associated non-linearities and the intractable computation of the probability distributions. However, these approaches end up being sub-optimal and highly susceptible to the agents' initial guesses of their locations. Despite their implementation simplicity, Monte
Carlo or particle filter methods are time-consuming as they need to continue sampling and filtering until enough samples are obtained to represent accurately the posterior distribution of an agent's position [83] , while requiring a high density of anchors to achieve accurate location estimates.
As an alternative to the traditional non-linear approaches, in this paper we describe a more recent localization framework [84] - [88] , that, after a suitable reparametrization, reduces to a linear-convex set of iterations implemented in a fully distributed fashion and, under broad conditions, is guaranteed to converge to the true agent locations regardless of their initial conditions. The linearity in this setup is a consequence of a reparameterization of the nodes'
coordinates obtained by exploiting a certain convexity intrinsic to the sensor/agent deployment.
In particular, an agent does not update its location as a function of arbitrary neighbors but as a function of a subset of neighbors such that it physically lies inside the convex hull of these neighbors; we call such a set of neighbors, a triangulation set of the agent in question 3 . Each agent (in the quest of finding its location) updates its location estimate as a function of the location estimates of its neighbors weighted by barycentric coordinates (the reparameterization).
The conditions under which the triangulation sets exist, how to find available triangulation sets, and compute the barycentric coordinates have been studied in detail in related work [84] - [88] , and will be subject of Section V in the following.
What is of particular relevance here is that when the set of agents lie inside a triangle (or a square) in R 2 with 3 (or 4) anchors at its corners, the aforementioned iterations converge 3 An avid reader may note that the convex hull associated with this triangulation set constitutes an m-simplex in R m , that is a triangle in a plane or a tetrahedron in R 3 .
exponentially fast to the exact location of each agent regardless of the number of agents 4 .
The resulting framework becomes extremely practical and highly relevant to the IoT settings described earlier as the GPS and line-of-sight to the GPS requirements are replaced with a simple infrastructure requirement of placing, e.g., eight anchors at the eight corners of a big warehouse, office, or a building (effectively a cuboid in R 3 ). In other words, the global line-of-sight (each agent communicating to the anchor) is substituted with a local line-of-sight where each agent has a communication path that leads to the anchors via neighboring agents. The technical advantages of this framework are also significant as it allows us to treat noise on distance measurements and communication under the purview of stochastic approximation leading to mathematically precise (almost sure) convergence arguments. We will discuss the applicability to imprecise distance measurements and communication in Section VI.
The next significant advantage of this linear framework is its simplicity in adapting to mobile agents. Traditionally, extending distributed solutions to mobile agents presents many challenges:
(i) agents may move in and out of the convex hull formed by the anchors; (ii) an agent may not be able to find a triangulation set at all times; (iii) the neighborhood at each agent keeps changing as they move. One can imagine an extension of the above linear iterations to this scenario with mobile agents. Here, each agent only updates when its (and other nodes') motion places it inside the convex hull of some other nodes. Location updates thus become opportunistic (time-varying and non-deterministic) as they depend on the availability of nearby agents, which, in turn, is controlled by (possibly) arbitrary and uncoordinated motion models at the agents [89] - [92] . Although this extension is simple to conceive, finding the conditions under which these iterations converge and the associated rates of convergence are quite non-trivial. We describe the relevant details of this approach in Section VII.
Another distinguishing feature of this linear framework is that it can be implemented in a completely distributed fashion, i.e., unlike centralized schemes, it does not require any central coordinator to collect and/or process the data. This is because computing barycentric coordinates and the relevant inclusion tests require only local distance information. Distributed algorithms are preferred in 5G, IoT, and other applications where there is no powerful computational center 4 Technically, the agents need to occupy the space inside the convex hull formed by the anchors in R m . The smallest non- 6 to handle the necessary calculations, or when the large size of the network may lead to a communication bottleneck near the central processor, [15] .
The rest of this paper is organized as follows. In Section II, we provide a detailed taxonomy of the existing localization approaches in the literature, and in particular discuss the emergence of mobility and the role it plays in networked localization. In Section III, we formulate the localization problem in mobile networks. We briefly discuss Bayesian-based approaches for localization in mobile networks in Section IV. We then review our linear framework for localization, called DILOC, in static networks in Section V, and study the extension of DILOC under environmental imperfections in Section VI. In Section VII, we show how DILOC extends to mobile networks along with its convergence and noise analysis. We present simulation results in Section VIII and finally, Section IX concludes the paper.
II. TAXONOMY OF LOCALIZATION APPROACHES
In general, localization problem can be grouped into two main categories: position tracking and global localization. Position tracking, also known as local localization, requires the knowledge of agents' starting locations, whereas global localization refers to the process of determining agents' positions without any prior estimate of their initial locations. The global localization problem is more difficult, since the error in the agent's estimate cannot be assumed to be small, [41] . In the remaining of the paper, we only consider the global localization problem. We now present a comprehensive taxonomy of the existing localization algorithms.
Absolute vs. Relative: Absolute localization refers to the process of finding agent locations in a predetermined coordinate system, whereas relative localization refers to such process in a local environment, in which the nodes share a consistent coordinate system. In order to determine the absolute positions, it is necessary to use a small number of anchors that have been deployed into the environment at known locations. These reference nodes define the coordinate system and contribute to the improvement of the estimated locations of the other agents in the network. The location estimates may be relative to a set of anchors at known locations in a local coordinate system, or absolute coordinates may be obtained if the positions of the anchors are known with respect to some global coordinate system, either via GPS or from a system administrator during startup, [57] . In relative localization, no such reference nodes exist and an arbitrary coordinate system can be chosen. Although increasing the number of anchors in general may lead to more accurate location estimates or may increase the speed of the localization process, the main issue with adding more anchors is that they make the process more expensive, and often become useless after all the agents in the network have been localized.
Centralized vs. Distributed: In centralized localization, the locations of all agents are determined by a central coordinator, also referred to as sink node. This node first collects measurements (and possibly anchor locations), and then uses a localization algorithm to determine the locations of all agents in the network and sends the estimated locations back to the corresponding agents. In contrast, such central coordinator does not exist in distributed localization, where each agent infers its location based on locally collected information. Despite higher accuracy in small-sized networks, centralized localization schemes suffer from scalability issues, and are not feasible in large-scale networks. In addition, comparing to the distributed algorithms, the centralized schemes are less reliable and require higher computational complexity due to, e.g., the accumulated inaccuracies caused by multi-hop communications over a wireless network.
Distributed algorithms are preferred in applications where there is no powerful computational center to handle the necessary calculations, or when the large size of the network may lead to a communication bottleneck near the central processor, [15] . Therefore, there has been a growing effort in recent years to develop distributed algorithms with higher accuracies.
Conventional vs. Cooperative: In conventional approach, there is no agent-to-agent communication, and therefore agents do not play any role in the localization of other agents in the network. For instance, when an agent obtains distance estimates with respect to three anchors in R 2 , it can infer its own location through trilateration, provided the agent knows the locations of the anchor, see Section V for more details. On the other hand, in cooperative approach agents take part in the localization process in a collaborative manner, and are able to exchange information with their neighboring nodes, which may include other agents with unknown locations as well as the anchors. Since anchors are the only reliable source of location information, the former method, also known as non-cooperative approach either requires the agents to lie within the communication radius of multiple anchors, which in turn requires a relatively large number of anchors, or to have long-range transmission capabilities in order to make measurements to the anchors. The latter approach removes such restrictions by allowing the inter-agent communications, which in turn increases the accuracy, robustness and the overall performance of the localization process. The reader is referred to Ref. [12] for a detailed discussion on the emerge of cooperative localization algorithms.
Range-free vs. Range-based: Localization work can also be divided into range-free and rangebased methods, based on the measurements used for estimating agent locations. As we discuss in Section IV, a large number of existing algorithms use distance and/or angle measurements to localize a network of agents, and are therefore referred to as range-based algorithms. Ref. [93] provides an overview of the measurement techniques in agent network localization. Depending on the available hardware, the most common measurement techniques that are used in localization algorithms include Received Signal Strength (RSS), Time of Arrival (ToA), Time Difference of Arrival (TDoA), and Direction of Arrival (DoA), [94] . In particular, the distance estimates can be obtained from RSS, ToA, or TDoA measurements; RSS-based localization exploits the relation between power loss and the distance between sender and receiver, and does not require any specialized hardware. However, due to nonuniform signal propagation environments, RSS techniques suffer from low accuracy.
More reliable distance measurements can be obtained by estimating the propagation time of the wireless signals, which forms the basis of ToA and TDoA measurements. These methods provide high estimation accuracy compared to RSS, but require additional hardware at the agent nodes for a more complex process of timing and synchronization. On the other hand, relative orientations can be determined using AoA measurements, which requires a node to be equipped with directional or multiple antennas. In addition, in order to measure the traveled distance, acceleration, and orientation, an agent may be equipped with an odometer or pedometer, an accelerometer, and an Inertial Measurement Unit (IMU), respectively, [12] . On the other hand, range-free algorithms, also known as proximity-based algorithms, use connectivity (topology) information to estimate the locations of the agents. The range-free localization schemes eliminate the need of specialized hardware on each agent, and are therefore less expensive. However, they suffer from lower accuracy compared to the range-based algorithms. Typical range-free localization algorithms include Centroid [95] , Amorphous [28] , DV-hop [96] , SeRLoc [97] and APIT [98] .
Sequential vs. Concurrent: Localization algorithms can also be classified into concurrent methods and sequential methods. In concurrent methods, each agent is initially assigned with an estimate of its location coordinates. It then iteratively updates its location estimate using the measurements and the estimates it acquires from the neighboring nodes. The update process continues until the estimates converge to the true coordinates of the agents, [99] . On the other hand, sequential methods begin with a set of anchors, and compute the locations of the agents in a network, one by one, and in a predetermined sequence. As we explain in Section IV, Trilateration is a common sequential approach, in which each agent computes its location using its distance measurements to m + 1 anchors in an m-dimensional Euclidean space. [53] , that the integration of mobile entities into WSNs improves coverage, connectivity, and utility of the agent network deployment, and provides more data since more measurements can be taken while the agents are moving. In addition, mobility plays a key role in the execution of an application. For example, in a MWSN that monitors wildfires, the mobile agents can track the fire as it spreads, and stay out of its way, [57] .
Mobility also enables agent nodes to target and track the moving objects. The agent tracking problem is an important aspect of many applications, including the animal tracking, for the purposes of biological research, and logistics, e.g., to report the location of equipments in a warehouse when they are lost and need to be found, [15] . Another potential application of localization in mobile networks is the Internet of Things (IoT), which can be thought of as a massive network of objects such as agents, robots, humans and electronic devices that are connected together and are able to collect and exchange data. With the advancements in wearable technologies, there is a growing interest in localizing IoT objects, [59] , [60] , which requires the development of self-localization algorithms that enable each object in the IoT to find its own location by implementing simple object-to-object communications.
Despite all the aforementioned advantages, mobility can make the localization process more challenging; In statically deployed networks, the location of each agent needs to be determined once during initialization, whereas in mobile networks the agents must continuously obtain their locations as they move inside the region of interest. Moreover, mobile nodes require additional power for mobility, and are often equipped with a much larger energy reserve, or have selfcharging capability that enables them to plug into the power grid to recharge their batteries, [57] .
It is therefore crucial to design fast and accurate localization schemes for mobile networks without compromising the quality of applications that require wireless communications.
III. PRELIMINARIES AND PROBLEM FORMULATION
We now formulate the general localization problem in mobile networks. We assume that the Let x i * k ∈ R m be a row vector that denotes the true location of a (possibly mobile) node i ∈ Θ at time k, where k ≥ 0 is the discrete-time index. We describe the evolution of the agent locations as follows:
in which x * k ∈ R N ×m is the concatenated state of all agents in the network at time k, the function, f , possibly non-linear, captures the temporal evolution of the locations, and v k represents the uncertainty in the location evolution at time k. Similarly, assume z i k to denote the local measurement at agent i and time k. Let z k be the collection of all measurements at time k leading to the following global measurement model:
in which n k captures the measurement noise. The function, g, denotes the measurement technology further explained below. We denote the set of all measurements acquired at time steps, 1, . . . , k, by the set
The localization problem is to estimate the true locations, x i * k , of the mobile agents in the set Ω given the measurements in the set Z. Since we are seeking distributed solutions, it should also be emphasized that no agent has knowledge of the entire Z k at any give time; only a subset of Z k is available at each agent, at time k.
Motion model: Regardless of the function f in Eq. (1), the motion model can be interpreted as the deviation from the current to the next locations, i.e.,
in which x i * k is the true motion vector at time k. We note here that the agents are assumed to move in a bounded region in R m and hence x i * k cannot take values that drive an agent outside this region.
IV. LOCALIZATION IN MOBILE NETWORKS: BAYESIAN APPROACHES
As we discussed earlier, accurate, distributed localization algorithms are needed for a variety of 5G IoT and other network applications. In this section, we briefly discuss the basic principles and characteristics of Bayesian methods for solving network localization problems.
Baysian Estimation: In general, Bayesian filtering refers to the process of using Bayes' rule to estimate the parameters of a time-varying system, which is indirectly observed through some noisy measurements. In the context of localization, given the history of the measurements up to time k, Z k as defined in Eq. (3), Bayesian filtering aims to compute the posterior density, p(x k | Z k ), of the agents' locations, x k , i.e., the agent's belief about their location at time k. The goal of localization is to make the belief for each agent as close as possible to the actual distribution of the agent's location, which has a single peak at the true location and is zero elsewhere. Before we explain the Baysian estimation process, let us define the following terms: The dynamic model,
, captures the dynamics of the system, and corresponds to the motion model in the context of localization; it describes the agents' locations at time k, given that they were previously located at x k−1 . The measurement model, p(z k | x k ), represents the distribution of the measurements given the agents' locations at time k. The measurement model captures the error characteristics of the sensors, and describes the likelihood of taking measurement, z k , given that the agents are located at x k . The Baysian estimation process can then be summarized in the following steps: 1) Initialization: Before the agents start acting (moving) in the environment, they may have initial beliefs about where they are. The process then starts with a prior distribution of agent locations, p(x 0 ), which represents the information available on the initial locations of the agents before taking any measurements. For example, in robotic networks such information may be available by providing the robots with the map of the environment. When prior information on agent locations is not available, the prior distribution can be assumed to be uniform.
2) Prediction: Suppose the motion model and the belief at time k − 1, p(x k−1 | Z k−1 ), are available. Then the predictive distribution of the agents' locations at time k can be computed as follows:
3) Update: Whenever new measurements, z k , is available, the agents incorporate the measurements into their beliefs to form new beliefs about their locations, i.e., the predicted estimate gets updated as follows:
in which the normalization constant,
depends on the measurement model and guarantees that the posterior over the entire state space sums up to one.
In this process, it is standard to assume that the current locations of the mobile agents, x k , follow the Markov assumption, which states that the agent locations at time k depends only on the previous location, x k−1 , i.e.,
In other words, according to the Markovian dynamic model, the current locations contain all relevant information from the past. Otherwise, as the process continues and the number of sensor measurements increases, the complexity of computing the posterior distributions grows exponentially over time. Under the Markov assumption, the computation cost and memory demand decrease and the posterior distributions can be efficiently computed without losing any information, making the localization process usable in real-time scenarios.
Bayes filters provide a probabilistic framework for recursive estimation of the agents' locations.
However, their implementation requires specifying the measurement model, the dynamic model, 13 and the the posterior distributions. The properties of the different implementations of Bayes filters strongly differ in how they represent probability densities over the state, x k , [100] . The reader is referred to [100] for a complete survey of the Bayesian filtering techniques. In what follows, we briefly review Kalman filters and particle filters that are the most commonly used variants of Bayesian methods.
Kalman Filtering: When both the dynamic model and the measurement model can be described using Gaussian density functions, and the initial distribution of the agent locations is also Gaussian, it is possible to use Kalman filters, to derive an exact analytical expression to compute the posterior distribution of the agent locations. Mathematically, Kalman filters can be used if the dynamic and measurement models can be expressed as follows:
in which the process noise,
and the measurement noise,
are Gaussian with zero mean and covariance matrices of Q k and R k , respectively, and prior distribution is also Gaussian:
In Eq. (9), the matrix F k is the transition matrix and H k is the measurement matrix.
Due to linear Gaussian model assumptions in Eq. (9), the posterior distribution of agent locations is also Gaussian, and can be exactly computed by implementing the prediction, Eq. (5), and update, Eq. (6), steps using efficient matrix operations and without any numerical approximations.
The Kalman filter algorithm can be represented with the following recursive algorithm, [101] :
such that
where
are the covariance of z k − H k m k|k−1 , and the Kalman gain, respectively.
Kalman filters are optimal estimators when the model is linear and Gaussian. They provide efficient, accurate results if the uncertainty in the location estimates is not too high, i.e., when accurate sensors with high update rates are used, [100] . However, in many situations such assumptions do not hold, and no analytical solution can be provided. In such scenarios, the extended Kalman filter can be used that approximates the non-linear and non-Gaussian dynamic and measurement models by linearizing the system using first-order Taylor series expansions.
Particle Filters: As discussed earlier, extended Kalman filter results in a Gaussian approximation to the posterior distribution of the agent locations, and generates large errors if the true distribution of the belief is not Gaussian. In such cases, the Particle filters that generalize the traditional Kalman filtering methods to non-linear, non-Gaussian systems can provide more accurate results. Particle filters, also known as sequential Monte Carlo methods, provide an effective framework to track a variable of interest as it evolves over time, when the underlying system is non-Gaussian, non-linear, or multidimensional. Unlike other Bayesian filters, sequential Monte
Carlo method is very flexible, easy to implement and suitable for parallel processing, [102] . Since the dynamic and measurement models are often non-linear and non-Gaussian, sequential Monte
Carlo methods are in particular widely employed to solve the localization problem in mobile networks. The particle filter implementation for the localization problem in mobile wireless sensor networks is a recursive Bayesian filter that constructs a sample-based representation of the entire probability density function, and estimates the posterior distribution of agents' locations conditioned on their observations. The key idea is to represent the required posterior probability density function by a set of random samples or particles, i.e., candidate representations of agents'
coordinates, weighted according to their likelihood and to compute estimates based on these samples and weights. At time k, the location estimate of the i-th mobile agent, is represented as a set of N s samples (particles) , i.e.,
in which j indicates the particle index, and the weight, w j k , also referred to as importance factor, defines the contribution of the j-th particle to the overall estimate of agent i's location. These samples form a discrete representation of the probability density function of the i-th moving agent, and the importance factor is determined by the likelihood of a sample given agent i-th 2) Prediction: In this step, the effect of the action, from time k − 1 to k, e.g., the movement of the agent according to the dynamic model, is taken into account, and N s new samples are generated to represent the current location estimate. At this point, a random noise is also added to the particles in order to simulate the effect of noise on location estimates.
3) Update: At this stage, sensor measurements are introduced to correct the outcome of the prediction step; each particle's weight is re-evaluated based on the latest sensory information available, in order to accurately describe the moving agents' probability density functions.
4)
Resampling: At this step the particles with very small weights are eliminated, and get replaced with new randomly generated particles so that the number of particles remain constant.
By iteratively applying the above steps, the particle population eventually converges to the true distribution. Sequential Monte Carlo methods have several key advantages compared with the previous approaches: (i) due to their simplicity, they are is easy to implement; (ii) they are able to represent noise and multi-modal distributions; and (iii) since the posterior distribution can be recursively computed, it is not required to keep track of the complete history of the estimates, which in turn reduces the amount of memory required, and can integrate observations with higher frequency. However, in general sequential Monte Carl methods are very time-consuming because they need to keep sampling and filtering until enough samples are obtained for representing the posterior distribution of a moving node's position, [83] . Moreover, they often require a high density of anchors to achieve accurate location estimates.
In order to avoid the complexity of the above approaches and the susceptibility of their solutions to the initial conditions and the number of available anchors, in the remaining of this paper, we develop a distributed, linear framework that exploits convexity to provide a solution to the localization problem both in static and mobile networks. We emphasize that this framework is based on linear iterations that are readily implemented via local measurements and processing at the agents, making it further computationally-efficient compared to the aforementioned centralized and non-linear schemes. Moreover, the proposed solution is distributed, hence reduces the communication and storage overhead associated with, e.g., Bayesian-based solutions.
V. LOCALIZATION: A LINEAR FRAMEWORK
Traditionally, localization has been treated as a non-linear problem that requires either: (i) solving circle equations when the agent-to-anchor distances are given; or, (ii) using law of sines to find the agent-to-anchor distances (and then solving circle equations) when the agentto-anchor angles are given, [85] . The former approach is called trilateration, whereas the latter method is referred to as triangulation. The literature on localization is largely based on traditional trilateration and triangulation principles, or, in some cases, a combination of both, see [85] for a historic account; some examples include [84] , [103] - [107] .
In trilateration, the main idea is to first estimate the distances 6 between an agent with unknown location and three anchors (in R 2 ) and then to find the location of the agent by solving three (non-linear) circle equations. As shown in Fig. 1 , if the agent with unknown location can measure its distances, r 1 , r 2 , and r 3 , to the three nodes with known locations, it can then find its location, (x, y) ∈ R 2 , by solving the following nonlinear circle equations:
where (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ) represent the coordinates of the three anchors. The placement of the anchors is arbitrary.
In a large network, like envisioned with IoT, trilateration would need each agent to find its distance to each of three anchors (in two dimensional space) and then solve the nonlinear equations (11) . Clearly, for large number of agents, this will unduly tax the system resources and be infeasible as it will require either placing a large number of anchors so that each agent finds at least three of them or long-distance communication and distance/angle estimates from the agents to a small number of possibly far-away anchors. To avoid these difficulties, we discuss a distributed solution to localize a large number of agents in a network. This localization framework can be thought of as a linear iterative solution to the nonlinear problem posed in terms of the circle equations in (11) . We call it a framework as many extensions, including, e.g., mobility in the agents and noise on related measurements and communication, rest on this simple framework. 
A. Localization in Static Networks: DILOC
As an alternative to the traditional non-linear approaches, we now present a more recent localization framework, called DILOC, [84] - [88] , that is based on a reparameterization of the nodes' coordinates by exploiting a certain convexity intrinsic to the agent deployment. Before we proceed, we explicitly denote the true location of the anchors at time k with x i * k ≡ u i * k ∈ R m , k ∈ κ, which are known 7 . As briefly mentioned before, in this framework, an agent does not update its location as a function of an arbitrary set of neighbors but as a function of a In order to describe DILOC, we first assume that all of the nodes are static, i.e., at a any given time, k,
where x i * 's are unknown and u i * 's are known. Each agent, i ∈ Ω, with unknown location in R m needs to find a triangulation set, denoted as Θ i , of m + 1 neighbors (nodes within the communication radius of agent i) such that
where C(Θ i ) denotes the convex hull of the nodes in Θ i and A C(Θ i ) denotes the hypervolume of the convex set C(Θ i ) in R m . In (12), the first equation states that the nodes in Θ i do not lie on a low-dimensional hyper plane in R m , while the second states that agent i lies strictly inside the convex hull formed by the elements of Θ i . In simpler terms, e.g., in R 2 , C(Θ i ) is a triangle formed by three nodes and A C(Θ i ) is its area; additionally, for a set to be a valid triangulation set in R 2 , the nodes in the set may not lie on a line in R 2 . Each node performs the following test to find a triangulation set.
Convex-hull inclusion test:
In any arbitrary dimension m ≥ 1, at agent i, the following tests determine whether an arbitrary set, Θ i , of m + 1 neighbors is a triangulation set or not:
Equation ( passes the above test becomes a triangulation set, Θ i , for agent i. The question is now how to compute the areas of these convex hulls and can these areas be computed by the measurement technologies available at the agents. A neat solution that only requires inter-node distances is provided by the Cayley-Menger determinants, [84] , [110] ; inter-node distances can be measured (estimated) using the measurement technologies described earlier. 
in which 1 m+1 denotes an m + 1-dimensional column vector of 1's, D = {d lj 2 }, l, j ∈ Θ i , is the (m + 1) × (m + 1) Euclidean matrix of squared distances, d lj , within the set, Θ i , and
Although the sequence s m grows rapidly with m, we are usually locating nodes in R 2 or in R 3 , for which the second and third coefficients in the above sequence are −16 and 288, respectively.
Simply put, given any set of three nodes in R 2 , Eq. (15) computes the (square of the) area of the triangle (in fact, it is equivalent to Heron's formula on a plane [111] ) formed by these three nodes. Hence, a convex hull inclusion test can be formulated using these determinants by computing the area of the four underlying triangles. Once a triangulation set Θ i is identified at each agent, (see Remarks in this section for further discussion on the existence and success of finding these sets), we proceed with the reparameterization using the barycentric coordinates as follows:
Barycentric coordinates: For each agent i ∈ Ω, we now associate a weight, i.e., its barycentric coordinate to every neighbor j ∈ Θ i in its triangulation set, as follows:
We note that the barycentric coordinate associated to a non-anchor neighbor in the triangulation set is denoted by a lowercase p, while the one associated to an anchor neighbor is denoted by a lowercase b. A triangulation set may not contain any anchor in which case all of these weights are designated with lowercase p. The reason for splitting the barycentric coordinates into nonanchors and anchors will become apparent later. We note here that the barycentric coordinates 8 are positive (ratio of hypervolumes) and they sum up to one by (13) :
With all the ingredients in place, i.e., the convex hull test, triangulation sets, and the barycentric coordinates, we now present the linear algorithm that exploits all of this convex geometry and the associated coordinate reparameterization.
Algorithm: Before we proceed, recall that the agents are static with true locations, x i * , and their location estimate at time k is denoted by x i k . We would like to have an algorithm that converges to (or learns) the true locations, i.e., x i k → x i * . To this aim, each agent i ∈ Ω with a triangulation set Θ i updates its location estimate as follows:
Clearly, when a triangulation set does not contain any anchor (Θ i ∩ κ = ∅), the second part of the above iteration is empty and the entire update is in terms of the neighboring non-anchor agents (in Ω) that also do not know their locations. Since there are N agents in the set Ω, there are a total of N vector equations (20) that we refer to as barycentric system of equations.
To get some insight into (20) 
The barycentric coordinates are a function of the length of the line segments (hyper-volume of a m = 1-simplex) that are computed with the distance estimates. Since, in this simple example, the agent expresses its location in terms of the two anchors, DILOC provides the correct location in one-step. When the neighbors are non-anchors, a * and b * are also unknown and are (naturally) replaced by their estimates, i.e., a k and b k , and we study how this linear, time-invariant, system of equations evolve over time, and where does it converge (if it does). The analysis for arbitrary R m is considered next.
Analysis:
We now write the barycentric system of equations (20) in compact matrix-vector notation by defining DILOC:
The reason for splitting the barycentric coordinates is now apparent. In (21), the matrices, P and B, collect the barycentric coordinates and the vectors, x k and u * , the agent and anchor coordinates, respectively. DILOC's convergence is summarized in the following theorem.
Theorem 1.
In R m , assume that the agents lie inside the convex hull of a non-coplanar set of anchors, i.e., C(Ω) ∈ C(κ) with A C(κ) > 0. If each agent successfully finds a triangulation set, then DILOC in (21) converges to the true agent locations.
The detailed proof is beyond the scope of this paper and can be found in [84] . Here we provide a brief overview. First note that Eq. (21) can be further rewritten as
Intuitively, the system matrix Υ of the above LTI system can be interpreted as a transition probability matrix of a Markov chain because it is non-negative and its rows sum to 1; recall that the barycentric coordinates are positive and sum to 1, see (19) . 
and in the limit
from which it follows that
which in fact constitutes the true coordinates of the agents expressed in terms of the barycentric coordinates with respect to the anchors [84] . Note that the limit in (23) to the true agent locations results regardless of the initial conditions.
DILOC Remarks: It is imperative to discuss the intuition behind some of the arguments made while presenting DILOC and its advantages over traditional setups.
(i) We first discuss the assumption that all agents strictly lie inside the convex hull of the anchors, i.e., C(Ω) ∈ C(κ). With the help of this assumption, one can show that each agent will successfully find a triangulation set, not necessarily composed by anchors. The exact probability of successfully finding a triangulation set in a small radius around an agent depends on the density of the agents and the probability distribution of the deployment.
Details of these arguments can be found in [84] .
(ii) Next, for a non-coplanar set of anchors in R m , one must have at least m + 1 anchors providing a lower bound on the number of anchors. Since we assumed that C(Ω) ∈ C(κ), all the agents must either lie inside the triangle formed by three anchors in R 2 or inside the tetrahedron formed by four anchors in R 3 . We emphasize that this deployment condition to localize an arbitrary number of static agents in R m is exactly the same as localizing one static agent in R m . In this sense, DILOC provides a scale-free solution.
(iii) The resulting framework becomes extremely practical and highly relevant to the IoT settings improve on the worst-case convergence rates, extending the setup to include agents that do not reside inside the anchor convex-hulls, extending to continuous-time algorithms to tackle on frequency-dependent noise, incorporating environmental imperfections, and extending to mobile agents which move arbitrarily in a bounded region. We refer the interested readers to the following relevant body of literature on this topic: [86] - [88] , [99] , [113] - [117] .
In the next sections, we consider two of the most significant extensions that are built on this framework, i.e., addressing communication noise and imperfect distance measurements in Section VI and incorporating agent mobility and non-deterministic motion in Section VII.
VI. DILOC IN RANDOM ENVIRONMENTS
We now consider DILOC under environmental imperfections that are relevant to IoT settings.
We make the following assumptions on the types of noises and disturbances. 
where e ij (k) = 1 shows perfect communication at time k.
Assumption R1: Communication noise: In order to address communication noise over peer-topeer wireless networks, we model the data exchange to be imperfect and corrupted with additive noise. In particular, agent i receives only a corrupt version, y ij (k), of node j's state,
The components of the noise vector, v ij (k), are independent and zero-mean with finite second moments.
Assumption R2a: Noisy distance measurements: The DILOC setup of Section V assumes perfect knowledge of inter-node distances to compute the barycentric coordinates. However, these distances may not be known perfectly in reality. We now assume that the agents only know distance estimates, d ij (k), computed from noisy distance measurements at time k, e.g.,
Received-Signal-Strength, RSS, or Time-of-Arrival, TOA, see [84] - [86] , [118] for further details on this setup. Due to imperfect distances, the system matrices, P and B from (21), become a function of both time, k, and distance estimates, denoted by
, where we ignore the parentheses in the sequel to simplify notation. Assuming the distance measurements to be statistically independent over time, we split the system matrices as
where S P and S B are measurement error biases, and { S P (k)} k≥0 and { S B (k)} k≥0 are independent random matrices with zero-mean and finite second moments.
Note that since Assumption R2a only uses current distance estimates, the resulting matrices of barycentric coordinates have constant error biases, i.e., S P = 0 and S B = 0. This is because the relationship of converting distance measurements to barycentric coordinates is non-linear.
Clearly, a more accurate scheme, described next, is to utilize the information from past distance measurements, so that one computes the system matrices as a function of the entire past.
Assumption R2b: Consistency in distance estimates: Let {Z(k)} k≥0 be any sequence of inter-node distance measurements collected over time. We assume that there exists a sequence of estimates {d k } k≥0 such that, for all k, d k can be computed efficiently from {Z(s)} s≤k and we have
In other words, by a statistically-efficient process (e.g., optimal filtering) based on past distance information, we can estimate the required inter-agent distances to arbitrary precision as k → ∞.
We now present two variations of DILOC,(21), namely, Distributed Localization in Random Environments (DLRE, [84] ) and Distributed Localization Algorithm with Noisy Distances (DILAND, [86] ) that improve DILOC under the imperfect scenarios described by Assumptions R0-R2. In particular, DLRE is based on Assumptions R0-R2a and uses only the current distance measurements, while DILAND is based on Assumptions R0, R1, R2b, and utilizes the entire history of distance measurements.
A. DLRE
The DLRE algorithm is described in the following theorem.
Theorem 2 (Theorem 3, [84] ). Under the noise model R0-R2a, the DLRE algorithm given by
for i ∈ Ω, with α(k) ≥ 0 satisfying the persistence conditions:
converges almost surely to
The detailed proof of DLRE can be found in [84] . Here, we briefly describe the intuition behind the algorithm and its proof. The DLRE update, at time k +1, is essentially a (time-varying) linear combination of an agent i's state, x i (k), and the information that comes from its neighbors, at time k. Self-information from the past is weighted by 1 − α(k) and since α(k) → 0, necessary for (30) to hold, self-information gets weighted more and more over time and the contribution from neighbors goes to zero. In fact, because of this dynamic weighting, the iterate x i (k) must converge as the information from neighbors (that further includes a new noise sample at each iteration) is weighted out over time. However, the rate at which the neighboring contribution is weighted out is carefully selected by the conditions in (30) . Loosely speaking, the weighting with α(k) goes to zero (square summable) but not too fast (infinite sum) allowing the just right amount of information mixing before the neighboring contribution is rejected. The justification behind these arguments come from the stochastic approximation literature, see [119] for details.
Next, much the same way as in DILOC, DLRE expresses agent i's location estimate as a function of its non-anchor and anchor neighbors in the triangulation set, i.e., Ω ∩ Θ i and κ ∩ Θ i , respectively. The communication from these neighboring nodes has the additive noise component, from Assumption R1. Second, the barycentric coordinate that was p ij in DILOC is replaced by a barycentric estimate, p ij (k), that is time-varying and is distorted by a bias and zeromean error, see Assumption R2a. Finally, random link failures are taken care of by the binary random variable, e ij (k), in front of the barycentric estimate; this term is further divided by the probability, q ij , of this link being active. Intuitively, division by q ij ensures that, if a link is active 10% of the time, the contribution of the corresponding barycentric coordinate is magnified appropriately to counter for the instances the link is dormant. Clearly, DLRE converges to the exact agent locations for unbiased random system matrices, i.e., S P = S B = 0, as established in Theorem 2. As pointed out earlier, even if the distance estimates are unbiased, the system matrices computed from them may be biased. In such a situation, the DLRE leads to a nonzero steady state error (bias) that is precisely quantified in (31). Theorem 3 (Theorem 3, [86] ). Under the noise model R2b, the DILAND algorithm given by
B. DILAND
∀i ∈ Ω, with α(k) ≥ 0 satisfying the persistence conditions:
converges a.s. to the exact agent locations t → ∞.
The detailed proof of DILAND can be found in [86] . We note that DILAND relies on a key assumption that the distance estimates are a function of all past distance measurements. Due to this, the system matrices P, B, at any time k, are a function of past distance measurements, unlike DLRE, where they are assumed to be independent over time. DLRE thus is analyzed in the standard stochastic approximation framework with independent perturbations (see, for example, [119] ), while the analysis of DILAND is based on stochastic iterations with nonMarkovian perturbations. As we mentioned before, DILAND can be extended to cover data packet drops and communication noise but the analysis requires the additional finite summability condition on the weight sequences, α(k). Finally, we note that an alternative to DILAND can be to estimate inter-node distances by initially collecting and averaging a large number of measurements and then run DLRE. Whether to implement a real-time algorithm that only uses current distance measurements or the entire history, or to run a batch algorithm where distances are estimated a priori, akin to a "training phase," are clear trade-offs and depend on implementation requirements.
DILOC and its extensions to account for environmental imperfections perform localization in static networks. The implementation of DILOC does not immediately carry over to mobile networks, because in mobile networks: (i) agents may move in and out of the convex hull formed by the anchors; (ii) an agent may not be able to find a triangulation set at all times; (iii) the neighborhood at each time step changes as agents move. In order to deal with these issues, in the next section, we develop an extension to DILOC that is opportunistic, i.e., the agents update their location estimate when they are successful in finding a valid triangulation set and do not update otherwise. The resulting algorithm is non-deterministic due to arbitrary motion models at the agents and requires a fresh look at the convergence of linear, time-varying systems when their constituent system matrices can take random values.
VII. LOCALIZATION IN MOBILE NETWORKS:
EXTENDING TRILATERATION VIA CONVEX HULLS
In this section, we explore the idea of how to extend DILOC to tackle the localization problem in networks of moving objects. Before we proceed with the algorithm, let us explain why the traditional trilateration approach cannot be applied directly for localization of moving objects.
Consider a network of N = 5 agents, with unknown locations, and M = 3 anchors, all moving in a bounded region according to an arbitrary motion model, as shown in Fig. 3 (Left). As explained in Section V, whenever an agent finds 3 anchors in its vicinity, it can localize itself by first measuring its distances to the anchors and then finding the intersection of three circles centered at each anchor location. The problem with this approach is twofold: (i) since each agent has to find at least three neighboring anchors in order to find its location, a relatively large number of anchors has to be deployed in the region of interest; (ii) due to non-linearity of the circle equations, it can not be directly extended to iteratively solve the localization problem. A time-varying extension of DILOC is immediately not applicable as an agent may not find three neighbors at all time. In order to deal with these issues, we provide an opportunistic convexity-based linear algorithm, where an agent updates its location estimate as a convex combination of the states of the neighbors, agents and/or anchors, only if it happens to move inside their convex hull, see Fig. 3 (Right). We first consider noiseless scenarios and provide the conditions under which the proposed algorithm converges to the agents' true locations without the presence of any central or local coordinator. We then study the effects of noise on the motion and distance measurements and provide modifications to the original algorithm to counter the undesirable effects of noise.
Although our approach is applicable to arbitrary dimensions, we use R 2 in the remainder of the paper for simplicity and ease of illustration.
A. Distributed Localization Algorithm
We now describe the localization algorithm in R 2 while the extension to R 3 follows similar arguments. At the beginning (time k = 0), each agent is assigned with a random estimate of its initial location. This estimate does not necessarily has to be the coordinates of a point inside the region of motion and is completely random. We then consider two update scenarios for agent i (in Ω) at any given time k > 0:
If agent i does not find at least 3 neighbors at time k, i.e., 0 ≤ |N i (k)| < 3, it does not perform any update except adding the motion vector to its past location estimate:
Case (ii): If agent i finds at least 3 neighbors at time k, i.e., |N i (k)| ≥ 3, it performs the inclusion test, as explained in Section V, on the possible subsets of 3 neighbors to determine if it lies inside a convex hull. If there is no subset for which the test is passed, agent i uses the update in Eq. (34) . If the test is passed and there exists Θ i (k) ⊆ N i (k), then it applies the following update:
in which α k is a design parameter such that
Note that according to (36) , when the agent cannot find a triangulation set, α k = 1, the second term in (35) is zero and the agent's location estimate does not change from time k to k+1 (except for incorporating the motion). On the other hand, if the agent finds a triangulation set among its neighbors at time k, the weight it assigns to its previous location estimate is lower-bounded by β. Therefore, (36) guarantees that the agents do not completely forget the valuable location information they have acquired in the past. An agent forgets past information, e.g., by updating with respect to a triangulation set that contains three other agents whose estimates have not been improved from the initial guess; an α k of at least β > 0 ensures that this does not happen.
By separating the weights assigned to the agents and anchor(s), we can express the above algorithm in matrix form as
where x k is the vector of agent coordinates at time k, u k is the vector of anchor coordinates at time k, and x * k+1 is the change in the location of agents at the beginning of the k-th iteration according to the motion model. Also P k {(P k ) i,j } and B k {(B k ) i,j }, the system and input matrices of the above linear time-varying system, contain the weighted barycentric coordinates with respect to the agents with unknown locations, and anchors, respectively. It can be inferred from (36) that the self-weight at each agent is always lower bounded, i.e.,
Since anchors play the role of the input in the above linear time-varying system and inject true information into the network, we must also set a lower bound on the weights assigned to the anchor states. To this aim, we assume that, if an anchor is involved in an update, i.e., for
The above assumption implies that, if there is an anchor in the triangulation set it always contributes a certain amount of information. Since the weights are barycentric coordinates and directly tied to the agent's location inside the convex hull, having a minimum weight on an anchor implies that an update occurs only if an agent lies in an appropriate location inside the convex hull of 3 nodes (in R 2 ) in the triangulation set (one of which is an anchor). According to (39) , the weight assigned to the anchor should be at least α.
Note that, with the lower bounds on the self-weights and the weights assigned to the anchors according to (38) and (39), and assuming, without loss of generality, that at most one update occurs at time k, say at agent i, the system matrix, P k , is either (i) the identity, when there is no update with the neighbors; or,
(ii) the identity except a stochastic i-th row, when no anchor is involved in the update at agent i;
or, (iii) the identity except a sub-stochastic i-th row, when there is at least one anchor in the triangulation set of agent i.
We have studied the asymptotic behavior of linear time-varying systems with sub-stochastic system matrices and its applications in [120] - [123] . In what follows, we use the results on the convergence of an infinite product of (sub-) stochastic matrices, to provide a sufficient condition for the iterative localization algorithm to converge to the true locations of mobile agents.
B. Distributed localization: Analysis
We now provide our main result in the following theorem: Here we provide an intuitive explanation of this theorem. The agent's true locations evolve according to the following updates:
By subtracting (37) from (40), we can find the following error dynamics,
which converges to zero regardless of the initial error, e 0 , if
We have studied the asymptotic behavior of linear time-varying systems with sub-stochastic system matrices in [120] . In particular, we show that, by assuming (38) and (39) the infinite product of system matrices, P k 's, converges to zero if the agents are connected to an anchor in a bounded time, infinitely often. By connected, we mean that information from an anchor travels to each agent, possible over several intermediate agents and over multiple time-steps. All that is needed is that this information is received by each agent in a bounded time and hence, each agent receives this information infinitely often over an infinite number of iterations. As a result, (41) holds and the asymptotic convergence of (37) to the true agent locations follows.
The reader can refer to [124] for a detailed proof of the above theorem. In fact, we have proved a much weaker convergence condition than provided in Theorem 4, i.e., the information from an anchor does not necessarily has to reach all agents in a bounded time. In particular, under the assumptions in (38) and (39), the infinite product of sub-stochastic system matrices converges to zero as long as the number of iterations, in which the anchor information propagates through the network, grows slower that a certain exponential rate. In other words, the information still propagates in a finite time but the lengths of these information-propagation time-intervals do not need to have a uniform bound. We refer to this criteria as unbounded connectivity.
C. How many anchors are required?
As we discussed in Section IV, one of the issues with Bayesian approaches for localization is that they require a high density of anchors to achieve accurate results, which in turn adds to the cost of the localization process. Therefore, it is meaningful to investigate the minimal number of anchors that is required for localizing an arbitrary number of moving agents using the localization algorithm proposed in Section VII-A. Before providing the main result 9 , let us denote the motion at agent, i ∈ Ω, and anchor, j ∈ κ, by M i and U j , respectively. Suppose agent 1 is moving along a vertical line; this line forms M 1 and dim
includes all possible locations that the i-th agent (or the j-th anchor) occupies throughout the localization process. Now consider another agent, say agent 2, which is moving along a vertical line parallel to M 1 ; in this case we will have
However, if the two lines are linearly independent, they span R 2 , and we will have
Note that in the above cases if the agent moves in opposite directions along the line of motion, the dimension of the motion subspace still remains one.
Assuming R m , in [124] we show that the motion of the agents and anchors in l ≤ m dimensions allows us to reduce the number of anchors from m + 1 by l. The following theorem, provides necessary conditions for the proposed algorithm to track the true location of mobile agents.
Theorem 5. For the linear time-varying dynamics in (37) to converge to the true locations of the agents, the following conditions must be satisfied:
The proof of the this theorem is beyond the scope of this paper and is treated in [124] .
Since we can provide mobile agents with up to m degrees of freedom in their motion in R m , according to Theorem 5, an arbitrary number of mobile agents, |Ω| ≥ m + 1, can be localized in the presence of only one, (m + 1) − m, anchor. This is in stark contrast with most Bayesianbased localization algorithms that require a relatively large number of anchors. Also note that the traditional trilateration scheme with static agents requires at least 3 anchors in R 2 . Therefore, assuming m+1 anchors in R m has been standard in all trilateration-based localization algorithms in the literature, see e.g., [105] , [125] .
D. Effects of noise
So far we assumed that the distance measurements that are used in (15) to compute the CayleyMenger determinants and motion vector in (35) are noiseless. In order to take measurement noise and inaccuracy in the motion model into account, we denote the true distance between any two nodes, i and j, measured at the time of communication, k, by d ij k , and assume that agent i can only measure a noisy version of this distance:
where r k ij is the noise on the distance measurement at time k. We assume that agent i can obtain a noisy version of its motion:
in which n k i denotes the measurement noise at time k. The noise on the motion and distance measurements degrades the performance of the algorithm and in certain cases the location error is larger than the region of motion. We now provide the following modifications, M1-M3, to the proposed algorithm to counter the undesirable effects of noise.
M1:
If an agent is located close to the boundary of a convex hull, the noise on the distance measurements may affect the inclusion test results. According to (16) , in order to get meaningful values for the areas and volumes in R 2 and R 3 , the corresponding Cayley-Menger determinants computed with perfect distance measurements must be negative and positive, respectively. Thus, an agent does not perform an inclusion test if the corresponding Cayley-Menger determinant is positive in R 2 , or negative in R 3 .
M2:
Even in the case of perfect distance measurements, the inclusion test results may not be accurate due to the noise on the motion, which in turn corresponds to imperfect location updates at each and every iteration. To address this issue, even if the inclusion test is passed at time k by a triangulation set, Θ i (k), agent i performs an update only if
where i k is the relative inclusion test error at time k for agent i, and is a design parameter. M3: After computing the weights using the noisy distance measurements, the updating agent normalizes the weights assigned to each neighbor in order to preserve convexity.
A detailed analysis addressing noise is beyond the scope of this paper and is discussed in more detail in [124] . We show the effectiveness of the above modifications via simulation in the next section.
VIII. SIMULATIONS
In this section, we provide simulation results to illustrate the effectiveness of the proposed mobile localization algorithm, (35) , in the presence of one anchor in R 2 . Let the true location of the i-th node, i ∈ Θ, be decomposed as
We consider Random Waypoint motion model, [90] , which can be expressed for node i as follows: where D i k represents the total distance that agent i has traveled up to time k. We also assume that the noise on the distance measurement at time k is normal with zero mean and the variance of σ i r 2 = K r 2 k. Thus, the variances of the odometry measurements are proportional to the total distance an agent has traveled, and the variance on the distance measurements (to the neighboring agents) increases with time. Such assumptions are standard, e.g., in the robotics literature [63] , [126] .
In the beginning, all nodes are randomly deployed within a region, which is a 20 m × 20 m square. We set the communication radius to r = 2 m. All agents are initially assigned with random location estimates. We set α k = β = 0.01 to ensure that the agents do not completely forget the past information and α = 0.01 to guarantee a minimum contribution from the anchor when it is involved in an update. To characterize the convergence, we choose the second norm of the error vector, e k . It can be seen in Fig. 4 (Left) that the error in the localization algorithm 
IX. CONCLUSIONS
Motivated by the key role that location-awareness is expected to play in Fifth generation (5G) networks, as well as the rapidly growing interest on Internet-of-Things (IoT) and the significance of location information on a variety of IoT applications such as healthcare and surveillance, this paper considers localization in dynamic networks of mobile objects. We review Bayesianbased solutions as currently the most commonly used approaches to localization, especially in mobile networks; these solutions are non-linear, mainly centralized, and require a high density of anchors, nodes with known locations, in order to achieve accurate results. In order to avoid high computation costs and communication overhead associated with Bayesian-based solutions, we describe DILOC, an alternative linear framework for localization in static networks, which only requires local measurements, local communication, and low-order computation at each agent. Linearity is obtained by reparametrization of the agents' location through barycentric coordinates. These are based on local neighborhood geometry and may be computed by CayleyMenger determinants. The Cayley-Menger determinants involve only local inter-agent distances.
After studying the convergence of DILOC and its robustness to noise, we extend it to mobile scenarios, suitable for 5G enabled IoT environments, in which agents, users, and (possibly)
anchors are dynamic. We show that the algorithm in Section VII can localize an arbitrary number of mobile agents in the presence of at least one anchor. Section VII also considers the effects of noise on the localization algorithm for mobile agents.
