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Abstract
We establish an achievable rate region for discrete memoryless interference relay channels that consist
of two source-destination pairs and one or more relays. We develop an achievable scheme combining
Han-Kobayashi and noisy network coding schemes. We apply our achievability to two cases. First, we
characterize the capacity region of a class of discrete memoryless interference relay channels. This class
naturally generalizes the injective deterministic discrete memoryless interference channel by El Gamal
and Costa and the deterministic discrete memoryless relay channel with orthogonal receiver components
by Kim. Moreover, for the Gaussian interference relay channel with orthogonal receiver components, we
show that our scheme achieves a better sum rate than that of noisy network coding.
I. INTRODUCTION
Discrete memoryless interference channel (DM-IC) was introduced by Ahlswede [1]. Discrete memo-
ryless relay channel (DM-RC) was first studied by van der Meulen [2]. Neither the capacity region of the
DM-IC nor the capacity of the DM-RC has been characterized yet except for some special cases. First,
for DM-IC, the best known inner bound was obtained by Han and Kobayashi [3]. This inner bound was
shown to be tight for the injective deterministic DM-IC by El Gamal and Costa [4]. On the other hand,
one relaying strategy for DM-RC is compress-and-forward (CF) due to Cover and El Gamal [5] where
the relay compresses its observation and forwards it to the destination. CF was shown to be optimal for
the deterministic DM-RC with orthogonal receiver components [6] and the modulo-2 sum relay channel
[7]. Recently, noisy network coding [8] generalized CF for general discrete memoryless relay networks.
A natural next step is to extend these results to more general channel scenarios in which there are
more than two transmitter-receiver pairs and/or relays. As one model, we consider a discrete memoryless
interference multi-relay channel (DM-IMRC) that consists of two source-destination pairs and an arbitrary
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2number of relays. For this channel, we combine Han-Kobayashi and noisy network coding schemes
to establish an achievable rate region. We apply our result to two cases. First, we characterize the
capacity region of a class of a discrete memoryless interference relay channel (DM-IRC) which naturally
generalizes the injective deterministic DM-IC by El Gamal and Costa [4] and the deterministic DM-RC
with orthogonal receiver components by Kim [6]. For the converse, a genie-aided proof technique is used.
Furthermore, for a Gaussian interference relay channel (GIRC) with orthogonal receiver components, we
show we can obtain a better sum rate than that in [8].
The rest of the paper is organized as follows. In Section II, we introduce the DM-IMRC model. Section
III presents the achievable rate region for the DM-IMRC. Section IV characterizes the capacity region
of a class of DM-IRC. Section V focuses on the GIRC with orthogonal receiver components.
II. MODEL
We consider a DM-IMRC as depicted in Fig. 1. A
(
2nR1 , 2nR2 , n
)
code consists of two message sets
M1 = {1, . . . , 2
nR1} and M2 = {1, . . . , 2nR2}, two encoding functions at the sources where the first
source (node 1) maps its message m1 ∈M1 to a codeword xn1 (m1) ∈ X n1 and the second source (node
2) maps its message m2 ∈ M2 to a codeword xn2 (m2) ∈ X n2 , N processing functions at the relays (node
3,k where k ∈ [1 : N ]) that map each past received symbols yi−13,k ∈ Y i−13,k to a symbol x3,k,i(yi−13,k ) ∈ X3,k,
and two decoding functions at the destinations where the first destination (node 4) maps each received
sequence yn4 ∈ Yn4 to a message estimate mˆ1 and the second destination (node 5) maps each received
sequence yn5 ∈ Yn5 to a message estimate mˆ2. The first source (node 1) chooses an index m1 uniformly
from the set M1 and sends xn1 (m1) and the second source (node 2) chooses an index m2 uniformly
from the set M2 and sends xn2 (m2). The average probability of error for a (2nR1 , 2nR2 , n) code is given
as P
(n)
e , Pr
(
(Mˆ1, Mˆ2) 6= (M1,M2)
)
. A rate pair (R1, R2) is said to be achievable if there exists a
sequence of (2nR1 , 2nR2 , n) codes such that P (n)e → 0 as n→∞. The capacity region C is the closure
of the set of achievable rate pairs (R1, R2).
III. MAIN RESULTS
An achievable rate region for the DM-IMRC is established in the following theorem.
Theorem 1: A rate pair (R1, R2) is achievable for the DM-IMRC if there exists some probability mass
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3X1
X2
X3,1 Y3,1
Y4
Y5
p(y3,1, . . . , y3,N , y4, y5|x1, x2, x3,1, . . . , x3,N)
X3,2 Y3,2 X3,N Y3,N
· · ·
Fig. 1. A discrete memoryless interference multi-relay channel (DM-IMRC)
function (pmf) p(q)p(u1, x1|q)p(u2, x2|q)
∏N
k=1 p(x3,k|q)p(yˆ3,k|y3,k, x3,k, q) such that
R1 <min
S
{I(X1,X3(S); Yˆ3(S
c), Y4|U2,X3(S
c))− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)}
R2 <min
S
{I(X2,X3(S); Yˆ3(S
c), Y5|U1,X3(S
c))− I(Yˆ3(S);Y3(S)|X2, U1,X
N
3 , Yˆ3(S
c), Y5)}
R1 +R2 <min
S
{I(X1,X3(S); Yˆ3(S
c), Y4|U1, U2,X3(S
c))− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)}
+min
S
{I(X2, U1,X3(S); Yˆ3(S
c), Y5|X3(S
c))− I(Yˆ3(S);Y3(S)|X2, U1,X
N
3 , Yˆ3(S
c), Y5)}
R1 +R2 <min
S
{I(X2,X3(S); Yˆ3(S
c), Y5|U1, U2,X3(S
c))− I(Yˆ3(S);Y3(S)|X2, U1,X
N
3 , Yˆ3(S
c), Y5)}
+min
S
{I(X1, U2,X3(S); Yˆ3(S
c), Y4|X3(S
c))− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)}
R1 +R2 <min
S
{I(X1, U2,X3(S); Yˆ3(S
c), Y4|U1,X3(S
c))− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)}
+min
S
{I(X2, U1,X3(S); Yˆ3(S
c), Y5|U2,X3(S
c))− I(Yˆ3(S);Y3(S)|X2, U1,X
N
3 , Yˆ3(S
c), Y5)}
2R1 +R2 <min
S
{I(X1,X3(S); Yˆ3(S
c), Y4|U1, U2,X3(S
c))− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)}
+min
S
{I(X1, U2,X3(S); Yˆ3(S
c), Y4|X3(S
c))− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)}
+min
S
{I(X2, U1,X3(S); Yˆ3(S
c), Y5|U2,X3(S
c))− I(Yˆ3(S);Y3(S)|X2, U1,X
N
3 , Yˆ3(S
c), Y5)}
R1 + 2R2 <min
S
{I(X2,X3(S); Yˆ3(S
c), Y5|U1, U2,X3(S
c))− I(Yˆ3(S);Y3(S)|X2, U1,X
N
3 , Yˆ3(S
c), Y5)}
+min
S
{I(X2, U1,X3(S); Yˆ3(S
c), Y5|X3(S
c))− I(Yˆ3(S);Y3(S)|X2, U1,X
N
3 , Yˆ3(S
c), Y5)}
+min
S
{I(X1, U2,X3(S); Yˆ3(S
c), Y4|U1,X3(S
c))− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)}
for all subsets S ⊂ [1 : N ] such that X3(S) ⊂ {X3,1, · · · ,X3,N} which are relay nodes.
Proof: See Appendix A.
By letting N = 1 in Theorem 1, we obtain the following achievable rate region for the DM-IRC.
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4Corollary 1: A rate pair (R1, R2) is achievable for the DM-IRC if
R1 <min{I(X1; Yˆ3, Y4|U2,X3, Q)), I(X1,X3;Y4|U2, Q)−I(Yˆ3;Y3|X1, U2,X3, Y4, Q)}
R2 <min{I(X2; Yˆ3, Y5|U1,X3, Q), I(X2,X3;Y5|U1, Q)−I(Yˆ3;Y3|X2, U1,X3, Y5, Q)}
R1+R2 <min{I(X1; Yˆ3, Y4|U1, U2,X3, Q), I(X1,X3;Y4|U1, U2, Q)− I(Yˆ3;Y3|X1, U2,X3, Y4, Q)}
+min{I(X2, U1; Yˆ3, Y5|X3, Q), I(X2, U1,X3;Y5|Q)− I(Yˆ3;Y3|X2, U1,X3, Y5, Q)}
R1+R2 <min{I(X2; Yˆ3, Y5|U1, U2,X3, Q), I(X2,X3;Y5|U1, U2, Q)− I(Yˆ3;Y3|X2, U1,X3, Y5, Q)}
+min{I(X1, U2; Yˆ3, Y4|X3, Q), I(X1, U2,X3;Y4|Q)− I(Yˆ3;Y3|X1, U2,X3, Y4, Q)}
R1+R2 <min{I(X1, U2; Yˆ3, Y4|U1,X3, Q), I(X1,U2,X3;Y4|U1, Q)− I(Yˆ3;Y3|X1, U2,X3, Y4, Q)}
+min{I(X2, U1; Yˆ3, Y5|U2,X3, Q), I(X2,U1,X3;Y5|U2, Q)− I(Yˆ3;Y3|X2, U1,X3, Y5, Q)}
2R1+R2 <min{I(X1; Yˆ3, Y4|U1, U2,X3, Q), I(X1,X3;Y4|U1, U2, Q)− I(Yˆ3;Y3|X1, U2,X3, Y4, Q)}
+min{I(X1, U2; Yˆ3, Y4|X3, Q), I(X1, U2,X3;Y4|Q)− I(Yˆ3;Y3|X1, U2,X3, Y4, Q)}
+min{I(X2, U1; Yˆ3, Y5|U2,X3, Q), I(X2,U1,X3;Y5|U2, Q)− I(Yˆ3;Y3|X2, U1,X3, Y5, Q)}
R1+2R2 <min{I(X2; Yˆ3, Y5|U1, U2,X3, Q), I(X2,X3;Y5|U1, U2, Q)− I(Yˆ3;Y3|X2, U1,X3, Y5, Q)}
+min{I(X2, U1; Yˆ3, Y5|X3, Q), I(X2, U1,X3;Y5|Q)− I(Yˆ3;Y3|X2, U1,X3, Y5, Q)}
+min{I(X1, U2; Yˆ3, Y4|U1,X3, Q), I(X1,U2,X3;Y4|U1, Q)− I(Yˆ3;Y3|X1, U2,X3, Y4, Q)}
for some pmf p(q)p(u1, x1|q)p(u2, x2|q)p(x3|q)p(yˆ3|y3, x3, q).
IV. CAPACITY OF A CLASS OF INJECTIVE INTERFERENCE RELAY CHANNELS
We characterize the capacity region of a class of injective DM-IRCs. In this class, the channel outputs
are given as follows:
Y4 = (Y
′
4 , Y
′′
4 )
Y5 = (Y
′
5 , Y
′′
5 )
Y ′4 = y4(X1, T2)
Y ′5 = y5(X2, T1)
Y ′′4 = Y
′′
5 = X3
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5X1
X2
Y3 : X3
Y ′
4
Y ′′
4
Y ′
5
Y ′′
5
t1(X1)
t2(X2)
y4(X1, T2)
y5(X2, T1)
R0
Fig. 2. A class of injective DM-IRCs
Y3 = f1(X1, Y
′
4) = f2(X2, Y
′
5)
where T1 = t1(X1) and T2 = t2(X2) are functions of X1 and X2, respectively and f1 and f2 are
functions of (X1, Y ′4) and (X2, Y ′5), respectively. The functions y4 and y5 are injective in t1 and t2,
respectively, i.e., for every x1 ∈ X1, y4(x1, t2) is a one-to-one function of t2 and similarly for y5. The
relay sends information over a common rate-limited noiseless link of rate R0 , maxp(x3) I(X3;Y ′′4 ) =
maxp(x3) I(X3;Y
′′
5 ) to both destinations. This class of DM-IRCs is illustrated in Fig. 2. For the class of
injective DM-IRCs illustrated in Fig. 2, the following theorem gives the capacity region.
Theorem 2: The capacity region of the class of injective DM-IRCs in Fig. 2 is the set of rate pairs
(R1, R2) such that
R1 ≤min{H(Y
′
4 |T2, Q) +H(Y3|Y
′
4 , T2, Q),H(Y
′
4 |T2, Q) +R0} (1)
R2 ≤min{H(Y
′
5 |T1, Q) +H(Y3|Y
′
5 , T1, Q),H(Y
′
5 |T1, Q) +R0} (2)
R1 +R2 ≤min{H(Y3, Y
′
4 |T1, T2, Q),H(Y
′
4 |T1, T2, Q) +R0}+min{H(Y3, Y
′
5 |Q),H(Y
′
5 |Q) +R0}
(3)
R1 +R2 ≤min{H(Y3, Y
′
5 |T1, T2, Q),H(Y
′
5 |T1, T2, Q) +R0}+min{H(Y3, Y
′
4 |Q),H(Y
′
4 |Q) +R0}
(4)
R1 +R2 ≤min{H(Y3, Y
′
4 |T1, Q),H(Y
′
4 |T1, Q) +R0}+min{H(Y3, Y
′
5 |T2, Q),H(Y
′
5 |T2, Q) +R0}
(5)
2R1 +R2 ≤min{H(Y3, Y
′
4 |T1, T2, Q),H(Y
′
4 |T1, T2, Q) +R0}+min{H(Y3, Y
′
4 |Q),H(Y
′
4 |Q) +R0}
+min{H(Y3, Y
′
5 |T2, Q),H(Y
′
5 |T2, Q) +R0} (6)
R1 + 2R2 ≤min{H(Y3, Y
′
5 |T1, T2, Q),H(Y
′
5 |T1, T2, Q) +R0}+min{H(Y3, Y
′
5 |Q),H(Y
′
5 |Q) +R0}
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6X1
X2
Y4
Y5
Y3
Z4 Z3
Z5
R0
g41
g51
g42
g52
g31
g32
Fig. 3. GIRC with orthogonal receiver components
+min{H(Y3, Y
′
4 |T1, Q),H(Y
′
4 |T1, Q) +R0} (7)
for some pmf p(q)p(x1|q)p(x2|q).
Proof: The achievability of Theorem 2 is directly obtained by letting Yˆ3 = Y3, U1 = T1, and U2 = T2
in Corollary 1. The converse proof is given in Appendix B.
V. GAUSSIAN INTERFERENCE RELAY CHANNEL WITH ORTHOGONAL RECEIVER COMPONENTS
Consider the GIRC with orthogonal receiver components in Fig. 3. The channel outputs are
Y3 = g31X1 + g32X2 + Z3
Y ′4 = g41X1 + g42X2 + Z4
Y ′5 = g51X1 + g52X2 + Z5.
where Yl = (Y ′l , Y ′′l ), Y ′l and Y ′′l are independent for l = 4, 5, gjk is the channel gain from node k to
node j and the noise Zi ∼ N (0, 1) is independent and identically distributed (i.i.d.). Relay helps the com-
munication of two source-destination pairs by forwarding some information about Y3 to both destinations
through a common rate-limited noiseless link of rate R0 , maxp(x3) I(X3;Y ′′4 ) = maxp(x3) I(X3;Y ′′5 ).
We consider P1 = P2 = P , X1 = U1 + V1, X2 = U2 + V2 and U1, V1, U2 and V2 are independent
where Ui corresponds to the common message and Vi corresponds to the private message for i = 1, 2
and power is allocated as PUi = (1 − αi)P,PVi = αiP for i = 1, 2. Then, setting Yˆ3 = Y3 + Zˆ with
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7Zˆ ∼ N (0, σ2) yields the inner bound R that consists of all rate pairs (R1, R2) such that
R1 <C
(
b11P + a
2
1α2P
2
1 + σ2 + b12α2P
)
R1 <C
(
g241P
g242α2P + 1
)
− C1 +R0
R2 <C
(
b22P + a
2
2α1P
2
1 + σ2 + b21α1P
)
R2 <C
(
g252P
g251α1P + 1
)
− C2 +R0
R1 +R2 <C
(
b11α1P + a
2
1α1α2P
2
1 + σ2 + b12α2P
)
+ C
(
b21(1− α1)P + b22P + a
2
2P
2
1 + σ2 + b21α1P
)
R1 +R2 <C
(
g241α1P
g242α2P + 1
)
− C1 + C
(
g252P + (1− α1)g
2
51P
g251α1P + 1
)
− C2 + 2R0
R1 +R2 <C
(
b11α1P + a
2
1α1α2P
2
1 + σ2 + b12α2P
)
+ C
(
g252P + (1− α1)g
2
51P
g251α1P + 1
)
− C2 +R0
R1 +R2 <C
(
b21(1− α1)P + b22P + a
2
2P
2
1 + σ2 + b21α1P
)
+ C
(
g241α1P
g242α2P + 1
)
− C1 +R0
R1 +R2 <C
(
b22α2P + a
2
2α1α2P
2
1 + σ2 + b21α1P
)
+ C
(
b12(1− α2)P + b11P + a
2
1P
2
1 + σ2 + b12α2P
)
R1 +R2 <C
(
g252α2P
g251α1P + 1
)
− C1 + C
(
g241P + (1− α2)g
2
42P
g242α2P + 1
)
− C2 + 2R0
R1 +R2 <C
(
b22α2P + a
2
2α1α2P
2
1 + σ2 + b21α1P
)
+ C
(
g241P + (1− α2)g
2
42P
g242α2P + 1
)
− C1 +R0
R1 +R2 <C
(
b12(1− α2)P + b11P + a
2
1P
2
1 + σ2 + b12α2P
)
+ C
(
g252α2P
g251α1P + 1
)
− C2 +R0
R1 +R2 <C
(
b12(1− α2)P + b11α1P + a
2
1α1P
2
1 + σ2 + b12α2P
)
+ C
(
b21(1− α1)P + b22α2P + a
2
2α2P
2
1 + σ2 + b21α1P
)
R1 +R2 <C
(
g241α1P + (1− α2)g
2
42P
g242α2P + 1
)
− C1 + C
(
g252α2P + (1− α1)g
2
51P
g251α1P + 1
)
− C2 + 2R0
R1 +R2 <C
(
b12(1− α2)P + b11α1P + a
2
1α1P
2
1 + σ2 + b12α2P
)
+ C
(
g252α2P + (1− α1)g
2
51P
g251α1P + 1
)
− C2 +R0
R1 +R2 <C
(
b21(1− α1)P + b22α2P + a
2
2α2P
2
1 + σ2 + b21α1P
)
+ C
(
g241α1P + (1− α2)g
2
42P
g242α2P + 1
)
− C1 +R0
2R1 +R2 <C
(
b11α1P + a
2
1α1α2P
2
1 + σ2 + b12α2P
)
+ C
(
b12(1− α2)P + b11P + a
2
1P
2
1 + σ2 + b12α2P
)
+ C
(
b21(1− α1)P + b22α2P + a
2
2α2P
2
1 + σ2 + b21α1P
)
2R1 +R2 <C
(
g241α1P
g242α2P + 1
)
+ C
(
g241P + (1− α2)g
2
42P
g242α2P + 1
)
+ C
(
g252α2P + (1− α1)g
2
51P
g251α1P + 1
)
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8+ 3R0 − 2C1 − C2
2R1 +R2 <C
(
g241α1P
g242α2P + 1
)
+ C
(
g241P + (1− α2)g
2
42P
g242α2P + 1
)
+ 2R0 − 2C1
+ C
(
b21(1− α1)P + b22α2P + a
2
2α2P
2
1 + σ2 + b21α1P
)
2R1 +R2 <C
(
b11α1P + a
2
1α1α2P
2
1 + σ2 + b12α2P
)
+ C
(
b12(1− α2)P + b11P + a
2
1P
2
1 + σ2 + b12α2P
)
+ C
(
g252α2P + (1− α1)g
2
51P
g251α1P + 1
)
+R0 − C2
2R1 +R2 <C
(
b11α1P + a
2
1α1α2P
2
1 + σ2 + b12α2P
)
+ C
(
g241P + (1− α2)g
2
42P
g242α2P + 1
)
+ C
(
g252α2P + (1− α1)g
2
51P
g251α1P + 1
)
+ 2R0 − C1 − C2
2R1 +R2 <C
(
b11α1P + a
2
1α1α2P
2
1 + σ2 + b12α2P
)
+ C
(
b21(1− α1)P + b22α2P + a
2
2α2P
2
1 + σ2 + b21α1P
)
+ C
(
g241P + (1− α2)g
2
42P
g242α2P + 1
)
+R0 − C1
and R1 + 2R2 is bounded by (32)-(37) with indices 1 and 2 switched where C(x) , 12 log(1 + x),
a1 = g31g42 − g32g41, a2 = g31g52 − g32g51, b11 = g
2
31 + (1 + σ
2)g241, b12 = g
2
32 + (1 + σ
2)g242,
b21 = g
2
31+(1+σ
2)g251, b22 = g
2
32+(1+σ
2)g252, C1 = C
(
(g2
32
+g2
42
)α2P+1
(g2
42
α2P+1)σ2
)
, and C2 = C
(
(g2
31
+g2
51
)α1P+1
(g2
51
α1P+1)σ2
)
for some σ2 > 0.
Remark 1: Above inner bound is the same as that achieved by Han-Kobayashi and Generalized Hash-
and-Forward schemes [9] for a GIRC with a digital relay link of rate R0 bits per channel use.
Remark 2: The sum rates of the proposed scheme is compared with that of [8] in Fig. 4. The sum-rate
curve for the noisy network coding from [8] is obtained by using noisy network coding via simultaneous
nonunique decoding and that via treating interference as noise. Proposed scheme outperforms these two
schemes since Han-Kobayashi scheme is more general and includes as special cases both simultaneous
nonunique decoding and treating interference as noise.
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Fig. 4. Comparison of two schemes for the GIRC with orthogonal receiver components with g41 = g52 = 1, g42 = g51 =
0.4, g31 = 0.5, g32 = 0.1, R0 = 1, σ
2
= 5.
APPENDIX
A. Proof of Theorem 1
In this section, δ(ǫ) > 0 denotes a function of ǫ > 0 which tends to zero as ǫ→ 0 and ǫn > 0 denotes
a function of n which tends to zero as n → ∞. Moreover, we define [i : j] , {i, i + 1, . . . , j} where i
and j are integers. By using the coded time-sharing technique [10], achievability with Q can be obtained.
Hence it suffices to consider the case Q = ∅. Some of our proof steps and notations are based on those
in Section 6.5 in [10] and those in [8].
1) Codebook generation: Fix a joint distribution of p(u1, x1)p(u2, x2)∏Nk=1 p(x3,k)p(yˆ3,k|y3,k, x3,k).
Let b denote the number of blocks. For a = 1, 2, ma denotes the message for the ath source. For each
message, we use rate splitting ma = (ma0,maa) where ma0 is the public message at rate Ra0 and maa
is the private message at rate Raa such that Ra = Ra0 +Raa. Moreover, for k ∈ [1 : N ], lkj denotes the
kth relay’s compression index of its received signal in block j at rate Rˆ3,k.
For each block j ∈ [1 : b] and each node a = 1, 2, randomly and independently generate 2nbRa0 length-
n sequences uaj(ma0),ma0 ∈ [1 : 2nbRa0 ], each according to the distribution
∏n
i=1 pUa(ua,(j−1)n+i). For
each ma0, randomly and conditionally independently generate 2nbRaa sequences xaj(ma0,maa),maa ∈
[1 : 2nbRaa ], each according to the distribution
∏n
i=1 pXa|Ua(xa,(j−1)n+i|ua,(j−1)n+i(ma0)). Similarly,
randomly and independently generate 2nRˆ3,k sequences x3,kj(lk,j−1), lk,j−1 ∈ [1 : 2nRˆ3,k ], each according
to the distribution
∏n
i=1 pX3,k(x3,k,(j−1)n+i). For each x3,kj(lk,j−1), lk,j−1 ∈ [1 : 2nRˆ3,k ], randomly and
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conditionally independently generate 2nRˆ3,k sequences yˆ3,kj(lkj |lk,j−1), lkj ∈ [1 : 2nRˆ3,k ], each according
to
∏n
i=1 pYˆ3,k|X3,k(yˆ3,k,(j−1)n+i|x3,k,(j−1)n+i(lk,j−1)). The codebook is defined as
Cj = {u1j(m10), u2j(m20), x1j(m10,m11), x2j(m20,m22), x3,kj(lk,j−1), yˆ3,kj(lkj|lk,j−1) :
m10 ∈ [1 : 2
nbR10 ],m11 ∈ [1 : 2
nbR11 ],m20 ∈ [1 : 2
nbR20 ],m22 ∈ [1 : 2
nbR22 ],
lkj, lk,j−1 ∈ [1 : 2
nRˆ3,k ], k ∈ [1 : N ]}
for j ∈ [1 : b].
2) Encoding: To send ma = (ma0,maa), source a transmits xnaj(ma0,maa) in block j. Set lk0 =
1, k ∈ [1 : N ] by convention. Upon receiving yn3,kj at the end of block j ∈ [1 : b], the kth relay finds an
index lkj such that
(yˆn3,kj(lkj|lk,j−1), y
n
3,kj, x
n
3,kj(lk,j−1)) ∈ T
(n)
ǫ′ ,
If there is more than one such index, select one of them uniformly at random. On the other hand, if there
is no such index, choose an arbitrary index from [1 : 2nRˆ3,k ] uniformly at random. Then the kth relay
transmits the codeword xn3,kj(lk,j−1) in block j ∈ [1 : b].
3) Decoding: Let ǫ > ǫ′. We use simultaneous nonunique decoding. At the end of block b, node 4
finds the unique message pair (mˆ10, mˆ11) such that there exist some m20 ∈ [1 : 2nbR20 ] and (lˆ1j , · · · , lˆNj)
satisfying
(u1j(mˆ10), u2j(m20), x1j(mˆ10, mˆ11), x3,1j(lˆ1,j−1), · · · , x3,Nj(lˆ1,N,j−1), yˆ3,1j(lˆ1j |lˆ1,j−1), · · · ,
yˆ3,Nj(lˆNj |lˆN,j−1), y4j) ∈ T
(n)
ǫ
for all j ∈ [1 : b], where mˆ10 ∈ [1 : 2nbR10 ], mˆ11 ∈ [1 : 2nbR11 ] and lˆkj ∈ [1 : 2nRˆ3,k ]. Otherwise, it
declares an error. Similarly, node 5 finds the message pair (mˆ20, mˆ22).
4) Analysis of the probability of error: Without loss of generality, assume that the message pair
((1, 1), (1, 1)) and index lb = (l1, . . . , lb) = (1, . . . ,1) are sent where lj = (l1j , · · · , lNj). Then the
decoders make an error only if one of the following events occur:
E1 = {(Yˆ3,kj(lkj |1),X3,kj(1), Y3,kj) /∈ T
(n)
ǫ′ for all lkj and for some j ∈ [1 : b], k ∈ [1 : N ]}
E2 = {(U1j(1), U2j(1),X1j(1, 1),X3,1j (1), · · · ,X3,Nj(1), Yˆ3,1j(1|1), · · · , Yˆ3,Nj(1|1), Y4j) /∈ T
(n)
ǫ
for some j ∈ [1 : b]}
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E3 = {(U1j(1), U2j(1),X2j(1, 1),X3,1j (1), · · · ,X3,Nj(1), Yˆ3,1j(1|1), · · · , Yˆ3,Nj(1|1), Y5j) /∈ T
(n)
ǫ
for some j ∈ [1 : b]}
E4 = {(U1j(1), U2j(1),X1j(1,m11),X3,1j(l1,j−1), · · · ,X3,Nj(lN,j−1), Yˆ3,1j(l1j |l1,j−1), · · · ,
Yˆ3,Nj(lNj |lN,j−1), Y4j) ∈ T
(n)
ǫ for all j ∈ [1 : b] and for some lb,m11 6= 1}
E5 = {(U1j(m10), U2j(1),X1j(m10,m11),X3,1j(l1,j−1), · · · ,X3,Nj(lN,j−1), Yˆ3,1j(l1j |l1,j−1), · · · ,
Yˆ3,Nj(lNj |lN,j−1), Y4j) ∈ T
(n)
ǫ for all j ∈ [1 : b] and for some lb,m10 6= 1,m11}
E6 = {(U1j(1), U2j(m20),X1j(1,m11),X3,1j(l1,j−1), · · · ,X3,Nj(lN,j−1), Yˆ3,1j(l1j |l1,j−1), · · · ,
Yˆ3,Nj(lNj |lN,j−1), Y4j) ∈ T
(n)
ǫ for all j ∈ [1 : b] and for some lb,m20 6= 1,m11 6= 1}
E7 = {(U1j(m10), U2j(m20),X1j(m10,m11),X3,1j(l1,j−1), · · · ,X3,Nj(lN,j−1), Yˆ3,1j(l1j |l1,j−1), · · · ,
Yˆ3,Nj(lNj |lN,j−1), Y4j) ∈ T
(n)
ǫ for all j ∈ [1 : b] and for some lb,m10 6= 1,m20 6= 1,m11}
E8 = {(U1j(1), U2j(1),X2j(1,m22),X3,1j(l1,j−1), · · · ,X3,Nj(lN,j−1), Yˆ3,1j(l1j |l1,j−1), · · · ,
Yˆ3,Nj(lNj |lN,j−1), Y5j) ∈ T
(n)
ǫ for all j ∈ [1 : b] and for some lb,m22 6= 1}
E9 = {(U1j(1), U2j(m20),X2j(m20,m22),X3,1j(l1,j−1), · · · ,X3,Nj(lN,j−1), Yˆ3,1j(l1j |l1,j−1), · · · ,
Yˆ3,Nj(lNj |lN,j−1), Y5j) ∈ T
(n)
ǫ for all j ∈ [1 : b] and for some lb,m20 6= 1,m22}
E10 = {(U1j(m10), U2j(1),X2j(1,m22),X3,1j(l1,j−1), · · · ,X3,Nj(lN,j−1), Yˆ3,1j(l1j |l1,j−1), · · · ,
Yˆ3,Nj(lNj |lN,j−1), Y5j) ∈ T
(n)
ǫ for all j ∈ [1 : b] and for some lb,m10 6= 1,m22 6= 1}
E11 = {(U1j(m10), U2j(m20),X2j(m20,m22),X3,1j(l1,j−1), · · · ,X3,Nj(lN,j−1), Yˆ3,1j(l1j |l1,j−1), · · · ,
Yˆ3,Nj(lNj |lN,j−1), Y5j) ∈ T
(n)
ǫ for all j ∈ [1 : b] and for some lb,m10 6= 1,m20 6= 1,m22}
Thus, the probability of error is bounded as
P(E) ≤P(E1) + P(E2 ∩ Ec1) + P(E3 ∩ Ec1) + P(E4) + P(E5)
+ P(E6) + P(E7) + P(E8) + P(E9) + P(E10) + P(E11).
By the covering lemma [10] and the union of events bound over b blocks, P(E1) tends to zero as
n → ∞ if Rˆ3,k > I(Yˆ3,k;Y3,k|X3,k) + δ(ǫ′), k ∈ [1 : N ]. Next, using the Markov lemma [10] and the
union of events bound over b blocks, the second and third terms P(E2 ∩ Ec1),P(E3 ∩ Ec1) tend to zero as
n→∞.
From here, we use similar proof techniques and steps as in [8]. For the fourth term, by defining the
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events
E˜j(m11, lj−1, lj) = {(U1j(1), U2j(1),X1j(1,m11),X3,1j(l1,j−1), · · · ,X3,Nj(lN,j−1),
Yˆ3,1j(l1j |l1,j−1), · · · , Yˆ3,Nj(lNj |lN,j−1), Y4j) ∈ T
(n)
ǫ },
we can show
P(E4) = P(
⋃
m11 6=1
⋃
lb
b⋂
j=1
E˜j(m11, lj−1, lj))
≤
∑
m11 6=1
∑
lb
P(
b⋂
j=1
E˜j(m11, lj−1, lj))
(a)
=
∑
m11 6=1
∑
lb
b∏
j=1
P(E˜j(m11, lj−1, lj))
≤
∑
m11 6=1
∑
lb
b∏
j=2
P(E˜j(m11, lj−1, lj)),
where (a) follows since the channel is memoryless and the codebook is independently generated for each
block j.
For each lb and j ∈ [2 : b], define Sj(lb) = {k ∈ [1 : N ] : lk,j−1 6= 1}. Note that Sj(lb) depends only on
lj−1 and hence we write it as Sj(lj−1). Define X3,j(Sj(lj−1)) to be the set of X3,kj(lk,j−1), k ∈ Sj(lj−1),
where lk,j−1 is the corresponding element in lb. Similarly define Yˆ3,j(Sj(lj−1)) and Y3,j(Sj(lj−1)). Then,
for m11 6= 1,
(U1j(1), U2j(1),X1j(1,m11),X3,j(Sj(lj−1)), Yˆ3,j(Sj(lj−1)))
∼
n∏
i=1
PU1,X1(u1,(j−1)n+i, x1,(j−1)n+i)PU2(u2,(j−1)n+i)×
∏
k∈Sj
PX3,k(x3,k,(j−1)n+i)PYˆ3,k|X3,k(yˆ3,k,(j−1)n+i|x3,k,(j−1)n+i)
is independent of (X3,j(Scj (lj−1)), Yˆ3,j(Scj (lj−1)), Y4j). By the joint typicality lemma [10] or Lemma 2
in [8], we have
P(E˜j(m11, lj−1, lj)) ≤ 2−n(A(Sj(lj−1))−δ(ǫ)),
where
A(S) = I(Y4, Yˆ3(S
c);X1,X3(S)|U1, U2,X3(S
c)) +
∑
k∈S
I(Yˆ3,k;X1, U2,X
N
3 , Y4, Yˆ3(S
c), Yˆ k−13 |X3,k).
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Furthermore, by the definition of Sj(lj−1), if m11 6= 1, then∑
lj−1
2−n(A(Sj(lj−1))−δ(ǫ)) =
∑
S⊂[1:N ]
∑
lj−1:Sj(lj−1)=S
2−n(A(Sj(lj−1))−δ(ǫ))
≤
∑
S⊂[1:N ]
2−n(A(S)−
∑
k∈S
Rˆ3,k−δ(ǫ))
≤ 2N2−n(minS(A(S)−
∑
k∈S
Rˆ3,k−δ(ǫ))),
where the minimum is over S ⊂ [1 : N ]. Hence,
P(E4) ≤
∑
m11 6=1
∑
lb
b∏
j=2
P(E˜j(m11, lj−1, lj))
=
∑
m11 6=1
∑
lb
∑
lb−1
b∏
j=2
P(E˜j(m11, lj−1, lj))
≤
∑
m11 6=1
∑
lb
∑
lb−1
b∏
j=2
2−n(A(Sj(lj−1))−δ(ǫ))
=
∑
m11 6=1
∑
lb
b∏
j=2

∑
lj−1
2−n(A(Sj(lj−1))−δ(ǫ))


≤ 2nbR112
∑
N
k=1
nRˆ3,k2N(b−1) · 2n(−(b−1)minS(A(S)−
∑
k∈S
Rˆ3,k−δ(ǫ))), (8)
where the minimum in (1) is over all S ⊂ [1 : N ]. Then, (1) tends to zero as n→∞ if
R11 <
b− 1
b
(
min
S
(
A(S) −
∑
k∈S
Rˆ3,k
)
− δ′(ǫ)
)
−
1
b
N∑
k=1
Rˆ3,k
for all S ⊂ [1 : N ]. By eliminating Rˆ3,k > I(Yˆ3,k;Y3,k|X3,k)+ δ(ǫ′) and taking b→∞, it can be readily
shown that P(E4) tends to zero as n→∞ if
R11 <min
S
A(S)−
∑
k∈S
I(Yˆ3,k;Y3,k|X3,k)− δ
′(ǫ)−Nδ(ǫ′)
=min
S
{I(Y4, Yˆ3(S
c);X1,X3(S)|U1, U2,X3(S
c))
−
∑
k∈S
I(Yˆ3,k;Y3,k|X1, U2,X
N
3 , Yˆ3(S
c), Y4, Yˆ
k−1
3 )} − δ
′(ǫ)−Nδ(ǫ′)
=min
S
{I(Y4, Yˆ3(S
c);X1,X3(S)|U1, U2,X3(S
c))
−
∑
k∈S
I(Yˆ3,k;Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4, Yˆ
k−1
3 )} − δ
′(ǫ)−Nδ(ǫ′)
=min
S
{I(Y4, Yˆ3(S
c);X1,X3(S)|U1, U2,X3(S
c))
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− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)} − δ
′(ǫ)−Nδ(ǫ′)
for all S ⊂ [1 : N ].
Similarly, P(E5),P(E6), and P(E7) tend to zero as n → ∞ if the following conditions are satisfied
respectively:
R11 +R10 < min
S
I(X1,X3(S); Yˆ3(S
c), Y4|U2,X3(S
c))
− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)− δ
′(ǫ)−Nδ(ǫ′)
R11 +R20 < min
S
I(X1, U2,X3(S); Yˆ3(S
c), Y4|U1,X3(S
c))
− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)− δ
′(ǫ)−Nδ(ǫ′)
R11 +R10 +R20 < min
S
I(X1, U2,X3(S); Yˆ3(S
c), Y4|X3(S
c))
− I(Yˆ3(S);Y3(S)|X1, U2,X
N
3 , Yˆ3(S
c), Y4)− δ
′(ǫ)−Nδ(ǫ′).
Similarly, P(E8),P(E9), P(E10), and P(E11) are bounded. Finally, we obtain all inequalities in Theorem
1 by substituting R11 = R1 −R10 and R22 = R2 −R20, and applying the Fourier-Motzkin elimination.
B. Converse proof of Theorem 2
Let Q be a random variable uniformly distributed over [1 : n] and independent of (Xn1 ,Xn2 ,Xn3 , Y n3 , Y n4 , Y n5 )
and let X1 , X1Q,X2 , X2Q,X3 , X3Q, Y3 , Y3Q, Y4 , Y4Q, Y5 , Y5Q, T1 , T1Q, and T2 , T2Q.
The first term in the minimum in (2) in Theorem 2 is obtained as follows.
nR1 ≤I(M1;Y
n
4 ) + nǫn
≤I(M1;Y
n
4 , Y
n
3 ) + nǫn
≤I(Xn1 ;Y
n
4 , Y
n
3 ) + nǫn
(a)
≤I(Xn1 ;Y
n
4 , Y
n
3 |T
n
2 ) + nǫn
=H(Y n4 , Y
n
3 |T
n
2 ) + nǫn
=
n∑
i=1
H(Y4i, Y3i|Y
i−1
3 , Y
i−1
4 , T
n
2 ) + nǫn
(b)
=
n∑
i=1
H(Y4i, Y3i|Y
i−1
3 , Y
i−1
4 ,X3i, T
n
2 ) + nǫn
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≤
n∑
i=1
H(Y4i, Y3i|X3i, T2i) + nǫn
=nH(Y ′4 , Y
′′
4 , Y3|X3, T2, Q) + nǫn
≤nH(Y ′4 , Y3|T2, Q) + nǫn
=n(H(Y ′4 |T2, Q) +H(Y3|Y
′
4 , T2, Q) + ǫn)
where Q is the usual time-sharing random variable and (a) follows by the fact that T n2 and Xn1 are
independent. (b) follows since X3i is a function of Y i−13 . The second term in the minimum in (2) is
obtained as follows.
nR1 ≤ I(M1;Y
n
4 ) + nǫn
≤ I(Xn1 ,X
n
3 ;Y
n
4 |T
n
2 ) + nǫn
= I(Xn1 ;Y
n
4 |T
n
2 ,X
n
3 ) + I(X
n
3 ;Y
n
4 |T
n
2 ) + nǫn
= H(Y ′n4 |T
n
2 ,X
n
3 ) + I(X
n
3 ;Y
′′n
4 |T
n
2 ) + nǫn
≤ n(H(Y ′4 |T2, Q) +R0 + ǫn)
Similarly, we can obtain inequality (3). Before we prove the remaining terms, we define mutual infor-
mation terms I1, . . . , I12 and show some inequalities for those terms.
I1 = I(M1;Y
n
4 , Y
n
3 , T
n
1 |T
n
2) ≤ H(T
n
1 ) +H(Y
n
4 , Y
n
3 |T
n
1 , T
n
2 )
≤ H(T n1 ) +
n∑
i=1
{H(Y3i, Y4i|Y
i−1
3 , Y
i−1
4 ,X3i, T
n
1 , T
n
2 )
≤ H(T n1 ) +
n∑
i=1
H(Y3i, Y
′
4i|T1i, T2i)
= H(T n1 ) + nH(Y3, Y
′
4 |T1, T2, Q).
Next,
I2 = I(M2;Y
n
3 , Y
n
5 ) ≤ H(Y
n
3 , Y
n
5 )−H(Y
n
3 , Y
n
5 |X
n
2 )
(a)
= H(Y n3 , Y
′n
5 )−H(T
n
1 )
≤ nH(Y3, Y
′
5 |Q)−H(T
n
1 )
where (a) follows by the channel conditions and the fact that H(Y ′n5 |Xn2 ) = H(T n1 ). Next,
I3 = I(M1;Y
n
4 , T
n
1 |T
n
2 ) ≤ H(T
n
1 ) + I(X
n
1 ,X
n
3 ;Y
n
4 |T
n
1 , T
n
2 )
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= H(T n1 ) + I(X
n
3 ;Y
′n
4 , Y
′′n
4 |T
n
1 , T
n
2 ) + I(X
n
1 ;Y
n
4 |X
n
3 , T
n
1 , T
n
2 )
≤ H(T n1 ) + nR0 + nH(Y
′
4 |T1, T2, Q)
Next,
I4 = I(M2;Y
n
5 ) ≤ I(X
n
2 ;Y
′n
5 ) + I(X
n
2 ;Y
′′n
5 |Y
′n
5 )
≤ I(Xn2 ;Y
′n
5 ) + I(X
n
2 ,X
n
3 ;Y
′′n
5 |Y
′n
5 )
= H(Y ′n5 )−H(T
n
1 ) +H(Y
′′n
5 |Y
′n
5 )−H(Y
′′n
5 |Y
′n
5 ,X
n
2 ,X
n
3 )
≤ nH(Y ′5 |Q)−H(T
n
1 ) + nR0.
Similarly, I5, I6, I7, I8 are defined as I1, I2, I3, I4 with indices 1 and 2 switched. Next,
I9 = I(M1;Y
n
4 , Y
n
3 , T
n
1 ) ≤ I(X
n
1 ;Y
n
4 , Y
n
3 , T
n
1 )
(a)
= H(T n1 ) +H(Y
n
3 , Y
n
4 |T
n
1 )−H(T
n
2 )
= H(T n1 ) +
n∑
i=1
H(Y3i, Y4i|Y
i−1
3 , Y
i−1
4 , T
n
1 ,X3i)−H(T
n
2 )
≤ H(T n1 ) + nH(Y3, Y
′
4 |T1, Q)−H(T
n
2 )
where (a) follows by the fact that H(Y ′n4 |Xn1 ) = H(T n2 ). Similarly,
I10 = I(M2;Y
n
5 , Y
n
3 , T
n
2 ) ≤ H(T
n
2 ) + nH(Y3, Y
′
5 |T2, Q)−H(T
n
1 ).
Next,
I11 = I(M1;Y
n
4 , T
n
1 ) ≤ I(X
n
1 ;Y
n
4 , T
n
1 )
≤ H(T n1 ) + I(X
n
1 ;Y
′n
4 |T
n
1 ) + I(X
n
1 ,X
n
3 ;Y
′′n
4 |T
n
1 , Y
′n
4 )
= H(T n1 ) +H(Y
′n
4 |T
n
1 )−H(T
n
2 ) +H(Y
′′n
4 |T
n
1 , Y
′n
4 )
≤ H(T n1 ) + nH(Y
′
4 |T1, Q)−H(T
n
2 ) + nR0.
Similarly,
I12 = I(M2;Y
n
5 , T
n
2 ) ≤ H(T
n
2 ) + nH(Y
′
5 |T2, Q)−H(T
n
1 ) + nR0.
Then, the remaining terms in Theorem 2 can be proved by using above inequalities for I1, . . . , I12.
Inequality (4) is obtained as follows.
n(R1 +R2) ≤ min{I(M1;Y
n
4 , Y
n
3 , T
n
1 |T
n
2), I(M1;Y
n
4 , T
n
1 |T
n
2 )}
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+min{I(M2;Y
n
3 , Y
n
5 ), I(M2;Y
n
5 )}+ nǫn
= min{I1, I3}+min{I2, I4}+ nǫn
≤ min{H(T n1 ) + nH(Y3, Y
′
4 |T1, T2, Q),H(T
n
1 ) + nR0 + nH(Y
′
4 |T1, T2, Q)}
+min{nH(Y3, Y
′
5 |Q)−H(T
n
1 ), nH(Y
′
5 |Q)−H(T
n
1 ) + nR0}+ nǫn
= n(min{H(Y3, Y
′
4 |T1, T2, Q),H(Y
′
4 |T1, T2, Q) +R0}
+min{H(Y3, Y
′
5 |Q),H(Y
′
5 |Q) +R0}+ ǫn).
Similarly, we can obtain inequality (5) by using I5, I6, I7, I8. Inequality (6) is obtained as follows.
n(R1 +R2) ≤ min{I(M1;Y
n
4 , Y
n
3 , T
n
1 ), I(M1;Y
n
4 , T
n
1 )}
+min{I(M2;Y
n
5 , Y
n
3 , T
n
2 ), I(M2;Y
n
5 , T
n
2 )}+ nǫn
= min{I9, I11}+min{I10, I12}+ nǫn
≤ min{H(T n1 ) + nH(Y3, Y
′
4 |T1, Q)−H(T
n
2 ),H(T
n
1 ) + nH(Y
′
4 |T1, Q)−H(T
n
2 ) + nR0}
+min{H(T n2 ) + nH(Y3, Y
′
5 |T2, Q)−H(T
n
1 ),H(T
n
2 ) + nH(Y
′
5 |T2, Q)−H(T
n
1 ) + nR0}
+ nǫn
= n(min{H(Y3, Y
′
4 |T1, Q),H(Y
′
4 |T1, Q) +R0}
+min{H(Y3, Y
′
5 |T2, Q),H(Y
′
5 |T2, Q) +R0}+ ǫn).
Inequality (7) is obtained as follows.
n(2R1 +R2) ≤ 2I(M1;Y
n
4 ) + I(M2;Y
n
5 ) + nǫn
≤ min{I(M1;Y
n
4 , Y
n
3 , T
n
1 |T
n
2), I(M1;Y
n
4 , T
n
1 |T
n
2 )}
+min{I(M1;Y
n
3 , Y
n
4 ), I(M1;Y
n
4 )}
+min{I(M2;Y
n
5 , Y
n
3 , T
n
2 ), I(M2;Y
n
5 , T
n
2 )}+ nǫn
= min{I1, I3}+min{I6, I8}+min{I10, I12}+ nǫn
≤ min{H(T n1 ) + nH(Y3, Y
′
4 |T1, T2, Q),H(T
n
1 ) + nR0 + nH(Y
′
4 |T1, T2, Q)}
+min{nH(Y3, Y
′
4 |Q)−H(T
n
2 ), nH(Y
′
4 |Q)−H(T
n
2 ) + nR0}
+min{H(T n2 ) + nH(Y3, Y
′
5 |T2, Q)−H(T
n
1 ),H(T
n
2 ) + nH(Y
′
5 |T2, Q)−H(T
n
1 ) + nR0}
+ nǫn
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= n(min{H(Y3, Y
′
4 |T1, T2, Q),H(Y
′
4 |T1, T2, Q) +R0}
+min{H(Y3, Y
′
4 |Q),H(Y
′
4 |Q) +R0}
+min{H(Y3, Y
′
5 |T2, Q),H(Y
′
5 |T2, Q) +R0}+ ǫn).
Similarly, we can obtain inequality (8). This completes the converse proof for Theorem 2.
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