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Abstract
Energy harvesting is a process by which otherwise wasted ambient energy can be
captured and transformed into a useful form. Historical examples of this concept
include windmills, sailing ships, and waterwheels. Modern technologies and current
energy needs have brought this same concept to a smaller scale wherein small wireless
devices with minute energy consumption can be operated autonomously. Today,
many critical electronic devices, such as health-monitoring sensors, pace makers,
spinal stimulators, electric pain relievers, etc. require minimal amounts of power
to function, which permits utilizing energy from their environment to power them.
By exploiting the ability of active materials and some mechanisms to generate an
electric potential in response to mechanical stimuli, it is now possible to harvest
energy from the environment to power these devices and run them autonomously.
This thesis focuses on issues related to the modeling and response of energy har-
vesters to time-varying frequency excitations. Specifically, in the first part of this
effort we address the accuracy and convergence of reduced-order models (ROMs) of
energy harvesters. Two types of energy harvesters are considered, a magnetostrictive
rod in axial vibrations and a piezoelectric cantilever beam in traverse oscillations.
Using Generalized Hamilton’s Principle, the partial differential equations (PDEs)
and associated boundary conditions governing the motion of these harvesters are
obtained. The eigenvalue problem is then solved for the exact eigenvalues and mode
shapes. An exact expression for the steady-state output power is attained by direct
iii
solution of the PDEs. Subsequently, the results are compared to a ROM attained
following the common Rayleigh-Ritz procedure. It is observed that the eigenvalues
and output power near the first resonance frequency are more accurate and has a
much faster convergence to the exact solution for the piezoelectric cantilever beam.
In addition, it is shown that the convergence is governed by two dimensionless con-
stants, one that is related to the electromechanical coupling and the other to the
ratio between the time constant of the mechanical oscillator and the harvesting cir-
cuit. It is shown that the number of modes necessary for convergence should be
obtained at the maximum electric loading for the piezoelectric harvester and at the
minimum electric loading in the magnetostrictive case. Using these results, crit-
ical conclusions are drawn in regards to the design values for which the common
single-mode ROM is accurate.
The second part of this work addresses the response of energy harvesters to har-
monic excitations of time-varying frequency. Specifically, we consider a piezoelectric
stack-type harvester subjected to a harmonic excitation of constant amplitude and
a sinusoidally-varying frequency. Such excitations are very common and can re-
sult from rotating machinery operating at variable speed. We analyze the response
of the harvester in the fixed-frequency scenario, then use the Jacobi-Anger’s ex-
pansion to analyze the response in the time-varying frequency case. We obtain
analytical expressions for the harvester’s response, output voltage, and power. In-
depth analysis of the attained results reveals that the solution to the more complex
time-varying frequency can be understood through a process which “samples” the
fixed-frequency response curve at a discrete and fixed frequency interval then multi-
plies the response by proper weights. Extensive discussions addressing the effect of
the excitation parameters on the output power is presented leading to some initial
suggestions pertinent to the harvester’s design in the time-varying frequency case.
KEYWORDS: Bias conditions, magnetostrictive rod, piezoelectric bi-morph, reduced-
order models, energy harvesting, time-varying frequency excitations.
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Energy harvesting is a process by which otherwise wasted ambient energy can be
captured and transformed into a useful form. Historical examples of this concept
include windmills, sailing ships, and waterwheels. Modern technologies and current
energy needs have brought this same concept to a smaller scale wherein small wire-
less devices with minute energy consumption can be operated autonomously. For
instance, many critical electronic devices, such as health-monitoring sensors [2, 3],
pace makers [4], spinal stimulators [5], electric pain relievers [6], wireless sensors
[7, 8, 9], micro-electromechanical system [10, 11], etc., require minimal amounts
of power to function, which permits utilizing energy from their environment to
power them, extending their autonomous life and realistically turning them into
self-powered electronics. Such devices have, for long time, relied on batteries that
have not kept pace with the devices’ demands, especially in terms of energy density
[12]. In addition, batteries have a finite life span, adverse environmental impacts,
and require regular replacement or recharging, which, in many of the previously
mentioned examples, is a very cumbersome and expensive process.
By exploiting the ability of some active materials and mechanisms to generate an
electric potential in response to mechanical motions or external vibrations [13, 14,
1
15], it is now possible to harvest energy from the environment to power these devices
and run them autonomously. Examples of such materials include piezoelectric [13]
and magnetostrictive [16]. The first, for instance, possesses the physical property
of producing an electric field in response to mechanical stimuli, whereas the latter
responds to similar stimuli by developing a magnetic field.
1.1 Vibration-Based Energy Harvesting Mecha-
nisms
Energy from vibratory systems can be harvested using one of the following mecha-
nisms:
1. Electrostatic Energy Harvesting: An electrostatic energy harvester scav-
enges power from the work done against an electric field. Mechanical energy
can be converted into useful electrical energy by placing a charge on the plates
of a variable capacitor and then moving them apart while constraining either
charge or voltage [17]. One of the major advantages of electrostatic mech-
anisms is their scalability even to the microscale. They also do not require
active materials and can generate voltages between two and ten volts. Disad-
vantages include the need to charge the capacitor at its maximum capacitance
prior to being used for energy harvesting [17].
2. Electromagnetic Energy Harvesting: Electromagnetic harvesters rely on
Faraday’s law to generate power. A magnetic flux that changes with time pro-
duces current in a closed-loop conductor within the flux. Electromagnetic en-
ergy harvesters use the same method as electrical generators to produce power,
but rely on external vibrations to move either the conductor or the magnet
relative to one another. Electromagnetic harvesting has the advantages of
2
not requiring smart materials or an external voltage source to scavenge power
[18]. However, this methods is not scalable and can have low energy density
because it requires both a magnet and a coil, which are bulky when compared
to capacitive methods. Furthermore, output voltages of electromagnetic har-
vesters rarely exceed 0.1 Volts. Therefore, the voltage must be up-converted
for practical applications.
3. Magnetostrictive Energy Harvesting: Magnetostriction can be defined as
the ability of the material to deform when subjected to a magnetic field. While
many ferromagnetic materials possess this feature, usually the strains obtained
from magnetic interactions are very low and not utilizable for any practical
applications. Giant magnetostrictive materials, on the other hand, undergo
considerable deformations when subjected to a magnetic field, and, hence,
present themselves as a viable option to act as smart structures for sensing
and actuation. Examples of such materials include Metaglass, Galfenol, and
Terfenol-D with the latter being perhaps the most widely utilized [19, 16].
The significantly increased levels of magnetostriction make giant magnetostric-
tive materials appealing for energy harvesting applications. Specifically, mag-
netostrictive materials can produce a time-varying magnetic flux when sub-
jected to a time-varying strain. This magnetic flux can be used to generate
current in a pick-up coil per Faraday’s law. Advantages of magnetostrictive
materials include i) high electromechanical coupling, ii) no depolarization is-
sues, and iii) suitability for high frequency vibrations. Like an electromechani-
cal harvester however, magnetostrictive mechanisms require a pick-up coil and
thus suffer from scalability limitations. Furthermore, magnetostrictive materi-
als exhibit a non-linear behavior and require a bias magnetic field for optimal
operations [18].
4. Piezoelectric Energy Harvesting: Piezoelectricity can be defined as the
3
ability of the material to deform when subjected to an electric field and to
develop and electric charge when deformed. The second property, also known
as the inverse piezoelectric effect, forms the basis for energy harvesting using
piezoelectric materials. These effects is most common in ceramics and crystals
that have a tetragonal atomic lattice structure with a single ion at the center
of the lattice. Deforming or applying an electric field to the lattice causes the
central ion to change quantum states. Piezoelectricity is present in natural
minerals such as quartz, tourmaline, and bone as well as man-made ceramics
such as lead zirconatetitanate (PZT) and lithium niobate. In recent years, a
piezoelectric polymer known as polyvinylidene fluoride (PVDF) has also been
developed, which is significantly more flexible than traditional piezoelectric
materials and capable of increased power harvesting due to its ability to toler-
ate greater strain. Advantages of piezoelectric energy harvesting include high
electromechanical coupling, scalability, and the ability to operate in harsh en-
vironments. Some disadvantages include depolarization of the material under
large strains, brittleness of piezoelectric crystals, and high output impedances.
1.2 Current Understanding and Outstanding Is-
sues
The basic principle of vibration-based energy harvesting can be explained by con-
sidering the most prolific energy harvesting design, which consists of a cantilever
beam subjected to base excitations as shown in Figure 1.1. Attached to the top
and bottom surface of the beam near the clamped end are piezoelectric patches.
External environmental excitations set the beam in motion producing large strains
near the clamped end, thereby straining and producing a voltage difference across
the piezoelectric patches. By designing the proper circuitry, this electric potential
4
Figure 1.1: Schematic of a piezoelectric cantilever-type harvester.
can be used to create a current that transfers energy from the environment to an
electric device.
Our current understanding of vibration energy harvesting is based on the steady-
state analysis, which assumes that the excitation is harmonic with a constant fre-
quency. In such a case, one can conclude the following: i) Maximum transfer of en-
ergy from the environment to the electric load occurs when the excitation frequency
is very close to the fundamental frequency of the harvester [20, 21, 22, 23, 24, 25],
Figure 1.1. This stems from the very basic theories of vibrations, which state that,
the energy of an oscillating system may be increased by supplying energy at a fre-
quency equal or very close to the fundamental frequency of the oscillator. When the
excitation is in the vicinity of the fundamental frequency of the oscillator (resonance
condition), the amplitude of oscillations increases, thereby producing larger strains
in the harvesting element. Since the output voltage is proportional to the strain
produced, larger output power is attained near resonance. As such, to maximize the
output power, energy harvesters are tuned to the excitation frequency of the envi-
ronment [22, 26]. ii) The power bandwidth, which is a measure of the harvester’s
ability to scavenge energy over a wider range of frequencies, is mainly affected by the
effective damping of the system, which consists of mechanical and electrical damping
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[27, 28].
In an attempt to advance the current understanding of energy harvesters, this thesis
delves into two major energy harvesting issues. The first deals with the accuracy and
convergence of energy harvesters’ models and the second investigates their response
to time-varying frequency excitations. In what follows, we provide a brief description
of these critical issues, the motivations behind addressing them, and we touch base
on our proposed solutions.
1.2.1 Modeling of Energy Harvesters
In an attempt to estimate the amount of power scavenged using vibratory energy
harvesters, various mathematical models have been developed to describe the elec-
tromechanical coupling mechanism [29, 20, 21, 30]. These models are critical to
gain a deeper insight into the energy transfer problem aiding in the design of bet-
ter harvesting circuits and the optimization of the structural and electromechanical
parameters for more efficient and broadband device operations.
In-depth examination of the open literature reveals that there are two common
approaches for the modeling of vibratory energy harvesters. The first is a lumped-
parameters modeling wherein the distributed-parameters system representing the
vibrating structure is lumped into an equivalent effective mass and a spring repre-
senting the effective stiffness of the structure [15, 31, 32]. This approach is simple but
usually lacks the mathematical rigor necessary for accuracy. The second approach,
on the other hand, is more accurate and utilizes energy methods, namely the gen-
eralized form of Hamilton’s principle, combined with a Rayleigh-Ritz expansion to
obtain a set of linearly-coupled ordinary differential equations governing the dynam-
ics of the mechanical oscillator and the associated harvesting circuit, [20, 21, 29, 30].
In the Rayleigh-Ritz procedure, the mode shapes of the mechanical oscillator are
usually utilized as the orthonormal basis set for expansion. The number of mode
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shapes necessary for convergence is obtained by increasing the number of assumed
modes in the series until the addition of more modes does not contribute to the
value of the first, say n, eigenvalues within a specified tolerance. The result is a
reduced-order model (ROM) describing the essential dynamics of the harvester.
While this approach is very common, reasonable, and yields accurate results, there
are not any in-depth studies addressing its convergence to the exact solution ob-
tained via the governing partial differential equations (PDEs) of motion and asso-
ciated boundary conditions. A convergence analysis is essential to reveal the role
that several of the important structural and electromechanical parameters play in
the number of modes necessary for convergence. In fact, there is a big difference be-
tween carrying convergence studies on ROMs derived for inactive structures whose
properties do not vary with their operation and those whose some of their impor-
tant properties change. For instance, vibratory energy harvesters are connected to
an electric circuit whose electric impedance changes as the electric load varies. These
variations change the damping properties of the system and could as well change
the accuracy of the ROM. As such, a ROM consisting of a certain number of modes
could be very accurate at certain loads but inaccurate at other loading conditions.
A deeper understanding of the effect of the system parameters on the convergence
will undoubtedly prove very insightful to the designer. Identifying the important
parameters that effect the convergence of the described ROM, allows the engineer,
for example, to identify the parameter values under which a single-mode approxima-
tion can be enough for convergence. This can be realized by carrying some simple
calculations without undertaking the iterative convergence procedure which could
prove hectic and time consuming.
Inspecting the open literature, we also noted that the exact PDEs governing the be-
havior of the harvester are often overlooked in favor of the simpler model obtained
with one of the aforementioned approaches. While the latter are indeed simpler, the
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exact PDEs are essential for numerical analysis techniques such as those associated
with finite element and difference methods. These PDEs also aid in the under-
standing of the effect of the system parameters on the convergence of the ROMs
and, as such, their derivation is crucial for an in-depth analysis of the accuracy and
effectiveness of these models.
To attain this critical understanding, this thesis considers two common energy har-
vesting concepts: i) a magnetostritcive (MSM) rod in axial vibrations and ii) a
piezoelectric (PZT) cantilever bi-morph in traverse excitations. Using two different
materials and directions of excitations are intentional to draw general conclusions
that are not attached to a specific case. We obtain the PDEs governing their motion
and use them to solve for the eigenvalues and associated mode shapes for the case of
harmonic excitation of a fixed frequency. We compare the results to those obtained
using ROMs attained following the common Rayleigh-Ritz procedure. Further, we
compare the magnitude of the power obtained using the exact PDEs to that ob-
tained using the ROMs. We identify the parameters affecting the convergence of
the ROMs and use them to draw critical conclusions regarding the design values for
which the common single-mode ROM is accurate.
1.2.2 Magnetostriction Under Bias Conditions
Magnetostrictive harvesters stand apart from their piezoelectric counterparts on one
issue: their constitutive parameters depend on the bias conditions, i.e., the static
mechanical and applied magnetic field under which the material is set to operate.
Such dependence has been reported and measured experimentally [1, 33], and have
been shown to considerably affect the efficiency of a magnetostrictive harvester [34].
Although a complex numerical method to describe this dependence has been devel-
oped by Clark et al. [35] for different magnetostrictive materials, to our knowledge,
no analytical models have been developed to satisfactorily describe it. The availabil-
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ity of analytical models that describe the behavior of the constitutive parameters
on the bias conditions is of particular importance towards the development and op-
timization of an efficient magnetostrictive energy harvester. Once such analytical
models are satisfactorily established, the bias conditions can possibly be optimized
to maximize the flow of power from the environment to the electric load.
This thesis presents a simple framework to develop analytical expressions that de-
scribe the dependence of the constitutive parameters on the bias conditions which
are shown to agree well with experimental data. Even though the expressions de-
rived here are only valid for a restricted range of the bias conditions, they allow for
analytical optimization of the harvester with respect to the bias conditions within
the range of validity for which the expressions are derived [24].
1.2.3 Response of Energy Harvesters to Excitations of Time-
Varying Frequency
Energy harvesting strategies have demonstrated a critical shortcoming in their op-
erating concept. These devices are efficient1 only in a small frequency bandwidth
where the environmental excitation is very close to the fundamental (natural) fre-
quency of the harvester. Small variations in the excitation frequency around the
harvester’s natural frequency drops its small energy output even further, making
the energy harvesting process inefficient. In reality, this poses a great challenge
because most environmental sources have a non-stationary nature in which the fre-
quency and amplitude of excitation are time dependent. For instance, the frequency
and amplitude of a bridge’s vibration due to moving vehicles varies with the vehicle
1In this manuscript, we do not use the notion of efficiency to denote the ratio between the
output and input power because the input power is emanating from a free energy source. Instead,
we deem a harvester efficient if it operates in such a way to generate as close to the maximum
possible output power as it possibly can, which occurs at resonance.
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weight and speed. The rate and magnitude of strain in a vehicle tire depends on
the vehicle speed, air pressure, and road profile. Rotating machinery and associated
unbalances are known to produce excitations with time-varying frequencies. Wind
profiles and ocean waves are also known to produce time-varying excitations. These
examples have, in one way or another, been considered as viable excitation sources
for vibration-based energy harvesting [36, 37, 38, 39]. In general, all of these and
similar problems have usually been addressed from a steady-state perspective, in
which it was assumed that variations in the excitation frequency happen on a such
slow time scale that their effect on the steady-state characteristics of the response
are negligible [20, 21, 22, 23, 24, 25]. One reason for such an assumption lies in
the complexities that could arise when one attempts to obtain insightful analyti-
cal solutions when the excitation is non-stationary. Another reason is that most
of the experimental setups are carried out in a laboratory environment where the
excitation sources can be controlled, and, hence, non-stationarity problems can be
avoided.
The design of energy harvesters capable of effectively scavenging energy from non-
stationary environmental excitations requires a deep understanding of the qualita-
tive and quantitative effects that excitation’s non-stationarities have on the output
power and energy transfer. This understanding is especially critical towards the
design of harvesters which use feedback control to actively tune themselves to the
excitation frequency and hence maximize the energy transfer [22, 26]. As of today,
the effectiveness of tuning mechanisms are studied from a steady-state perspective
in which it is assumed that the excitation varies slowly. However, when the excita-
tion varies at a fast time scale, the transient dynamics is prevalent and cannot be
neglected especially near resonance.
One major class of non-stationary excitations are those having a time-varying fre-
quency. The effects of excitations of time-varying frequency on vibratory systems
were first considered by Lewis [40] in 1932 in which the excitation frequency var-
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ied linearly with time. His studies were later expanded by Cronin [41] in 1965.
Notably, it was shown that resonance no longer occurs at the system’s natural
frequency, but rather before or after resonance, depending the rate and direc-
tion of the excitation frequency sweep. Also, it was noted that the system has
a larger bandwidth and experiences a beat-like response shortly after the resonant
frequency [41, 42, 43, 44, 45, 46]. Henson [47] who studied the response of several
oscillatory systems to excitations with a harmonically-varying frequency, noted that
the system’s natural frequency does not even need to be within the range of the
excitation for its effects to be experienced. Such interesting and similar exciting
results motivate the study of the response of energy harvesters under such types of
excitations. This understanding will definitely aid in the design of harvesters capa-
ble of scavenging power efficiently in the more realistic scenario where the excitation
does not have a fixed, well-defined characteristics.
As a first step towards developing an understanding of how time variation of the
frequency affect the energy harvesting process, we consider the dynamics of a piezo-
electric (PZT) stack which harvests energy from a non-stationary excitation source
having a harmonically-varying frequency. We obtain a closed-form analytical so-
lution which provides valuable insight into the behavior of the system response in
terms of the fixed-frequency power curve and the excitation parameters. The avail-
ability of such a closed-form solution is essential for in-depth understanding of the
effects of the sweep rates and of the design parameters on the energy harvesting pro-
cess. Numerical integration of the equations of motion for time-varying frequencies
is a very time-consuming and a cumbersome process that cannot be used to draw
definitive conclusions about the effects of the sweep rate. Variations in the excitation
frequency stiffen the problem numerically, making the integration harder for faster
sweep rates and requiring even smaller integration time steps to adequately resolve
each oscillation cycle. We compare the power-frequency curves at different sweep
rates to the steady-state curve. We then investigate the effect of the excitation’s
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center frequency, range, and sweep rate on the instantaneous and average power.
Based on these results, we make general recommendations pertaining to designing
and tuning the harvester in the time-varying frequency scenario.
1.3 Thesis Contributions
This thesis contributions to the modeling of energy harvesters can be outlined as
follows:
• For the magnetostrictive energy harvester, a model describing the dependence
of the constitutive parameters on the bias conditions is derived. Although the
obtained model is valid only for values of that prestress that are beyond a
certain threshold; it is much simpler than the numerical procedures found in
the literature, and, hence can be manipulated analytically.
• The exact PDEs governing the dynamics of two common designs for magne-
tostrictive and piezoelectric energy harvestering are derived. Although these
harvesters are widely considered in the literature, the explicit governing PDEs
are often overlooked in view of the simplicity introduced by the ROMs.
• A simple method to assess the suitability of the commonly utilized single-mode
ROM is obtained. The method requires simple calculations of the system’s
dimensionless constants. This initial estimate may render the cumbersome
task of continuously increasing the number of modes to assess the convergence
unnecessary.
• Important conclusions are made with regards to the effect of the design pa-
rameters on the accuracy and convergence of the obtained ROMs.
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This thesis also investigates the response of energy harvesters to excitations of time-
varying frequency. A critical issue that has yet to be addressed in the literature. In
this matter, the contributions of the present thesis can be outlined as
• The steady-state dynamics of energy harvesters under excitations of harmonically-
varying frequency is studied.
• A solution procedure based on the known fixed-frequency response curve of the
harvester is developed. The fact that the solution for the time-varying case
is expressed in terms of the known fixed-frequency excitation brings crucial
insight into the problem.
• An extensive frequency parameter’s study is performed. The study investigates
the qualitative and quantitative effects of the frequency range and sweep rate
on the harvester’s output power.
• A simple approximate solution for the average output power, valid for higher
values of the sweep rate, is obtained.
• Based on the new knowledge gathered in this study, critical design considera-
tions for efficient energy harvesting from time-varying excitations are made.
In summary, this thesis marks the initial investigation of the behavior of energy
harvesters under time-varying frequency excitations. In addition to the novel an-
alytical derivations, the thesis contains broad discussion focusing on the concepts
and physical understanding. A variety of examples are considered and presented in
an attempt to describe and analyze the fundamental behavior of the system.
13
1.4 Thesis Outline
This thesis outlines three different approaches to the modeling of two types of energy
harvesters: a magnetostrictive rod in axial vibrations and a piezoelectric cantilever
beam in traverse oscillations. Also, the thesis investigates the response of energy
harvesters to excitations of time-varying frequency.
In Chapter 2, we present and compare three modeling approaches of a magne-
tostrictive harvester in axial vibrations. We begin by analyzing the effect of the bias
conditions, namely prestress and magnetic bias, on the constitutive parameters,
i.e., piezomagnetic constant, compliance, and permeability of the magnetostrictive
material, Terfenol-D in our case. We develop a simple model to describe this depen-
dence and validate the model with experimental data. We obtain a one-dimensional
lumped-parameters model of the harvester. Using the energy approach, we also
derive the exact governing PDEs and use the Rayleigh-Ritz procedure to discretize
them thereby obtaining a ROM for the system. After dimensional analysis, we solve
the eigenvalue problem resulting from the lumped- and distributed-parameters mod-
els and study their convergence to the exact solution obtained by solving the PDEs.
Adopting a harmonic excitation, which allows for a steady-state solution of the
governing PDEs, we obtain and compare the steady-state output power in each
scenario.
Chapter 3, very similar in structure to Chapter 2, contains the modeling for the
piezoelectric harvester. Again, we consider a one-dimensional lumped-parameters
model, derive the exact PDEs using the energy approach, and develop a ROM
for the system. We perform dimensional analysis, solve the eigenvalue problem
and find the steady-state power output in each case. The values resulting from
the approximate methods are compared against the exact ones and their accuracy
is analyzed. Remarkably, we observe that the convergence of the ROM for the
PZT harvester occurs at a much faster rate than the magnetostrictive one. Hence,
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in the last section of this chapter, we perform a parameter study to analyze how
the dimensionless parameters governing the dynamics of both harvesters affect the
convergence of the ROM.
In Chapter 4, we study the response of a one-dimensional PZT-stack-type harvester
to excitations of a sinusoidally-varying frequency. We first determine the fixed-
frequency response, which provides an insight towards the development of an ana-
lytical solution for the time-varying frequency case. An extensive parameters’ study
reveals how the frequency parameters, namely the range and sweep rate, affect the
instantaneous and average output power. This study leads to an understanding of
the behavior of the harvester in this scenario, revealing some design considerations
which may differ significantly from the fixed-frequency case.
Finally, Chapter 5 contains conclusions pertaining to each aspect of this thesis and





We begin this chapter by analyzing the effect of the bias conditions on the constitutive
parameters for magnetostrictive materials. Specifically, we derive a simple analytical
model to describe the dependence of the piezomagnetic constant, relative permeabil-
ity, and elastic compliance on the prestress and magnetic bias that are necessary to
correctly orient the magnetic dipoles. We compare the resulting analytical model to
experimental data demonstrating good agreement within the range of applicability of
our simplified model. Subsequently, we consider an energy harvester composed of a
magnetostrictive rod in axial vibrations and derive an exact distributed-parameters
model using the energy approach. Also, we study two commonly-adopted approximate
models: a one-dimensional lumped-parameters model and a reduced-order model
(ROM) obtained using a Rayleigh-Ritz procedure. We perform dimensional anal-
ysis, and examine the free-response and steady-state power output predicted by each
model. In the last section, we compare the results and discuss the convergence and
accuracy of the approximate methods.
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2.1 Constitutive Equations of Magnetostrictive Ma-
terials
The linear constitutive equations that describe the magnetoelastic interaction in a
magnetostrictive material (MSM) are given by [48]:
ǫ = sσ + dH
B = dσ + µH
(2.1)
where ǫ denotes the strain, σ denotes the stress, B represents the magnetic induc-
tion, H is the magnetic field, s is the elastic compliance at constant magnetic field,
µ denotes the magnetic permeability at constant stress, and d denotes the dynamic
strain coefficient, also denoted as the piezomagnetic constant. In the case of giant
MSMs, such as Terfenol-D, the constitutive parameters, s, d, and µ vary signifi-
cantly with the amount of prestress, σo, and magnetic bias, Ho, that the material is
subjected to [33, 49]. Such bias conditions are usually applied to MSMs to enhance
their magnetomechanical characteristics. Through a series of experimental studies,
Moffet et al. [1] extensively analyzed the effect of bias conditions on the constitutive
parameters and showed that all constitutive parameters have significant dependence
on both the prestress and magnetic bias.
To characterize the effect of these bias conditions on the harvested power, we attempt
to obtain analytical expressions that describe the dependence of the constitutive
parameters on these conditions. Towards that end, we first introduce the basic
concepts of the magnetization process in terms of domain walls and domain wall
motion. For further and more detailed discussion on this topic, we refer the reader
to [50] or [51].
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2.1.1 Magnetization Process in the Domain Theory
In magnetic theory, a domain is a region within the material which is spontaneously
magnetized to its saturation value, Ms. The direction of the magnetization vectors
in different domains can be different. A specimen in its demagnetized state has
domains whose magnetic saturation vectors, Ms, point in all possible directions but
which as a whole shows no net magnetization. In other words, the vectorial sum of
all Ms vectors weighted by the domain volume of all domains within the specimen
is equal to zero.
Magnetization is the process of taking a multi-domain specimen and converting it
to a single-domain one in which all Ms vectors point in the same direction as the
applied external magnetic field, H . In terms of the domains previously defined, this
is achieved through two phenomena: domain wall motion and rotation. In other
words, when a demagnetized specimen, as shown in Figure 2.1a, is subjected to a
magnetic field, those domains whose Ms vectors are more closely aligned with the
applied field begin to grow at the expense of the domains whose Ms vectors are not
as aligned with the applied field, as shown in Figure 2.1b. If the applied field is
strong enough, this process continues until a single domain remains1. This process
is known as domain wall motion. The domain may still not be aligned with the
magnetic field as depicted in Figure 2.1c. As the magnetic field is increased further,
the resulting Ms vector begins to rotate so as to align itself with the applied magnetic
field minimizing the energy. This phenomenon which takes place between Figures
2.1c and 2.1d is known as domain rotation. It is worth mentioning that domain wall
motion process occurs before domain rotations because it requires lower activation
energy.
In the presence of stress, a similar process takes place. The only difference is that
domain wall motion and rotation occur as a result of the applied stress rather than
1There are some impediments to domain wall motion which are not discussed here.
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Figure 2.1: Illustration of the magnetization process of a MSM specimen encircling two
domains: (a) Initial demagnetized state (M = 0); (b) As a magnetic field is applied, the
domains whose Ms vectors are more closely aligned with the applied field are favored in
the process of domain wall motion. The specimen magnetization is no longer zero. (c) The
domain wall motion reaches its limit (M = Ms cos θ); (d) if the applied field is increased
further, the rotation process takes place, saturating the specimen (M = Ms).
19
the magnetic field. To illustrate this process, we consider the case in which crystal
anisotropies are small when compared to the applied stress so that the direction of
the Ms vector is controlled predominantely by the latter. In such case, if magne-






where θ represents the angle between the Ms vector and the direction of the applied
stress. According to equation (2.2), if the product λsσ is positive, energy is mini-
mized when θ = 0. Therefore, when an external stress is applied in these conditions,
the domains whose Ms vector are more aligned with the direction of the applied
stress are favored, and the process of domain wall motion starts until there is a
single domain left. In this case, the direction of the applied stress forms an easy axis
of magnetization because very little energy is required for an applied magnetic field
to further align the Ms vector in this direction. On the other hand, if the product
λsσ is negative, energy is minimized when the Ms vector and the applied stress are
perpendicular. Therefore, as illustrated in Figure 2.2, the domains whose Ms vec-
tors are perpendicular to the applied stress are favored in the domain wall motion
process, Figure 2.2b. In this case, the stress axis forms a hard axis of magnetization
because the applied magnetic field parallel to this axis has to provide enough energy
to rotate the Ms vectors by 90 degrees as shown in Figure 2.2c.
2.2 Dependence of Constitutive Parameters on
Bias Conditions
To derive a model that describes the dependence of the constitutive parameters on






Figure 2.2: Illustration of the stress-induced magnetization process in a MSM specimen
encircling four domains. The specimen has a negative λsσ product. (a) Initial demag-
netized state of unstressed sample. (b) In this case, as stress is applied, the domains
whose Ms vectors are perpendicular to the stress direction are favored in the domain wall
motion process as they minimize the energy; (c) as more stress is applied, the specimen
is left only with domains whose Ms vectors are perpendicular to the stress axis. The
total magnetization of the specimen remains zero, but the stress direction is a hard axis
of magnetization as an applied magnetic field at this direction has to rotate all the Ms
vectors by 90 degrees.
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where Eo is the Young’s modulus of elasticity due to mechanical interactions, σ is
the mechanical stress, and λ is the magnetostrictive strain. Equation (2.3) states
that the induced strain in the MSM can be expressed as the sum of the mechanical
strain, σ
Eo
, and the strain due to the magnetic field or the magnetostrictive strain,
λ.
When MSM are subjected to an axial compressive stress, all magnetization vectors,
Ms, within the domain walls rotate perpendicular to the direction of the applied
stress. In that case, the plane perpendicular to the applied stress forms an easy
plane of magnetization, and the magnetostrictive strain λ can be further related
to the magnetization, M , its saturation value, Ms, and the saturation value of λ










Next, we relate the magnetization, M , to the magnetic field, H , through the mag-
netic susceptibility χ according to
M = χH (2.5)
Since an easy plane of magnetization exists, we can also relate the magnetic suscep-
tibility to the effective applied stress2, σ̃, and the crystal anisotropy, K, through the
following relation [52]:





Substituting equation (2.6) into equation (2.5) the magnetization can be written as





As previously described, equations (2.4) and (2.6) are valid only when the plane
perpendicular to the applied stress forms an easy plane of magnetization. Never-
theless, this is not always guaranteed because, initially, MSM materials can be in
2The effective applied stress, σ̃, is the difference between the actual stress, σ, and the critical
stress, σcr, necessary to rotate all Ms vectors perpendicular to the direction of σ.
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their demagnetized state, as seen in Figure 2.3a. Cullity [50] noted that stress alone
can lead to domain wall motion and the creation of an easy plane of magnetization
which is necessary to validate equations (2.4) and (2.6). Therefore, the proposed
model is only valid under the following assumptions:
1. A compressive stress is applied to the MSM. This causes domain wall growth
favoring the Ms vectors perpendicular to the axial stress and then, when
enough stress is applied, domain rotation so that all the Ms vectors are per-
pendicular to the axis, as seen in Figure 2.3b. At this point, the condition
under which equation (2.4) is valid can be met. Furthermore, the plane per-
pendicular to the rod axis becomes an easy plane of magnetization thereby
validating equation (2.6). The stress necessary to yield such conditions is de-
noted as the critical stress, σcr. For polychrystaline Terfenol, Jiles [51] reported
σcr = −6.25MPa.
2. Any additional compressive stress beyond σcr, which we will denote as σ̃,
results in a purely rotational magnetization, that can be described by equation
(2.7) according to du Trémolet [52], Figure 2.3c.











2 (2K + 3λsσ̃)
2 (2.8)
A note regarding the difference between σ and σ̃ is in order here. While the former
is the total applied axial stress, the latter represents the difference between the total
applied axial stress and the critical stress, σcr, necessary to align the magnetic mo-
ments perpendicular to the longitudinal axis according to the magnetization process
illustrated in Figure 2.3. Using the principle of superposition in which we consider
two separate, independent effects of the stress on the material, we can write
σ̃ = σ − σcr (2.9)
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Equation (2.9) is valid only when
1. The effect of σcr is only to rotate the magnetic moments perpendicular to the
longitudinal axis of the rod as illustrated in Figure 2.3b, and it has no influence
on the energy balance which yields the rotational magnetic susceptibility under
stress given by equation (2.6).
2. Any additional stress beyond this critical value will have no further effect
on the initial rotation of the Ms vectors. This addition stress, σ̃, affects
magnetization solely by rotating the magnetization vectors in the direction of
the applied magnetic field as shown in 2.3c which is also described by equations
(2.6) and (2.7).
Such assumptions are hypothetical and represent an idealization of the actual pro-
cess. In reality, the critical stress needed to initially rotate the Ms vectors perpen-
dicular to the longitudinal axis of the rod does affect the rotational magnetization
process which comes thereafter. However, for sufficiently large values of σ, these
assumptions should yield satisfactory results because the effects of σcr on the ro-
tational magnetization under stress is less significant. Hence, the model presented
herein requires that the prestress applied to the sample be higher than σcr. Further,
the results are expected to more closely match the actual behavior of the material
when the prestress is larger than σcr.
Equation (2.8) represents the first of two nonlinear constitutive equations. The
second nonlinear constitutive equation can be obtained by relating the magnetic
induction to the magnetic field and magnetization using
B = µo (H +M) (2.10)
where µo is the magnetic permeability of free space. Substituting equation (2.7) into
equation (2.10) yields







Figure 2.3: (a) The Ms vectors point in every direction. (b) Enough uniaxial stress is
applied to rotate the Ms vectors perpendicular to it. This is the assumption necessary for
equation (2.6) to hold. (c) When additional stress is applied, the magnetization parallel
to the applied field in the MSM is as given by equation (2.7).
Now, in order to obtain the constitutive equations for a given bias condition, we








































where ǫ̂ = ǫ − ǫo, B̂ = B − Bo, σ̂ = σ − σo, and Ĥ = H − Ho represent the
deviation of these quantities from the operating point; and σ̃o = σo−σcr. Comparing
equations (2.12) and (2.13) to the linear constitutive equations, equations (2.1), the


































Lastly, it is worth noting that equation (2.7) does not account for the magnetization
saturation phenomenon. As such, another limitation for the validity of the present
model is that the magnetic bias does not exceed the value for which saturation
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occurs. This value can be obtained by setting M = Ms in equation (2.7) and
solving the outcome for the saturation magnetic field.
2.2.1 Experimental Validations
In this section, we validate equations (2.14), (2.15) and (2.16) by comparing the
results to experimental data available in [1]. The constants that appear in the equa-
tions are taken as, Eo = 90GPa [48]; K = −20kJ/m3 [51], and Ms = 7.65×105A/m
[53]. Calkins et al. [53] reported that the values of the saturation magnetostrictive
strain vary significantly with the amplitude of the magnetic excitation. They re-
ported values of λs = 1003 × 10−6 at low amplitude levels and λs = 1221 × 10−6 at
high amplitude levels. Here, we choose λs = 1400 × 10−6 for low excitation levels
and λs = 1800 × 10−6 for high levels. Figures 2.4(a)-(f) represent a comparison
between the analytical and experimental results for two different drive levels.
For high prestress values, there is good agreement between the model and the exper-
imental data for both drive levels. The agreement is more pronounced for the lower
drive level. This can be attributed to the fact that, for larger drive levels, dynamic
excitations can produce hysteresis behavior which is known to considerably affect
these parameters [49].
Since at lower prestresses, some of the Ms vectors may not be perpendicular to the
longitudinal axis (the axis of the applied stress), equations (2.4) and (2.6) lose their
accuracy and the model starts to deviate from the experiment. In addition, at such
low values of the prestress, the assumption that the stresses can be superimposed as
stated by equation (2.9) is questionable. In specific, the stress is not large enough
so that the effects of σcr on the magnetic susceptibility χ can be neglected, as
discussed previously. Nonetheless, the model satisfactorily describes the behavior
of the constitutive parameters as reported by Moffet [1] for both drive levels and
σ > σcr.
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Figure 2.4: Dynamic strain coefficient for (a) low excitation level and (b) high
excitation level. Relative permeability for (c) low excitation level and (d) high
excitation level. Compliance for (e) low excitation level and (f) high excitation
level. Experimental results are taken from Moffet et al. [1]
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Figure 2.5: A schematic of a magnetostrictive harvester.
2.3 One-Dimensional Lumped-Parameter Model
Despite their lower accuracy, lumped-parameters models are attractive due to their
simplicity which can sometimes yield the necessary physical insight into the response
characteristics. To derive such a model for the MSM harvester, we consider the
energy harvester depicted in Figure 2.5. A magnetostrictive rod is mounted onto a
base which is subjected to an external excitation. A pick up coil is wound around the
rod along its length and delivers the scavenged energy to a purely resistive electric
load.
In this basic model, the strain, ǫ, is related to the rod tip deflection, u, using ǫ = u/ℓ.
Further, the stress developed in the rod can be written as
σ = F (t) − m
A
ü (2.17)
where m is the effective mass of the rod. Using Faraday’s law, the voltage V induced
in the coil can be written as
V = −NAcḂ (2.18)
where N is the number of turns in the solenoid and Ac is its cross sectional area.







where lc is the length of the coil. The constitutive equations (2.1) can be solved for
σ and B yielding
σ = Eǫ− EdH (2.20)
Ḃ = Edǫ̇+ αḢ (2.21)
where E = s−1 is the Young’s modulus of elasticity and α = µ−Ed2 represents the
magnetic permeability at constant strain. Kirchoff’s law relates the induced voltage
and current through
V = RI (2.22)
where R is the equivalent resistance of the coil and the load. Substituting equations
(2.17), (2.18), (2.19) and (2.22) into equations (2.20) and (2.21), we obtain the















I = 0 (2.24)
For further simplification, we make the assumption that the coil is closely wound
to the rod and encompasses its length such that ℓ = lc and A = Ac, where ℓ and
A are the length and the cross-sectional area of the rod, respectively. Multiplying
equations (2.23) and (2.24) by A and introducing the linear damping term 2ζωnż
into equation (2.23), one obtains the following pair of equations that govern the






I = F (t) (2.25)

















Next, we develop a distributed-parameters model for a magnetostrictive rod acting
as a harvester under axial vibrations. An illustration of the model is shown in
Figure 2.5, and is comprised of a clamped-free magnetostrictive rod with a coil
closely wound around it, which again, delivers the harvested energy to a purely
resistive electric load. Again, we assume that the coil is wound closely enough to
the rod and along its full length so that the cross-sectional area and length of the
rod and windings are identical.
To obtain the exact governing partial differential equations (PDEs), we use the
energy approach. Towards that end, we write the kinetic, elastic, and magnetic
























where u(x, t) is the displacement of the rod and ρ is its mass density.
Solving equations (2.1) for σ and B yields
σ = Eǫ− dEH
B = dEǫ+ αH
(2.31)
Substituting equations (2.31) into equations (2.29) and (2.30), we obtain expressions
for the potential and magnetic energies in terms of the strain, ǫ, and the magnetic






Using Ampere’s law, equation (2.19), we can also relate the induced current I in
the coil to the magnetic field. Substituting equations (2.32) and (2.19) into the
expressions for the potential and magnetic energies, we can express all the energy












































(δT − δU + δWmag + δW nc) dt = 0 (2.35)
where δW nc is the virtual work of the non-conservative forces. In this case, three
non-conservative work terms are considered. These are the work done to dissipate
the electric energy in the resistive load, R; the work done by the external forcing,
F (t); and that by viscous damping forces. Hence, the non-conservative work term
can be expressed as
















where Q is the extracted charge and c is the viscous damping per unit length.
Taking the variation of expressions (2.28), (2.33) and (2.34), then performing the
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dt = 0 (2.37)
Equation (2.37) then yields the two governing PDEs for the MSM harvester and the
















dx+ Lmİ +RI = 0 (2.39)
u(0, t) = 0
︸ ︷︷ ︸











free end at x = ℓ
(2.40)
Equations (2.38), (2.39) and (2.40) represent the exact governing equations for the
magnetostrictive harvester. We note that the coupling between the mechanical and
electrical subsystems appears only through the boundary condition at the free end
(x = ℓ) as equation (2.38) is similar to that of an inactive rod in axial vibrations.
2.5 Reduced-Order Modeling: Assumed Modes
Method
In many cases, the exact solution for the governing equations (2.38)-(2.40) cannot
be obtained. As such, a reduced-order model (ROM) is commonly used to find an
approximate solution to the problem. Usually, ROMs are obtained by expressing
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the spatio-temporal function u(x, t) in the form of a series composed of a linear
combination of admissible functions that are functions of the spatial coordinates





where φi(x) are an adopted set of functions, qi(t) are the set of generalized coordi-
nates, and n is the number of terms kept in the series. As commonly followed in
the literature, the mode shapes of the associated mechanical system are utilized as
the set of admissible functions, φi(x). The mode shapes for a rod in longitudinal
vibrations are given by [54]






Since the functions in equation (2.42) satisfy the geometric boundary condition at
the clamped end x = 0 but not the unconventional boundary condition at the free
end or the governing equations, they are admissible functions for the system at













jdx ∝ δij (2.43)
where δij is the Krönecker’s delta and the primes indicate spatial derivatives.
Substituting equation (2.41) into the energy expressions (2.28), (2.33), (2.34) and
(2.36), taking the variation of T , U and Wmag, and applying Hamilton’s Extended
Principle, equation (2.35), as done in the previous section, we obtain, in view of the




















































AEdφ′idx = (−1)iAEdai (2.48)




Using equation (2.44), the n + 1 governing ordinary differential equations can be
written as















+ Lmİ +RI = 0 (2.51)
The boundary conditions from the PDEs, equations (2.40), are now incorporated




Before we delve into the response analysis of the harvester, we non-dimensionalize
the PDEs governing the response. Through this dimensionalization, we can identify
the important system parameters and understand their effect on the response of the
system. Towards that end, we introduce the following dimensionless quantities3
u = ūℓ, x = x̄ℓ, t =
t̄
ωmmec
, I = Ī
Edℓ
αN
, F = F̄mg, (2.52)




, and Isc =
Edl
αN
is the short circuit current. Introducing equations (2.52) into
the PDEs, equations (2.38) and (2.39), and the associated boundary conditions,














dx̄+ ˙̄I + ΓmĪ = 0 (2.54)
and
ū(0, t̄) = 0 and
∂ū
∂x̄





















We note that, when mechanically undamped, the dynamics of the harvester depend
only on two dimensionless constants, namely Θm and Γm. The constant Θm, which
appears in the boundary condition at the free end of the rod, represents the effective
coupling between the mechanical and electrical subsystems, while Γm denotes the
ratio between the mechanical and electrical time constants. The mechanical time
constant being the reciprocal of oscillator’s natural frequency defined previously










Performing similar analysis on the ROM, equations (2.50) and (2.51), and using
q = q̄ℓ, we obtain
mmi ¨̄qi + Cmmmi ˙̄qi + kmi q̄i − ΘmJ mi Ī =
mg
EA
F̄ φ̄i(1) i = 1, 2, . . . , n (2.57)
n∑
i=1
(J mi ˙̄qi) + ˙̄I + ΓmĪ = 0 (2.58)
where
























φ̄′idx̄ = (−1)iai (2.62)
2.7 Eigenvalue Problem
We proceed by finding the eigenvalues of the system using each of the previously
developed models. These results will establish a basis for comparisons between the
models and a convergence measure for the ROM. Numerical simulations resulting
from each model are compared in Section 2.9, where the accuracy of lower-order
models and the convergence of the ROM are discussed.
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2.7.1 Lumped-Parameters Model
To obtain the characteristic equation for the lumped-parameters model, we study





















where x = ( u u̇ I )T. The characteristic equation can be obtained by setting




















Equation (2.64) yields three eigenvalues. A purely real and negative eigenvalue rep-
resenting the time constant of the electrical circuit, and a pair of complex conjugate
roots. The real part of these complex roots represents the total damping in the sys-
tem, which comprises of the electrical and mechanical viscous damping. When the
mechanical damping is very small, the magnitude of the real part becomes a measure
of the harvester’s effectiveness in channeling energy out of the mechanical system.
The imaginary part, on the other hand, is a measure of the resonant frequency.
2.7.2 Distributed-Parameters Model
To find the eigenvalues using the exact PDEs, we express the deflection ū and the
output current Ī in the form
ū(x̄, t̄) = Ū(x̄)T̄ (t̄) and Ī(t) = ΛT̄ (t̄) (2.65)








With the boundary conditions, equations (2.55), the solutions of equation (2.66) can
be obtained as
Ū(x̄) = c1 sin(ω̄x̄) (2.67)





where ıω̄ = ω̄m, ω̄m represents the non-dimensional eigenvalues of the system, c1 is
an arbitrary constant which can be determined using a normalization scheme, and
d1 and d2 are constants determined by the initial conditions. Using equation (2.54)
along with (2.67) and (2.69), we obtain
[Θm sin(ω̄) + ω̄ cos(ω̄)]
˙̄T + Γmω̄ cos(ω̄)T̄ = 0. (2.70)
Substituting equation (2.68) into equation (2.70), setting the coefficients of sin(ω̄t̄)
and cos(ω̄t̄) to zero independently, we obtain


−ω̄(Θm sin(ω̄) + ω̄ cos(ω̄)) Γω̄ cos(ω̄)












For non-trivial solutions, the determinant of the coefficient matrix vanishes yielding
[Θm tan(ω̄) + ω̄]
2 + Γ2m = 0. (2.72)
Equation (2.72) represents the characteristic equation whose solution yields an in-
finite number of dimensionless eigenvalues. Again, one of the resulting eigenvalues
is always real and is associated with the time constant of the electric circuit. The
rest are complex-conjugate eigenvalues that are associated with the eigenmodes of
the mechanical system. The magnitude of the real part of a given eigenvalue is a
measure of the effective damping in the associated vibration mode. The imaginary
part, on the other hand, represents the damped modal frequencies.
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To minimize computational complexities, we can write ω̄ = ā + ıb̄ and rewrite the
complex-valued frequency equation, equation (2.72), in the form of the following two
real-valued equations













Hence, the task of finding the complex roots of equation (2.72) can be accomplished
by finding the real roots of the coupled equations, equations (2.73) and (2.74), which
is, in most cases, computationally less extensive. In addition, we can directly obtain
the implicit expression for the root of the first-order electrical system from equation
(2.74) by setting ā = 0 (we note that ā = 0 is a trivial solution of equation (2.73)
and that the eigenvalues ω̄m are related to ω̄ by ω̄m = ıω̄).
2.7.3 Reduced-Order Model
To obtain the eigenvalues using the ROM, we assume a solution of equations (2.57)
and (2.58) in the form
q̄i = q̄hi exp(st̄), Ī = Īh exp(st̄). (2.75)
Substituting equations (2.75) into equations (2.57) and (2.58), setting the external













































2 + km1 0 · · · 0 −ΘmJ m1
0 mm2 s






0 0 · · · mmn s2 + kmn −ΘmJ mn













The non-trivial solution of equation (2.76) can be obtained by setting the deter-
minant of the coefficient matrix equal to zero, that is, det(D) = 0. This yields a
characteristic equation having 2n + 1 eigenvalues. One of the resulting eigenvalues
is always real and is associated with the time constant of the harvesting circuit dy-
namics. The remaining 2n eigenvalues represent n pair of complex-conjugate roots
and are associated with the eigenmodes of the mechanical oscillator; the real part
of which represents the effective damping, while their imaginary parts represent the
damped modal frequencies.
2.8 Output Power
Next, we obtain expressions for the output power using the lumped-parameters
model, the ROM, and the exact PDEs. This aids in understanding how deviations
in the eigenvalues affect the resulting power. Since harmonic excitations are the
most widely considered in the literature, we consider a harmonic excitation of a
constant amplitude and frequency having the form F̄ (t) = F̄o exp(ıΩt̄), where F̄o
and Ω are, respectively, the amplitude and frequency of excitation.
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2.8.1 Lumped-Parameters Model
For a harmonic excitation F (t) = Fo exp(ıωt), the steady-state power can be ob-
tained by substituting a solution of the type I = Iss exp(ıωt) and u = uss exp(ıωt)
into equations (2.25) and (2.26) and one obtaining an algebraic system of equations
which can be solved for Iss and uss. The steady-state power delivered to the load
























is equivalent to the time constant Γm.
It is worth noting that the power expression obtained in this work is similar to those
obtained for a piezoelectric energy harvester [55, 56, 57]. Furthermore, when one
takes the product of the number of coils with the output current NI as the variable
to represent the output current I, the equations for the output current become
analogous to those obtained for the voltage in duToit [55]. This clearly illustrates
the analogy between the two harvesters.
2.8.2 Distributed-Parameters Model
To find the steady-state solution of the exact PDEs, equations (2.53)-(2.55), under
harmonic excitations, we start by decomposing the solution of the problem into two
parts. That is, we let
ū(x̄, t̄) = ū1(x̄, t̄) + ū2(x̄, t̄),
Ī(t̄) = Ī1(t̄) + Ī2(t̄),
(2.79)
where ū1 and Ī1 satisfy the PDE and initial conditions with zero boundary conditions
while ū2 and Ī2 satisfy the PDE with the boundary conditions and no specific initial
conditions. If the initial conditions of the system are ū(x̄, 0) = f(x̄), ˙̄u(x̄, 0) = g(x̄)
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and Ī(0) = Īo, the decomposed PDEs are given by




˙̄I1 + ΓmĪ1 = 0, (2.80b)
ū1(0, t̄) = 0, ū
′
1(1, t̄) = 0,
ū1(x̄, 0) = f(x̄) − ū2(x̄, 0), ˙̄u1(x̄, 0) = g(x̄) − ˙̄u2(x̄, 0), Ī1(0) = Īo − Ī2(0)
(2.81)
and




˙̄I2 + ΓmĪ2 = 0, (2.82b)
ū2(0, t̄) = 0, ū
′




Given the damped nature of equations (2.80a), (2.80b), and the unforced nature of
the associated boundary conditions, the infinitely many solutions associated with
this PDE will decay with time and will not contribute to the steady-state solu-
tion. As such, we only consider the second part of the decomposed solution, equa-
tions (2.82a) and (2.82b) whose solution can be written as
ū2(x̄, t̄) = Ū(x̄) exp(ıΩt̄), Ī2(t̄) = Īss exp(ıΩt̄). (2.84)
Substituting equation (2.84) into equations (2.82a), (2.82b) and the associated
boundary conditions, (2.83), yields











where λ2m = Ω
2 − ıΩCm and
Ūss =
(ıΩ + Γm)mgF̄o
EA [ıΩΘm sin(λm) + (ıΩ + Γm)λm cos(λm)]
. (2.87)
With equations (2.86) and (2.87), one can obtain the amplitude of the steady-state







To obtain the output power using the ROM, we express the temporal coordinate
and the output current in the form
q̄i = q̄ssi exp(ıΩt̄), Ī = Īss exp(ıΩt̄) (2.88)
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For any given number of modes, n, equations (2.89) can be solved for the steady-
state temporal magnitudes, q̄ssi, and the steady-state current, Īss, which in turn can
be used to obtain the output power.
2.9 Convergence Analysis
With the results of Sections 2.7 and 2.8 for each of the adopted models, we can
compute and compare the exact and approximate values for both the eigenvalues
and output power. The numerical values used in all calculations (except where
otherwise noted) are shown in Table 2.1.
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Table 2.1: Parameter values for the MSM harvester
Parameter (Symbol) Value
Diameter 0.02 m
Length (ℓ) 0.1 m
Young’s modulus (E) 2.5 × 1010 N.m−2
mass density (ρ) 9.2 × 103 kg.m−3
Magnetic permittivity (µ) 5µo = 20π × 10−7 N.A−2
Piezomagnetic constant (d) 12 × 10−9 m.A−1
Number of turns in the coil (N) 100
Load resistance (R) 0.1 Ω
Magnitude of external excitation (Fo) mg
Mechanical damping ratio (ζ) 0
Table 2.2 depicts a comparison between the exact and approximate eigenvalues
obtained using both of the lumped-parameters model and the ROM for a mechanical
damping4 ζ = 0. The table lists the real eigenvalue and the first four complex-
conjugate pairs. For the ROM, we keep up to six terms in the series to assess the
convergence rate of the method. The results demonstrate that, as the number of
modes increases, the ROM eigenvalues converge to the exact ones, validating the
exact solution and the method itself. We further note that, in general, while we
estimate the imaginary part of the later eigenvalues better than the first ones, the
estimate of the real part of the complex-conjugate pairs are better for the earlier
roots.
We now focus our attention on the convergence rate of the real and first complex
roots, which characterize the fundamental mode of vibration and the harvesting
4The mechanical damping ratio, ζ, in this work is defined in terms of the first resonance fre-
quency, B(1) in Tables 2.2 or 3.2. The damping ratio per unit length, c, is constant for all modes,
and is related to ζ through c = 2ζB(1)mℓ, where mℓ is the mass per unit length of the rod or beam.
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Table 2.2: Eigenvalues of MSM harvester (ω
(j)
m = A(j) + ıB(j)) and error in approximation
Eigenvalues [s−1]
Exact Lumped- Fixed-free rod mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
|B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A|
− 5.07e2 − 5.07e2 − 5.68e2 − 5.37e2 − 5.27e2 − 5.22e2 − 5.19e2 − 5.17e2
1
3.51e4 2.07e2 3.96e4 3.40e2 3.74e4 3.09e2 3.61e4 2.45e2 3.57e4 2.31e2 3.56e4 2.24e2 3.55e4 2.21e2 3.54e4 2.18e2
2 8.20e4 5.70e1 − − − − 8.28e4 7.96e1 8.25e4 6.84e1 8.23e4 6.49e1 8.23e4 6.30e1 8.22e4 6.19e1
3 1.32e5 2.36e1 − − − − − − 1.33e5 3.06e1 1.32e5 2.76e1 1.32e5 2.65e1 1.32e5 2.59e1
4 1.83e5 1.26e1 − − − − − − − − 1.83e5 1.55e1 1.83e5 1.44e1 1.83e5 1.39e1
Relative Error
Exact Lumped- Fixed-free rod mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
|B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A|
− − − 0.00% − 12.18% − 6.04% − 3.99% − 2.98% − 2.37% − 1.37%
1 − − 12.72% 64.18% 6.42% 49.27% 2.66% 18.34% 1.70% 11.48% 1.25% 8.37% 0.99% 6.60% 0.82% 5.44%
2 − − − − − − 0.98% 39.49% 0.52% 19.91% 0.37% 13.70% 0.28% 10.52% 0.23% 8.56%
3 − − − − − − − − 0.29% 29.62% 0.17% 16.98% 0.13% 12.33% 0.10% 9.79%
4 − − − − − − − − − − 0.12% 23.52% 0.08% 14.47% 0.06% 10.88%
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circuit dynamics. To that end, we begin by keeping one assumed mode in the series
(n = 1) and calculate the first three eigenvalues. We then increase the number
of modes gradually and study the convergence of the eigenvalues. Figures 2.6-2.8
illustrate the convergence of these eigenvalues. It is interesting to note that, while
the lumped-parameters model has a very good estimate of the real root (better
than the ROM), it shows a considerably higher error in its estimation of the first
complex eigenvalue. This result leads to the conclusion that, while the lumped-
parameters model can capture the behavior of the electrical subsystem quite well, it
is very inaccurate in describing the mechanical subsystem and the electromechanical
coupling which is described by the real part of the complex eigenvalues. As such, it
is expected to yield considerable errors in the estimate of the output power.
Using the ROM, the real part of the first complex eigenvalue, which is a measure
of the energy transferred from the mechanical oscillator to the electrical circuit, has
a very large error (about 50%) when keeping one mode in the series. Furthermore,
its convergence is very slow. Even when keeping 6 modes in the series, there is still
about 5% error in the obtained value. The imaginary part, on the other hand, has a
much faster convergence rate as keeping only 3 modes in the series yields less than
2% error. This root is relevant because it represents the damped natural frequency
of a given mode, thereby specifying the frequency at which resonance occurs. Hence,
with 3 modes approximation, the position of the peaks in the power-response curves
of the MSM harvester are well-estimated.
We proceed to investigate the output power predicted by each of the preceding
models. To obtain the exact steady-state power output, we use equations (2.86)
and (2.87). For the ROM, we solve equations (2.89), and finally, for the lumped-
parameters model, we utilize equation (2.78). Table 2.3 depicts a comparison among
the output power obtained via the three models at the first four resonance peaks.
We see that, as expected, the lumped-parameters model, being the simplest, yields
the least accurate results in both the peak power value and the peak position. The
46







































Figure 2.6: Convergence of the imaginary part of the first eigenvalue for increasing
number of modes in the ROM of the magnetostrictive harvester.





































Figure 2.7: Convergence of the real part of the first eigenvalue for increasing number
of modes in the ROM of the magnetostrictive harvester.
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Figure 2.8: Convergence of the real eigenvalue for increasing number of modes in
the ROM of the magnetostrictive harvester.
ROM exhibits an inaccurate single-mode approximation, but its accuracy is greatly
enhanced by the addition of the second and third terms in the series. Furthermore,
there is a good correlation between the error in the imaginary part of the complex
roots seen in Table 2.2 and the error in the corresponding peak positions in Table
2.3. This confirms the assessment that the imaginary part of the complex roots
predicts the peaks in the power-frequency response curves. Hence, we can estimate
how well lumped-parameters or ROMs predict the position of the resonance peak
only by analyzing the system’s free response and estimating how well the models
approximate the imaginary part of the complex eigenvalues. We also note that, in
general, the approximate models overestimate both the actual peak position and
power at resonance.
The convergence of the power at the first resonance peak is shown in Figure 2.9. We
note that, it is necessary to keep 3 terms in the ROM to obtain less than 5% error
in the predicted power output. Keeping 4 terms yields less than 3% error. Figure
2.10 illustrates the resulting power-response curves as the number of terms in the
series is increased. The figure also brings to light that if the position of the peak is
not well estimated, the harvester may never be excited close to its true resonance
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Table 2.3: Power at resonance, peak position (Ωj =
ωpeak
B(1)
) and error in approximation for MSM harvester (ζ = 0)
Power at Resonance [mW ] and Peak Position
Exact Lumped- Fixed-free rod mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P
1 1.001 7.91e1 1.1290 1.01e2 1.066 8.97e1 1.028 8.36e1 1.018 8.19e1 1.014 8.13e1 1.011 8.09e1 1.009 8.02e1
2 2.337 4.27e2 − − − − 2.360 4.38e2 2.349 4.36e2 2.345 4.16e2 2.343 4.08e2 2.342 4.26e2
3 3.766 8.06e2 − − − − − − 3.777 1.03e3 3.773 1.09e3 3.771 1.07e3 3.770 1.04e3
4 5.220 9.07e2 − − − − − − − − 5.227 1.52e3 5.224 1.13e3 5.223 9.77e2
Relative Error
Exact Lumped- Fixed-free rod mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P
1 − − 12.79% 27.24% 6.49% 13.39% 2.70% 5.67% 1.70% 3.49% 1.30% 2.68% 1.00% 2.17% 0.80% 1.30%
2 − − − − − − 0.98% 2.61% 0.51% 2.14% 0.34% 2.40% 0.26% 4.29% 0.21% 0.20%
3 − − − − − − − − 0.29% 27.38% 0.19% 35.80% 0.13% 33.30% 0.11% 29.14%
4 − − − − − − − − − − 0.13% 67.74% 0.08% 24.01% 0.06% 7.72%
49
































Figure 2.9: Convergence of the approximated power at first resonance for the MSM
harvester.
frequency and the scavenged power would be negligible. Therefore, a single-mode
approximation for the magnetostrictive harvester is utterly inappropriate. In fact,
given the narrow frequency bandwidth of the output power, even excitations within
1% of the exact resonance frequency are almost outside the harvester’s bandwidth.
We also remark that the power values seen in Table 2.3 increase for higher resonances
because mechanical damping is neglected. As the input power is higher for higher
excitation frequencies, the output power is also higher if damping is absent. On
the other hand, in the presence of damping the power at higher resonances is lower
because the energy loss caused by viscous mechanical damping is also higher for
higher frequencies (damping is proportional to the velocity). Table 2.4 shows the
results if light mechanical damping is considered (ζ = 0.01). It is observed that for
higher resonances, the peak power and the accuracy of their estimates decreases.
When comparing the values in Tables 2.3 and 2.4, we see that the peak positions
and their errors are unaltered. The error in the predicted peak power for the ROM,
however, is greatly affected. Even when six terms are kept in the series, the error
is greater than 8%. Figure 2.11 shows that, as the bandwidth of the harvester
widens because of the increased mechanical damping, very accurate estimates of the
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Figure 2.10: Power curves at the first resonance of the MSM harvester when ζ = 0.
resonance peak frequency are not very critical. Excitation frequencies within 1% of
the exact resonance are now well within the enlarged bandwidth. Furthermore, we
note that, while the ROM continues to overestimate the peak power, the lumped-
parameters model now underestimates it.
In conclusion, while the lumped-parameters model can capture the behavior of the
electrical subsystem, it is very inaccurate in describing the mechanical subsystem,
the electromechanical coupling, and the output power. This makes it in appropri-
ate for the modeling of energy harvesters. With about 12% error in the estimated
resonance frequency, a design that is based on this model yields excitation frequen-
cies well outside the harvester’s bandwidth producing very little amount of power.
The ROM, on the other hand, converges slowly to the exact solution. The com-
mon single-mode approximation is not appropriate because, again, the estimated
resonance frequency deviates considerably from the exact one.
It is also seen that the presence of mechanical damping in the system can greatly
affect the accuracy of the predicted peak power using the ROM, requiring more terms
to be kept in the approximation for an accurate peak power estimation. Nevertheless,
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Table 2.4: Power at resonance, peak position (Ωj =
ωpeak
B(1)
) and error in approximation for MSM harvester (ζ = 0.01)
Power at Resonance [mW ] and Peak Position
Exact Lumped- Fixed-free rod mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P
1 1.001 1.09e1 1.1280 8.00e0 1.066 1.97e1 1.028 1.41e1 1.018 1.29e1 1.013 1.24e1 1.011 1.21e1 1.009 1.19e1
2 2.337 8.44e0 − − − − 2.360 1.50e1 2.349 1.16e1 2.345 1.06e1 2.343 1.01e1 2.342 9.76e0
3 3.766 4.45e0 − − − − − − 3.777 7.24e0 3.773 5.98e0 3.771 5.54e0 3.770 5.31e0
4 5.220 2.57e0 − − − − − − − − 5.227 3.87e0 5.224 3.34e0 5.223 3.14e0
Relative Error
Exact Lumped- Fixed-free rod mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P
1 − − 12.69% 26.76% 6.49% 80.10% 2.70% 29.27% 1.70% 18.19% 1.20% 13.13% 1.00% 10.37% 0.80% 8.55%
2 − − − − − − 0.98% 78.27% 0.51% 37.60% 0.34% 25.35% 0.26% 19.26% 0.21% 15.67%
3 − − − − − − − − 0.29% 62.81% 0.19% 34.52% 0.13% 24.64% 0.11% 19.37%
4 − − − − − − − − − − 0.13% 50.68% 0.08% 29.85% 0.06% 22.06%
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Figure 2.11: Power curves at the first resonance when light mechanical damping
(ζ = 0.01) is considered.
since damping widens the harvester bandwidth without considerably affecting the
accuracy of the predicted resonance frequencies, higher errors in the estimates of
the resonance frequency can be more tolerable. Based on the previous results, we
emphasize the following two general points:
• If mechanical damping is negligible, the ROM yields good estimates of the peak
power using less terms. However, the resonance frequency should be very well-
estimated because the harvester possesses a very narrow bandwidth. Failure
to closely approximate the resonance frequency in this case may lead to a poor
design in which the system operates outside its efficient range. Ultimately, for
better estimations of the resonance frequencies more terms should be kept in
the series.
• If mechanical damping is considered, the estimates of the resonance frequen-
cies are not greatly affected, but the accuracy of the peak power estimates
deteriorates significantly. Since the harvester bandwidth is now wider, a pre-
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cise knowledge of the resonant frequency is not very critical to the design of
the harvester. As such, this estimation can be made based on fewer terms in
the approximation.
In reality, mechanical damping is always present, and the harvester’s bandwidth is
never as narrow as shown in Figure 2.10. For any reasonable modeling, we conclude




Modeling of Piezoelectric Energy
Harvesters
This chapter is similar in structure to Chapter 2. We consider a piezoelectric (PZT)
cantilever bi-morph type harvester subjected to traverse excitations. Using the energy
approach, we derive a distributed-parameters model describing the coupled electrome-
chanical system’s dynamics. Again, we study two commonly-adopted approximate
models: a one-dimensional lumped-parameters model and a reduced-order model
(ROM) obtained using a Rayleigh-Ritz procedure. We perform dimensional anal-
ysis, and examine the free-response and steady-state power output predicted by each
model. We compare the results and discuss the convergence and accuracy of the ap-
proximate methods. In the last section, we compare the accuracy and convergence of
the ROM to the exact solution for both of the magnetostrictive and piezoelectric en-
ergy harvesters and identify the important parameters that govern the convergence.
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Figure 3.1: A schematic of a piezoelectric bimorph (a) Side view and (b) front view.
The shaded areas represent PZT-5A layers.
3.1 Lumped-Parameters Model
We consider the most prolific energy harvester which consists of a composite can-
tilever bimorph [20, 55]. The beam consists of an inactive brass layer sandwiched
between two active PZT-5A layers as shown in Figure 3.1. The excitation is a con-
stant base acceleration. The active layers are in parallel connection, and are wired
through two electrodes to extract electrical energy from the strained PZT1 layers
and deliver it to a purely resistive load, R.
The constitutive equations for a piezoelectric material can be written as [55]
σ = Eǫ− eE
D = eǫ+ εE
(3.1)
where σ is the stress, ǫ is the strain, E is the electric field, D is the electric dis-
placement, E is the Young’s modulus at constant electric field, e is the piezoelectric
constant, and ε is the permittivity at constant strain.
1We note that although PZT is actually an acronym for a specific type of piezoelectric material
(lead zirconatetitanate), we use the term here loosely as an abbreviation for piezoelectric material.
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To obtain a one-dimensional lumped-parameters model, the complex triple layer
structure is approximated by a simple mass-spring-damper trio. The mechanical





















and Eb and Ep represent the modulus of elasticity of
the brass and piezoelectric layers, respectively, mp is the total mass of the beam, w
is the beam’s width, ℓ is its length, and tb and tp are the thickness of the brass and
piezoelectric layers, respectively. The resulting equations of motion can be written
as





V = −ẅb (3.3)
θpż + CpV̇ +
1
R












and ẅb is the base acceleration. The constant θp represents an effective coupling
coefficient for the model, and Cp is a lumped capacitance of the system consider-
ing a parallel connection. The load resistance, R, in equation (3.4) represents the
equivalent impedance of the harvesting circuit.
3.2 Distributed-Parameters Model
Since the geometry of the beam is heterogeneous, the mass density ρ, modulus of
elasticity E, piezoelectric constant e, and permittivity ε are all spatial functions
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top(y) − epf bbot(y) (3.7)
ε(y) = εpf
p(y) (3.8)
where the scripts b and p represent the brass and piezoelectric layers, respectively,
and
























f p(y) = f ptop(y) + f
p
bot(y) (3.12)
Here, H(x) is the Heaviside function and the subscripts top and bot refer to the
top and bottom PZT layers, respectively. Carrying the same procedure we adopted
in Section 2.4 for the magnetostrictive harvester, we write the kinetic, elastic, and
























where v(x, t) is the vertical displacement and V represents the volume of the com-
posite beam. Using Euler-Bernoulli’s beam theory, we relate the strain and vertical
displacement within the beam according to





Assuming that the electric field is constant within the active layers, the relationship















































To obtain the PDEs and the boundary conditions governing the motion of the har-
vester, we use Extended Hamilton’s Principle given by equation (2.35). Two sources
of non-conservative work are considered: the work done in extracting energy through
the purely resistive load and mechanical viscous damping. The virtual work repre-
senting these sources can be written as














Taking the variation of the energy expressions given by equations (3.13), (3.18),
(3.19), and (3.20) then substituting the outcome into equation (2.35) (only replacing




















































































Here A represents the cross-sectional area of the beam (dA = dydz), P is the
















effective product of the modulus of elasticity and the area moment of inertia around
the neutral axis of the composite beam and η = wep(tb+tp) is introduced for brevity.
Using Ohm’s law, we relate the voltage developed across the load to the current
passing through it according to V = RI = RQ̇. Integrating by parts the term



























is the effective capacitance of the PZT layers. The associated
boundary conditions are given by
v(0, t) = wb(t) and
∂v
∂x
(0, t) = 0 (3.27)
ηV (t) + EIeff
∂2v
∂x2
(ℓ, t) = 0 and
∂3v
∂x3
(ℓ, t) = 0 (3.28)
where wb(t) represents the applied base displacement. Similar to the magnetostric-
tive harvester, we observe that the coupling between the mechanical and electrical
subsystems appears only through the boundary condition at the free end (x = ℓ).
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3.3 Reduced-Order Modeling: Assumed Modes
Method
Similar to the analysis performed in Section 2.5 for the magnetostrictive harvester,
we develop a ROM for the piezoelectric harvester by expressing the spatio-temporal





where ri(t) are the generalized coordinates and ψi(x) are chosen as the mode shapes
for a fixed-free cantilever beam that are given by [54]
ψi(x) = bi [(sin βiℓ− sinh βiℓ) (sin βix− sinh βix) +
(cosβiℓ+ cosh βiℓ) (cosβix− cosh βix)] (3.30)
where the bi are chosen according to the normalization
∫ ℓ
0
ψ2i dx = 1 and the βi =
ω2i P
EIeff
represent the solution of the following characteristic equation:
cosβiℓ cosh βiℓ− 1 = 0 (3.31)
It can be noted that the functions ψi(x) satisfy the geometric boundary conditions
at the fixed end, equations (3.27), but not the governing equation of motion or the
boundary conditions at the free end, equations (3.28). Therefore, they are admissible

















In the development of Section 3.2, the base displacement wb(t) only appears as an
imposed boundary condition. In order to include its effect in the ROM, we follow
the procedure detailed in [55]. Briefly, the base excitation is treated as a distributed
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and needs to be added to equation (3.20) in order to account for the base excitation.
Substituting equation (3.29) into the energy expressions given by equations (3.13),












































(sin βiℓ− sinh βiℓ) (3.39)














ψ′′i (x)dx = −2biβi [sin(βiℓ) cosh(βiℓ) + cos(βiℓ) sinh(βiℓ)] (3.41)
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ci = sin(βiℓ) − sinh(βiℓ)
di = cos(βiℓ) + cosh(βiℓ)
I1i =
sinh(2βiℓ) − sin(2βiℓ) − 4[sin(βiℓ) cosh(βiℓ) − cos(βiℓ) sinh(βiℓ)]
4βi
I2i =
sinh(2βiℓ) + sin(2βiℓ) − 4[sin(βiℓ) cosh(βiℓ) + cos(βiℓ) sinh(βiℓ) − βiℓ]
4βi
I3i =
cosh(2βiℓ) − cos(2βiℓ) − 4 sin(βiℓ) sinh(βiℓ)
4βi
Using equation (3.34), the n+ 1 governing ODEs can be written as




i ri + θ
p









Next, we nondimensionalize the governing equations obtained in the previous sec-
tions by introducing the following dimensionless quantities:














is the open circuit voltage. In terms of the
dimensionless variables, the governing PDEs, equations (3.25) and (3.26), and the















dx̄+ ˙̄V + ΓpV̄ = 0 (3.46)






(1, t) = 0,
∂2v̄
∂x̄2



















The constants Θp and Γp are analogous to their magnetostrictive counterparts: Θp
represents the effective coupling between the mechanical and electrical subsystems
and Γp is the ratio between the mechanical and electrical time constants where the




and the electrical time constant is that associated
with an RC circuit, τpel = RCp.
For the ROM, we let ri = r̄iℓ and obtain equations (3.42) and (3.43) in their non-
dimensional form, as
mpi ¨̄ri + Cpmpi ˙̄ri + β̄4impi r̄i + ΘpJ pi V̄ =
Fpi
Pℓ




(J pi ˙̄ri) + ˙̄V + ΓpV̄ = 0 (3.52)





, and J pi = ℓNi.
3.5 Eigenvalue Problem
In this section, we derive expressions to obtain the eigenvalues characterizing the
response of the piezoelectric harvester using the derived models. This will form a
basis for comparison between the exact and approximate methods. The results are
discussed and compared in Section 3.7.
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3.5.1 Lumped-Parameters Model
The eigenvalue problem of the lumped-parameters model can be easily established






















where x = ( z ż V )T. The characteristic equation is obtained by setting det(A−




















Equation (3.54) yields three eigenvalues. A purely real and negative eigenvalue rep-
resenting the time constant of the electrical circuit, and a pair of complex conjugate
roots. The real part of these complex roots represents the total damping in the sys-
tem, which comprises of the electrical and mechanical viscous damping. When the
mechanical damping is very small, the magnitude of the real part becomes a measure
of the harvester’s effectiveness in channeling energy out of the mechanical system.
The imaginary part, on the other hand, is a measure of the resonant frequency.
3.5.2 Distributed-Parameters Model
The eigenvalues can also be obtained using the governing PDEs in a manner similar
to the development shown in Section 2.7.2. We start by expressing the deflection
v̄(x̄, t̄) and voltage V̄ (t̄) in the separable form
v̄(x̄, t̄) = Z̄(x̄)T̄ (t̄) and V̄ (t̄) = ΥT̄ (t̄) (3.55)
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where ıω̄ = ω̄p and ω̄p represents the dimensionless eigenvalues of the system. In




(cos(β̄) + cosh(β̄))(cos(β̄x̄) − cosh(β̄x̄))+
+(sin(β̄) − sinh(β̄))(sin(β̄x̄) − sinh(β̄x̄))
]
(3.57)





where β̄4 = ω̄2 and f1 is an arbitrary constant. Now, substituting equation (3.55
into equation (3.46) yields
[
Υ − Z̄ ′(1)
] ˙̄T + ΓpΥT̄ = 0 (3.60)
Substituting equation (3.58) into equation (3.60), grouping the coefficients of sin(ω̄t̄)






′(1) + Z̄ ′′(1))2 = 0 (3.61)
which represents the characteristic equation for the piezoelectric harvester. Similar
to the magnetostrictive harvester, equation (3.61) yields an infinite number of di-
mensionless eigenvalues. Again, one of the resulting eigenvalues is always real and
is associated with the time constant of the electric circuit. The rest are complex-
conjugate eigenvalues that are associated with the eigenmodes of the mechanical
system. The magnitude of the real part of a given eigenvalue is a measure of the
effective damping in the associated vibration mode. The imaginary part, on the
other hand, represents the damped modal frequencies.
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3.5.3 Reduced-Order Model
To obtain the eigenvalues of the system as predicted by the ROM, we assume that
equations (3.51) and (3.52) posses a solution of the form
r̄i = r̄hi exp(st̄) and V̄ = V̄h exp(st̄) (3.62)














































1 0 · · · 0 ΘpJ p1
0 (s2 + β̄42)m
p






0 0 · · · (s2 + β̄4n)mpn ΘpJ pn













The 2n + 1 dimensionless eigenvalues of the system can be obtained by setting the
determinant Dp equal to zero.
3.6 Output Power
We derive expressions for the predicted steady-state power using each of the models
developed in Sections 3.1-3.3. Numerical results are compared and the merit of the
approximate methods is analyzed and discussed in Section 3.7.
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3.6.1 Lumped-Parameters Model
Assuming a harmonic base acceleration excitation of constant amplitude, namely
ẅb = B exp(ıωt), the steady-state solution to equations (3.3) and (3.4) can be ob-
tained in the form z(t) = zss exp(ıωt) and V (t) = Vss exp(ıωt) in a manner similar





























represent the coupling coefficient and time constant
as obtained using the one-dimensional model, being analogous to Θp and Γp defined
previously in the dimensional analysis for the higher-order models.
3.6.2 Distributed-Parameters Model
In order to obtain the steady-state solution of equations (3.45)-(3.47) under the con-
sidered harmonic excitation, wb(t) = wbo exp(ıωt), we again decompose the solution
into two parts in the same fashion described in Section 2.8. As such, we let
v̄(x̄, t̄) = v̄1(x̄, t̄) + v̄2(x̄, t̄),
V̄ (t̄) = V̄1(t̄) + V̄2(t̄),
(3.66)
where v̄1(x̄, t̄) and V̄1(x̄, t̄) satisfy the PDE and adjusted initial conditions subjected
to the homogeneous boundary conditions, while v̄2(x̄, t̄) and V̄2(x̄, t̄) satisfy the PDE
subjected to the heterogeneous boundary conditions and no specific initial condi-
tions. In other words, if the initial conditions are chosen such that v̄(x̄, 0) = f(x̄),


























(1, t) = 0 (3.69)
















dx̄+ ˙̄V2 + ΓpV̄2 = 0 (3.72)






(1, t) = 0,
∂2v̄2
∂x̄2
(1, t) = −ΘpV̄2 (3.73)
Since v̄1(x̄, t̄) and V̄1(x̄, t̄) are the solution of the PDEs to initial conditions only and
given the damped nature of the problem, v̄1(x̄, t̄) and V̄1(x̄, t̄) decay exponentially
as time evolves and do not influence the steady-state response of the harvester. As
such, the steady-state response of equations (3.45)-(3.47) can be obtained by solving
equations (3.71)-(3.73) whose solution can be expressed as
v̄2(x̄, t̄) = Z̄(x̄) exp(ıΩt̄) and V̄2(t̄) = Vss exp(ıΩt̄) (3.74)
Substituting equations (3.74) into equation (3.71) and applying the boundary con-
ditions expressed in equations (3.73), we obtain
[cos(λp) + cosh(λp)]Z̄(x̄) = Zss {[cos(λp) + cosh(λp)][cos(λpx̄) − cosh(λpx̄)]+
+[sin(λp) − sinh(λp)][sin(λpx̄) − sinh(λpx̄)]} +
+w̄bo {sinh(λp)[sin(λpx̄) − sinh(λpx̄)]+





where λ4p = Ω
2 − ıΩCp and Zss is a constant yet to be derived. Now substituting
equation (3.74) and equation (3.76) into equation (3.72) leads to
ıΩΘpZ̄
′(1) + (ıΩ + Γp)Z̄
′′(1) = 0 (3.77)
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λp(Γp + ıΩ)(cos λp coshλp − sin λp sinh λp + 1) + 2ıΩΘp cosλp sinh λp
λp(Γp + ıΩ)(1 + cos λp coshλp) + ıΩΘp(sinλp cosh λp + cosλp sinh λp)
}
.
With equations (3.75)-(3.76), one can obtain the steady-state voltage V̄ss and the







To find a solution of equations (3.51) and (3.52), we express the generalized coordi-
nate and the output voltage in the form
r̄i = r̄ssi exp(ıΩt̄) and V̄ = V̄ss exp(ıΩt̄) (3.78)









































































(−λ4p + β̄41)mp1 0 · · · 0 ΘpJ1






0 0 · · · (−λ4p + β̄4n)mpn ΘpJn













Now, the steady-state power can be obtained by solving the n + 1 linearly-coupled
equations given by equation (3.79) for V̄ss.
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3.7 Convergence Analysis
Using the results of Sections 3.5 and 3.6 for each of the derived models, we com-
pute and compare the exact and approximate eigenvalues and output power. The
numerical values used in all calculations (except where otherwise noted) are listed
in Table 3.1.
We begin by analyzing the convergence of the eigenvalues. As stated earlier, the ex-
act eigenvalues of the system are found by solving equation (3.61). The approximate
eigenvalues, as given by the lumped-parameters model, can be found using equation
(3.54); while those obtained using the ROM are found by setting the determinant
of Dp equal to zero, where the matrix Dp is defined in equation (3.64).
Table 3.2 lists the first eigenvalues of the system and the relative errors in the
approximations. We note that the single-mode ROM approximates the real part
of the complex eigenvalues to within 3% of the actual value, and the approximate
resonant frequency, represented by the imaginary part of complex eigenvalue, with
a remarkable accuracy of 0.05%. We can, therefore, use the single-mode ROM to
predict the harvester’s resonance frequency with excellent accuracy. Further, while
the lumped-parameters model predicts the resonance frequency well (to within 1%),
it produces a very bad estimate for the real part of the complex eigenvalue, with an
error of over 70%.
The convergence of the real root and the first complex-conjugate eigenvalues is
shown in Figures 3.2-3.4. It is obvious that the approximated eigenvalues have
a fast convergence to the exact solution. This is a stark contrast to what was
seen in Figures 2.6-2.8 for the magnetostrictive harvester where the convergence
was very slow for all eigenvalues. Comparing the values in Tables 2.2 and 3.2,
it is evident that, in general, for the PZT harvester the calculated errors are much
smaller, indicating that the ROM of the PZT is more accurate and has a much faster
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Table 3.1: Parameter values for the PZT harvester
Parameter (Symbol) Value
Width (w) 31.8 × 10−3 m
Length (ℓ) 63.5 × 10−3 m
PZT layer thickness (tp) 270 × 10−6 m
Beam structural layer thickness (tb) 140 × 10−6 m
PZT Young’s modulus (Ep) 66 × 109 N.m−2
Beam Young’s modulus (Eb) 100 × 109 N.m−2
PZT mass density (ρp) 7800 kg.m
−3
Beam mass density (ρb) 7165 kg.m
−3
Electric permittivity (εp) 1500εo = 13.28 × 10−9 F.m−1
Piezoelectric constant (ep) −14 C.m−2
Load resistance (R) 4.6k Ω
Base displacement (wbo) g/ω
2
Mechanical damping ratio (ζ) 0
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Table 3.2: Eigenvalues of PZT harvester (ω
(j)
p = A(j) + ıB(j)) and error in approximation
Eigenvalues [s−1]
Exact Lumped- Clamped-free beam mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
|B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A|
− 9.99e2 − 1.09e3 − 1.07e3 − 1.04e3 − 1.02e3 − 1.02e3 − 1.01e3 − 1.01e3
1
5.09e2 1.11e1 5.12e2 2.90e0 5.08e2 1.14e1 5.09e2 1.13e1 5.09e2 1.12e1 5.09e2 1.12e1 5.09e2 1.12e1 5.09e2 1.12e1
2 3.20e3 1.62e1 − − − − 3.20e3 1.74e1 3.20e3 1.69e1 3.20e3 1.67e1 3.20e3 1.66e1 3.20e3 1.66e1
3 8.88e3 6.35e0 − − − − − − 8.89e3 6.72e0 8.88e3 6.61e0 8.88e3 6.55e0 8.88e3 6.52e0
4 1.74e4 3.34e0 − − − − − − − − 1.74e4 3.49e0 1.74e4 3.45e0 1.74e4 3.43e0
Relative Error
Exact Lumped- Clamped-free beam mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
|B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A| |B| |A|
− − − 8.91% − 7.21% − 3.76% − 2.52% − 1.88% − 1.50% − 1.25%
1 − − 0.64% 73.96% 0.05% 2.77% 0.03% 1.42% 0.02% 0.96% 0.01% 0.72% 0.01% 0.58% 0.01% 0.48%
2 − − − − − − 0.05% 7.36% 0.03% 4.66% 0.02% 3.45% 0.02% 2.74% 0.02% 2.28%
3 − − − − − − − − 0.02% 5.74% 0.01% 3.95% 0.01% 3.09% 0.01% 2.55%
4 − − − − − − − − − − 0.01% 4.55% 0.01% 3.28% 0.00% 2.65%
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convergence. Indeed, keeping 2 modes in the ROM of the PZT is enough to produce
eigenvalues with less than 5% error compared to the exact ones. Furthermore,
the convergence for the three eigenvalues, although at different rates for different
eigenvalues, is much faster in the PZT case. It is also noted that the imaginary part
of the complex characteristic root in the piezoelectric case exhibits an exceptional
fast convergence with very little change between the single-mode and two-mode
approximations. Hence, even in the single-mode approximation, the position of the
peak in the frequency response curve of the piezoelectric harvester is well estimated,
whereas the same number of modes leads to a considerably more significant error in
the resonance frequency of the MSM.
Also, we note that the resonance frequency obtained using the ROM underestimates
the exact frequency. This is an interesting observation as ROM of mechanical sys-
tems tend to overestimate the natural frequency by increasing the system’s stiffness.
However, the reader should bear in mind that the system under consideration is an
electromechanical one in which the electromechanical coupling affects the resonance
frequency as well. In the case of the PZT harvester, the coupling tends to increase
the resonance frequency of the system when compared to that of the purely me-
chanical one. For example, if the piezoelectric layers were considered inactive, that





= 503 s−1 [54], which is lower than the actual resonant
frequency obtained in Table 3.2. As such, while the ROM increases the system
stiffness by imposing constraints when reducing the system’s order, it does not, in
this case, increase it more than the electromechanical coupling does, leading to an
underestimation of the resonance frequency of the electromechanical system.
Next, we study the predicted power output for each model. Table 3.3 lists the
numerical results for the output power at resonance and the frequency at which
the peak occurs assuming no mechanical damping. We note that the error in the
peak position predicted by the ROM is negligible in all cases. Figure 3.5 shows
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Figure 3.2: Convergence of imaginary part of the first eigenvalue for increasing
number of modes in the ROM for the piezoelectric harvester.





































Figure 3.3: Convergence of real part of the first eigenvalue for increasing number of
modes in the ROM for the piezoelectric harvester.
75





































Figure 3.4: Convergence of real eigenvalue for increasing number of modes in the
ROM for the piezoelectric harvester.
graphically the convergence of the power at resonance with increasing number of
modes. In agreement with the free-vibration case, we note that convergence is much
faster in this case as the single-mode approximation exhibits only 3% error, whereas
the same approximation for the MSM yields about 12% error. Hence, the trends seen
in the convergence of the eigenvalues are reflected in the output power. The ROM of
the PZT converges faster to the exact solution and the single-mode approximation
yields acceptable results, corroborating the works of DuToit and Sodano [20, 29].
Indeed, Figure 3.6 reveals there is very little difference between the exact power
response curve and the one obtained with the single-mode ROM.
In addition, we notice that while the lumped-parameters model predicts the res-
onance position well, it overestimates the power output by over 40%. This is a
consequence of the poor estimate of the real part of the eigenvalue observed earlier.
To investigate the effect of damping on the convergence, a small mechanical damping
(ζ = 0.01) is added to the system. Results for the predicted power at resonance and
peak position are listed in Table 3.4. In contrast with the MSM case, the addition of
light mechanical damping does not influence the accuracy of the ROM considerably.
In fact, as Tables 3.3 and 3.4 reveal, the error is surprisingly lower when damping
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Table 3.3: Power at resonance, peak position (Ωj =
ωpeak
B(1)
) and error in approximation for PZT harvester (ζ = 0)
Power at Resonance [mW ] and Peak Position
Exact Lumped- Clamped-free beam mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P
1 1.000 2.84e1 1.0064 4.07e1 1.000 2.76e1 1.000 2.80e1 1.000 2.81e1 1.000 2.82e1 1.000 2.82e1 1.000 2.83e1
2 6.297 5.75e0 − − − − 6.300 5.31e0 6.299 5.50e0 6.298 5.56e0 6.298 5.60e0 6.297 5.662e0
3 17.463 5.10e0 − − − − − − 17.465 4.79e0 17.465 4.92e0 17.464 4.95e0 17.464 4.98e0
4 34.122 4.98e0 − − − − − − − − 34.124 4.73e0 34.124 4.82e0 34.123 4.84e0
Relative Error
Exact Lumped- Clamped-free beam mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P
1 − − 0.64% 43.32% 0.00% 2.94% 0.00% 1.39% 0.00% 0.96% 0.00% 0.71% 0.00% 0.58% 0.00% 0.48%
2 − − − − − − 0.05% 7.60% 0.03% 4.32% 0.02% 3.39% 0.02% 2.65% 0.00% 2.25%
3 − − − − − − − − 0.01% 6.09% 0.01% 3.62% 0.01% 2.97% 0.01% 2.35%
4 − − − − − − − − − − 0.01% 4.97% 0.01% 3.33% 0.00% 2.76%
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Figure 3.5: Convergence of the approximated power at the first resonance frequency
for the PZT harvester.
Figure 3.6: Power curves near the first resonance frequency for the PZT harvester.
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is considered. Therefore, the single-mode ROM remains a very good approximation
of the exact system. On the other hand, mechanical damping has a large effect on
the lumped-parameters model with an error of almost 60% in the estimated output
power.
3.8 Convergence of the ROMs
The results of Sections 2.9 and 3.7 pose the puzzling question of why the magne-
tostrictive harvester shows a slower convergence rate. Answering this question can
possibly lead to defining the harvester parameters under which the commonly used
single-mode approximation would provide acceptable results. To answer this ques-
tion, we revert back to the governing PDEs and associated boundary conditions, and
remark again that the mechanically-undamped system in each case depends only on
two dimensionless parameters, namely, the effective coupling coefficient Θ and the
time constant ratio, Γ. It is desired then, to assess how these constants affect the
ROM accuracy.
Toward that end, the power output at the first resonance frequency and the value
of the first natural frequency (fundamental mode) were calculated using the exact
PDEs and the single-mode ROM approximation for a wide range of Θ and Γ values.
The error in calculating the resonance frequency and the output power at resonance
were then recorded. Figures 3.7(a)-3.8(b) depict the range in the Θ − Γ plane
where the single-mode approximation yields less than 5% error when compared to
the exact solution. It is noted that, for both ROMs, lower values of Θ and higher
values of Γ favor the single-mode approximation. Indeed, as Table 3.5 shows, the
piezoelectric harvester considered in this work is much better suited for the single-
mode approximation as it has a considerably lower Θ and a much higher Γ.
To explain the behavior shown in Figures 3.7(a)-3.8(b), we begin by noting that
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Table 3.4: Power at resonance, peak position (Ωj =
ωpeak
B(1)
) and error in approximation for PZT harvester (ζ = 0.01)
Power at Resonance [mW ] and Peak Position
Exact Lumped- Clamped-free beam mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P
1 1.000 1.32e1 1.0064 5.41e0 1.000 1.31e1 1.000 1.32e1 1.000 1.32e1 1.000 1.32e1 1.000 1.32e1 1.000 1.32e1
2 6.296 3.32e0 − − − − 6.299 3.17e0 6.298 3.25e0 6.298 3.26e0 6.298 3.28e0 6.297 3.28e0
3 17.463 1.57e0 − − − − − − 17.465 1.55e0 17.465 1.57e0 17.464 1.57e0 17.464 1.57e0
4 34.122 0.783 − − − − − − − − 34.124 0.785 34.124 0.789 34.123 0.787
Relative Error
Exact Lumped- Clamped-free beam mode shapes
j Solution Parameters 1 mode 2 modes 3 modes 4 modes 5 modes 6 modes
Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P Ωj P
1 − − 0.64% 59.14% 0.00% 1.27% 0.00% 0.54% 0.00% 0.40% 0.00% 0.30% 0.00% 0.25% 0.00% 0.22%
2 − − − − − − 0.05% 4.51% 0.03% 2.26% 0.03% 1.85% 0.03% 1.42% 0.02% 1.21%
3 − − − − − − − − 0.01% 1.39% 0.01% 0.29% 0.01% 0.40% 0.01% 0.23%
4 − − − − − − − − − − 0.01% 0.29% 0.01% 0.76% 0.00% 0.43%
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Figure 3.7: Error in (a) the resonance frequency and (b) the power at resonance
for the MSM harvester using a single-mode ROM. The lighter (darker) region has
less (more) than 5% error in the ROM. The black area represents a highly-damped
harvester where no peak occurs in the frequency-response curves.
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Figure 3.8: Error in (a) the resonance frequency and (b) the power at resonance for
the PZT harvester using a single-mode ROM. The lighter (darker) region has less
(more) than 5% error in the ROM.





when Θ is zero, the mechanical subsystem in each case is decoupled from the electric
subsystem, and it becomes that of a simple inactive material either in longitudinal
or transverse vibrations. Since the admissible functions adopted in the ROM are
the exact mode shapes for each of these cases, when Θ is zero they are no longer
only admissible functions but the exact mode shapes of the system. Thus, for lower
values of Θ and hence lower coupling, one would expect that the adopted admissible
functions will deviate only slightly from the real unknown mode shapes, and the
convergence should be fast, requiring only a few number of modes in the expansion.
On the other hand, when Θ is large, the coupling is high and the admissible functions
deviate more significantly from the actual mode shapes of the system and more
modes are necessary to achieve the desired convergence.
Figures 3.7(a)-3.8(b) also illustrate that the time constant ratio, Γ, has a consid-
erable influence on the results and in the case of the piezoelectric harvester, even
for low coupling, the single-mode approximation is not acceptable for very low val-
ues of Γ. This can be explained by paying a closer attention to the heterogeneous
boundary condition which involves the product of Θ and the dimensionless electric
variable (V̄ or Ī). Even when Θ is small, the boundary condition will deviate from
the uncoupled case when V̄ or Ī are large. Analyzing the second PDE in each case
(equations (2.54) and (3.46)), we note that the last term consists of the product of
Γ and the electric variable. Hence, for a given excitation, the larger Γ is, the smaller
V̄ or Ī keeping the product ΓV̄ or ΓĪ of the same magnitude as the remainder of
the terms in the equation. Therefore, the larger Γ is, the smaller V̄ or Ī is and the
closer is the heterogeneous boundary condition to the uncoupled one.
In light of the effect of Θ and Γ on the accuracy of the single-mode approximation
and their meanings, we note that the reported higher coupling of magnetostrictive
materials is ultimately one of the reasons why such approximation may be more ap-
propriate for piezoelectric harvesters. Further, we observe the effect of the choice of
geometry as well. Since transverse vibrations usually yield lower natural frequencies
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than axial vibrations and hence higher mechanical time constants and Γ, cantilever
beams present themselves as being more suitable for single-mode approximations
than rods in longitudinal excitation. Another intriguing outcome of this analysis
is that the accuracy of the ROM is directly dependent on the value of the electric
quantities, mainly the load impedance, R. The larger the load is in the PZT case
and the smaller it is in the MSM case, the smaller Γ can be and the less accurate
is the ROM. As such, when using ROMs of energy harvesters, one has to check
the range of the electric loadings under which the harvester operates and ascertain
that the ROM is accurate within the specified range. Namely, since the accuracy
of the ROM decreases as Γ decreases and Γp is inversely proportional to R, then
the convergence analysis for the PZT harvester should be carried at the maximum
electric loading. Similarly, as Γm is proportional to R, the inverse is true for the
MSM harvester, that is, the convergence analysis should be carried at the minimum
electric load.
Using the generated maps showing the combinations in the Θ−Γ plane, it is possible
to initially estimate whether or not the single-mode ROM yields reasonable power
estimates for the designs considered by only calculating the values of two dimen-
sionless constants. The reader should also bear in mind that these results are valid
only when one is using the obvious choice of admissible functions, that is, the mode
shapes of the associated mechanical problem, which is the most common approach
in the literature. If one utilizes another set of functions with a closer resemblance
to the exact, unknown mode shapes of the electromechanical system, convergence






In this chapter, we investigate the response of a piezoelectric stack-type harvester
to excitations of time-varying frequency. Specifically, we consider an environmen-
tal excitation of constant amplitude and a sinusoidally-varying frequency which can
represent common excitations resulting from rotating machinery. We analyze the
response of the harvester in the fixed-frequency scenario, and then use the Jacobi-
Anger’s expansion to analyze the response in the time-varying frequency case. We
obtain analytical expressions for the harvester’s response, output voltage, and power.
We illustrate that the solution to the more complex time-varying frequency scenario
can be understood as the result of a process which “samples” the fixed-frequency re-
sponse curve at a discrete frequency interval then multiplies the response by proper
weights. Extensive discussions on the effect of the excitation parameters on the out-
put power is presented, leading to some initial suggestion for the harvester’s design
considerations in the time-varying frequency case.
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Figure 4.1: A schematic of a PZT-stack type energy harvester.
4.1 Fixed-Frequency Analysis
We consider a harvester consisting of a PZT stack and a proof mass as shown in
Figure 4.1. The base is subjected to an input excitation, F (t), and the PZT stack
is wired to a purely resistive electric load, R, through two electrodes. We first
assume that the excitation is sinusoidal with a fixed frequency, ω, and amplitude,
Fo. Understanding the behavior of the harvester in the fixed frequency scenario
is critical towards understanding the more complex case of a sinusoidally-varying






























where ζ is the mechanical damping ratio, ωn is the natural frequency of the me-
chanical system, K is the effective stiffness of the PZT stack, Ap and tp are the
cross-sectional area and thickness of the PZT, respectively, and Ep is its Young’s
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modulus; m denotes the effective mass of the system which consists of a proof mass,




equivalent of the load resistance, RL, and the piezoelectric resistance, Rp,
1 θ is the
effective piezoelectric coupling coefficient, and Cp is the effective capacitance of the
piezoelectric stack. The constants e and ε represent, respectively, the piezoelectric
constant and electric permittivity of the PZT.
4.1.1 Dimensional Analysis
To simplify the system and better understand how different parameters affect the





, x = Xx̄, V = VocV̄ , ω = Ωωn, (4.2)
where X = F
K




circuit voltage. Upon substitution of equations (4.2) into equations (4.1a) and (4.1b),
we obtain
¨̄x+ 2ζ ˙̄x+ x̄− ΘV̄ = cos(Ωτ), (4.3a)
˙̄x+ ˙̄V + ΓV̄ = 0, (4.3b)
where the derivatives are now with respect to the dimensionless time, τ , and the








Here, Θ represents the effective coupling between the mechanical and electrical sub-
systems and Γ is the ratio of the mechanical time constant, 1
ωn
, and the electrical
time constant, RCp.
1The piezoelectric resistance is usually order of magnitudes larger than the load resistance,
hence the equivalent resistance can be approximated by RL.
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4.1.2 The Free Response
Ideally, the harvester should operate at resonance where the excitation frequency
coincides with the system’s resonance frequency as this maximizes the process of
energy transfer. However, the natural frequency of the coupled electromechanical
system is not the same as the mechanical one, ωn defined earlier, but rather is a
function the electromechanical coupling, Θ, as well as the electric loading presented
in Γ. Similarly, the effective damping of the system is not only that of the mechanical
system, ζ but is also a function of the electric damping. In order to obtain the
resonant frequency and equivalent damping of the system, we find the characteristic
roots which can be obtained by setting ˙̄x = v̄ and writing the equations (4.3a) and




































Setting the determinant of A− λI equal to zero yields
λ3 + (2ζ + Γ)λ2 + (1 + Θ + 2ζΓ)λ+ Γ = 0 (4.6)
Equation (4.6) has a real-valued root which represents the reciprocal of the elec-
trical subsystem’s time constant, and a pair of complex conjugate roots; the real
part of the complex root is a measure of the damping in the system due to both
of the mechanical damping, ζ , and the energy transfer to the load RL, while its




To obtain the steady-state response of the harvester, we assume a solution of equa-
tions (4.3a) and (4.3b) in the form
x̄(τ) = A cos(Ωτ) +B sin(Ωτ), (4.7)
V̄ (τ) = C cos(Ωτ) +D sin(Ωτ), (4.8)
where A, B, C and D are constants to be determined. Substituting equations (4.7)
and (4.8) into equations (4.3a) and (4.3b), then grouping the coefficients of sines
and cosines in each equation and solving for the unknown constants yields
A(Ω) =












Ω[Γ(1 − Ω2) − 2ζΩ2]
E
, (4.12)
where, for brevity, we introduced
E(Ω) = [(1 − Ω2)2 + 4ζ2Ω2](Ω2 + Γ2) + ΘΩ2(Θ + 4ζΓ + 2 − 2Ω2), (4.13)





















After some algebraic manipulations, the amplitude of the voltage developed across
the PZT stack V̄p =
√







Table 4.1: Numerical values for PZT harvester.
Parameter (Symbol) Value
Proof mass (M) 0.01 kg
Piezoelectric layer mass (Mp) 0.75 g
PZT layer modulus of elasticity (Ep) 66 × 109 N/m2
PZT layer cross-sectional area (Ap) 1 cm
2
PZT layer thickness (tp) 1 cm
Piezoelectric constant (e) −14 C/m2
PZT layer permittivity (ε) 1.137 × 10−8 F/m
Mechanical damping ratio (ζ) 0.01
Excitation amplitude (Fo) 1 N
Equivalent electric load (R) 100 kΩ
Finally, the output power can be obtained directly from the dimensionless voltage












Figure 4.2 depicts the power-response curve for the numerical values listed in Table
4.1. In the figure, we normalize the excitation frequency with respect to the non-
dimensional resonance frequency of the harvester, Ωr. The resonance frequency is
obtained by solving the eigenvalue problem associated with equations (4.3a) and
(4.3b). Further, we define the bandwidth of the harvester, Ωbw, as the distance
between the resonance frequency and the frequency at which the output power
drops below 4% of its peak value. Here, Ωbw = 0.2.
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Figure 4.2: Frequency response curve for the fixed-frequency case given by equation
(4.17).
4.2 Time-Varying Frequency Analysis
To examine the response of the piezoelectric harvester, Figure 4.1, to excitations of
time-varying frequency. We consider a general excitation of the form
F (t) = Fo cos[g(t)] (4.18)
where the argument of the cosine is the time integral of the frequency. For the
particular case of a fixed-frequency excitation, g(t) reduces to ωt. We focus this
effort on the case of a sinusoidally-varying frequency. In this case, we can write g(t)
as
g(t) = ωot+ b sin(ωt), (4.19)
The instantaneous frequency, ̟(t) is then given by
̟(t) = ġ(t) = ωo + bω cos(ωt), (4.20)
where ωo is denoted as the carrier frequency, ω represents the modulation frequency,
and b is the modulation index. When either the modulation index or frequency
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are set to zero, the instantaneous frequency reduces to ωo and the excitation F (t)
becomes stationary. In simple terms, equation (4.18) represents a forcing function
having a frequency which varies sinusoidally around a center value of ωo with a
frequency ω.
For dimensional consistency, the sinusoidally-varying frequency is also non-dimensionalized
in accordance with equation (4.2) to obtain the following equations of motion:
¨̄x+ 2ζ ˙̄x+ x̄− ΘV̄ = cos[Ωoτ + b sin(Ωτ)], (4.21a)
˙̄x+ ˙̄V + ΓV̄ = 0. (4.21b)
The cosine term in equation (4.21a) can be further expanded as
cos[Ωoτ + b sin(Ωτ)] = cos(Ωoτ) cos[b sin(Ωτ)] − sin(Ωoτ) sin[b sin(Ωτ)]. (4.22)
Using the Jacobi-Anger’s expansion [59], the sine and cosine terms can be expressed









where Jk(x) is the Bessel function of the first kind and order k.
2 Using equa-
tions (4.23a) and (4.23b), the sine and cosine arguments in equation (4.22) can be
rewritten as




where Ωk = Ωo + kΩ. Equation (4.24) states that an excitation with sinusoidally-
varying frequency can be represented as a sum of infinite fixed-frequency excitations
of different weights. Substituting equation (4.24) into equation (4.21a) yields




2See Appendix A for a brief description of Jk(x) and its relevant properties
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In solving equations (4.21a) and (4.21b), we use the principle of superposition and
rewrite the governing equations in the form
¨̄xk + 2ζ ˙̄xk + x̄k − ΘV̄k = cos(Ωkτ), (4.26a)
˙̄xk +

















Noting that equations (4.26a) and (4.26b) are similar to equations (4.3a) and (4.3b)
but with excitation frequency Ωk, we can write the steady-state solution for each

























where Ak = A(Ωk), Bk = B(Ωk), Ck = C(Ωk) and Dk = D(Ωk) are as defined in
equations (4.9)-(4.13).
4.2.1 Steady-State Power
The output power of the harvester can be obtained directly from the voltage out-
put. However, since V (τ) is now given by an infinite sum, the procedure is not
as straightforward as that associated with a fixed frequency. Nonetheless, we can













(Ck cos(Ωkτ) +Dk sin(Ωkτ)) Jk(b) (4.32)





















where Ek = E(Ωk) and E(Ωk) is defined in equation (4.13). The average power


















where V̄p(Ω) is the voltage amplitude for the fixed-frequency case and Pp(Ω) is the
corresponding power. In essence, equation (4.34) states that the average output
power under a sinusoidally-varying excitation can be obtained by calculating the
average output power of the fixed-frequency, which is half of its peak value, at a
discrete albeit infinite set of frequencies separated by a constant frequency interval
and adding them up with the square of the Bessel functions as weights. As depicted
in Figure 4.3, one can think of this as a sampling process in which the average power
of the fixed-frequency response is evaluated at discrete intervals, Ω, to either side of
the carrier frequency, Ωo, and each value is weighted by the Bessel function in the
final sum. It is worth noting that Ωo can be any frequency and not necessarily the
resonance frequency as depicted in Figure 4.3.
4.2.2 Convergence Analysis
Although mathematically valid, the infinite sum in equations (4.32) and (4.34) can-
not be practically computed. Therefore, it is imperative to investigate the minimum

































Figure 4.3: Illustration of the process of “sampling” the fixed-frequency response
curve to obtain the average output power for the time-varying frequency excitation
of equation (4.18). The sampling interval in this example is Ω = 0.1Ωr and the
harvester is tuned at the center frequency, that is, Ωo = Ωr.
that could assist in determining the convergence of the series is that the term Jk(b)
approaches zero rapidly when the order k gets larger than the argument, b, [47].
Indeed, the Bessel function Jk(b) is practically zero when k is about two or three
times the argument. As such, we can neglect any terms in equation (4.34) when
|k| > kmax, where we arbitrarily define kmax as three times the first integer larger
than |b|. The illustrations in Figure 4.4 show that this convergence criterion is
conservative as convergence occurs when kmax is only slightly larger than b. This
convergence criterion is followed in all simulations presented in this manuscript.
It is also worth mentioning that the value of the sampling frequency, Ω, can also
affect the convergence rate. Typically, larger values of Ω lead to faster convergence
because the sampling frequencies are more spaced. In that case, fewer terms are
necessary to span the harvester bandwidth which basically contains most of the
harvester power. As such, in some cases, convergence is faster when Ω is large.
However, as the convergence is, in general, dominated by the Bessel functions we
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b = 5b = 10
Figure 4.4: Illustration of the convergence rate of the expression in equation (4.34).
In this example, Ωo = Ωr and Ω = 0.01Ωr.
use this method as our definitive convergence criterion.
4.3 Frequency Parameter Analysis
Although the excitation frequency parameters are determined by the host structure
and therefore are not controllable, we wish to study their effect on the output power
in order to design harvesters that can harness energy efficiently from time-varying
frequency excitations. Towards that end, we define a set of three parameters that
hold a physical meaning to describe the excitation. The first parameter remains the
carrier frequency, Ωo. As discussed previously, it represents the center frequency
around which the excitation frequency varies. We introduce a second parameter,
σ, to describe the range of the excitation frequency. This constitutes a measure of
the excitation’s bandwidth around Ωo. Using equation (4.20) for the instantaneous
frequency, we can write
σ = bω or σ̄ = bΩ, (4.35)
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where σ̄ is the dimensionless version of σ and they are related through σ = ωnσ̄.
The third and last parameter is the sweep rate, s, which is a measure of the frequency
variation rate. Differentiating equation (4.20) with respect to time, we obtain
˙̟ (t) = −s sin(ωt), (4.36)
where the sweep rate, s, is given by
s = bω2 or s̄ = bΩ2. (4.37)
Here, s̄ is the dimensionless version of s and they are related by s = ω2ns̄. In terms








4.3.1 Effect of Frequency Range and Sweep Rate on the
Instantaneous Output Power
For the present study, we use the numerical values listed in Table 4.1 to solve
the characteristic equation, equation (4.6), for the characteristic roots. This yields
the dimensionless roots: −0.2787 and −0.0439 ± ı1.1143. The imaginary part of
the complex eigenvalues represents the resonance frequency of the harvester, Ωr =
1.1143. We define the range, sweep rate, and center frequency of the excitation in
terms of Ωr.
First, we study the effect of the range, σ, on the output power. We fix the sweep
rate at s̄ = 0.002Ωr and study variations of the output power with time and the
instantaneous frequency for different values of the range, namely, σ̄ = 0.05Ωr, 0.1Ωr,
0.2Ωr and 0.4Ωr. In all cases, the harvester is tuned at the carrier frequency, that
is, Ωo = Ωr. The results are displayed in Figures 4.5-4.8.
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We first note that the power envelop obtained using the analytical solution is in
perfect agreement with the numerical integration which validates the Bessel’s func-
tion approach. When the range increases, meaning the excitation frequency travels
farther away from the center frequency in each direction, the valleys where the in-
stantaneous power output is low become more pronounced (deeper) and last for
longer periods of time, Figure 4.5-4.8. This is expected because when the range in-
creases, the excitation frequency spends longer periods of time away from resonance.
Consequently, the resulting average power as predict via equation (4.34) and shown
as a constant line in the figures decreases.
As the range increases, the instantaneous power envelopes also vary significantly. We
observe that the value of the power at resonance and at the turning-point frequencies
changes considerably when the range is increased from 0.05Ωr to 0.2Ωr. However,
beyond a certain threshold value, the range has very little effect on the instantaneous
power other than extending it to a wider range of frequencies. For the case considered
here σ̄ = 0.2Ωr seems to be the threshold value beyond which any effect of the range
on the center portion of the power frequency curve is negligible. Figure 4.2 reveals
that this value is representative of the bandwidth of the fixed-frequency response
curve, leading to the conclusion that if the range is large enough to cover the whole
bandwidth of the harvester, then any further effects of the range on the instantaneous
power can be neglected.
Next, we investigate the effect of the sweep rate on the time history of the output
power and the instantaneous power-frequency response curves. The range is kept
constant at σ̄ = 0.4Ωr since, as discussed previously, at this value any effect of the
range selection on the instantaneous power is minimal. The harvester is again tuned
at the center frequency. We consider four different values of the sweep rate, namely
s̄ = 0.001Ω2r, s̄ = 0.002Ω
2
r, s̄ = 0.004Ω
2
r, and s̄ = 0.008Ω
2
r. We further note that
the second case, s̄ = 0.002Ω2r, is the same one depicted in Figure 4.8, and hence,
will not be repeated. The remaining results are displayed in Figures 4.9-4.11, where
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Figure 4.5: Time history of the output power and instantaneous frequency response
curve for σ̄ = 0.05Ωr, s̄ = 0.002Ω
2
r, and Ωo = Ωr. The constant line represents the
average power output, Pavg = 1.1711mW .
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Figure 4.6: Time history of the output power and instantaneous frequency response
curve for σ̄ = 0.1Ωr, s̄ = 0.002Ω
2
r, and Ωo = Ωr. The constant line represents the
average power output, Pavg = 0.6267mW .
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Figure 4.7: Time history of the output power and instantaneous frequency response
curve for σ̄ = 0.2Ωr, s̄ = 0.002Ω
2
r, and Ωo = Ωr. The constant line represents the
average power output Pavg = 0.3311mW .
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Figure 4.8: Time history of the output power and instantaneous frequency response
curve for σ̄ = 0.4Ωr, s̄ = 0.002Ω
2
r, and Ωo = Ωr. The constant line represents the
average power output Pavg = 0.1685mW .
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both the power time history and the instantaneous power-frequency response of the
harvester are depicted.
The sweep rate has two opposite and offsetting effects on the average power. When
the sweep rate increases, both of the instantaneous peak power and the time that the
excitation spends outside the harvester’s bandwidth decrease. This can be explained
by the following: as the sweep rate increases, the instantaneous excitation frequency
passes through the resonance value faster yielding a decrease in the peak power
because the harvester does not have enough time to respond to the excitation. On
the other hand, because of the faster sweep rate, the excitation passes through the
resonance more often, which makes the time period of the valleys in the power time
histories much shorter. This results in an opposite and offsetting effect yielding to
almost similar power averages throughout the presented examples.
This opposite and offsetting effect can also be seen in the instantaneous frequency
response curves shown in Figures 4.8-4.11. As the sweep rate increases, we see that
the two peaks in the envelope become lower, leading to smaller power average. At the
same time, however, the bandwidth of frequencies wherein the amount of power is
measurable becomes larger which leads to an increase in the power average. It is also
worth mentioning that for the faster sweep rates, the power has a larger bandwidth
and experiences a beat-like response shortly after the resonant frequency. This
behavior can be attributed to the ratio between the characteristic sweeping time
which is related to s̄ and the natural period of oscillation. When s̄ is large, the
system does not have enough time to build its steady-state response and the free
response decay from the peak (governed by the natural period) interferes with the
excitation frequency producing a beat like response following the peak amplitude.
This beat-like response can actually enhance the average power.
We can also observe the effect of the system inertia in separating the two peaks in
the power envelope as the sweep rate increases. Because of its inertia, the harvester
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Figure 4.9: Output power time history and instantaneous frequency response for
s̄ = 0.001Ω2r, σ̄ = 0.4Ωr, and Ωo = Ωr. The constant line represents the average
power output of 0.1685mW .
does not respond instantly to the excitation. During this time, the excitation fre-
quency continues to change. The faster the sweep rate is, the farther away from
resonance the instantaneous peak frequency will be. It is also evident that the re-
sponse envelope exhibits two peaks: one occurs when ̟ is increasing which leads
to a peak after resonance and the other occurs when ̟ is decreasing which leads to
the peak before resonance.
4.3.2 Effect of Sweep Rate on the Average Power
While the effect of the excitation’s range on the average power is clear, the same
cannot be said about the sweep rate which constitutes an extremely important
excitation parameter. To further understand the effect of the sweep rate, we use
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Figure 4.10: Output power time history and instantaneous frequency response for
s̄ = 0.004Ω2r, σ̄ = 0.4Ωr, and Ωo = Ωr. The constant line represents the average
power output of 0.1685mW .
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Figure 4.11: Output power time history and instantaneous frequency response for
s̄ = 0.008Ω2r, σ̄ = 0.4Ωr, and Ωo = Ωr. The constant line represents the average
power output of 0.1691mW .
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equation (4.34) to study variation of the output power with the sweep rate for a
fixed range of σ̄ = 0.4Ωr. The results are displayed in Figures 4.12(a) and 4.12(b)
for two different cases, one in which the harvester is tuned at the center frequency
and the other in which it is tuned at Ωo = 1.3Ωr.
3
Examining Figures 4.12(a) and 4.12(b), we notice that the average power exhibits a
much more complex variation of Pavg with the sweep rate than previously discussed.
We observe that the average power is initially constant, as predicted by Figures
4.8-4.11. Subsequently, beyond s̄ = 0.01Ω2r, the amplitude of the average power
starts to vary significantly, presenting a series of maxima and minima. As the sweep
rate increases further, the average power approaches an asymptotic limit of 1
2
Pp(Ωo).
This limit which is represented by dashed lines in the figure represents the average
power produced by the same harvester under a fixed-frequency excitation equal to
the carrier frequency Ωo.
To understand this complex behavior of the power, we divide the analysis into two
parts. The first deals with estimating the average power at the high sweep rate and
the second deals with the analysis at the lower sweep rates.
Average power for high sweep rates:
We expand equation (4.34) in terms of the amplitude of the output power in the





· · ·+ Pp(Ω−1)J2−1(b) + Pp(Ωo)J20 (b) + Pp(Ω1)J21 (b) + · · ·
]
. (4.39)
This equation clearly indicates that the average power for the varying frequency
case is obtained by “sampling” the fixed-frequency response curve, Figure 4.2, at
a constant frequency interval given by the Ωk’s. To guarantee convergence, the
3Such figures are very hard to obtain numerically especially at high sweep rates because the
problem becomes very stiff numerically
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Figure 4.12: Average output power for varying sweep rates for and (a) Ωo = Ωr,
(b) Ωo = 1.3Ωr. In each case, the range is chosen as σ̄ = 0.4Ωr and the constant




preceding expression has to be truncated at k = b as discussed in section 4.2.2.
However, in light of some of the properties of the Bessel function of the first kind,
see Appendix A, one can truncate the series even further for large values of s̄. Since
for small arguments, all Bessel functions of the first kind are very small compared
to J0(x), see Figure A.1, and given that as s̄ increases, b decreases; we can neglect
























which is an approximation only valid for very high sweep rates. Figures 4.13(a) and
4.13(b) compare the full expression for Pavg in equation (4.39) and the single-term
approximation presented in equation (4.40) demonstrating the excellent agreement
between the curves for high sweep rates.
Now, since b approaches zero as s̄ approaches infinity, and J0(b) approaches one as




Pp(Ωo) as s̄→ ∞. (4.41)
In other words, as the sweep rate increases while the range is kept constant, the
harvester behaves as if it was under a fixed-frequency excitation equal to the carrier
frequency Ωo. For the particular case shown in Figure 4.12(a), we have Ωo = Ωr.
Hence, the asymptotic value of Pavg is
1
2
Pp(Ωr), which is the average power harvested
at the resonance frequency. Since Ωo = 1.3Ωr for the case illustrated in Figure
4.12(b), the asymptotic average power approaches 1
2
Pp(1.3Ωr). When compare to
the first case, this is a small value because Ωo = 1.3Ωr is outside the bandwidth of
the fixed-frequency harvester as shown in Figure 4.2. Physically, this implies that
when the frequency variation happens at a very fast time scale, the harvester does
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Figure 4.13: Comparison of the results obtained using equation (4.39) and the single-
term approximation in equation (4.40) for a harvester tuned at (a) Ωo and (b)
Ωo = 1.3Ωr.
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not have enough time to respond to it and behaves as if it is being excited at the
carrier frequency.
From the preceding discussion, we conclude that when the excitation has a very
high sweep rate, the harvester should be tuned such that the carrier frequency Ωo
is equal to the resonance frequency Ωr.
Average power for low sweep rates:
To understand the behavior of the average power for low sweep rates, the following
two points need to be explained:
1. The average power in Figure 4.12(b) varies about a higher mean, roughly
Pavg = 0.24mW when compared to that in Figure 4.12(a), roughly 0.19mW .
This implies that, for lower sweep rates, the harvester operates more efficiently
when the carrier frequency Ωo is not tuned at the resonance frequency.
2. The average power varies significantly with the sweep rate exhibiting a series
of minima and maxima. This indicates that, the sweep rate has a considerable
effect on the average power especially when the harvester is not tuned at the
resonance frequency.
To explain the first of the preceding points, we refer to Figures 4.14(a) and 4.14(b)
where examples of the sampling process for each of the cases depicted in Figure
4.12 are illustrated. When Ωo = 1.3Ωr, as shown in Figure 4.14(b), the harvester’s
resonance frequency is very close to the end of the range of the excitation frequency.
Near the end of the range, the rate of change of the instantaneous frequency, given
by equation (4.36), is much lower because the excitation is near the turning point.
As a result, the excitation frequency spends a longer period of time near the peak
frequency when compared to the case in which Ωo = Ωr. This has the effect of
increasing the output power considerably.
111
To explain the second point, we again refer to equation (4.39) and note the following:
• For low sweep rates, the frequency interval of the sampling process, Ω, is very
small. As such, a large number of Ωk fall within the harvester bandwidth
and more terms should be kept to guarantee the convergence of the series in
equation (4.39).
• The Bessel functions have a larger argument and the reasoning that led to the
approximation of equation (4.40) is no longer valid. The need for keeping more
terms for the convergence of the series in equation (4.39) is thus reinforced.
• The only frequency that is always part of the sampling process is the carrier
frequency Ωo. Therefore, tuning the harvester resonance frequency to Ωo as in
the case of Figures 4.12(a) and 4.14(a) is the only way to guarantee that the
resonance peak is part of the sampling process independent of the sampling
interval. If the center frequency of the excitation is not tuned at the reso-
nance frequency of the harvester, the resonance peak may not be a part of the
sampling process which can considerably lower the average output power.
When the harvester is not tuned at the carrier frequency, as shown in Figure 4.12(b),
variation in the average power can be understood as a result of the sampling pro-
cesses which is affected by the sweep rate. Specifically, when the sweep rate yields a
sampling process that includes the resonance frequency, the average power exhibits
a maximum. On the other hand, when the resonance frequency is not included in
the process and all the sampling Ωk’s are far from Ωr, the average power exhibits a
minimum. To reinforce this finding, two excitation frequencies with the same center
frequency are considered as shown in Figure 4.15. The first of which has a sweep
rate of s̄ = 0.06Ω2r and corresponds to a peak in the average power curve seen in
Figure 4.12(b). In this case, the resonance frequency Ωr coincides with Ω−2 and
































































Figure 4.14: Examples of the “sampling” process for (a) the harvester tuned at Ωo
and a sampling interval of Ω = 0.1Ωr and (b) the harvester is tuned at Ωo = 1.3Ωr
and a sampling interval of Ω = 0.08Ωr. In the first case, kcr is always 0 and the peak
is always part of the sampling process. If the harvester is off-center, though, the
resonance may not be part of the sampling process as seen in (b), where kcr = −3.
In both examples, there are 5 terms within the harvester bandwidth.
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in Figure 4.15(b), the sweep rate s̄ = 0.08Ω2r yields a sampling process where the
resonance frequency falls exactly halfway between the nearest sampled frequencies.
This yields a minimum in the average power curve shown in Figure 4.12(b).
For further confirmation of these conclusions, the values of s̄ at which some of the
maxima and minima seen in Figure 4.12(b) occur are tabulated in Table 4.2, together
with the equivalent sampling frequency interval and some of the sampling frequencies
around Ωr. In accordance with the previous discussion, the maxima occur when Ωr
is part of the sampling process (Ωr ≈ Ω−1 for the first peak listed in Table 4.2 and
Ωr ≈ Ω−2 for the second) and the minima occur when Ωr is the average of the two
closest Ωk’s (for the first minimum listed in Table 4.2, Ωr ≈ Ω−1+Ω−22 and, for the
second minimum, Ωr ≈ Ω−2+Ω−32 ).
In conclusion, when the harvester’s resonance frequency is not tuned at the center
frequency of the excitation, we can infer the following:
1. A maximum in Pavg occurs when the values of Ωo, s̄ and σ̄ yield a sampling
process in which resonance is included, that is, when Ωr = Ωk for any k.
2. A minimum in Pavg occurs when the values of Ωo, s̄ and σ̄ yield a sampling
process in which resonance is as far from the nearest Ωk as possible. Since the
sampling interval is constant, this happens whenever resonance is equidistant
from the two nearest Ωk’s at either side. That is, whenever Ωr is the average
between the two nearest Ωk’s.
It can also be noted that the power variations in Figure 4.12(b) are more pronounced
for higher values of the sweep rate. To explain that, we note again that, at a
constant range, as s̄ increases, so does the sampling frequency interval and remark
the following:
• In the case of a minimum, resonance is as far from the nearest Ωk as possi-
ble. In addition, the larger the sampling interval is, the less Ωk’s within the
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Figure 4.15: Illustration of the sampling process where Ωo = 1.3Ωr and σ̄ = 0.4Ωr.
(a) Ω = 0.15Ωr (s̄ = 0.06Ω
2
r) and the resonance frequency is included in the sampling
process; this leads to a maximum in Figure 4.12(b). (b) Ω = 0.2Ωr (s̄ = 0.08Ω
2
r)
and the resonance frequency is excluded from the sampling process, leading to a
minimum in Figure 4.12(b).
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Table 4.2: Frequency parameters and resulting sampling frequencies at some of the
















0.080 0.2 (0.7,0.9,1.1) 0.119 0.2975 (0.705,1.0025,1.3)
0.048 0.12 (0.94,1.06,1.18) 0.06 0.15 (1.0,1.15,1.3)
harvester bandwidth there will be, making the minima more pronounced for
higher values of s̄.
• In the case of a maximum, Ωr = Ωkcr for a certain integer kcr. Larger sampling
intervals lead to smaller values of |kcr|. As, in general, Bessel functions of the
same argument but lower order have a larger magnitude, resonance appears in
the expansion in equation (4.39) with a larger weight. Hence, for larger Ω, the
maxima will be more pronounced as the resonance has even more influence on
Pavg.
When the harvester is tuned at Ωo as shown in Figures 4.12(a) and 4.14(a), reso-
nance is always a part of the sampling process, independent of the values of s̄ and
σ̄. As such, the previous explanation of the oscillations at low sweep rates is not
sufficient. Refering to equation (4.39), we note that although the power at reso-
nance is now always included in the series, its associated weighting, J20 (b), varies
with the argument of the Bessel function. Hence, the power at resonance may be
very small if the associated weight J20 (b) is small. Conversely, the larger J
2
0 (b) is,
the larger is the influence of resonance on the resulting average power. By virtue of
this understanding, one can expect the peaks seen in Figure 4.12(a) to correspond
to maxima in J20 (b), and the valleys to correspond to minima in J
2
0 (b). Inspecting
Figure 4.13(a), we can see that indeed the peaks in Pavg and J
2
0 (b) occur at the same
time (The reader has to bear in mind that the approximate curve shown in Figure
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Table 4.3: Minima and maxima seen in Figure 4.12(a) and zeros and critical points
of Jo(x).
Minima Maxima
s̄ [×Ω2r ] b Jo(x) = 0 s̄ [×Ω2r ] b J ′o(x) = 0
0.067 2.3881 2.4048 0.042 3.8095 3.8317
0.029 5.5172 5.5201 0.023 6.9565 7.0156
4.13(a) is proportional to J20 (b)).
It is worth mentioning that maxima of J20 (b) correspond to maxima or minima of
J0(b), or equivalently, zeros of J
′
0(b). Furthermore, minima of J
2
0 (b) correspond to
zeros of J0(b). Therefore, variations of the output power when the harvester is tuned
at Ωo can be explained as following:
1. A maximum in Pavg occurs when b is a critical point of J0(b), or, equivalently,
a zero of J ′0(b). In this case, the weight of Pp(Ωo) = Pp(Ωr) in the series
expansion of equation (4.39) is maximized and resonance has the maximum
influence on the resulting average power.
2. A minimum in Pavg occurs when b is a zero of J0(b). In this case, the weight
of Pp(Ωo) = Pp(Ωr) in the series expansion of equation (4.39) is zero and
resonance does not influence the resulting average power.
Values of s̄ that yield some of the maxima and minima seen in Figure 4.12(a) are
tabulated together with the corresponding values of the modulation index, b, and
the nearest zero or critical points of J0(x). Upon inspection of the results available
in Table 4.3, the correlation between the values of b and the zeros of J0(b) for the
minima, and between b and the critical points of J0(b) for the maxima, becomes
evident.
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It is worth noting that variations in the average power shown in Figure 4.12(a) are
more pronounced for larger values of the sweep rate. Recalling that higher values
of s̄ lead to both lower values of b and higher values of Ω, this behavior can be
explained by considering the following:
1. The minima occur when J0(b) = 0, in which case the resonance value does
not appear in the expansion of equation (4.31). Therefore, the terms with
the highest power left in the series are Pp(Ω1) and Pp(Ω−1). The larger the
sampling frequency is, the farther away from resonance these terms will be,
making the minima even smaller.
2. The maxima occur when J0(b) is a maximum or minimum. As can be seen
in Figure A.1 in Appendix A, when b increases, the magnitude of J0(b) at its
infinitely critical points associated with J ′0(b) = 0 decreases. As such, J
2
0 (b) is
larger for lower values of b. This implies that the weight of resonance in Pavg
is larger when b is smaller.
4.4 Harvester Tuning and Design Considerations
The results obtained in this manuscript can provide helpful information for tuning
and designing harvesters subjected to sinusoidally-varying frequency sources similar
to the one considered herein. Specifically, given a host structure with an excitation
described by the parameters Ωo, Ω and b, this study reveals some ideas for efficient
tuning of the harvester.
One of the critical design consideration of the harvester is its resonance frequency,
Ωr. Obviously, for a fixed-frequency excitation, the harvester should be designed
such that Ωr matches the excitation frequency. In this case however, the excitation
does not posses a fixed well-defined frequency but one that spans a certain range.
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The results discussed in the previous section, expressed in equation (4.40), and
shown in Figure 4.12(a) suggest that, when the sweep rate of the excitation is very
high, the harvester will extract the same amount of power that it can extracts from
a fixed-frequency excitation when tuned at resonance.
For lower and more realistic sweep rates, it is observed that the average power can
be lower when the harvester’s resonance frequency is tuned at Ωo. This depends on
the rate change of the excitation frequency sweep. In the case of the sinusoidally-
varying frequency considered in this work, the rate of change is minimum near the
end of the frequency range (turning points). If the turning point is chosen such that
it coincides with the resonance frequency of the harvester, the average power can
be increased significantly. Also, it is concluded that the sweep rate has a significant
effect on the average output power. Therefore, the following few points should be
emphasized in the design of the harvester:
• At low sweep rates, one can benefit from tuning the harvester at a position
other than the center frequency. However, it is observed that when detun-
ing the harvester from the center frequency, resonance may no longer be a
part of the sampling process which could significantly lower the output power.
Therefore, care must be taken so that this does not occur.
• At low sweep rates, the off-center harvester showed maxima in the average
power whenever resonance was part of the sampling process, that is, Ωr = Ωkcr
for some kcr. As such, the first criterion for the choice of the harvester’s
resonance frequency is to satisfy the condition Ωr = Ωo + kcrΩ for any integer
kcr.
• Since the fixed-frequency response curve is sampled with weights given by the
square of the Bessel functions of the first kind, it is also desirable to maximize
these weights for those sampling frequencies within the harvester bandwidth
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and closer to resonance. This is the condition that guides us in choosing kcr.
In this matter, two cases need to be considered:
– When Ω is large, only few Ωk’s lie within the harvester bandwidth. Hence,
it is important to maximize the weight of resonance in the sampling
process. To realize that, it is important to maximize J2kcr(b) by choosing




– When Ω is small, considerable number of sampling frequencies lie within
the harvester’s bandwidth and near resonance. Therefore, it may be more
beneficial to choose kcr such that most of these Ωk’s have a considerable
weight as opposed to just maximizing the weight of resonance, which may
render the remaining sampling frequencies near resonance of negligible
weights.
As the excitation is symmetric about Ωo, one viable alternative that might improve
performance even further, is to use two similar harvesters tuned at either side of Ωo.
First, we decide on a position for Ωr in accordance with the previously defined con-
ditions, and then we place a second harvester with its natural frequency equidistant
from Ωo but at the other side of it. These are just suggestions based on the previous
discussion and the performance of the harvester in each case has to be evaluated.
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Chapter 5
Conclusions and Future Work
5.1 Modeling of Energy Harvesters
This Thesis provides an analytical model to describe the dependence of the mag-
netostrictive constitutive parameters on the bias conditions for the range of higher
prestresses; a dependence that has been reported in many experimental research
studies but for which, to the author’s knowledge, no model is available. An analyt-
ical model to describe such behavior is prevalent to the development and optimiza-
tion of not only magnetostrictive energy harvesters, but also that of sensors and
actuators using these materials. We validated the model presented herein against
experimental date for the range in which it is expected to be valid, and the model
is now readily available for use in future modeling and design of magnetostrictive
harvesters.
We derived the governing PDEs of motion for two different designs of energy har-
vesters: a magnetostrictive rod in axial vibration and a piezoelectric cantilever bi-
morph in traverse vibrations. For the purpose of convergence analysis, we also
developed a ROM for each case using a Rayleigh-Ritz expansion in accordance to
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what is commonly performed in the literature, yielding approximate ordinary differ-
ential equations of motion. For typical values of the physical parameters involved,
we observe that for the PZT harvester the ROM yields reasonable estimates of the
output power at resonance even in the case of a single-mode approximation (less
than 3% error). For the MSM harvester however, it is necessary to keep at least 4
modes in the expansion to attain less than 3% error.
Upon performing dimensional analysis, we observe that, when mechanically-undamped,
the dynamics of both harvesters depend only on two dimensionless constants: an
electromechanical coupling constant Θ and the ratio between the mechanical and
electrical time constants Γ. The larger Θ is, the further are the admissible functions
used in the ROM from the real eigenmodes, adversely affecting the accuracy and
convergence of the ROM. For the numerical values adopted in this study, the cou-
pling constant for the MSM was calculated at Θm = 1.3417 and at Θp = 0.1928 for
the PZT, providing one explanation for the faster convergence of the ROM obtained
for the piezoelectric harvester.
In addition, we show that as the time constant ratio, Γ, increases, the ROM becomes
more accurate. In fact, we obtained Γm = 0.0720 for the MSM and Γp = 7.6453 for
the PZT. Again, as Γp is over 100 times larger than Γm, the piezoelectric harvester
is favored with a tendency to lower error than the magnetostrictive system. We also
conclude that the electric loading has a significant influence on the convergence and
accuracy of the resulting ROM. As such, one cannot simply carry a convergence
analysis at a given load and assume that it will be accurate for other loading condi-
tions. Since the accuracy of the ROM decreases as Γ decreases and Γp is inversely
proportional to R, then the convergence analysis for the PZT harvester should be
carried at the maximum electric load. Similarly, as Γm is proportional to R, the
inverse is true for the MSM harvester. In other words, the convergence analysis
should be carried at the minimum electric load.
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Using the exact PDEs and ROMs of both harvesters, we generated maps in the Θ−Γ
plane showing the combinations for which a single-mode ROM provides estimates
for the output power at resonance with less than 5% error. This work then provides
a way to initially estimate whether or not a single-mode ROM will yield reasonable
power estimates for the designs considered by only calculating the values of two
dimensionless constants.
Based on the results presented in the Thesis, future work should be directed towards
incorporating the analytical model describing the dependence of the magnetostric-
tive constitutive parameters on bias conditions into the various modeling approaches.
This will allow for analyzing the effect of bias conditions on the harvester perfor-
mance. A first step in that direction can be found in [24], where the effect of bias
conditions on optimal harvesting is investigated. Similar studies can be performed,
irrespective of the model considered.
The effect of the nondimensional parameters governing the harvester dynamics on
the convergence of the respective ROMs should also be extended to include the third
and last parameter, namely, the mechanical damping constant, C. This analysis
would investigate the effect of mechanical damping on the convergence of the ROMs.
Since all structures possess some mechanical damping, such analysis can proof to be
very important, especially when damping is not particularly small. Along the same
lines of what has been discussed in this work, a three-dimensional mapping of the
Θ − Γ − C space can be obtained highlighting the regions in which the single-mode
approximation yields reasonable results.
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5.2 Response of Energy Harvesters to Excitations
of Time-Varying Frequency
This thesis provides an initial attempt to investigate the response of energy har-
vesters to excitations of time-varying frequency. Adopting a harmonically-varying
frequency, we obtain analytical expressions for the harvester’s response, output volt-
age, and power. It is noted that the solution to this more complex scenario can be
understood through a process which “samples” the fixed-frequency response curve
at a discrete and fixed frequency interval then multiplies the response by proper
weights. These weights are obtained as the square of the Bessel functions of the
first kind. The order and argument of each weighting function is dependent on the
frequency parameters. Such analysis and understanding brings additional and nec-
essary insight into the response of energy harvesters to the more realistic vibratory
environments which do not possess fixed-frequency characteristics.
Unlike the fixed-frequency power envelop which exhibit one peak, the envelop as-
sociated with a sinusoidally-varying frequency exhibits two peaks. One occurring
before the actual resonance and the other after resonance. These peaks result from
the different sweep directions. In other words, the peak after resonance occurs when
the instantaneous frequency of the excitation is increasing and the peak before res-
onance occurs when the frequency is decreasing. As the sweep rate increase, the
peaks are shifted further apart.
For very low sweep rates, we analyzed the effect of the sweep rate on the output
power and observed two opposite effects. As the sweep rate increases the peak power
decreases but the bandwidth increases. The net affect is that the average power is
almost constant with the sweep rate for very low sweep rates.
Upon investigating the effect of the sweep rate on the average power output for mod-
erate and high sweep rates, we noted a very complex behavior in which the average
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power varies significantly with the sweep rate for moderate values and approaches an
asymptotic limit for higher values. We obtained an approximate solution to describe
this asymptotic behavior, and showed that for the high sweep rates the harvester
behaves as if it was excited with a fixed-frequency equal to the carrier frequency,
Ωo. As such, if the host frequency has a high sweep rate, the harvester should be
tuned near the carrier frequency.
However, such high sweep rates are unrealistic and for moderate, more realistic
values, the average power output presented a sequence of maxima and minima.
We show that, in the case where the harvester is tuned with the carrier frequency,
resonance is always part of the sampling process and the maxima and minima occur
when the weighting function of resonance is maximum or minimum, respectively. As
such, the maxima in this case occur when b is a critical point of Jo(b) or, equivalently,
a zero of J ′o(b), and the weight of resonance in the sampling process is maximum;
conversely, the minima occur when b is a zero of Jo(b), and the weight of resonance
in the sampling process is zero.
When the harvester is not tuned at the carrier frequency, the resonance is no longer
guaranteed to be part of the sampling process. Indeed, we observe that the pres-
ence of resonance in the sampling process is crucial as this constitutes the critical
factor leading to the maxima and minima seen in the average power output for
moderate sweep rates. In this case, it is observed that a maximum in Pavg occurs
when the frequency parameters are such that the resulting sampling process include
resonance. On the other hand, a minimum occurs when the frequency parameters
yield a sampling process in which resonance is as far as possible from the nearest
sampling frequency. This reveals that, while it can be advantageous to de-tune the
harvester from the carrier frequency as it may lead to higher average power out-
puts as observed previously, care must be taken so that the natural frequency and
frequency parameters are such that resonance is included in the sampling process.
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In summary, several characteristics of the system have been investigated and de-
tailed. For realistic sweep rates, the harvester must be designed carefully so as to
avoid operating near or at one of the minima observed in the average power. The
design considerations and suggestions made here, however, need to be analyzed fur-
ther, which presents the scope of our future research efforts. In light of the analytical
expressions derived in this work, optimizing the harvester parameters for this new
scenario is now possible. In addition, although the present work only treats the
specific case of a harmonically-varying frequency, it might be also possible to build
upon the present understanding to find exact or approximate solutions describing




Bessel Functions of the First Kind
This appendix briefly discusses the Bessel functions of the first kind and integer
order and summarizes their properties that are in some way pertinent to the present
work. For further information about Bessel functions, we refer the reader to [60].










The Bessel functions of the first kind and negative integer order, −ν, are defined in
terms of Jν(x) as
J−ν(x) = (−1)νJν(x) (A.2)
An important consequence of equation (A.2) is that
J2ν (x) = J
2
−ν(x) (A.3)
which means that the weights of the sampling procedure are symmetric around the
center frequency Ωo.
Following are some of the important properties of the Bessel functions of the first
kind. Figure A.1 depicts the first four of these functions which aid in understanding
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Figure A.1: First four Bessel functions. Note that as x → 0, J0(x) is much larger







1 if ν = 0
0 if ν 6= 0
(A.4)
2. For low values of x, J0(x) ≫ Jν 6=0(x). This leads to the conclusion that as
x→ 0, J2ν 6=0(x) ≈ 0. A result that was utilized in obtaining an approximation
for the average power at high values of the sweep rate.
3. The magnitude of Jν(x) decreases with both of the argument, x, and the order
ν. A characteristic that is critical in understanding the behavior of the average
power shown in Figure 4.12.
4.
J ′0(x) = −J1(x) (A.5)
5. Between two consecutive positive zeros of Jν(x), there is one zero of Jν+1(x)
and one of Jν−1(x) for all integers ν > 0.
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