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We present a general method to quantify both bipartite and multipartite entanglement in a
device-independent manner, meaning that we put a lower bound on the amount of entanglement
present in a system based on observed data only but independently of any quantum description of
the employed devices. Some of the bounds we obtain, such as for the Clauser-Horne-Shimony-Holt
Bell inequality or the Svetlichny inequality, are shown to be tight. Besides, device-independent
entanglement quantification can serve as a basis for numerous tasks. We show in particular that
our method provides a rigorous way to construct dimension witnesses, gives new insights into the
question whether bound entangled states can violate a Bell inequality, and can be used to construct
device independent entanglement witnesses involving an arbitrary number of parties.
PACS numbers: 03.67.Mn, 03.65.Ud, 03.67.a
Introduction.—Entanglement, undoubtfully the most
precious resource of quantum mechanics, has been rou-
tinely quantified in many experiments. However, such
entanglement statements are generally only valid when a
precise quantum description of the employed equipment
is available [1]. In many contexts, such a quantum model
is not available, in particular for complex biological or
condensed matter systems, where one still disputes about
the underlying quantum processes or is unsure about
the appropriate description of measurements [2, 3]. In
this case, one can still try to quantify entanglement ex-
clusively from the observed classical measurement data,
thus independent of any quantum functionality of the in-
terested system. While this may seem impossible at first
sight, such methodology is precisely the working principle
behind the emergent field of device-independent quan-
tum information processing, which started in quantum
key distribution [4, 5] and device testing [6, 7]. However,
while it is long known that Bell inequality violations [8]
verify entanglement [9], no precise bound on the amount
of entanglement is known in the device-independent set-
ting, presumably because non-locality and entanglement
are different resources [10]. Even with a qubit assump-
tion, quantification has so far only been achieved for the
simplest experimental scenario [11, 12].
In this paper we present a general framework for vari-
ous device-independent tasks, notably the quantification
of bi- and multipartite entanglement using solely the ob-
served classical data. Incidentally, this provides further
results on seemingly unrelated questions in quantum in-
formation: First it certifies a necessary minimal dimen-
sion of the underlying quantum system and thus pro-
vides a rigorous and systematic construction of dimen-
sion witnesses [13]. Second, using the negativity [14] as
our primary entanglement measure, we obtain new re-
sults for the long-standing Peres conjecture [15], which
states that no bound entangled state can violate a Bell
inequality. We show that a Bell violation of any known
bipartite bound entangled state, or more precisely, any
entangled state with a positive partial transpose (PPT),
can at most be very small, if not vanishing, for the sim-
plest classes of Bell inequalities, thus providing circum-
stantial evidence in favor of this conjecture in the bipar-
tite case. Finally, in the multipartite case our framework
additionally facilitates—without resorting to the detec-
tion of genuine multipartite nonlocality [16]—the con-
struction of device-independent entanglement witnesses
(DIEW) for genuine multipartite entanglement [16–18].
Problem definition.—Let us start by considering a bi-
partite Bell-type experiment where each party can em-
ploy different measurement settings x, y with respec-
tive outcomes a, b that are sampled from the condi-
tional probability distribution P (a, b|x, y). These data
have a quantum representation if there exists a quan-
tum state ρAB and local measurement operators Ma|x,
Mb|y such that P (a, b|x, y) = tr(ρABMa|x ⊗ Mb|y). In
the device-independent paradigm one tries to draw con-
clusions about ρAB directly from P (a, b|x, y) without as-
suming any knowledge of the performed measurements or
of the dimension of the underlying state. In order to do
so one needs a characterization at the level of P (a, b|x, y)
assuming that ρAB satisfies certain properties. If ρAB is
only required to be a quantum state, we recover the orig-
inal question leading to Tsirelson’s bounds [19–23]. But
one can demand ρAB to fulfill extra constraints, such as
being PPT [24], or—with our primary goal in mind—
that its entanglement is bounded. This characterization
task generalizes naturally to the multipartite case, e.g.,
to describe if the tripartite distribution P (a, b, c|x, y, z)
is quantum, biseparable [16, 25], originates from a PPT
mixture [26] or has some bounded amount of entangle-
ment.
Our method is a superset characterization, similar to
the converging hierarchy proposed by Navascue´s-Pironio-
Ac´ın (NPA) [21–23]. For instance, in the bipartite case
we show that a distribution P = P (a, b|x, y) can only
2originate from a PPT state if a special matrix χ[P, u],
that linearly depends on P and on some unknowns u,
satisfies χ[P, u] ≥ 0 and χ[P, u]TA ≥ 0. If it is impossible
to find such parameters u, then P has no PPT quantum
representation. The novel observation which enables us
to go beyond NPA is that if one organizes the matrix
entries of NPA carefully, the resulting matrix χ can be
interpreted as the result of local maps acting on the un-
derlying quantum state. Then this matrix has a clear
bipartite structure.
We emphasize that in quantifying entanglement or in
characterizing correlations due to extra properties of the
quantum state, we need statements that hold for all pos-
sible dimensions, measurements and states with the de-
sired property. However, since any measurement opera-
tor corresponds to a projector in higher dimensions, we
can assume without loss of generality the projection prop-
erty, i.e., the relation Ma|xMa′|x = δaa′Ma|x for the op-
erators Ma|x on system A for all x, a and a
′. This fol-
lows from Naimark’s extension [27] which preserves any
entanglement monotone. Also, we shall simultaneously
employ the notations Ma|x and Ai for measurement op-
erators on system A, likewise for other systems. The set
{Ai} contains the identity operator A0 = 1 and all but
one measurement operator Ma|x for each setting. Hence
one has the aforementioned projection property and an
identity relation AiA0 = A0Ai = Ai for all i.
Technique.—To solve to desired characterization prob-
lem, we employ results obtained in the studies of matrix
of moments for continuous variable systems [28–32] and
in the device-independent analysis [20–23].
Let us start with the matrix of moments for the bipar-
tite case and consider first the scenario where the state
ρAB and measurement operators Ma|x,Mb|y are known.
To this scenario we associate two completely positive
(CP) local maps ΛA,ΛB that we apply to the quantum
state χ[ρ] = χ[ρAB]A¯B¯ = ΛA ⊗ ΛB[ρAB]. Here A¯ and
B¯ denote the respective output spaces. Specifically, con-
sider the local map ΛA[ρ] =
∑
Kn ρK
†
n where the Kraus
operators are given by Kn =
∑
i |i〉A¯ A〈n|Ai, and |n〉A,
|i〉A¯ are orthogonal basis states of HA and HA¯ respec-
tively. Using a similar map for B one obtains
χ[ρ] =
∑
ijkl
|ij〉A¯B¯ 〈kl| tr[ρABA†kAi ⊗B†lBj]. (1)
Thus the matrix χ[ρ] is just a matrix of certain expec-
tation values. Since the local maps can also be defined
using higher moments, e.g., by choosing Kraus operators
Kn =
∑
i1,...,iℓ
|i1, . . . , iℓ〉A¯ A〈n|Ai1Ai2 . . . Aiℓ , we shall
refer to χ as a moment matrix of level ℓ if it contains all
ℓ-fold products of Ai. Since both sets {Ai}, {Bj} contain
the identity, the trace of the underlying state is a matrix
entry that we refer to as χ[ρ]tr = tr[ρ]. Finally, note that
by the structure of these local maps we have a couple of
important relations, e.g.: i) if ρ ≥ 0 then χ[ρ] ≥ 0, ii) if
ρTA ≥ 0 then χ[ρ]TA¯ ≥ 0, and iii) if ρ separable then χ[ρ]
separable. This matrix of moment approach can analo-
gously be defined in the multipartite case.
A device-independent characterization draws conclu-
sion only from the observed correlations, hence, many of
the entries of χ are unknown a priori. However, even
without this information the matrix χ[ρ] has a structure
which follows from known relations that hold indepen-
dently of state and measurements: 1) Ai, Bj are Hermi-
tian operators, 2) Ai, Bj satisfies the above mentioned
projection property and the identity relation, 3) cer-
tain entries correspond to the observations P (a, b|x, y) =
tr(ρABMa|x ⊗Mb|y).
Via this partial information we can decompose without
loss of generality each matrix of moments χ[ρ] as
χ[ρ] = χ[P, u] = χfix(P ) + χopen(u)
=
∑
a,b,x,y
P (a, b|x, y)Fabxy +
∑
v
uvFv, (2)
i.e., into one fixed part that linearly depends on the ob-
served data χfix(P ) =
∑
P (a, b|x, y)Fabxy and into an
orthogonal, open part χopen(u) =
∑
v uvFv which would
be known only by the knowledge of state and measure-
ments. Here all operators F = F † are Hermitian. Note
that the constraint χ[ρ]tr = χ[P, u]tr = 1 is fulfilled auto-
matically if the probabilities P are normalized. We give
an example how the relations 1) − 3) provide the form
given by Eq. (2) in the appendix.
Connection with the NPA hierarchy.—At this point
we like to connect the present technique to that of
NPA [21, 22], the best known method to characterize
quantum correlations. For their method, one can identify
a likewise construction χNPA[ρ] = Λ[ρAB], but with Λ be-
ing a global CP map which already ensures that if ρ ≥ 0
then χNPA[ρ] ≥ 0. If one uses the operator-sum ansatz
χNPA[ρ] =
∑
m LmρL
†
m where Lm =
∑
s |s〉 〈m|Os with
|m〉 , |s〉 being respective basis states for the bipartite
in- and output Hilbert spaces, this leads to χNPA[ρ] =∑ |s〉 〈t| tr[ρABO†tOs]. If this operator set {Os} consists
of all ℓ-fold products of measurement operators, then im-
posing the constraint χNPA[ρ] ≥ 0 corresponds to the
ℓNPA-th step in their hierarchy.
Therefore a bipartite moment matrix χ of level ℓ as de-
fined above and a 2ℓ-step χNPA only differ in the ordering
of the expectation values and in that certain moments of
χNPA are not included in χ. These similarities are impor-
tant to relate results about the NPA method χNPA to the
modified moment matrix χ. However, let us stress that
χNPA does not generally admit a bipartite structure.
Applications of technique.—Given the close connection
between the present technique and that of NPA, it is
clear that ours can also be used to characterize the set
of quantum correlations and hence to compute Tsirelson
bounds, i.e., extremal quantum values of a Bell inequal-
ity. For instance, for any fixed level ℓ and any given
Bell expression I · P = ∑ IabxyP (a, b|x, y), an upper
3bound to Tsirelson bound can be obtained by solving
max{I · P |χ[ρ] = χ[P, u] ≥ 0} as a semidefinite pro-
gram [33]. Henceforth, let us focus on the novel applica-
tions that stem from the current technique.
In comparison with NPA the advantage of the addi-
tional bipartite structure χ = χA¯B¯ is that one can now
easily incorporate further constraints. For instance, one
could ask for a similar Tsirelson bound if the underlying
state is PPT by including the constraint χ[ρ]TA¯ ≥ 0,
max
P,u
I · P (3)
s.t. χ[ρ] = χ[P, u] ≥ 0, χ[ρ]TA¯ ≥ 0, χ[ρ]tr = 1.
By this method one obtains an upper bound to the true
PPT Tsirelson bound, which converges to the related
commutative bound in the limit of large levels ℓ, see ap-
pendix for details.
Next, let us show how to estimate the negativity [14],
defined via the sum of negative eigenvalues λi of the par-
tially transposed state as N [ρAB] =
∑
λi<0
|λi(ρTAAB)|. In
the following we employ its variational form which reads
as N [ρAB]=min{tr[σ−]|ρAB= σ+−σ−, σTA± ≥ 0}. Using
the properties of the moment matrix, one can readily op-
timize over a larger set: The constraint ρ = σ+ − σ− is
relaxed by χ[ρ] = χ[σ+]−χ[σ−], while σTA± ≥ 0 translates
to χ[σ±]
TA¯ ≥ 0. If one observes a certain violation of a
Bell inequality I ·P = v, a lower bound on the negativity
of ρAB compatible with this observation is given by
min
P,u,P±,u±
χ[σ−]tr (4)
s.t. χ[ρ] = χ[P, u] = χ[σ+]− χ[σ−] ≥ 0, χ[ρ]tr = 1,
χ[σ±]
TA¯ = χ[P±, u±]
TA¯ ≥ 0, I · P = v.
Furthermore, since the negativity of any Cd⊗CD state
is at most Ndmax = (d− 1)/2 (for d ≤ D), a lower bound
on the negativity certifies also a minimal state space di-
mension. The bound of a dimension witness [13], i.e.,
the maximal value of a Bell inequality for states with
minimal local dimension upper bounded by d, can be
constructed by an optimization analogous to Eq. (4) but
with the expression I · P now appearing in the objective
function, while the dimension restriction is enforced by
the constraint χ[σ−]tr ≤ Ndmax.
At this point we like to stress that these optimization
problems admit a natural generalization to the multipar-
tite scenario using PPT mixtures (which include bisepa-
rable states) and the genuine negativity as a measure for
genuine multiparticle entanglement [26]. Further details
and the explicit programs are given in the appendix.
Example I: CHSH—Let us start with the Clauser-
Horne-Shimony-Holt (CHSH) inequality [34], where each
party has two possible settings x, y ∈ {1, 2} yielding bi-
nary outcomes a, b. Using correlation terms 〈XxYy〉 =
P (a = b|x, y) − P (a 6= b|x, y), the inequality ICHSH =
〈X1Y1〉 + 〈X1Y2〉 + 〈X2Y1〉 − 〈X2Y2〉 ≤ 2 holds for any
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FIG. 1: Negativity bounds for violations close to the maxi-
mum of the Bell inequality I3322 [36, 37] obtained by solving
Eq. (4) for different levels of the moment matrix. Note that
violations with v > 0.25 require a negativity of N [ρAB ] > 1/2
and thus at least a two-qutrit state.
local hidden-variable model (LHV), while quantum me-
chanics allows a maximum of ImaxCHSH = 2
√
2. Since every
separable state fulfills the LHV bound [9], any violation
ICHSH > 2 signals entanglement of the underlying quan-
tum state ρAB. By solving Eq. (4) we can now provide a
quantitative statement in terms of the minimal negativity
that the underlying state ρAB must possess. Specifically,
the numerical result leads to the sharp bound
N [ρAB |ICHSH = v ] ≥ (v − 2)/(4
√
2− 4). (5)
The resulting plot and a more detailed discussion, also
about the other examples, can be found in the appendix.
Note that this recovers the known result that PPT states
must necessarily satisfy the CHSH inequality [35].
Example II: Dimension witness—As a second exam-
ple, we consider the Bell inequality I3322 ≤ 0 [36, 37]
where each party can perform three possible dichotomic
measurements as indicated by the subscripts. For a vio-
lation of 0 ≤ v ≤ 0.25, the numerical solution of Eq. (4)
gives N [ρAB |I3322 = v ] ≥ 2v and a two-qubit Bell state
can indeed reach a violation of I3322 = 0.25 [37]. How-
ever the maximum possible quantum violation is given
by Imax3322 <∼ 0.25088 and there exist infinite-dimensional
states which can asymptotically reach this value [38].
From Fig. 1, we see more closely that if I3322 > 0.25
the negativity bound satisfies N [ρAB] > 1/2, which is
achievable only with local Hilbert space dimension d ≥ 3.
Hence, I3322 ≤ 0.25 serves as a dimension witness for
qutrits. In a similar way we investigated the very first
Bell inequality used as a dimension witness [13], namely,
I2233 ≤ 0 [37, 39, 40], and confirm that violations larger
than v = 1/
√
2− 1/2 ≈ 0.2071 require at least qutrits—
this certifies the heuristic qubit bound of I2233 [13].
4Example III: PPT Tsirelson bound—As a third exam-
ple of the application of our techniques, we have com-
puted upper bound on the PPT Tsirelson bound for
the above Bell inequalities and 175 facet-defining Bell
inequalities involving four dichotomic measurement set-
tings per party [41–43]. Interestingly, our results show
that for the majority of these inequalities, the maximal
quantum violation allowed by all PPT entangled states
is vanishing within numerical precision, hence unable to
provide a counterexample to the bipartite Peres conjec-
ture, cf. Tab. I and the appendix for more details.
Bell inequality PPT Tsirelson bound ℓ Matrix size
Ichsh ≤ 2 [34] 2 1 3
2
× 32
I3322 ≤ 0 [37] 0 2 10
2
× 102
I2233 ≤ 0 [37] ≤ 1.3559 × 10
−3 3+ 452 × 452
A6 ≤ 0 [41] ≤ 7.6754 × 10
−6 2+ 312 × 312
I34422 ≤ 0 [41] ≤ 2.8531 × 10
−4 2+ 272 × 272
IS5 ≤ 3 [36] ≤ 3.0187 3 7
3
× 73
TABLE I: Upper bounds on the maximal possible violation
by PPT states for different Bell inequalities computed via
Eq. (3). All the other four dichotomic setting Bell inequali-
ties investigated have a PPT Tsirelson bound which is already
within the respective LHV bound by less than 10−6. Further
specifications: ℓ labels levels of the matrix of moment, “Ma-
trix size” refers to the dimension of the moment matrix. The
last inequality corresponds to the tripartite case for states
which are PPT for all bipartitions. The precision is at least
10−7.
Multipartite case—We also considered examples in-
volving more than two parties, where one is typically
interested to verify genuine multipartite entanglement.
This strongest form of multiparticle entanglement can be
detected from observed correlations alone by violating a
DIEW [16]. For device-independent entanglement quan-
tification, we investigated—by a method analogous to the
bipartite case—the minimal amount of genuine negativ-
ity [26] needed to violate the DIEWs I32 and I33, where
each party has respectively two or three dichotomic mea-
surements [16, 44]. Since I32 is the Svetlichny inequal-
ity [45], its violation also demonstrates genuine multipar-
tite nonlocality. From the bounds we computed, again
tight for the Svetlichny case (see appendix), we can also
obtain information about the type of entanglement re-
sponsible for given violations, in similar spirit to Ref. [46].
For instance, since the genuine negativity of any state of
the three-qubit W -class [47] is bounded by
√
2/3, one
verifies that violations close to the maximum of these
DIEWs can never be achieved by such type of entangle-
ment. Moreover, our bounds show that these DIEWs can
never be violated by states which are PPT mixtures [26].
Using similar arguments as presented in Ref. [18], this
result can even be extended to the n-partite witnesses
In2 and In3. This suggests that, apart from a quantifi-
cation, the generalization of PPT Tsirelson bounds to
the multipartite case provides a tractable way to approx-
imate the set of biseparable quantum correlations in the
presence of more than three parties [16]. Indeed, this ap-
proximation not only works well for the two families of
n-partite DIEWs In2, In3, but also for a large number
of symmetric 4-partite DIEWs involving two dichotomic
measurements [48].
Finally, there are also other questions for the multipar-
tite case. At last we computed the maximal violation of
the tripartite Bell inequality IS5 ≤ 3 [36] for states which
are PPT for all bipartitions. We find that it is bounded
by 3.0187, which shows that the example of Ref. [49],
optimally violates the tripartite Peres conjecture via this
inequality, cf. Tab. I.
Conclusion.—We have presented a versatile tool to
quantify entanglement in the bi- and multipartite case
directly from the observed measurement results, thus ir-
respective of any quantum functionality of the employed
devices. This framework offers great practical benefit in
experiments since its statements are robust against any
kind of systematic errors in the assumed quantum model
and involves minimal assumptions. Moreover such a
quantification provides additional applications: It yields
information about the underlying state space dimension
or the type of entanglement involved in the multipartite
case. Furthermore, our tool allows for a systematic inves-
tigation into the long-standing Peres conjecture, and the
computation of device independent entanglement witness
for genuine multipartite entanglement.
For future work, we believe that our method can be ex-
tended to bound, in a device-independent manner, other
entanglement measures. Clearly, it will also be interest-
ing to investigate how our technique can be used in con-
junction with other separability criteria, or applied in the
closely-related steering [50] (with the partial information
step only applied to one-side) or sequential measurement
scenarios [51].
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Example of constraints on the matrix of moments
As an example of how the relations 1) − 3) from
the main text lead to the general structure of χ[ρ]
as given by Eq. (2), we consider the case where the
map ΛA is applied to a single system ρA, i.e., χ[ρ] =∑
ij |i〉 〈j| tr[ρAA†jAi]. Suppose that the first setting x
has three outcomes {0, 1, 2} whereas the second one,
here labeled as x′, has only two outcomes {0, 1}. Using
{Ai} = {1,M0|x,M1|x,M0|x′} one gets
χ[ρ]=

1
†
1 1
†M0|x 1
†M1|x 1
†M0|x′
M †0|x1 M
†
0|xM0|x M
†
0|xM1|x M
†
0|xM0|x′
M †1|x1 M
†
1|xM0|x M
†
1|xM1|x M
†
1|xM0|x′
M †0|x′1 M
†
0|x′M0|x M
†
0|x′M1|x M
†
0|x′M0|x′

ρA
(6)
6where ρA indicates that we still must take the expectation
values. Via the listed properties 1)− 3) one obtains
χ[ρ] =

tr(ρ) P (0|x) P (1|x) P (0|x′)
P (0|x) P (0|x) 0 u1 + iu2
P (1|x) 0 P (1|x) u3 + iu4
P (0|x′) u1 − iu2 u3 − iu4 P (0|x′)
 . (7)
For the diagonal entries one employs tr[ρAM0|xM0|x] =
tr[ρAM0|x] = P (0|x), while the zero entries occur by the
projection identity M0|xM1|x = 0. Since the expectation
value of M0|xM0|x′ is not directly accessible we can only
set it equal to a general complex entry u1+iu2 using real
coefficients u.
Note that whenever the underlying state ρ is normal-
ized, the first term of χ[ρ] is fixed to be tr(ρ) = 1. In the
case where the underlying operator does not need to be
normalized, however, as it happens for instance with σ±
in the negativity estimation by Eq. (3), this entry is not
fixed a priori. It is thus given by an unknown variable
u0 ∈ R.
The multipartite scenario
In this section we define more precisely moment ma-
trices for an arbitrary number of parties, and present
multipartite optimization problems that compute the
Tsirelson bounds for PPT mixtures and the device-
independent quantification of entanglement in terms of
genuine negativity.
In a multipartite scenario one can ask, in analogy with
Eq. (3), for a bound on the observed correlations if the
underlying state is a PPT mixture [26]. A n-partite state
ρ is said to be a PPT mixture if it can be written as a con-
vex combination ρ =
∑
m pmρm of states ρm which are
PPT with respect to different bipartitionsm ⊂ {1, . . . , n}
of the n subsystems. Since any state that is separable
with respect to a chosen bipartition m is also PPT ac-
cording to this splitting, the set of biseparable states is
included in the set of PPT mixtures. Hence if one verifies
that a given state is not a PPT mixture, one automat-
ically certifies that it is not biseparable, and thus, by
definition, genuine multipartite entangled.
The definition of moment matrices as given in the main
text naturally extend to this n-party scenario by apply-
ing a local CP map Λs to each subsystem s = 1, . . . , n,
i.e., ρ 7→ χ[ρ] = ⊗ns=1Λs[ρ]. By the local structure of
this transformation one obtains: For any PPT mixture ρ
the resulting matrix of moments can be decomposed as
χ[ρ] =
∑
m pmχ[ρm] with χ[ρm] ≥ 0 and χ[ρm]Tm¯ ≥ 0,
with m¯ referring to the bipartition on the output spaces.
Similar properties as given by 1) − 3) in the main text,
constrain the general structure of χ[ρ] to be χ[P, u] and
one readily obtains a superset approximation for correla-
tions that can be attained via PPT mixtures. Thus if one
is interested in the optimal values of a linear expression
like I · P , where P is generated by a PPT mixture, one
obtains a bound by solving
max I · P (8)
s.t., χ[ρ] = χ[P, u] =
∑
χ[pmρm] =
∑
χ[Pm, um],
χ[ρ]tr = 1, χ[pmρm] ≥ 0, χ[pmρm]Tm¯ ≥ 0 ∀m.
Note that in this formulation we included already the
probabilities pm into the matrix χ[Pm, um] such that
χ[Pm, um]tr = pm in this case. We show later in the
appendix that even this multipartite extension converges
in the limit of an infinite number of moments in χ[ρ].
For the multipartite equivalent of Eq. (4), let us first
remind that the genuine negativity [26] is a computable
measure of genuine multipartite entanglement which re-
duces to the negativity in the bipartite case. It is given
by NG[ρ] = min{pm,ρm}
∑
m pmNm[ρm] where Nm de-
notes the negativity with respect to bipartition m and
the minimization runs over all possible valid state de-
compositions of the density operator ρ =
∑
m pmρm
1.
In analogy to Eq. (4), if one observes a value of I ·P = v,
a lower bound on the genuine negativity compatible with
this violation is given by
min
∑
χ[σ−m]tr (9)
s.t. χ[ρ] =
∑
χ[pmρm], I · P = v, χ[ρ]tr = 1,
χ[pmρm] = χ[σ
+
m]− χ[σ−m] ≥ 0, χ[σ±m]Tm¯ ≥ 0 ∀m.
Additional information on the presented examples
In this part we present some additional information
on the examples mentioned in the main text and their
respective negativity bounds.
First note that any explicit quantum state ρ0 which
attains a certain value v of a Bell inequality I · P = v
provides an upper bound on the minimal negativity com-
patible with this violation, i.e., Nmin[ρ | I · P = v] =
minN [ρ | I · P = v] ≤ N [ρ0]. Furthermore, since the
negativity is convex and invariant by adding local auxil-
iary states, the minimal negativity is a convex function
in the amount of violation v, that we shall denote by
f(v) = Nmin[ρ | I ·P = v]. If one uses the moment matri-
ces χ[ρ] with increasing levels ℓ one obtains lower bounds
fℓ(v) ≤ f(v) with increasing accuracy. However, if one
1 The dual of the given measure, i.e., the way how it is de-
fined in Ref. [26], would be NG(ρ) = −min{tr[ρW ]|∀m : W =
Pm + Q
Tm
m ,1 ≥ Qm ≥ 0, Pm ≥ 0}. Hence one sees a missing
constraint 1 ≥ Pm as compared to its original definition, but
this does not alter the properties of this measure, i.e., zero for
biseparable states, full LOCC monotone, convexity and invari-
ance under local unitaries.
7finds in the bound fℓ(v) an interval v ∈ [a, b] such that
fℓ(v) is linear and where the endpoints v = a, v = b are
known to be attainable by explicit quantum states then
fℓ(v) = f(v) is a tight bound of the minimal negativity
for v ∈ [a, b].
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FIG. 2: Negativity bounds for the CHSH, I3322 and I2233
Bell inequality as given by Eq. (4) for different levels of the
moment matrix. The last two inequalities certify a local state
space dimension d ≥ 3 if the negativity exceed 1/2.
As we see in more detail in Fig. 2, for both, the
CHSH inequality and the I3322 inequality for a value be-
tween [0, 1/4], the negativity bounds that we obtained
by solving Eq. (4) correspond to straight lines for the
level ℓ = 3. Specifically, for the CHSH inequality, this
negativity bound is a straight line joining the points
(Ichsh = 2, N [ρ] = 0) and (Ichsh = 2
√
2, N [ρ] = 1/2) with
largest numerical deviation ≈ 7 × 10−7 among all the
computed instances. Likewise, for the I3322 inequality,
it is a linear bound connecting the origin and the coor-
dinate (I3322 = 1/4, N [ρ] = 1/2) with largest numerical
deviation ≈ 8×10−7. Since both endpoints ICHSH = 2
√
2
and I3322 = 1/4 can be achieved with a maximally en-
tangled two-qubit state, having negativity N [ρ] = 1/2,
we thus arrive at the sharp negativity bounds presented
in the main text.
As we see in Fig 2, or more detailed in Fig. 1 from the
main text, if I3322 > 0.25 then the negativity bound satis-
fiesN [ρAB] > 1/2. Because the negativity of any C
2⊗CD
state is upper bounded by 1/2 for all D ≥ 2, this certi-
fies that such violations are achievable only with both
local Hilbert space dimension d ≥ 3, or, in other words,
that I3322 ≤ 0.25 serves as a dimension witness [13] for
qutrits.
This insight inspired us to also investigate the very
first Bell inequality used to introduce a dimension wit-
ness [13], more precisely, I2233 ≤ 0 [37, 39, 40], where each
party can choose between two 3-valued outcome measure-
ments. The corresponding negativity bounds are shown
in the last plot of Fig. 2, and are again tight for the
highest computed level, ℓ = 3, by the same arguments as
before. Similar to I3322 we observe that the negativity
crosses 1/2 at a violation of v = 1/
√
2 − 1/2 ≈ 0.2071,
therefore a larger quantum violation shows that the un-
derlying state is again at least 3-dimensional. For this
inequality it is furthermore interesting that for the max-
imal violation at Imax2233 = (
√
11/3 − 1)/3, our numerical
optimization gives a negativity bound that differs from
that of the optimal, non-maximally entangled state [52]
ψλ ∝ |00〉+ λ |11〉+ |22〉 by less than 5× 10−6.
In the multipartite case the amount of genuine neg-
ativity necessary to achieve different violations of the
I32 and I33 DIEWs were computed according to Eq. (9).
For biseparable states these expressions are bounded by
I32 ≤ 4, I33 ≤ 6
√
3, while the maximal quantum values
are Imax32 = 4
√
2, Imax33 = 9
√
3 respectively [16, 44, 45].
The results for different hierarchy levels are shown in
Fig. 3. Here we refer to partial levels such as level 2+
to denote moment matrices χ which were constructed
with all terms involving 2-fold products of local mea-
surement operators, as well as some 3-fold ones. Simi-
larly to the CHSH and I3322 inequalities, the plot for the
Svetlichny inequality I32 at level ℓ = 3 is a straight line
up to numerical precision. Since the value I32 = 4
√
2
is achievable with a three-qubit GHZ state with genuine
negativity NG[ρ] = 1/2, we obtain the following tight
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FIG. 3: Genuine negativity as a function of the observed vio-
lation of the tripartite Svetlichny I32 and DIEW I33 inequali-
ties. Since any three-qubit state of the W -class has a genuine
negativity <∼ 0.471, larger violations certify that the underly-
ing state is not of this SLOCC class.
bound for the minimal genuine negativity compatible
with a Svetlichny inequality violation, NG[ρABC |I32 =
v] ≥ (v − 4)/(8√2− 8).
From Fig. 3 we also note that no violation of these
DIEW is possible with PPT mixtures; hence the bound
for biseparable states coincides with the one for PPTmix-
tures. Since any DIEW with this property can be found
by using Eq. (8), and this hierarchy applies to an arbi-
trary number of parties, this means that our technique
can be used to find DIEWs of this kind for an arbitrary
number of parties, in contrast to the numerical three-
party technique presented in Ref. [16]. Furthermore, as
pointed out in the main text, since any three qubit state
of the W-class [25] satisfies 2 NG(ρW ) ≤
√
2/3 ≈ 0.471 ,
2 SinceNG is convex, this optimization can be performed over pure
three-qubit states |ψW 〉 of the W -class. Note that the genuine
negativity of a pure state is just the minimum bipartite negativity
our result shows that violations v > 5.563 and v > 15.36
of the I32 and I33 inequalities can never be obtained
by any such three-qubit states. Therefore one gains
even further information from the achieved bound about
the underlying type of entanglement, in similar spirit to
Ref. [46].
At last let us comment on the presented PPT Tsirelson
bounds from the main text, cf. Tab. I. All bipartite cases
are computed directly from Eq. (3) and only the last en-
try corresponds to the multipartite scenario known to
provide a counterexample of the multipartite Peres con-
jecture [49]. For this last Tsirelson bound one optimized
the inequality IS5 with respect to tripartite states that
are PPT for all bipartitions. This optimization problem
is like Eq. (3) with the tripartite moment matrix and a
PPT constraint χ[ρ]Tm ≥ 0 for each bipartition.
Via this numerical investigation on the bipartite case
we hoped to find a counterexample to the bipartite Peres
conjecture; a PPT state which could violate a Bell in-
equality. This perspective was triggered by the NPA
hierarchy (or using also the modified moment matrix)
to compute standard Tsirelson bounds. Although this
method is only guaranteed to be complete in the limit of
an infinite number of moments, it is important to stress
that there are many known instances where one could
stop the hierarchy already earlier, since one has already
reached the true Tsirelson bound. This is certified by a
special rank property of the solution [22] and means that
the bound does not improve further even if one includes
higher moments. However, in all our considered non-
trivial PPT examples the respective bounds sharpened if
we considered higher levels.
Statement of real states and measurements
In this section we show that the underlying quan-
tum state and measurement operators can generally
be assumed to be real when considering the device-
independent quantification of entanglement in terms of
(genuine) negativity, i.e., there exists an equivalent real
construction having the same (or less) amount of (gen-
uine) negativity. This extends the result of Ref. [53]
which already proves that probability distributions aris-
ing from quantum theory in a Bell-type experiment can
always be reproduced using only real states and real mea-
surement operators.
This real property helps in the numerical implemen-
tation of the bi- or multipartite programs, Eqs. (3),(4)
for all bipartitionsm. BecauseNG is furthermore invariant under
local basis changes one can employ the LU -equivalent standard
form of a pure three-qubit state of the W -class [47], which leaves
a straightforward optimization. The bound is saturated by the
W -state.
9and Eqs. (8), (9) respectively, since it provides a notable
parameter reduction in the optimization problems. This
reduction becomes even greater in the presence of addi-
tional symmetries. We shortly comment on this param-
eter reduction at the end of this section.
Proposition 1. Any n-partite probability distribution
P having a quantum representation with respect to den-
sity matrix ρ and measurement operators A1i , A
2
j , . . . , A
n
k
(with the superscript labeling the party), also has a real
quantum representation, i.e., a representation in terms of
a real-valued quantum state ρ̂ = ρ̂T and real-valued mea-
surement operators Â1i = Â
1T
i , Â
2
j = Â
2T
j , . . . , Â
n
k = Â
nT
k
having an equal or lower amount of (genuine) negativ-
ity, Nm[ρ̂] = Nm[ρ] for any bipartition m and NG[ρ̂] ≤
NG[ρ]. Furthermore one has:
a) If ρ is PPT across a bipartition m then ρ̂ can even be
assumed to be PPT invariant across m, i.e., ρ̂ = ρ̂Tm =
ρ̂T . Likewise, if ρ is a PPT mixture then ρ̂ can even be
assumed to have a mixture of real PPT invariant states,
ρ̂ =
∑
pmρ̂m with ρ̂m = ρ̂
Tm
m = ρ̂
T
m for all m.
b) If the observed distribution is invariant under ar-
bitrary exchange of the parties, P = V (π)PV (π)† for
all possible permutation π, then the underlying state and
measurements can further be assumed to be permuta-
tionaly invariant, i.e., V̂ (π) ρ̂ V̂ (π)† = ρ̂ for all π and
Â1i = Â
2
i = . . . = Â
n
i .
Proof. For the first statement we construct for any set
of projectors As, s = 1, . . . , n and any state ρ, another
real state ρ̂ = ρ̂T and real projectors Âs = ÂsT such that
tr[ρA1 ⊗ A2 ⊗ . . .⊗ An] = tr[ρ̂Â1 ⊗ Â2 ⊗ . . .⊗ Ân] with
Nm[ρ̂] = Nm[ρ] for any bipartitionm andNG[ρ̂] ≤ NG[ρ].
Let us start with the projectors. For any chosen basis
we can decompose the matrix A = Ar + iAi into a real,
symmetric part Ar = Re(A) = A
T
r and an imaginary,
anti-Hermitian part Ai = Im(A) = −ATi . To this matrix
we now associate the real and symmetric matrix
Â = 1⊗Ar + Y ⊗Ai =
[
Ar Ai
−Ai Ar
]
= ÂT (10)
where Y = iσy. This represents the well-known isomor-
phism between Hermitian and symmetric matrices, e.g.,
Ref. [33]. Note that the operator Â acts on the enlarged
Hilbert space HÂ = HA′⊗HA with HA′ = C2. Since the
original A satisfies the projection identity A2 = A this
provides the relations A2r −A2i = Ar and ArAi+AiAr =
Ai and henceforth the projection identity for Â by
Â2 = (1⊗Ar + Y ⊗Ai)(1⊗Ar + Y ⊗Ai)
= 1⊗ (A2r −A2i ) + Y ⊗ (ArAi +ArAi) = Â. (11)
We employ this construction for all projectors As 7→ Âs.
Next let us define the appropriate extension of the den-
sity matrix ρ to ρ̂ = ρ̂A′
1
A1A
′
2
A2...A′nAn
where the sub-
scripts label the party to which the Hilbert space belongs.
However, for ease of reading, we shall use a different or-
dering of the Hilbert spaces (namely, the primed ones fol-
lowed by the unprimed ones) ρ̂A′
1
A′
2
...A′
n
A1A2...An = R(ρ),
which could be undone ρ̂ = V ρ̂A′
1
...A′
n
A1...AnV by an ap-
propriate permutation V on Hilbert spaces. More pre-
cisely, this operator is given by
ρ̂A′
1
A′
2
...A′
n
A1A2...An = 2
−n
Re
[
(1− iY )⊗n ⊗ ρ] . (12)
Let us first show that ρ̂ is positive semi-definite
and has trace one as required for any density opera-
tor. To this end, first note that the right-hand-side
of Eq. (12) can be rewritten as a sum of two orthogo-
nal parts, namely, 2−n−1(1 − iY )⊗n ⊗ ρ and its trans-
pose, where the orthogonality follows from the fact that
(1 − iY )(1 + iY ) = 0. Since the set of eigenvalues re-
mains unchanged under transposition, this means that
the eigenvalues of ρ̂ are precisely one-half of the respec-
tive eigenvalues of 2−n(1 − iY )⊗n ⊗ ρ, but with twice
the multiplicity. However since (1− iY )/2 is just a rank-
one projector one has that the non-vanishing eigenval-
ues of 2−n(1 − iY )⊗n ⊗ K for any Hermitian matrix
K are precisely those of K. Thus, we obtain ρ̂ ≥ 0,
‖ρ̂‖tr = ‖ρ‖tr = 1 and ‖R(ρTm)‖tr = ‖ρTm‖tr for any
bipartition m.
Next we need to show that these choices indeed pre-
serve the expectation values. This is best seen using the
state given by Eq. (12) and the measurement form of
Eq. (10) together with the following identity
trA′ [(1− iY )⊗ ρ (1⊗Ar + Y ⊗Ai)]
= trA′ [1] ρAr + trA′ [−iY Y ] ρAi
+ trA′ [Y ] ρAi + trA′ [−iY ] ρAr
=2ρA, (13)
which follows from Y 2 = −1 and tr(Y ) = 0. Apply-
ing such identities when tracing out each auxiliary space
yields
tr[ρ̂Â1 ⊗ . . .⊗ Ân] =2−nRe{tr [V (1− iY )⊗n ⊗ ρV×
(1⊗A1r + Y ⊗A1i )⊗ . . .
]}
=Re
(
tr[ρ A1 ⊗ . . .⊗An])
=tr[ρ A1 ⊗ . . .⊗An]. (14)
Next, we prove that the negativity remains constant
Nm[ρ] = Nm[ρ̂] for any bipartition m. Thus we need the
partial transposition of ρ̂ with respect to m. For simplic-
ity, we now consider partial transposition with respect
to Â; the general treatment is completely analogous. To
this end, we remind that the partial transposition is a lin-
ear operation and thus from Eq. (12) and the fact that
Y T = −Y , we have
ρ̂
T
A′
1
A1
A′
1
...A′
n
A1...An
= 2−nRe
[
(1+ iY )⊗ (1− iY )⊗n−1 ⊗ ρ],
= U R[ρTA1 ]U † (15)
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where U = σx ⊗ 1n−1 ⊗ 1A1...An is a unitary matrix and
we have made use of the fact that σx Y σx = −Y . Since
a unitary does not change the eigenvalues and using the
previously mentioned invariance of the trace-norm we get
‖ρ̂TÂ‖tr = ‖R(ρTA)‖tr = ‖ρTA‖tr, and hence the state-
ment that the negativity is unchanged. This statement
holds for an arbitrary bipartition m. Finally, suppose
that ρ =
∑
pmρm is the optimal decomposition for the
original state ρ in the definition of the genuine negativity,
i.e., NG[ρ] =
∑
pmNm[ρm]. Note that because the map
ρ 7→ ρ̂ is linear and preserves positivity one knows that
ρ̂ =
∑
m pmρ̂m is a valid decomposition of ρ̂ into states
attributed to different bipartitions m. Since the genuine
negativity is defined by the minimum over all such de-
compositions, and because Nm[ρ̂m] = Nm[ρm] one read-
ily obtains NG[ρ̂] ≤
∑
pmNm[ρ̂m] = N [ρ], which proves
the first part of the proposition.
Henceforth, we shall work with the real state ρ̂ and the
corresponding real measurement operators Âsi = Â
sT
i ,
s = 1, . . . , n that can produce the same correlations. As-
suming this, statement a) is obtained as follows: If the
original state ρ is PPT across a bipartition m, then the
real state ρ̂ has to be PPT as well. Therefore ρ̂Tm ≥ 0
can be considered as another quantum state, which, sim-
ilarly would produce the correct observations since all
measurements are real,
P = tr[ρ̂Â1i ⊗ Â2j ⊗ . . .⊗ Ânk ]
= tr[ρ̂(Â1i ⊗ Â2j ⊗ . . .⊗ Ânk )Tm ]
= tr[ρ̂TmÂ1i ⊗ Â2j ⊗ . . .⊗ Ânk ]. (16)
Here, between the first and the second line we trans-
posed the measurement operator of all parties belonging
to the bipartition m. Thus also the equal-weight mixture
ρ̂ave = (ρ̂ + ρ̂Tm)/2 is a real state that is PPT invariant
with respect to m and that yields the same correlations.
A similar statement holds for PPT mixtures with partial
transposition applied to each state ρm in the decomposi-
tion.
Statement b) follows from a similar argument. For
simplicity, we provide the proof below only for n = 2
parties; the generalization to an arbitrary number of par-
ties is analogous. Let us suppose that ρ̂ = ρ̂AB and that
this state as well as Âi, B̂j are not yet symmetric under
exchange of the parties.3 Let us add appropriate local
auxiliary states |0〉 , |1〉 (on system A′, B′ respectively)
to signal whether the state is swapped or not, and con-
3 At this point we can already assume that the local Hilbert spaces
are isomorphic HA ∼= HB by an appropriate embedding of a
possibly smaller space in higher dimension. In this way the swap
operator V = V (piAB) is well defined.
sider the convex combination ρ̂sym
ÂB̂
given by
ρ̂sym
ÂB̂
=
1
2
[
ρ̂AB⊗|01〉A′B′〈01|+ V ρ̂ABV †⊗|10〉A′B′〈10|
]
=
1
2
[ρ̂AB⊗|01〉A′B′〈01|
+V̂ (ρ̂AB⊗|01〉A′B′〈01|)V̂ †
]
(17)
where V̂ = V (πÂB̂) now denotes the swap operator on
Â = AA′ and B̂ = BB′. Similarly for the measurements
Âsymi = B̂
sym
i = Âi ⊗ |0〉 〈0|+ B̂i ⊗ |1〉 〈1| , (18)
such that one finally can check that this is a valid quan-
tum representation with
P = [P + V PV †]/2 = tr[ρ̂symAB Â
sym
i ⊗ Âsymj ]. (19)
From the structure given by Eq. (17) one observes that
ρ̂sym
ÂB̂
is indeed invariant under the swap operator V̂ . Fi-
nally since the negativity is convex and symmetric [54]
one obtains N [ρ̂sym
ÂB̂
] ≤ N [ρ̂AB], while the LOCC mono-
tonicity by measuring the primed systems first provides
N [ρ̂sym
ÂB̂
] ≥ N [ρ̂AB] such that the negativity is indeed in-
variant.
Let us briefly remark how Proposition 1 reduces the
number of free parameters for the semidefinite programs.
Firstly, note that since the underlying state and both
measurements can be chosen to be real, the matrix of mo-
ments can be assumed to be symmetric χ[ρ] = χ[ρ]T . For
the multipartite PPT mixture question of Eqs. (8),(9),
this property can be applied to every bipartition, i.e.,
χ[ρm] = χ[ρm]
T . Concerning the negativity finally, this
property can be further imposed for the operators ap-
pearing in the variational formulation, since a solution
given by ρm = σ
+
m − σ−m with (σ±m)Tm ≥ 0 would imply
the alternative solution ρm = ρ
T
m = (σ
+
m)
T − (σ−m)T with
[(σ±m)
T ]Tm = [(σ±m)
Tm ]T ≥ 0, and hence also its equal-
weight mixture. Therefore in the negativity estimation
as given by the semidefinite programs of Eqs. (4),(9), we
can set additionally that χ[ρm] = χ[ρm]
T and χ[σ±m] =
χ[σ±m]
T .
The statement a) also simplifies the computation of
the respective PPT Tsirelson bounds as given by Eq. (3)
or Eq. (8). Since the state can be assumed to be real
and PPT invariant, this provides the symmetry χ[ρm] =
χ[ρm]
T = χ[ρm]
Tm¯ ≥ 0 for all m.
Finally, whenever one considers a symmetric Bell in-
equality [55], i.e., satisfying Iabxy = Ibayx in the bipar-
tite case, one can impose this symmetry also for the cor-
responding distribution P (a, b|x, y) = P (b, a|y, x), such
that b) of Proposition 1 gets relevant. If both local
maps in the construction of χ[ρ] have an equal number
of moments, then χ[ρ] can be assumed to be invariant
VA¯B¯χ[ρ]V
†
A¯B¯
= χ[ρ] under the swap operator VA¯B¯. This
symmetry in particular helps in the higher levels of the
hierarchy.
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Convergence of respective PPT characterizations
As emphasized in the main text, the method to approx-
imate PPT Tsirelson bounds via Eq. (3) converges to a
description of the commutative set in the limit of an in-
finite number of moments. A similar statement holds for
the multipartite case and PPT mixtures. To show this,
we start this section by formulating the commutative ver-
sion of the respective quantum representation. We then
proceed to show the equivalence between this commu-
tative and the tensor product version in the case of a
finite-dimensional quantum representation and, at last,
prove the convergence. We stress that this convergence
follows from the convergence of the NPA hierarchy [22].
At first let us motivate this distinction between the
tensor product and commutative version: In quantum
information we are commonly used to employ tensor
products for measurements on different subsystems, i.e.,
tr[ρABA ⊗ B]. In contrast, in algebraic field theory for
instance, measurements on different parts are described
by commuting operators [A˜, B˜] = 0, both acting already
on the bipartite state ρ˜ (therefore we use the tilde) such
that expectation values become tr[ρ˜A˜B˜]. If one identifies
A˜ = A⊗1, B˜ = 1⊗B and ρ˜ = ρAB then one sees that all
expectation values using tensor products can be recov-
ered with commuting observables. The converse ques-
tion, however, is still open and is known as Tsirelson’s
problem [56–59].
For clarity, we start with the translation of the bi-
partite PPT constraint ρTA ≥ 0 in commutative terms.
We employ the simplified notions Ai, Bj , . . . introduced
in the main text for measurement operators, and P =
tr[. . . Ai . . . Bj . . .] to indicate the functional form of the
observed probability distribution.
Definition 1. i) A bipartite probability distribution P
has a tensor product PPT quantum representation if
there exists a real state ρAB, local real measurements op-
erators Ai, Bj such that P = tr[ρABAi ⊗ Bj ] and that
ρAB = ρ
TA
AB is PPT invariant.
ii) A bipartite distribution P has a commutative PPT
quantum representation if there exists a real state ρ˜, com-
muting real measurement operators A˜i, B˜j, [A˜i, B˜j ] = 0,
such that P = tr[ρ˜A˜iB˜j ] and for all possible products,
indexed by i = (i1, i2, . . . , in), A˜(i) = A˜i1 A˜i2 . . . A˜in , and
similarly for B˜, it holds
tr[ρ˜A˜(i)B˜(j)] = tr[ρ˜A˜(iT )B˜(j)] (20)
with iT = (in, in−1, . . . , i1).
Proposition 2. Any bipartite probability distribution
which has a tensor product PPT quantum representa-
tion also has a commutative PPT quantum representa-
tion. The converse holds at least if the commutative PPT
quantum representation is finite-dimensional.
Proof. Let us start with the direction i) to ii). The for-
mulation i) is already simplified using Proposition 1. If
we now interpret A˜ = A⊗1, B˜ = 1⊗B and ρ˜ = ρAB then
these operators naturally fulfil the requirements of being
real, that their commutator vanishes and that they pro-
vide the correct expectation values. If one employs the
PPT invariance ρAB = ρ
TA
AB and Ai = A
T
i one obtains
the condition given by Eq. (20) via
tr[ρ˜A˜(i)B˜(j)] = tr[ρABA(i)⊗B(j)] = tr[ρTAABA(i)⊗B(j)]
= tr[ρAB(Ai1Ai2 . . . Ain)
T⊗B(j)]
= tr[ρAB(AinAin−1 . . . Ai1 )⊗B(j)]
= tr[ρABA(i
T )⊗B(j)]
= tr[ρ˜A˜(iT )B˜(j)]. (21)
This finishes the proof in the direction i) to ii).
Let us now turn to the converse. Thus suppose that
ρ˜ and A˜i, B˜j , all acting on the finite-dimensional Hilbert
space H˜, are given as in ii). From these operators we now
construct local measurement operators and a bipartite
quantum state which is PPT; the statement that they
even have the extra symmetries follows from point a)
of Proposition 1. This construction is very analogous to
the corresponding one of the standard Tsirelson problem.
However, in order to show that the conditions given by
Eq. (20) finally prove that the constructed bipartite state
is PPT one has to keep track which operators can be
built up by products of A˜i, B˜j and linear combinations
of them, or, more precisely, by the operators set
Q = {Q ∈ B(H˜)∣∣Q =∑
ij
cijA˜(i)B˜(j), cij ∈ C
}
. (22)
From the given finite-dimensional commuting Hermitian
operators A˜i, B˜j one can infer the following decomposi-
tions
H˜ = ⊕kHAB,k ⊗Kk (23)
= ⊕k(⊕lHA,kl ⊗HB,kl)⊗Kk, (24)
and representations
Q = ⊕kB(HAB,k)⊗ 1, (25)
A˜i = ⊕kAi,k ⊗ 1 = ⊕k(⊕lA˜i,kl ⊗ 1)⊗ 1, (26)
B˜j = ⊕kBj,k ⊗ 1 = ⊕k(⊕l1⊗ B˜j,kl)⊗ 1. (27)
These statements can be inferred for instance from The-
orem A.7 of Ref. [23]: The original structure given by
Eq. (23) comes from the decomposition of (the finite-
dimensional C∗-algebra) Q. The tensor product struc-
ture of HAB,k, included in Eq. (24), originates from the
same argument as in the standard Tsirelson problem, ap-
plied to the operators A˜i,k, B˜j,k acting on HAB,k which
still commute. (In addition to Theorem A.7 of Ref. [23]
one needs to know that B˜j,k are elements of the commu-
tant of C∗-algebra generated by {A˜i,k}).
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Since it will become important shortly, let us stress the
meaning of Eq. (25): It states that any operator of this
form is in the set Q. Note that this structure includes,
in particular, all operators ⊕k[⊕lQkl] ⊗ 1 with Qkl ar-
bitrary. Thus, also the very special operators where all
of these operators Qkl are zero except for one particu-
lar pair, maybe k = k′, l = l′. Hence by appropriately
chosen coefficients cij [Qk′l′ ] it is possible to build up
∑
ij
cij [Qk′l′ ]A˜(i)B˜(j) = Qk′l′ ⊗ 1K
k′
(28)
with Qk′l′ being an arbitrary operator acting on HAB,kl.
Next let us construct the bipartite state. In the follow-
ing we denote by Πkl the projections onto HAB,kl ⊗Kk.
From the structure of the Hilbert space and the measure-
ments one obtains the identity
tr[ρ˜A˜iB˜j ]=
∑
kl
trAB,kl[trKk(Πklρ˜Πkl)A˜i,kl⊗B˜j,kl]. (29)
If one defines pklρ˜AB,kl = trKk(Πklρ˜Πkl) one can inter-
pret Eq. (29) as a classical mixture of bipartite states on
different subsystems. Via appropriate local auxiliary sys-
tem one can combine this into a single bipartite system
ρAB =
∑
pklρ˜AB,kl ⊗ |kl, kl〉A′B′ 〈kl, kl| , (30)
Ai =
∑
A˜i,kl ⊗ |kl〉A′ 〈kl| , (31)
Bj =
∑
B˜j,kl ⊗ |kl〉B′ 〈kl| , (32)
such that tr[ρ˜A˜iB˜j ] = tr[ρABAi⊗Bj] following Eq. (29).
That ρAB is indeed a valid quantum state, while Ai, Bj
are correct operators describing measurements follows
from their structure.
Thus we are left to show that ρAB is PPT, which, by its
form given by Eq. (30), is equivalent to ρ˜AB,kl being PPT
for all k, l. A finite-dimensional operator ρ˜TAAB,kl ≥ 0 is
positive semidefinite if and only if for all operators Qkl ∈
B(HAB,kl) it holds that tr[ρ˜TAAB,klQklQ†kl] ≥ 0 [31]. In
the remaining we show that this inequality holds due to
tr[ρ˜QQ†] ≥ 0 for all operatorsQ ∈ Q and the extra condi-
tions given by Eq. (20). Here it is important to stress that
Q indeed includes all operators Qkl ∈ B(HAB,kl) as re-
marked previously. Using Q ∈ Q with cij = cij [Qk′l′ ] as
given in Eq. (28) for fixed k′, l′, A˜kl(i) = A˜i1,kl . . . A˜in,kl
and a similar shorthand for B˜kl(j), one obtains
tr[ρ˜QQ†] =
∑
cijc
∗
uv tr[ρ˜A˜(i)B˜(j)(A˜(u)B˜(v))
† ]
=
∑
cijc
∗
uv tr[ρ˜A˜(i)A˜(u
T )B˜(j)B˜(v)†]
=
Eq. (20) ∑
cijc
∗
uv tr[ρ˜A˜(u)A˜(i
T )B˜(j)B˜(v)†]
=
∑
cijc
∗
uv tr[ρ˜(A˜(i)A˜(u)
†)T B˜(j)B˜(v)†]
=
∑
cijc
∗
uvpkl
× trAB,kl[ρ˜AB,kl(A˜kl(i)A˜kl(u)†)T ⊗ B˜kl(j)B˜kl(v)†]
=
∑
cijc
∗
uvpkl
× trAB,kl[ρ˜TAAB,klA˜kl(i)A˜kl(u)† ⊗ B˜kl(j)B˜kl(v)†]
= pk′l′ trAB,k′l′ [ρ˜
TA
AB,k′l′Qk′l′Q
†
k′l′ ] ≥ 0. (33)
Here we employ the following: Because A˜i commutes
with every B˜j this property naturally extends to products
[A˜(i), B˜(j)] = 0. Moreover, since the measurement oper-
ators A˜i can be taken real and symmetric, it follows that
A˜(i)† = A˜(iT ) and similarly A˜(k)A˜(iT ) = [A˜(i)A˜(k)†]T .
As indicated the identity given by Eq. (20) is employed
in the third line. Afterwards one uses once more the
block decomposition as already shown previously, and
the identity tr[XY TA ] = tr[XTAY ]. The final inequality
stems from the positivity of the original density operator
ρ˜. This finishes the proof of Proposition 2.
Let us now see how the property of a PPT mixture can
be cast into a commutative version. The equivalence of
both formulations in the finite case is shown similarly as
in the bipartite case.
Definition 2. i) An n-partite probability distribution
P has a tensor product PPT mixture quantum rep-
resentation if there exists a real n-partite state ρ, lo-
cal real measurement operators A1i , A
2
j , . . . , A
n
k such that
P = tr[ρA1i ⊗ A2j ⊗ . . . ⊗ Ank ] and ρ =
∑
m pmρm be-
ing a convex combination of real, PPT invariant states
ρm = ρ
Tm
m for all bipartitions m.
ii) An n-partite probability distribution P has a com-
mutative PPT mixture quantum representation if there
exists a real state ρ˜, commuting real measurement op-
erators A˜1i , A˜
2
j , . . . , A˜
n
k such that P = tr[ρ˜A˜
1
i A˜
2
j . . . A˜
n
k ]
and ρ =
∑
m pmρm is a convex combination of real
“PPT states” ρm for all possible formal bipartitions
m, i.e., each state ρm must satisfy that for all possi-
ble products of operators from partition m, indexed by
i(m) = (ik11 , i
k2
2 , . . . , i
kr
r ) with ks ∈ m for s = 1, . . . , r,
A˜(i(m)) = A˜k1i1 A˜
k2
i2
. . . A˜krir and similar for products for its
complement mc it holds
tr[ρ˜mA˜(i
(m))A˜(j(mc))] = tr[ρ˜mA˜(i
(m)T )A˜(j(mc))] (34)
with i(m)T = (ikrr , i
kr−1
r−1 , . . . , i
k1
1 ).
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Proposition 3. Any probability distribution which has a
tensor product PPT mixture quantum representation also
has a commutative PPT mixture quantum representation.
The converse holds at least if the commutative PPT mix-
ture quantum representation is finite-dimensional.
Proof. The direction from i) to ii) holds by similar argu-
ments as given in the bipartite case.
For the converse direction one proceeds analogously as
in the proof of Proposition 2. From the given measure-
ment operators one can obtain, similar to Eqs.(23)-(27),
a decomposition of the underlying Hilbert space given by
H = ⊕k(⊕lHA1,kl ⊗HA2,kl ⊗ . . .⊗HAn,kl)⊗Kk, (35)
its measurement operators and respective operator setQ,
i.e., the set of all operators generated by linear combina-
tions of products of the measurements [23]. This shows
that all measurements A˜si from system s act only non-
trivial on the part HAs,kl, in analogy to the bipartite
case as given by Eqs. (26),(27). Via the projector Πkl
onto the subspace HA1...An,kl ⊗ Kk one arrives again at
the tensor product form
tr[ρ˜A˜1i . . . A˜
n
j ]
=
∑
kl
pkl trA1...An,kl[σ˜klA˜
1
i,kl ⊗ . . .⊗Anj,kl]. (36)
with pklσ˜kl = pklσ˜A1...An,kl = trKk [Πklρ˜Πkl]. Via auxil-
iary states this classical mixture can be turned into a sin-
gle multipartite state, i.e., ρ =
∑
kl pklσ˜klv ⊗ |kl〉 〈kl|⊗n
and measurements Asi =
∑
v A˜
s
i,kl⊗ |kl〉 〈kl| for each sys-
tem s.
At last one needs to show that ρ is a PPT mixture,
which amounts to verifying that each σ˜kl is a PPT mix-
ture. This decomposition is given by the original expan-
sion ρ˜ =
∑
m ρ˜m into real (in this case un-normalized)
states ρ˜m which satisfy the property given by Eq. (34).
If we set ρm,kl = trKk [Πklρ˜mΠkl] then one obtains a de-
composition
pklσ˜kl =
∑
m
ρ˜m,kl, (37)
which verifies that σ˜kl is a PPT mixture if one can
show that ρ˜m,kl is PPT with respect to bipartition m.
Since we can interpret ρ˜m,kl as a bipartite system on
m and its complement m¯ this boils down to the bi-
partite argument: The condition ρ˜Tmm,kl ≥ 0 is equiv-
alent to tr[ρ˜Tmm,klQklQ
†
kl] ≥ 0 for all operators Qkl ∈
B(HA1...An,kl). Since any operatorQkl can again be writ-
ten as a linear combination of products of the measure-
ment operators, the identities given by Eq. (34) verify
tr[ρ˜Tmm,klQklQ
†
kl] = tr[ρ˜m,klQklQ
†
kl] ≥ 0, where the in-
equality results from the positivity of ρ˜m. This concludes
the proof.
Finally let us state the convergence result. As already
pointed out this is a corollary of the original convergence
proof for the NPA hierarchy [22]. In this part we use the
notation χ(ℓ) to refer to the matrix of moments of level ℓ,
i.e., having for each party a product of up to ℓ local oper-
ators in the construction. We first prove the convergence
of the PPT hierarchy for the bipartite case. This proof
then directly generalizes to a PPT hierarchy for a single
bipartitionm in the multipartite case, which finally helps
to prove the convergence of the PPT mixture in the end.
Note that the condition χ(ℓ)[P,u]tr = 1 does not appear
since we explicitly talk about probability distributions.
Proposition 4. If a bipartite distribution P satisfies
χ(ℓ)[P, u] = χ(ℓ)[P, u]TA¯ = χ(ℓ)[P, u]T ≥ 0 via suitable
u for all levels ℓ, then it has a (potentially infinite-
dimensional) commutative PPT quantum representation.
Proof. In the following we use the label s, t, v, w to de-
note sequences of measurement operators, e.g., s =
(s1, s2, . . . , sn) with A(s) = As1As2 . . . Asn . However, if
we employ i, j it refers to a single index, and i = 0 or
j = 0 should correspond to the identity operator. The
structure of χ(ℓ), as given by Eq. (1) for ℓ = 1, is such
that the matrix elements correspond to expectation val-
ues
〈st|χ(ℓ)|vw〉 = tr{ρ[A(s)⊗B(t)][A(v) ⊗B(w)]†}. (38)
The identities given by the described partial informa-
tion can be parsed as 〈st|χ(ℓ)|vw〉 = 〈s′t′|χ(ℓ)|v′w′〉 if
A(s)A(v)† ⊗B(t)B(w)† = A(s′)A(v′)† ⊗B(t′)B(w′)† by
the properties satisfied by operators, which are listed
as 1) − 3) in the main text. The two extra require-
ments provide the additional relations 〈st|χ(ℓ)|vw〉 =
〈vt|χ(ℓ)|sw〉 = 〈vw|χ(ℓ)|st〉.
Next let us summarize the convergence idea of the NPA
hierarchy [22]. Suppose that χ(ℓ)[P, u] = χ(ℓ)[P, u]TA¯ =
χ(ℓ)[P, u]T ≥ 0 exists for each level ℓ, then there is also
a limit χ(∞) ≥ 0 which satisfies all the listed identities.
For this infinite-dimensional matrix one can associate a
set of vectors {|est〉} with 〈st|χ(∞)|vw〉 = 〈est|evw〉. Via
this set one now defines the measurements and the corre-
sponding state. The measurements are Aˆi = proj({|est〉 :
s1 = i}) where proj stands for the projector onto the cor-
responding set. Similarly one defines Bˆj = proj({|est〉 :
t1 = j}), while the state is given by ρˆ = |e00〉 〈e00|. As
shown in detail in Ref. [22] these measurements satisfy
Aˆi |est〉 = |es˜t〉 with s˜ = (i, s) and similar for Bˆj due
to the linear constraints. These choices reproduce the
observed expectation values since
Pij = 〈e00|eij〉 = 〈e00|AˆiBˆj |e00〉
= tr[|e00〉 〈e00| AˆiBˆj ] = tr[ρˆAˆiBˆj ]. (39)
Moreover, besides being true projectors, the operators
Aˆi, Bˆj fulfil the projector identity and commute.
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Now let us add the remaining properties. First, let us
point out that since χ(∞) = χ(∞)T the set {|est〉} can be
chosen to be a set of real vectors. Therefore, the state and
also the measurements are real symmetric, which implies
in particular Aˆ(s)† = Aˆ(sT ). Thus we are left to show
the property given by Eq. (20). However, this follows
from the extra requirement 〈st|χ(∞)|vw〉 = 〈vt|χ(∞)|sw〉
since
tr[ρˆAˆ(s)Bˆ(t)] = 〈e00|Aˆ(s)Bˆ(t)|e00〉
= 〈e00|est〉 = 〈es0|e0t〉 = 〈e00|Aˆ(s)†Bˆ(t)|e00〉
= 〈e00|Aˆ(sT )Bˆ(t)|e00〉 = tr[ρˆAˆ(sT )Bˆ(t)]. (40)
This concludes the convergence proof.
Let us remark that the proof works equivalently in
the multipartite case if one is only interested in a sin-
gle bipartition m: If an n-partite distribution P sat-
isfies χ(ℓ)[P, u] = χ(ℓ)[P, u]Tm¯ = χ(ℓ)[P, u]T ≥ 0 via
suitable u for all levels ℓ, then it has a (potentially
infinite-dimensional) commutative PPT quantum repre-
sentation with respect to partition m. As for the bi-
partite case one uses the convergence statement in the
multipartite case to show existence of a respective state
ρˆ and commuting measurements Aˆ1i , . . . , Aˆ
n
k . The addi-
tional linear requirements given by Eq. (34) for m are
shown similarly as in Eq. (40) by using the identities
χ(ℓ)[P, u] = χ(ℓ)[P, u]Tm¯ = χ(ℓ)[P, u]T .
Before we continue we like to clarify another point:
As seen in the proof of Proposition 4 one always ob-
tains a pure state ρ˜ = |ψ〉 〈ψ| in the commutative ver-
sion. However, since any pure PPT state of a tensor
product Hilbert space is separable and thus possesses a
LHV model, one could ask whether this implies that any
(finite-dimensional) PPT state must necessarily satisfy
all Bell inequalities. This would prove the Peres conjec-
ture, at least, in the finite-dimensional case. However
this is not true. Indeed, even if the state in the commu-
tative version is pure, the related bipartite, tensor prod-
uct state following the procedure outlined in the proof of
Proposition 2 does not have to be. More precisely, this
bipartite state ρAB is given by Eq. (30), where the partial
trace over Kk in ρAB,kl = trKk(Πkl |ψ〉 〈ψ|Πkl) results in
a mixed PPT state. This extra system Kk can be consid-
ered as a purifying system of each bipartite state ρAB,kl
to Πkl |ψ〉, which would then be pure if one translates it
into commutative terms. Finally note that the purifying
systems Kk would vanish if the commuting measurements
A˜i, B˜j would generate B(H˜).
At last, we prove the convergence of the characteriza-
tion of an n-partite distribution P with an underlying
PPT mixture, which shows that the hierarchy given by
Eq. (8) is complete.
Proposition 5. If an n-partite distribution P satis-
fies χ(ℓ)[P, u] =
∑
χ(ℓ)[Pm, um] with χ
(ℓ)[Pm, um] =
χ(ℓ)[Pm, um]
Tm¯ =χ(ℓ)[Pm, um]
T ≥ 0 via suitable Pm, um
for all levels ℓ, then it has a (potentially infinite-
dimensional) commutative PPT mixture quantum repre-
sentation.
Proof. From the remark after Proposition 4 we know that
the conditions on χ(ℓ)[Pm, um] for all ℓ show that there
exists an (un-normalized) distribution Pm which has a
commutative PPT quantum representation for the bipar-
tition m. Let us refer to this representation as the state
σm and measurements A
1|m
i , A
2|m
j , . . . , A
n|m
k . Note that
here, because the probabilities Pm are not normalized
but we rather have
∑
m Pm = P , the state ρm satisfies
tr(ρm) = χ[Pm, um]tr.
From this one can construct a commutative PPT mix-
ture representation for the given n-partite distribution P
by using H = ⊕mHm, ρ = ⊕mσm and Asi = ⊕mAs|mi for
each system s. This construction directly ensures positiv-
ity and that the measurements commute. A commutative
PPT mixture decomposition of the state is then given by
ρ =
∑
m ρm with (un-normalized) states ρm = ΠmρΠm
and Πm denoting the projector onto Hm. That these
states ρm indeed satisfy the relations given by Eq. (34)
follows from the corresponding identities on σm since
ρmA
s
i = σmA
s|m
i for each system s and similarly for prod-
ucts of more operators. This concludes the proof.
