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ABSTRACT Electronic health records (EHRs) are providing increased access to healthcare data that can
be made available for advanced data analysis. This can be used by the healthcare professionals to make a
more informed decision providing improved quality of care. However, due to the inherent heterogeneous
and imbalanced characteristics of medical data from EHRs, data analysis task faces a big challenge.
In this paper, we address the challenges of imbalanced medical data about a brain tumor diagnosis problem.
Morphometric analysis of histopathological images is rapidly emerging as a valuable diagnostic tool for
neuropathology. Oligodendroglioma is one type of brain tumor that has a good response to treatment provided
the tumor subtype is recognized accurately. The genetic variant, 1p-/19q-, has recently been found to have
high chemosensitivity, and has morphological attributes that may lend it to automated image analysis and
histological processing and diagnosis. This paper aims to achieve a fast, affordable, and objective diagnosis of
this genetic variant of oligodendroglioma with a novel data mining approach combining a feature selection
and ensemble-based classification. In this paper, 63 instances of brain tumor with oligodendroglioma are
obtained due to prevalence and incidence of the tumor variant. In order to minimize the effect of an
imbalanced healthcare data set, a global optimization-based hybrid wrapper-filter feature selection with
ensemble classification is applied. The experiment results show that the proposed approach outperforms the
standard techniques used in brain tumor classification problem to overcome the imbalanced characteristics
of medical data.
INDEX TERMS Brain tumor, morphological features, ANNIGMA,MRMR, feature selection, classification.
I. INTRODUCTION
Due to the widespread use of Electronic Health
Records (EHRs) in many healthcare facilities, healthcare data
are available for analysis in order to improve the quality
of patient care more efficiently. However, exploration of
healthcare/medical data is challenging due to its inherent
heterogeneity, incompleteness, unbalanced and high dimen-
sional nature. Often medical data are heterogeneous where
the patients’ recordings have different types of values, includ-
ing real and integer with different ranges, image and text
types. Most of the time, collection of medical data is not
done purposely, instead; the data come as a by-product from
the health care system. Due to the many dangerous and cost-
sensitive natures of the diagnostic tests, components of data
and related diagnosis tests are not always completed unless it
is strictly required. Often the classes of patients who have
the disease are significantly less than who don’t have the
disease. Therefore, data can be incomplete and unbalanced
inherently. Finally, the data analysis approach should be able
to interpret the results of analysis; a black box technique
is highly unlikely to be accepted by the practitioners in a
healthcare system. To deal with this challenge, the demand
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of advanced data driven and machine learning techniques
is constantly increasing. This paper addresses the issue of
imbalanced healthcare/medical data through a case study
using real brain tumor diagnosis problem.
Morphometric analysis of histopathological images is
rapidly emerging as a valuable diagnostic tool for a variety
of diseases [1]–[5], especially true tumor automated diag-
nostics. Enhanced computer imaging and analysis are paving
the way for programs such as PAPNET, which is a program
designed to achieve automatic diagnosis of cervical cancer
through morphometric analysis of pap smears [5].
Oligodendroglioma is a subset of brain tumors, which
has a high rate of responsiveness to chemotherapy. A cor-
relation between chemosensitivity and a genetic variation
of oligodendrogliomas on two particular alleles has recently
been observed [6], [7]. The total loss of chromosome
arms 1p and 19q is defined as ‘‘1p-/19q’’ and is known as
the genetic variation [6]. It increases the chemosensitivity of
the tumor to treatment and can lead to a better outcome [7].
The current gold standard in diagnosing oligoden-
drogliomas is histopathological classification. This technique
requires extensive subjective decision making based on his-
tological characteristics seen in the prepared slides and has
led to a wide variance in diagnosis of oligodendrogliomas
and a subsequent high degree of uncertainty in the incidence
and prevalence of the tumor. Molecular testing of 1p/19q
co-deletion with fluorescent in situ hybridization provides
an accurate diagnosis but is an expensive technique and in
most countries without a highly-developed medical system
not available.
The 1p/19q co-deletion has characteristic features on
hematoxylin-Eosin (H&E) stained tumorigenic slides, which
are indicative of an oligodendroglioma [8]. These include
round homogeneous nuclei, chicken wire like vasculature and
perinuclear halos (cytoplasmic clearing). The chromosome
deletion can result in a different blood vessel distribution
and a deviated boundary property of the nuclei by influenc-
ing the structural organization of the chromatin within the
nucleus [10]. A recently conducted study by Scheie investi-
gated the association between ten such histological variables,
location and genetic losses at 1p, 19q [9]. They found that the
most significant feature was the round homogeneous nuclei.
A more recent pilot study confirmed the ability of auto-
mated feature analysis combined with data mining to identify
the 1p,19q variant [52], [53].
Histological classification may also be performed by
Weber local descriptor image analysis and Grey value
co-occurrence statistics. However, they are not reliable
enough for H&E stained oligodendroglioma classifica-
tion [11]. Wavelet-based measures have also been described
throughout the literature [12], [13].
Image texture as a function of the grey scale values that
make up the image texture can also be analysed using frac-
tal geometry [14]. Fractal analysis [15]–[18] has been used
for classifying malignant and nonmalignant tumors. Results
confirm the scale invariance of 2D grey scale histological
images and the suitability of chaos theory to analyze them.
In order to find the difference between the images collected
from non-malignant and malignant mammary tumors, corre-
lation dimension and Higuchi’s dimension analysis have been
used in [14] and [18]. However, a major drawback of the
available data collection and diagnosis approach is that brain
tumor data from patients are imbalanced and smaller in size.
This study aimed to achieve fast, affordable and objec-
tive diagnosis of an oligodendroglioma. More specifically
the study aimed to identify oligodendrogliomas with the
chemosensitive attribute of co-deletion on the 1p/19q alleles
using a set of morphological features, including fractal anal-
ysis from an unbalanced small data and combining this with
novel data mining algorithms.
This paper proposes a globally optimized hybrid siginif-
icant tumor feature selection algorithm which is combined
with bagging and decision tree to generate an interpretable
set of simplified diagnosis rule for tumor classification. The
hybrid tumor feature selection combines a wrapper heuris-
tic score computed from a Globally optimized Artificial
Neural Network Input Gain Measurment Approximation
(GANNIGMA) score [47] which is derived from an Artificial
Neural network (ANN) based wrapper with a filter heuristic
score. Global optimization in the training of wrapper and
thereby, computation of the hybrid feature score in the pro-
posed feature selection and ensemble technique in classifi-
cation enhances the performance of diagnostic classifier to
overcome the shortcoming of imbalanced data set.
The organization of the paper and description of differ-
ent sections are as follows. A review of the related lit-
erature is provided in Section 2. Proposed approach for
hybrid feature selection and ensemble classification to aid
brain tumor diagnosis is described in Section 3. Results are
reported and discussed in Section 4. Conclusions are made
in Section 5.
II. RELATED LITERATURE
Computationally intelligent techniques and data mining
approaches have increasingly been used for disease diag-
nosis [19]–[26], [55]–[59]. Many approaches and tech-
niques have been reported for automatic classification of
brain tumors, mostly in Computed Tomography (CT) and
Magnetic Resonance Imaging (MRI) [27]–[33]. Classifi-
cation methods included support vector machine (SVM)
[34], [35], neural network [36], knowledge-based tech-
niques [37], expectation–maximization (EM) algorithms and
Fuzzy c-means (FCM) clustering.
An approach for classification of brain tumor tissues into
normal, benign or malignant tumors was discussed in [34].
These authors used magnetic resonance images (MRI) and
applied SVM and genetic algorithms (GA). They used the
most common kernel functions, including linear, polynomial
of various degrees and Radial Basis Function (RBF) [38].
The input to the SVM algorithm where the feature sub-
set selected using GA during the data pre-processing step.
In this approach, the accuracy of identifying any type of
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tumor varied from 94.44 to 98.14%. No detail was given of
the dataset and the type of tumors included in the analysis.
Hum et al. [39] applied GA and data mining techniques
for classification of glioma subclasses and extracted histolog-
ical features from atomic force microscopy (AFM) images.
Results were computed overall possible parameter configu-
rations, and computational experiments performed 100 runs
to overcome stochasticity of results. The algorithm was able
to distinguished grade II tumors (low-grade gliomas, which
grow slowly) from grade IV tumors with a classification
accuracy of 94.74%. However, the oligodendroglioma brain
tumor was not included in the analysis [39].
Similarly, Papageevgious and Spyridonos [41] proposed
a brain tumor grading model using fuzzy cognitive maps
but did not include ologodendrogliomas. Fuzzy cognitive
maps used to represent and model experience, expertise and
heuristic of experts obtained a diagnostic output accuracy of
90.26% & 93.22 % for low grade and high-grade brain tumor
respectively.
Nabizadeh and Kubat [42] have developed a highly accu-
rate, low computational cost and fully automated system
based on statistical features and compared this to Gabor
wavelet features using several classifiers to detect portions
of a tumor and delineate the tumor area from MRI images.
An artificial neural networks-based method to detect brain
tumor tissue from MRI images. A comparative effectiveness
of the performances of statistical features and Gabor wavelet
features for different wrapper classifiers has been accom-
plished in their study [42]. They claimed that their technique
performs effectively in segmenting brain tumor tissues, which
provide high classification accuracy and has a required low
computational cost. But their proposed work did not include
grading the tumors to classify Oligodendroglia.
Kharat et al. [43] proposed an artificial neural network
based method to find out abnormalities of brain tumor on
MRI images. The ANN in [43] was a combination of feed-
forward and feedback propagation neural networks, including
a number of processing steps such as segmentation of an
image, extraction of features from the images and learn-
ing of a model from the training image data. The research
with the highest reported accuracy of 99% for detection
of brain tumors was reported using MRI and naïve Bayes
classification in [44]. The tumor region was extracted by
applying boundary detection methods and K-means cluster-
ing. However, none of the above methods considered oligo-
dendrogliomas. As the 1p,19q variant has a good treatment
outcome compared to other gliomas but requires specific
treatment, it is very essential to accurately detect this tumor
variant and distinguishes it from other gliomas.
III. METHODOLOGY
A. HISTOLOGICAL CHARACTERISTICS AND
BRAIN TUMOR DIAGNOSIS PROBLEM
The data collection procedure from different patients was
approved by the University of Sydney Human Ethics
Committee (HREC# 12353). Neurology patients at the
Royal Prince Alfred Hospital, Sydney Australia with and
without the 1p19q co-deletion variant of ologodendroglioma
was identified by neuropathologists following an autopsy and
genetic testing with fluorescent in-situ hybridisation (FISH)
and following the recommended procedure of a manufac-
turer of commercial Vysis FISH BAC probes (1p36/1p25 +
19q13/19p13 FISH probe kit) (Abbott Molecular, USA).
Pathology samples cut at 5 micron thickness were fixed
in formalin and embedded in paraffin before staining with
hematoxylin and Eosin to view nuclei and surrounding cell
details within the tissue. The Zeiss AxioCam HR camera
linked to a Zeiss Axioxope A.1 microscope was used to
conduct the image acquistion. The the collected images
were analysed in triplicate at 40X magnification at 300 dpi
resolution on a Zeiss Axiovision 4.8 (Zeiss, Germany)
for the required histological characteristics and 1p,19q co-
deletions confirmed. Morphological features were obtained
with standard image analysis software (Metamorph V7.6.4.0,
Molecular devices, CA). From the pathology slides the nuclei
were segmented. Then different tumor features have been
extracted from the segmentation, including equivalent sphere
surface area, shape factor, orientation, height, width, inner
radius, mean radius, outer radius, equivalent radius, area,
and equivalent sphere volume. A sample image has been
presented in Fig 1.
B. PROPOSED GANNIGMA BASED HYBRID FEATURE
SELECTION WITH ENSEMBLE TECHNIQUE
The proposed approach develops a globally optimized Arti-
ficial Neural Network Input Gain Measurment Approxima-
tion (GANNIGMA) based hybrid feature selection which is
combined with an ensemble classification (GANNIGMA-
ensemble) technique to generate the diagnostic decision rule.
The GANNIGMA hybrid feature selection in the proposed
approach finds the significant features which help to generate
a simplified rule. Ensemble classifier improves the classifi-
cation accuracy. The feature selection based ensemble frame
work is presented in Fig 2.
1) GANNIGMA HYBRID FEATURE SELECTION USING GLOBAL
OPTIMIZATOION AND ARTIFICIAL NEURAL NETWORK (ANN)
Filter approach can find the intrinsic relationships between
the individual diagnosis feature and tumor class. However,
filter approach did not use any performance evaluation crite-
ria based on accuracies. The filter is computationally cheap
but does not ensure that the selected final tumor feature
set would be the most significant in terms of performance.
In contrast, wrapper approach uses accuracy based
performance evaluation. Since the wrapper approach uses a
classification accuracy based performance evaluation criteria
during training, it can be ensured from wrapper approach that
selected subset by the wrapper can achieve a better pefor-
mance; however, it may take more computational cost. The
proposed hybrid approach integrates the knowledge about
the intrinsic relationship between a particular feature with
corresponding class estimated by the filter in the wrapper
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FIGURE 1. H&E stained histology slide showing perinuclear halo and chicken wire-like vasculature (40X magnification).
FIGURE 2. Proposed feature slection with the ensemble classification framework.
search process and takes advantages of the complementary
properties of both approaches.
In our proposed tumor feature selection approach, a mutual
information (MI) based Maximum Relevance Minimum
Redundancy (MRMR) [47], [48] filter ranking heuristic is
combined with the wrapper heuristic. The wrapper is taken
as an Artificial Neural Network (ANN) [47], [48]. A wrapper
heuristic is computed, which is Artificial Neural Network
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Input Gain Measurement Approximation (ANNIGMA)
[47], [48]. The hybridization ofwrapper and filter is presented
in the top part of Fig.2.
Improvements for both approacheswere achieved by incor-
porating the filter feature ranking score with the wrapper
approach to speed up the search process. Then an induc-
tion algorithm is used during the wrapper training pro-
cess for selecting the optimal feature subset. The maximum
relevance (MR) [48] algorithm contributed to redundancy
while selecting the features that are highly relevant to class
but highly correlated. Therefore, a redundancy function is
incorporated (MR-Minimum Redundancy;MRMR) into the
MR algorithm as in Eq. (1).
MRMR = 1
max s|S|
∑
fp∈S I
(
Fp; c
)
− 1|S|2
∑
p,q∈S I (Fp;Fq) (1)
Where I(Fp;Fq) is the mutual information between the
features Fp and Fq.
FIGURE 3. Multilaer Perceptron in Artificial Nneural Network.
2) COMPUTATION OF GLOBAL
ANNIGMA (GANNIGMA) SCORE
Artificial Neural Network Input Gain Measurement Approx-
imation (ANNIGMA) [47] is computed from the wrapper
training of ANN. In general, a three-layer ANN has a struc-
ture as presented in Fig 3. Let us assume that the input, hidden
and output layer are denoted as i, j, k. The logistic activation
function is denoted as ‘‘Q’’ as below
Q(z) = (1/(1+ exp(−z))) (2)
A linear function is considered for first and second layer, then
network output is as (3). Here Fi are the input tumor feature
Ok =
∑
j
Q
(∑
i
Fi ×Wij
)
×Wjk (3)
The local gain for input tumor feature Fi is as (4)
LGik = 1Ok
1Fi
(4)
The local gain is transformed as defined in [47] and (5):
LGik =
∑
j
|Wij ×Wjk | (5)
For feature-i (Fi) is the local gain (LG) normalized based on
a unity scale as (6) which is the ANNIGMA.
ANNIGMA(Fi) = LGik
max imum (i)LGik
(6)
The standard back propogation training algorithm of ANN
provides locally optimized parameters, which could be worse
for imbalanced dataset. Therefore, a global optimization
approach has been adopted with the standard backpropaga-
tion training. An Algorithm for Global Optimization Prob-
lem (AGOP) proposed in [45] and [46] is applied for optimal
estimation of ANN parameters in the training of ANN.
An average optimal wrapper heuristic for a Global
ANNIGMA (GANNIGMA) scores is computed using an
n-fold cross validation during the training of ANN.
The GANNIGMA score over cross-validation is computed
as Eq. (7):
GANNIGMA(Fp)average
=
(
1
n
)
(GANNIGMA
(
Fp
)
1 + . . .+ (GANNIGMA
(
Fp
)
n
(7)
The maximum relevance score of a candidate tumor feature
in a candidate subset and redundancy score beteween the
candidate feature from the rest of the subset are used to
calculate the Maximum Relevance and Minimum Redun-
dancy (MRMR) score [48]–[50] which have been shown in
Eq. (8):
max
Fi∈F−Fl−1
 1|S|∑
fi∈S
I (Fi; c)− 1l − 1
∑
Fj∈Fl−1
I (Fi;Fj)
 (8)
Since the combination of the candidate features in the subset
and rest of the feature can be very large, an incremental search
approach [49] has been used to calculate theMRMR score for
candidate tumor feature. Then the features are ordered based
on an equivalent weighted score which is presented in Eq. (9):
Weighted MRMR
(
Fp
)
= 1−
(
Rank feature
(
Fp
)
in MRMR
|F|
)
(9)
A combined score for the MRMR-GANNIGMA hybrid
approach is finally computed as in Eq. (10):
Combined Score (MRMR−GANNIGMA;FP)
= Weighted MRMR Score (FP)+ GANNIGMA(FP)average
(10)
In the wrapper stage a Multilayer Perceptron (MLP) Network
(as illustrated in Fig. 3) [47], [48] is used, which is trained by
combining AGOP and an n-fold cross-validation approach.
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In the BE iteration, a number of trial runs has been executed
with the n-fold cross validation. The average classification
accuracy of the trial runs with its corresponding n-fold of
the wrapper has been used to evaluate the feature subset.
A backward elimination (BE) process updates MRMR and
ANNIGMA [47], [48] and the combined score in every iter-
ation. The tumor feature with the lowest combined score is
excluded from the candidate set in each iteration, and the
iterative process is continued for a cardinality of the candidate
feature set equals to one. The subset with the highest accuracy
and with the least cardinality is then chosen as the final
feature subset.
3) ENSEMBLE CLASSIFICATION AND RULE GENERATION
Following the feature selection, classification of the test
examples is performed using decision tree in combination
with Bootstrap aggregating or bagging [50] machine learn-
ing algorithms. Bagging is a simple algorithm which uses
bootstrap sampling. Given a training dataset T containing
n examples, a sample of training examples, Tm, where m is
1 toM is created by selecting n examples uniformly at random
with replacement from T (some examples can be selected
repeatedlywhile somemay not be selected at all). A particular
classifier Hm : m = 1..,M is learned based on the actual
training set Tm. Then a compound classifier (H ) is created
by aggregating the particular classifiers. A new instance ti is
then classified to class cj according to the number of votes
obtained from particular classifiers Hm as in Eq. 11.
H
(
ti, cj
) = sign(∑M
m=1 βmHm
(
ti, cj
))
(11)
Where parameters βm:m = 1, . . . ,M are determined to
optimize the final prediction by selecting the most accurate
classifiers.
A decision tree is a popular data mining approach
which focuses on creating a decision rule generation model.
Decision tree can predict the value of a target feature by
TABLE 1. Classification accuracy obtained using GANNIGMA feature selection with MRMR, AGOP, bagging and decision tree.
TABLE 2. Comparison of classification accuracy for different combinations of feature selection and classification techniques.
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FIGURE 4. Deceision tree computed by proposed approaches with the ensemble technique. (a) GANNIGMA+ Bagging +
decision Tree. (b). GANNIGMA + MRMR + Decision Tree. (c). All Feature+ Bagging + decision Tree.
constructing a tree from the given input features through
a divide and conquer process (DAC). DAC process in the
decision tree is based on a recursive partitioning of the input
feature spaces into many subspaces according to the value of
a candidate input feature. The candidate feature is selected by
using a goodness measure of the feature from a set of ranked
features. Different goodness measure can be used for ranking
including Gain ratio, a likelihood ratio. The leaves of the tree
are labeled either as a class value or a probability distribution
of the class. Bagging can be performed in order to improve
the stability and accuracy of the decision tree [19]–[22].
The classification efficiency of the proposed approach is
compared with a Support VectorMachine (SVM) [51] with or
without using GANNIGMA hybrid feature classification and
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Bagging algorithms. In SVMs, examples are represented as
points mapped into a space such that the examples of different
classes are divided by a hyperplane and a new example is pre-
dicted to a clss based on which side of the hyperplane it falls.
SVM determines a hyperplane through a training process.
C. PERFORMANCE MEASURE
The performance of the proposed classification approach is
evaluated using different standardmeasures based on receiver
operating characteristics (ROC) graph metrics, True Posi-
tive (TP), True negative (TN), False Positive (FP) and False
Negative (FN), whereTP is the total number of true positives
(patient’s with brain tumor), TN is the total number of true
negatives; FN is the total number of false negatives, and FP
is the total number of false positives. ROC is important per-
formance metric to evaluate the performances of a classifier.
In ROC, True positive (TP) rate is plotted on the Y-axis of
ROC graph and FP rate is plotted on the X-axis of the graph.
The method to calculate area under ROC graph is calculated
from the unit square area from ROC and is in the range
of 0 to 1.
RecallorTurePositiveRate (TPR)
=
∑
Truepositive∑
Conditionpositive
= TP
TP+ FN (12)
FalsePositiveRate (FPR)
=
∑
Falsepositive∑
Conditionnegative
= FP
N
= FP
FP+ TN (13)
Precision
=
∑
Truepositive∑
Testoutcomepositive
= TP
TP+ FP (14)
The F-measure (F), a measure that combines precision and
recall as the harmonic mean of precision and recall is also
computed as follows:
F = 2× precision× recall
precision+ recall (15)
IV. RESULT AND DISCUSSION
The proposed approach is tested on a brain tumor dataset
of 63 samples with and without the 1p,19q co-deletion. The
results are summarized in Table 1 and discussed as follows.
Comparisons of the classification accuracy for different com-
binations of feature selection and classification techniques
are summarized in Table 2. Bagging with decision tree per-
formed better compared to other combinations is similar to
the findings of [19]. However, the approach [19] is applied
for the classification of thyroid disease.
The decision rules obtained by the wrapper approach
GANNIGMA+ Bagging + decision Tree are presented
in Fig 4(a) which has a tree size of 19. In Fig 4(b),
GANNIGMA+MRMR+ Decision Tree achieves a smaller
tree size of 17. However, while using the hybrid feature selec-
tion (GANNIGMA+ MRMR + Bagging+ Decision Tree),
the decision rules obtained are more simplified as in Fig 5.
FIGURE 5. Rule from GANNIGMA+ MRMR+ Bagging+ Decision Tree.
The results indicate that GANNIGMA feature selection
based proposed ensemble approach provides a more sim-
plified decision rule with higher accuracies, which can be
incorporated in neuropathology diagnostics. The imbalanced
dataset is an inherent limitation in healthcare data, which is
overcome by globally optimized feature selection, bootstrap-
ping and cross-validation. The segmentation of the images
and the selection of the morphological features requires fur-
ther work to improve the classification accuracy [52]–[54].
V. CONCLUSION
The proposed hybrid feature selection with ensemble clas-
sification technique in this paper combines a Maximum
Relevance and Minimum Redundancy filter heuristic with
a globally optimized wrapper heuristic GANNIGMA. The
proposed approach aggregates the complementary properties
of a filter and a wrapper heuristics and integrates that in
the ensemble classification for brain tumor classification.
The results clearly indicate that the proposed feature selec-
tion and ensemble classification with bagging and decision
tree outperform all other existing algorithms and are able
to provide a simplified diagnostic rule set that can be used
in pathology diagnosis for imbalanced brain tumor dataset.
Future work may include application of different search
strategies in the feature selection and ensemble techniques
with the additional morphological features. Also a statistical
approach using regression analysis can be applied to generate
pathology diagnostic rule and can be cpompared with the
current approach in future.
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