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INTRODUCTION 
Our purpose is to establish the existence of periodic solutions of some 
systems of ordinary differential equations of the form (in n-vector notation) 
* = q+? t) +f(x) (E) 
where the components of f behave like homogeneous polynomials in the 
components of x at points far enough from the origin and the components of 
B(x, t) have period T in t and are of lower order in x than the components 
of f(x). Our main results (Theorem 1 and Corollary 2) are for the case in 
which the components off behave like homogeneous polynomials of the same 
degree. If the polynomials are of different degree, we obtain a result 
(Theorem 2) only if n = 2 and the expression which depends explicitly on t 
has the form EC(X, t) where E is a small parameter. The technique used is 
an extension of that used in a previous paper [I]. The underlying idea is to 
study the solutions of (E) near the Bendixson point at infinity by studying 
the stability of the origin as a critical point of the inverted system. We 
thus reduce the problem of periodic solutions to that of asymptotic 
stability of critical points. In particular, the results here are obtained by 
applying converses, due to Zubov and Massera, of the Lyapunov Asymptotic 
Stability Theorem. 
The literature on the subject of periodic solutions is enormous, and we 
will restrict ourselves to describing only some of the work most closely 
related to our results. Systems of the form (E) are systems with “large” 
nonlinearities and they fall between the quasi-linear systems, i.e., systems 
in which the nonlinear term has coefficient E where E is an arbitrarily small 
parameter, and degenerate systems, i.e., systems of the form 
Ek-? =f(x, t, E), m 
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where E is an arbitrarily small parameter. (If we write E = l/A4 then (D) 
may be regarded as a system like (E) except that the right-hand side has 
“very large” nonlinearities.) For quasilinear systems, there is a coherent 
and well-developed analytic theory of periodic solutions. See Hale [2], 
Malkin [3], Cesari [4]. For degenerate systems, there is also an analytic 
theory. See Cesari [4]. For systems of the form (E) the known theory of 
periodic solutions is incomplete and is largely restricted to two-dimensional 
systems. Indeed much of the theory is applicable only to single second-order 
equations. This is in spite of the fact that systems with large nonlinearities 
arise in many physical problems. The difficulty is that in studying (E) one 
cannot, in any sense, stay “near” a system which is known. This is in contrast 
to the quasilinear and degenerate systems. Consequently it has been necessary 
so far to use qualitative, i.e., topological, methods to study periodic 
solutions of (E); so many of the results are only existence theorems. (An 
exception is the work of Cesari [.5] in which topological and analytical methods 
have been applied to obtain both qualitative and quantitative information.) 
Use of topological methods, in particular the Poincare-Bendixson Theorem 
and the Brouwer Fixed Point Theorem, to obtain periodic solutions for 
autonomous and nonautonomous systems, respectively, is a standard tech- 
nique, and a detailed discussion of much of the fundamental work (with 
references) due to van der Pol, Lienard, Lefschetz, Levinson, Levinson 
and Smith, Cartwright, and Cartwright and Littlewood may be found in 
Lefschetz [6, Chapter XI]. The prototypes of these periodic solutions are the 
“relaxation oscillations” described by Levinson and Smith [7, p. 3831. 
All of these results are for single second-order equations, and most of the 
extensions of these results also deal with single second-order equations. 
(One exception is the work of Ezeilo [8, 91 on third-order equations.) An 
entirely different viewpoint was developed by Gomory [ZO] whose work is 
based on using Poincare’s extension of the given differential equation to the 
projective plane. See Lefschetz [6, p. 201 ff.]. Gomory’s results on periodic 
solutions for 2-dimensional systems were extended in [II] and Coleman [Z2] 
has used similar methods to study periodic solutions of 3-dimensional 
systems. 
The projective plane is a completion of the Euclidean plane obtained by 
adjoining the “line at infinity.” Although we use the Bendixson “point at 
infinity” rather than the “line at infinity,” the approach used here is similar 
to Gomory’s. In Section I, we obtain an existence theorem for periodic 
solutions of (E) if the components off behave like homogeneous polynomials 
of the same degree at points far from the origin. The required hypothesis is 
that the origin be an asymptotically stable critical point of a simplified version 
of (E). In Section II, practical sufficient conditions that this hypothesis be 
verified are described for 71 = 2 and n = 3, and the results compared with 
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those of Gomory [IO] and Coleman [12]. In Section III, periodic solutions 
for (E) are obtained for a class of equations in which the components off 
are polynomials which are, in general, not of the same degree. In Section IV 
we compare our hypothesis about asymptotic stability with the physically 
reasonable hypothesis of dissipativeness introduced by Levinson [13]. 
I. AN EXISTENCE THEOREM IF THE POLYNOMIALS HAVE 
THE SAME DEGREE 
We study the real n-dimensional nonautonomous system: 
Ri = Bt(xl ,..., x,, t) +pyx, ,..., x,) (i = l,..., n), (1) 
where p’,“‘(xl ,..., xn) is a polynomial homogeneous of degree s, where s > 1, 
in xi ,..., x,, and each &(x1 , . . . . x, , t) has the following properties: 
(1) Bi has continuous first derivatives in all variables for all real values 
of Xi )..., x, ) t; 
(2) Bi has period T in t, and at least one of the Be’s is explicitly a function 
of t; 
(3) Bi has order less than s in x1 ,..., x,, ; i.e., if 
92 
r2 = 1 xi2 
i=l 
then 
lirn Bi(Xl ,..., X, , t> = 0 
r-%x rs 
uniformly in t. 
THEOREM 1. If 0 is an asymptotically stable critical point (us deJined, 
e.g., by Lefschetz [6, p. 781) of 
then (1) has a solution of period T. 
Proof. First notice that the hypothesis implies that s is odd. See Lefschetz 
[Z4, p. 161. In order to prove the theorem we use a special case (as presented 
by Lefschetz [Z4, Theorem (13.2), p. 161) of a theorem of Zubov (see Zubov 
[1.5, Chapter 21) which is a converse of the Lyapunov Asymptotic Stability 
Theorem. 
505/3/I-3 
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DEFINITION. Let D be an open set in E” such that 0 E Q. A real-valued 
function V with domain Q is a Lyapunov function over B if: 
(i) V has continuous Jirst derivatives at each point of Q; 
(ii) V(O,..., 0) = 0; 
(iii) ;f (x1 ,..., x,J E i-2 - 0, then V(x, ,..., x,) > 0. 
ZUBOV’S THEOREM. If 0 is an asymptotically stable critical point of an 
n-dimensional system (written in vector notation) 
6 = X(E) 
where each component of X(f) is a form homogeneous of degree N > 1 in the 
components of 4, then there exbt two Lyapunov functions V and W which are 
homogeneous forms in the components of f, and V is of degree 2, and W is of 
degree N + 1, and 
(grad V) * X(l) = -W. 
(The term (grad V) * X(f) is frequently denoted by r.) 
Applying Zubov’s Theorem to (2), we conclude that there exists a positive 
definite quadratic form V(x, , . . . . x~) such that the form 
jl g, (Pji)) 
is negative definite. Since V(x, ,..., x,) is a positive definite quadratic form, 
then if K is any positive constant, the equation 
describes an ellipsoid 
Wl ,..., x,) = K (3) 
4 = {(Xl ,..., %>lV(X1 ,-..a xn) = K} 
and 0 is in the interior of gK. Moreover if R is any positive constant there is a 
positive number K,, such that if Kr > K, , the ellipsoid gKI contains the 
sphere 
The hypotheses on pil’,..., p:’ are such that the general existence theorem 
for differential equations (Coddington and Levinson [6, Chapter 11) guarantees 
that there is a solution curve of (2) through each point of En, and the condition 
that 
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is negative definite implies that if K is an arbitrary positive constant then a 
solution curve of (2) which intersects the ellipsoid ~7~ crosses the ellipsoid 
going inward as t increases. Since Cy=, (aV/&,)@:‘) is a negative definite 
form, then from condition 3) on Bi , it follows that if R is sufficiently large and 
il [+‘)I2 >, R2 
then for all real t, 
g1 [2g (cq’,..., q,] [p:“(q)..., xp> + B,(x:“‘,..., xp, t)] < 0. (4) 
Hence if K is sufficiently large, condition (4) holds for each point (x:0),..., x:‘) 
on the ellipsoid gK . Thus each solution curve of (1) which intersects the 
ellipsoid gK crosses gK going inward as t increases. 
Now let x(t, x0 , 0) represent the solution of (1) which satisfies the initial 
condition 
40, x0 > 0) = *o ; 
and let a, denote the set of points in G$ and in the interior of G?~. Then o,, is 
a homeomorph of the closed ball 
an = (Xl ,...) ! x,) I i xi2 < 1 . i=l 1 
Let Y denote the map: 
r : x0 -+ x(T, X0) 0). 
In order to determine the domain of Y, we must know: 
(i) the points x0 which can be used as initial values of solutions of (1); 
(ii) the points x0 such that the solution x(t, x0 , 0) is defined for t E [0, T]. 
As already noted, the hypotheses on (1) imply that if x0 is an arbitrary 
point in (xi ,..., x,)-space, the solution x(t, x0, 0) is defined in some interval 
about t = 0. If x0 E a, , the solution x(t, x0 , 0) is defined for all t > 0 because 
the solution curve described by x(t, x0, 0) stays inside a, for all t >, 0 
(Hurewicz [28, Theorem 11, p. 151). Thus map 9 is defined on uir and is a 
map of 0, into itself. Since x(t, x0 , 0) is a continuous function of x0 [16, 
Chapter l] then by the Brouwer Fixed point Theorem, the map 5 has a 
fixed point x;” in u,, . Since for i = l,..., 71, the functions B,(x, ,..., x,, , t) 
all have period T, the solution x(t, %A”, 0) of (1) has period T. 
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Remark 1. In the statement of Theorem 1, we use the term “asymptoti- 
cally stable” in the usual sense: that is, asymptotically stable as t + co. 
Inspection of the proof shows that the hypothesis that 0 is asymptotically 
stable as t + ----co also implies the conclusion of the theorem. 
Remark 2. The periodic solution obtained is in the interior of the ellipsoid 
c&. Since 8K is determined by Eq. (3) and the positive constant K in (3) 
depends on the constant R which in turn is obtained so that (4) will be satisfied, 
then finding 8K explicitly depends on being able to construct the Lyapunov 
function V(x, ,..., x,). Since this function is described fairly explicitly in [14], 
we have (at least in theory) a method for computing a bound for the periodic 
solution given by Theorem 1. Obtaining such a bound is important for 
two reasons. First, of course, the bound gives some quantitative information. 
Secondly, such a bound is of crucial importance in applications because the 
system of equations may give a valid description of the physical problem 
only on some bounded set. Then the periodic solution has physical meaning 
only if it is contained in that bounded set. See Minorsky [27, p. 961. 
Remark 3. From the definition of Y, it follows by standard arguments 
(see Alexandroff and Hopf [26, Kapitel XII and Kapitel XIV]) that the 
fixed point index of Y is (-1)“. 
COROLLARY 1. If n = 2 and the functions B,(x, , xz , t) and B,(x, , x2 , t) 
are independent of t (i.e., system (1) is autonomous); ;f 0 is an asymptotically 
stable critical point of the corresponding equation (2); and af system (1) has 
exactly one critical point and that critical point is asymptotically stable as 
t -+ -CO then (1) has a limit cycle. 
Proof. The proof is essentially the same as the proof of Theorem 1 
except that the PoincarC-Bendixson Theorem (Lefschetz [6, p. 232, 
Theorem (9.3)]) is used instead of the Brouwer Fixed Point Theorem. 
See [I, Theorem 1, pp. 23-241. (The hypothesis n = 2 is needed so that the 
Poincare-Bendixson Theorem can be used.) 
COROLLARY 2. Given the real n-dimensional system 
4 = &(x, ,..., %a , q + f&l ,..., xn) 
+ 4(X1 ,--., %I , t> (i = I,..., 72) (5) 
which satisfies the following conditions: 
(i) the functions Ai have continuous$rst derivatives in all variables for all 
real values of xl , . . . . x, , t and the Ai have period T in t; 
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(ii) there exist n polynomials p’,s’(x, ,..., q) ,..,, pj”‘(x, ,..., x,), each homo- 
gezeaus of dkgree s, wtiere s > I, and such thatfor i = l,..., n: 
(iii) the futictions B, satz%fy the conditions (I), (2), und (3) stated jv~t 
6efore Theorem 1; 
(iv) E is a real parameter. 
Then if 0 is an asymptotically stable critical point of 
a$ = p& )..., xn) (i = I,...) n) (6) 
there is a positive constant q, such that if ] E j < es, system (5) has a solution 
of period 7‘. 
PYOO$. As in the proof of Theorem 1, there is a set of ellipsoids 
4 = ((x1 ,‘.‘, ?JfV(x, 1.“) xn) = q 
such that if a solution curve of (6) intersects C& , it crosses &. going inward. 
If the positive constant K is suficiently large, then for (x1 ,..., x~) E & 
fib, ,a**9 $J = CP’,i)(lr, ***, x,)1(1 + ?I), 
where ] 9 I cc: -J and 
where M is a positive constant. For K sufficiently large, 
and hence if KO is large enough, then for (x1 ,..., x~) E gxO ,
Since each Ai is continuous on c& uniformly in E, then if 1 E ] is sufficiently 
small and fur all [x1 ,..., x,) E c&.. and for all real t, 
The remainder of the argument is the same as in rhe proof of Theorem 1. 
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II. THE SPECIAL CASES n = 2 AND n = 3 
Theorem 1 and Corollary 2 reduce the problem of finding periodic solutions 
for systems of the form (1) and (5) to that of studying the asymptotic stability 
of the origin as a critical point of a homogeneous system 
Yi = Py(Y, f’.., YJ (i = l,..., n). 
For the case n = 2, this question has been treated implicitly by several 
writers, e.g., Forster [Ia], Niemytskii and Stepanov [19, pp. 81-831. It is 
also discussed in detail by Malkin [21, p. 417 ff.] in connection with a more 
general problem, and Lefschetz [24] gives a clear, succinct treatment of 
what is needed here. The case n = 3 has been studied by Coleman [20] and 
Zubov [Z5, Chapter 21. 
Let us assume now that n = 2. 
COROLLARY 3. If x,$J’,“‘(x 1 , x2) - xzp~‘(xl , x2) has real linear factors 
and if 
(except at 0) on all the straight lines de$ned by the real linear factors of 
x~p’,“‘(x~ , x2) - x2p~“(xl , x2), then (5) has a solution of period T. 
Proof. By [Id, pp. 12-15, especially Case III] the origin 0 is an asymptoti- 
cally stable critical point of 
ji; = Pf’(Xl , x2> 
i22 = pF’(xl , x2). (6’) 
COROLLARY 4. If 
XlPj12YX, 9 5) - ~2P~YX, 9 x2) 
has no real linear factors and if 
23 such that 
xlp;lyx, , x2) + -3P3Xl ' X2) 
s 
2n u(e) 
-de > 0, 
0 w 
where u(e) and v(e) are defined by the equations 
x,pP)(x, , x2) + x2pr)(xl , x2) = rsflf(cos 6, sin 0) = rd+lu(8) 
XIPf)(Xl , x2) - x2P;l’(x, 3 x2) = rS+lg(cos 8, sin e) = ys+lw(e), 
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where f and g are forms homogeneous of degree s + 1 in x1 and x2 and 
r2 = Xl2 + x22; 
then (5) has a solution of period T. 
Proof. By [Z4, pp. 12-15, especially Case Iv] the origin 0 is an asymptoti- 
cally stable critical point of (6). 
Corollaries 3 and 4 are concerned with the same questions as the work of 
Gomory [IO, Part 1, pp. 86-971 (see also Lefschetz [6, pp. 307-3111) although 
we work with somewhat more general systems. The basic difference in the 
studies is that Gomory uses the technique due to Poincare of studying the 
two-dimensional system extended so that it is defined on a projective plane 
(the g-plane with the “line at infinity” added; see Lefschetz [6, pp. 201-208]), 
while we use the simpler approach, due to Bendixson, of considering a single 
point at infinity. 
Gomory requires essentially that 
xlP$2Yxl 33) - $P3X~ > 3) 
have real linear factors all of odd multiplicity. (The hypothesis that is stated 
in [IO, p. 881 is that there be real linear factors of multiplicity one, but it is 
actually sufficient that the multiplicity be odd.) Gomory then imposes other 
hypotheses which imply (if we use the Bendixson viewpoint) that the point 
at infinity has only fan sectors and elliptic sectors. (Since elliptic sectors are 
permitted, the point at infinity need not have any stability properties.) 
Gomory also requires that the critical points on the line at infinity be simple 
(this requirement limits his study to the case of equation (1) with piu and ~(8~) 
homogeneous of the same degree s) and that a certain topological index be 
nonzero. Our hypothesis, interpreted geometrically, requires simply that the 
point at infinity have only fan sectors or that it be a spiral. Gomory’s approach 
is more complicated because it is necessary to compute a topological index 
whereas in our approach, the topological index is always fl (see Remark 3). 
However this apparent complication has the advantage that the topological 
index is, in a certain sense, a lower bound for the number of distinct periodic 
solutions [II, pp. 187-1881. Since the index is always f 1 in our approach 
we can only conclude that there is at least one periodic solution. 
For the case n = 3, we do not get neat results like Corollaries 3 and 4 
because even for 71 = 3, analysis of the stability properties of the origin 
becomes considerably more complicated. A sufficient condition for asymptotic 
stability is given by Coleman [20, p. 2601 and from this, we get an existence 
result. 
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Assume n = 3; let 
and set y = X/Y. Then system (2), with the change of variable: 7 = ~~-9, 
with ( , ) denoting scalar product and with p, denoting (pi1),pi2),p!3)), 
becomes: 
(4 1’ = (Y,P& 
(b) 3 = PAY) - (Y9 PJY. 
(7) 
COROLLARY 5. If (7) Sati.$eS the coffditions: 
(9 (Y,P,) < 0 whelk P, - (Y,P,)Y is =yo; 
(ii) s,” (Y, PJdt < 0 f or each periodic solution y(t) of (7b) whose period 
is TX ; 
then (5) has a solution of period T. 
Proof. Coleman [ZO, p. 2601 has shown that conditions (i) and (ii) imply 
that 0 is an asymptotically stable critical point of (6) for the case n = 3. 
Coleman [12] has obtained periodic solutions for 3-dimensional systems 
by using an extension of Gomory’s techniques. Our Corollary 5 bears the 
same kind of relation to Coleman’s paper as Corollaries 3 and 4 bear to 
Gomory’s work. We do not require that the zeros of 
Ps(Y> - cY3 PJY 
have multiplicity one as Coleman requires in [22, p. 119, hypothesis (1) 
in Theorem 171. However we require that h(y*) < 0 (see [IZ, p. 1011 for 
the definition of h) while Coleman requires only that h(y*) # 0 (hypothesis (3) 
in Theorem 17). 
III. EXISTENCE THEOREM IF THE POLYNOMIALS HAVE 
DIFFERENT DEGREES 
We study the real 2-dimensional nonautonomous system 
where p, q are polynomials of degrees m and n, respectively, in x and y, 
where m, n are both greater than one, the functions A and B have continuous 
first derivatives in all variables and have period T in variable t, and E is a 
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real parameter. For definiteness, assume m < n, i.e., n - m = r > 0. Under 
the inversion 
defined by 
3 : (x, Y> - (&7) 
.+L, Y 
x2 +r2 7 = x2 +y2 
the system 
becomes 
f = p(x, r) 
j = 4(GY) 
(9) 
where P, Q are polynomials of degree 2n + 2 and the terms of lowest degree 
in P and Q are both of degree 
min[m + 2r, 72 + 21. 
See [23, p. 1661. 
THEOREM 2. If 0 is an asymptotically stable critical point of 
g = P(& 7) 
7i = 86 4 
then if 1 E 1 is s@k&ntly small, system (8) has a solution of period T. 
(10) 
Proof. This is essentially a reworking of some results in [I] which we 
give here because a different approach is used (we do not use the notion of 
“strong stability at infinity”) and because we want to indicate the relationship 
of this result to Theorem 1. 
By Massera’s Theorem (Massera [24, Theorem 14*] or Hahn [25j) there 
is a Lyapunov function I’([, 7) over a neighborhood N of 0 in the (E, 7)-space 
such that 
(G) P(L 7) + (g) SK 7) < 0 
except at the origin. If K is a sufficiently small positive constant, the equation 
Wf, 7) = K 
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describes a simple closed curve X in N. Curve X contains the origin in its 
interior and every solution curve of (10) which intersects X crosses X going 
inward as t increases. (This is proved in [I]. The referee has pointed out 
that F. W. Wilson [22] has obtained n-dimensional results for more general 
types of equations. Wilson’s theorems make possible an extension of 
Theorem 2 to the n-dimensional case except for n = 4, 5.) Then $-l(Z) 
is a smooth simple closed curve such that every solution curve of (9) which 
intersects Y-l(X) crosses 9-‘(X) going outward as t increases. If we make 
the change of variable t + -7, the rest of the proof is the same as for 
Theorem 1 and Corollary 1. 
Theorem 2 can be applied to two cases not covered by Theorem 1. First 
if the polynomials p and p in (8) are of the same degree m and ifp, , qm are the 
polynomials consisting of the terms in p and q, respectively, of degree m, 
the origin may not be an isolated critical point of 
(This occurs if and only if p, and qm have a common real linear factor.) 
Thus Theorem 1 cannot be applied. If Theorem 2 is applied, we find that 
the problem of determining if 0 is an asymptotically stable critical point of (10) 
requires the study of the lower order terms in p and q. The analysis required 
consists in applying certain known criteria for stability (e.g., [23] and 
Nemytskii and Stepanov [19, Chapter II]). 
Theorem 2 can also be applied if the degrees of the polynomials p and q 
are different. Results for systems of this form seem to be nonexistent except 
for the case in which the system (8) comes from a single second-order 
equation. As pointed out in the introduction, there is a large body of well- 
known results for that case, and although our analysis can, in theory, be 
applied to that special case, it yields no new results and we have an additional 
limitation in that our nonautonomous term must contain a small parameter E 
as a factor. To indicate how our analysis can be applied, we give an example. 
Example. Suppose 
Ph Y> = PO + Pd%Y> + *-* + Pm(% Y> 
dx7 Y) = Qo + !7l(T Y) + **- + !&n+1(x, Y>+ !?m+&9 Yh
where pi(x, y), qj(x, y) are homogeneous in x and y of degrees i and j 
respectively. Assume 
qT?L(x, Y) = 0, 
qm+1(x, Y) 5 0, 
Qm+&, Y) = Yzw+x% Y), 
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where f is a positive definite form and w is a nonnegative integer; and 
A&, Y) = X2v+1g(X, y), 
where g(x, 0) > 0 if x # 0 and v is a nonnegative integer. For this case, 
system (9) is 
s’ = --2511ww+w, 7)l + (T2 - P)($ + 72)2E2v+1g(S, 7) + *** 
q = (P - 7”)7”““f(~,7) - 2t%(1($ + 7”)“52v+1g(5, 7) + -a*, 
where the dots indicate terms of higher degree. If r2 = 52 + 7s then 
= +I2 + t2)72w+2f(t> 7) 
-h2 + 52)t2v+2(t2 + 72)2g(E, 7)+ *-- 
= -e2 + 712)[r12w+2f(& 7) + ,2a+2(t2 + r12)2g(5, dl + *** 
The first term in the square brackets is positive except on the &axis. i.e., 7 =O. 
If 7 = 0, the second term is positive. Since the first term in brackets is of 
degree m + 3, and the second of degree m + 5 and the terms represented 
by dots are of degree higher than m + 5 it follows that there is a neighborhood 
N of 0 such that drjdt < 0 in N - (0). H ence 0 is an asymptotically stable 
critical point of (9). 
More generally, if f(tJ, 7) >, 0 and if g([, 0) > 0 except at 5 = 0 and if 
g(t, 7) > 0 on the lines on which f( [, 7) = 0, then 0 is an asymptotically 
stable critical point of (9). 
IV. RELATION OF SYSTEMS WITH ASYMPTOTIC STABILITY AT 
INFINITY TO DISSIPATIVE SYSTEMS 
The hypothesis in Theorem 1 and Theorem 2 can be described as the 
assumption that the Bendixson point at infinity is asymptotically stable as 
t -+ -co. Levinson [13] introduced the hypothesis that the system is 
dissipative for large displacements in order to obtain periodic solutions for 
single second-order equations and his hypothesis has been widely used 
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since then. Now we show that dissipativeness is equivalent to our hypo- 
thesis for systems of the form (9). First we state the hypothesis of dissipative- 
ness in the form given by Lefschetz [6, p. 2621 in the statement of his theorem 
(8.1). 
DEFINITION. A system 
R = f(x, Y) 
3 =g(%Yh 
where f and g have continuous first derivatives with respect o x and y for all 
real x and y, is dissipative if there exists a closed 2-cell Q (i.e., a set consisting 
of a simple closed curve C and its interior) such that if (x(t), y(t)) is a solution 
satisfying the initial condition 
Woh YPON = PO 9 
where p, is an arbitrary point in the xy-plane, then there exkts a constant 
To > 0 such that if t > to + To , then (x(t), y(t)) is de$ned and 
MQ YW E Q 
i.e., solution (x(t), y(t)) ultimately enters and remains permunently in 52. 
(Note that if there exists such a 2-cell Q, then if S is any circle with center 
at the origin such that Q is in the interior of S, then S satisfies the same 
condition as 9.) 
THEOREM 3. The point 0 is an asymptotically stable critical point of (10) 
as t -+ ---co if and only zfsystem (9) is dissipative. (I am indebted to the referee 
for pointing out an error in the original version of this theorem.) 
Proof. Suppose (9) is dissipative. If there is a closed 2-cell D bounded 
by a simple closed curve C, then J-l(C) is a simple closed curve which 
contains the origin and every solution of (10) ultimately goes outside S-l(C) 
and stays outside it. It follows from the parenthetical remark after the 
definition of dissipative that the point 0 cannot be a center or have elliptic 
or hyperbolic sectors or inward fans. Hence there can be only outward fans. 
Thus 0 is asymptotically stable as t -+ ---co. 
If 0 is an asymptotically stable critical point of (10) as t + -co, then, 
by the theory of Massera, there is a Lyapunov function V([, 7) such that 
for each sufficiently small positive constant K, the simple closed curve A? 
described by 
vt, 7) = h 
(cf. proof of Theorem 2) has the property that each solution of (10) which 
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intersects X crosses X going outward as t increases. To complete the proof, 
we must show that every solution of (10) which passes through a point 
inside Y for t equal to some value t, is such that there is a t, > t, such 
that for t > t, , the solution curve intersects X, i.e., every solution curve 
eventually leaves the interior of X. Then Y(X) will be the desired simple 
closed curve C. 
Suppose that for k > 0, there is a solution Xk(t) = (tr(t), vk(t)) of (10) 
such that Xk(t) stays inside the curve X described by 
If there exists a sequence {tn} such that tn -+ co and X,(t,) + 0, then from 
the asymptotic stability (as t --f -co) of 0 (the stability is uniform because (9) 
is autonomous) it would follow that if e1 > 0, there exists tal such that if 
m > n1 and if t < t, , then 
I &a(t)1 < El - 
Since e1 is arbitrary, then Xk(t) would coincide with 0. Thus we conclude 
that Xk(t) must stay outside a small circle s with center 0 as t -+ co. Then 
for t greater than some t’, solution Xk(t) stays inside the annulus bounded 
by s and X. Since there are no critical points of (10) in the annulus, then 
by the Poincare-Bendixson Theorem, there is a limit cycle in this annulus. 
Since V(t, 7) has an infinitely small upper bound, then given e2 > 0, there 
is a k such that the curve LX? described by 
is contained in N,,(O). Thus we obtain in each neighborhood of 0 a limit 
cycle. But then 0 is not asymptotically stable. 
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