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Abstract Estimation of instantaneous phase and frequency of harmonics polluted 
single-phase grid voltage signal have been studied in this paper. The proposed approach 
uses a frequency adaptive Luenberger Sliding Mode observer. Using Lyapunov stability 
theory, a frequency adaptation law has been proposed. The proposed frequency adap-
tive observer technique is robust against various perturbations faced in the practical 
settings e.g. discontinuous jump of phase, frequency and amplitude. Global stability 
analysis of the closed-loop observer has been performed. Experimental results demon-
strate the e˙ectiveness of the proposed technique over a state of the art technique 
proposed in the literature. 
Keywords Power System · Phase Estimation · Frequency Estimation · PLL · 
Adaptive Observer 
1 Introduction 
Power electronics technology has enabled an increasing integration of renewable en-
ergy (solar, wind etc.) into the grid. In the context of grid integration of renewable 
energy sources, grid synchronization plays a huge role. Grid synchronization helps to 
connect an AC source (e.g. solar inverter) to the grid. Many types of grid synchro-
nizing controllers requires the angular frequency or phase of the AC grid signal, e.g. 
proportional resonant (PR) controller (Fig. 1 in [34] etc.), reference frame transforma-
tion (αβ → dq) inside the inner current control loop (cf. Fig. 1 in [36]). An accurate 
grid synchronization helps to reduce the total harmonic distortion (THD). Moreover, 
it ensures the in-phase relationship between the grid voltage and currents resulting in 
the enhancement of stability of grid-connected inverter systems . 
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Due to the important role of grid synchronization, many techniques have been de-
veloped and proposed in the literature. discrete Fourier transform (DFT) [20], fuzzy 
logic [24], statistical techniques [14,25], self-tuning flter [10,12,11], regression tech-
niques: least-squares (linear and nonlinear, recursive, weighted etc.) [35], the Kalman 
flter (linear, extended, unscented etc.) [19], phase-locked loop (PLL) [21,23,33,9,22], 
frequency-locked loop (FLL) [29,6,1,26,7], adaptive notch flter (ANF) [13], neural 
networks [27] etc. are some of the most commonly used techniques. 
Frequency domain techniques like DFT [20] are appropriate for harmonic detection 
applications. However the presence of harmonics increase the computational burden 
enormously as large window size is required. Moreover, numerous parameters need 
to be tuned. Least-square and Kalman flters [35,19] based techniques require less 
parameters to tune. However, they use online matrix inverse. Online matrix inverse 
is computationally demanding and limits the switching frequency in micro-controller 
based applications. Lower switching frequency implies bigger and heavier flter induc-
tor. Moreover, Kalman flters use coordinate transformation which increases compu-
tational burden further. To overcome the high computational burden, adaptive notch 
flter (ANF) [13] can be a good alternative. However, in the presence of harmonics, 
steady-state error is inevitable. 
Out of various techniques, PLL [21,23,33,9,22,4] received wide spread attention 
due to its excellent performances yet having a simple structure. However, in the case of 
simple PLL, there is a trade-o˙ between accuracy and fast dynamic response. To over-
come this trade-o˙, numerous modifcations are proposed. Modifed or Enhanced PLLs 
generally have good dynamic performance with respect to traditional PLLs but comes 
at a cost of higher computational resources. Moreover, small oscillations may also be 
observed in the presence of non-ideal frequency. Second order generalized integrator -
frequency-locked loop (SOGI-FLL) [29,3] and its various variants are another popu-
lar technique used widely in the literature. However, SOGI-FLL uses linear harmonic 
oscillator structure. As reported in the literature [17], linear harmonic oscillators are 
not structurally stable. Infnitesimally small perturbations may change the type of the 
equilibrium point to a stable focus (decaying oscillation) or unstable focus (growing 
oscillation). Moreover, the amplitude of oscillation depends on the initial conditions. 
From the literature review, it is clear that there are scopes to improve the existing 
results. 
One of the major power quality issue in grid synchronizing control design is the 
presence of harmonics in the grid voltage waveform. When harmonics are present, 
steady-state error becomes a major issue. In this work, the authors focus on the es-
timation of phase and frequency of single-phase grid voltage signal in the presence of 
harmonics. To get zero steady-state error in the presence of harmonics, researchers 
came up with di˙erent ideas. One way is to use fltering to eliminate the harmonic 
components of the grid signal. However, fltering introduces delay. Moreover, fltered 
signal can’t be used for amplitude estimation. Another approach is to use higher order 
methods e.g. multiple PLL tuned at di˙erent harmonic frequencies. Higher order ap-
proaches can eliminate the steady-state error completely. Moreover, tuning is simpler 
as the fundamental building block is the same. Example of higher order approach can 
be found in [29]. Similar approach is considered in this work. 
In this work, we propose a time-domain technique for the estimation of the phase 
and frequency of single-phase grid voltage signal. In comparison to the other time-
domain techniques, our method is free from PLL, no complex fltering or quadrature 
signal generator (QSG) is required. Instead, we consider the grid-voltage as a time-
3 
varying dynamical systems. Then we design a frequency adaptive Luenberger Sliding 
Mode (LSM) observer for this dynamical system. The proposed LSM observer is in-
spired by the ideas presented in [16,2,18,32,8,5]. In the article, we have extended the 
work of [2] for the case of harmonics. Moreover, a novel parameter identifcation law is 
also introduced. Our approach is easy to use and implement. Finally, using Lyapunov 
function based approach, global stability analysis is also provided. 
The rest of the article is organized as follows: details of the proposed observer based 
estimation is given in Sec. 2. Real-time controller platform dSPACE based experimental 
results are given in Sec. 3. Finally Sec. 4 concludes this article. 
2 Parameter Estimation Approach 
Harmonics polluted single-phase grid-voltage signal can be written as: 
y = ν1sin (2πf1t + ϕ1) + ν2sin (2πf2t + ϕ2) + · · · | {z } | {z }
θ1 θ2| {z } | {z }
x1 x3 








where xi, i = 1, 2, . . . , n is the individual harmonic voltage signal, νi, fi, ϕi, i = 
1, 2, . . . , n are the amplitude, frequency and phase of the individual frequency compo-
nents and θi ∈ [0, 2π), i = 1, 2, . . . , n represents the phase angle of the each frequency 
components. In this work, we assume that fi in eq. (1) is unknown but constant. 
In practice, fi may not be constant and subject to disturbance like step change of 
frequency. However, through experimental results in Sec. 3, we demonstrate that our 
proposed technique can successfully track time varying frequency. The constant fre-
quency assumption is only for mathematical convenience. 
Let us consider that 
ẋj = xj+1 = νi2πfi cos (2πfit + ϕi) , i = 1, 2, . . . , n, j = 1, 3, . . . , 2n − 1 
Moreover, individual frequency fi is related to the fundamental component through 
the following relationship 
fi = jf1, i = 1, 2, . . . , n, j = 1, 3, . . . , 2n − 1 
The fundamental component i.e. f1 is related to the nominal known frequency through 
the following relationship: 
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2 2κ = f1 /fn (2) 
where fn is the known nominal grid frequency i.e. 60Hz in the USA and 50Hz in 
Europe. If the actual grid frequency is the same as the nominal frequency, then κ = 1. 
Then, in the state-space framework, the dynamics of the individual harmonic grid 
voltage signal, xj and its derivative ẋj = xj+1, can be written as: 
¯ẋ = Ax, 













ν1sin (2πf1t + ϕ1) 
ν12πf1 cos (2πf1t + ϕ1) 
ν2sin (2πf2t + ϕ2) 
ν22πf2 cos (2πf2t + ϕ2) 
. . . 
νnsin (2πfnt + ϕn) 
⎤ ⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 
, 




0 1 0 0 · · · 0 0 
−ω2 1 0 0 0 · · · 0 0 
0 0 0 1 0 0 0 
. . . .0 0 −ω2 0 0 .2Ā = . 
. 
0 0 0 0 . . 0 0 
. . . . . . . . . . . . 0 0 1 
0 0 0 0 0 −ω2 0n 
C̄ = 1 0 1 0 . . . 1 0 
where ω2 = (2πfi)2 = κ{jfn}2 for i = 1, 2, . . . , n, j = 1, 3, ..., 2n − 1. Using Kalman i 
rank condition, it can be seen that the system (3) is observable as 
rank([C CA . . . CAn−1]) = rank(A) = n 
. 
For system (3), estimating the parameters νi, fi and θi is essentially the problem of 
¯ ¯state observation. Matrix A and C are very useful for observer design. However, from 
numerical point of view, it is often diÿcult to construct an observer with matrices Ā
¯and C. As such coordinate transformations are often used (see [30]). 
Let us consider the following coordinate transformation 





T1 0 · · · 0 
. . . .0 T2 . . 
. . . . . 0 . 0 
0 · · · 0 Tn 















Dynamics of the system (3) in the new coordinate (4), can be written as: 
ż = T ẋ
¯= T Ax 
¯= T AT −1 z 
ż = Az 
y = Cz (5) 
¯ ¯where A = T AT −1 = A and 
¯ −1 2 2C = CT = [(2πfn) 2πfn (6πfn) (6πfn)... 
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(2πjfn) 2πjfn]. 
For the transformed system (5), motivated by the ideas presented in [16], the following 
Luenberger-sliding mode observer is proposed: 
ˆη = Aη + L (y − Cη) + Ksgn (y − Cη) 
ŷ = Cη (6) 
where η is the estimate of z, L is the gain matrix of the Luenberger part of the observer 
satisfying R{λ (A − LC)}|κ=1 < 0, K is gain matrix of the sliding mode part of the 
observer, κ̂ is the estimate of κ, 
Â = 
⎡ ⎢⎢⎢⎢⎢⎣ 
Â1 0 · · · 0 
. . . .ˆ0 A2 . . 
⎤ ⎥⎥⎥⎥⎥⎦ , 
 
Âi = 
. . . . . 0 . 0 
ˆ0 · · · 0 An 
0 1 
−κ̂(2πjfn)2 0 
and the sign function is defned as: 
sgn (x) := 
⎧⎪⎨ ⎪⎩ 
−1 x < 0 
0 x = 0 . 
1 x > 0 
Observer (6) is discontinuous. As such the solution of (6) is to be understood in the 
sense of Filippov [15]. 
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2.1 Stability analysis of the observer 
To check the convergence or stability of the observer (6), let us consider the following 
output estimation error: 
δ = Cz − Cη 
δ̇ = Cż − Cη̇
= CAz − CÂη̇
= CAz − C{ Âη + L (y − Cη) + Ksgn (y − Cη)} 
} 
δ̇ = C(A − LC)(z − η) − C Â− A η − CKsgn (δ) (7) 
With the state estimation error dynamics (7), let us consider the following Lyapunov 
function candidate [16]: 
T 2V (δ, κ − κ̂) = δ δ + (κ − κ̂) (8) 
Lyapunov function V (δ, κ − κ̂) = 0 for δ, κ− κ̂ = 0 and positive otherwise. Evaluating 
} 
the total derivative of V , along the solutions of (7), we obtain 
˙ T ˙ ˆV (δ, κ − κ̂) = δ δ + δ̇T δ − 2(κ − κ̂)δ˙
T T TV̇ (δ, κ − κ̂) = 2(z − η) C C(A − LC)(z − η) − 2δ CKsign(δ){z
#1 
ˆ̇ ( ˆ
T T−2(κ − κ̂)δ − 2η A − A) C
|
| T (9)δ {z
#2 
The term #1 in eq. (9) is always less than or equal to zero for properly tuned matrix 
L and K (see Sec. 2.2 for details). Next, 





. . . 
η2n−1 
⎤ ⎥⎥⎥⎥⎥⎥⎦ 
T ⎡ ⎡ ⎢⎢⎢⎢⎣ 
⎤ ⎥⎥⎥⎥⎥⎦ 






β1 0 · · · 0 ⎢⎢⎢⎢⎢⎣ 
.. 
0 . . 0 .. 
. . . . . . 0 
0 · · · 0 βn 2πjfnη2n 




βi = (κ − κ̂) 
Through further calculation, it is found that  TT Â − A T−2η C δ  
3 3 3
= −(κ − κ̂)(2πfn) η1 + 3 η3 + · · · + (2n − 1) η2n−1 
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If the following parameter update law is selected 

˙ 3δ̂ = (2πfn) 1
3 3 3η2i−1 δ (10)η1 + 3 η3 + · · + (2n − 1)· 
Then eq. (9) becomes, 
V̇ (δ, κ − κ̂) ≤ 0 
This shows the global stability (i.e. boundedness) of the LSM observer. By the La 
Salle’s invariance principle V̇ (δ, κ − κ̂) = 0 implies that δ = 0. Then it is possible to 
show the asymptotic stability of the closed-loop system. In recent adaptive estimation 
literature [28], it has been found that nonlinear injection of the output estimation error 
can reduce the convergence time. Following the ideas presented in [28], the parameter 
identifcation law (10) can be modifed as: 
 
˙ 3δ̂ = (2πfn)
3 3 3 α (11)η1 + 3 η3 + · · + (2n − 1) η2i−1 bδe1 · 
αwhere bδe = |δ|αsgn (δ) , α ∈ [0, 1). Although (11) reduces the convergence time but 
the closed-loop system is no longer globally stable. Only local stability can be achieved 
around the equilibrium point δ = 0. However this is suÿcient from the practical point 
of view. As such for further development, identifcation law (11) will be used. Using κ̂
and η, the state variables of the original system (given in eq.(3)) can be estimated as: 
−1x̂ = T η (12) 
where 
T −1 = 
⎡ ⎢⎢⎢⎢⎢⎣ 
⎤ ⎥⎥⎥⎥⎥⎦ 
T −1 0 · · · 01 
..
0 . . 0 . . 
. . . . . . 0 
T −10 · · · 0 n 
with   
((2i − 1)2πfn)2 (2i − 1)2πfn−1T = . −κ̂((2i − 1)2πfn)3 ((2i − 1)2πfn)2i 
With the values of κ̂ and x̂, the parameters of the harmonics polluted grid voltage 
signal can be estimated as: 
√ 
f̂i = ˆ (13a)κ(2i − 1)fn, ! 
ˆ
θ̂i = arctan 
x2i−12πf̂  i 
, (13b)
x̂2i 
To implement the proposed LSM observer, eq. (6), (11), (12) and (13) are required. 
Block diagram representation is given in Fig. 1. 
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Fig. 1 Block diagram of the proposed LSM observer based single-phase grid voltage parameter 
estimation technique. 
2.2 Gain tuning 
In this Section, the tuning of the gain matrix L and K along with the constant α 
in eq. (11) are going to be detailed. To tune the Luenberger gain matrix L, frst the 
desired closed loop poles need to be selected. For the sake of simplicity, let us consider 
the case where the grid voltage signal contains the fundamental frequency along with 
third order harmonics. In this case, the eigenvalues of the system matrix, A (given in 
eq.(5)) are ±iωn and ±i3ωn. Then the desired closed-loop poles can be chosen as two 
times the fundamental frequency of the individual components i.e. −2 × ωn, −2 × ωn, 
−2 × 3ωn , and −2×3ωn. From theoretical point of view, the closed-loop poles can be 
chosen higher than two times the fundamental frequency. However, this may introduce 
numerical instability as the observer gains would be too high. Moreover, very fast 
closed-loop poles will deteriorate the transient performance in terms of very high peak 
overshoot. As such the selected poles can be considered as a trade-o˙ between between 
fast dynamic response and acceptable peak overshoot. 
With the selected closed-loop poles choice, by using Matlab command acker, the 
observer gain matrix L can be easily found. For the case of higher order harmonics, 
one suggested choice of closed loop poles are 2 times the angular frequency value. For 
choosing the sliding mode gain matrix K part of the observer, we can start with the 
gain L. A suitable choice for K can be K = ρL, ρ > 0. The value of ρ should be chosen 
as a very small constant. In the LSM observer, the main job is done by the Luenberger 
part while the sliding mode part is there to provide the robustness. Finally, µ ∈ [0, 1) in 
eq. (11) determines the speed of the frequency adaptation. Lower value of α decreases 
the convergence time, however, e˙ects the transient performance specially maximum 
peak overshoot. If higher values of µ is selected, it increases the convergence time but 
at the same time reduces the maximum peak overshoot signifcantly. As such the choice 
of α is up to the designer. α = 0.5 can be selected as the starting point. 
3 Experimental Results 
This section details the experimental validation of the proposed LSM observer tech-
nique. We have used dSPACE ®1104 board as the rapid prototyping tool. In this 
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Proposed Luenberger Sliding Mode Observer 
Desired closed loop poles: −2ωn, −6ωn, −10ωn 
Observer Gain, L = [0.1136; 53.87; −0.0151; 35.22; −0.006; −11.69] 
Frequency update law parameters: µ = 0.5 and ρ = 10−4 
Multi-resonant second order generalized integrator- frequency locked-loop (MSOGI-FLL) √ 
SOGI gain, k = 2, FLL gain, Γ = 50. 
Table 1 Control Parameters For Comparative Experimental Study. 
(a) 
(b) 
Fig. 2 Experimental setup, (a): overview, (b): actual setup. 
approach, dSPACE was used to generate the grid voltage signal which was then con-
verted from digital to analog through digital-to-analog converter (DAC). This can be 
considered as an emulation of the grid voltage signal. This analog signal was then 
converted through an analog-to-digital converter (ADC) to be fed into the digital im-
plementation of the proposed LSM observer. This type of experimental study is quite 
common in the literature e.g. [31, Fig. 12]. The overview of the experimental setup and 
the actual experimental setup is given in Fig. 2. 
The proposed LSM observer was implemented in Simulink and discretized using the 
Runge-Kutta solver with a sampling frequency was 10 KHz. As a comparison tool, we 
have selected the multi-resonant second order generalized integrator- frequency locked-
loop (MSOGI-FLL) given in Fig. 8 of [29]. Single frequency SOGI-FLL has excellent 
dynamic performance. However, there is always some steady-state error in the presence 
of harmonics. MSOGI-FLL uses multiple SOGI block tuned di˙erent frequencies to get 
rid of the steady-state error completely. As such MSOGI-FLL can be considered as an 
e˙ective tool for parameter estimation in the presence of harmonics. The MSOGI-FLL 
is discretized using the third-order Adams-Bashforth technique. Control parameters 
for both techniques are given in Tab. 1. To test the LSM and MSOGI-FLL, we have 
considered a harmonics polluted grid voltage signal that contains 10% total harmonic 
distortion (THD) with third and ffth order harmonics. The grid signal is represented 
by the following equation: 
y = sin(120πt) + 0.0707 sin(360πt) + 0.0707 sin(600πt) (14) 
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±0.1Hz. 1.02 2.75 1.12 3.45 0.85 3.4 
±1 ° 1.08 1.05 1.15 3.25 0.95 3 
Table 2 Comparative summary of the presented experimental results. 
For signal (14), Both LSM and MSOGI-FLL were of 7-th order. The robustness of the 
algorithms were tested using the following challenging conditions: 
– Test-I: Change of frequency from 60 Hz. to 58 Hz. 
° ° – Test-II: Change of phase from 0 to 45 . 
– Test-III: Change of amplitude from 1 p.u. to 0.5 p.u. 
Results of the experimental studies are given in Fig. 3, 4 and 5 for Test-I, II and III 
respectively. Comparative summary of the settling times for phase and frequency in 
di˙erent test scenarios can be found in Table 2. These results demonstrate an excellent 
performance by the LSM technique. Settling times of the LSM technique for frequency 
and phase estimation are at least 2-3 times faster than the state of the art MSOGI-
FLL technique. However, MSOGI-FLL has better peak phase estimation error. This is 
partly due to the fact that the phase of MSOGI-FLL is obtained by integrating the 
angular frequency signal. In case of LSM, estimated estates are used. To overcome this 
problem, one solution would be to use the integration the angular frequency signal 
for determining the phase. However, this may slow-down the estimation rapidity. As a 
result, this can be considered as a designer choice. Finally, it can be claimed that the 
experimental results validated the theoretical developments proposed in Sec. 2. 
4 Conclusion 
In this work, a frequency adaptive Luenberger Sliding Mode observer has been proposed 
to estimate the phase and frequency of the single-phase grid voltage signal subject to 
the presence of harmonics. The observer has been proposed using a parametrized linear 
dynamical model of the grid voltage signal. The observer depends on the accurate value 
of the grid frequency parameter. Using Lyapunov stability theory, an adaptation law 
is proposed for the frequency adaptation. Closed loop stability analysis is also given 
for the adaptive observer. Experimental validations are provided to show the feasibil-
ity of the proposed observer in real-time. A comparative study has been performed 
with state of the art Multiple SOGI-FLL technique. Experimental results showed that 
the algorithm provides excellent accuracy and fast convergence even in the presence 
of non smooth variations in phase, frequency and amplitude. The algorithm is easy 
to implement and simple tuning rules are also provided. In this work, we have only 
considered grid synchronization. Considering the dynamics and stability analysis of 
the complete closed-loop system (inverter+inverter controller+synchronizing observer) 





























































































Fig. 5 Comparative experimental results for sudden change of −0.5 p.u. amplitude. 
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