ABSTRACT This paper presents a granular computing method (GrC) for the economic dispatch (ED) problems with valve-point effects to reduce the computational dimension and improve the solving accuracy. The computing process of the GrC is composed of the coarse granular computing and the fine granular computing which are connected with the load demand and optimized with the intelligent algorithm. For the purpose of improving the computational accuracy, a new granularity partition strategy is introduced in this work to cluster generating units into several fine granules based on their own peculiarities. In order to demonstrate the effectiveness of the GrC method, it is tested on 13-and 40-unit test systems with the valvepoint effects and transmission losses considered. The obtained simulation results show that the proposed GrC method has significant superiority in accuracy and robustness compared with other previous optimization algorithms, which can be a potential method for solving the ED problems with valve-point effects. 
ED
Economic dispatch (ED) aims to optimize the output power of generating units to minimize the total operating cost of power system. Traditional ED problem is a continuous differentiable smooth quadratic equation without considering the valve-point effect caused by the wire drawing phenomenon, when the steam admission valve of turbine opening suddenly. For the purpose of improving the integrity of the model, some practical problems such as valve-point effects, transmission network losses, prohibiting zones, and ramp rate limits should be considered, the cost function becomes nonconvex, discontinuous, and non-differentiable. Many mathematical programming methods have been applied to solving the traditional ED problems, which cannot be used to solve the ED problems with valve-point effects [1] . For example, Jabr [2] proposed the linear programming algorithm (LP) to solve the security constrained economic dispatch problem. Quadratic programming algorithm (QP) and dynamic programming (DP) are heavily dependent on the selection of initial conditions and thus easily converge to the local optimal solutions. Lagrangian relaxation algorithm (LR) applied to large-scale systems may lead the oscillation of the calculation result. These methods were facing problems to solve the ED problem with valve-point effects because of the non-linear and non-convex characteristic of generating units.
To overcome the limitations of conventional mathematical methods for solving the ED problems with valvepoints, many researchers focus on heuristic intelligence optimization algorithms, such as the particle swarm optimization (PSO) [3] , differential evolution (DE) [4] . Furthermore, a variety of modification and hybridization of these intelligent methods are used to improve the global optimization ability. A fuzzy adaptive PSO (FAPSO) with Nelder-Mead (FAPSO-NM) [5] was presented to improve the performance in the resulting hybrid algorithm. The fuzzy adaptive modified PSO (FAMPSO) [6] is proposed to improve the global searching capability and prevent the convergence to local minima. Based on the random drift particle swarm optimization (RDPSO) [7] , Elsayed presented an improved version of the RDPSO (IRDPSO) [1] with adding a crossover operation followed by a greedy selection process, which is augmented with a self-adaption mechanism (ST-IRDPSO). Improved differential evolution (IDE) [8] can improve the stability of obtaining desirable solutions. The shuffled differential evolution (SDE) [9] for solving the ED problems with transmission losses considered has better performance in both solution accuracy and convergence compared with other methods. A fuzzy adaptive PSO with variable DE algorithm (FAPSO-VDE) [10] was proposed to solve the ED problems with valve-point effects by integrating the variable VOLUME 7, 2019 DE with the fuzzy adaptive PSO. Moreover, several swarm intelligence algorithms emerge gradually in the recent years. A modified Cukoo Search algorithm (MCSA) [11] was proposed to enhance search performance by a self-adaptive step size and some neighbor-study strategies. A hybrid artificial algae algorithm (HAAA) [12] hybridizes the artificial algae algorithm (AAA) and simplex search method to solve ED problems which improve the exploration ability effectively. The algorithms mentioned above can improve the calculation effectiveness and convergence in solving the ED problems with valve-point effects. However, these algorithms have a high probability of falling into local optimality and a great standard deviation. Therefore, the accuracy of the solutions for solving the ED problems with valve-point effects needs to be further improved. Besides, a two-stage approach [13] is proposed recently. By combining multi-objective optimization (MOO) with integrated decision making (IDM) to solve ED problem with valve-point effects of the combined heat and power system helpfully.
In 1997, Zadeh proposed granular computing (GrC), as an emerging information-processing method which is good to solve complex problems in many areas [14] . Li [15] proposed a line flow granular computing approach for the ED problems, which improves the computing efficiency of the line flows. However, the granular computing is not yet applied to the ED problems with valve-point effects. Inspired by the granular computing theory, a granular computing (GrC) method is proposed in this paper to solve the ED problems with valve-point effects. In this method, all units of the system are clustered into fine granules based on their peculiarities using the granularity partition method. Fine granules constitute a coarse granule. Therefore, the GrC computing process is composed of the coarse granular computing and the fine granular computing, which has the following advantages:
(1) The overall solving of the ED problems is decomposed into several computations of granules, which contributes to reducing the computing dimension, simplifying the computing process and ensuring the precision of solutions for ED problems with valve-point effects. (2) A new granularity partition strategy is proposed based on the peculiarity of each unit, which aims to cluster units into several fine granules. According to the strategy, units with difficult convergence are partitioned into one fine granule, which helps to finding the minimum cost as soon as possible and contributes to the solution accuracy and computing performance. (3) The proposed GrC method also has better robustness than other previous methods. According to the simulation results of four case studies, the GrC method can converge to the best solutions with the minimum cost and small standard deviation in 13-unit and 40-unit test systems without considering transmission losses. This paper is organized as follows: Section II describes the mathematical model of ED problems. Section III proposes the granular computing method for solving the ED problems with valve-point effects. Case studies are conducted in Section IV. Section V illustrates the conclusion of this work.
II. MODEL OF ECONOMIC DISPATCH PROBLEMS WITH VALVE-POINT EFFECTS A. OBJECTIVE FUNCTION
Due to the valve-point loading effects of the thermal generations with multi-valve opening turbines, ED problem becomes a non-convex problem. The valve-point model of thermal generating units [16] can be characterized in the form of a quadratic function plus the absolute value of a sinusoidal term corresponding to the valve-point effects, so its cost function can be represented as follows [1] :
where F T is the total generation cost; a i , b i , c i , e i , f i are the cost coefficients of unit i; P i is the output power of unit i; N is the total number of generating units; P min i is the minimum power of unit i.
where P D is the total system demand; P Loss is the total transmission network loss. The total power of generating units should equal to the demand power plus the network losses. P Loss can be calculated using power loss coefficients B as follows [3] :
where B ij , B 0i , B 00 are the losses coefficients; P j is the power output of unit j.
2) GENERATOR POWER CONSTRAINTS
where P min i is the minimum power of the unit i; P max i is the maximum power of the unit i.
3) PROHIBITED OPERATION ZONES CONSTRAINTS
Due to multi-valve opening turbines, the system contains prohibited operating zones (POZs) as (5):
where n i is the number of the POZs for unit i, 
III. GRANULAR COMPUTING METHOD A. GRANULAR COMPUTING MODEL
In order to describe the model of the GrC method, the 10-unit system is taken as an example and shown in the Fig. 1 .
Model of 10-unit system granular computing method.
FIGURE 2. Flow chart of granular computing.
Suppose the 10-unit system can be partitioned into two fine granules (V 1 , V 2 ) based on a certain granularity partition strategy as shown in the Fig. 1 . The fine granule V 1 contains 5 units (1#, 4#, 6#, 7#, 10#). Fine granule V 2 contains 5 units (2#, 3#, 5#, 8#, 9#). Two fine granules constitute a coarse granule. The GrC method computing process is composed of coarse granular computing and fine granular computing which are connected with the load demand. The output power of each fine granule can be obtained by coarse granular computing, which is also the load demand for the fine granule computing. Complete the fine granular computing, the obtained dispatch output of each unit is also the parameters of transmission loss power for the next iteration. The granular computing is implemented as follows, and its flow chart is shown in the Fig. 2 .
Step 1: Parameters preparation. The basic parameters of all units are input, namely
Step 2: Granularity partition. Partition all units into fine granules with the granularity partition strategy proposed in the subsection D.
Step 3: Coarse granular computing. The output power of fine granules is taken as the optimal variable for the intelligent optimization algorithm, which is obtained in each iteration. The output power, as the total load demand of the fine granular computing, is assigned to the fine granular computing.
Step 4: Fine granular computing. Fine granules using the intelligent optimization algorithm take charge of computing the output power of all units. After completing the computation of all fine granules, go to the next iteration of coarse granular computing.
Repeat the coarse granular computing steps until the maximum iteration is reached, and finally the optimized solution can be obtained. In the first iteration of the coarse granular computing, the output power of units is not available. Hence, set the initial value of transmission losses at the beginning of the computing, and it should be set bigger than the actual transmission loss to ensure the computing convergence. The initial transmission loss value is set 2% of load demand in this paper.
B. COARSE GRANULAR COMPUTING 1) OBJECTIVE FUNCTION
After granularity partition, fine granules can be obtained, the objective function with the valve-point effects is changed as follows:
where F g is the cost of the fine granule g, and M is the number of the fine granule.
2) CONSTRAINTS
In the ED problems, the output power of each unit must be limited to a certain range. After clustering, the output range of each fine granule can be recalculated as follows:
where P eq min g and P eq max g are the equivalent minimum and maximum power output of the gth fine granule. M g is the number of the units in the gth fine granule.
Similarly, the constraints also need to be recalculated. The system constraints are expressed as follows:
VOLUME 7, 2019 where P D is the demand load of the power system. P Loss are transmission losses, which can be calculated with the formula (3). P i and P j in formula (3) are the dispatch solution of the last iteration.
3) CONSTRAINTS HANDLING
The penalty function [7] is applied instead of the equality constraint by adding a penalty term to the formula (6):
where σ is the penalty parameter which can guide the search into the feasible solution. Based on extensive experimentation, it is observed that the following handling method can improve the convergence of solutions: when the transmission losses are considered, σ is set as the value greater than zero while the output power of all fine granules is modified using the following steps 1 to 3. σ is set as zero while modifying the output power of all units using the following steps 1 to 4.
Step 1: Check whether the output power of each fine granule P g satisfies the inequality constraint (10). The modified output power of each fine granule is as follows:
If
, set the transition variable T g = 0, else T g = P k g . k is the current iteration number.
Step 2: Compute the difference between the current total output and the demand output. If | | > 0, go to step 3, else go to step 4.
Step3: Modify the output of P k g in order to satisfy the equality constraint (9) with formula (13):
Step 4: Inspect each modified P k g . If there still exist overlimit output, then back to step 1.
C. FINE GRANULAR COMPUTING 1) OBJECTIVE FUNCTION
After each iteration of the coarse granular computing, the output power of each fine granule has been obtained. The objective function with valve-point effects has changed as follows: (14) where M g is the number of units in the fine granule g.
2) CONSTRAINTS
Units in each fine granule should satisfy the following constraints:
The balance constraints:
The inequality constraints:
The POZ constraints:
3) CONSTRAINTS HANDLING
The output power P g obtained from the coarse granular computing contains the power of the transmission losses. Therefore, the new objection can be changed as:
The handling methods of σ and P i are similar with the coarse granular constraints computing, which will not be described in details.
D. GRANULARITY PARTITION
The proposed granularity partition is based on the diverse peculiarities of units, which includes unit peculiarity calculation and units partition in order to improve the solution precision and reduce the computational dimension efficiently. Considering the diverse performance of each unit in the optimization process, a unit peculiarity calculation should be carried out at first. The purpose of this calculation is to find out which units hardly converge to the optimal output power and these units may easily lead the solution to local optimum. The process of granularity partition can be executed as following steps.
Step 1: Search for the optimal fitness approximate solution. Compute the fitness of the current population with DE algorithm. In order to narrow the search and enhance the efficiency, pick out solutions of the calculation the fitness of which is close to the optimal fitness. Set sensitivity parameter δ fit to describe the approximate degree for each population between the current fitness and the local optimal fitness, which can be calculated as (19) .
where F T is the cost of the current iteration. F Tbest is the local optimum cost. Set critical value ε fit to formulate the sensitivity bound of fitness. On the premise of the δ fit of each iteration satisfying the boundary condition (0 < δ fit < ε fit ), go to step 2, else repeat step 1 to compute the fitness of next population.
Step 2: Record characteristic numbers. Judge whether the output of unit i is greater than the output power critical value ε pi . Similar with the δ fit , set sensitivity parameter δ Pi which can be expressed as (20) .
where P besti is the local optimum output power of unit i. If ε pi < δ pi , the output power of unit i exists large difference between the current solution and the optimal solution, and the characteristic number T i of unit i is counted accumulatively once. Else, the output power of unit i is close to the optimal solution, and T i is unchanged. Repeat step 1 to step 2 until the termination condition is met, then output characteristic number T i of each unit. Then move to the step 3. The corresponding pseudo-code of the calculation is shown in the Fig.3 . Step 3: Units partition. To partition units into several fine granules, define the characteristic sensitivity parameter t i as follow:
where T is the total computing times of the ED calculation for N GP trails. Iter 0 and N p0 are the iteration number and population size of the ED calculation, respectively. Set t i = 0.01 as the bound, the greater t i , and the easier the unit i trap into the local optimum. Pick out units with t i ≥ 0.01 which will be clustered into the first fine granuleV 1 . Then sort other units (t i < 0.01) into other fine granules by the maximum output in ascending.
E. DE ALGORITHM
The Differential evolution (DE) was proposed by Storn and Price [17] , which is applied in the GrC method. For ED problems, in the N -unit system, each individual of the DE population consists of a N -dimensional trail vector x = {P 1 , P 2 , ..., P N }. In the coarse granular computing, the g-th element of x represents the output power of the fine granule g. In the fine granule computing and granularity partition, the i-th element of x is the output power of unit i. DE algorithm starts with choosing the initial solutions randomly with the equation (23): 
where x j1 , x j2 , and x j3 are three different individuals selected randomly from the current population. F is the mutation factor.
The genes of u G j are inherited from v G j and x G j , and determined by crossover probability (CR ∈ [0, 1]), as follows:
where rand i is a uniformly distributed random number in the interval [0, 1], i n is a uniformly distributed random number in the interval [1, n] . The selection operation of DE is a greedy selection mechanism, which can be expressed as follows:
The above steps are repeated generation after generation until some stopping criteria are satisfied.
In order to improve the convergence, the mutation factor F is linearly decreasing calculated with the following formula: (27) where F max and F min are the maximum and the minimum value of F respectively, t max is the maximum iteration number, and t is the current iteration number. Based on extensive experimentation, CR should be linearly increasing using the formula (28) to improve the population variety and global convergence. (28) where CR max and CR min are the maximum and minimum value of CR respectively.
IV. SIMULATION RESULTS
In this section, the performance of GrC is evaluated on 13-and 40-unit test systems for solving ED problems with valve-point effects. Four cases are experimented, and each case is conducted for 50 independent trials. All cases are VOLUME 7, 2019 coded in C++ and implemented in Visual Studio 2012 on a PC with an Intel Pentium CPU (3.2GHz) and 8.0GB RAM. The specific parameters setting and simulation results are provided in the following subsections.
A. PARAMETERS SETTING 1) PARAMETERS OF GRANULARITY PARTITION
Though there are a few control parameters in the DE algorithms, the quality of simulation result is sensitive to values of these parameters. Generally, the most appropriate values for parameter set is based on the previous experience [4] . The performance of the DE algorithm is dependent upon F, CR and Population size. F controls the speed and robustness of searching process, and the boundary values are set as 0.4 ≤ F ≤ 0.9. CR is mutation rate which controls the cross operation. The boundary values of CR are set as 0.2 ≤ CR ≤ 0.9. F and CR are same in the coarse and fine granular computing. Population size is a vital parameter for the DE algorithm, which is set according to the scale of power systems. The value of iteration number can influence the computing speed greatly. Hence, on the premise of getting best solution, it is set as small as possible. After extensive experimentation, the most suitable parameters setting of population size and iteration number are provided in the Table 1 .
As for the sensitivity parameters setting, ε fit and ε Pi are the critical values of fitness sensitivity and output power sensitivity respectively. Sensitivity parameter ε fit is set to 0.04, and ε Pi is 10. As mentioned in the Section III, test the granularity partition optimization for N GP , which is set to 5. 
2) PARAMETERS OF COARSE GRANULAR COMPUTING
The specific DE parameters of coarse granular computing are listed in the Table 2 .
3) PARAMETERS OF FINE GRANULAR COMPUTING
Instead of setting fixed iteration of the fine granular computing, the GrC method set the fine granular computing iteration Iter by nonlinear increasing strategy as (29) in order to reflect the actual search process and shorten the computing time. where Iter max and Iter min are the maximum and minimum value of fine granular computing number Iter, respectively. t is the current iteration number. τ controls the rate of nonlinear increased iteration number. Set τ to 10, and the graphic description of the nonlinear increasing strategy of iteration is shown in the Fig. 4 . From Fig. 4 , it can be concluded that the fine granular computing iteration increases nonlinearly in the coarse granular computing process. Less iteration in the early stage can improve the global search speed. More iteration in the later stage is conducive to improving the local search ability. As for the population size N p of fine granular computing, instead of setting the fixed value, the GrC method sets N p = 2M g according to the number of units contained in each fine granule. The boundary value of F and CR are same with the granularity partition. The DE parameters of fine granular computing are set as Table 3:   TABLE 3 . Parameters of fine granular computing.
4) PENALTY PARAMETER SETTING
Penalty parameter σ can be calculated using the following formula (30) [7] :
In the coarse granular computing, H is the number of fine granules M . In the fine granular computing, H is the number of units in the gth fine granule M g .
B. 13-UNIT SYSTEM
In this section, the performance of GrC method is investigated on three different variants case studies of the 13-unit system 78266 VOLUME 7, 2019 with valve-point effects. The first two case studies are presented to validate the effectiveness of the GrC method with different values of cost coefficients. The obtained different fuel cost results of two kinds cost coefficients are compared with other previous methods respectively. The system data for Case study 1 is given in [18] , and the coefficients of the 13-unit system in Case study 2 refer to [19] . To evaluate the performance of the proposed method comprehensively, the transmission losses are taken into consideration in the Case study 3, and the data for this case study are provided in [18] and [9] . The load demand of the 13-unit system is 1800MW. The 13-unit partition result and performance comparison with other several state of art optimization methods is provided below.
1) 13-UNIT PARTITION RESULT
Before the granularity partition, the peculiarities of each unit should be known through the unit peculiarity calculation with the DE algorithm. The Fig. 5 . shows the characteristic number comparison of 13 units:
From Fig. 5 , it can be found intuitively that the characteristic sensitivity t i of nine generating units (1#, 2#, 3#, 4#, 5#, 6#, 7#, 8#, 9#) is over 0.01. The partition result is listed in the Table 4 :
According to the Table 4 , nine generating units (1#, 2#, 3#, 4#, 5#, 6#, 7#, 8#, 9#) are clustered into the first granule V 1 , and four generating units (10#, 11#, 12#, 13#) are clustered into the fine granule V 2 . Hence, the 13-unit system contains two fine granules (V 1 , V 2 ).
2) CASE STUDY 1
Experimental study reveals that the best solution in this case is 17963.8292$/h, and the power generation dispatch results at the lowest fuel cost is shown in the Table 5 . From Table 5 , the output power of each unit lies within the maximum and minimum output boundary and satisfies the equivalent power balance constraint. Table 6 provides a comparison between the proposed method and several previous algorithms. Table 6 shows that the minimum cost by the GrC method in this case is 17963.8292$/h, which is similar to the best solution achieved by several methods like: FA, FAPSO-VDE, ST-IRDPSO, FAMPSO, ACHS, CBA, and HAAA. Furthermore, FAPSO-VDE gives the smallest mean cost among all compared algorithms. FA, ST-IRDPSO, CBA, ACHS and HAAA can provide the best minimum cost, but the mean and maximum costs of them are large. In terms of the minimum fuel cost, Table 6 also shows that the proposed GrC method performs better than the compared methods like: UHGA, FCASO-SQP, TSARGA, RDPSO, IRDPSO, and AAA. Moreover, it should be noted that the maximum cost obtained for 50 runs of GrC is also 17963.8292$/h. The results indicate that the proposed GrC method in this case study can always find the best solution with smaller standard deviation than other methods. Although several methods can obtain the best cost, the standard deviation of them are large. For instance, the standard deviations of FA, ST-IRDPSO, CBA, and HAAA are respectively 148.54, 3.307, 6.8473, 0.0190. Although the standard deviation of HAAA is small, the iteration number of it is 12 × 10 5 , which is quite large. The CPU time of this case study taken by the GrC method is 6s.
3) CASE STUDY 2
As shown in the Table 7 , the best cost of GrC method is 17960.3661$/h with all equality and inequality constraints satisfied. The boundary output power of each unit is same with the Table 5 . It is evident from Table 8 , the minimum cost is given by GrC method along with ICA-PSO, SDE, IHS, THS and HAAA. However, the mean and maximum cost of ICA-PSO, IHS and THS are higher than those of the GrC method. Moreover, according to the Table 8 that the minimum cost, maximum cost, and mean cost by GrC method in this case are same. It is worth to mention that the standard deviation of the GrC method is the lowest compared with other optimization methods. The comparison results demonstrate that the GrC method outperforms many other methods in both fuel cost accuracy and computing robustness. The CPU time in this case study is 6s.
4) CASE STUDY 3
In this case study, the transmission losses and the valvepoint are taken into consideration. In order to make sure the convergence of the computing, the initial network losses are set as 2% of the load demand power. The power demand is 1800MW. From the Table 9 , the best fuel cost obtained by the GrC method is 18118.4956$/h with all constraints satisfied fully. The upper and lower limit output power of each unit are same with Table 5 . Furthermore, from the solution comparison which is shown in Table 10 , the GrC method can save 15.86$/h compared with GWO. The simulation result demonstrates the efficiency and the superiority of the GrC method. The CPU time of this case study is 11s.
C. 40-UNIT SYSTEM
In this case study, the valve-point effects are taken into consideration in the fuel cost function, and the transmission losses is not considered. The load demand is 10500MW. The system data can be found in [18] . 
1) 40-UNIT PARTITION RESULT
Similar to the 13-unit system, the characteristic number comparison of 40 units is shown in the Fig. 6: In the Fig. 6 , the t i of eleven units (3#, 7#, 11#, 12#, 13#, 14#, 15#, 16#, 34#, 35#, 36#) is over 0.01. Cluster these eleven units into the first fine granule V 1 , according to the granularity partition strategy. Then sort other units in ascending order according to the maximum output power and divide them orderly into fine granules V 2 , V 3 . The obtained partition result is listed in Table 11 .
2) CASE STUDY
To verify the efficiency of the proposed method, the GrC method is applied to a more complex system. The load demand of 40-unit system is 10500MW. The best generation schedule is given in the Table 12 along with maximum and minimum generation limits of each unit. It can be obtained that the lowest fuel cost is 121412.5355$/h by the GrC method, and all units satisfy equality and inequality constraints completely. The comparative statistical results are listed in the Table 13 . According to the Table 13 , in terms of best cost the proposed method is better than other previous methods such as FAPSO-NM, IHBMO, RDPSO, IRDPSO, FCASO-SQP, AAA, HAAA. The best fuel cost of GrC method is same with the results of CCDE, ST-IRDPSO, and MCSA. However, the mean and maximum costs of these methods are not well. The standard deviations of CCDE, ST-IRDPSO, and MCSA are 2.91,33.44, and 2.7456 respectively. It is worth to note that GrC gives the smallest standard deviation compared to other optimization methods, which makes the GrC methods most stable.
The CPU time of 40-unit is 43s. Furthermore, increasing the iteration number of coarse granular computing to 250 can lead to the minimum cost with nearly zero standard deviation, and the corresponding CPU time is 85s. With the iteration number increasing, the accuracy will be ensured, but the computing time will be longer.
D. DISCUSSION
Based on the analysis mentioned above, the granular computing (GrC) method can be applied to solving the ED problems with valve-point effects. The reduced computing dimension and granularity partition improve the solving accuracy effectively. According to the case studies based on 13-and 40-unit test systems provided in the Section IV, the GrC method shows its superiority. Without considering transmission losses, the proposed GrC method can find the optimal dispatch solutions with minimum cost and small standard deviation.
The presented granularity partition strategy is the crucial step to improve solving precision in the GrC method, through which good results in 13-and 40-unit test systems can be achieved. The GrC method is worthy of further improvement to satisfy serial computing.
V. CONCLUSION
This work is conducted to reduce the computational dimension and improve the accuracy of the ED problems with the valve-point effects. With this aim, a granular computing (GrC) method for the ED problems with valve-point effects is introduced. For the purpose of reducing the computational dimension and improving the solving accuracy, a new granularity partition strategy is proposed. According to the partition strategy, units with hardly convergence characteristic are clustered into one fine granule. After the partition, the GrC method is composed of the coarse granular computing and the fine granular computing. The two parts computing are linked by the load demand and optimized algorithm. The proposed GrC method is tested in 13-and 40-unit systems, where differential evolution (DE) algorithm is applied. The simulation results show that the GrC method can ensure better solutions with smaller standard deviation than other previous methods, and effectively improve the accuracy of the ED problems with valve-point effects.
The GrC method has strong parallelism. Future work will focus on the parallel computing to improve the computing speed of the GrC method. Besides, apply the GrC method to the scheduling problem between an isolated microgrid and electric vehicle battery swapping stations [34] can be another future research topic.
