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ABSTRACT
Ordouie, Ehsan
M.S.O.E
Rose-Hulman Institute of Technology
July 2018
Design, Fabrication, and Characterization of a One-Dimensional Single-Material Polarizing Pho-
tonic Crystal
Thesis Advisor: Dr. Azad Siahmakoun
We examine a multilayered one-dimensional (1D) polarizing photonic crystal designed and fabri-
cated out of a single material. This polarizer is designed for high reflection of the s polarization
and low reflection of p polarization at the wavelength of 632.8 nm. This device is fabricated im-
plementing the oblique angle deposition technique to produce six-bilayers of alternating high to
low indices of titanium dioxide using e-beam PVD for depositing on top of a fused silica substrate.
For modeling, we used transfer-matrix method and numerical finite-difference time-domain
analysis to simulate behavior of the 1D photonic bandgap structure. Both model and simulation
predict better than 98% reflection for s polarization and less than 1% reflection for p polarization at
wavelength of 632.8 nm at an incident angle of 70°. The fabricated device exhibited 94% reflection
for s polarization and less than 6% reflection for p polarization at 632.8 nm at an incident angle of
70°. The results are in good agreement with theoretical predictions.
Keywords: Optical Engineering, Polarization Selective Device, Glancing Angle Deposition, Pho-
tonic Bandgap Materials, Electron Beam Evaporation
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11. INTRODUCTION
Photonic crystals (PCs) are a particular class of engineered structures that provide control of light
propagation in the space. The main property of such structures is the existence of a photonic
bandgap (PBG) that prohibits propagation of certain wavelengths for the designed directions [1]. In
one dimension, there are two spatial modes of interest that translate to reflection and transmission
of the structure. That is, the bandgap can be engineered such that only particular wavelengths
can pass through the structure. Incident light with wavelengths corresponding to those of inside
the bandgap would be reflected, since there is no propagation mode available for them. Regular
materials of choice for fabrication of such structures are dielectrics of high and low refractive
indices. The contrast in the index of these building blocks combined with adequate repetition of
unit cells are the determining factors on the formation of the bandgap. Based on the application,
there can be defects implemented within the ordered structure to modify the bandgap as well.
Apart from the conventional design procedure, one can use other optical effects in such structures
in order to obtain new or enhanced functionalities. For example, use of magneto-optical (MO)
materials in the structure will provide the opportunity to obtain enhanced Faraday or Kerr effects
due to localization of light [2]. MO materials affect the radiation in various ways based on their
gyrotropic properties, which can rotate the plane of polarization while breaking the time reversal
symmetry. Using these concepts, optical isolators and other integrated optical components can be
designed [3].
Similar to MO gyrotropy, optical birefringence can also be employed in the construction of
photonics crystals. In this work, we have designed a PBG that is birefringent in such a way that
it only allows one state of polarization to pass. The difference between our design and a regular
2polarizer is that a regular polarizer will eliminate the orthogonal state of polarization while our
design will reflect it all. This feature is significantly important since it saves half of the energy
provided to the system. As a consequence, the reflected orthogonal polarization can be recycled
and used through proper system design.
As another contribution, we fabricated 1D polarizing PC out of a single material only. This
method is executed using electron-beam physical vapor deposition (EB-PVD or e-beam PVD)
and oblique angle deposition (OAD) technique. In order to obtain high- and low-index layers,
we deposited alternating layers of titanium dioxide (TiO2) at different deposition angles on top
of a fused silica substrate. This approach is chosen since at deposition angle of zero degrees,
deposited TiO2 using e-beam PVD does not have considerable birefringent behavior, while the
obliquely deposited TiO2 acts as a biaxial material with significant birefringent behavior [4]. As a
result, deposition of a bilayer film at two different angles of deposition, is analogous to using two
different materials.
The intention of the thesis is to model, simulate, fabricate, and eventually characterize a 1D
single-material polarizing photonic crystal (SMPPC) to prove that the idea is attainable. The orga-
nization of the thesis is as follows:
Chapter 2 talks about the prerequisite backgrounds which are needed to model a 1D SMPPC.
In addition, the concept of polarization and different types of polarization devices are discussed.
Ultimately, complementary concepts including Bloch modes, dispersion relation, and PBG are
discussed.
Chapter 3 presents different simulations, such as a dispersion diagram of the 1D SMPPC and
the FDTD simulation of the 1D SMPPC. The results of the simulations are compared with the
theoretical model proposed in Chapter 2.
3Chapter 4 talks thoroughly about the specific technique and approach for fabrication of a 1D
SMPPC, choosing the material for the desired device, and the structure of the deposited material.
Moreover, two methods used to characterize the test samples are discussed, i.e. spectroscopic
ellipsometry and Twyman-Green interferometer. Following that, the optical setup which is used
for characterization of fabricated 1D SMPPC is described.
Chapter 5 includes the discussions about the obtained results from the measurements in Chap-
ter 4. Specifically, the results of optical measurement for the 1D SMPPC, is discussed and it is
shown that the obtained results are in good agreement with the theoretical model.
Chapter 6 comprises the conclusions of the thesis, and potential future researches to advance
this area of interest or to improve the theoretical model.
42. THEORY AND BACKGROUND
2.1. Maxwell’s Equations
James Clerk Maxwell synthesized previously founded principles in the area of electricity and mag-
netism, which are known as Maxwell’s equations. These equations enable us to calculate the speed
of electromagnetic waves. The result is surprisingly eye-catching, since it predicts that the speed
of electromagnetic waves is the same as the formerly measured speed of light. By knowing this
fact, one can conclude that light is part of the electromagnetic spectrum [5].
In order to define the electromagnetic field in space, electric field vector E and magnetic field
vectorH are needed. Additionally, we need to define electric displacement vectorD and magnetic
induction vector B, to add the effect of the electromagnetic field on matter. The relation between
these four vectors are defined by Maxwell equations as:
∇×E+ ∂B
∂ t
= 0, (2.1)
∇×H− ∂D
∂ t
= J , (2.2)
∇·D = ρ, (2.3)
∇·B = 0, (2.4)
where J is the electric current density and ρ is electric charge density [6]. Each of these equations
is a generalization of certain experimental observations: Eq. (2.1) is Faraday’s law of electromag-
netic induction in differential form; Eq. (2.2) is the modified Ampere’s law; Eq. (2.3) is Gauss’s
law; and Eq. (2.4) represents the absence of magnetic monopoles [7].
Using Maxwell Eqs. (2.1), (2.2), (2.3), and (2.4), the propagation of electromagnetic waves in
any medium can be described. Most of the time in optics, the source of electromagnetic radiation
5is far from the regions that individuals want to study. In this case, ρ and J are assumed to be zero,
because they are the source of electromagnetic radiation. Furthermore, by assuming the medium
to be free space, the relation betweenD and E and the relation betweenB andH is defined as
D = ε0E, (2.5)
B = µ0H, (2.6)
where the constant ε0 = (1/36pi)× 10−9 F/m is electric permittivity in vacuum and the constant
µ0 = (4pi)× 10−7 H/m is magnetic permeability in vacuum. As mentioned earlier, Maxwell’s
equations predict the speed of electromagnetic waves is the same as the formerly measured speed
of light. The relation is defined as
E
B
=
1√ε0µ0 = c, (2.7)
where c = 2.9979246×108 m/s, which is the speed of light in vacuum.
Using Eqs. (2.5) and (2.6), Maxwell’s equations in free space can be rewritten as
∇×E =−∂B
∂ t
, (2.8)
1
µ0
∇×B = ε0∂E∂ t , (2.9)
∇·E = 0, (2.10)
∇·B = 0. (2.11)
2.2. Boundary Conditions
To understand the behavior of electromagnetic waves at the boundary between two dielectric media
of 1 and 2, when there is no free electric charges and currents exist, the study of the boundary
conditions forB and E is indispensable.
6First, we study the boundary condition of the B at the interface between two dielectric media.
Consider there is a small cylinder with surface S and infinitesimal height at the boundary of two
dielectric media of 1 and 2. This cylinder is assumed in a way that, one end face of the cylinder
is in the medium 1 and the other one is in the medium 2. Another assumption is that both ends of
the cylinder are parallel to the cross-section’s surface of the cylinder and the dielectric’s boundary
with the unit normal nˆ directed toward medium 2 (Figure 2.1(a)).
Based on the Gauss’ theorem, a surface integral of a vector F has a relation with volume
integral of the divergence of the same vector. If we assume a simply connected region of R3 where
the first derivatives of vector F is continuous over it [8, 9], then
˚
V
∇·F dV =
‹
S
F · nˆdS. (2.12)
By applying volume integral on Eq. (2.11) we obtain
˚
V
∇·B dV = 0, (2.13)
and by using Eq. (2.12), the Eq. (2.13) becomes
˚
V
∇·B dV =
‹
S
B · nˆdS = 0, (2.14)
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Figure 2.1: (a) A small cylinder with surface S at the interface of two dielectric media. (b) A
small rectangle at the defined boundary of C close to the interface of two dielectric media.
7which we could expand it as
‹
S
B · nˆdS =
¨
top
B1 · nˆdS+
¨
bottom
B2 · (−nˆ)dS+
¨
side
B3 · nˆdS = 0. (2.15)
The third integral in above equation is zero because the height of the cylinder is infinitesimal,
so we have ¨
top
B1 · nˆdS =
¨
bottom
B2 · nˆdS, (2.16)
which it means the integrands must be equal to each other. So, it follows that
B1 · nˆ =B2 · nˆ. (2.17)
By assumingB1 · nˆ = B1n andB2 · nˆ = B2n, Eq. (2.17) may be rewritten
B1n = B2n, (2.18)
which means the normal component of the magnetic induction vector at the boundary of two di-
electric media is always continuous [6].
For boundary condition of E at the interface between two dielectric media, consider there is a
narrow rectangle with an infinitesimal width of w. The two lengths of l parallel to the boundary’s
surface, and one of them is in medium 1 and the other in medium 2. The unit vectors eˆ1 and eˆ2 are
directed toward the traversing direction as is shown in Figure 2.1(b).
In vector analysis, there is another useful integral theorem which defines the relationship be-
tween the integral of a derivative of a function and the line integral of that function. This Theorem
is called Stokes’ theorem and it is given by
¨
S
∇×F · nˆdS =
˛
C
F · dr, (2.19)
where S is the surface that is bounded with boundary curve C [8].
8To find the boundary condition E, one can start with applying the surface integral on Eq. (2.8)
and it yields ¨
S
∇×E · nˆdS =−
¨
S
∂B
∂ t
dS, (2.20)
and by using Eq. (2.19), the Eq. (2.20) becomes
¨
S
∇×E · nˆdS =
˛
C
E · eˆ dr = 0. (2.21)
It is important to realize that the traversing direction is counterclockwise, so the line integral
around the rectangle’s perimeter leads to
˛
C
E · dr =
ˆ b
a
Eab · eˆ1dw+
ˆ c
b
Ebc · (−eˆ2)dl +
ˆ d
c
Ecd · (−eˆ1)dw+
ˆ a
d
Eda · eˆ2dl = 0. (2.22)
By solving the four integrals we have
(Eab · eˆ1)w− (Ebc · eˆ2)l− (Ecd · eˆ1)w+(Eda · eˆ2)l = 0, (2.23)
where the length of w is infinitesimal, so after canceling the l term we obtain
Ebc · eˆ2 =Eda · eˆ2. (2.24)
By assuming Eab · eˆ2 = E1g and E · eˆ2 = E2g (because eˆ2 is parallel to the boundary of two
media), Eq. (2.24) can be rewritten as
E1g = E2g, (2.25)
which means the tangential component of the electric field vector at the boundary of two dielectric
media is always continuous [6].
2.3. Polarization
Another important understanding that Maxwell’s equations provide is the fact that in an isotropic
medium, E,H , and wave vector k have the following relations
k×E = ωµH, (2.26)
9k×H =−ωεE, (2.27)
which means the E and H are orthogonal to each other and they are both orthogonal to the di-
rection of propagation [10]. In other words, E exists in a plane perpendicular to the direction of
propagation. The electric field defines the state of polarization of a propagating light wave. One
important reason for studying the polarization of light, is due to the fact that in anisotropic media
the refractive index depends on the direction of oscillation of E [6].
In an isotropic media, E does not have any component parallel to k. For a monochromatic
plane wave of angular frequency ω with propagation direction of z, the E has the general form of
E(z, t) =
(
Exeiφx iˆ+Eyeiφy jˆ
)
ei(ωt−kzz), (2.28)
which φx and φy are phase terms. Eq. (2.28) can be written as
E(z, t) =Ex
(
iˆ+Aeiφ jˆ
)
ei(ωt−kzz), (2.29)
where
A≡ Ey/Ex, φ = φy−φx. (2.30)
Ultimately, by assuming Ex = 1 (generality does not affect), the arbitrary polarized wave is
expressed as
E(z, t) =
(
iˆ+Aeiφ jˆ
)
ei(ωt−kzz). (2.31)
Using different values of A and φ , we obtain the different states of polarizations. As is shown
in Figure 2.2, different polarization states including some special cases of linearly polarized (LP)
light, right circularly polarized (RCP) light, and left circularly polarized (LCP) light could be
obtained [10].
In this research, the 1D SMPPC device is modeled for LP. In general, when an incoming LP
light has the electric field orthogonal to the plane of incidence, it is called transverse electric
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(TE) polarization or s polarization. In the same way, when an incoming LP light has the electric
field parallel to the plane of incidence, it is called transverse magnetic (TM) polarization or p
polarization [11].
2.3.1. Linear Polarization Devices
In this section, a few types of linear polarization (plane polarization) devices, that are used to
manipulate the polarization of light as described previously.
Absorptive Polarizers (Dichroic Polarizers)
When there is selective absorption of one of the orthogonal components of linear-polarized light,
it is called dichroism. Dichroism happens in anisotropic media, and media with such a property
is called dichroic materials. Because of the anisotropic nature of dichroic polarizers, they are
responsive to the direction of the electric field, which causes absorption of one component and
transmission of the other one [11, 12]. Some important dichroic polarizing devices include wire-
grid polarizers [13], Polaroid J-sheets, and Polaroid H-sheets [14].
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Figure 2.2: The behavior of the endpoint of the electric field vector of (a) linearly polarized
light in x-direction; (b) linearly polarized light at 45°; (c) right circularly polarized light;
and (d) left circularly polarized light at a fixed position z and fixed time t.
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Wave Retarders
A retarder (or waveplate) is an optical device which causes changes in the polarization state of
light for a beam passing through it. This optical device causes a phase delay for one of the two
components of the linearly polarized wave. As a result of that, the relative phase of the final beam
is different due to the phase change. The material used to make waveplates should be birefrin-
gent (Section 2.5), in order to make the desired phase shift between the two orthogonal states of
the polarized light. The amount of phase shift can be controlled by manipulating the values of
indices, thickness of birefringent material, and wavelength of incoming light. Two common forms
of waveplates are half-wave plates and quarter-wave plates [12].
Polarization Rotators
Polarization rotators rotate the plane of polarization by a specific amount of rotation without af-
fecting the nature of linearly polarized light. Birefringent rotators, twisted nematic liquid crys-
tal [11], MO materials [15], birefringent rotators, and prism rotators are examples of polarization
rotators [16].
Birefringent Polarizers
Another type of polarizer uses the birefringence behavior of anisotropic crystals to split the po-
larization states of linearly polarized light. Our desired 1D SMPPC falls into this category. Nicol
prism, Wollaston prism, Rochon prism, Senarmont prism, Glan–Thompson prism [17], Glan–Foucault
prism, Glan–Taylor prism [18], and Nomarski prism [19] are examples of birefringent polarizers.
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2.4. Fresnel Equations
According to ray optics (or geometrical optics), an incident ray at the boundary of two isotropic
media splits into a refracted (or transmitted) ray and a reflected ray. Based on Snell’s Law, the
relation between the incident angle and refracted angle at the boundary of two isotropic media is
defined as
n1 sinθi = n2 sinθt , (2.32)
where n1, n2, θi, and θt are the refractive index of the medium 1, refractive index of the medium 2,
incident angle, and refracted angle, respectively. We also know the relation between incident angle
θi and reflected angle θr from the Law of Reflection as [12]
θi = θr. (2.33)
It is also important to notice that the refractive index of a medium is a function of frequency ω
(or wavelength λ ) and it is given by
n(ω) =
ck0
ω
, (2.34)
where k0 = 2pi/λ0 is the wave number [6].
In Figures 2.3(a) and 2.3(b) the relationship between the complex amplitude reflectance with
polarization of light is shown. If the incident beam at the boundary between two dielectrics is s
(Figure 2.3(a)), from Eqs. (2.18) and (2.25) for boundary conditions we have
Ei +Er = Et , (2.35)
and
Bi cosθi−Br cosθr = Bt cosθt , (2.36)
since E is parallel to the boundary and B is orthogonal to the boundary.
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Now by using Eqs. (2.7), (2.33), and (2.34), we can rewrite Eq. (2.36) as
n1Ei cosθi−n1Er cosθi = n2Et cosθi, (2.37)
and by substituting Eq. (2.35) in Eq. (2.37) it yields to
(n1 cosθi−n2 cosθt)Ei = (n1 cosθi +n2 cosθt)Er. (2.38)
If we take the ratio of reflected to incident of electric field amplitude as Er/Ei we have(
Er
Ei
)
s
= rs =
n1 cosθi−n2 cosθt
n1 cosθi +n2 cosθt
, (2.39)
where rs is the complex amplitude reflectance for the s polarization. With similar calculations as
we derived Eq. (2.39), for the ratio of transmitted to incident of electric field amplitude as Et/Ei
we obtain (
Et
Ei
)
s
= ts = 1+ rs, (2.40)
where ts is the complex amplitude transmittance for the s polarization. Eqs. (2.39) and (2.40)
are Fresnel Equations for s polarization. With similar calculations, the Fresnel equations for p
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Figure 2.3: Reflection and refraction of a monochromatic plane wave at the boundary of two
dielectrics for the: (a) s polarization; (b) p polarization.
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polarization (Figure 2.3(b)) are derived as
rp =
n1 secθi−n2 secθt
n1 secθi +n2 secθt
, tp = (1+ rp)
cosθi
cosθt
, (2.41)
where rp and tp are the complex amplitude reflectance and complex amplitude transmittance for
the p polarization, respectively [11, 12].
2.5. Anisotropic Media (Crystals)
In this section, the properties of an anisotropic media are discussed. In general, materials which
have different optical properties in different directions of propagation, and for different polariza-
tions of light, are called anisotropic media. The optical materials fall into one of the following
categories:
Single crystalline: When the molecules have the perfect periodicity along the entire dielectric
and they orientated in the same direction. Single crystalline solids have the lowest energy state and
they are mainly an anisotropic medium.
Polycrystalline (Non-Crystalline): This kind of solids have long-range order, but there are
boundaries that impedes continuity along this long-range ordering. In other words, polycrystalline
solids have the form of disconnected grains, and each grain is randomly oriented. Generally, each
of these grains are anisotropic, but their averaged macroscopic behavior is isotropic.
Amorphous: This state of solids does not have long-range order and molecules are randomly
oriented. As a result, the energy state is higher than a crystalline solid. In general, amorphous
solids are anisotropic, but their averaged macroscopic behavior is isotropic [11, 20].
The induced polarization in an isotropic medium is related to the electric field by a scalar
factor and it is always parallel to it. This scalar factor does not have any relation to the direction
of the applied electric field. In the case of anisotropic (single crystalline) medium, because of
15
the regular periodic pattern of molecules, the magnitude and direction of polarization depends on
the direction of E. In the case of a linear anisotropic medium with electric flux density D and
dielectric permittivity tensor εi j we have
Dx = ε11Ex + ε12Ey + ε13Ez,
Dy = ε21Ex + ε22Ey + ε23Ez,
Dz = ε31Ex + ε32Ey + ε33Ez,
(2.42)
where i, j = 1,2,3 denote the x,y,z component of the coordinate system, respectively. This equa-
tion can be rewritten using tensor notation as
Di = εi jE j. (2.43)
If the coordinate system is chosen in a way that off-diagonal elements of tensor εi j become
zero, then Eq. (2.42) yields to
Dx = εxEx, Dy = εyEy, Dz = εzEz, (2.44)
where the 11, 22, and 33 subscripts are rewritten as x, y, and z, respectively. It is also useful to
mention the relation between these permittivities and corresponding refractive indices as
ni2 = εi/ε0. (2.45)
Now by inverting the dielectric permittivity tensor εi j−1 and multiplying that with ε0, it yields
to
ε0E = ε0(εi j−1)D, (2.46)
or
ε0E = ηi jD, (2.47)
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where η = ε0(εi j−1) is the impermeability tensor and because of the symmetry of ε , this tensor is
diagonal as well, and Eq. (2.45) remains valid for this case. By rewriting η in the quadratic form,
the index ellipsoid obtained as
ηi jxix j = 1, i, j = 1,2,3. (2.48)
By choosing the x, y, and z (principal axes) to be the coordinate system, we get
x2
nx2
+
y2
ny2
+
z2
nz2
= 1, (2.49)
where nx, ny, and nz are principal refractive indices.
Based on the Eq. (2.49) which is called index ellipsoid equation, there are three cases for optical
symmetry of a material:
1. If all the principal refractive indices are equal to each other the optical symmetry of the
material is isotropic.
2. If two of the principal indices are equal, it is called a uniaxial crystal (Figure 2.4(a)).
3. If nx 6= ny 6= nz it is called biaxial crystal (Figure 2.4(b)).
In case of anisotropic materials there is an interesting phenomenon, which is called double
refraction (or birefringence). If a light beam does not propagate parallel to the optic axis (direction
which a beam of light propagates regardless of the polarization state) of a uniaxial crystal, the
beam splits into two beams with s and p polarizations [5].
2.6. One-Dimensional Photonic Crystal
The propagation of electromagnetic waves in a periodic media has many advantages which could
be used in different applications [6]. These media could be designed in a way that only particular
17
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Figure 2.4: Intersection of the normal surface with the x-z plane and the corresponding
principal indices for: (a) rutile phase of TiO2 as an example of uniaxial crystals [21]; (b)
antimony sulfo-iodide (SbSI) as an example of biaxial crystals [22].
frequencies could pass through. Frequencies that are blocked by the media fall in a region called
PBG [1, 11]. In analogy to semiconductor materials, the bandgaps in the energy band structure of
a crystal means electrons cannot move to specific energy levels within the bandgap.
These kinds of periodic media, called PC, which can be fabricated for 1D, 2D, and 3D, where
each of them has its own properties and applications (Figure 2.5). For instance, the 1D periodic
structure used to make Bragg gratings and optical switches [11, 23], 2D periodic structure used
in Holey fibers (PC fibers) [24], and 3D periodic structure used in the modification of black-body
radiation [25].
In this research, the 1D periodic structure of dielectric media is used, because the 1D SMPPC
device acts as a grating that reflects the s-polarized light and transmits p-polarized light with its
bandgap centered on λ = 632.8 nm.
18
October 29, 2007 Time: 04:39pm chapter01.tex
4 CHAPTER 1
2D
2-D 3-D1-D
1D 3D
Figure 1: Simple examples of one-, two-, and three-dimensional photonic crystals. The
dierent colors represent materials with dierent dielectric constants. The defining feature of
a photonic crystal is the periodicity of dielectric material along one or more axes.
case of one-dimensional crystals, and proceeding to the more intricate and useful
properties of two- and three-dimensional systems (see figure 1). After equipping
ourselves with the appropriate theoretical tools, we attempt to convey a useful
intuition about which structures yield what properties, and why?
This textbook is designed for a broad audience. The only prerequisites are a
familiarity with the macroscopic Maxwell equations and the notion of harmonic
modes (which are often referred to by other names, such as eigenmodes, normal
modes, and Fourier modes). From these building blocks, we develop all of the
needed mathematical and physical tools. We hope that interested undergraduates
will find the text approachable, and that professional researchers will find our
heuristics and results to be useful in designing photonic crystals for their own
applications.
Readers who are familiar with quantum mechanics and solid-state physics are
at some advantage, because our formalism owes a great deal to the techniques
and nomenclature of those fields. Appendix A explores this analogy in detail.
Photonic crystals are a marriage of solid-state physics and electromagnetism.
Crystal structures are citizens of solid-state physics, but in photonic crystals the
electrons are replaced by electromagnetic waves. Accordingly, we present the
basic concepts of both subjects before launching into an analysis of photonic
crystals. In chapter 2, we discuss the macroscopic Maxwell equations as they apply
to dielectric media. These equations are cast as a single Hermitian differential
equation, a form in which many useful properties become easy to demonstrate: the
orthogonality of modes, the electromagnetic variational theorem, and the scaling
laws of dielectric systems.
Chapter 3 presents some basic concepts of solid-state physics and symmetry
theory as they apply to photonic crystals. It is common to apply symmetry
arguments to understand the propagation of electrons in a periodic crystal
potential. Similar arguments also apply to the case of light propagating in
a photonic crystal. We examine the consequences of translational, rotational,
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Figure 2.5: Examples of one-, two-, and three-dimensional PCs made up of different dielec-
tric media [1].
2.6.1. Matrix Theory of Multilayer Optics
Assume a homogeneous single layer medium with a plane wave normally incident on its surface.
Inside of this single layer, there will be multiple reflections and transmissions which exist because
of its own reflections and transmissions. As a result, for a multilayered structure, the effect will be
intensified because the transmissions and reflections of other layers will be added to other layers
and the calculation becomes tedious. In other words, for a large number of layers, the number
of reflections and transmissions will be infinite and almost impossible to calculate. Based on the
Fresnel’s equations, the complex amplitudes of the reflected and transmitted waves can be defined.
Now by getting the superposition of these reflectances and transmittances - like the way Fabry-
Perot interferometer’s transmittance defines - four single collected waves can be assumed [26].
Thes ew waves are defined as U (+) and U (−) for forward and backward collected waves, respec-
tively.
Using the matrix method, one an calculate the omplex amplitudes of a mu tilayer d medium
at the boundaries. Consider one layer of the structure with forward and backward collected waves
of U (+)1 and U
(−)
1 at the left plane, nd with forward and backward collected waves of U
(+)
2 and
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U (−)2 at the right plane (Figure 2.6(a)). Using matrix M , with elements of A1, A2, A3, and A4 the
system can be defined as
U
(+)
2
U (−)2
=
M︷ ︸︸ ︷A1 A2
A3 A4

U
(+)
1
U (−)1
 , (2.50)
where matrixM called wave-transfer matrix (or transmission matrix).
There is a useful mathematical relation between wave-transfer matrices of L layers of multilay-
ered media as
M =MLML−1 · · ·M2M1, (2.51)
which easily relates the complex amplitudes of a multilayered media as a simple multiplication of
the M matrices. The elements of matrix M depend on the optical properties of a medium, yet
they do not have direct physical meaning. So, another matrix for relating the complex amplitudes
and the faces of a layered media is needed. As is shown in Figure 2.6(b), this new matrix can be
defined as U
(+)
2
U (−)1
=
S︷ ︸︸ ︷t12 r21
r12 t21

U
(+)
1
U (−)2
 , (2.52)
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Figure 2.6: Visual interpretation of forward collected waves U (+)1 and U
(+)
2 and backward
collected waves U (−)1 and U
(−)
2 for: (a)M matrix; (b) S matrix.
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which is called scattering matrix S and subscript 12 and 21, implies that the light is incident from
first into the second medium and from second into the first medium, respectively (Figure 2.6(b)).
The drawback of using the scattering matrix is that we do not have a mathematical relation like
Eq. (2.51) to multiply S matrices of the constituent elements. Using a conversion relationship
between the elements of theM and S matrices as
M =
A1 A2
A3 A4
= 1t21
t12t21− r12r21 r21
−r12 1
 , (2.53)
S =
t12 r21
r12 t21
= 1A4
A1A4−A2A3 A2
−A3 1
 , (2.54)
the wave-transfer matrix can be calculated as the multiplication of constituent elements of the
multilayered medium. Then this relation calculates the elements of the scattering matrix (which
they have physical significance).
Now by assuming no loss between the two planes of layered media, input and output planes of
media have the identical index of refraction and impedance, and transmission and reflection in the
forward and backward directions are the same (reciprocal symmetry), we have |r12| = |r21| ≡ |r|
and |t12|= |t21| ≡ |t| which leads to
|t|2 + |r|2 = 1, t
r
=−
( t
r
)∗
, arg{t}−arg{r}=±pi/2, (2.55)
where the third equation states the pi/2 phase difference between t and r. It is important to notice
that
T = |t|2, R = |r|2, (2.56)
where T is the intensity transmittance, R is the intensity reflectance, and both of them are real
quantities. For this lossless reciprocal system, the relationship between elements of M matrix is
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defined as
A1 = A4∗, A2 = A3∗, |A1|2−|A2|2 = 1 detM = 1. (2.57)
Hence, for a lossless reciprocal system, Eqs. (2.53) and (2.54) can be rewritten as
M =
 1/t∗ r/t
(r/t)∗ 1/t
 , (2.58)
S =
t r
r t
 . (2.59)
Now we need to find the associated wave-transfer matrix and scattering matrix for propagation
through a homogeneous medium and also at the boundary of two dielectric media. By knowing
these two sets of matrices, reflection and transmission of multilayered systems can be calculated.
For propagation through a homogeneous medium with index of refraction of n and thickness of
d the wave-transfer matrix and scattering matrix for propagation are defined as
Mp =
exp(−iϕ) 0
0 exp(iϕ)
 , Sp =
exp(−iϕ) 0
0 exp(−iϕ)
 , (2.60)
and phase term ϕ is represented as
ϕ = nk0d. (2.61)
For the second set of matrices at the boundary of two dielectrics, the Fresnel’s equations are
used to calculate the reflectance and transmittance. Assume there are two dielectrics with indices
of n1 and n2. From Eqs. (2.39), (2.40), and (2.41) when the θ1 = θ2 = 0°, the r12, r21, t12, and t21
rewritten as
r12 =
n1−n2
n1 +n2
, r21 =
n2−n1
n2 +n1
, t12 = 1+
n1−n2
n1 +n2
, t21 = 1+
n2−n1
n2 +n1
. (2.62)
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By substituting Eq. (2.62) into Eq. (2.54) we obtain
SB =
1+ n1−n2n1+n2 n2−n1n2+n1
n1−n2
n1+n2
1+ n2−n1n2+n1
 , (2.63)
or equally
SB =
1
n1 +n2
 2n1 n2−n1
n1−n2 2n2
 . (2.64)
Now using conversion relation, Eq. (2.53), theM matrix can be written
MB =
1
2n2
n2 +n1 n2−n1
n2−n1 n2 +n1
 . (2.65)
As a consequence, from Eqs. (2.54) and (2.65) we have
M =MBMP =
1
2n2
(n2 +n1)exp(−iϕ) (n2−n1)exp(iϕ)
(n2−n1)exp(−iϕ) (n2 +n1)exp(iϕ)
 , (2.66)
where M is the wave-transfer matrix for propagation through a homogeneous medium followed
by a boundary [11].
2.6.2. Modeling of 1D SMPPC With N Identical Bilayers
As it will be discussed in Chapter 4, when an optical material is deposited at deposition angle α
of zero degrees (angle between substrate and vaporized material), with a deposition method that
gives an amorphous solid, the material acts as an isotropic material in which the index of refraction
is not dependent on the polarization of the light. In contrast, when an optical material is deposited
at α > 0°, it acts as a biaxial crystal and its index of refraction depends on the polarization of
the light [27, 28]. Now a dielectric medium consisting of N identical bilayers of thickness d0
(thickness of an optical material with α = 0°) and dα (thickness of an optical material deposited
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at α > 0°) on top of a fused silica substrate with thickness of dsub, when a beam with an incident
angle of θ0 impinges upon it is modeled. The background medium is designed to be the air to get
a more realistic result (Figure 2.7).
In the previous section, for the calculation of Eq. (2.62), we assumed θ1 = θ2 = 0°. Now by
changing the incident angle to θ0, the beam’s angle inside the first and second material changes to
θ1 and θ2s (the subscript s is due to the assumption that the material is birefringent so the index will
be different for s-polarized light), respectively. In addition, it assumes the optical material with
α = 0° (layer 1) is a high index material and does not have any birefringent behavior while the
layer with α > 0° (layer 2) is the same material with a lower index of refraction with a birefringent
behavior. Between the first layer of material and air there is a substrate layer which the beam has
an angle of θsub for s-polarized light inside it.
Using Eq. (2.32), the relation between θ0, θsub, θ1, and θ2s is given by
n0 sinθ0 = nsub sinθsub = n1 sinθ1 = n2s sinθ2s, (2.67)
where n0 is the refractive index of air, nsub is the refractive index of substrate, n1 is the refractive
index of TiO2 with α = 0°, and n2s is the refractive index of the second material for s polarization!
"#$%$
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Figure 2.7: Example of 1D SMPPC structure with N bilayers of a single-material deposited
at two different deposition anglesα. The alternating-layers are placed on top of a transparent
substrate and the background material is defined as air. Moreover, the associated symbols
for incident angle, refractive indices, and thicknesses are also shown.
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with α > 0° (Figure 2.8).
First, a periodic structure with N segments is modeled and then the substrate and the air medium
are added to the model. By changing incident angle θ0 to be between 0° and 90° and using Fresnel’s
Equations, Eq. (2.60) for propagation of light inside the layer 1 turns into
M sP1 =
exp(−in1k0d0 cosθ1) 0
0 exp(in1k0d0 cosθ1)
 , (2.68)
and for the medium 2 rewritten as
M sP2 =
exp(−in2sk0dα cosθ2s) 0
0 exp(in2sk0dα cosθ2s)
 . (2.69)
TheMB matrix which is calculated as Eq. (2.65), at the boundary of medium 1 and 2 is rewrit-
ten as,
M sB12 =
1
2n2s cosθ2s
n2s cosθ2s +n1 cosθ1 n2s cosθ2s−n1 cosθ1
n2s cosθ2s−n1 cosθ1 n2s cosθ2s +n1 cosθ1
 (2.70)
! "
#$
#%&' #( #)*#)%
Figure 2.8: The first four layers of 1D SMPPC to show the defined angles inside all media for
different polarizations. A split beam occurs at the boundary of high- and low-index mediums,
since the low-index material is a biaxial material and has different index of refraction for s
and p polarizations.
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and at the boundary of medium 2 and 1 is rewritten as
M sB21 =
1
2n1 cosθ1
n1 cosθ1 +n2s cosθ2s n1 cosθ1−n2s cosθ2s
n1 cosθ1−n2s cosθ2s n1 cosθ1 +n2s cosθ2s
 . (2.71)
With similar calculations for p polarization we obtain
n0 sinθ0 = nsub sinθsub = n1 sinθ1 = n2p sinθ2p, (2.72)
M pP1 =
exp(−in1k0d0 cosθ1) 0
0 exp(in1k0d0 cosθ1)
 , (2.73)
M pP2 =
exp
(−in2pk0dα cosθ2p) 0
0 exp
(
in2pk0dα cosθ2p
)
 , (2.74)
M pB12 =
1
2n2p secθ2p
n2p secθ2p +n1 secθ1 n2p secθ2p−n1 secθ1
n2p secθ2p−n1 secθ1 n2p secθ2p +n1 secθ1
 , (2.75)
M pB21 =
1
2n1 secθ1
n1 secθ1 +n2p secθ2p n1 secθ1−n2p secθ2p
n1 secθ1−n2p secθ2p n1 secθ1 +n2p secθ2p
 , (2.76)
where n2p is the refractive index of the transparent material for p polarization at α > 0°, and θ2p
is the angle of the beam in that medium (Figure 2.8).
Based on the above calculations and Eq. (2.51), the wave-transfer matrix for a single bilayer
for s polarization
M s =M sB21M
s
P2M
s
B12M
s
P1, (2.77)
and for p polarization obtained from
M p =M pB21M
p
P2M
p
B12M
p
P1. (2.78)
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For the PBG structure with N bilayers, using Eqs. (2.77) and (2.78) for s and p polarization we
get
M sN = (M
s)N , (2.79)
and
M pN = (M
p)N . (2.80)
To add the effect of the substrate to the left of the high index material the transmission matrix
M ssub defined as a propagation followed by a boundary as follow
M ssub =
exp(iφs)
2n1 cosθ1
(n1 cosθ1 +nsub cosθsub)exp(−2iφs) (n1 cosθ1−nsub cosθsub)
(n1 cosθ1−nsub cosθsub)exp(−2iφs) (n1 cosθ1 +nsub cosθsub)
 , (2.81)
where φs = nsubk0dsub cosθsub.
Similarly, the transmission matrixM psub for p polarization defined as
M psub =
exp(iφs)
2n1 secθ1
(n1 secθ1 +nsub secθsub)exp(−2iφs) (n1 secθ1−nsub secθsub)
(n1 secθ1−nsub secθsub)exp(−2iφs) (n1 secθ1 +nsub secθsub)
 . (2.82)
To finalize the model, one needs two wave-transfer matrices of single dielectric boundary in
order to include the effect of background air medium. One of the matrices should be defined at
the left boundary of the glass substrate and the other one at the right side of the low index medium
where we call themMair1 andMair2, respectively.
Mair1 for s polarization defined as
M sair1 =
1
2nsub cosθsub
nsub cosθsub +n0 cosθ0 nsub cosθsub−n0 cosθ0
nsub cosθsub−n0 cosθ0 nsub cosθsub +n0 cosθ0
 , (2.83)
and for p polarization
M pair1 =
1
2nsub secθsub
nsub secθsub +n0 secθ0 nsub secθsub−n0 secθ0
nsub secθsub−n0 secθ0 nsub secθsub +n0 secθ0
 , (2.84)
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In a same way,Mair2 for s polarization defined as
M sair2 =
1
2n0 cosθ0
n0 cosθ0 +n2s cosθ2s n0 cosθ0−n2s cosθ2s
n0 cosθ0−n2s cosθ2s n0 cosθ0 +n2s cosθ2s
 , (2.85)
and for p polarization
M pair2 =
1
2n0 secθ0
n0 secθ0 +n2p secθ2p n0 secθ0−n2p secθ2p
n0 secθ0−n2p secθ2p n0 secθ0 +n2p secθ2p
 . (2.86)
Using the derived equations and (Eq. 2.51), the final wave-transfer matrix for N identical bilay-
ers on top of a fused silica substrate in the air medium is calculated as
(M sN) f inal =
A1s A2s
A3s A4s
=M sair2(M sB21)−1M sNM ssubM sair1, (2.87)
(M pN) f inal =
A1p A2p
A3p A4p
=M pair2(M pB21)−1M pNM psubM pair1, (2.88)
where A1s, A2s, A3s, and A4s are the elements of (M sN) f inal matrix, A1p, A2p, A3p, and A4p are
the elements of (M pN) f inal matrix, (M
s
B21)
−1, and (M pB21)
−1 are the inverse matrices. The inverse
wave-transfer matrices (M sB21)
−1 and (M pB21)
−1 added to Eqs. (2.87) and (2.88) due to elimination
of the extra boundary matrix at the last boundary of M sN and M
p
N at the right side before entering
to the air medium.
Using (2.57) for lossless reciprocal system we have
A1s = A∗4s =
1
t∗s
, (2.89)
and
A1p = A∗4p =
1
t∗p
, (2.90)
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where t∗s and t∗p are the complex conjugate of amplitude transmittance of the system for s and p
polarizations, respectively. Now for calculating intensity transmittance T and intensity reflectance
R for s polarization we have
Ts = |ts|2, Rs = 1−Ts, (2.91)
and for p polarization we have
Tp = |tp|2, Rp = 1−Tp. (2.92)
A detailed calculation of the above-mentioned equations is provided in Appendix A.1.
2.6.3. General Model of 1D SMPPC
In order to include the different thickness values for each single layer of the model, one needs to
find modified version of Eqs. (2.79) and (2.80). These two equations can be rewritten for m single
layers with different thicknesses as
M sm =M
s
(m−1)(m)M
s
(m−2)(m−1) · · ·M s(1)(2), (2.93)
and
M pm =M
p
(m−1)(m)M
p
(m−2)(m−1) · · ·M
p
(1)(2), (2.94)
where each of the wave-transfer matrices is associated with the two adjacent layers. As an example,
for m = 12, the first matrix in Eqs. (2.93) and (2.94) represent the wave-transfer matrix for layer
11 and 12 for s and p polarizations, respectively. The associated thickness in the phase term of
each wave-matrix defined as dm, dm−1, . . . , d2, d1 for the thickness of layer m, m− 1, . . . , 2, 1,
respectively.
Using Eqs. (2.93) and (2.94) and substituting for M sN and M
p
N in the Eqs. (2.87) and (2.88),
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the final model was rewritten as
(M sm) f inal =M
s
air2M
s
B21
−1M smM
s
subM
s
air1, (2.95)
and
(M pm) f inal =M
p
air2M
p
B21
−1
M pmM
p
subM
p
air1. (2.96)
2.6.4. Bloch Modes, Dispersion Relation, and Photonic Bandgap
Assume a 1D periodic medium that is invariant to translation distance of a in the direction of
periodicity. These translation modes are changing due to the phase factor and defined as
U(z) = pk(z)exp(−iKz) , (2.97)
where U is the field component, K is Bloch wavenumber, and pk(z) is a periodic function with
period of a. This relation is invariant to translation, so for a translation distance of a the pk(z)
remains unchanged, but the phase term changes. The modes that are satisfied in this condition are
called Bloch modes [11].
Another way to understand the Bloch modes is to study the dispersion relation. For a 1D
photonic band structure, the dispersion relation is defined as the relation between K and the angular
frequency ω of a periodic wave [29]. These modes that are in proportion to the periodicity of the
PCs are named Bloch modes. The dispersion relation for a periodic media is given by
cos
(
2pi
K
g
)
= Re
{
1
t(ω)
}
, (2.98)
where g = 2pi/a is the fundamental spatial frequency of the periodic medium and t(ω) is the
complex amplitude transmittance as a function of ω due to the phase delay during the propagation
of Bloch mode inside a periodic structure.
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In Figure 2.9, an example of the dispersion relation for a polarizer with n1 = 3.1, n2 = 1.7, d1 =
500 nm, d2 = 100 nm, and θ0 = 0° is shown. Based on the dispersion relation, this graph can be
interpreted as two different regions. The green regions in the graph are associated with the spectral
bands at |Re{1/t(ω)}| ≤ 1, which means K is a real value associated with propagation modes.
This regime is called the propagation regime. In the pink regions where |Re{1/t(ω)}| > 1, K is
a complex value associated with evanescent waves. These regions are called PBG (or forbidden
gaps) because no propagating modes exist.
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Figure 2.9: Dispersion diagram of a multilayered periodic medium with n1 = 3.1, n2 = 1.7,
d1 = 500 nm, d2 = 100 nm, and θ0 = 0°. The green regions correspond to the propagation
regime and the pink regions correspond to the photonic bandgap regime.
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3. SIMULATION
Computer simulation helps us solve for the mathematical relations of a model [30]. Specifically, we
use a computer simulation to verify our mathematical model which is proposed for a 1D SMPPC.
3.1. Finding Optimum Value of Thicknesses and N
The 1D SMPPC is designed so that it gives an approximate reflectance of zero for p-polarized light,
and reflectance of approximately 1 for s-polarized light at the center wavelength of 632.8 nm. For
convenience, the notation ∆Rsp = Rs−Rp is used, which defined as the maximum difference in
reflectance between s and p polarizations.
To design a 1D SMPPC, one needs to consider that the deposition rate of TiO2 is very slow
which makes the fabrication time-consuming. Additionally, the material peels off from the sub-
strate when the deposition takes a long time, because of the increasing temperature inside the
e-beam PVD (Chapter 4). As a result, it is crucial to find the smallest possible values for N, d0,
and dα which still gives ∆Rsp of near 1.
To find the optimum value of N with ∆Rsp near to 1, Figure 3.1 is plotted, which shows the
∆Rsp for d0 versus dα for different values of N (Appendix A.2). The value of 1 (yellow color) on
the color bar means the maximum value of ∆Rsp and -1 (blue color) means the minimum value of
∆Rsp. These diagrams show that increasing the number of bilayers leads to higher values of ∆Rsp.
Based on Figure 3.1(f), for N = 6 and higher, the value of ∆Rsp is almost equal to 1. Consequently,
N = 6 is the optimum value of N which makes the fabrication easier and we do not need to deposit
more layers.
One needs to consider that during the deposition of each layer, it is very likely to get slightly
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different thickness values for each layer (Chapter 4). Based on Figure 3.1 we should choose the
desired thicknesses from the yellow region. By selecting a thickness value in the middle of one of
the yellow eye-shaped regions, we obtain a good tolerance for thickness values, which still gives a
high value for ∆Rsp. Also, you can see that dα has more impact than d0 so you can have thick dα
and keep d0 thin.
Moreover, it was found that by changing the incident angle to the sample’s surface (θ0), the
eye-shaped yellow regions become even wider. Based on Figure 3.2, which is plotted at N =
6, by increasing the value of θ0 the yellow eye-shaped regions become wider and wider which
makes the fabrication easier. This result shows that the sensitivity of the fabricated sample to
small error in thickness will be decreased. Based on this figure, N = 6, θ0 = 70°, d0 = 81 nm,
and dα = 840 nm were chosen for fabrication since there is a wide yellow eye-shaped region with
reasonable thickness tolerance for fabrication without having difficulties. In addition, the value of
∆Rsp = 0.9845, which is calculated from Rs = 0.9847 and Rp = 0.0002.
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(a)
(b)
Figure 3.1: Mapping the ∆Rsp for a 1D SMPPC device with incident angle of θ0 = 0°, refrac-
tive index of first mediumn1 = 2.15656, refractive index of second medium for s polarization
n2s = 1.59585, and refractive index of second medium for p polarization n2p = 1.51913 at
different values of d0 and dα for: (a)N = 1; (b)N = 2.
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(c)
(d)
Figure 3.1: (Continued). Mapping the ∆Rsp for a 1D SMPPC device with incident angle of
θ0 = 0°, refractive index of first medium n1 = 2.15656, refractive index of second medium
for s polarization n2s = 1.59585, and refractive index of second medium for p polarization
n2p = 1.51913 at different values of d0 and dα for: (c)N = 3; (d)N = 4.
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(e)
(f)
Figure 3.1: (Continued). Mapping the ∆Rsp for a 1D SMPPC device with incident angle of
θ0 = 0°, refractive index of first medium n1 = 2.15656, refractive index of second medium
for s polarization n2s = 1.59585, and refractive index of second medium for p polarization
n2p = 1.51913 at different values of d0 and dα for: (e)N = 5; (f)N = 6.
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(g)
(h)
Figure 3.1: (Continued). Mapping the ∆Rsp for a 1D SMPPC device with incident angle of
θ0 = 0°, refractive index of first medium n1 = 2.15656, refractive index of second medium
for s polarization n2s = 1.59585, and refractive index of second medium for p polarization
n2p = 1.51913 at different values of d0 and dα for: (g)N = 7; (h)N = 8.
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(a)
(b)
Figure 3.2: Mapping the ∆Rsp for a 1D SMPPC device with segment number of N = 6,
refractive index of first medium n1 = 2.15656, refractive index of second medium for
s polarization n2s = 1.59585, and refractive index of second medium for p polarization
n2p = 1.51913 at different values of d0 and dα for: (a) θ0 = 20°; (b) θ0 = 30°.
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(c)
(d)
Figure 3.2: (Continued). Mapping the ∆Rsp for a 1D SMPPC device with segment number
ofN = 6, refractive index of first medium n1 = 2.15656, refractive index of second medium
for s polarization n2s = 1.59585, and refractive index of second medium for p polarization
n2p = 1.51913 at different values of d0 and dα for: (c) θ0 = 40°; (d) θ0 = 50°.
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(e)
(f)
Figure 3.2: (Continued). Mapping the ∆Rsp for a 1D SMPPC device with segment number
ofN = 6, refractive index of first medium n1 = 2.15656, refractive index of second medium
for s polarization n2s = 1.59585, and refractive index of second medium for p polarization
n2p = 1.51913 at different values of d0 and dα for: (e) θ0 = 60°; (f) θ0 = 70°.
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3.2. Off-Axis Dispersion Relation of 1D SMPPC
As it discussed in Chapter 2, the dispersion relation is defined by Eq. (2.98). The Re{1/t(ω)} term
depends on both the incident angle and the state of polarization. By assuming the x coordinate is
parallel to the boundary of the periodic structure, the transverse component kx = n1k0 sinθ1 =
n2sk0 sinθ2s = n2pk0 sinθ2p can be defined. Now using ω = ω (K,kx) the off-axis dispersion re-
lation (or projected dispersion relation) can be plotted (Appendix A.3) as shown in Figure 3.3 [1,
11].
Figure 3.3 shows the dispersion relation of 1D SMPPC device at both polarizations and different
incident angles. The green regions are photonic bandpass regions and the pink regions are PBG
regions. Additionally, the red dotted line shows the different incident angles and the horizontal
black line is the frequency of HeNe laser. The cross-section of the black line and the red dotted line
for the incident angle of θ = 70° at both polarizations gives useful information. For s polarization,
this cross-section exists in the pink region which is an FBG and there is no transmission. In
contrast, for p polarization the cross-section of two lines occur in photonic bandpass regions which
means at λ = 632.8 nm and θ0 = 70° there is no reflection and all the beam will pass through the
designed 1D SMPPC as it is expected.
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Figure 3.3: The off-axis dispersion diagram of s and p polarizations for the designed 1D
SMPPC. The 70° incident angle is shown with a red dotted line and its wavelength is shown
with a black solid line. For s polarization, the cross-section of two lines exists in pink region
which is an FBG and there is no transmission. In contrast, for p polarization the cross-
section of two lines occur in photonic bandpass regions which means at λ= 632.8 nm and
θ0 = 70° there is no reflection and the beam will pass through the designed 1D SMPPC as
expected.
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3.3. Finite-Difference Time-Domain Simulation
The finite-difference time-domain (FDTD) method solves Maxwell’s equations on a discrete spa-
tial and temporal grids for complex geometries [31–33]. Moreover, using Fourier transforms,
FDTD can calculate for frequency domain and find a solution for different calculations such as
reflection and transmission of light. Thus, FDTD is a pertinent way of studying the interaction of
electromagnetic waves with complex geometries and corresponding feature sizes on the scale of
the wavelength of these waves.
As a first step for the simulation of the 1D SMPPC, the geometry of the modeled structure in a
x-z coordinate system is defined as N = 6, d0 = 81 nm, and dα = 840 nm (Figure 3.4). Additionally,
the first layer is assumed to be glass, but the thickness of the substrate set to be zero. While, it is
important to set the thickness of each layer, most of the time the thickness of the first and last layer
can be put as zero, because the result will be determined beyond these two layers [34].
TiO2 (! = 0°) TiO2 (! = 70°) FDTD Simulation Region
Source
Reflection 
Monitor
&
'
Figure 3.4: 2D view of the FDTD simulation for the designed 1D SMPPC.
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The first FDTD simulation was performed to calculate the reflection vs. wavelength (frequency)
for s polarization, so associated indices to this polarization are used. Following that, a 2D FDTD
simulation region with a background medium of air is defined. To obtain a more accurate result, the
mesh type is chosen to be uniform, and maximum mesh step of dx = dz = 0.01 µm is defined. For
the boundary conditions, the Bloch boundary condition for the x direction and a perfectly matched
layer (PML) boundary for the z direction (direction of propagation) is defined [35]. The role of the
PML boundary is to absorb the incoming electromagnetic waves. In other words, for boundaries
that are defined to be PML, there will be no reflection. In the case of periodic structures and
periodic electromagnetic fields with a phase shift within each period, the Bloch boundary condition
uses.
For the next step, a plane wave source with injection axis of z-axis and the polarization set
for the s-polarized light. To measure the reflection out of the PBG structure, a frequency-domain
field and linear power monitor is added behind the plane wave source is added. Ultimately, the
source was swept from 400 nm to 900 nm, with an increment of 1 nm and for incident angles
of 0° and 70°. The results of the simulation and the associated calculations from the model are
shown in Figures 3.5(a) and 3.5(b). These figures show the reflectance of the designed 1D SMPPC
at different wavelengths and incident angles of 0° and 70° for the s polarization and the black
solid line is the HeNe wavelength. As is shown in these figures, for the designed structure for
s polarization, by increasing the incident angle θ0, the reflectances become larger and bandgaps
appear. As an example, for s polarization at θ0 = 70° between 600 nm to 650 nm there is a photonic
bandgap, because there is almost no transmission in those wavelengths. Moreover, based on these
two figures, there is a good correlation between simulation and theoretical model.
For the next simulation, the polarization angle was changed by 90° (p-polarized), and accord-
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ingly the value of n2s is changed to n2p. By running the same sweep, Figures 3.6(a) and 3.6(b) were
obtained. For s polarization at 70° between 600 nm to 650 nm there is a photonic bandgap, because
there is almost no transmission in those wavelengths. According to these graphs, for the designed
structure for p polarization, by increasing the incident angle θ0 the overall value of reflectance de-
creases. For example, between 610 nm and 730 nm at θ0 = 70° there is almost a bandpass, which
cannot be found in Figures 3.6(a). Based on the results, simulation is in good agreement with the
proposed model.
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Figure 3.5: Intensity reflectance vs. wavelength for the modeled polarizer plotted from both
simulation and theoretical model where the black solid line is the HeNe wavelength. The
incident angle is chosen to be (a) θ0 = 0°; and (b) θ0 = 70°; for s polarization. The plots
show that the simulation is in good agreement with the proposed model.
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Figure 3.6: Intensity reflectance vs. wavelength for the modeled polarizer plotted from both
simulation and theoretical model where the black solid line is the HeNe wavelength. The
incident angle is chosen to be (a) θ0 = 0°; and (b) θ0 = 70°; for p polarization. The plots
show that the simulation is in good agreement with the proposed model.
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4. EXPERIMENT
4.1. Glancing Angle Deposition
As it has been discussed in Chapter 2, for design and fabrication of a 1D SMPPC, one needs to
have a birefringent material. One way to make an optical material with birefringent behavior is by
using oblique angle deposition (OAD) or more generally glancing angle deposition (GLAD) [36–
38]. Although the conventional vapor deposited thin-films show some birefringence [39–41], but
for GLAD thin-films the amount of birefringence is considerable [4]. For deposited thin-films at
an oblique angle, the optical symmetry is biaxial with the array of columnar structure with voids
between them [42–44]. In other words, GLAD can provide optical thin-films with the desired
anisotropy and porosity [45].
GLAD has a variety of applications in optics [46]. For example, 1D and 3D PCs [47–51], opti-
cal rotators and beam splitters [52], optical humidity sensors [53], retardation plates [4, 54], highly
selective polarization filters [55], liquid crystal alignment layers [56], and broadband antireflection
coatings [57, 58] all use GLAD technique.
In typical methods for deposition of thin-films, vaporized atoms reach the substrate at a normal
incident angle with respect to the substrate. After that, atoms accumulate and condense on the
substrate to make a thin-film. For GLAD, the incident angle upon a substrate is not zero anymore,
and the material deposits upon a tilted substrate. While the deposited atoms reach the substrate,
they condense to make microscopic nuclei. When the incoming particle flux reaches the deposited
nuclei, the ballistic shadowing impedes the forming of a thin film in the region behind the nuclei.
As a result of that, the columns tilt towards the deposition source as is shown in Figure 4.1 [27, 59,
60].
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Figure 4.1: Columnar growth using GLAD. When the incoming particle flux at an incident
angle of α reaches the deposited nuclei, the ballistic shadowing impedes the forming of a
thin-film in the region behind the nuclei. As a result of that, the tilted columns with the
growth angle of β toward the deposition source forms.
By maneuvering both the substrate angle between the substrate normal and incoming vapor flux
(α) and azimuthal rotation (constant or stepwise) of the substrate (γ) (Figure 4.2), it is possible to
grow different types of columnar structures. For example, by constant and slow rotation of the
substrate in addition to high α , the helical structure is obtained (Figure 4.3(a)); by deposition
at high α combined with a low speed 180° increment angle of the substrate, a zigzag structure
forms (Figure 4.3(b)) [27]. In GLAD, if azimuthal rotation is eliminated, the process is called
OAD. The columnar growth process using OAD method is shown in Figure 4.1. In the current
thesis, the OAD method is executed, mainly because the fabrication process of that is the easiest
among various GLAD techniques.
4.1.1. Thin-Film Microstructure of Tilted Columnar Structure
In Figure 4.4 the growth angle of the columnar structure with respect to the surface normal is β
and the deposition angle with respect to the surface normal is α . According to the tangent rule,
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nucleation centres (see Chapter 3). These raised features capture the incident vapour and
prevent film growth in the immediately adjacent region, leading to the formation of sharply
defined shadow zones. The shape and size of the shadow regions are determined by the
deposition geometry: the shadow orientations are aligned parallel to the vapour flux arrival
direction, and the shadow length is set by 훼 and the feature height. Oblique deposition onto
an unpatterned flat surface produces similar effects, although the size and placement of
the shadowing features is randomized due to the stochastic nature of the initial nucleation
growth phase.
Changing the vapour flux direction to manipulate ballistic shadowing is the key principle
of GLAD, providing control over this important film growth mechanism. Implementing this
control in practice is straightforward as 훼 can be accurately set by tilting the substrate with
respect to the deposition source. Furthermore, a second degree of freedom is obtained by
rotating the substrate about its normal axis, thus controlling the substrate azimuthal angle
휑 (Figure 2.4a). Changing 휑 alters the apparent direction of the incident vapour flux and
provides control over the shadow orientation, thus determining which regions of the substrate
are shadowed. Figure 2.5 depicts a typical GLAD apparatus, showing the basic hardware
elements required for successfulGLAD.The substrate ismounted on a rotatable stage capable
of simultaneously and continuously adjusting the 훼 and 휑 substrate position. The deposition
is performed in a PVD vacuum chamber using a collimated vapour flux source to enhance
the ballistic shadowing effect. The substrate motions are often computer controlled, with the
훼 and 휑 positions controlled based on feedback from a deposition-rate monitoring element,
such as a quartz crystal microbalance.
Vacuum chamber
α
Source
Quartz crystal
microbalance
Collimated
vapour flux
Substrate
-rotationφ
-rotationα
Figure 2.5 A typical GLAD apparatus showing key hardware elements. The substrate is mounted
onto a rotatable stage capable of controlling both the 훼 and 휑 rotation. Deposition rate monitoring, for
example using a quartz crystal microbalance, can be used as feedback for 훼 and 휑 position control.
To ensure well-defined ballistic shadows, the vapour source provides a highly collimated flux. This
generally requires the deposition be conducted in a high-vacuum environment to prevent loss of
collimation due to flux scattering. Reproduced from [15] with permission of M.A. Summers.
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Figure 4.2: A schematic of GLAD using e-beam PVD. The substra e can have azimuthal
rotation of γ and the deposition can be d ne at a different deposition angle of α. The quartz
crystal microbalance measures the value of thickness which is set for e-beam PVD [27].
which is an empirical equation, the relation between β and α obtained from [28, 61, 62]
tanβ =
tanα
2
. (4.1)
A more accurate equation proposed by Hodgkinson et al. is given by
tanβ = ζ tanα, (4.2)
where ζ is a fitting parameter that changes with different materials. For instance, for OAD of TiO2,
ζ = 0.347 [63].
From the symmetry of the structure which is in the geometry of the oblique angle deposition,
the principal axes can be defined. As is shown in Figure 4.4, one of the principal axes is parallel
to the columnar structure, one should be perpendicular to the plane of incident, and the last one is
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Figure 1.4 A wide variety of nanostructured columnar films can be realized by modifying the
basic GLAD fabrication procedure, as showcased by these selected examples. Films with (a) zigzag,
(b) helical, and (c) vertical columnar morphologies are created by implementing different substrate
rotations during growth, while (d) changing the 𝛼 angle during deposition introduces controlled porosity
gradients to the film. Pre- and post-deposition processes can also be used to further control film
structure: (e)depositing onto pre-patterned substrates with periodic ‘seed’ arrays allows fabrication of
high-uniformity column arrays, and (f) as-deposited GLAD structures can be used as templates for
subsequent coating and etch processing, used to create hollow-core nanotube structures. All scale bars
indicate 1 μm.
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Figure 1.4 A wide variety of nanostructured columnar films can be realized by modifying the
basic GLAD fabrication procedure, as showcased by these selected examples. Films with (a) zigzag,
(b) helical, and (c) vertical columnar morphologies are created by implementing different substrate
rota i ns uring growth, while (d) changing the 𝛼 angle during deposition introduces controlled porosity
g adients to the film. Pre- and post-deposition processes can also be used to further control film
structure: (e)depositing onto pre-patterned substrates with periodic ‘seed’ arrays allows fabrication of
high-uniformity column arrays, and (f) as-deposited GLAD structures can be used as templates for
sub equent coating and etch processing, used to create hollow-core nanotube structures. All scale bars
indicate 1 μm.
(b)
Figure 4.3: Using GLAD, different nanostructured columnar films can be grown. (a) By
constant and slow rotation of substrate at an angle γ in addition to high deposition angle
α, a helical structure can be grown. (b) By deposition at high deposition angle α combined
with low rotation speed with increment angle of γ = 180° of the substrate, a zigzag structure
forms. The scale bars indicate 1 µm in both figures [27].
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Figure 4.4: An optical anisotropy of a columnar structure grown using OAD technique. The
principal axes are defined in a way that z points along the columnar structure, y is directed
toward the broadening direction, and x is orthogonal to both y and z principal axes.
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perpendicular to the plane of incident and parallel to the substrate. With this axes system,
np = ny,
1
ns2
=
cos2(β )
nx2
+
sin2(β )
nz2
, (4.3)
or equally
np = ny, ns =
nxnz√
nx2 sin2(β )+nz2 cos2(β )
, (4.4)
where subscripts z, y, and x mean the principal axes along the columnar structure, perpendicular
to z-axis and parallel to the substrate (along the broadening direction), perpendicular to both z and
y principal axes, respectively [27]. As a result, the planar birefringent ∆n may be obtained from
principal indices as
∆n = np−ns. (4.5)
4.1.2. OAD of Titanium Dioxide Using EB-PVD
The optical material used in this research was chosen to be TiO2 to fabricate the 1D SMPPC,
because of its high value of in-plane birefringence (typically ∆n = 0.07) at α = 70° and λ =
632.8 nm [64].
Titanium (Ti) consists of 0.63% of the earth’s crustal rocks, and it is the ninth most abundant
element with an atomic number of 22 [65]. The naturally forming oxide of titanium is titanium
dioxide, which is also called Titanium(IV) oxide or Titania. Titanium dioxide exists mainly in three
crystalline polymorphs: rutile (tetragonal), anatase (tetragonal), and brookite (orthorhombic). All
of these three crystalline polymorphs (phases) occur naturally. However they primarily exist in
the form of rutile [65–67]. The tetragonal crystal system has a uniaxial optical symmetry and the
orthorhombic crystal system has a biaxial optical symmetry, yet all of them fall into the category
of birefringent crystals [6].
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There are many different ways for depositing thin films of TiO2, including chemical vapor
deposition (CVD), sol-gel dip coating process, atomic layer deposition (ALD), pulsed laser depo-
sition (PLD), and DC reactive magnetron sputtering [68–73]. Another technique for depositing
TiO2 is e-beam PVD. Nonetheless, the deposited TiO2 using e-beam PVD is mostly an amorphous
(a-TiO2) thin film [74]. For deposition of the desired polarizer, the e-beam PVD has been utilized,
so first I will provide a brief study about how this technique works.
An intense beam of electrons with high-energy can vaporize materials. In e-beam PVD, the
deposition chamber should have a pressure less than 7.5×10−5 Torr and in that situation the beam
of electrons from the cathode source hits the material (anode source) to evaporate it. In order to
keep the beam of electrons away from the cathode source, and also to guide the evaporated beam,
electric and magnetic fields might be applied. After the beam of electrons reaches the material, the
produced thermal energy melts the material in order to produce the favorable vapor pressure [75].
In the case of TiO2, the material needs to be melted and heated up to release oxygen, since Titanium
includes multiple stable oxides which they need to be reduced before the main deposition [76].
The e-beam PVD model that is used for the fabrication of the device is PVD 75 from Kurt J.
Lesker Company (Figure 4.5). For deposition of TiO2, the material is poured inside a graphite
crucible as is shown in Figure 4.6. The fill volume is a critical consideration in the e-beam PVD,
because the melt level of the material is directly related to a favorable outcome of the crucible
liner. By overfilling the crucible with TiO2, the material may spill over and cause a short circuit
between the liner and the hearth and the crucible will crack. Another thing that can cause damage
of the crucible is to put a small amount of TiO2 inside the crucible (less than 2/3 of crucible) or by
evaporating most of the material without refilling the crucible. The reason for crucible damage in
both of these cases is that a melt level below 30% will allow the e-beam to hit the walls or bottom
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Figure 4.5: The PVD 75 that is used for fabrication of the 1D SMPPC using OAD technique.
(a) (b)
Figure 4.6: Crucible with TiO2 inside it: (a) before deposition and melting the TiO2; and (b)
after deposition and melting the TiO2.
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of the crucible. To avoid the crucible breakage, the amount of TiO2 was kept between 2/3 and 3/4
of the crucible during the evaporation [76].
In this research, TiO2 black pieces from Kurt J. Lesker Company was used. The purity of this
black TiO2 is 99.9% and the pieces are 1 to 4 mm. The specifications of this material include a
melting point of 1830°C, theoretical density of 4.23 g/cc, Z ratio of 0.4, and vapor pressure of
10−4 Torr at ~1,300°C. The highest deposition rate of TiO2 is about 3 to 5 A˚/second, which made
the fabrication time consuming [76]. Deposition of TiO2 always started at a deposition rate of
0.1 A˚/second and gradually increased to the maximum of 1.2 A˚/second. Another problem is that
the temperature inside the chamber goes higher and higher when the deposition time increases. As
a result, we saw the TiO2 sample peel off from the fused silica substrate (Figure 4.7).
Figure 4.7: After long deposition time (more than 5.5 hours), because of increasing temper-
ature inside the e-beam PVD, the deposited thin-film of TiO2 peeled off from the fused silica
substrate.
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4.2. Fabrication
Before the fabrication of the 6 bilayers structure, multiple samples were fabricated in order to find
the characterization of the deposited TiO2 at 0° and 70°, and also to find the correction factor
between deposited thickness dpvd (which is set in the e-beam PVD) and the actual thickness. Here
the correction factor ξα for thickness of deposited TiO2 defined as
ξ0 =
d0
dpvd
, ξα =
dα
dpvd
, (4.6)
where ξ0 is the correction factor for an average thickness at α = 0° and ξα is the correction factor
for the thickness of the material at the center of the wafer at α = 70°.
4.2.1. Fabrication of Test Samples
Sample #1: 50 nm of TiO2 at Deposition Angle of 0° on Silicon Wafer
Sample #1 was fabricated at α = 0° by setting the dpvd = 50 nm for the deposition of TiO2. The
substrate of the test samples which will be discussed in the next chapter, is chosen to be 100 cm
in diameter and 500 ± 25 µm in thickness, single side polished, {111} p-type silicon wafer with
electrical resistivity of 10-20 Ω.cm, manufactured by Silicon Inc.
Before starting the first deposition, the silicon wafer was dipped for 1 min in dilute hydrofluoric
acid (HF) to remove the native silicon dioxide from the silicon wafer’s surface [77]. After rinsing
the wafer, it is baked at 120°C for 2 min to remove any adsorbed water [78]. Following this,
the wafer is placed on the chuck, and then fixed using three clips. The position of the wafer on
the chuck is recorded in order to place later samples in the same position. Then the sample was
placed inside the e-beam PVD (Figure 4.8) which was already vented. After that, the e-beam PVD
pumped down to a vacuum pressure less than 2.5×10−5 Torr. For the deposition of sample #1, the
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Figure 4.8: Placing sample #1 inside the e-beam PVD for deposition at α= 0°.
recipe in Table 4.1 was used. As is shown in this table, the sample was rotated with an increment
of 180° for each 5 nm at the speed of 15 revolutions per minute (RPM). In addition, the deposition
rate was slowly increased to prevent arcing, so the power gradually increased in order to reach
the peak value. The deposition rate varies through the deposition process. Even if the deposition
rate is almost constant during the peak power, it is still different at the beginning and at the end of
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the process [79]. As a result, to deposit at a constant deposition rate and acquiring higher quality
thin film, the shutter delay was set to be 3200 sec to reach the almost constant deposition rate of
0.2 A˚/second before starting the main deposition.
In all tables in this chapter, the column “Deposition Rate” means the rate that was set in the
PVD and that does not necessarily mean the deposition rate that was obtained after setting that
value. Additionally, the column “dpvd” means the total thickness of deposited TiO2 up to that de-
position rate, recorded from a crystalline monitor, not just the deposited material at each individual
deposition rate. The dpvd that was obtained at the end of processing was 49.8 nm, which is just
-0.4% of the thickness that was set in the e-beam PVD. The sample #1 is shown in Figure 4.9 and
as it can be seen the sample is almost the same color everywhere (due to thin film interference)
which means a good uniformity of the sample’s thickness.
Sample #2: 369 nm of TiO2 at Deposition Angle of 70° on Silicon Wafer
Samples #2 and #3 are deposited using the OAD method at α = 70° on top of the silicon wafer
with the same specification as before. The reason for fabricating more than one sample is that, the
characterization of the obliquely deposited thin film is not as straightforward as sample #1 and one
needs to have more than one sample to verify the measurement and demonstrate the demonstrate
the repeatability. For deposition at α = 70°, a 70° angle chuck (with respect to crucible) was
designed as is shown in Figure 4.10. Before deposition of sample #2, the silicon wafer was dipped
in the diluted HF for 1 min and baked that at 120°C for 2 min.
After that the wafer was placed on the designed chuck, and to keep the position consistent, the
wafer flat was aligned with the edge of the designed chuck. Moreover, the wafer was centered
horizontally with respect to the chuck. After venting the e-beam PVD, the sample was placed
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Figure 4.9: Sample #1 after fabrication of 50 nm of TiO2, deposited at α= 0° on top of a
silicon wafer.
inside the chamber by removing the top shutter (because of the height of the holder) as is shown
in Figure 4.11. Thereafter, we filled almost 3/4 of the crucible with TiO2 pallets and pumped the
machine. For this deposition, because of the lack of top shutter, the shutter delay was disabled and
the desired dpvd was set to 369.0 nm. The maximum deposition rate that was obtained during the
deposition rate was 1.2 A˚/second). In Table 4.2 the details of the deposition are listed.
The acquired dpvd at the end of processing was 369.7 nm, which is only a +0.19% deviation
from the thickness that was set in the e-beam PVD. Figure 4.12 shows sample #2 and the thin film
interference effect. The different thickness happened during the OAD of TiO2, the deposited thick-
ness is changing based on the distance of each point of sample from the e-beam PVD’s crucible.
The farther the distance, the less the thickness of deposited material, because there is no azimuthal
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rotation to compensate for this thickness’ non-uniformity [64].
Table 4.1: Details for fabrication of sample #1. The fabrication was done for deposition of
TiO2 at α= 0° with the thickness set to 50 nm. In order to get more uniform thickness along
the wafer, the sample was rotated 180° after each 5 nm of deposition. The shutter delay set
for 3200 seconds to reach a constant deposition rate of 0.2 A˚/second.
Deposition Rate
( A˚/second)
dpvd (nm) Rotation (degree)
Before opening the shutter
0.1 15.0±0.1 0
0.2 34.7±0.1 180
After opening the shutter
0.2 5.0±0.1 0
0.2 10.1±0.1 180
0.2 15.0±0.1 0
0.2 20.0±0.1 180
0.2 24.9±0.1 0
0.2 30.0±0.1 180
0.2 35.0±0.1 0
0.2 40.1±0.1 180
0.2 45.0±0.1 0
0.2 49.8±0.1 180
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(a) (b)
Figure 4.10: (a) Side view; and (b) front view of the designed chuck for GLAD at α= 70°.
Table 4.2: Details for fabrication of sample #2. The fabrication was done for deposition of
TiO2 at α= 70° with the thickness set to 369.0 nm. The deposition rate increased gradually
in order to prevent arcing and stopping the process.
Deposition
Rate (A˚/second)
dpvd (nm) Deposition
Rate (A˚/second)
dpvd (nm)
0.1 17.0±0.1 0.7 80.0±0.1
0.2 20.0±0.1 0.8 110.0±0.1
0.3 30.0±0.1 0.9 130.0±0.1
0.4 40.0±0.1 1.0 150.0±0.1
0.5 50.0±0.1 1.1 170.0±0.1
0.6 60.0±0.1 1.2 369.7±0.3
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Figure 4.11: Placing sample #2 inside the e-beam PVD for deposition at α= 70° in order to
grow a columnar structure of TiO2 with birefringent behavior.
Sample #3: 200 nm of TiO2 at Deposition Angle of 70° on Silicon Wafer
For fabrication of sample #3, the same process as the fabrication of sample #2 was performed. The
only difference between the two fabrications is the set value of dpvd . For the deposition of sample
#3 (Figure 4.13) the thickness value was set to be 200.0 nm and 201.4 nm was acquired which is a
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Figure 4.12: Sample #2 after fabrication of 369 nm of TiO2, deposited at α= 70° on top of a
silicon wafer.
+0.7% deviation. In Table 4.3, the details of fabrication are listed.
Sample #4: 369 nm of TiO2 at Deposition Angle of 70° on Fused Silica
For fabrication of sample #4, the same process as the fabrication of sample #2 was performed
with the same value of dpvd . The only difference is the substrate, which is a fused silica wafer
instead of a silicon wafer. This substrate is necessary for the measurement of birefringence using
the Twyman-Green setup, which requires the test sample to be transparent. The final thickness that
has been acquired is 369.5 nm, which is only -0.05% deviation from the acquired dpvd value for
sample #2.
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Figure 4.13: Sample #3 after fabrication of 200 nm of TiO2, deposited at α= 70° on top of a
silicon wafer.
4.3. Fabrication of 1D SMPPC
By averaging the value of ξα that we found for samples #1 and #2 (Chapter 5), the correction factor
for the specific e-beam PVD at α = 70°, was calculated to be 1.40. According to the proposed
model, we want to fabricate 6 bilayers of TiO2, with each bilayer made up of two thicknesses of
d0 = 81 nm and dα = 840 nm. To get d0 = 81 nm we need to set dpvd = 38 nm, since ξ0 = 2.13.
In a similar manner, to obtain dα = 840 nm, we need to set dpvd = 600 nm, since ξα = 1.40.
After considering the value of dpvd for each layer, we started the fabrication process. For the
substrate, we used a double side polished fused silica 100 mm in diameter and 500 µm in thickness,
manufactured by University Wafer Inc. Before the deposition of each layer, we cleaned inside of
the e-beam PVD chamber in order to eliminate any contamination, and after each deposition we
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Table 4.3: Details for fabrication of sample #3. The fabrication was done for deposition of
TiO2 at α= 70° with the thickness set to 200.0 nm. The deposition rate increased gradually
in order to prevent arcing and stopping the process.
Deposition
Rate (A˚/second)
dpvd (nm) Deposition
Rate (A˚/second)
dpvd (nm)
0.1 17.0±0.1 0.7 80.0±0.1
0.2 20.0±0.1 0.8 110.0±0.1
0.3 30.0±0.1 0.9 130.0±0.1
0.4 40.0±0.1 1.0 150.0±0.1
0.5 50.0±0.1 1.1 170.0±0.1
0.6 60.0±0.1 1.2 201.4±0.2
made sure that we have enough material inside the crucible. In addition, we kept all the settings
of the e-beam PVD the same as when we deposited sample #1. For the first deposition, based on
the designed model, we deposited d0 = 38 nm of TiO2 at α = 0°. To keep the deposition rate
close to the constant deposition rate of 0.2 A˚/second, we set the shutter delay to 3200 seconds.
As is listed in Table 4.4, for each 9.5 nm of deposition, we rotated the sample 180° to obtain a
uniform thin-film layer. The final d0 obtained was 38.1 nm, which only deviates +0.26% from the
deposition value we set in e-beam PVD.
The next deposition was performed using the OAD technique at α = 70°, with the same settings
we used for samples #2 and #3. After aligning the silica wafer’s flat with the edge of 70° chuck, we
put the sample inside the chamber. The desired thickness was set to 600 nm, and for the deposition
rate we followed the same recipe we previously had for samples #2 and #3 (Table 4.5). The final
d0 we got was 602.8 nm, which is a +0.45% deviation from the desired thickness.
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For deposition of the next 10 layers, we repeated the same process and we tried to do each step
exactly as previous depositions. The acquired dpvd values and their associated deviation from the
desired thickness for each layer is listed in Table 4.6. The image of the fabricated 1D SMPPC is
shown in Figure 4.14.
Figure 4.14: The fabricated 1D SMPPC device implementing the oblique angle deposition
technique to produce 6 bilayers of alternating high to low indices of TiO2 at deposition angle
of α= 0° and α= 70°, respectively. The fabrication was done by using e-beam PVD and the
alternating-layer periodic dielectric medium is grown on top of a fused silica substrate.
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Table 4.4: Details for fabrication of first layer of 1D SMPPC. The fabrication was done for
deposition of TiO2 at α= 0° with the thickness set to 38 nm. In order to get more uniform
thickness along the wafer, the sample was rotated 180° after each 9.5 nm of deposition. The
shutter delay was set for 3200 seconds to reach a constant deposition rate of 0.2 A˚/second.
Deposition
Rate (A˚/second)
dpvd (nm) Rotation (degree)
Before opening the shutter
0.1 15.0±0.1 0
0.2 34.7±0.1 180
After opening the shutter
0.2 9.5±0.1 0
0.2 19.0±0.1 180
0.2 28.5±0.1 0
0.2 38.1±0.1 180
Table 4.5: Details for fabrication of the second layer of 1D SMPPC. The fabrication was done
for deposition of TiO2 at α= 70° with the thickness set to 600.0 nm.
Deposition
Rate (A˚/second)
dpvd (nm) Deposition
Rate (A˚/second)
dpvd (nm)
0.1 17.0±0.1 0.7 80.0±0.1
0.2 20.0±0.1 0.8 110.0±0.1
0.3 30.0±0.1 0.9 130.0±0.1
0.4 40.0±0.1 1.0 150.0±0.1
0.5 50.0±0.1 1.1 170.0±0.1
0.6 60.0±0.1 1.2 602.8±0.3
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Table 4.6: Details for deposited thickness of TiO2, and its deviation from the desired value
for each single layer of 1D SMPPC.
layer # dpvd (nm) deviation (%) layer # dpvd (nm) deviation (%)
1 38.1±0.1 +0.26 7 38.4±0.1 +1.05
2 602.7±0.3 +0.45 8 603.6±0.3 +0.60
3 38.3±0.1 +0.79 9 38.5±0.1 +1.32
4 602.9±0.3 +0.48 10 603.8±0.3 +0.63
5 38.5±0.1 +1.32 11 38.2±0.1 +0.52
6 603.6±0.3 +0.60 12 603.0±0.3 +0.50
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4.4. Characterization of Test Samples Using Spectroscopic Ellipsometry
In order to find the principal indices of the fabricated sample, we used spectroscopic ellipsometry.
Ellipsometry uses a polarized incident beam and measures the change in polarization of light which
is produced by reflection or transmission of light from the sample. This change in polarization state
defined as
tanΨ · ei∆ = rp
rs
= ρ, (4.7)
where rs is the complex amplitude reflectance for s polarization (TE polarization), rp is the complex
amplitude reflectance for p polarization (TM polarization), tanΨ and ∆ are ellipsometric param-
eters and defined as the magnitude of the reflectivity ratio and the phase term, respectively [80,
81].
The ellipsometer which is used in this research is an α-SE Ellipsometer, manufactured by J.
A. Woollam Company (Figure 4.15). Before starting the fabrication of the 6 bilayers structure on
top of the fused silica substrate, we needed to know the characteristics of the layers deposited at
α = 70° using the OAD method and also the characteristics of the layers deposited at α = 0°. As
a result, as is shown in Section 4.2, we deposited two different samples, first a single layer of TiO2
deposited at α = 0° (sample #1) and second a single layer of TiO2 deposited at α = 70° (sample
#2). Both of the samples deposited on top of the silicon substrate with the same specifications
mentioned previously. The reason for using a silicon wafer as a substrate is to eliminate the effect
of back reflection that could occur by using a fused silica substrate [82].
Characterization of Sample #1
To obtain accurate values for the index of refraction n1 and also mapping the value of d0, 24
measurements were taken from different points of the wafer at variable angles of 65°, 70°, and
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Figure 4.15: The α-SE Ellipsometer which is used for characterization of TiO2 samples
which were deposited by implementing the OAD technique [83].
75°.
For finding the best fit with minimum mean square error (MSE) value, different models were
tried. The best model was obtained by defining the substrate as Si JAW2 (standard model for sili-
con substrate in CompleteEASE software) and Cauchy film model for the TiO2 layer. The Cauchy
relation is an empirical relation to approximate the dispersion data of a particular transparent ma-
terial which is defined as
n(λ ) = A+
B
λ 2
+
C
λ 4
, (4.8)
where A, B, and C are the empirical constants. We also set the roughness and angle offset (offset
to the nominal angle of incidence) values to be variable [5, 82]. After that, we added the multi-
sample analysis option and tried to fit the 24 data points at the same time by fitting for thickness and
roughness values acquired from each measurement. We did not add the A, B, and C coefficients
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in the multi-sample analysis section since we know that for all the 24 data points, the index value
should be the same.
Characterization of Sample #2
As it has been discussed in Chapter 4, the final value of dpvd that we acquired was 369.7 nm for the
deposition of TiO2 at α = 70°. Characterization of sample #2 is done by using the same technique
as sample #1, yet the previous model does not work for this case. As is mentioned in Chapter 2,
the optical symmetry of a sample deposited with the OAD method is biaxial and as a result we
need to find the principal indices of nx, ny, and nz. We took 42 measurements at different parts of
the sample and each measurement at three angles, 65°, 70°, and 75° in order to have more data and
get more reliable results after fitting. We set the model to a biaxial model and the substrate to be
Si JAW2 again. The biaxial model in the CompleteEASE software defines three Cauchy models
to calculate the principal indices at each principal axis. Following that, we also fit for thickness,
roughness, and angle offset.
Characterization of Sample #3
Characterization of sample #3 was done in the same way as sample #2. To find the principal
indices, 42 measurements at three angles (65°, 70°, and 75°) were taken. The same biaxial model
was used and fitted for finding thickness, roughness, and angle offset parameters.
4.5. Measurement of Birefringence Using a Twyman–Green Interferometer
The Twyman-Green interferometer is a modified version of the Michelson interferometer and it is
used to test optical elements [84]. In the current research, this interferometer is used to measure
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the birefringence of an obliquely deposited thin film of TiO2. The results were compared with the
measured birefringence using the spectroscopic ellipsometry as a sanity check.
The schematic of the Twyman-Green setup is shown in Figure 4.16. According to this figure, a
beam with λ = 632.8 nm passes through a polarization rotator (PR) and then is collimated using a
40X microscopic lens, 5 µm pinhole, and collimation lens. Following that, the plane wave reaches
a 50/50 beam splitter (BS) and is split into two beams, reaching mirror M1 and M2, respectively.
The distance between the BS and M1 is labeled as test arm, and the distance between the BS and
M2 is labeled as reference arm. Both beams are reflected back from the mirrors and reach BS
again and are combined together. If they have an optical path difference (OPD), they interfere on
the plane where a MU130 microscope digital camera, manufactured by AmScope, is placed [85].
In addition, the camera is connected to a computer to save and process the images. After forming
a fringe pattern because of the small OPD between the two arms, sample #4 placed in the testing
arm at 70° (with respect to the incoming wave). By changing the polarization of the light, because
of the birefringence in the material, the OPD changes which causes a phase shift ∆Φ in the fringe
pattern.
In Figure 4.17, the different path of the beam for s and p polarizations is shown. The optical
path for the s polarization wave, Ps, inside the sample #4 is defined as
Ps = AB+BD+DE +EG, (4.9)
and for the p polarization wave, Pp, defined as
Pp = AB+BC+CF . (4.10)
From the geometry that is shown in Figure 4.17, EG =CF , and by using trigonometric identi-
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Figure 4.16: Schematic of the Twyman-Green interferometer which is used to measure the
planar birefringence of an obliquely deposited thin film of TiO2. A collimated beam passing
through a beam splitter splits into two beams and then reach mirror M1 and M2, respectively.
In one of the interferometer’s arms a birefringent sample is placed to make an optical path
difference of OPD at different polarizations. Due to the optical path difference a phase shift
∆Φ in the fringe pattern will be seen which gives enough information to calculate the amount
of planar birefringence ∆n of the sample.
ties, the OPD can be calculated as
OPD =
∣∣Ps−Pp∣∣= dα ∣∣∣∣( n2scosθ2s − n2pcosθ2p + sinθ0 (tanθ2p− tanθ2s)
)∣∣∣∣ . (4.11)
Finally the phase change due to the OPD can be calculated as
∆Φ= 2k0OPD. (4.12)
As it has been discussed in Subsection 4.2.1, sample #4 was fabricated with the same specifi-
cations as sample #2. As a result of that, the optical properties of the sample #4 is expected to be
the same as sample #2.
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Figure 4.17: The beam path for s and p polarizations inside a TiO2 sample which is deposited
on top of a fused silica substrate at a deposition angle of α= 70°. The difference in optical
path for these two polarizations, is the reason for phase shift in the fringe pattern.
4.6. Characterization of Fabricated 1D SMPPC
After the fabrication of the 1D SMPPC, we needed to measure the response of the polarizer to the
incident beam of laser beam at different states of polarization.
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4.6.1. Experimental Setup
We performed an optical setup to measure the reflectance and transmittance of the fabricated 1D
SMPPC at different incident angles, as is shown schematically in Figure 4.18(a). Moreover, the
image from the actual setup is shown in Figure 4.18(b). The laser we used for the optical measure-
ments is a HeNe laser, model 25-LHP-925-249, manufactured by Melles Griot. For measurement
of light power, the 818-SL silicon (Si) photodetector with spectral range of 400 to 1100 nm, man-
ufactured by Newport Corporation with an 883 OD3 attenuator (in order to extend the calibrated
optical dynamic range of the photodiode sensor head) was used. The photodetector is connected
to the 1830-C optical power meter, manufactured by Newport Corporation. For rotating the polar-
ization, we used the PR-550 broadband PR, manufactured by Newport Corporation.
Here we are going to talk about all the steps we performed to get the setup. First, we aligned
the laser beam with respect to an optical table, and then we tried to rotate the laser to get p-
polarized light out of it. For achieving that, we put a polarizer in front of the laser and set that to p
polarization. For the next step, we rotated the laser to get maximum power using a photodetector.
After reading the maximum value, the polarizer was removed from the setup and a broadband PR
was added to change the polarization of the incident beam. Following that, the fabricated polarizer
was fixed in a vertical wafer holder on top of a micro manual rotatory stage. Also, a shutter in front
of the PR was added in order to block the light whenever needed.
As is shown in Figure 4.18(a), there are three different positions for a single Si photodetector.
Position 1 is immediately after the shutter, and we needed that position to read the output power
of the laser for normalization of reflection and transmission values. Position 2 was placed after
the sample for reading the transmission, and position 3 placed before the sample. Positions 1
and 2 are fixed because rotating the sample does not change the angle of the transmitted wave.
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Figure 4.18: (a) Schematic and (b) image of the optical setup for measurement of reflectance
for s polarizationRs, reflectance for p polarizationRp, transmittance for s polarization Ts,
and transmittance for p polarization Tp at various incident angles of the 1D SMPPC device.
Positions 1 and 2 are fixed because rotating the sample does not change the angle of the
transmitted wave. However, position 3 is variable based on the rotation of the sample.
Nonetheless, position 3 is variable based on the rotation of the sample. It is important to note that
an incident beam needs to impinge upon the same spot of the photodetector’s sensor each time and
at same incident angle, otherwise it reads different values, which makes the result inconsistent.
Consequently, the photodetector was fixed at the center of an aluminum cuboid piece, and we
fixed two other aluminum cuboid pieces to the optic table, perpendicular to each other at each of
the three positions. For each reading we aligned the photodetector with these positions. For the
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position 3, at each angle we carefully changed the position of two aluminum cuboid pieces to keep
the reading consistent.
Optical Measurement
We fabricated the sample in a way that the center of sample works as a polarizer. As a result,
we changed the sample’s height to see the laser beam at the center of sample. The goal of the
measurement was to measure the R and T values for s and p polarizations at different incident
angles. For each measurement, 6 measurements were taken at each of the sensor positions and
then the angle was changed for the next measurement. For instance, at an incident angle of 5° and
for each of the polarizations, first we measured the light power at the three sensor positions and
then repeated that 5 more times.
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5. DISCUSSION OF RESULTS
5.1. Ellipsometry Results
In this section, the results of spectroscopic ellipsometry on samples #1-3 is discussed.
Results from Sample #1
The derived parameters after the fitting are listed in Table 5.1. The MSE value is 3.050 and as
is shown in Figure 5.1, the model generated data lies on top of the measured data set. Based on
Figure 5.2, the dispersion relation of the TiO2 thin film is physically meaningful because the k
is zero at all the wavelengths and the index of refraction is decreasing with longer wavelengths.
The thickness map is shown in Figure 5.3 and the thickness has a standard deviation of 1.40 nm
which shows the high uniformity of thickness. This small thickness variation is achieved by the
180° rotation of the sample during the deposition as we mentioned in Chapter 4. As a result from
the measured thickness value, the correction factor ξ0 using Eq. (4.6) and Table 5.1 is 2.13. In
addition, in Figure 5.4, the surface roughness map of sample #1 was plotted.
78
Figure 5.1: Amplitude component Ψ and phase difference ∆ measurement versus wave-
length λ for a point on sample #1 at three incident angles of θ0 = 65°, θ0 = 70°, and θ0 = 75°.
The MSE of the fitted plot is 3.050 which indicates the defined model is reliable.
Figure 5.2: Measuring the refractive index n1 versus wavelength λ, from ellipsometry data
for sample #1.
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Figure 5.3: Thickness map of sample #1.
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Figure 5.4: Surface roughness map of sample #1.
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Table 5.1: Derived parameter associated with the characterization of sample #1 after finding
the best fit for amplitude component Ψ and phase difference ∆.
Derived Parameter Value Derived Parameter Value
MSE 3.050 n1 at λ = 632.8 nm 2.15656
A 2.083±0.001 Average d0 105.90±1.40 nm
B (µm2) 0.01735±0.00013 Average Roughness 0.61±0.13 nm
C (µm4) 0.00487±0.00001 Angle Offset 0.065±0.001°
Results from Sample #2
The derived values for sample #2 are listed in Table 5.2. The minimum MSE we obtained was
7.536, which is not as good as sample #1 and is a large value based on the CompleteEASE man-
ual [82]. Figure 5.5 shows the fitted model is in good agreement with measurement. Additionally,
the dispersion graph for principal indices are plotted in Figure 5.6, which have physical meaning
again because the value of k is zero at all wavelengths and the value of the index is decreasing to-
ward longer wavelengths. The thickness map and roughness map are plotted from the measurement
of 42 points in Figure 5.7 and Figure 5.8, respectively. The correction factor ξα using Eq. (4.6) and
Table 5.2 was calculated as approximately 1.40, which is the thickness associated with the center
region of the fabricated sample. Using Eqs. (4.1) and (4.4), the n2s and n2p value calculated as
1.58027 and 1.52566, respectively. Consequently, using Eq. (4.5) the birefringence is -0.05461,
which the negative sign means we have a negative uniaxial crystal.
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Figure 5.5: Amplitude component Ψ and phase difference ∆ measurement versus wave-
length λ for a point of sample #2 at three incident angles of θ0 = 65°, θ0 = 70°, and θ0 = 75°.
The MSE of the fitted plot is 7.536 which indicates the defined model needs improvement.
Figure 5.6: Measuring the principal indices nx, ny, nz versus wavelength λ, from ellipsom-
etry data for sample #2.
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Figure 5.7: Thickness map of sample #2.
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Figure 5.8: Surface roughness map of sample #2.
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Table 5.2: Derived parameter associated with the characterization of sample #2 after finding
the best fit for amplitude component Ψ and phase difference ∆.
Derived Parameter Value Derived Parameter Value
MSE 7.536 Cz (µm4) 0.00101±0.00042
Ax 1.647±0.007 nx at λ = 632.8 nm 1.63611
Bx (µm2) −0.01487±0.00387 ny at λ = 632.8 nm 1.52566
Cx (µm4) 0.00416±0.00049 nz at λ = 632.8 nm 1.52498
Ay 1.488±0.003 n2s 1.58027
By (µm2) 0.01139±0.00105 n2p 1.52566
Cy (µm4) 0.00154±0.00011 Average dα 513.94±108.02 nm
Az 1.469±0.006 Average Roughness 4.58±1.97 nm
Bz (µm2) 0.01994±0.00343 Angle Offset 0.124±0.026°
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Results from Sample #3
All the steps for the characterization of sample #3 is the same as sample #2 and all the derived
parameters are listed in Table 5.3. The performed fit to theΨ and ∆ parameters shown in Figure 5.9
and the obtained MSE is 2.745 which is almost 2.8 times better than the MSE value of sample #2.
In Figure 5.10, the dispersion relation of the obliquely deposited TiO2 is shown, and apparently,
they all have physical significance for the same reasons we mentioned for samples #1 and #2. The
correction factor ξα according to Table 5.3 was calculated as 1.4250. In addition, thickness and
roughness maps are plotted and shown in the Figures 5.11 and 5.12, respectively. The calculated
values of n2s and n2p are 1.59584 and 1.51913, respectively. Based on the calculated indices, the
birefringence is -0.07672, which the negative sign is in correlation to sample #2 but the absolute
value of birefringence is 0.02211 larger. For modeling of the device, we used these two indices
since the value of MSE is lower than sample #2, so it is more reliable.
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Figure 5.9: Amplitude component Ψ and phase difference ∆ measurement versus wave-
length λ for a point of sample #3 at three incident angles of θ0 = 65°, θ0 = 70°, and θ0 = 75°.
The MSE of the fitted plot is 2.745 which indicates the defined model is reliable.
Figure 5.10: Measuring the principal indices nx, ny, nz versus wavelength λ, from ellip-
sometry data for sample #3.
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Figure 5.11: Thickness map of sample #3.
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Figure 5.12: Surface roughness map of sample #3.
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Table 5.3: Derived parameter associated with the characterization of sample #3 after finding
the best fit for amplitude component Ψ and phase difference ∆.
Derived Parameter Value Derived Parameter Value
MSE 2.745 Cz (µm4) 0.00082±0.00072
Ax 1.562±0.003 nx at λ = 632.8 nm 1.56724
Bx (µm2) −0.00900±0.00297 ny at λ = 632.8 nm 1.51913
Cx (µm4) 0.00443±0.00041 nz at λ = 632.8 nm 1.62921
Ay 1.506±0.002 n2s 1.59585
By (µm2) −0.00219±0.00137 n2p 1.51913
Cy (µm4) 0.00299±0.00017 Average of dα 287.82±58.52 nm
Az 1.591±0.008 Average Roughness 4.45±1.70 nm
Bz (µm2) 0.01337±0.00496 Angle Offset 0.211±0.016°
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5.2. Interferometry Results
After taking six images at each polarization, the profile plot of the fringe pattern after averaging
has been plotted as is shown in Figure 5.13.
The intensity of the fringe pattern in the Twyman-Green interferometer is described by a cosine-
squared function [86]. Consequently, the cosine-squared function was defined and fitted to the
measured values of intensity, as is shown in Figure 5.13(c).
Using Eq. (4.12) and the values in Table 5.4 for the center part of the sample #4 (which is
almost d70 = 500 nm) the expected phase shift in the fringe pattern should be 0.270pi radians.
The value of phase shift was calculated by measuring the peak to peak value of the fitted
cosine-squared functions. The phase shift in fringe pattern measured 0.278pi radians, which is
only a +2.96% deviation from the calculated value of 0.270pi radians. According to this result, the
measured value of birefringence using spectroscopic ellipsometry is in good agreement with the
interferometric measurement.
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Figure 5.13: The fringe pattern from interferometry measurement of sample #4: (a) at p
polarization; (b) at s polarization. (c) Plot profile from cross-section of fringe patterns and
the produced phase shift. In addition, the cosine-squared function fitted to the plot profile to
measure the phase shift ∆Φ.
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5.3. Results from Optical Measurement for 1D SMPPC
The fabricated 1D SMPPC was designed for maximum reflection of the s polarization and mini-
mum reflection of the p polarization at the wavelength of 632.8 nm and incident angle of 70°. As
is shown in Figures 5.14(a) and 5.14(b), at 70.5° and by using Table 5.4, we got maximum of Rs
with almost 94% reflection, and minimum Rp with less than 6% reflection. In other words, the Rs
value is 0.0468 smaller and Rp value is 0.0594 larger, in comparison to the expected values. The
optimum incident angle is 0.7% larger than the designed angle, which is small difference. As a
result, the fabricated 1D SMPPC is in good agreement with our calculation and simulation results.
One important reason for getting slightly different values from what we expected is that not
all the layers exactly have the values which we designed for. Using the general model of 1D
SMPPC which is proposed in Chapter 2, we tried to fit the model to experimental data by setting
the thickness of each layer to be variable. For this purpose, we used the built-in function of mean
squared error in MATLAB R2018a, and by using nested for-loops for thickness values, we searched
for the minimum MSE value between model and experimental data (Appendix A.4) [87]. The best
fit is obtained with the listed values of thickness in Table 5.4 for each individual polarizer layer. In
Figures 5.14(a) - 5.15(b) the theoretical model is fitted to thickness values using the new thickness
values.
It is important to notice that the Rs +Ts is equal to 0.98± 0.2 and Rp +Tp is 0.98± 0.1, and
they are slightly different from 1. Reasons for these differences could be several things, yet the
important ones are haze (and accordingly some loss) which happens for the obliquely deposited
thin films, and scattering from the sample’s surface which is caused by an increase of surface
roughness at larger values of the deposition angle α [4, 88].
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Figure 5.14: Reflection R versus incident angle θ0 measurement of the 1D SMPPC for: (a)
s polarization; (b) p polarization. The fitted plot and the measured data shows correlation
between theoretical model and measured data.
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Figure 5.15: Reflection T versus incident angle θ0 measurement of the 1D SMPPC for: (a) s
polarization; and (b) p polarization. The fitted plot and the measured data shows correlation
between theoretical model and measured data.
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Table 5.4: Derived parameter associated with the characterization of fabricated 1D SMPPC
device after finding the best fit for reflectanceR and transmittance T at s and p polarizations
at various incident angles θ0.
Derived Parameter Value Derived Parameter Value
Ts 0.0468±0.0007 d2 832 nm
Tp 0.9200±0.0113 d3 85 nm
Rs 0.9379±0.0219 d4 822 nm
Rp 0.0596±0.0006 d5 85 nm
θ0 70.5±0.5° d6 848 nm
λ 632.8 nm d7 85 nm
n1 2.15656 d8 844 nm
n2s 1.59585 d9 85 nm
n2p 1.51913 d10 873 nm
dsub 500 µm d11 85 nm
d1 85 nm d12 917 nm
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5.4. Scanning Electron Microscopy of 1D SMPPC
In order to see the cross-section of the fabricated 1D SMPPC, a scanning electron microscopy
(SEM) image was taken (Figure 5.16) using VEGA3, an SEM manufactured by TESCAN. The
schematic of the fabricated structure is shown in Figure 5.16, where the inset shows an SEM
image of the layers. The columnar structures identify the OAD layer. The SEM image shows that
the growth angle β = 43.15± 1.40° has a -1.10% deviation from 43.63° that Eq. (4.2) predicted.
Using the measured value for growth angle β , the n2s is 1.595 which is only 0.04% different from
the expected value.
Scanning Electron Microscope Image
! "
#$
The schematic of the PBG structure. The inset shows an SEM image of the layers. The 
tilted columnar structures identify the OAD layer with lower index of refraction. The 
measured value of growth angle β is ~47°.
!41
Figure 5.16: The sc matic of the 1D SMPPC tructure. The inset shows an SEM image
of the layers. The tilted columnar structures identify the OAD layer with lower index of
refraction. The measured value of growth angle β is 43.15°.
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6. CONCLUSIONS
As is shown in the thesis, a 1D SMPPC was designed and fabricated using e-beam PVD and the
OAD technique. The fabricated device shows 94% reflection for s polarization and less than 6%
reflection for p polarization at the wavelength of 632.8 nm at an incident angle of 70°. The results
demonstrate that a 1D SMPPC, fabricated from a single material, can be designed to selectively
reflect or transmit p or s polarization of an incident light beam. Additionally, due to the simple
design and large tolerance offered, the fabricated 1D SMPPC is suitable for volume production
with high yields.
As it has been seen in the thesis, after fitting the theoretical model to the experimental data,
we could see that they do not lie on top of each other exactly. One possible reason could be the
fact that obliquely deposited layers of TiO2 are tilted structures with a specific angle relative to the
previous layer. By growing more and more layers using the OAD technique, the angle gets bigger
and bigger. As a result, the principal axis of each layer starts to rotate by the same angle and the
values of principal indices will be different.
6.1. Future Works
An idea for future work is to enhance the 1D SMPPC model by calculating the associated angles
and principal indices for each layer. However, this problem can be solved by using the serial
bideposition (SBD) method. By utilizing the azimuthal rotation, thickness variation throughout
the sample will be eliminated [64].
Another idea would be to use a MO material to convert the reflected light to its orthogonal
counterpart. This can lead to a system that is a complete polarizer. That means, an unpolarized light
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input is converted completely to linear polarization. Such a system might be of interest to display
technology, optical telecommunications, or even the light emitting diode (LED) manufacturers.
In that case, more design steps, which require a 4× 4 transfer-matrix method (TMM), and more
sophisticated optimization methods might be necessary
In addition, our design and fabrication method can be extended to other operational wavelengths
of interest, such as 1.55 µm for fiber optics telecommunications.
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APPENDIX A - MATLAB CODES
A.1. Defined Variables and TMM Calculation
1 n0 = 1 . 0 0 0 2 8 ; %n of a i r
2 n sub = 1 . 4 5 6 9 5 ; %n of f u s e d s i l i c a s u b s t a r t e
3 n1s = 2 . 1 5 6 5 6 ; %n of TiO2 a t 632 .8nm
4 n1p = 2 . 1 5 6 5 6 ;
5
6 c0 = 3 e8 ;
7 hba r = 5 .582119514 e−16;
8 wl = 632 .8 e−9;
9 k0 = 2* p i / ( wl ) ;
10
11 a l p h a = 7 0 ; %d e p o s i t i o n a n g l e
12 b e t a = a t a n d ( 0 . 3 4 7 * ( t a n d ( a l p h a ) ) ) %growth a n g l e
13 nx = 1 . 5 6 7 2 4 ;
14 ny = 1 . 5 1 9 1 3 ;
15 nz = 1 . 6 2 9 2 1 ;
16 n2s = ( nx* nz / s q r t ( ( ( nx ˆ 2 ) * s i n d ( b e t a ) ˆ 2 ) + ( ( nz ˆ 2 ) * cosd ( b e t a ) ˆ 2 ) ) ) ;
17 n2p = ny ;
18
19 N = 6 ;
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20 d sub = 0e−9;
21 d1 = 81e−9;
22 d2 = 840 e−9;
1 f u n c t i o n [ R N p , R N s , T N p , T N s , o v e r t s , o v e r t p ] = RTCalc (
t h e t a 0 , n0 , n1s , n1p , n2s , n2p , n sub , c0 , wl , k0 , d1 , d2 , d sub ,N)
2
3 %s t r u c t u r e i s d e f i n e d as : a i r \ g l a s s \ [HL ] ˆN\ a i r
4 t h e t a s = a s i n d ( ( n0 / n sub ) * s i n d ( t h e t a 0 ) ) ;
5 t h e t a 1 s = a s i n d ( ( n sub / n1s ) * s i n d ( t h e t a s ) ) ;
6 t h e t a 2 s = a s i n d ( ( n1s / n2s ) * s i n d ( t h e t a 1 s ) ) ;
7 t h e t a 1 p = a s i n d ( ( n sub / n1p ) * s i n d ( t h e t a s ) ) ;
8 t h e t a 2 p = a s i n d ( ( n1p / n2p ) * s i n d ( t h e t a 1 p ) ) ;
9
10 n0s new = n0* cosd ( t h e t a 0 ) ;
11 nss new = n sub * cosd ( t h e t a s ) ;
12 n1s new = n1s * cosd ( t h e t a 1 s ) ;
13 n2s new = n2s * cosd ( t h e t a 2 s ) ;
14 n0p new = n0* secd ( t h e t a 0 ) ;
15 nsp new = n sub * secd ( t h e t a s ) ;
16 n1p new = n1p* secd ( t h e t a 1 p ) ;
17 n2p new = n2p* secd ( t h e t a 2 p ) ;
18
19 p h i 1 s = n1s *k0*d1* cosd ( t h e t a 1 s ) ;
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20 p h i 2 s = n2s *k0*d2* cosd ( t h e t a 2 s ) ;
21 p h i s s = n sub *k0* d sub * cosd ( t h e t a s ) ;
22 p h i 1 p = n1p *k0*d1* cosd ( t h e t a 1 p ) ;
23 p h i 2 p = n2p *k0*d2* cosd ( t h e t a 2 p ) ;
24 p h i s p = n sub *k0* d sub * cosd ( t h e t a s ) ;
25
26 %R e f l e c t i o n ( s p o l a r i z a t i o n )
27 M1s = [ ( n1s new+n2s new ) * exp (−1 i * p h i 2 s ) , ( n1s new−n2s new ) *
exp (1 i * p h i 2 s ) ;
28 ( n1s new−n2s new ) * exp (−1 i * p h i 2 s ) , ( n1s new+n2s new ) * exp (1
i * p h i 2 s ) ] ;
29
30 M2s = [ ( n2s new+n1s new ) * exp (−1 i * p h i 1 s ) , ( n2s new−n1s new ) *
exp (1 i * p h i 1 s ) ;
31 ( n2s new−n1s new ) * exp (−1 i * p h i 1 s ) , ( n2s new+n1s new ) * exp (1
i * p h i 1 s ) ] ;
32
33 M12s = ( 1 / ( 4 * n1s new * n2s new ) ) *M1s*M2s ;
34
35 %R e f l e c t i o n ( p p o l a r i z a t i o n )
36 M1p = [ ( n1p new+n2p new ) * exp (−1 i * p h i 2 p ) , ( n1p new−n2p new ) *
exp (1 i * p h i 2 p ) ;
37 ( n1p new−n2p new ) * exp (−1 i * p h i 2 p ) , ( n1p new+n2p new ) * exp (1
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i * p h i 2 p ) ] ;
38
39 M2p = [ ( n2p new+n1p new ) * exp (−1 i * p h i 1 p ) , ( n2p new−n1p new ) *
exp (1 i * p h i 1 p ) ;
40 ( n2p new−n1p new ) * exp (−1 i * p h i 1 p ) , ( n2p new+n1p new ) * exp (1
i * p h i 1 p ) ] ;
41
42 M12p = ( 1 / ( 4 * n1p new * n2p new ) ) *M1p*M2p ;
43
44 %a i r t o g l a s s s i n g l e d i e l e c t r i c boundary
45 %s−p o l a r i z e d
46 M a i r 1 s = ( 1 / ( 2 * nss new ) ) * [ ( nss new + n0s new ) , ( nss new −
n0s new ) ;
47 ( nss new − n0s new ) , ( nss new + n0s new ) ] ;
48
49 %p−p o l a r i z e d
50 M a i r 1 p = ( 1 / ( 2 * nsp new ) ) * [ ( n0p new+nsp new ) , ( nsp new −
n0p new ) ;
51 ( nsp new − n0p new ) , ( n0p new+nsp new ) ] ;
52
53 %l a s t l a y e r ( low i n d e x ) t o a i r s i n g l e d i e l e c t r i c boundary
54 %s−p o l a r i z e d
55 M a i r 2 s = ( 1 / ( 2 * n0s new ) ) * [ ( n2s new+n0s new ) , ( n0s new −
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n2s new ) ;
56 ( n0s new − n2s new ) , ( n2s new+n0s new ) ] ;
57
58 M inv s = ( 1 / ( 2 * n1s new ) ) * [ ( n1s new+n2s new ) , ( n1s new −
n2s new ) ;
59 ( n1s new − n2s new ) , ( n1s new+n2s new ) ] ;
60
61 %p−p o l a r i z e d
62 M a i r 2 p = ( 1 / ( 2 * n0p new ) ) * [ ( n2p new+n0p new ) , ( n0p new −
n2p new ) ;
63 ( n0p new − n2p new ) , ( n2p new+n0p new ) ] ;
64
65 M inv p = ( 1 / ( 2 * n1p new ) ) * [ ( n1p new+n2p new ) , ( n1p new −
n2p new ) ;
66 ( n1p new − n2p new ) , ( n1p new+n2p new ) ] ;
67
68 %s u b s t a r t e p r o p a g a t i o n f o l l o w e d by a boundary − s u b s t r a t e
and f i r s t l a y e r
69 %s−p o l a r i z e d
70 M sub s = ( 1 / ( 2 * n1s new ) ) * [ ( n1s new+ nss new ) * exp (−1 i * p h i s s )
, ( n1s new−nss new ) * exp (1 i * p h i s s ) ;
71 ( n1s new−nss new ) * exp (−1 i * p h i s s ) , ( n1s new+ nss new ) * exp (1
i * p h i s s ) ] ;
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72
73 %p−p o l a r i z e d
74 M sub p = ( 1 / ( 2 * n1p new ) ) * [ ( n1p new+nsp new ) * exp (−1 i * p h i s p )
, ( n1p new−nsp new ) * exp (1 i * p h i s p ) ;
75 ( n1p new−nsp new ) * exp (−1 i * p h i s p ) , ( n1p new+nsp new ) * exp (1
i * p h i s p ) ] ;
76
77 Mp = M a i r 2 p * i n v ( M inv p ) * (M12p ˆN) * M sub p * M a i r 1 p ;
78 o n e o v e r t p = Mp( 1 ) ;
79 o v e r t p = Mp( 2 , 2 ) ;
80
81 R N p = 1 − 1 / abs ( o n e o v e r t p ) ˆ 2 ;
82 T N p = 1 − R N p ;
83
84 Ms = M a i r 2 s * i n v ( M inv s ) * ( M12s ˆN) * M sub s * M a i r 1 s ;
85 o n e o v e r t s = Ms ( 1 ) ;
86 o v e r t s = Ms ( 2 , 2 ) ;
87
88 R N s = 1 − 1 / abs ( o n e o v e r t s ) ˆ 2 ;
89 T N s = 1 − R N s ;
90 end
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A.2. Eye-Shaped Diagram
1 c l e a r ; c l c ; c l o s e a l l ;
2
3 v a r i a b l e s
4
5 f o r N = 6
6
7 mind1 = 0 ;
8 h ighd1 = 600 e−9;
9 mind2 = 0 ;
10 h ighd2 = 1200 e−9;
11 i n c d = 1e−9;
12
13 f o r t h e t a 0 = 0 : 1 0 : 7 0
14 a = 1 ;
15 f o r d1 = mind1 : i n c d : h ighd1
16 b = 1 ;
17 f o r d2 = mind2 : i n c d : h ighd2
18 [ R N p ( a , b ) , R N s ( a , b ) , T N p ( a , b ) , T N s ( a , b ) ] = RTCalc
( t h e t a 0 , n0 , n1s , n1p , n2s , n2p , n sub , c0 , wl , k0 , d1 , d2 , d sub ,
N) ;
19 b = b + 1 ;
20 end
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21 a = a + 1 ;
22 end
23
24 d1 = mind1 : i n c d : h ighd1 ; d2 = mind2 : i n c d : h ighd2 ;
25 [ d2 , d1 ] = meshgr id ( d2 , d1 ) ;
26
27 f i g u r e
28 s e t ( 0 , ’ d e f a u l t A x e s F o n t S i z e ’ , 30) ;
29 s = s u r f ( d2 *1 e9 , d1 *1 e9 , r e a l ( R N s − R N p ) ) ;
30 s . EdgeColor = ’ none ’ ; view ( 2 )
31 x l a b e l ({ ’ $d {\ a l p h a }$ (nm) ’ } , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
32 y l a b e l ({ ’ $d {0}$ (nm) ’ } , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
33 x t i c k s ( [ 1 0 0 300 500 700 900 1 1 0 0 ] ) ;
34 y t i c k s ( [ 0 100 200 300 400 500 6 0 0 ] ) ;
35 c a x i s ([−1 1 ] ) ;
36 c o l B a r = c o l o r b a r ;
37 c o l B a r . T i t l e . I n t e r p r e t e r = ’ l a t e x ’ ;
38 c o l o r T i t l e H a n d l e = g e t ( co lBar , ’ T i t l e ’ ) ;
39 t i t l e S t r i n g = ( ’ $\D e l t a R { sp }$ ’ ) ;
40 s e t ( c o l o r T i t l e H a n d l e , ’ S t r i n g ’ , t i t l e S t r i n g ) ;
41
42 end
43 end
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A.3. Projected Dispersion Diagram
1 c l e a r ; c l c ; c l o s e a l l ;
2
3 v a r i a b l e s ;
4 mycol = s t r u c t ( ’ myr ’ , [ 0 . 8 3 , 0 . 3 2 , 0 . 3 2 ] ) ;
5 t h e t a m i n = 0 ; t h e t a m a x = 9 0 ;
6 omega min = 0 ; omega max = 9 . 1 e15 ;
7 den = 2 ; %d e n o m i n a t o r
8
9 t h e t a 0 = l i n s p a c e ( t h e t a m i n , t he t a max , 1 0 0 ) ;
10 omega = l i n s p a c e ( omega min , omega max , 1 0 0 ) ;
11 k0 = omega / c0 ;
12
13 f o r a = 1 : l e n g t h ( t h e t a 0 )
14 f o r b = 1 : l e n g t h ( omega )
15 [ R N p , R N s , T N p , T N s , o v e r t s ( a , b ) , o v e r t p ( a , b ) ]
= . . .
16 RTCalc ( t h e t a 0 ( a ) , n0 , n1s , n1p , n2s , n2p , n sub , c0 , wl , k0 ( b )
, d1 , d2 , d sub ,N) ;
17 end
18 end
19
20 kx = n0*k0 . * s i n d ( t h e t a 0 ’ ) * ( d1+d2 ) / ( 2 * p i ) ;
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21 omega = omega ;
22
23 K1 = ( 1 / ( d1+d2 ) ) * r e a l ( acos ( r e a l ( o v e r t s ) ) ) ;
24 K1 ( K1 > 0) = 1 ;
25
26 K2 = ( 1 / ( d1+d2 ) ) * r e a l ( acos ( r e a l ( o v e r t p ) ) ) ;
27 K2 ( K2 > 0) = 1 ;
28
29 f i g u r e ( ) ; g r i d o f f
30 s u b p l o t ( 1 , 2 , 2 ) ; s e t ( 0 , ’ d e f a u l t A x e s F o n t S i z e ’ , 50) ;
31
32 f o r i n d = 1 : l e n g t h ( omega ) / den
33 [ mesh kx ( : , : , i n d ) , mesh omega ( : , : , i n d ) ] = . . .
34 meshgr id ( kx ( : , i n d ) , omega ( 1 + ( ind −1) * ( den−1) : den +( ind −1) * (
den−1) ) ) ;
35 s = s u r f ( mesh kx ( : , : , i n d ) , mesh omega ( : , : , i n d ) * hbar , . . .
36 K1 ( : , ( 1 + ( ind −1) * ( den−1) : den +( ind −1) * ( den−1) ) ) ’ ) ;
37 s . EdgeColor = ’ none ’ ; ho ld on ; t i t l e ({ ’ s p o l a r i z a t i o n ’ } , ’
I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
38 end
39 view ( 2 )
40
41 xl im ( [ 0 , 2 ] ) ; y l im ( [ 0 , 2 . 5 ] ) ;
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42 ho ld on
43
44 f o r a n g l e = [20 40 70 90]
45 l l = c0 *k0 . / s i n d ( a n g l e ) ; %l i g h t l i n e
46 p l o t 3 ( ( n0*k0 . * s i n d ( a n g l e ) ) * ( d1+d2 ) / ( 2 * p i ) , l l * hbar , . . .
47 ones ( l e n g t h ( k0 ) , l e n g t h ( k0 ) ) , ’ Co lo r ’ , mycol . myr , . . .
48 ’ LineWidth ’ , 2 , ’ L i n e S t y l e ’ , ’−− ’ ) ; ho ld on ;
49 end
50
51 k new = 4* p i / n0 / ( d1+d2 ) ;
52 e ne rg y = hba r * c0 * k new ;
53 ang = 90 − a t a n d ( en e r gy / 2 ) ;
54 ho ld on
55
56 r e d f r e q = (2* p i * c0 / ( wl ) ) * hba r ;
57 p l o t 3 ( [ 0 , t a n d ( ang ) * r e d f r e q ] , [ r e d f r e q , r e d f r e q ] , [ 1 , 1 ] , ’−k ’ , ’
LineWidth ’ , 2 ) ;
58 g r i d o f f
59
60 s u b p l o t ( 1 , 2 , 1 ) ; s e t ( 0 , ’ d e f a u l t A x e s F o n t S i z e ’ , 50) ;
61
62 f o r i n d = 1 : l e n g t h ( omega ) / den
63 [ mesh kx ( : , : , i n d ) , mesh omega ( : , : , i n d ) ] = . . .
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64 meshgr id ( kx ( : , i n d ) , omega ( 1 + ( ind −1) * ( den−1) : den +( ind −1) * (
den−1) ) ) ;
65 s = s u r f ( mesh kx ( : , : , i n d ) , mesh omega ( : , : , i n d ) * hbar , . . .
66 K2 ( : , ( 1 + ( ind −1) * ( den−1) : den +( ind −1) * ( den−1) ) ) ’ ) ;
67 s . EdgeColor = ’ none ’ ; ho ld on ; t i t l e ({ ’ p p o l a r i z a t i o n ’ } , ’
I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
68 end
69 s e t ( gca , ’ Xdi r ’ , ’ r e v e r s e ’ )
70 view ( 2 )
71 x l a b e l ({ ’ Wavevector $k x {a } /{2\ p i }$ ’ } , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
72 y l a b e l ({ ’ Energy ( eV ) ’ } , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
73 xl im ( [ 0 , 2 ] ) ; y l im ( [ 0 , 2 . 5 ] ) ;
74
75 m y c o l o r b a r = [ 0 . 9 9 , 0 . 8 5 , 0 . 9 3 ; 0 . 5 , 0 . 7 3 , 0 . 4 5 ] ; co lormap ( m y c o l o r b a r ) ;
76
77 f o r a n g l e = [20 40 70 90]
78 l l = c0 *k0 . / s i n d ( a n g l e ) ; %l i g h t l i n e
79 p l o t 3 ( ( n0*k0 . * s i n d ( a n g l e ) ) * ( d1+d2 ) / ( 2 * p i ) , l l * hbar , . . .
80 ones ( l e n g t h ( k0 ) , l e n g t h ( k0 ) ) , ’ Co lo r ’ , mycol . myr , . . .
81 ’ LineWidth ’ , 2 , ’ L i n e S t y l e ’ , ’−− ’ ) ; ho ld on ;
82 end
83
84 ho ld on
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85 r e d f r e q = (2* p i * c0 / ( wl ) ) * hba r ;
86 p l o t 3 ( [ 0 , t a n d ( ang ) * r e d f r e q ] , [ r e d f r e q , r e d f r e q ] , [ 1 , 1 ] , ’−k ’ , ’
LineWidth ’ , 2 ) ;
87 g r i d o f f
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A.4. Fitting Theoretical Model to Experimental Data
1 c l e a r ; c l c ; c l o s e a l l ;
2
3 v a r i a b l e s
4 t h e t a 0 = 7 0 ;
5 i n d e x = 1 ;
6
7 m i n t h e t a = 0 ;
8 i n c t h e t a = 1 ;
9 m a x t h e t a = 7 6 ;
10
11 f o r t h e t a 0 = m i n t h e t a : i n c t h e t a : m a x t h e t a
12
13 [ Rp ( i n d e x ) , Rs ( i n d e x ) , Tp ( i n d e x ) , Ts ( i n d e x ) ] = RT ca lc ( t h e t a 0 , n0
, n1s , n1p , . . .
14 n2s , n2p , n sub , c0 , wl , k0 , d1 , d2 , d3 , d4 , d5 , d6 , d7 , d8 , d9 , d10 , d11
, d12 , d sub ) ;
15
16 i n d e x = i n d e x + 1 ;
17 end
18
19 d a t a = ’ measurement . x l s x ’ ;
20 s h e e t = 1 ;
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21 xlRange = ’ B556 : O1088 ’ ;
22 x l d a t a = x l s r e a d ( da t a , s h e e t , x lRange ) ;
23
24 a n g l e = x l d a t a ( : , 1 ) ;
25 a n g l e = a n g l e ( ˜ i s n a n ( a n g l e ) ) ; % ˜ means n o t
26 a n g l e = a n g l e ( 1 : 7 7 ) ;
27
28 T s = x l d a t a ( : , 3 ) ;
29 T s = T s ( ˜ i s n a n ( T s ) ) ;
30 R s = x l d a t a ( : , 4 ) ;
31 R s = R s ( ˜ i s n a n ( R s ) ) ;
32
33 T p = x l d a t a ( : , 9 ) ;
34 T p = T p ( ˜ i s n a n ( T p ) ) ;
35 R p = x l d a t a ( : , 1 0 ) ;
36 R p = R p ( ˜ i s n a n ( R p ) ) ;
37
38 i d x = 0 ;
39 i dx2 = 0 ;
40 i dx2d = z e r o s ( 1 , 1 4 ) ;
41
42 f o r n2s = n2s
43 f o r n2p = n2p
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44 f o r d1 = 86e−9
45 f o r d2 = 810 e−9
46 f o r d3 =87e−9
47 f o r d4 = 810 e−9
48 f o r d5 = 84e−9
49 f o r d6 = 830 e−9
50 f o r d7 = 78e−9
51 f o r d8 = 835 e−9
52 f o r d9 = 85e−9
53 f o r d10 = 830 e−9
54 f o r d11 = 79e−9
55 f o r d12 = 790 e−9
56 i d x a n g = 1 ;
57 f o r t h e t a 0 = m i n t h e t a : i n c t h e t a : m a x t h e t a
58 [ a n g l e ( i d x a n g ) ] = RT ca lc ( t h e t a 0 , n0 , n1s , n1p , n2s , n2p , n sub , . . .
59 c0 , wl , k0 , d1 , d2 , d3 , d4 , d5 , d6 , d7 , d8 , d9 , d10 , d11 , d12 , d sub ) ;
60 i d x a n g = i d x a n g + 1 ;
61 end
62 i d x = i d x + 1 ;
63 i dx2d ( idx , : ) = [ n2s , n2p , d1 , d2 , d3 , d4 , d5 , d6 , d7 , d8 , d9 , d10 , d11 , d12
] ;
64 MSE( idx , 1 ) = immse ( a n g l e ( 3 : end ) , R s ’ ) + immse ( a n g l e ( 3 : end ) , R p ’ )
65 end
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66 end
67 end
68 end
69 end
70 end
71 end
72 end
73 end
74 end
75 end
76 end
77 end
78 end
79
80 [ i d x ] = f i n d (MSE==min (MSE) ) ;
81 m i n v a l u e = min (MSE) ;
82 f p r i n t f ( ’\n The mean−s q u a r e d e r r o r i s %0.4 f \n ’ , m i n v a l u e ( 1 ) ) ;
83
84 op t imum va lues = idx2d ( idx , : ) ;
85 s ave ( ’ op t imum value ’ , ’ op t imum va lues ’ ) ;
