Introduction
We consider in this paper mechanisms consisting of rigid links with rotational joints between them. Such mechanisms can be classified into three broad categories: planar, having rotational joints with axes all parallel; spherical, having rotational joints whose axes coincide in a common center point; and spatial, being all other cases. Methods for displacement analysis of all planar mechanisms having rotational joints have been recently published in ͓1-3͔. This paper provides solution methods for the displacement analysis of all spherical mechanisms that have three or fewer loops. These solutions are useful for the forward kinematics of spherical parallel-link robots, the inverse kinematics of spherical serial-link robots ͑e.g., certain robot wrists͒ and the input/ output motion of spherical single-degree-of-freedom mechanisms. They are also useful in analyzing certain spatial mechanisms whose displacement can be solved by first solving the rotational component of the loop closure equations, followed by a solution for the translational component of the loop equations. One example is the RCCC spatial four-bar; the ''Group 1 spatial mechanisms'' listed in ͓4, p. 141͔ are also examples of this type.
A displacement analysis problem for an n-degree-of-freedom mechanism is to find, given the values of n input joints, the corresponding values of the remaining output joints. For the purpose of displacement analysis, the two links adjacent to a given input angle can be temporarily replaced by a single rigid link of commensurate dimensions. Thus, displacement analysis reduces to the problem of determining the assembly configurations of a related immobile structure.
The new contribution of this paper is to give simple solutions to the three indecomposable three-loop spherical structures; all other three-loop spherical structures are composites of one-loop and two-loop structures. There is only one type of one-loop spherical structure, the spherical triangle. Its solution is given by the cosine law for spherical triangles, discovered by Johannes Müller ͑a.k.a., Regiomontanus͒ in the mid-fifteenth century ͓5, pp. 237-240͔. Solutions for the spherical pentad, the only indecomposable twoloop spherical structure, did not appear until a few years ago ͓6-8͔. Solutions for the input/output relations of certain eight-link spherical mechanisms that reduce to three-loop structures are given in ͓9͔. We include here the solutions to the one and twoloop cases for completeness and to illustrate the general approach before proceeding to the more difficult three-loop cases. Thus, taken together, the solutions of this paper can be used to solve all three-loop spherical structures and many composite structures having more than three loops. In this paper, all five indecomposable structures up to three loops are formulated and solved in a consistent manner that is easy to implement in a computer program.
Another contribution of the paper is a new elimination procedure, closely related to Sylvester Dialytic Elimination. This procedure facilitates the solution of the problems in hand without introducing extraneous roots.
The paper is organized as follows. First Section 2 reviews the classification of spherical mechanisms into distinct topological types. Then, in Section 3, we discuss the formulation of loop closure equations, both in terms of rotation matrices and quaternions. The new elimination technique is presented in Section 4. We then proceed to solve each mechanism type in Sections 5-7. We present solutions by both rotation matrices and quaternions because each formulation has certain advantages. Each solution is written in terms of a procedure that leads to a generalized eigenvalue problem. In an appendix, a numerical example is given for each problem type.
Spherical Structures
As argued in the Introduction, once we have given the values of n joints of an n-degree-of-freedom mechanism, the determination of the locations of all the links amounts to solving the loop equations of a zero-degree-of-freedom structure. Wherever the value of the joint angle between two links is given, we simply regard the joint as frozen; that is, we replace the pair of links with a single link of commensurate dimensions. In this way, the treatment of all spherical mechanisms immediately reduces to the treatment of just the structures.
Planar mechanisms having only rotational joints can be regarded as special cases of spherical mechanisms in which the common center point is at infinity. Because of this relationship, one finds that a topological classification, which depends only on the number of links and the list of joint connections between them, is identical for planar and spherical linkages. In the correspondence between equivalent planar and spherical linkages, the distance between two rotational joints in a planar link is replaced by the angle between the corresponding joints in the spherical linkage. These angles are the so-called twist angles if one adopts the standard Denavit-Hartenburg description of the linkage. ͑Link offsets and link lengths are all zero since the joint axes all intersect in a common point.͒ It is natural to visualize the spherical linkage as a figure drawn on the surface of a sphere, with joint axes as rays from the center that pierce the sphere and with twist angles drawn as great arcs on the sphere. If these arcs are small, the linkage occupies only a tiny portion of the sphere's surface, leading to a planar linkage in the limit as the arc lengths go to zero. This limiting process was used in ͓10͔ as a means of synthesizing a planar mechanism by first designing a nearby spherical mechanism.
Structures can be classified as either decomposable or indecomposable. A decomposable structure contains some proper subset of links that form a structure by themselves; the displacement analysis of such structures can be carried out by first finding all assembly configurations of the substructure and then substituting each of these as a single rigid link into the full structure. After this substitution, the full structure may again be decomposable, but now with fewer links. By such means, the displacement analysis for all possible structures reduces to the displacement analysis of the indecomposable structures. These special structures are at the root of ͑or equivalent to͒ a variety of concepts in the kinematics literature, such as ''basic kinematic chains,'' ''Assur groups'' and ''Barranov trusses. '' Due to the equivalence of the topological characteristics of planar and spherical structures, the catalog of indecomposable planar structures suffices for the spherical case as well. Complete classifications of three loop structures and how they are built up from the indecomposable structures are reported in ͓11͔. For one loop, we have only one structure: the triangle, shown in Fig. 1 . The two-loop and three-loop indecomposable structures are illustrated in Figs. 2-5. In accordance with the number of links in each of these structures, some authors call the triangle a ''triad,'' the twoloop structure the ''pentad,'' and the three-loop structures as ''septads'' ͓12͔. Illustrations of all the planar structures up to fourloops can be found in ͓13͔. Transactions of the ASME
Loop Equations
The first step in modeling a spherical structure is to define a set of coordinate axes at each vertex of each link. We may choose to align the z-axis of each system with the axis of rotation at the joint. The x and y axes can be given any orientation about z, so as to form a right-handed orthogonal coordinate system. Once these arbitrary definitions of the coordinate systems are set, the assumption that the links are rigid implies that the rotation between any two coordinate systems on the same link is constant. We will call such rotations the ''side rotations'' of the link.
In traversing a loop of a spherical structure, two types of rotations are encountered in alternation: joint rotations, which are variable, and side rotations, which are constant. Hence, a typical loop equation has the form
where Z i is a joint rotation, S i is a side rotation, and I is the identity rotation. One may regard the rotations as either rotation matrices or as quaternions: In either case, the composition of two rotations is found by multiplication. In the following subsections, we will consider both formulations.
Rotation Matrix Formulation.
In this case, in Eq. ͑1͒, Z i and S i are 3ϫ3 rotation matrices, I is the 3ϫ3 identity matrix, and sequential rotations are compounded by matrix multiplication. Since Z i is a rotation about the z-axis, it may be written in terms of a rotation angle i as
Letting zϭ(0 0 1) T , we observe that z T Z i ϭz T and Z i zϭz. Thus, we may extract from the matrix loop equation, Eq. ͑1͒, a single scalar equation that is free of both 1 and k as follows:
where the right-hand side is the ͑3,3͒-element of S k . Notice that two joint rotations, Z 1 and Z k , have been eliminated, and we get one scalar equation for each such loop. In what follows, it is convenient to express both cos i and sin i using the tangent-half-angle formulas cos i ϭ(1Ϫt i 2 )/(1ϩt i 2 ) and
. With these substitutions in mind, define Ẑ i as
With these expressions, we may rewrite Eq. ͑3͒ as
which is quadratic in each of the variables t 2 , . . . ,t kϪ1 .
Quaternion Formulation.
Quaternions can be represented as a sum of scalar coefficients times the four basis elements 1, i, j, k. It is useful to associate the elements i, j, k with the x, y, z-axes, respectively, and 1 is just the usual unit scalar. For quaternions, loop equations are still in the form of Eq. ͑1͒, but now the quantities in the expression are quaternions, multiplication follows the rules for quaternions, and Iϵ1. Using quaternion notation, a rotation of i about the z-axis is written
Pre-multiplying both sides of Eq. ͑1͒ by the conjugate of Z 1 ,
For an arbitrary quaternion qϭaϩbiϩcjϩdk, define functions that extract individual components as ͓i,q͔ϭb and ͓j,q͔ϭc. Then, we may write two scalar equations from Eq. ͑7͒ as
In contrast to the rotation matrix formulation, this maneuver has eliminated only one joint rotation, Z 1 , but this is compensated by the fact that we obtain two scalar equations per loop. For conciseness below, we will write the two equations for each loop with the abbreviated notation
Notice that the equations are homogeneous and linear in the vari-
For exposition below, it is somewhat more convenient to dehomogenize Eq. ͑9͒ by dividing through by c 2¯c k to get
where
Equation ͑10͒ is linear in each of t 2 , . . . ,t k .
Elimination Procedure
In this paper, we will solve systems of loop equations by a new method that is related to Sylvester's Dialytic Elimination procedure. Sylvester's approach has been used successfully to solve a variety of problems in kinematics, so we begin with a brief synopsis of it. More details and a review of its application to kinematics can be found in ͓14͔. One starts by suppressing one variable, that is, given a system of n polynomials in variables ͕x 1 , . . . ,x n ͖, recast it as polynomials in ͕x 2 , . . . ,x n ͖ with coefficients that depend on x 1 . ͑Since we may renumber the variables at will, there is no loss of generality in assuming x 1 is the hidden variable.͒ Next, form new polynomials as necessary, by algebraically combining the original polynomials, until one obtains a system with as many equations as monomials. Letting m be a column vector of the monomials, write the augmented system of equations in matrix form as
For this system to have a nontrivial solution, (m 0), it is necessary that det A(x 1 )ϭ0. If this determinantal equation is not identi- cally zero, that is, if the equations in the augmented system are linearly independent, then the solutions of det A(x 1 )ϭ0 contain the solutions to the original system. In general, they may contain some extraneous solutions as well, a situation that one wishes to avoid if possible. In a typical solution in the kinematics literature, the suppression of a variable is done very early, but it is often beneficial to postpone this until after the equations have first been manipulated into a more amenable form. In particular, in ͓15͔, several difficult kinematics problems are solved by first computing a graded-degree Gröbner basis and then suppressing a variable as the final step. The variable is chosen so that after suppression the number of equations and monomials are immediately equal. See ͓16͔ for background on Gröbner bases.
A similar, but more rigorous and algorithmic, approach has been put forward in ͓17,18͔. After computing a reduced Gröbner basis, one finds the normal set, which is the set of monomials that are not divisible by any leading monomial of the basis. One may then derive an eigenvalue problem in which one variable is the eigenvalue and the normal set forms the eigenvector. This is of the same form as Eq. ͑12͒, with A(x 1 ) having a linear dependence on x 1 . A key difference, however, is that the eigenvariable x 1 generally appears in the monomials in the eigenvector, that is, x 1 is not completely suppressed.
The new approach described below accomplishes the same outcome as these methods without formally computing a Gröbner basis. We avoid the algorithmic machinery needed to compute a Gröbner basis and instead, for each of the problems at hand, give a simple recipe for generating an augmented system of polynomial equations from the original loop equations. We then identify a set of monomials that play the same role as the normal set in the algorithms mentioned above. The method is no longer general, as the recipes are specific to the problems at hand, but the resulting algorithms are quite transparent and simple to program.
The approach proceeds as follows. First, generate an augmented system of equations by algebraic operations on the original polynomials. In the recipes below, these will be obtained simply by multiplying the polynomials by various monomials. Let m be the set of all monomials in this augmented system so that it may be expressed in matrix form as Kmϭ0, where K is an nϫm, n Ͻm, matrix of constant coefficients. It is assumed that we have eliminated any linear dependencies, so that K has full rank n. We choose a variable, say x 1 , and a set of mϪn monomials m 1 ʚm and define m 2 ϭx 1 m 1 . These must be chosen such that 1. m 2 ʚm, that is, all x 1 multiples of m 1 are in m, 2. the mϫm system of equations
is nonsingular for general values of x 1 .
Note that K is linear in x 1 and its first n rows are constant. This means that det K (x 1 )ϭ0 is a degree mϪn polynomial equation for x 1 .
The preferred numerical method for solving Eq. ͑13͒ is to extract and solve an order mϪn eigenvalue problem whose eigenvector is m 1 . To do so, one may partition the monomials m into four sets: y 3 ϭm 2 \ m 1 , y 2 ϭy 3 /x 1 , y 1 ϭm 1 ‫گ‬y 2 , and y 4 ϭm‫(گ‬m 1 ഫm 2 ). Partitioning K to match, we rewrite Eq. ͑13͒ in block matrix form as
where I 1 ,I 2 are identity matrices and C 1 ,C 2 are sparse, having a single entry of Ϫ1 in each row of the pair. In some cases, the last blockwise column is not present, but if it is, it must be full column rank. Using sparse Gaussian elimination or QR decomposition, K 4 can be reduced to upper triangular form yielding
for some upper triangular matrix U. Pre-multiplying by the (m Ϫn)ϫm matrix
gives the equation
where the trailing blocks have been dropped, since they are zero. The only computation involved is the triangularization of K 4 , which can be done efficiently by sparse routines. Eq. ͑16͒ is the square generalized eigenvalue problem we seek. For a particular topological type of spherical mechanism, a specific structure is specified by the values of its ''sides,'' S i . In each case, one must verify the full-rank condition, number ͑2͒ above, for the procedure to be valid. For each type of mechanism, we have verified by numerical test on a structure having generic side rotations that this is so. This is sufficient to demonstrate that the procedure is valid for almost all mechanisms of the type, where the exceptions are an algebraic subset of the whole family. Such exceptional cases require new procedures, often more simple than the general case. We do not explore any such exceptions in this paper.
As in the original Sylvester method, the new approach gives only a necessary condition. It may happen that Eq. ͑16͒ allows extraneous roots. However, in the application of the method to spherical mechanisms, we find that in every case we are able to find formulations without any extraneous roots. Again, this has been verified by working numerical examples and checking that all the solutions satisfy the original loop equations.
To solve one-loop and two-loop spherical mechanisms, the original Sylvester method is sufficient, but for the more difficult three-loop mechanisms, the new approach is necessary. For illustrative purposes, we indicate how to solve the simpler cases by the new method before proceeding to the three-loop case.
One-Loop Mechanism "Spherical Triangle…
The loop equation for the spherical triangle, Fig. 1 , may be written as
Using rotation matrices and Eq. ͑5͒, one has
This is a single quadratic equation for t 2 . If the sides S 1 ,S 2 ,S 3 are taken to be rotations about the respective x-axes, it may be seen that this is equivalent to the classical cosine law for spherical triangles. It should be noted that instead of interior angles, our formulation uses exterior angles at each vertex. The quaternion formulation Eq. ͑10͒ applied to this problem gives 
in which A and B are 2ϫ2 matrices of coefficients from the loop equations. Following the formulation of Section 4, K 2 ϭA, K 3 ϭB, and K 1 , K 4 are not present, so we premultiply by (I B) to get the 2ϫ2 eigenvalue problem
In this case, since m 2 is identical to the complement of m 1 ͑i.e., m 2 ϭm‫گ‬m 1 ), the modified elimination method amounts to the same thing as the traditional Sylvester Dialytic Method.
Two-Loop Mechanism "Spherical Pentad…
The loop equations for the two-loop spherical pentad, Fig. 2 , can be written as
Using rotation matrices, one obtains two quartic equations in t 1 ,t 2 :
The total degree is 4 2 ϭ16, but the number of roots is only half that figure, because the equations are bi-quadratic. This can be seen by computing the two-homogeneous Bezout number ͓19͔ as the coefficient of ␣␤ in the polynomial (2␣ϩ2␤) 2 , which is 8. To solve this system, first augment it with the equations f 3 ϭ0, f 4 ϭ0 where f 3 ϭt 1 f 1 and f 4 ϭt 1 f 2 . Let T 0 ϭ͕1,t 1 ,t 1 2 ,t 1 3 ͖.
The four polynomials f 1 , f 2 , f 3 , f 4 contain 12 monomials, namely T 0 ,T 1 ϭt 2 T 0 ,T 2 ϭt 2 2 T 0 . In the traditional Sylvester approach, one writes the system in the form M (t 2 )T 0 ϭ0, where M is a 4 ϫ4 matrix with entries that are quadratic in t 2 . This leads to the eighth-degree polynomial equation det M(t 2 )ϭ0.
To apply the method of Section 4, let m 1 ϭ͕T 0 ,T 1 ͖, and m 2 ϭ͕T 1 ,T 2 ͖. Append the eight identities t 2 T 0 ϪT 1 ϭ0 and t 2 T 1 ϪT 2 ϭ0, write the equations in the block matrix form as in Eq. ͑14͒ and premultiply by a matrix that annihilates T 2 as follows:
͑In this case, K 4 of Eq. ͑14͒ does not exist.͒ Multiply this out and drop away the trailing trivial columns to get an 8ϫ8 eigenvalue problem. Using quaternions, one obtains two equations per loop, for a total of four equations in t 1 ,t 2 ,t 3 ,t 4 :
Note that f 1 does not contain t 4 and f 2 does not contain t 3 , and so it is useful to append four new equations:
Altogether, we have 8 equations involving 16 monomials. Let m 1 ϭ͕1,t 2 ͖ ͕1,t 3 ͖ ͕1,t 4 ͖ and m 2 ϭt 1 m 1 , append the 8 identities t 1 m 1 Ϫm 2 ϭ0 to proceed in a similar fashion as above to get an 8ϫ8 eigenvalue problem.
Three-Loop Mechanisms
Three-loop systems are, not surprisingly, a bit more difficult than the one-loop or two-loop systems. In particular, it is no longer simple to find a formulation for which the original Sylvester Dialytic Method gives a system of minimal degree. Instead, it will lead to a system having extraneous roots, which either cost extra computation to find and eliminate or require additional reduction steps to remove from the analytical equations. In contrast, the new approach of Section 4 leads directly to an eigenvalue problem of minimal size.
Type 3a.
By counterclockwise progression around each of the three loops in Fig. 3 , one obtains three-loop equations as follows:
The inverse rotations Z i Ј appear where we traverse a joint in one loop in the opposite direction of the adjoining loop. Note that the loop around the central link implies S 3 ϭ(S 1 S 2 )Ј.
The rotational matrix formulation eliminates the six angles 4 , . . . , 9 , giving the three equations We may also solve the problem using quaternions. The quaternion version of the loop equations only eliminates angles 7 , 8 , 9 , giving the six equations
f 3 ϭ͓͕i,j͖,S 9 Ẑ 2 ЈS 3 Ẑ 3 S 6 Ẑ 6 S 12 ͔ϭ0.
At first, it might seem a disadvantage that we have more variables than in the formulation with rotation matrices, but because the equations are lower in degree and more sparse, there is no increase in difficulty. The six-homogeneous Bezout number is still 16. To solve, note that for each f i , there are three variables among t 1 , . . . ,t 6 which do not appear: call them t j ,t k ,t l . Multiply the equations by the eight monomials ͕1,t j ͖ ͕1,t k ͖ ͕1,t l ͖ to get 6
•8ϭ48 equations in the 64 monomials mϭ iϭ1 6 ͕1,t i ͖. Choosing t 1 as the eigenvalue, we find that the monomial set m 1 ϭ͓͕1,t 2 ,t 3 ,t 2 t 3 ,t 4 ,t 2 t 4 ͖ ͕1,t 5 ͖͔ഫ͕t 6 ,t 2 t 6 ,t 4 t 6 ,t 2 t 4 t 6 ͖, suffices to derive an order 16 eigenvalue problem.
Type 3b.
The loop equations for Type 3b mechanisms, Fig. 4 , are
For rotation matrices, these give
The appearance of all three variables in f 3 increases the number of roots: the three-homogeneous Bezout number is now 24. The solution procedure is similar to that used for Type 3a mechanisms. First, an augmented system is produced by multiplying f 1 , f 2 , f 3 by all possible monomials that give degrees less than or equal to 3 for each of the variables. Thus, we get the same 64 monomials as before, but since f 3 now has all three variables at the outset, we get fewer equations. Both f 1 and f 2 give 16 equations in the augmented system, but f 3 gives only 8, for a total of 40 equations. The excess of monomials over equations is 64Ϫ40ϭ24, so we must append 24 identities to get the desired eigenvalue form of the problem. Choosing to solve for t 3 , we find that m 1 ϭ͓(͕1,t 1 ,t 1 2 ,t 1 3 ͖ ͕1,t 2 ͖)ഫ͕t 2 2 ,t 1 t 2 2 ,t 2 3 ,t 1 t 2 3 ͖͔ ͕1,t 3 ͖, which has 24 elements, suffices to form a nonsingular eigenvalue problem. For quaternions, the loop equations yield
f 3 ϭ͓͕i,j͖,S 11 Ẑ 1 S 1 Ẑ 2 S 8 ЈẐ 3 S 9 Ẑ 6 S 10 ͔ϭ0.
The six-homogeneous Bezout number is 24. To solve, generate an augmented system of equations by multiplying by all the multilinear monomials in the missing variables. We get the same 2 6 ϭ64 monomials as for the Type 3a quaternion formulation, but only 2•8ϩ2•8ϩ2•4ϭ40 equations. Choosing to solve for t 1 , a sufficient choice of monomials is m 1 ϭ͓(͕1,t 2 ͖ ͕1,t 3 ͖ ͕1,t 4 ͖)ഫ(͕1,t 2 ,t 2 t 4 ,t 3 t 4 ͖ ͕t 5 ͖)͔ ͕1,t 6 ͖). 
The three-homogeneous Bezout number now rises to 32. Form an augmented system, as before, with equations having up to the cubic power of each variable, for a total of 16ϩ8ϩ8ϭ32 equations in 64 monomials. If we choose to solve for t 2 , a sufficient choice of monomials is m 1 ϭ͕1,t 1 ,t 1 2 ,t 1 3 ͖ ͕1,t 2 ͖ ͕1,t 3 ,t 3 2 ,t 3 3 ͖.
For quaternions, the loop equations yield
The six-homogeneous Bezout number is 32. To solve, generate an augmented system of equations by multiplying by all the multilinear monomials in the missing variables. We get the same 2 6 ϭ64 monomials as before, but only 2•8ϩ2•4ϩ2•4ϭ32 equations. Choosing to solve for t 1 , a sufficient choice of monomials is m 1 ϭ iϭ2 6 ͕1,t 1 ͖.
Back-Substitution
Back-substitution is the process of finding all of the joint angles after the basic eigenvalue problem has been solved. In our formulations, the eigenvalues are the solutions for one variable. The eigenvectors are, up to scale, the monomials m 1 . In every case, m 1 includes the monomial 1, so the corresponding element in the eigenvector reveals the scale factor. If it is zero, the solution is at infinity; otherwise, we may divide out the scale factor and retrieve the other variables t i that appear in the equations.
There are, however, some angles that do not appear in any of the equations, because we eliminate them in the initial formulation. For the quaternion formulations, in the notation of Eq. ͑1͒, the initial angle 1 is eliminated. That angle is easily recovered by inverting the other rotations, that is
For the rotation matrix formulations, two angles 1 and k are eliminated from each loop, see Eq. ͑5͒, so we must reconstruct both of them. Pre-multiplication of Eq. ͑1͒ by z T yields 3 equations free of 1 . For back-substitution, one may use the first two, which are linear in the sine and cosine of k , and therefore give a unique value. ͑The third of these is exactly Eq. ͑5͒.͒ Once k is known, one may reconstruct the leading rotation in the same way as for the quaternion formulation.
Solutions at Infinity
If ϭ then tϭtan(/2) is infinite, so if a mechanism has a solution near , numerical trouble occurs. There is a simple fix for this problem: replace the angle with ϭϩc, for some constant c, and solve for the new variable . The z-rotation of angle c is constant and can be absorbed into the adjacent side rotations, S. If we choose c at random, there is a zero probability that the solution for will be exactly and only a small probability that it will be close enough to to cause trouble.
A somewhat more elegant approach is to treat the variables homogeneously. For quaternions, this just means that at Eq. ͑8͒, we keep sϭsin(/2) and cϭcos(/2) both as variables. In the elimination procedures above, where we multiply by ͕1,t͖, instead multiply by ͕c,s͖, and where we use an identity tm 1 Ϫm 2 ϭ0, use sm 1 Ϫcm 2 ϭ0. The final result will be a generalized eigenvalue problem in c and s, that is, a problem of the form (AcϩBs)m ϭ0. When solved by the qz algorithm in Matlab, based on ͓20͔, this formulation is immune to the ϭ problem. For rotation matrices, a similar treatment may be obtained by usage of the substitutions sin ϭ(2sc)/(c 2 ϩs 2 ) and cos ϭ(c 2 Ϫs 2 )/(c 2 ϩs 2 ), which after clearing denominators, leads to homogeneous equations.
It may happen that a problem yields solutions of the form t ϭϮͱϪ1, or equivalently in the homogeneous treatment c 2 ϩs
This paper shows how to formulate and solve the loop equations for all the indecomposable spherical structures up to three loops. Formulations using rotational matrices and quaternions are both considered. In each case, the problem has been transformed into an eigenvalue problem of minimal degree. Numerical examples of each have been solved and found to be well behaved. The number of solutions for each case is as follows: one-loop ͑triangle͒, 2; two-loops ͑pentad͒, 8; three-loops type 3͑a,b,c͒, 16, 24, and 32, respectively. For the topologically similar planar mechanisms, these numbers are 2, 6, 14, 16, and 18. It is curious that the complexity of the three-loop spherical mechanisms is more strongly affected by topology than their planar counterparts. As shown by examples in the Appendix, spherical structures with all real roots are known for the triangle, the pentad and structure 3a, but it is not yet known whether there exist structures of type 3b or 3c having all real roots.
These results have application to forward and inverse kinematic solutions for all kinds of spherical mechanisms, from one-degreeof-freedom mechanisms up to multi-degree-of-freedom robots. The methods also apply to solving the rotational component of the loop closure equations for spatial mechanisms. Also, the elimination approach introduced here may have uses in the treatment of other spatial mechanisms and systems of polynomial equations arising in other fields.
Nomenclature
AഫB ϭ union of sets A and B A B ϭ product of sets: ͕all x͉xϭab, aA, bB͖ A‫گ‬B ϭ set minus:
Appendix A Numerical Examples. This appendix tabulates an example problem and its solution for each mechanism type. Side rotations are given in terms of rotation functions R x (␣) and R z (␣), which are right-handed rotations of angle ␣ ͑in radians͒ about the x-axis and z-axis, respectively. To save space, answers are given as tangent-half-angles for joints 1, 2, and 3. Even though there are nine joints in the three-loop mechanisms, they have been numbered so that the first three determine the relative orientation of all the ternary and quaternary links, hence locating all the joint axes. All computations were done in double precision using Matlab. After joint values were computed from the eigenvectors, the residuals in the loop equations were checked. The magnitude of the residuals was always better than 10 Ϫ7 , and commonly better than 10 Ϫ12 , showing a high level of numerical stability. Of course, random sampling does not encounter problems having multiple roots or other singularities, which might require more specialized procedures to compute accurately.
Triangle. The given sides ͑units in radian͒ are
The numerical solutions are listed in Table 1 .
Pentad. The given sides ͑units in radian͒ are
This example is notable for having all real roots. The numerical solutions are listed in Table 2 .
Type 3a. The given sides ͑units in radian͒ are:
S 6 ϭR z ͑ 5.884͒R x ͑ 1.448͒, 
