Abstract-This paper considers the backstepping design of state feedback controllers for coupled linear parabolic partial integro-differential equations (PIDEs) of Volterratype with distinct diffusion coefficients, spatially varying parameters and mixed boundary conditions. The corresponding target system is a cascade of parabolic PDEs with local couplings allowing a direct specification of the closed-loop stability margin. The determination of the state feedback controller leads to kernel equations, which are a system of coupled linear second-order hyperbolic PIDEs with spatially varying coefficients and rather unusual boundary conditions. By extending the method of successive approximations for the scalar case to the considered system class, the well-posedness of these kernel equations is verified by providing a constructive solution procedure. This results in a systematic method for the backstepping control of coupled parabolic PIDEs as well as PDEs. The applicability of the new backstepping design method is confirmed by the stabilization of two coupled parabolic PIDEs with Dirichlet/Robin unactuated boundaries and a coupled Neumann actuation.
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I. INTRODUCTION

I
N THE last decade the backstepping approach has emerged as a very powerful tool to solve stabilization problems for boundary controlled distributed-parameter systems (DPS) (see [1] and [2] for an overview). The basic idea of this method is to utilize an invertible Volterra-type integral transformation for facilitating the controller design. As far as parabolic systems are concerned, the backstepping method for the state feedback design was first introduced in [3] and [4] for scalar parabolic PDEs and PIDEs. Subsequently, these results were extended to parabolic systems with space-and time-dependent coefficients in [5] and [6] , to parabolic PDEs with Volterra nonlinearities in [7] and [8] , and to higher-dimensional spatial domains in [2] and [9] . The authors are with the Lehrstuhl für Regelungstechnik, Universität Erlangen-Nürnberg, Cauerstraße 7, D-91058 Erlangen, Germany (e-mail: joachim.deutscher@fau.de; simon.kerschbaum@fau.de).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TAC. 2018.2802422 Recently, the backstepping control of coupled parabolic systems attracted the attention of many researchers. This system class is not only of paramount theoretical appeal, but it also has a major importance for applications. Typical real-world problems originate from chemical and biochemical engineering (see [10] and [11] ), whereby chemical fixed-bed and tubular reactors are important examples (see, e.g., [12] and [13] ). A first solution to the backstepping design for coupled diffusion-reaction systems with equal diffusion coefficients and constant coefficients was given in [14] - [16] . In these papers, it was shown how the approach of [4] for determining the scalar integral kernel, which defines the backstepping transformation, can directly be extended to the matrix case. The latter appears in the control of n coupled PDEs, because the state vector is n-dimensional. More challenging is the backstepping control of coupled parabolic systems with distinct diffusion coefficients. First solutions to this problem considered diffusion-reaction systems with constant coefficients (see [16] and [17] ). For this system class, it is possible to simplify the kernel equations by assuming a diagonal structure of the matrix kernel. However, this approach cannot be extended to the spatially varying coefficient case. Recently, a very general and elegant solution of the backstepping problem for diffusion-convection-reaction systems with spatially varying coefficients and Dirichlet boundary conditions (BCs) was presented in [18] . Thereby, no assumption on the form of the integral kernel is imposed. By introducing a local coupling term with a triangular structure in the target system, it was shown that the resulting kernel equations are well-posed. The latter result followed from establishing an interesting relation of the kernel equations for the considered system class with the kernel equations related to coupled first-order hyperbolic PDEs treated in [19] and [20] . A similar approach is presented in [21] , where the observer design for diffusion-reaction systems consisting of two coupled parabolic PDEs with spatially varying reaction is considered. In order to deal with Neumann BCs, the kernel equations are traced back to the kernel equations found for coupled hyperbolic systems in [22] .
A larger class of DPS can be modeled by partial integrodifferential equations (PIDEs). They arise directly in the physical modeling, e.g., crystallization processes and chemical reactors (see [23] ), or from a singular perturbation of separate subsystems with different time-scales (see [24] ). Furthermore, it is possible to deal with a single PIDE defined on a higher dimensional spatial domain by considering a partial discretization w.r.t. space in order to obtain a coupled set of 1D-PIDEs for the system description. Hence, it is of interest to extend the backstepping method to this class of coupled parabolic systems.
This paper is concerned with the backstepping control of parabolic PIDEs of Volterra-type with distinct diffusion coefficients and spatially varying parameters. Thereby, Dirichlet, Neumann, or Robin BCs are taken into account. Similar to [18] , a target system with a local coupling term in a triangular form is proposed. This results in a cascaded set of parabolic PDEs, which allow a simple proof of well-posedness and stability. Moreover, the corresponding rate of exponential convergence can directly be specified in the design so that a simple parametrization of the target system is possible. The main contribution of the paper is the verification of the well-posedness of the resulting kernel equations. For n coupled parabolic PIDEs they are a system of n 2 coupled hyperbolic PIDEs with a Klein-Gordon-type spatial differential operator, spatially varying coefficients, and rather unusual BCs with integral terms. Since this type of kernel equations cannot be traced back to the kernel equations found for general heterodirectional hyperbolic systems in [19] and [20] with the result in [18] , a new method for their solution is needed. In order to provide a systematic design procedure, the approach of [4] and [5] is directly extended to the system class in question. The resulting kernel equations for the diagonal elements share the same form as in the scalar case. However, the off-diagonal elements are governed by kernel equations with a different structure. In a first step, the kernel PIDEs with spatially varying coefficients are simplified utilizing suitable transformations. In particular, by extending the results in [5] , new kernel PIDEs are obtained, where the coefficients w. r. t. the second-order partial derivatives are equal to 1. Hence, the usual linear change of coordinates mapping the kernel PIDEs into its canonical form can directly be applied. The resulting kernel equations allow a very systematic formulation of the corresponding integral equations. This leads to the usual result with the standard triangular spatial domain for the diagonal kernel elements. However, the spatial domain related to the off-diagonal kernel PIDEs is no longer restricted to the first quadrant. It is shown that by introducing suitable artificial BCs, well-posed kernel equations are obtained. The latter property is proved by verifying the uniform convergence of the corresponding successive approximation. This results in a systematic method for the backstepping state feedback stabilization of the coupled PIDEs in question.
As far as coupled systems of parabolic PDEs are concerned, the presented approach provides a direct solution of the n 2 second-order hyperbolic kernel PDEs for Dirichlet, Neumann, and Robin BCs. In contrast, the recent approach in [18] assuming Dirichlet BCs solves a system of 2n 2 first-order transport equations, which follows from the second-order kernel PDEs. The new approach could also be of interest when considering other types of coupled PDEs. For example, it may be the immediate starting point for an extension to coupled parabolic systems with spatially and temporally varying reaction by directly utilizing the results [5] , [6] for scalar parabolic systems.
The following section formulates the considered problem. Then, the target system is introduced and its stability is verified. After determining the corresponding backstepping controller, the stability of the resulting closed-loop system is investigated. Section IV contains the derivation of the kernel equations to be solved for determining the backstepping transformation and thus the state feedback controller. A systematic procedure for the solution of the kernel equations is presented in Section V. The proposed backstepping approach is illustrated for an unstable coupled parabolic system of two PIDEs, where a Dirichlet and Robin BC is imposed at the unactuated boundary and the actuation is of Neumann-type with a coupling at that boundary.
Notation: In the paper, index notation for the partial derivative, i.e., f z = ∂ z f , and Leibniz's notation for the ordinary derivative, i.e., (
In order to simplify the presentation, variables with double index ij may be represented without the index but boldface, e.g., K K K = K ij . If convenient, the notation [ · ] * is utilized in the paper. This means that the expression in the squared bracket has to be considered if the condition * is fulfilled.
II. PROBLEM FORMULATION
Consider the following system described by coupled linear parabolic PIDEs
with (1a) defined on (z, t) ∈ (0, 1) × R + , the state x(z, t) ∈ R n , n > 1, and the input u(t) ∈ R n . In the following (1) is regarded as a diffusion-convection-reaction system with additional local and nonlocal terms. Hence, the matrix Λ(z) ∈ R n ×n is the diffusion matrix given by
that contains the spatially varying diffusion coefficients
, with positive constants λ max and λ min . The latter assumption can easily be relaxed to the case in which some of the diffusion coefficients are equal. This setup, however, is not considered in order to avoid a more involved presentation. The convection term is characterized by the diagonal matrix This means that the first m BCs at z = 0 are of Dirichlet-type. Accordingly, the remaining p BCs represent Robin/Neumann BCs, in which
is a diagonal matrix. This setup can always be achieved for decoupled BCs at z = 0 by a suitable reordering of the state x. If the corresponding diffusion coefficients λ i (z), i = 1, 2, . . . , n, are not descending as already required, then it is not difficult to extend the presented approach with more technical developments to a general setup without an ordering of the diffusion coefficients.
The BC at z = 1 is described by
with an arbitrary matrix B 0 1 ∈ R n ×n specifying coupled Robin or Neumann actuation. As the type of actuation has no influence on the kernel equations, a different actuation can also be taken into account with the presented approach. The corresponding control law then follows from a similar reasoning.
Remark 1: The type of convection and BCs specified by (3) and (4) appear frequently in applications. Well-known examples are chemical fixed-bed and tubular reactors (see, e.g., [12] and [13] ).
The initial conditions (ICs) of the system are x(z, 0) = x 0 (z) with x 0 ∈ (L 2 (0, 1)) n . The system (1) can be simplified by introducing the boundedly invertible Hopf-Cole-type state transformatioň
With a direct calculation, it is easy to verify that (8) maps (1a) into the coupled PIDEs
on (z, t) ∈ (0, 1) × R + . Thereby, the resulting system shares the same type of BCs as (1) . Consequently, the convection term in (1) is omitted in the sequel, i.e., Φ(z) ≡ 0 is assumed.
The problem considered in this paper is the backstepping design of a state feedback controller
with the feedback gains R 1 , R(z) ∈ R n ×n such that the resulting closed-loop system is exponentially stable with a prescribed rate of convergence.
III. STATE FEEDBACK CONTROLLER DESIGN
A. Selection of the Target System
In what follows, the backstepping approach (see, e.g., [1] ) is used to determine the state feedback controller (10) . To this end, the backstepping transformatioñ
with the integral kernel K(z, ζ) ∈ R n ×n is introduced for (1). As a first step in the design, an exponentially stable target system has to be found so that the change of coordinates (11) exists. By following the lines of [4] for the scalar case and the recent results in [18] and [19] as well as defining the matrices
the following target system
with A 0,ij (z), i > j, determined by the kernel K(z, ζ). The BCs of the target system at z = 1 are characterized bỹ
with
This means that decoupled BCs at z = 1 are assigned in the target system. As there are p Robin/Neumann BCs in (1b), the local coupling term in (13a) has to depend onx(0, t). In contrast, for Dirichlet BCs, it was shown in [18] that the corresponding term requires a dependence on ∂ zx (0, t). These couplings have to be introduced, because a complete decoupling of the PDEs in (13a) leads to an overdetermined and thus unsolvable set of kernel equations.
Since the form of the matrix A 0 (z) in (14) implies that the target system has a cascade structure, the corresponding stability analysis is significantly simplified. The next theorem shows that (13) is exponentially stable with a stability margin assignable by μ c .
Theorem 1 (Stability of the target system):
Assume that μ c > μ max , in which μ max is the largest eigenvalue of (13) for μ c = 0 and A 0 (z) ≡ 0. Then, the target system (13) is well-posed and exponentially stable in the L 2 -norm
for allx(0) ∈ (H 2 (0, 1)) n satisfying the BCs (13b), (13c) and
The proof of this result can be found in Appendix A.
B. State Feedback Controller
If the kernel K(z, ζ) in (11) is known, then the feedback controller (10) follows from imposing the BC (13c). In particular, inserting (11) in (13c) and using (1c) gives the conditioñ
for u. Solving (17) for the latter and comparing the result with (10) directly yields the feedback gains
C. Closed-Loop Stability
In order to prove the stability of the closed-loop system resulting from applying (10) to (1), the bounded invertibility of the backstepping transformation (11) has to be verified. For this, the inverse backstepping transformation
with the integral kernel L(z, ζ) ∈ R n ×n is introduced. In the proof of the next theorem, it is demonstrated that the transformation (19) mapping the target system (13) back into the original coordinates exists. Thereby, the integral kernel L(z, ζ) is a piecewise C 2 -function implying the boundedness of (19) . Hence, the exponential stability of (13) implies the same in the original coordinates, which is the result of the following theorem.
Theorem 2 (Closed-loop stability): Assume that μ c > μ max (see Theorem 1) . Then, the closed-loop system (1) and (10) is well-posed and exponentially stable in the
for all x(0) ∈ (H 2 (0, 1)) n satisfying the BCs of the closed-loop system (1), (10) and an M ≥ 1.
For the proof see Appendix B.
IV. DERIVATION OF THE KERNEL EQUATIONS
The equations to be solved for determining K(z, ζ) in (11) result from requiring that (11) and the state feedback (10) with the gains (18) map (1) into the target system (13) . Differentiating (11) w. r. t. time, inserting (1a), utilizing (13a), and interchanging the order of integration in the double integral leads to
in which all terms after the second line have to vanish in order to obtain (13a). Furthermore, K(0, 0) = 0 is used in (21) , which follows from inserting (11) in (13b) and taking (1b) into account. It is convenient to define the integral operators
and
Then, integration by parts and using the Leibniz differentiation rule yield after simple calculations
were utilized. In order to derive the kernel BCs use E 1 E 1 + E 2 E 2 = I n and x i = E i x, i = 1, 2, as well as the condition
implied by the requirement that (24) coincides with (13a). Observe that (1b) gives (4) and (5) . After inserting this in (25) and comparing the BC (1b) with (13b), the kernel equations
are obtained, in which (26a) is defined on 0 < ζ < z < 1.
Remark 2:
If all BCs at z = 0 are of the same type, then the substitution E 1 → I n and E 2 → 0 for Dirichlet BCs and E 1 → 0 and E 2 → I n for Robin/Neumann BCs in (26) yields the related kernel equations. With this, their solution also follows from the subsequent results.
V. SOLUTION OF THE KERNEL EQUATIONS
In this section, a constructive proof of the following theorem is presented, which ensures the solvability of the kernel equations.
Theorem 3 (Kernel equations):
The kernel equations (26) have a piecewise
The corresponding proof is based on converting the kernel equations (26) into integral equations, that are solvable by a fixed-point iteration. Considering a sufficiently large but finite number of iterations leads to the method of successive approximations, which is a systematic approach for determining the kernel K(z, ζ). From the result, the state feedback controller (10) directly follows by evaluating the kernel (see (18) ) so that a solution of the posed stabilization problem for (1) is obtained.
A. Component Form of the Kernel Equations
For the solution of the kernel equations (26) , the boundary value problems (BVPs) for the elements (27) from (26a). Evaluating (26b) for i ≤ j and j ≤ m leads to the BC
in view of (14) . Similarly, for i ≤ j and j > m, (26c) with (6) and (14) results in the BC
The elements A 0,ij (z) for i > j in (14) are determined by the kernel K(z, ζ) through the relations
in light of (26b) and (26c). Next, considering (26e) for i = j results in
which shows that no BC has to be fulfilled for K ii (z, z) to satisfy (26e). In contrast, the case i = j gives
so that for unequal diffusion coefficients λ i (z) and λ j (z), the BC
follows. The BC (26d) for i = j leads to the ODE
With the IC (26f), the corresponding solution is
If i = j, then (26d) gives
in view of (33). After differentiating (33), one obtains
and thus
With this, the result (36) becomes
Hence, the BC
follows. By collecting the preceding results, the component form
and i = j :
of the kernel equations (26) is obtained, whereby (41c) and (42a) are defined on 0 < ζ < z < 1.
Remark 3:
It is interesting to note that the kernel equations for the diagonal elements (41) consist of the usual but coupled kernel equations found in the scalar case (see [4] and [5] ). In contrast, the BVPs (42) for all other elements are different w.r.t. the kernel PIDE and the corresponding BCs, which needs a new approach for their solution. This is the topic of the following sections.
Remark 4: In the case of equal diffusion coefficients, i.e.,
, the kernel equations (42) have the same form as (41) and thus are easier to solve. In particular, (32) leads to no condition for K ij (z, z), i.e., (42d) does not appear. Then, (26d) yields an ODE for K ij (z, z) replacing (42e) by a BC of the form (41d). As a consequence, (28) and (29) can be imposed for all i = j as kernel BCs so that A 0 (z) ≡ 0 holds in (13a). This result was first shown in [14] for a diffusion-reaction system with constant coefficients and Neumann BCs.
B. Transformation of the Kernel Equations
In what follows, the transformation approach in [5] for a single kernel PIDE is extended to the coupled system of kernel PIDEs (41c) and (42a). Then, the well-posedness of the BVPs related to the resulting kernel PIDEs is much easier to prove.
1) Transformation of the Second-Order Partial Derivatives:
In order to eliminate the dependence on z and ζ of the coefficients w.r.t. the second-order partial derivatives in (41c) and (42a), introduce the change of coordinates
For notational clarity, (ρ i , σ j ) denotes a point in the new coordinate system, whereas ρ i (z) = φ i (z) and σ j (ζ) = φ j (ζ) are the respective transformations. Furthermore, definē
Then, differentiating (44) twice w.r.t. z and ζ as well as inserting the result in (41c) and (42a) yields
after a simple calculation. Hence, one obtains the standard form
of the kernel PIDE if
holds. It is straightforward to verify that a solution of (47) is
Note that (48) also determines the function φ j (ζ) by appropriate substitutions. The function φ i is invertible, because it is strictly monotonically increasing. Hence, the inverse change of coordinates
related to (43) exists. Thereby, (z, ζ) denotes a point in the original coordinate system, whereas z i (ρ i ) = φ
2) Elimination of the First-Order Partial Derivatives: In view of (48), the result
can be deduced by differentiation. With this, the kernel PIDEs (46) can be rewritten as
in which
and κ j (ζ) follows from the corresponding substitutions. In view of (41c), (42a), and (51), the nonlinear transformation (43) introduces first-order partial derivatives in the kernel PIDEs. They, however, can readily be eliminated, because the corresponding coefficient functions κ i (z i (ρ i )) and κ j (ζ j (σ j )) depend only on a single variable. Toward this end, the Hopf-Cole-type transformation
is introduced. From this and (44), the relation
can be deduced. A straightforward but lengthy calculation shows that (51) takes the form
i = 1, 2, . . . , n holds. A solution of (58) is
so that the transformation (53) is invertible. Note that (59) also yields ψ j (σ j ) by applying the corresponding substitutions. After utilizing the previous results, lengthy but straightforward algebraic manipulations yield the BCs
of the kernel PIDE (55) with
and for i = j
Additionally, for i = j
was used.
3) Canonical Kernel Equations:
The kernel PIDE (55) can now be mapped into the canonical form. This only requires a linear change of coordinates so that no additional first-order partial derivatives are introduced in the result. The calculation of the related transformation coincides with the method for classifying second-order PDEs (see, e.g., [25, Ch. 4 
]).
The change of coordinates mapping the kernel PIDE (55) for
with φ i defined in (48). In (64), (ξ, η) denotes a point in the canonical coordinate system, whereas ξ ρσ ij (ρ i , σ j ) and η ρσ ij (ρ i , σ j ) are the corresponding transformations. Thereby, the superscript ρσ is introduced to identify the considered original coordinates. Besides mapping the kernel PIDEs in its canonical form, the coordinates (64c) and (64d) additionally lead to spatial domains for i > j, that have the same form as the spatial domains in the case i ≤ j. This simplifies the subsequent derivation of the kernel integral equations. By adding and subtracting the equations for ξ and η in (64), the inverse change of coordinates
is readily found. Note that a point (ρ i , σ j ) can either be computed by the functions ρ i (z), σ j (ζ) (see (43)) from the original coordinates, or by the functions ρ ij (ξ, η) and σ ij (ξ, η) according to (65) from the canonical coordinates. In order to simplify the notation, introduce
Insert (43) in (64) and use (66) to obtain the overall nonlinear coordinate transformation
from the original (z, ζ) coordinates into the canonical coordinates. This transformation can be solved for (z, ζ), which yields
By combining the transformations (67) and (68), the canonical coordinates of different indices can always be transformed into each other, which is necessary due to the coupling between different kernel PIDEs. In particular, the transformations
can be introduced to transform from one canonical coordinate system (ξ, η) = (ξ ij , η ij ) into the canonical coordinate system of a different element (ξ kl , η kl ). Observe that the canonical coordinates can now be calculated from the original coordinates by (67), from the (ρ i , σ j ) coordinates by (64) or from the canonical coordinates of a different kernel element by (69). An overview of the various introduced coordinate transformations is given in Fig. 1 . 
after straightforward intermediate computations. Thereby, the abbreviation
was used (see (56)). Remark 5: It should be noted that the proposed three step transformation into the kernel PIDE (70) is much simpler as directly applying the classical change of coordinates for classifying second-order PDEs to the kernel PIDEs (41c) and (42a). This is due to the fact that the latter approach yields first-order partial derivatives with coefficient functions, which exhibit an involved structure. Consequently, the determination of the corresponding transformation for their elimination is impeded.
Remark 6: For mutually different constant diffusion coefficients λ i = const., i = 1, 2, . . . , n, the overall linear change of coordinates
can be applied to obtain the canonical kernel PIDE in a single step. This directly follows from (43), (48), and (64).
For the derivation of the canonical kernel equations, it remains to determine the BCs for (70). They result from applying (64) and (65) to (60)-(62). For this, the spatial domain of (70) is investigated.
Consider the boundary ζ = z, z ∈ [0, 1], of the spatial domain w.r.t. the original kernel PIDEs (41c) and (42a) and substitute ζ = z in (67) to obtain
with β(z) = φ i (z) + φ j (z). The function β(z) is strictly monotonically increasing, because φ i and φ j have this property (see (48)). Hence, the inverse β −1 exists and thus (73a) can be solved for z, resulting in
Inserting this into (73b) yields the lower boundary Fig. 2 . It is easy to show that for i = j, η l (ξ) < 0 for ξ ∈ [0, φ i (1) + φ j (1)] so that η l (ξ) is strictly monotonically decreasing. This implies that the resulting boundary of (70) only evolves in the fourth quadrant of the (ξ, η)-plane (see Fig. 2 ). In contrast, inserting i = j in (75) shows that
holds so that the spatial domain is the triangle η ∈ (0, φ i (1)), ξ ∈ (η, 2φ i (1) − η). By a similar but very elementary reasoning, one can transform the remaining boundaries of the kernel PIDEs (41c) and (42a) into the (ξ, η) coordinates with (67). The resulting spatial domain D ij is depicted in Fig. 2 . With the spatial domain of the canonical coordinates known, the BCs (60)-(62) can be mapped into (ξ, η) coordinates by making use of (64) and (65), resulting in the canonical kernel equations
for i, j = 1, 2, . . . , n, in which (77a) is defined on D ij (see Fig. 2 ) and
was used (see (60c)). The BC (77e) at Γ 1 is an artificial BC, which has to be introduced in order to ensure well-posed kernel equations. Thereby,
] is a degree of freedom and can be chosen arbitrarily.
Remark 7: It is noteworthy that two BCs are needed at the boundary Γ 2 , because the derivation of the integral equations requires one BC at Γ 2 for the integration in the direction of ξ and one BC at Γ 2 for the integration in the direction of η (see Fig. 2 ). Furthermore, the BCs at Γ 1 and Γ 2 utilized for the integration w.r.t. the ξ-direction implying that the ξ-axis within D ij constitutes a line of separation defining two different parts of the corresponding kernel on the spatial domain D ij , leading to piecewise defined kernels for i = j. It can be shown that the line of separation is no longer a straight line in the original coordinates but a strictly monotonically increasing curve defined by
C. Kernel Integral Equations
In order to solve the canonical kernel equations (77) utilizing a successive approximation, they are transformed into integral equations. The convergence analysis can be simplified by rewriting the second-order PIDE (77a) into a system of two first-order PIDEs. By introducing
the PIDE (77a) can be written as
To formulate the corresponding BCs, solve (77c) for G η (η, η), insert the result into
and use (79). Then, an integration w.r.t. η yields
for i ≤ j and j > m. In view of (77f) and (79) one obtains
Solving (77g) for G η (ξ, η l (ξ)) and inserting the result in (83) yields
after a simple rearrangement. It can easily be shown that
Hence, the denominator in (84) cannot be zero. Finally, differentiate (77d) w.r.t. ξ and use (79), the definition of c 7 i in (61) and (76) to obtain
For the ease of presentation, the left boundary of the spatial domain D ij can be introduced as
l being the inverse of (75). With this, an alternative way to write (77f) is
Now, the BC on the left boundary of the spatial domain D ij can be compactly written as
in view of (86) and (87). With this and G(η, η) determined by (77b), (77e), and (82), the BCs needed for the derivation of the integral equations are
Now, (80a) is integrated w.r.t. ξ and (80b) w.r.t. η, leading to
when taking the boundaries of D ij into account. After inserting (89a) with (78) into (90a), the first kernel integral equation reads
where
H(ξ, η)dξ
hold. Furthermore, after inserting (71) in (90b), the second kernel integral equation follows as
and H(ξ, η l (ξ)) according to (89b) as well as
D. Successive Approximation
To compute the solution of the kernel integral equations (91) and (94), the method of successive approximations presented in [4] is extended to the considered multivariable case. However, there is not only a single integral equation, but n 2 integral equations for each G and H, which are coupled.
With the recursions
implied by (91) and (94), the corresponding fixed points
are the solutions of the integral equations if they exist. The latter amounts to proving the corresponding convergence, for which the equivalent representation
is considered.
As the integral operators (93) and (96) contain sums over the kernel elements that are defined in different coordinate systems, a growth assumption is needed, which is independent from the coordinate systems of the kernel elements. For this purpose, assume
Thereby,
is the point of minimal difference between the diffusion coefficients λ i and λ j . The growth assumptions (101) can be inserted in (99) and expressed in the canonical coordinates with (68). This gives
showing that the series (99) converge absolutely and uniformly. In view of (92), (93), (95), (96) and the assumed regularity of the system parameters, the summands ΔG l and ΔH l , l ≥ 0 in (99) are piecewise continuous. Hence, the uniform convergence of the series (99) implies that G and H are also piecewise continuous. As a consequence, the kernel integral equations have a piecewise continuous solution.
Considering the initial values ΔG 0 and ΔH 0 given by (92) and (95), it can easily be seen that (101) (1) are bounded. What remains to be proven is that the integral operators (93) and (96) used for the update law (100) preserve the growth assumption (101) for all elements ΔG l and ΔH l , l > 0. 1) Preliminaries: To prove the validity of the growth assumptions (101) for l > 0, it is convenient to take some preliminary algebraic considerations first.
The inverse transformation (68) can be inserted in z − γζ and differentiated w.r.t. the canonical coordinates (ξ, η). To shorten the presentation, the points (z, ζ) will be written instead of the functions z ij (ξ, η) and ζ ij (ξ, η) in the following. This yields
Considering the well-known result for the derivative of the inverse function of (48)
and inserting (68) leads to
With the definitions (66) and (102), it is easy to see that (107) is strictly positive. Repeating this procedure for the derivative w.r.t. η shows that in summary
hold. In view of the spatial domain 0 ≤ ζ ≤ z ≤ 1 in the original coordinates and (102), the inequality
can be deduced. With this and (108), the relations
are satisfied for all points ξ * ≤ ξ and η * ≤ η.
VI. EXAMPLE
Consider a system of two coupled PIDEs (1) with the system parameters
and the differential operators
specifying the BCs, which is open-loop unstable. The left BC (129b) specifies one Dirichlet and one Robin BC on the unactuated boundary. On the other side, (129c) specifies a coupled Neumann actuation. The controller is parameterized by μ c = 2, and the degree of freedom for determining the artificial BC is chosen as g f (η 12 ) = 0 for simplicity (see (77e)). Decoupled BCs at both sides are imposed for the target system (13a). For this, the BC of the target system at z = 1 is assigned as
In order to solve the kernel equations, the successive approximation was numerically implemented in MATLAB. Thereby, the spatial variables z and ζ were discretized using 51 grid points each. The resulting grids for the different (ξ, η) coordinate systems were resampled to ensure a minimum point distance for numerical performance. The successive approximation was stopped as soon as max ξ,η ,i,j max (|ΔG
−3 , which occured after 12 iteration steps. Fig. 3 shows the solutions G ij (ξ ij , η ij ), i, j = 1, 2, of the canonical kernel equations (77) in the respective spatial domains. Those are triangular domains for the diagonal elements. For the off-diagonal elements, the lower boundary evolves in the fourth quadrant because of the mutually different diffusion coefficients. This boundary is represented by a strictly monotonically decreasing nonstraight line as the diffusion coefficients are spatially varying. The BCs required for the mapping into the target system are marked by the bold solid lines, whereas an artificial BC has to be assigned for the element G 21 (dotted line). Since the spatial domains of the elements G 12 and G 21 also cover the fourth quadrant, these kernel elements are only defined piecewise (cf. Remark 7). This is indicated by the line of separation (red line), which is given by η 12 = 0 and η 21 = 0. On these lines, the obtained kernel elements are still continuous, but not differentiable.
In Fig. 4 , the solution of the kernel equations K ij (z, ζ), i, j = 1, 2, in the original coordinates is depicted. Here, the line of separation (red line) is no longer a straight line, but a strictly monotonically increasing curve due to the nonlinear change of coordinates. For the simulation, the plant was discretized using a finite-element method with 102 grid points for each state. To visualize the influence of the controller parameter μ c , Fig. 5 shows 
VII. CONCLUDING REMARKS
An interesting research topic is to take a convective coupling in the PIDEs and a coupling at the unactuated boundary into account. As far as the solution of the kernel equations is concerned such an extension seems to be directly possible. However, since the aforementioned couplings have to be included in the target system, this yields, in general, a bidirectionally coupled system of parabolic PDEs. Hence, a different proof of well-posedness and stability is needed. For this, the corresponding results in [18] are of interest. In order to determine output feedback controllers, the design of backstepping observers for the considered system class is currently under investigation. 0, 1)) n with the L 2 -inner product ·, · . Therein, A is the infinitesimal generator of an analytic C 0 -semigroup, because the operators A i are the generators of analytic C 0 -semigroups. The latter property follows from the fact that A i are Riesz-spectral operators satisfying the sector condition of [27, Ex. 2.18] . Moreover, the operator Δ is A-bounded (see [28, Ch. IV, Sec. 1, Sec. 2]) and thus also A-compact due to its finite-dimensional range (see [28, Rem. IV/1.13]). This implies an A-bound equal to zero (see [29, Lemma III/2.16]). Thus, the perturbed operator A + Δ is the generator of an analytic C 0 -semigroup by [29, Th. III/2.10] resulting in a well-posed IVP (13) . The operators A i have a compact resolvent, since they have no eigenvalue at 0 (see [30, Th. 7.5.4] ). Thus, also A has a compact resolvent so that the A-boundedness of Δ implies a compact resolvent for A + Δ (see [28, Th. IV/3.17]). Therefore, the spectrum of the operator A + Δ is discrete (see [28, Th. III/6.29]). The spectrum determined growth assumption holds for A + Δ because it is a generator of an analytic semigroup (see [31] ). This and the triangular structure of A + Δ yield the decay rate μ c − μ max for the semigroup related to A + Δ and, thus, the stability result of the theorem.
APPENDIX B PROOF OF THEOREM 2
Consider the transformation (19) mapping (13) into the original coordinates. For this, L(z, ζ) has to be the solution of the inverse kernel equations 
They follow from the same reasoning as in Section IV. Note, that therein A 0 (z) depends on the kernel K(z, ζ) (see (30) ) and thus is assumed to be known. Considering the component form of (131), the BCs originating from (131b) and (131c) for i > j are automatically fulfilled by A 0 (z), which can be shown using the reciprocity relation between K(z, ζ) and L(z, ζ) (cf. [1, Ch. 4.5] ). The remaining BVP has the same form as (26) , so that there exists a piecewise C 2 -solution L(z, ζ) by Theorem 3. Hence, (19) is bounded so that the proof of the theorem follows from Theorem 1 by utilizing standard arguments.
