Set-Constrained Viterbi for Set-Supervised Action Segmentation by Li, Jun & Todorovic, Sinisa
Set-Constrained Viterbi for Set-Supervised Action Segmentation
Jun Li
Oregon State University
liju2@oregonstate.edu
Sinisa Todorovic
Oregon State University
sinisa@oregonstate.edu
Abstract
This paper is about weakly supervised action segmenta-
tion, where the ground truth specifies only a set of actions
present in a training video, but not their true temporal or-
dering. Prior work typically uses a classifier that indepen-
dently labels video frames for generating the pseudo ground
truth, and multiple instance learning for training the clas-
sifier. We extend this framework by specifying an HMM,
which accounts for co-occurrences of action classes and
their temporal lengths, and by explicitly training the HMM
on a Viterbi-based loss. Our first contribution is the for-
mulation of a new set-constrained Viterbi algorithm (SCV).
Given a video, the SCV generates the MAP action segmen-
tation that satisfies the ground truth. This prediction is used
as a framewise pseudo ground truth in our HMM training.
Our second contribution in training is a new regulariza-
tion of feature affinities between training videos that share
the same action classes. Evaluation on action segmenta-
tion and alignment on the Breakfast, MPII Cooking2, Hol-
lywood Extended datasets demonstrates our significant per-
formance improvement for the two tasks over prior work.
1. Introduction
This paper addresses action segmentation by labeling
video frames with action classes under set-level weak su-
pervision in training. Set-supervised training means that the
ground truth specifies only a set of actions present in a train-
ing video. Their temporal ordering and the number of their
occurrences remain unknown. This is an important problem
arising from the proliferation of big video datasets where
providing detailed annotations of a temporal ordering of ac-
tions is prohibitively expensive. One example application is
action segmentation of videos that have been retrieved from
a dataset based on word captions [6, 20], where the captions
do not describe temporal relationships of actions.
There is scant work on this problem. Related work [16]
combines a frame-wise classifier with a Hidden Markov
Model (HMM). The classifier assigns action scores to all
frames, and the HMM models a grammar and temporal
lengths of actions. However, their HMM and classifier are
not jointly learned, and performance is significantly below
that of counterpart approaches with access to ground-truth
temporal ordering of actions in training [13].
In this paper, we also adopt an HMM model that is
grounded on a fully-connected two-layer neural network
which extracts frame features and scores label assignments
to frames. Our HMM models temporal extents and co-
occurrence of actions. We jointly train the HMM and neural
network on a maximum posterior probability (MAP) action
assignment to frames that satisfy the set-level ground truth
of a training video. We expect that the inferred MAP action
sequence is more optimal for joint training than the pseudo
ground truth generated independently for each frame as in
[16]. We cast this MAP inference as a set-constrained struc-
tured prediction of action labels such that every label from
the ground-truth action set appears at least once in the MAP
prediction. This problem has been shown to be NP-hard [1].
Therefore, our main novelty is an efficient approximation of
this NP-hard problem for our set-supervised training.
Fig. 1 illustrates our two contributions. First, we pro-
pose an efficient Set Constrained Viterbi (SCV) algorithm
for the MAP inference on training videos. Our SCV con-
sists of two steps. In the first step, we run the Viterbi al-
gorithm for inferring a MAP action assignment to frames,
where the predicted actions are restricted to appear in the
ground-truth set. When our initial prediction is missing
some actions from the ground truth, we proceed to our sec-
ond step that sequentially flips the predicted labels of low-
est scoring video segments into the missing labels, so as to
minimally decrease the assignment’s posterior probability.
This is done until the predicted sequence contains all actions
from the ground truth. While this second step could alter-
natively use a more principled algorithm for enforcing the
ground-truth constraint (e.g., Markov Chain Monte Carlo
sampling), such an alternative would be significantly more
complex and hence poorly justified.
Our second contribution is that we specify a new regular-
ization of our set-supervised learning. This regularization is
aimed at our two-layer neural network for extracting frame
features. The regularization enforces that frame features are
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Figure 1. Our two contributions for set-supervised training in-
clude: (1) Set Constrained Viterbi (SCV) algorithm for estimating
the MAP pseudo ground truth, and (2) Regularization for max-
imizing a margin between shared action classes and non-shared
action classes in training videos. The pseudo ground truth is used
for computing the cross-entropy loss and n-pair loss.
closer for frames belonging to the same actions than other
frames of different actions. Our key novelty is a new n-pair
loss that deals with sequences of actions, unlike the stan-
dard n-pair loss used for distance-metric learning of images
or videos with a single class label. For pairs of training
videos with generally different ground-truth sets of actions,
our n-pair loss minimizes and maximizes distances of frame
features over shared and non-shared actions, respectively.
For evaluation, we address action segmentation and ac-
tion alignment on the Breakfast, MPII Cooking2, Holly-
wood Extended datasets. As in [16], action alignment
means that for a test video we know the set of actions
present, and the task is to accurately label frames with these
actions. Note that this definition increases difficulty over the
definition of action alignment used in prior work [15, 17],
where for a test video we would also know the temporal or-
dering of actions present. Our experiments demonstrate that
we significantly outperform existing work for the two tasks.
The rest of the paper is organized as follows. Sec. 2 re-
views related work, Sec. 3 formalizes our problem, Sec. 4
specifies our SCV and regularization, Sec. 5 describes our
inference in testing, and Sec. 6 presents our experiments.
2. Related Work
This section reviews closely related work on weakly su-
pervised: (a) Action segmentation and localization; (b) Dis-
tance metric learning over sequences of labels. A review of
both fully supervised and unsupervised action segmentation
is beyond our scope, for obvious reasons.
Learning with the Temporal Ordering Constraint. A
number of related approaches assume access to the temporal
ordering of actions in training [2, 7, 9, 10, 12, 15, 5, 17, 4].
For example, Huang et al. [7] propose an extended connec-
tionist temporal classification for taking into account tem-
poral coherence of features across consecutive frames. Bo-
janowski et al. [2] formulate a convex relaxation of discrim-
inative clustering based on a conditional gradient (Frank-
Wolfe) algorithm for action alignment. Other approaches
[15, 17] use a statistical language model for action segmen-
tation. All these methods in training generate a framewise
pseudo ground truth which satisfies the provided ground-
truth action ordering. As our training is inherently less con-
strained, for generating a pseudo ground truth, we face a
much larger search space of label sequences that satisfy our
ground truth. This informs our design choices to adopt sim-
pler models than theirs (e.g., our two-layer network vs. a
more complex recurrent network in [17]) so as to facilitate
our set-supervised learning.
Set-supervised Learning. Action localization under un-
ordered set-level supervision has recently made significant
progress [24, 22, 26, 21, 14, 8, 23]. All of these methods,
however, address videos with few action classes and a lot of
background frames. In contrast, we consider a more chal-
lenging setting, where videos show significantly more ac-
tion classes. As shown in [16], these methods are partic-
ularly designed to detect sparse actions in relatively long
background intervals, and thus are not suitable for our set-
ting of densely labeled videos. For example, Shou et al.
[21] use the outer-inner-contrastive loss for detecting action
boundaries, and Paul et al. [14] minimize an action affin-
ity loss for multi-instance learning (MIL) [27]. The affin-
ity loss in [14] is related to our regularization. However,
they enforce only similarity between video features of the
same action class, whereas our more general n-pair loss ad-
ditionally maximizes a distance between features of frames
belonging to non-shared action classes.
The most related approach [16] uses MIL [27] to train a
frame-wise classifier. Instead, we formulate the new set-
constrained Viterbi algorithm to predict MAP action se-
quences for the HMM training, as well as regularize our
training with distance-metric learning on frame features.
3. Our Problem Setup and Model
Problem Formulation. A training video of length
T is represented by a sequence of frame features, x =
[x1, ..., xt, ..., xT ], and annotated with an unordered set of
action classes C = {c1, · · · , cm, · · · , cM}, where C is a
subset of a large set of all actions, C ⊆ C. T and M
may vary across the training set. There may be multiple
instances of the same action in a training video. For a given
video, our goal is to find an optimal action segmentation,
(cˆ, lˆ), where cˆ = [cˆ1, ..., cˆn, ..., cˆNˆ ] denotes the predicted
temporal ordering of action labels of length Nˆ , cˆn ∈ C, and
lˆ = [lˆ1, · · · , lˆNˆ ] are their corresponding temporal extents.
Our Model. We use an HMM to estimate the MAP (cˆ, lˆ)
for a given video x as
(cˆ, lˆ) = argmax
N,c,l
p(c, l|x) = argmax
N,c,l
p(c)p(l|c)p(x|c, l),
= argmax
N,c,l
[N−1∏
n=1
p(cn+1|cn)
][ N∏
n=1
p(ln|cn)
]
·
[ T∏
t=1
p(xt|cn(t))
]
.
(1)
A similar HMM formulation is used in [16], but with a no-
table difference in the definition of p(c). In [16], p(c) is
equal to a positive constant for all legal action grammars,
where they declare c as a legal grammar if all actions in c
regardless of their ordering are seen in at least one ground
truth of the training dataset. In contrast, we specify p(c) in
(1) as a product of transition probabilities between actions
along the sequence c,
∏N−1
n=1 p(cn+1|cn). Another differ-
ence from [16] is that we consider both static and dynamic
formulations of the HMM, and [16] uses only the former.
In this paper, we specify and evaluate two distinct ver-
sions of the HMM given by (1) – namely, the static and
dynamic HMM. The static probabilities in (1) are pre-
computed directly from the available set-supervised train-
ing ground truth. The dynamic probabilities in (1) are it-
eratively updated based on the previous MAP assignments
{(cˆ, lˆ)} over all training videos.
Static HMM. The static transition probability
ps(cn+1|cn) in (1) is defined as
ps(cn+1|cn) = #(cn+1, cn) / #(cn), (2)
where #(·) denotes the number of action or action-pair oc-
currences in the training ground truth.
The static likelihood of action lengths ps(l|c) in (1) is
modeled as a class-specific Poisson distribution:
ps(l|c) = (λ
s
c)
l
l!
e−λ
s
c , (3)
where λsc is the static, expected temporal length of c ∈ C.
For estimating λsc, we ensure that, for all training videos
indexed by v, the accumulated mean length of all classes
from the ground truth Cv is close to the video’s length Tv .
This is formalized as minimizing the following quadratic
objective:
minimize
∑
v
(
∑
c∈Cv
λsc − Tv)2, s.t. λsc > lmin, (4)
where lmin is the minimum allowed action length which en-
sures a reasonable action duration.
The static likelihood ps(x|c) in (1) is estimated as:
ps(x|c) ∝ p(c|x)
ps(c)
, ps(c) =
∑
v Tv · 1(c ∈ Cv)∑
v Tv
. (5)
where p(c|x) is the softmax score of our neural network,
and 1(·) is the indicator function. The static class prior per
frame ps(c) in (5) is a percentage of the total footage of
training videos having c in their ground truth.
Dynamic HMM. The dynamic transition probability
pd(cn+1|cn) in (1) is defined as
pd(cn+1 = cˆn+1|cn = cˆn) = #(cˆn+1, cˆn) / #(cˆn), (6)
where #(cˆn+1, cˆn) and #(cˆn) are the numbers of predicted
consecutive pairs and single actions, respectively, in the pre-
vious MAP assignments {(cˆ, lˆ)} over all training videos.
The dynamic likelihood of action lengths in (1) is also
the Poisson distribution, pd(l|c) = (λdc )ll! e−λ
d
c , where for the
previous MAP assignments {(cˆ, lˆ)} over all training videos,
we estimate the expected temporal length of c ∈ C as
λdc =
[∑
v
Nˆ∑
n=1
lˆv,n · 1(c = cˆv,n)
]
/
∑
v
Nˆ∑
n=1
1(c = cˆv,n).
(7)
Finally, pd(x|c) in (1) is defined as
pd(x|c) ∝ p(c|x)
pd(c)
, pd(c) =
∑
v
∑Nˆ
n=1 lˆv,n · 1(c = cˆv,n)∑
v Tv
.
(8)
where pd(c) is a percentage of training frames predicted to
belong to class c in the previous MAP assignments {(cˆ, lˆ)}
over all training videos.
Two-layer Neural Network. Our HMM is grounded on
the frame features x via a two-layer fully connected neu-
ral network. The first fully connected layer uses ReLU to
extract hidden features h as
h = max(0,W 1x⊕ b1), (9)
where x ∈ Rd×T denotes d-dimensional unsupervised fea-
tures of T frames, W 1 ∈ Rnh×d for nh = 256 hidden
units, b1 ∈ Rnh×1, h ∈ Rnh×T , and ⊕ indicates that the
bias b1 is added to every column in the matrix W 1x.
The second fully connected layer computes the matrix of
unnormalized scores for each action class in C as
f =W 2h⊕ b2, (10)
where W 2 ∈ R|C|×nh , b2 ∈ R|C|×1, and f ∈ R|C|×T .
Thus, an element f [c, t] of matrix f represents the net-
work’s unnormalized score for class c at video frame t.
We use both h and f for estimating loss in our training.
4. Our Set-Supervised Training
For our training, we generate the MAP labels (cˆ, lˆ)
for every training video by using our new Set-Constrained
Viterbi algorithm (SCV). (cˆ, lˆ) is taken as the pseudo
ground truth and used to estimate the cross-entropy loss
and n-pair regularization loss for updating parameters of the
HMM and two-layer neural network. In the following, we
first formulate our SCV, and then the two loss functions.
4.1. Set Constrained Viterbi
Inference in training is formulated as the NP-hard all-
color shortest path problem [1]. Given a training video and
its ground truth C, our goal is to predict the MAP (cˆ, lˆ),
such that every ground-truth action c ∈ C occurs at least
once in cˆ. As shown in Fig. 2, our efficient solution to this
NP-hard problem consists of two steps.
In the first step, we ignore the all-color constraint, and
conduct the HMM inference by using the vanilla Viterbi al-
gorithm for predicting an initial MAP (c˜, l˜), as specified
in (1), where actions in c˜ are constrained to come from C.
From (1) and (10), our first step is formalized as
(c˜, l˜) = argmax
N,c,l
c∈CN
[N−1∏
n=1
p(cn+1|cn)
][ N∏
n=1
p(ln|cn)
]
·
[ T∏
t=1
p(f [cn(t), t])
p(cn(t))
]
, (11)
where p(f [cn(t), t]) denotes the softmax score for class
cn ∈ C at frame t. For estimating the likelihood of action
lengths p(ln|cn) in (11), we use the Poisson distribution,
parameterized by either the static expected length λsc as in
(4) or dynamic λdc as in (7). For the transition probabilities
in (11), p(cn+1|cn), we use either the static definition given
by (2) or the dynamic definition given by (6).
The vanilla Viterbi begins by computing: (i) Softmax
scores p(f [cn(t), t]) with the two-layer neural network for
t = 1, . . . , T , and (ii) Per-frame class priors p(cn(t)) for
all c ∈ C as in (5) for the static HMM or in (8) for the
dynamic HMM. Then, the algorithm uses a recursion to ef-
ficiently compute (c˜, l˜). Let `[c, t] denote the maximum
log-posterior of all action sequences {c} ending with action
c ∈ C at video frame t, t = 1, . . . , T . From (11), `[c, t] can
be recursively estimated as
`[c, t] = max
t′<t
c′ 6=c
c′∈C
[
`[c′, t′]+ log p(t−t′|c)+ log p(c|c′)
+
t∑
k=t′+1
log
p(f [c, k])
p(c)
]
, (12)
where `[c, 0] = 0 and p(t−t′|c) is the Poisson likeli-
hood that action c has length (t−t′). During the recursion,
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Figure 2. Our SCV consists of two steps shown top-to-bottom.
The first step is the vanilla Viterbi algorithm that infers an ini-
tial MAP action sequence (c˜, l˜). c˜ may be missing some classes
(e.g., ”blue” label) from the ground truth C. The second step se-
quentially flips labels of video oversegments to the missing labels,
such that the MAP score is minimally reduced, until the final pre-
diction (cˆ, lˆ) includes all actions from C.
we discard action sequences c, whose accumulated mean
length exceeds the video length T , i.e.
∑
c∈c λc > T .
After estimating the entire matrix of maximum log-
posteriors, `[c, t], the Viterbi algorithm back-traces the opti-
mal path in the matrix, starting from the maximum element
of the last video frame maxc∈C `[c, T ], resulting in (c˜, l˜).
The second step is aimed at satisfying the ground-truth
constraint by adding labels from C that have been missed in
(c˜, l˜). If c˜ consists of all classes from the ground truth C,
we stop our inference. Otherwise, we proceed by sequen-
tially searching for the missing classes. We first overseg-
ment the video in an unsupervised manner, as explained be-
low. Then, among many candidate oversegments, the best
oversegment is selected for replacing its predicted class c˜
with the best missed class c′ ∈ C and c′ /∈ c˜, such that the
resulting posterior p(c˜′, l˜′|f) is minimally decreased rela-
tive to p(c˜, l˜|f). Note that, due to the splitting of video
segments into oversegments, our class flipping of overseg-
ments does not remove the predicted classes that belong to
C. The class flipping is sequentially conducted until all
classes from C appear in the solution. The final solution
is (cˆ, lˆ).
For efficiency, our unsupervised video oversegmenta-
tion is a simple splitting of every predicted video segment
in l˜ into two parts. Specifically, for every nth predicted
video segment of length l˜n starting at time tn < T , we
estimate the cosine similarities of consecutive frames as
{h[tn + k]>h[tn + k + 1] : k = 0, . . . , l˜n − 2}, where
h is specified in (9). Then, we select the kˆth frame with the
minimum similarity to its neighbor to split the interval into
two oversegments [tn, tn+ kˆ] and [tn+ kˆ+1, tn+ l˜n− 1].
4.2. The Cross-Entropy Loss
After the SCV infers the pseudo ground truth of a
given training video, (cˆ, lˆ), we compute the incurred cross-
entropy loss as
LCE = −
T∑
t=1
log p(cˆn(t)|xt), cˆn(t) ∈ cˆ (13)
where p(cˆn(t)|xt) = p(f [cˆn(t), t]) is the softmax score of
the two-layer neural network for the nth predicted class
cˆn(t) ∈ cˆ at frame t.
4.3. Regularization with the N-Pair Loss
Our training is regularized with the n-pair loss aimed at
minimizing a distance between pairs of training videos shar-
ing action classes in their respective set-level ground truths.
We expect that the proposed regularization would help con-
strain our set-supervised problem in training.
For every pair of training videos v and v′, we consider
an intersection of their respective ground truths: Cvv′ =
Cv ∩Cv′ . When Cvv′ 6= ∅, for every shared class c ∈ Cvv′ ,
our goal is two-fold:
1. Minimize a distance, dccvv′ , between features of v and
v′ that are relevant for predicting the shared class c ∈
Cvv′ , and simultaneously.
2. Maximize distances dacvv′ and d
cb
vv′ between features of
the shared class c ∈ Cvv′ and features of non-shared
classes a ∈ Cv \ Cvv′ and b ∈ Cv′ \ Cvv′ .
This is formalized as minimizing the following n-pair loss
in terms of three distances illustrated in Fig. 3:
LNP = 1|Cvv′ |
∑
c∈Cvv′
log
[
1 +
∑
a∈Cv\Cvv′
exp(dccvv′ − dacvv′)
+
∑
b∈Cv′\Cvv′
exp(dccvv′ − dcbvv′)
]
. (14)
The distances in (14) are expressed in terms of the first-layer
features h ∈ Rnh×T , given by (9). Specifically, features
relevant for a particular class c ∈ C, denoted as hc, are
computed by averaging h over all video frames labeled with
c in the MAP assignment. We consider both hard and soft
class assignments to frames, and define:
h
c
hard =
1∑T
t=1 1(c = cˆt)
T∑
t=1
h[t] · 1(c = cˆt), (15)
h
c
soft =
T∑
t=1
h[t] · p(f [c, t]), (16)
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Figure 3. An example of estimating three cosine distances that
are used for computing the n-pair loss. Given video v with only
two classes {c, a} and another video v′ with also two classes
{c, b}, we first compute their average class features: {h¯cv, h¯av} and
{h¯cv′ , h¯bv′}. Then, we estimate the cosine distance dccvv′ of h¯cv and
h¯cv′ for the shared class c, and the cosine distances d
ac
vv′ and d
cb
vv′
of the video features for c and the non-shared classes a and b.
where cˆt is the label predicted for tth frame by the SCV, and
p(f [c, t]) is the softmax score of f [c, t] specified in (10).
Finally, we estimate the feature distances in (14) as
dcc
′
vv′ = 1−
< h
c
v,h
c′
v′ >
‖hcv‖‖h
c′
v′‖
. (17)
where we omit the subscript “hard” or “soft”, for simplicity.
Our total loss is a weighted average of LCE and LNP:
L = λLCE + (1− λ)LNP, (18)
where we experimentally found that λ = 0.5 is optimal.
4.4. Complexity of Our Training
Complexity of the SCV is O(T 2|C|2), where T is the
video length, and |C| is the number of all action classes. The
complexity mainly comes from the vanilla Viterbi algorithm
in the first step of the SCV, whose complexity isO(T 2|C|2).
Complexity of the second step of the SCV is O(T |C|).
Complexity of the n-pair loss is O(T |C| + |C|2), where
O(T |C|) accounts for computation of the average feature
h
c
v , and O(|C|2) accounts for estimation of the distances
between features of shared and non-shared classes.
Therefore, our total training complexity is O(T 2|C|2),
whereas the training complexity of [16] is O(T |C|).
5. Inference on a Test Video
For inference on a test video, we follow the well-
motivated Monte Carlo sampling of [16], which is not suit-
able for our training due to its prohibitive time complexity.
As in [16], we make the assumption that the set of actions
appearing in a test video has been seen in our set-supervised
training, i.e., there is at least one training video with the
same ground-truth set of actions as the test video. Our sam-
pling has two differences as explained below.
Given a test video with length T , we begin by uniformly
sampling action setsC from all ground-truth sets of training
videos. For every sampled C, we sequentially generate an
action sequence c by uniformly sampling one action c from
C at a time, allowing non-consecutive repetitions of actions
along c. The sampling stops when
∑
c∈c λc > T . The
first difference from [16] is that we discard the obtained c
if it does not include all actions from C, and proceed to
randomly generating a new c. Thus, for every sampled C,
we generate a number of legal {c} that include all actions
from C and satisfy
∑
c∈c λc ≤ T . The uniform sampling
of sets and sequential generation of their respective legal
action sequences is repeated until the total number of legal
action sequences is K = {c} = 1000.
For every generated legal c, as in [16], we use the
standard dynamic programming to infer temporal extents
l of actions from c. The second difference is the evalu-
ation of the new HMM’s posterior as in (1), p(c, l|f) =[∏N−1
n=1 p(cn+1|cn)
][∏N
n=1 p(ln|cn)
][∏T
t=1
p(f [cn(t),t])
p(cn(t))
]
.
Out of K candidate sequences, as the final solution, we se-
lect (c∗, l∗) that gives the maximum posterior p(c∗, l∗|f).
As in [16], complexity of our inference is O(T 2|C|K),
where T is the video length, |C| is the number of action
classes, K is the number of candidate action sequences
from the Monte Carlo sampling.
6. Experiments
6.1. Setup
Datasets. As in prior work [16], evaluation is done on
the tasks of action segmentation and action alignment on
three datasets, including Breakfast [11], MPII Cooking 2
[19], and Hollywood Extended (Ext) [2].
Breakfast consists of 1,712 videos with 3.6 million
frames showing a total of 48 human actions for preparing
breakfast. Each video has on average 6.9 action instances.
For Breakfast, we report mean of frame accuracy (Mof)
over the same 4-fold cross validation as in [11].
MPII Cooking 2 consists of 273 videos with 2.8 mil-
lion frames showing 67 human cooking actions. We use
the standard split of training and testing videos provided by
[18]. For evaluation on MPII Cooking 2, as in [18], we use
the midpoint hit criterion, i.e. the midpoint of a correct de-
tection segment should be within the ground-truth segment.
Hollywood Ext consists of 937 video clips with 800,000
frames showing 16 different classes. Each video has on av-
erage 2.5 action instances. We perform the same 10-fold
cross validation as in [2]. For evaluation on Hollywood Ext,
we use the Jaccard index, i.e. intersection over detection
(IoD), defined as IoD = |GT ∩D|/|D|, where GT and D
denote the ground truth and detected action segments with
the largest overlap.
Features. For fair comparison, we use the same unsu-
pervised video features as in [16]. For all three datasets,
features are the framewise Fisher vectors of improved dense
trajectories [25]. The Fisher vectors for each frame are ex-
tracted over a sliding window of 20 frames. They are first
projected to a 64-dimensional space by PCA, and then nor-
malized along each dimension.
Training. We train our model on a total number of
50,000 iterations. In each iteration, we randomly select two
training videos that share at least one common action. We
set the initial learning rate as 0.01 and reduce it to 0.001
at the 10,000th iteration. Parameters of the dynamic HMM
– namely, dynamic transition probabilities, dynamic mean
action length, and dynamic class prior per frame – are ini-
tialized as for the static model, and then updated after each
iteration as in (6), (7), (8), respectively. In practice, it takes
around 12 hours for training with one TITAN XP GPU.
Ablations. We consider several variants of our approach
for testing how its components affect performance:
• SCV = Our full approach with: the n-pair loss for reg-
ularization, the dynamic HMM whose parameters are
given by (6), (7), (8), and hard class assignments to
frames given by (15) for computing feature distances.
• SCVnoreg = SCV, but without any regularization.
• SCVbasereg = SCV, but with a simplified baseline reg-
ularization loss that minimizes only feature distances
of shared classes by setting dacvv′ = d
cb
vv′ = 0 in (14).
• SCVsoft = SCV, but instead of hard we use soft class
assignments to frames given by (16).
• SCVstatic = Our full approach as SCV, but instead of
the dynamic HMM we use the static HMM whose pa-
rameters are given by (2), (4), (5).
6.2. Action Segmentation
This section presents our evaluation on action segmenta-
tion. Tab. 1 shows our results on the three datasets. As can
be seen, our SCV outperforms the state of the art by 6.9%
on Breakfast, 3.9% on Cooking 2, and 8.4% on Hollywood
Ext, respectively. Tab. 1 also shows results of the prior
work with stronger supervision in training, where ground
truth additionally specifies the temporal ordering of actions,
called transcript. Surprisingly, despite weaker supervision
in training, our SCV outperforms some recent transcript-
supervised approaches, e.g., ECTC [7] on Breakfast, and
HMM+RNN [15] and TCFPN [5] on Hollywood Ext. The
superior performance of SCV over the state of the art justi-
fies our increase in training complexity.
Fig. 4 illustrates our action segmentation on an example
test video P03 cam01 P03 tea from Breakfast. As can be
Breakfast Cooking2 Holl.Ext
Model (Mof ) (midpoint hit) (IoD)
(Set-supervised)
Action Set [16] 23.3 10.6 9.3
SCV 30.2 14.5 17.7
(Transcript-supervised)
OCDC [2] 8.9 - -
HTK [12] 25.9 20.0 8.6
CTC [7] 21.8 - -
ECTC [7] 27.7 - -
HMM+RNN [15] 33.3 - 11.9
TCFPN [5] 38.4 - 18.3
NN-Viterbi [17] 43.0 - -
D3TW [3] 45.7 - -
CDFL [13] 50.2 - 25.8
Table 1. Weakly supervised action segmentation. Our SCV uses
set-level supervision in training, while [2, 12, 7, 15, 5, 17] use
stronger transcript-level supervision in training. The dash means
that the prior work did not report the corresponding result.
GT
SCV
Figure 4. Action segmentation on an example test video
P03 cam01 P03 tea from Breakfast. Top row: SCV result. Bot-
tom row: ground truth with the color-coded action sequence
{take cup, add teabag, pour water}. The background frames are
marked white. In general, SCV accurately detects true actions
present in videos, but may miss their true ordering and locations.
seen, SCV can detect true actions present in videos, but may
miss their true ordering and true locations.
Ablation — Grammar. As explained in Sec. 5, we use
Monte Carlo sampling to generate legal action sequences,
called Monte Carlo grammar. In Table. 2, we test this
component of our approach relative to the following base-
lines on Breakfast. The upper-bound baselines use a higher
level of supervision — transcripts of temporal orderings of
actions made available for their inference. Thus, instead
of generating the Monte Carlo grammar, the upper-bound
baselines explicitly constrain their inference to search the
solution only within the transcript grammar consisting of all
ground-truth transcripts seen in their training. The lower-
bound baselines do not consider legal action sequences in
inference, but only predict actions from the provided set
of all actions. Tab. 2 shows that SCV outperforms the
state of the art for all types of grammars used in inference.
From Tab. 2, our Monte Carlo estimation of legal action se-
quences is reasonable, since the upper-bound SCV with the
transcript grammar has an improvement of only 4.5% on
(Grammar) Breakfast (Mof )
Method train test
(No Grammar)
Action Set [16] 14.7 9.9
SCV 16.6 12.0
(Monte Carlo Grammar)
Action Set [16] 28.2 23.3
SCV 34.5 30.2
(Transcript Grammar)
Action Set [16] 36.7 26.9
SCV 40.5 34.7
Table 2. Evaluation of our Monte Carlo sampling for generating
legal action sequences (Monte Carlo Grammar) in inference rela-
tive to the upper-bound case that uses ground-truth transcripts of
temporal orderings of actions (Transcript Grammar) in inference,
and the lower-bound case that only predicts actions from the set of
all actions in inference. Our SCV is superior for all grammars.
Breakfast Cooking 2 Holl.Ext
Model parameters (Mof ) (midpoint hit) (IoD)
SCV+ground truth 33.4 15.3 19.2
SCVstatic 28.7 13.7 16.1
SCV 30.2 14.5 17.7
Table 3. Evaluation of SCV when using ground-truth, static, and
dynamic model parameters. SCV with ground-truth model param-
eters an upper-bound baseline.
Breakfast Cooking 2 Holl.Ext
Model (Mof ) (midpoint hit) (IoD)
SCVnoreg 26.5 12.3 12.6
SCVbasereg 27.8 13.1 14.8
SCVsoft 29.3 14.2 16.1
SCV 30.2 14.5 17.7
Table 4. Evaluation of SCV with different regularizations. SCV
gives the best results.
Breakfast.
Ablation — Static vs. Dynamic Tab. 3 shows that our
SCV with the dynamic HMM outperforms the variant with
the static HMM – SCVstatic. The table also shows the
upper-bound performance of SCV when the mean action
length λc and class priors p(c) are estimated directly from
framewise ground-truth video labels. From Tab. 3, our dy-
namic estimation of model parameters in (6), (7), (8) is very
accurate, since SCV with the framewise ground truth model
parameters has an improvement of only 3.2% on Breakfast.
Ablation — Regularization. Tab. 4 shows our eval-
uation of SCV when using different types of regulariza-
tion, including no regularization. As can be seen, SCV
with the n-pair loss and the hard class assignments in
GT
SCV
SCVsoft
SCVbasereg
SCVnoreg
Figure 5. Our ablation of regularization on a sample test video
P03 webcam01 P03 friedegg from Breakfast. The rows from top
to bottom show action segmentation of: SCVnoreg, SCVbasereg,
SCVsoft, SCV, and the ground-truth color-coded action sequence
{crack egg,fry egg,take plate,put egg2plate}. The background
frames are marked white. SCV gives the best performance.
training outperforms all of the other types of regulariza-
tion. From Tab. 4, SCV outperforms SCVbasereg, which
demonstrates that it is critical to maximize the discrimi-
nation margin between features of shared classes and fea-
tures of non-shared classes, rather than only maximize affin-
ity between features of shared classes. Fig. 5 illustrates
our ablation of regularization on an example test video
P03 webcam01 P03 friedegg from Breakfast. In general,
SCV gives the best segmentation results.
6.3. Action Alignment given Action Sets
The task of action alignment provides access to the
ground-truth unordered set of actions C present in a test
video. Thus, instead of uniformly sampling sets of actions
in inference on the test video, for alignment, we take the
provided ground-truth C, and continue to perform Monte
Carlo sampling of action sequences c that are restricted to
come from C, as described in Sec. 5. In comparison with
the state of the art, Tab. 5 shows that SCV improves ac-
tion alignment by 12.4% for Breakfast, 4.5% for Cooking
2, 11.3% for Hollywood Ext. Also, SCV achieves compa-
rable results to some recent approaches that use the stronger
transcript-level supervision in both training and testing.
These results demonstrate that SCV is successful in esti-
mating an optimal legal action sequence for a given ground-
truth action set. This improved effectiveness of SCV over
the state of the art justifies our reasonable increase in train-
ing complexity. Fig. 6 illustrates action alignment on a sam-
ple test video 1411 from Hollywood Ext. From the figure,
SCV successfully aligns the actions, but may incorrectly de-
tect their true locations.
7. Conclusion
We have addressed set-supervised action segmentation
and alignment, and extended related work that trains their
framewise classifiers with a pseudo ground truth generated
Breakfast Cooking 2 Holl.Ext.
Model (Mof ) (midpoint hit) (IoD)
(Set-supervised)
Action Set [16] 28.4 10.6 24.2
SCV 40.8 15.1 35.5
(Transcript-supervised)
ECTC [7] ∼35 - ∼41
HTK [12] 43.9 - 42.4
OCDC [2] - - 43.9
HMM+RNN [15] - - 46.3
TCFPN [5] 53.5 - 39.6
NN-Viterbi [17] - - 48.7
D3TW [3] 57.0 - 50.9
CDFL [13] 63.0 - 52.9
Table 5. Action alignment given ground-truth action sets of test
videos. SCV outperforms the state of the art on the three datasets.
The transcript-supervised prior work uses stronger supervision in
training, yet SCV gives comparable results. The dash means that
the prior work did not report the result.
GT
SCV
Figure 6. Action alignment on a sample test video 1411 from Hol-
lywood Ext. Top row: SCV result. Bottom row: ground truth
with the color-coded action sequence {Run, ThreatenPerson}. The
background frames are marked white. In general, SCV success-
fully aligns the actions, but may incorrectly detect their locations.
by independently labeling video frames. We have made
two contributions: (1) Set Constrained Viterbi algorithm
aimed at generating a more accurate pseudo ground truth
for our set-supervised training by efficiently approximating
the NP-hard all-color shortest path problem; (2) Regu-
larization of learning with the new n-pair loss aimed at
maximizing a distance margin between video features of
shared classes and video features of non-shared classes.
Our evaluation demonstrates that we outperform the state
of the art on three benchmark datasets for both action
segmentation and alignment. This justifies an increase of
our training complexity relative to that of prior work. Also,
our approach gives comparable results to some related
methods that use stronger transcript-level supervision in
training. Our tests of various ablations and comparisons
with reasonable baselines demonstrate effectiveness of
individual components of our approach.
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