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Density functional theory is used to describe electrolyte solutions in contact with electrodes of
planar or spherical shape. For the electrolyte solutions we consider the so-called civilized model,
in which all species present are treated on equal footing. This allows us to discuss the features of
the electric double layer in terms of the differential capacitance. The model provides insight into
the microscopic structure of the electric double layer, which goes beyond the mesoscopic approach
studied in the accompanying paper. This enables us to judge the relevance of microscopic details,
such as the radii of the particles forming the electrolyte solutions or the dipolar character of the
solvent particles, and to compare the predictions of various models. Similar to the preceding paper,
a general behavior is observed for small radii of the electrode in that in this limit the results become
independent of the surface charge density and of the particle radii. However, for large electrode
radii non-trivial behaviors are observed. Especially the particle radii and the surface charge density
strongly influence the capacitance. From the comparison with the Poisson-Boltzmann approach it
becomes apparent that the shape of the electrode determines whether the microscopic details of the
full civilized model have to be taken into account or whether already simpler models yield acceptable
predictions.
I. INTRODUCTION
In the first part [1] of our study electric double lay-
ers have been discussed in detail on mesoscopic scales
within the Poisson-Boltzmann (PB) theory, which was
pioneered by Gouy [2] and Chapman [3]. The focus of our
analysis in Ref. [1] has been on electrodes of spherical or
cylindrical shape surrounded by an electrolyte solution.
Such kind of setups serve as models for certain parts of
so-called double layer capacitors, i.e., electrical energy
storage devices which are promising candidates for sup-
porting sustainable energy systems. In part I [1] the dif-
ferential capacitance C, which is the change of the surface
charge density upon varying the electrostatic potential at
the wall and thus is experimentally accessible, has been
analyzed in particular concerning its dependence on the
surface charge density and on the radius of the curved
electrode. The focus has been, within the PB model, on
a thorough discussion of the dependence of the capaci-
tance on the geometry of the system.
Especially for large and small curvatures of the elec-
trodes the behavior has been discussed systematically.
On one hand, the simplifying assumptions underlying the
PB approach facilitate such a detailed discussion, and,
on the other hand, they are also the reason for the ap-
proach to be only reliable for weak ionic strengths (below
0.2M = 0.2mol/ℓ) and low electrode potentials (below
80mV) in the case of monovalent salts in aqueous solu-
tions [4]. But already in these ranges deviations from
experimental data are observable: the predicted differen-
tial capacitance is larger than the measured one [5].
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Therefore Stern introduced a model which accounts
for that shortcoming by combining the Gouy-Chapman
description of the diffuse layer, i.e., the charge in the
fluid is distributed continuously following the PB equa-
tion, with the model of a Helmholtz layer of counterions,
i.e., the charge in the fluid is directly attached to the
electrode surface within a molecular layer [6]. Accord-
ingly, the pure Gouy-Chapman description, which does
not consider the granular character of the fluid, has been
improved by introducing a Stern layer in between the
electrode and the diffuse layer, i.e., the actual nonzero
particle volumes are taken into account only close to the
wall. As a consequence the total capacitance of the sys-
tem can be considered as a circuit of two capacitors (i.e.,
the Stern layer and the diffuse layer) in series [4, 5] and,
following the rules for electric circuits, the total capac-
itance is smaller than the Gouy-Chapman capacitance.
Practically, one is left to fit the capacitance of the Stern
layer to experimental results which, on one hand, might
lead to good agreements with measurements but which,
on the other hand, provides only a coarse microscopic
picture of the electrical double layer. One possible inter-
pretation of the results of the Stern theory is that close
to the wall the permittivity is reduced [4, 5].
More sophisticated models have been developed in or-
der to describe the structure of an electrical double layer
more precisely than within the mesoscopic PB approach
according to which the ions are treated as pointlike
charges dissolved in a homogeneous background. Three
classes of corresponding models are common in the liter-
ature. Within the so-called “primitive model” (PM) the
ions are considered as charged hard spherical particles
which are dissolved in a solvent which is taken into ac-
count only via the permittivity. In the so-called “solvent
primitive model” (SPM) the solvent particles exhibit also
a nonzero volume and are often described as hard spheres.
2Sometimes these models are labelled in conjunction with
the attribute “restricted” which means that all particle
radii are equal. Yet more elaborate theories incorporate
the electrostatics between ions and solvent particles by
providing the latter with a dipole.
In 1980 Carnie and Chan used the so-called “civi-
lized model” in order to model an electrolyte solution [7].
Therein, as opposed to a primitive model, both the ions
and the solvent are treated on an equal basis. The ions
are represented by hard spheres with charges whereas the
solvent is represented by hard spheres with an embedded
dipole. In Ref. [7] exact and approximative results within
the mean spherical approximation are presented for the
structure of the electrolyte solution at a charged planar
surface. For low ionic concentrations the surface poten-
tial has the Stern layer form, i.e., the expression of the
surface potential is the sum of the diffuse part of the elec-
trical double layer and an additional part which can be
interpreted as the contribution of a Stern layer. Thus the
result is regarded as a derivation of the Stern layer behav-
ior. Analytic expressions reveal that both the nonzero ion
size and the dipolar solvent alter the capacitance, which
otherwise reduces to the double-layer capacitance of the
linearized Gouy-Chapman theory. However, this change
is not very large [7].
In Ref. [8] a similar approach is used in order to com-
plement the results of Ref. [7]. Hard core and solvent
effects, both of which are taken into account, lead to a
reduction of the differential capacitance, i.e., the trend
indicated by the Stern model is confirmed. However, the
alignment of the dipoles close to the planar wall persists
for several layers into the fluid. This ordering is not con-
fined to a single Stern-like layer next to the electrode.
The so-called reference hypernetted-chain theory is
used in Refs. [9, 10] in order to examine the double layer
at the surface of large spherical macroions within a multi-
polar hard sphere model of electrolyte solutions, i.e., the
ions are charged hard spheres and the solvent molecules
are hard spheres carrying point multipoles. The struc-
ture of the double layer is discussed in terms of, e.g.,
the potential of mean force between the macroion and a
counterion, ion or solvent number density profiles, and
mean electrostatic potentials. The dependences of the
structure on the surface charge density, the ionic concen-
tration, and the (macro-)ionic radii are examined.
In Ref. [11] a possible realization of a microscopic
model for electric double layers within density functional
theory (DFT) is proposed. The functional is formulated
for a mixture of spheres with embedded point charges
or dipoles. Consequently, the excess part of the DFT
functional splits into a Coulombic and into hard sphere
parts where for the latter the fundamental measure the-
ory (see Refs. [12, 13] in Ref. [11]) is adopted. Within
this approach various density profiles near a charged pla-
nar wall are presented, which, due to the granular nature
of the fluid, exhibit pronounced oscillations. The authors
conclude by comparison that the primitive model is able
to reproduce well ionic density profiles in low concen-
tration regimes and beyond a certain distance from the
wall. However, within the microscopic description and
for higher concentrations the number density oscillations
become increasingly pronounced such that a primitive
model description turns out to be inadequate.
Within the microscopic model used in Ref. [12] the
Coulombic interactions are taken into account in a mean-
field-like kind while the excluded-volume effects are ac-
counted for by the Percus Yevick approach. The radii of
the various particle species, i.e., anions, cations, and sol-
vent molecules, are chosen differently. This qualitatively
affects the dependence of the differential capacitance C
on the surface charge density σ of the planar electrode:
within the Gouy-Chapman theory C is an even function
of σ, whereas for unequal values of the particle radii this
symmetry disappears.
Oleksy and Hansen have used DFT with an explicit
solvent description in order to investigate the wetting
and drying behavior of ionic solutions in contact with a
charged solid substrate [13]. All particles are treated as
hard spheres and the corresponding excluded-volume cor-
relations are taken into account by fundamental measure
theory. The other interactions, i.e., the electrostatic in-
teraction and the cohesive Yukawa attraction, are treated
within mean field theory in order to ensure full thermody-
namic self-consistency. The key finding is the remarkable
agreement between this version of a civilized model and
a previous model in which the dipoles are not explicitly
taken into account.
Henderson and coworkers proposed a nonprimitive
model which differs from the aforementioned models with
respect to the shape of the solvent particles [14]. Within
DFT hard spherical ions are considered to be dissolved
in a solvent which is composed of neutral dimers, i.e.,
touching positively and negatively charged hard spheres.
The model predicts a larger electrode potential than in
the case of an implicit model like the restricted primitive
model. However, for technical reasons, results could only
be obtained for comparatively low potential values.
Recently, electrolyte aqueous solutions near a pla-
nar wall have been discussed within a so-called polar-
solvation DFT [15]. Therein all particles are considered
as hard spheres via the fundamental measure theory and
the mean spherical approximation is used in order to cal-
culate the remaining part of the direct correlation func-
tions. The comparison between the results of this polar-
solvation DFT, within which the solvent particles are as-
sumed to carry an embedded dipole, and the results of the
unpolar-solvation DFT of Refs. [16, 17], within which the
solvent particles are taken into account as hard spheres
only, yields, e.g., a discrepancy in the density profiles
which increases with increasing electrode potential. Due
to technical reasons the model in Ref. [15] could not be
used to study ion concentrations above 10mM.
For many years a lot of efforts have been spent in or-
der to understand the structure of electric double layers
either at planar walls or around macroions. Therefore
various realizations of microscopic approaches, which in
3general include an explicit description of dipolar solvents,
have been proposed [7–15]. Here we study the case of a
double layer at a spherical electrode of arbitrary radius
R. In the spirit of part I [1] of this study, the structure
of the electrolyte solution is captured in terms of the
differential capacitance C, which facilitates to judge the
relevance of various system parameters. As compared to
the mesoscopic PB approach used in part I [1], in the
present microscopic description the size of the spherical
electrode affects the layering behavior of the particles
due to steric effects. In addition, the charges or dipoles,
embedded in the particles, interact with each other and
with the charge on the electrode. Due to the interplay of
various interactions, structural features, such as the spa-
tially varying dipole orientation of the solvent particles,
are expected to exhibit a comparatively complex depen-
dence on the electrode radius. The model used within
the present study is inspired by the work of Oleksy and
Hansen [13]. It incorporates the aforementioned features
(non-vanishing and distinct particle volumes as well as
spatially varying dipole orientations), which contribute
to the differential capacitance in ways that are, due to the
influence of the electrode size, not yet well understood.
Apart from dealing with the hard spheres the interactions
are taken into account within a random phase descrip-
tion [18], the relatively simple structure of which allows
one to conveniently generalize the planar geometry to the
spherical one. Moreover, the concept of introducing an
additional cohesive attraction amongst the particles cor-
responds to our intention to discuss an electrolyte solu-
tion in the liquid state under realistic conditions. To that
end the respective model parameters are chosen to mimic
liquid water as the solvent at room temperature and am-
bient pressure. The differential capacitance is discussed
as function of the remaining inherent system parameters,
in particular, the wall curvature. Here, especially the de-
pendence on the latter contains mechanisms which are
not revealed by more primitive models such that quanti-
tative or even qualitative differences between our model
and the more primitive ones can be expected to occur.
In Sec. II A the present version of the density functional
is discussed in detail. The corresponding Euler-Lagrange
equations (ELE) are presented in Sec. II B. The method
to account for the boundary conditions in the process of
obtaining the numerical solution is described in Sec. II C.
Section II D summarizes the chosen parameters and the
notation used here. Technical details are discussed in Ap-
pendices A, B, and C. The results of the calculations are
presented in Sec. III where the structures of the electric
double layers are illustrated via spatially varying number
density profiles. Subsequently the capacitance data ob-
tained for the planar wall are shown for various choices of
system parameters and models. Finally, the capacitance
data of spherical electrodes are discussed as function of
the electrode curvature and of the surface charge density.
The influence of various choices of system parameters is
discussed and various models are compared with each
other.
II. MODEL
A. Density functional
Our microscopic approach follows the one of Oleksy
and Hansen in Ref. [13] which is sometimes referred to
as the so-called civilized model [7] according to which
both the ions and the solvent are treated on equal foot-
ing, in contrast to the primitive model. We consider an
electrolyte solution composed of three species: solvent
particles (hard spheres with radius r0 and an embedded
dipole of strength m), monovalent cations (hard spheres
with radius r1 carrying a charge q1 = e > 0, e denoting
the absolute value of the elementary charge), and mono-
valent anions (hard spheres with radius r2 carrying a
charge q2 = −e < 0). The spatial extent of the electrolyte
solution is restricted due to the presence of an electrode
occupying the volume V ⊆ R3. In the present study
the focus is on two types of electrodes or walls: planar
electrodes correspond to the half-space V = {(x, y, z) ∈
R3 | z < 0} with surface A = {(x, y, z) ∈ R3 | z = 0}
whereas spherical electrodes of radius R occupy the do-
main V = {(x, y, z) ∈ R3 | x2+y2+z2 < R2} with surface
A = {(x, y, z) ∈ R3 | x2+ y2+ z2 = R2}. The surfaces A
of the walls may be homogeneously charged with a sur-
face charge density σ. The, in general inhomogeneous,
distribution of solvent particles is given by the number
density ̺0(r,ω), i.e., the number of particles per volume
with dipole orientation ω, |ω| = 1, at position r ∈ R3\V .
In a fixed, but otherwise arbitrary, coordinate system the
dipole orientation can be represented by
ω =

sin(ϑ) cos(ϕ)sin(ϑ) sin(ϕ)
cos(ϑ)

 (1)
with polar angle ϑ and azimuthal angle ϕ. The number
density of all solvent particles at a point r irrespective of
the orientation is given by
¯̺0(r) :=
∫
d2ω ̺0(r,ω)
:=
π∫
0
dϑ sin(ϑ)
2π∫
0
dϕ̺0(r, ϑ, ϕ).
(2)
In the following the integration over all orientations, i.e.,
over all possible values of the two angles ϑ and ϕ [see
Eq. (1)], is denoted as
∫
d2ω [see, e.g., Eq. (2)]. The
number density of ion species i ∈ {1, 2} at position r is
̺i(r).
Density functional theory (DFT) is a particularly use-
ful approach to determine these density profiles and with
them the structure of the electrolyte solution in contact
with the wall [18]. To this end we consider the fol-
lowing approximation for the grand potential functional
Ω[̺0, ̺1, ̺2] =: Ω[̺] of the number densities ̺0(r,ω) and
4̺1,2(r):
βΩ[̺] =
∫
d3r
∫
d2ω ̺0(r,ω) [βV0(r)− βµ0]
+
2∑
i=1
∫
d3r ̺i(r) [βVi(r)− βµi]
+ βF id[̺] + βFhs[̺] + βFel[̺] + βFatt[̺].
(3)
In Eq. (3) one has β = (kBT )
−1 with the Boltzmann
constant kB and the absolute temperature T . Vi and µi
denote the external and the chemical potential of species
i, respectively. The external potential V0(r) acting on
the solvent particles is taken to be independent of their
dipolar orientations. Unless indicated differently, volume
integrals
∫
d3r run over the space R3\V . F id is the ideal
gas contribution,
βF id[̺] =
∫
d3r
∫
d2ω ̺0(r,ω)
{
ln
[
Λ30 ̺0(r,ω)
]− 1}
+
2∑
i=1
∫
d3r ̺i(r)
{
ln
[
Λ3i ̺i(r)
]− 1} ,
(4)
with the thermal wave lengths Λi.
The hard sphere interaction between the particles is
taken into account by means of the functional Fhs which,
in the present case, is the White Bear version of the fun-
damental measure theory (see Ref. [19]). For the contri-
bution Fhs {and likewise Fatt [see Eq. (7) below]} the
orientations ω of the dipoles do not matter which is why
it is a functional of ¯̺0(r) [see Eq. (2)].
The electrostatic interactions, both amongst the parti-
cles and between the particles and the wall, are captured
by the functional
βFel[̺] =1
2
2∑
i,j=1
∫
d3r
∫
d3r′
β
4πǫ0ǫex
qiqj
|d| ̺i(r)̺j(r
′)Θ[|d| − (ri + rj)]
+
2∑
i=1
∫
d3r
∫
d3r′
∫
d2ω′
β
4πǫ0ǫex
qi
mω′ · d
|d|3 ̺i(r)̺0(r
′,ω′)Θ[|d| − (r0 + ri)]
+
1
2
∫
d3r
∫
d2ω
∫
d3r′
∫
d2ω′
β
4πǫ0ǫex
m2
[
ω · ω′
|d|3 − 3
(ω · d)(ω′ · d)
|d|5
]
̺0(r,ω)̺0(r
′,ω′)Θ(|d| − 2r0)
+
2∑
i=1
∫
r∈A
d2r
∫
d3r′
β
4πǫ0ǫex
σqi
|d| ̺i(r
′)Θ(|d| − ri)
+
∫
r∈A
d2r
∫
d3r′
∫
d2ω′
β
4πǫ0ǫex
σ
mω′ · d
|d|3 ̺0(r
′,ω′)Θ(|d| − r0),
(5)
where ǫ0 is the vacuum permittivity,
Θ(x) =
{
0, x < 0
1, x > 0
(6)
denotes the Heaviside step function, and d := r − r′ is
the spatial offset between positions r and r′. Within
the present approach, the dielectric properties of the sol-
vent are described in terms of an explicit mean-field-like
contribution due to the solvent particles with embedded
dipole moments p := mω and an implicit excess contri-
bution given by the excess relative permittivity ǫex which
captures dielectric properties beyond the mean-field de-
scription [see also Sec. II C and in particular Eq. (31)].
Alternatively, one could use descriptions based on the
mean spherical approximation [15] or model the solvent
molecules as dimers in the style of Ref. [14]. However,
the present approach has technical advantages and, more-
over, it has turned out that the explicit dipolar contribu-
tion affects the results only weakly.
The influence of Coulomb correlation contributions has
been examined in Ref. [20], where semi-primitive model
electrolytes have been described both in terms of a mean-
field density functional, which neglects Coulomb correla-
tions, and in terms of a more complex density functional
5including such correlations. The outcome of these differ-
ent approaches has been compared with each other and
with Monte Carlo simulations. The authors have found
that Coulomb correlation corrections alter the mean-field
results significantly only for high surface charges in the
presence of divalent cations. Based on that finding, the
model in the present study is expected to accurately
describe electrolytes consisting of monovalent ions. In
addition, we have compared the results of the present
model for an ionic strength of 0.1M with Figs. 5 and 6 in
Ref. [21], which provide simulation results for a charged
spherical macroparticle surrounded by an electrolyte so-
lution within the molecular solvent model. All profiles
show good agreement with the simulation data which
supports the aforementioned argument that the present
model is a reliable description for monovalent ions. An-
other consistency check has been carried out with re-
spect to the bulk limit. To that end number density pro-
files around a spherical electrode, with the same size and
charge as an ion, have been calculated. These density
profiles, which correspond to pair distribution functions,
have been compared with Fig. 2 in Ref. [22] where sim-
ulation data for an electrolyte within a solvent primitive
model are presented. Our results almost lie on top of the
curves denoted by “HNC” and are in good agreement
with the simulation data.
An attractive interaction between the particles is taken
into account by the contribution Fatt. This interaction is
rationalized by a van der Waals attraction which enables
the formation of a liquid state under realistic conditions,
i.e., room temperature and ambient pressure. Amplitude
and range of this potential, chosen to be square-well-like,
are given by u and rc, respectively:
βFatt[̺] = 1
2
2∑
i,j=0
∫
d3r
∫
d3r′ βuΘ(rc − |d|)
×̺i(r)̺j(r′)Θ[|d| − (ri + rj)].
(7)
[Note that in Eq. (7) ̺0(r,ω) reduces to ¯̺0(r)]. We make
the simplifying assumption that this kind of attractive
potential is the same for the interaction among the fluid
particles and for their interaction with the wall particles.
Thus for a homogeneous number density ̺w of the wall
particles, the attractive van der Waals interaction gives
rise to the substrate potential
βV att(r) =
∫
V
d3r′ ̺wβuΘ(rc − |d|). (8)
The attractive van der Waals potential V att together with
the hard repulsive interaction between wall and fluid par-
ticles comprise the external potentials Vi, i ∈ {0, 1, 2}:
βVi(r) =
{
∞, ∃ r′ ∈ V : |d| < ri,
βV att(r), otherwise.
(9)
Further contributions, e.g., due to electrostatic image
forces in the case of a dielectric contrast between wall
and fluid, would have to be added to the second line of
Eq. (9).
B. Euler-Lagrange equations
In accordance with the variational principle underlying
density functional theory [18] the equilibrium densities
̺eqi minimize the functional in Eq. (3) and thus fulfill the
Euler-Lagrange equations (ELE)
δ(βΩ)
δ̺0(r,ω)
∣∣∣∣
̺eq
0
,̺eq
1
,̺eq
2
= 0,
δ(βΩ)
δ̺1,2(r)
∣∣∣∣
̺eq
0
,̺eq
1
,̺eq
2
= 0. (10)
Their forms will be discussed in more detail below (see
also Ref. [13]). For clarity the superscript eq is omitted
and subsequently the focus is on equilibrium densities.
In the bulk and thus in the absence of inhomogeneities,
the density profiles entering the ELE (10) are uniform
and isotropic: ̺0(r,ω) = ̺
b
0/(4π), ̺1(r) = ̺
b
1 ≡ I, and
̺2(r) = ̺
b
2 ≡ I with the ionic strength I. Note that
̺b1 = ̺
b
2 implies local charge neutrality. This also holds at
points sufficiently far away from the wall. By subtracting
from the ELE (10) the respective expressions in the bulk,
the chemical potentials µi and the lengths Λi drop out of
the equations:
̺0(r,ω) =
̺b0
4π
exp
{
− βV0(r) + chs0 (r)− chs,b0
+ catt0 (r)− catt,b0 + βmω · [E(r)−Eaux(r)]
} (11)
and, i ∈ {1, 2},
̺i(r) = ̺
b
i exp
{
− βVi(r) + chsi (r)− chs,bi
+ catti (r)− catt,bi − βqi [Φ(r)− Φauxi (r)]
}
.
(12)
Here the following quantities have been introduced: one-
point direct correlation functions, x ∈ {hs, att},
cxi (r) := −
δ(βFx)
δ̺i(r)
, cx,bi := −
δ(βFx)
δ̺i(r)
∣∣∣∣
bulk
, (13)
the polarization
P (r) :=
∫
d2ωmω̺0(r,ω), (14)
electric fields
E(r) :=
2∑
i=1
∫
d3r′
qi
4πǫ0ǫex
d
|d|3
[
̺i(r
′)− ̺bi
]
−
∫
d3r′
1
4πǫ0ǫex
{
P (r′)
|d|3 −
3d[P (r′) · d]
|d|5
}
+
∫
r
′∈A
d2r′
σ
4πǫ0ǫex
d
|d|3 ,
(15)
6and
Eaux(r) :=
2∑
i=1
∫
d3r′
qi
4πǫ0ǫex
d
|d|3
[
̺i(r
′)− ̺bi
]
Θ(r0 + ri − |d|)
−
∫
d3r′
1
4πǫ0ǫex
{
P (r′)
|d|3 −
3d[P (r′) · d]
|d|5
}
×Θ(2r0 − |d|)
+
∫
r
′∈A
d2r′
σ
4πǫ0ǫex
d
|d|3Θ(r0 − |d|),
(16)
as well as electric potentials
Φ(r) :=
2∑
j=1
∫
d3r′
1
4πǫ0ǫex
qj
|d|
[
̺j(r
′)− ̺bj
]
+
∫
d3r′
1
4πǫ0ǫex
P (r′) · d
|d|3 +
∫
r
′∈A
d2r′
1
4πǫ0ǫex
σ
|d|
(17)
and
Φauxi (r) :=
2∑
j=1
∫
d3r′
1
4πǫ0ǫex
qj
|d|
[
̺j(r
′)− ̺bj
]
Θ(ri + rj − |d|)
+
∫
d3r′
1
4πǫ0ǫex
P (r′) · d
|d|3 Θ(r0 + ri − |d|)
+
∫
r
′∈A
d2r′
1
4πǫ0ǫex
σ
|d|Θ(ri − |d|).
(18)
The original Heaviside functions inherited from the func-
tional Fel in Eq. (5) are split according to Θ(x) =
1 − Θ(−x). This is the reason for the appearance of
the auxiliary quantities, denoted with the superscript aux
[see Eqs. (16) and (18)]. Since these quantities act like
electric fields or potentials, respectively, we use the same
corresponding notions for them. The advantage of this
separation is of technical nature: on one hand, the inte-
gration domains inEaux [Eq. (16)] and Φauxi [Eq. (18)] are
bounded and therefore numerically manageable. On the
other hand, the total electric field E = −∇Φ [Eq. (15)]
and the total electric potential Φ [Eq. (17)] are deter-
mined by electrostatics and fulfill Poisson’s equation with
Neumann boundary conditions:
∆Φ(r) = − 1
ǫ0ǫex
2∑
j=1
qj̺j(r) +
1
ǫ0ǫex
∇ · P (r),
∫
r∈A
d2rn(r) ·E(r) = σ
ǫ0ǫex
|A|,
lim
λ→∞
∫
r∈B(λ)
d2rn(r) ·E(r) = 0,
B(λ) := {r + λn(r) ∈ R3|r ∈ A} .
(19)
Hence, E and Φ are the solution of the boundary value
problem posed by Eq. (19). Since the differential equa-
tion (19) has to be evaluated only locally, this route is
technically more convenient than to perform the integrals
over the whole space in Eqs. (15) and (17). The unit
vectors n in the second and in the last line of Eq. (19)
point into the radial direction away from the wall and
are locally perpendicular to the respective surface. |A|
denotes the area of the wall surface A. Poisson’s equa-
tion (19) determines the potential Φ up to an additive
constant which is chosen such that lim
r→∞
Φ(r) = 0, i.e.,
the potential Φ(r) at any position r corresponds to the
voltage with respect to the bulk at large distances from
the wall (r → ∞). We note that the equations for the
density profiles [see Eqs. (11) and (12)] depend only on
the differences E −Eaux and Φ− Φauxi .
Due to the dependence of the ELE (11) on both the
position r and the orientation ω, in general the problem
has to be solved in a high-dimensional space which is
difficult to handle. However, for certain geometries of
the electrode, this dimension can be reduced to a large
extent [13]. To this end the distribution function f of the
dipole orientations is introduced and expanded in terms
of spherical harmonics:
f(r,ω) :=
̺0(r,ω)
¯̺0(r)
=
∞∑
l=0
l∑
m=−l
flm(r)Ylm(ϑ, ϕ). (20)
Due to the definition of the orientation independent num-
ber density ¯̺0(r) in Eq. (2), f is normalized, i.e.,∫
d2ω f(r,ω) = 1, (21)
which determines the value of the coefficient f00(r) =
(4π)−1/2. In principle, the expansion in Eq. (20) leads to
a dependence of the polarization P [Eq. (14)] on the co-
efficients flm of order l = 1, i.e., on f1,0, f1,1, and f1,−1.
However, for planar and spherical electrodes the orien-
tation of P is perpendicular to the electrode surface ev-
erywhere and to all corresponding parallel surfaces. The
respective normal component P is
P (r) =
√
4π
3
m ¯̺0(r)f1,0(r), (22)
7i.e., the polarization depends only on the coefficient f1,0,
provided that the polar axis of the spherical harmonics
is chosen perpendicular to the electrode surface pointing
away from the wall. Likewise the electric fields E and
Eaux are perpendicular to the surfaceA with components
E andEaux, respectively. This facilitates integration over
the orientations ω such that the ELE (11) for ̺0(r,ω)
can be split into two equations (see Appendix A): one for
the orientation independent density
¯̺0(r) = ̺
b
0
{
exp
[
− βV0(r) + chs0 (r)− chs,b0
+ catt0 (r)− catt,b0
]} sinh{βm[E(r)− Eaux(r)]}
βm[E(r)− Eaux(r)] ,
(23)
and another one for the coefficient
f1,0(r) =
√
3
4π
L{βm[E(r)− Eaux(r)]} (24)
with the Langevin function L(x) = coth(x) − 1/x. Al-
together the model is described by four equations: one
for each of the number densities ̺i(r) of the ion species
i ∈ {1, 2} [see Eq. (12)], one for the solvent number
density ¯̺0(r) independent of the dipole orientation [see
Eq. (23)], and one for the orientation coefficient f1,0(r) of
the dipoles [see Eq. (24)]. The entire dependence on the
orientation ω is covered by the latter quantity. Therefore
and because in the case of planar and spherical electrodes
the four profiles ¯̺0, ̺1, ̺2, and f1,0 vary only along the
direction perpendicular to the surface, the dimensionality
of the original problem has been reduced considerably.
C. Behavior at large distances from the wall
Equations (12), (16), (18), (19), (22), (23), and (24)
form a complicated system of coupled nonlinear integro-
differential equations, which can be solved only numer-
ically. This requires discretization of the various pro-
files on a large but finite grid along the radial direction.
This approach requires assumptions concerning the pro-
files outside the numerical grid at large distances from
the wall. Here it is assumed that the one-point direct
correlation functions chsi (r) and c
att
i (r) decay rapidly to-
wards their bulk values chs,bi and c
att,b
i , respectively, such
that in Eqs. (11) and (12) the differences chsi (r) − chs,bi
and catti (r) − catt,bi can be neglected outside the numer-
ical grid. (See Appendix C for a detailed discussion of
the decay behavior of these one-point direct correlation
functions.) Global charge neutrality requires the vanish-
ing of the electric field E infinitely far away from the
wall [see the third line of Eq. (19)]. Since a numerical
grid can span only a finite distance from the wall, the so-
lution of Poisson’s equation (19) in the asymptotic range
outside the grid has to be determined, e.g., in terms of
a linearized theory and matched with the numerical so-
lution inside the grid. Therefore the electric fields E(r)
and Eaux(r) as well as the potentials Φ(r) and Φauxi (r)
are not required to vanish outside the numerical grid.
Instead it is assumed that at large distances from the
wall the electric fields and potentials are sufficiently small
to allow for a linearization of the exponential function
in Eqs. (11) and (12) such that the ELEs are given by
Eqs. (B6) and (B7) in Appendix B. It can be shown by
means of Eqs. (15)–(18) that for equally-sized ions and
weakly charged walls the quantities Ex−Eauxx , Ey−Eauxy ,
Ez − Eauxz , Φ− Φaux1 , and Φ−Φaux2 (i) exhibit the same
asymptotic decay behavior at large distances from the
wall (r → ∞) and (ii) are proportional to the surface
charge density (see Appendix B for details). We make
use of this property by introducing constants kE, kΦ1 ,
and kΦ2 ,
kΦi := − lim
r→∞
Φauxi (r)
Φ(r)
, kE := − lim
r→∞
Eaux(r)
E(r)
, (25)
for systems with weakly charged planar walls, where
E and Eaux denote the radial components of the elec-
tric fields. Since both numerators and denominators in
Eq. (25) exhibit the same decay behavior, as well as the
asymptotic proportionality to σ in the limit σ → 0, to
leading order the constants do not vary spatially and do
not depend on the surface charge density. It has turned
out numerically that the constants kE , kΦ1 , and k
Φ
2 as de-
termined for a weakly charged planar wall are valid for all
curvatures and surface charges used in the present study.
Moreover, we have found that this procedure works also
for small differences between the particle radii, which are
at most as large as the ones considered in the following.
By using Eq. (25) the asymptotically leading contribu-
tion to the auxiliary fields in Eqs. (B6) and (B7) in Ap-
pendix B can be expressed in terms of the constants kE ,
kΦ1 , and k
Φ
2 as well as the total electric potential Φ and
the radial component E of the total electric field. [Note
that the radial component of the electric field is the rel-
evant one (see Appendix A).] A treatment analogous to
the one in Sec. II B and in Appendix A leads to the ELEs
for the four relevant profiles
̺i(r) ≃ ̺bi
[
1− βqiΦ(r)
(
1 + kΦi
)]
, i ∈ {1, 2}, (26)
¯̺0(r) ≃ ̺b0 , (27)
f1,0(r) ≃ 1
3
√
3
4π
βm
(
1 + kE
)
E(r), (28)
which correspond to simplified versions of Eqs. (12), (23),
and (24). Equations (26)–(28) together with Poisson’s
equation (19) lead to a linearized, modified Poisson-
Boltzmann equation
∆Φ(r) ≃
e2Iβ
ǫ0ǫex
(
2 + kΦ1 + k
Φ
2
)
1 +
̺b0βm
2
3ǫ0ǫex
(
1 + kE
)Φ(r) = κ2Φ(r). (29)
8The requirement to recover the Debye length 1/κ in
Eq. (29) with
κ :=
√
2e2Iβ
ǫ0ǫ
, (30)
and with the total relative permittivity ǫ defines the ex-
cess relative permittivity
ǫex = ǫ
[
1 +
1
2
(
kΦ1 + k
Φ
2
)]− ̺b0βm2
3ǫ0
(
1 + kE
)
. (31)
Note that in the case of vanishing particle volumes, i.e.,
kΦ1 = k
Φ
2 = k
E = 0, and vanishing dipole moment
m = 0 the excess relative permittivity equals the total
relative permittivity ǫex = ǫ. The linearized modified
Poisson-Boltzmann equation (29) can be solved analyti-
cally within our geometries.
D. Choice of parameters
If lengths, charges, and energies are measured in units
of the Debye length 1/κ [Eq. (30)], the elementary charge
e, and the thermal energy 1/β = kBT , respectively, the
present model of a monovalent salt solution is specified
by the following eleven independent, dimensionless pa-
rameters: κr0, κr1, κr2, ̺
b
0/κ
3, I/κ3, κm/e, βu, κrc,
κR, σ/(eκ2), and ̺w/κ
3. This implies that those sys-
tems are equivalent, which exhibit the same values for
these dimensionless parameters. We note that for this
choice of forming dimensionless ratios the relative per-
mittivity ǫ is not an independent parameter but is ab-
sorbed in the expression of the Debye length [Eq. (30)].
The present study is focused on examining the influence
of the electrode geometry. Therefore and for illustra-
tion purposes, in the following some of these parameters
are fixed to certain, realistic values, i.e., they are cho-
sen such that, at best, they describe a realistic system.
Table I provides an overview of the corresponding dimen-
sionless parameters for two cases A and B. The choices
of the parameter values within each case and for the two
cases relative to each other are guided by adopting re-
alistic values for the corresponding dimensional quan-
tities. These would, for example, refer to an aqueous
electrolyte solution at room temperature T = 300K and
ambient pressure p ≈ 1013 hPa. The dipole moment
m = 1.85D ≈ 6.171×10−30Cm of the model solvent par-
ticles is chosen corresponding to the literature value ofm
for the water molecule [23, 24]. The relative permittivity
of water in static fields takes the value of ǫ = 77.7003 for
our chosen temperature [24]. The equation of state for
the pure solvent is derived from the functional Eq. (3)
in the bulk and is matched to the saturation properties
of liquid water at T = 300K, i.e., its saturation number
density and its pressure [25]. This fixes the particle ra-
dius of the solvent to r0 ≈ 1.552× 10−10m. In addition
the amplitude u and range rc of the attractive interaction
parameter case A case B
κr0 0.1617 0.05114
̺b0/κ
3 29.36 931.8
I/κ3 0.05329 0.1685
κm/e 0.04012 0.01269
βu −1.500 −1.500
κrc 0.5821 0.1841
̺w/κ
3 9.843 311.3
TABLE I: Two sets of values for those independent, dimen-
sionless parameters which we keep fixed for each case studied
numerically (see Sec. II D). The choice of values for the re-
maining dimensionless parameters [κr1, κr2, κR, and σ/(eκ
2)]
will be quoted for the corresponding numerical results. The
choices of the values of the dimensionless parameters given
in the table are guided by adopting realistic values for the
corresponding dimensional quantities (see the main text).
The values in case A assume the Debye length as 1/κ ≈
9.600 × 10−10 m and 1/κ ≈ 3.036 × 10−9 m in case B. Both
cases correspond to the energy scale β ≈ 2.414 × 1020 J−1,
i.e., T = 300K. The parameter values for case B emerge from
those of case A by multiplying the latter by (1/κA)/(1/κB)
and [(1/κB)/(1/κA)]
3, respectively, and by replacing IA by
IB = IA/10.
[Eq. (7)] are adjusted in order to obtain the best possi-
ble accordance between the first peak of the structure
factor of the present model and the corresponding data
for water determined by X-ray scattering (see Ref. [26]
and Ref. [783] therein). This way one obtains the val-
ues u ≈ −1.500× kBT and rc = 3.6 × r0; we recall that
within our approach the interaction potentials between
the substrate particles and the fluid particles are cho-
sen to be the same square well ones as the ones among
the fluid particles. Finally, in our model the homoge-
neous number density ̺w of the particles forming the
electrode enters into the strength of the attractive inter-
action [Eq. (8)] between the wall and the fluid particles.
Its value is estimated from the number density profile
of the pure solvent in contact with an uncharged planar
wall. The choice ̺w ≈ 1.112× 1028m−3 ensures that the
number density peak closest to the wall matches that of
water in contact with a single graphene layer [27]. Al-
though the value of ̺w is expected to depend on the cho-
sen electrode material, the aforementioned value leads to
a surprisingly good agreement also with the data corre-
sponding to an aqueous electrolyte solution at a charged
Ag-surface (see Fig. 4a in Ref. [28]). Case A corresponds
to an ionic strength I = 0.1M, i.e., to a Debye length
1/κ ≈ 9.600 × 10−10m, whereas case B corresponds to
I = 0.01M, i.e., 1/κ ≈ 3.036 × 10−9m. The pressure p
follows from the equation of state derived from the func-
tional Eq. (3) in the bulk with the equilibrium number
densities ̺b0 and I. The ELEs in the bulk relate the chem-
ical potentials µi [Eq. (3)] and the thermal wave lengths
Λi [Eq. (4)], i ∈ {0, 1, 2}, with bulk quantities which have
already been quoted at the beginning of the current Sub-
9sec. II D. Therefore, in this sense µi and Λi are not inde-
pendent variables. The solvent number density ̺b0 has to
be adjusted in order to render the required value of the
pressure p for all examined ionic configurations. How-
ever, these variations are marginal such that for given κ
the numerical value of ̺b0/κ
3 in Tab. I is valid with the
precision of four significant digits. We do not claim that
the present model is able to accurately describe liquid wa-
ter because it lacks crucial properties such as hydrogen
bonds and the tetrahedral shape of the water molecules.
Nevertheless, this procedure precludes one from choosing
arbitrary parameter values which correspond to “exotic”
or even unrealistic systems. In the following this type of
system, corresponding to the civ ilized model introduced
in Secs. II A–IIC, is abbreviated by “CIV”, possibly in
conjunction with additional parameter specifications or
modifications (e.g., a vanishing dipole moment, m = 0).
In the following the remaining dimensionless parameters
r1/r0, r2/r0, σ/(eκ
2), and κR are varied and their influ-
ence on the structure of the electrolyte solution is stud-
ied. The radii r1 and r2 of the ions are given in units of
the radius r0 of the solvent particles, which is equivalent
to providing them in units of 1/κ, and we choose either
r1 ≤ r0 ≤ r2 or r2 ≤ r0 ≤ r1. By choosing special values
for some of the parameters, other well known models can
be obtained within the described framework. For the re-
stricted primitive model (RPM) one has r1 = r2, m = 0,
βu = 0, and ̺b0 = 0, and for the Poisson-Boltzmann
(PB) description one has r1 = r2 = 0, m = 0, βu = 0,
and ̺b0 = 0.
III. DISCUSSION
In Fig. 1 various profiles relevant for the electrostat-
ics are displayed as functions of the distance z from a
charged planar wall. The CIV model, within which all
particles have the same radius, and PB (see Sec. II D)
are compared with each other. The electrode is posi-
tively charged and consequently the electrostatic poten-
tial Φ [Fig. 1(a)] has a positive value at the wall. Quali-
tatively there are no significant differences in Φ between
PB and CIV and even quantitatively both models lead
to similar results. This is in contrast to the charge den-
sity [Fig. 1(b)]. Within the microscopic CIV the centers
of the fluid particles cannot get closer to the wall than
their own radius. Hence, there is a discontinuity at the
distance of contact. Furthermore, again due to the non-
vanishing particle volumes, the charge density exhibits
a layered structure close to the wall. For clarity of the
presentation the solvent profile ¯̺0(z) is not shown here.
However, it is noteworthy that the high density of the sol-
vent particles contributes considerably to the pronounced
layering of the charge density. It is remarkable that the
oscillating behavior of the charge density corresponds to
a rather smooth potential Φ. In contrast, in the case
of PB, within which the particle volumes are neglected,
the charge density exhibits a monotonic behavior. The
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FIG. 1: Reduced electrostatic potential βeΦ [panel (a)], re-
duced charge density (̺1 − ̺2)/I [panel (b)], and component
P/(10−2eκ2) of the reduced polarization in the direction nor-
mal to the wall [Eq. (22), panel (c)] as functions of the re-
duced distance κz from a planar electrode with reduced sur-
face charge density σ/(eκ2) ≈ 0.153. The CIV model and PB
corresponding to case A (see Sec. IID) are compared with
each other. The insets reveal that at large distances from
the wall the displayed profiles of both models exhibit an ex-
ponential decay on the scale of the Debye length 1/κ. The
specifications given in panel (a) apply for (b) and (c), too.
polarization, the component P of which in the direction
normal to the wall [Eq. (22)] is shown in Fig. 1(c), is
identically zero in PB. Within CIV also this profile has
a layered structure close to the wall. Its positive value
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FIG. 2: Same as Fig. 1 but for a larger value σ/(eκ2) ≈ 1.53
of the reduced surface charge density.
is in accordance with expectation because it corresponds
to dipoles, which, on average, point away from the pos-
itively charged wall. The discontinuity at contact with
the wall causes the slight kink in Φ at the same distance
[see Eq. (19)]. At large distances from the wall both mod-
els exhibit a monotonic exponential decay on the scale of
the Debye length 1/κ.
Figure 2 shows results for the same models as in Fig. 1
but for a larger value of the reduced surface charge den-
sity. As expected, the larger surface charge density leads
to an increase of the absolute values of the shown pro-
files. In addition nonlinear effects are more pronounced
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FIG. 3: Component P/(10−2eκ2) of the reduced polarization
in normal direction [Eq. (22), panel (a)] and reduced charge
density (̺1 − ̺2)/I [panels (b) and (c)] of an electrolyte so-
lution as functions of the reduced distance κz from an un-
charged planar electrode at z = 0. The system is described
by case A in the CIV model (see Sec. IID). Unequal parti-
cle radii give rise to nonzero profiles of the charge density
although the wall is not charged. Panel (c) provides an en-
larged view of the charge density close to the wall. There
the data are plotted in the form of circles on the numerical
grid points only and the connecting straight lines are drawn
to guide the eye. The specifications given in panel (a) apply
for (b) and (c), too. For further discussions of the panels and
in particular of the arrows in (c) see the main text.
than in Fig. 1. This is clearly visible in the insets of panel
(b): in Fig. 1 the PB result for the reduced charge den-
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sity is almost a straight line which is in accordance with
the linearized PB equation; in Fig. 2 deviations from an
exponential behavior occur. The layering of the reduced
charge density [Fig. 2(b)] and of the component of the
reduced polarization in the direction normal to the wall
[Fig. 2(c)] within the CIV model is less pronounced in
the case of high surface charges. That is, in comparison
with Fig. 1, the peak closest to the wall is large relative
to the subsequent peaks. For large distances from the
wall, PB predicts a larger value for both the potential
[Fig. 2(a)] and the absolute value of the charge density
[inset of Fig. 2(b)] than the CIV model does. However,
at contact with the electrode the order is reversed.
Figure 3 shows results for the CIV model for various
particle radii. The profiles are shown as functions of the
distance z from an uncharged planar wall. If all radii are
equal, i.e., r1/r0 = r2/r0 = 1, there is no electric field
present and the profiles of the charge density and the
polarization in Fig. 3 vanish identically due to symme-
try reasons. This changes in the case of different values
of the radii. Figure 3(c) provides an enlarged view of
the charge density close to the wall. (Due to the large
zoom factor there the points of the numerical grid be-
come visible.) The arrows pointing downwards indicate
the reduced positions of closest approach of the ions (κr1
and κr2). The colors of the arrows and their labels corre-
spond to the colors of the keys. The arrow pointing up-
wards indicates the reduced position of closest approach
of the solvent particles (κr0) which is the same for all
systems shown there. The space between the electrode
surface z = 0 and the point of closest approach (κr2) of
the smaller ions (here negative) cannot be penetrated by
any particle; in this region the charge density is identi-
cally zero. Subsequently, in the direction away from the
wall the charge density is negative because only negative
ions can approach that space. This holds up to the point
beyond which the positive ions are able to penetrate that
space (κr1); there the charge density becomes positive.
The further behavior is visible in Fig. 3(b) which shows
a high but narrow positive peak. The inset of Fig. 3(b)
reveals that this positive charge is compensated by the
subsequent wide region of negative charge density such
that global charge neutrality is fulfilled. The polarization
[Fig. 3(a)] has a discontinuity at the position z = r0, i.e.,
at the point of closest approach of the solvent particles.
In Fig. 3(c), the arrow pointing upwards indicates this
position κr0. Because the value of the radius of the sol-
vent particles is chosen to be in between the values of
the radii of the ions, the discontinuity of the polarization
(κr0) is located to the right of the point of closest ap-
proach of the negative ions (κr2) and to the left of the
point of closest approach of the positive ions (κr1).
In the following we discuss the properties of an elec-
trolyte solution in contact with an electrode in terms of
the differential capacitance [5]
C :=
∂σ
∂Φ(r)|A (32)
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FIG. 4: Reduced differential capacitance C/(ǫ0ǫκ) as a func-
tion of the reduced surface charge density σ/(eκ2) of a planar
electrode. The electrolyte solution corresponding to case A is
described as indicated by various models in which the ionic
radii are chosen to be equal (r1 = r2, see Sec. IID).
which is the change of the surface charge density σ upon
varying the (constant) potential at the wall Φ(r)|A taken
relative to its bulk value. Within the present study the
ELEs in Sec. II B are solved for various values of the sur-
face charge density σ. Together with the solutions of the
ELEs the electric potential Φ [Eq. (17)] is known. The
relation between the potential at the wall and σ is used in
order to determine C [Eq. (32)] numerically. The differ-
ential capacitance is experimentally accessible, e.g., via
cyclic voltammetry, chronoamperometry, and impedance
spectroscopy [4]. It contains integrated properties of the
structure of the electrolyte solution (see, e.g., Figs. 1–3).
This facilitates the comparison with other models and the
analysis of the influence of the parameters r1/r0, r2/r0,
σ/(eκ2), I/κ3, and κR.
Figure 4 depicts results of various models in which the
ionic radii are chosen to be equal (r1 = r2, see Sec. II D).
The electrolyte solution is in contact with a planar elec-
trode the rescaled surface charge density σ of which is
the horizontal axis. Here and in the following, the dif-
ferential capacitance is plotted in units of the double-
layer capacitance ǫ0ǫκ which facilitates comparison with
Gouy-Chapman results (see also Ref. [1]). Within the
range shown, all displayed curves exhibit the same char-
acteristics as the PB result: for small σ the differential
capacitance attains a constant with zero slope. Upon
increasing σ also the capacitance increases; the main dif-
ferences between the models are borne out within this
range. The two indicated CIV results differ with re-
spect to the strength of the dipole moment m: in one
case (black solid line) the latter is chosen according to
Sec. II D and in the other case (orange dashed line) it
is set to zero. The two curves almost coincide and only
for large values of σ a small deviation is visible. Hence,
for these two systems the influence of the dipole moment
is relatively weak. This finding is in accordance with
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FIG. 5: Reduced differential capacitance C/(ǫ0ǫκ) as a func-
tion of the reduced surface charge density σ/(eκ2) of a pla-
nar electrode. The electrolyte solution is described within
the CIV model in case A (see Sec. II D). Curves with the
same shade of gray correspond to the same set of ion size
ratios {r1/r0, r2/r0} where the cations are the larger ions
(r1/r0 > r2/r0) for dotted curves whereas the anions are the
larger ions (r1/r0 < r2/r0) for dashed curves. The PB result
turns out to be close to the solid black curve (see Fig. 4).
previous studies of the differential capacitance [7, 15]
as well as of wetting phenomena [13] for which the ex-
plicit dipole description turned out to have a relatively
small effect. The agreement between the simple PB and
the comparatively complex CIV models throughout the
studied range is remarkable, in particular when taking
into account that RPM, endowed with an intermediate
degree of complexity, clearly shows deviations from the
otherwise common trend. An explanation for this obser-
vation could be that within CIV and PB all particles of
the electrolyte solution are described consistently on the
same footing whereas within RPM they are not: within
PB all particles are pointlike and within the displayed
cases of CIV the particles are treated as hard spheres
of equal radii. In contrast, within RPM the solvent is
a structureless continuum and the ions are described as
hard spheres of finite size.
In Fig. 5 the influence of various choices for the ionic
radii is examined within CIV: the solid curve corresponds
to the case in which all radii are equal whereas they are
unequal for the other curves. In the limit of an uncharged
(σ → 0) electrode the capacitance increases with increas-
ing difference between the ionic radii. Curves with the
same shade of gray correspond to the same set of ion size
ratios {r1/r0, r2/r0} where the cations are the larger ions
(r1/r0 > r2/r0) for dotted curves whereas the anions are
the larger ions (r1/r0 < r2/r0) for dashed curves. As
expected, curves of the same shade concur at the verti-
cal axis: For σ → 0 swapping the ion radii is equivalent
to flipping the sign of all charges and the latter does not
change the differential capacitance C [see Eq. (32)]. How-
ever, for a charged electrode (σ > 0) this equivalence does
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FIG. 6: Reduced differential capacitance C/(ǫ0ǫκ) as a func-
tion of the dimensionless curvature 1/(κR) of spherical elec-
trodes. The electrolyte solution corresponding to case A (see
Sec. IID) is described by the same models as the ones used
in Fig. 4. The value of the reduced surface charge density is
σ/(eκ2) ≈ 1.527. The planar limit [1/(κR) = 0] corresponds
to that planar electrode in Fig. 4 with the highest surface
charge density.
not hold and for the differential capacitance two branches
occur. If the positive ions are the smaller (larger) parti-
cles, the capacitance curve exhibits (non-)monotonic be-
havior within the investigated interval of σ. Compared
to the models in Fig. 4, where the ionic radii are cho-
sen to be equal, the decrease of C for small values of σ
is a new feature in Fig. 5 for r1/r0 > 1 and r2/r0 < 1.
On the other hand, for r1/r0 < 1 and r2/r0 > 1 the ca-
pacitance increases rapidly thus leading to values of C
larger than those for the cases shown in Fig. 4. Due to
the symmetries of the present model the differential ca-
pacitance fulfills the relation C(r1, r2, σ) = C(r2, r1,−σ),
where the first, second, and third argument are the cation
radius, the anion radius, and the surface charge density,
respectively. That is, if the capacitance is known for a
particular system, the same capacitance is obtained for a
system in which the values of the ionic radii are swapped
and the surface charge density is taken to be opposite.
This explains why curves with the same shade of gray
meet at σ = 0 in Fig. 5. Moreover the above relation
enables one to extend the curves in Fig. 5 to negative
values of σ. For unequal values of the ionic radii the re-
sulting curve has a minimum at a certain nonzero value
of σ and the curve is not symmetric with respect to this
minimum. The shape of such a curve is in better qualita-
tive agreement with experimental findings than the curve
for r1 = r2 which is symmetric around the minimum at
σ = 0 (see, e.g., Ref. [29]).
So far the focus has been on planar electrodes (see
Figs. 1–5). In Fig. 6 the same models as in Fig. 4 are
used in order to investigate electrolyte solutions in con-
tact with spherical electrodes of various radii R. The
surface charge density of σ/(eκ2) ≈ 1.527 is chosen such
13
0
1
3
5
7
0 1 2 3 4 5 6
C
/
(ǫ
0
ǫκ
)
1/(κR)
CIV, r1/r0 = 1 = r2/r0, case A
σ
σ/(eκ2) ≈ 1.527
σ/(eκ2) ≈ 1.147
σ/(eκ2) ≈ 0.7679
σ/(eκ2) ≈ 0.3824
σ/(eκ2) ≈ 0.003059
FIG. 7: Reduced differential capacitance C/(ǫ0ǫκ) as a func-
tion of the dimensionless curvature 1/(κR) of spherical elec-
trodes. The displayed data correspond to an electrolyte so-
lution described by case A in the CIV model (see Sec. II D)
with equal particle radii r1/r0 = 1 = r2/r0. Each curve cor-
responds to a certain value of the surface charge density σ.
The vertical arrow indicates the direction of increasing σ.
that the planar limit, i.e., for zero curvature 1/(κR) = 0,
corresponds to that planar electrode in Fig. 4 with the
largest surface charge density. In this planar limit PB
and CIV (dotted and solid black line in Fig. 4, respec-
tively) yield almost the same value for the differential
capacitance. However, in Fig. 6 differences between the
two models appear for nonzero curvatures, i.e., finite elec-
trode radii: PB predicts larger values for the capacitance
than CIV. Hence, compared with the situation at planar
electrodes, where PB is a surprisingly accurate approxi-
mation for CIV with equal particle radii, at curved elec-
trodes larger deviations occur. It is likely that these dif-
ferences originate from the hard-sphere character of the
particles within CIV. As within PB, the charged elec-
trode interacts with the charges of the ions and denies
them access to a certain R-dependent volume. However,
in the case of CIV in addition the layering of the parti-
cles is influenced by varying the radius of the electrode.
A mechanism of such kind is not present within PB. This
might explain, why between CIV and PB there are differ-
ences in the curvature dependences and why the impor-
tance of microscopic details hinges on the geometry of the
electrode. Again (as in Fig. 4) the two CIV results shown
in Fig. 6 are close to each other indicating that within
CIV the dipole moment has no significant effect on the ca-
pacitance. Since already at a planar wall RPM exhibits
clear deviations from the other models (see Fig. 4), it
does not come as a surprise, that the curve predicted by
it deviates considerably also at spherical electrodes (see
Fig. 6). For small wall radii the various models seem to
attain a linear dependence on curvature and, compared
with intermediate values of the curvature, these lines are
relatively close to each other.
Figures 7–13 display the differential capacitance C
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FIG. 8: Same as Fig. 7 for case B (see Sec. II D).
of spherical electrodes as a function of their curvature
1/(κR). The corresponding data are obtained within
CIV (see Sec. II D) and each curve corresponds to a fixed
value of the surface charge density σ. For 1/(κR) = 0
the capacitance values reduce to the corresponding ones
for a planar wall. For the largest curvatures considered,
the radius of the electrode approximately equals the radii
of the fluid particles. It is remarkable that all systems
studied exhibit a common behavior for large curvatures:
irrespective of the value of σ all curves converge to the
graph corresponding to σ → 0. However, the dependence
on σ becomes non-trivial for small curvatures. A similar
general behavior for large curvatures has been observed
in part I [1] of our study, where the PB model is dis-
cussed in detail. There it is possible to show analytically,
that for sufficiently small radii (i.e., large curvatures) of
the electrode the linearized version of the PB equation
is a reliable description. Within the linearized PB the-
ory the electrode potential is proportional to the surface
charge density and hence the differential capacitance is
independent of σ. This explains within PB, why at large
curvatures the dependence of the capacitance C on σ
disappears. It is not possible to analytically analyze the
CIV model as detailed as PB. However, the data from
the CIV model in the present study reveal the same be-
havior as in the PB model, i.e., the dependence of C
on σ weakens for large curvatures. Furthermore, Fig. 14
demonstrates that the capacitance C at large curvatures
is also independent of the radii of the particles. Hence
the capacitance exhibits a general behavior for large cur-
vatures which is independent of σ and of the particle
radii.
Figures 7–9 are related because in the cases studied
there the radii of all particles are chosen to be equal.
Compared with Fig. 7, in Fig. 8 the ionic strength is re-
duced, and in Fig. 9 the dipole moment is set to zero.
Qualitatively these three systems exhibit similar curves
and their shapes resemble the results obtained within the
pure PB approach in part I [1] of this study. Quanti-
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FIG. 9: Same as Fig. 7 for m = 0.
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FIG. 10: Same as Fig. 7 for r1/r0 = 0.9 and r2/r0 = 1.1.
tatively, however, the distinct models render deviations
which are visible most clearly in Fig. 6, where various ap-
proaches are compared for one fixed value of the surface
charge density. Again, the results are only weakly af-
fected by the strength of the dipole moment: the graphs
in Fig. 7 (with the dipole moment chosen as in Sec. II D)
and Fig. 9 (no dipole moment) differ only slightly. Also
in the case of planar walls (see Fig. 4 and Refs. [7, 13, 15])
the explicit dipole description turned out to have only a
small effect. It would be interesting to counter-check
this finding with alternative approaches such as com-
puter simulations. Thereby it might be possible to clar-
ify, whether the aforementioned small differences in the
capacitance originate from an insufficient description of
the dipoles or whether already simpler models are capa-
ble to capture sufficiently accurately the relevant struc-
ture of an electrolyte solution. In this case it might be
justified to skip the comparatively sophisticated descrip-
tion of the dipoles. Simulations for models, which take
dipoles explicitly into account, have already been car-
ried out. In Ref. [30] results for mixtures of hard spher-
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FIG. 11: Same as Fig. 7 for r1/r0 = 0.85 and r2/r0 = 1.15.
0
1
3
5
7
0 1 2 3 4 5 6
C
/
(ǫ
0
ǫκ
)
1/(κR)
CIV, r1/r0 = 1.05, r2/r0 = 0.95,
case A
σ
σ/(eκ2) ≈ 1.527
σ/(eκ2) ≈ 1.147
σ/(eκ2) ≈ 0.7679
σ/(eκ2) ≈ 0.3824
σ/(eκ2) ≈ 0.003059
FIG. 12: Same as Fig. 7 for r1/r0 = 1.05 and r2/r0 = 0.95.
ical ions and dipoles in contact with charged walls are
presented in terms of spatially varying profiles. Refer-
ence [31] summarizes several simulation studies concern-
ing the effective interaction between two charged surfaces
separated by a solution described by ions dissolved in a
Stockmayer fluid which is a Lennard-Jones fluid with an
embedded point-dipole. However, computer simulations
of ion-dipole mixtures are regarded to be technically dif-
ficult [30]. Possibly, this is the reason why, to our knowl-
edge, numerical capacitance data derived from models
with and without explicit dipole description had not yet
been compared with each other, as it is done, e.g., in
Fig. 4.
Unequal particle radii can give rise to qualitatively dif-
ferent behaviors which may be discussed according to the
sizes of the ionic species. In the case that the positive
ions are the smaller particles (Figs. 10 and 11) the ca-
pacitance in the planar limit 1/(κR)→ 0 increases with
increasing difference in the particle radii. Moreover the
graphs become more concave (from below) for small cur-
vatures and in particular for large surface charge densi-
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FIG. 14: Reduced differential capacitance C/(ǫ0ǫκ) as a func-
tion of the dimensionless curvature 1/(κR) of spherical elec-
trodes with rescaled surface charge density σ/(eκ2) ≈ 1.527.
The electrolyte solution corresponding to case A is described
within the CIV model (see Sec. IID). Curves with the same
shade of gray correspond to the same set of ion size ratios
{r1/r0, r2/r0} where the cations are the larger ions (r1/r0 >
r2/r0) for dotted curves and the anions are the larger ions
(r1/r0 < r2/r0) for dashed curves.
ties. In the case that the positive ions are the largest
particles (Figs. 12 and 13) the capacitance in the planar
limit shows a more complex behavior (see also Fig. 5): for
σ → 0 the capacitance increases with increasing differ-
ence in the particle radii. However, for intermediate and
large values of σ, the capacitance decreases upon increas-
ing the particle size difference. As a consequence, some
curves approach the graph for σ → 0 from below (see,
e.g., the (green) graph for σ/(eκ2) ≈ 0.3824 in Fig. 13),
whereas in the most other cases the convergence is from
above (see Figs. 7–11).
Already in the case of planar electrodes it has become
apparent that a variation of the particle radii has a rela-
tively strong effect on the shape of capacitance data (see
Figs. 4 and 5). This finding is confirmed for the case
of spherical electrodes when comparing the data corre-
sponding to unequal particle radii (Figs. 10–13) with the
data corresponding to equal particle radii (Figs. 7–9),
upon varying the ionic strength I or the dipole moment
m. The difference in particle radii has a strong influence
on the charge distribution because the smallest species
can approach the wall closest. For a planar wall this be-
havior is captured in Fig. 3. For spherical electrodes the
interplay of these steric effects with electrostatic inter-
actions is influenced additionally by the radius R of the
electrode which increases the complexity and gives rise
to the various shapes of the presented capacitance data.
Figure 14 facilitates the comparison of distinct data sets.
The solid curve corresponds to the case in which all radii
are equal whereas the radii are unequal for the cases cor-
responding to the other curves. For large curvatures the
curves approach each other and exhibit a common be-
havior independent of the chosen particle radii. In view
of the limiting behavior at large curvatures, as shown in
Figs. 7–13, the common behavior at large curvatures is
also independent of the surface charge density. At this
stage it is already known that the simple PB model is
a rather good approximation for CIV with equal parti-
cle radii in the limit of small electrode radii (see Fig. 6).
Furthermore, in part I [1] of this study it is shown that
in the limit of large curvatures these results are in ac-
cordance with the linearized PB description. Combined
with the insight obtained from Fig. 14 it seems that for
1/(κR) ≫ 1 the linearized PB model might be an ade-
quate approximation for all systems displayed in Fig. 14.
This finding might be interesting for describing small
electrodes or highly curved parts of electrodes.
IV. SUMMARY
We have analyzed the electric double layer (EDL) of
an electrolyte solution in contact with electrodes of pla-
nar or spherical shape. Inspired by the study of Oleksy
and Hansen [13] the electrolyte solution is described in
terms of density functional theory (DFT) based on the
functional given in Eq. (3). This approach, which is a
certain version of the so-called civ ilized model (CIV, see
Sec. II D), takes into account all particle species on equal
footing. All particles are modelled as hard spheres with
non-vanishing volumes, embedded charges (in the cases
of the monovalent anions or cations) or point-dipoles (in
the case of the solvent molecules), and with an attrac-
tive interaction amongst all particles which enables one
to discuss an electrolyte solution in the liquid state under
realistic ambient conditions. This microscopic model is a
possible extension of the mesoscopic Poisson-Boltzmann
(PB) approach, which was used in part I of our study
[1] in order to discuss EDLs at curved electrodes. Close
16
to the wall the microscopic description gives rise to a
layering behavior of the charge density and of the polar-
ization (see Figs. 1–3) whereas the PB approach renders
monotonic profiles only. As in part I [1] the structural
features of the EDL enter into the differential capacitance
C [Eq. (32)] which facilitates the comparison of various
models with each other or to evaluate the influence of
various system parameters such as particle radii, dipole
moment of the solvent molecules, ionic strength, surface
charge density, and electrode radius. At the planar wall
and for equal radii of all particles, PB and CIV lead to
similar values for the capacitance (see Fig. 4). Since com-
pared with CIV (see Sec. II D) PB neglects many micro-
scopic details, this finding is not obvious. Against this
background, in its turn it is remarkable, that in the case
of spherical electrodes of finite radii R the agreement be-
tween the predictions of the two models deteriorates (see
Fig. 6), i.e., the relevance of microscopic details, cap-
tured by the CIV model, depends on the geometry of
the electrode. The restricted primitive model (RPM),
in which the particles are not treated on equal footing,
clearly exhibits a different trend in comparison with the
other models (see Figs. 4 and 6). In the case of spherical
electrodes the capacitance data obtained within CIV for
equal particle radii are qualitatively similar to the PB re-
sults of part I [1] of this study (see Figs. 7–9). Neverthe-
less there are quantitative differences (see Fig. 6). Con-
sidering the dipoles explicitly has no large effect (com-
pare the two curves labelled with CIV in Figs. 4 and 6 or
compare Fig. 7 with Fig. 9). Qualitative and relatively
large quantitative differences occur if the particle radii
are unequal. This is the case both for planar electrodes
[see Fig. 5 where the PB result turns out to be close to
the solid black curve (see Fig. 4)] and for spherical elec-
trodes (compare Fig. 7 with Figs. 10–13). However, the
differences are borne out only for small and intermediate
curvatures 1/(κR). For large curvatures the capacitance
curves of all considered cases exhibit a common behavior
and converge to the limiting graph valid for small surface
charge densities σ → 0, i.e., in this limit the behavior be-
comes independent of σ (see Figs. 7–13). Moreover, this
behavior becomes also independent of the choice of the
particle radii (see Fig. 14). For 1/(κR) ≫ 1 the simple
linearized PB model appears to be an adequate approxi-
mation of the relatively complex CIV. We conclude that
the geometry of the electrode determines the relevance of
microscopic details. Apart from the limit of small elec-
trode radii, for which a general behavior is observed, PB
provides acceptable estimates in the case of equal particle
sizes and large electrode radii.
Appendix A: Derivation of the ELEs for the solvent in the form of Eqs. (23) and (24)
Equations (23) and (24) follow from the ELE (11) which contains all information needed about the solvent. It can
be written as
̺0(r,ω) = ζ(r) exp {βmω · [E(r)−Eaux(r)]} ,
ζ(r) :=
̺b0
4π
exp
[
−βV0(r) + chs0 (r)− chs,b0 + catt0 (r)− catt,b0
]
.
(A1)
Due to the dependence of Eq. (A1) on both the position r and the orientation ω, in general the equation has to be
solved in a high-dimensional space. In order to reduce the dimensionality of the problem we focus only on the relevant
information contained in Eq. (A1). With Eq. (A1) and the definition of the orientationally integrated number density
¯̺0(r) of the solvent [Eq. (2)] one has
¯̺0(r) = ζ(r)
∫
d2ω exp {βmω · [E(r)−Eaux(r)]} . (A2)
In order to carry out the angular integration in Eq. (A2) the orientation vector ω [Eq. (1)] is represented in a coordinate
system the polar axis of which points into the radial direction away from the wall, i.e., the polar axis is parallel to
the electric fields E(r) and Eaux(r). Therefore the scalar product in Eq. (A2) reduces to
βmω · [E(r)−Eaux(r)] = βm [E(r)− Eaux(r)] cos(ϑ) = a(r) cos(ϑ),
a(r) := βm [E(r)− Eaux(r)] , (A3)
so that
¯̺0(r) = ζ(r)
2π∫
0
dϕ
π∫
0
dϑ sin(ϑ) exp [a(r) cos(ϑ)] = ζ(r)4π
sinh[a(r)]
a(r)
, (A4)
which is equivalent to Eq. (23).
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For this orientation of the coordinate system, the normal component P [Eq. (22)] of the polarization only depends
on the coefficient f1,0(r) of the expansion in Eq. (20):
f1,0(r) =
∫
d2ω Y ∗1,0(ϑ, ϕ)f(r,ω) =
√
3
4π
∫
d2ω cos(ϑ)
̺0(r,ω)
¯̺0(r)
=
√
3
4π
a(r)
4π sinh[a(r)]
∫
d2ω cos(ϑ) exp {βmω · [E(r)−Eaux(r)]}
(A5)
where the asterisk ∗ denotes the complex conjugate. In order to carry out the angular integration in Eq. (A5) the
scalar product therein is treated like in Eq. (A3) such that one obtains
f1,0(r) =
√
3
4π
a(r)
4π sinh[a(r)]
2π∫
0
dϕ
π∫
0
dϑ sin(ϑ) cos(ϑ) exp [a(r) cos(ϑ)] =
√
3
4π
{
coth[a(r)]− 1
a(r)
}
=
√
3
4π
L[a(r)],
(A6)
which is equivalent to Eq. (24).
Appendix B: Asymptotic behavior at large distances from the wall
In Sec. II B the full ELEs are presented in Eqs. (11) and (12) which provide the most general description of the
model. From them the relevant reduced Eqs. (12), (23), and (24) are derived in Sec. II B. They have to be solved
numerically on a large but finite grid along the radial direction. However, beyond the finite grid radial cutoff, the
position of which is characterized by the length rg in this Appendix, assumptions concerning the profiles have to be
made. Here we focus on these assumptions and on the resulting behavior at large distances from the wall, where the
external potentials [Eq. (9)] are identically zero and where it can be assumed that the quantities
∆E(r) := E(r)−Eaux(r), (B1)
∆Φi(r) := Φ(r)− Φauxi (r), i ∈ {1, 2}, (B2)
and
∆chs,atti (r) := c
hs
i (r)− chs,bi + catti (r)− catt,bi , i ∈ {0, 1, 2}, (B3)
are sufficiently small to allow for linearization of the exponential functions in Eqs. (11) and (12). The following
considerations focus on the general case of a spherical wall; the corresponding results for a planar wall can be
obtained from taking the limit of infinite wall radius. With this, at large distances from the wall the ELEs (11) and
(12) take the form
̺0(r,ω)
∣∣∣
|r|>rg
≃ ̺
b
0
4π
[
1 + ∆chs,att0 (r) + βmω ·∆E(r)
]
, (B4)
and
̺i(r)
∣∣∣
|r|>rg
≃ ̺bi
[
1 + ∆chs,atti (r)− βqi∆Φi(r)
]
, i ∈ {1, 2}. (B5)
Within this Appendix the focus is on the spatial decay of the electrostatic quantities ∆Φi(r) and ∆E(r) which follow
from Eqs. (15)–(18). These expressions are independent of the contribution ∆chs,att0 (r). The latter can enter ∆Φi(r)
and ∆E(r) only via the polarization P (r). However, due to the angular integration in Eq. (14), terms in ̺0(r,ω)
which are independent of the orientation ω, such as ∆chs,att0 (r) in Eq. (B4), do not contribute to P (r). In the limit
of equal radii of the ions, r1 = r2, the contributions ∆c
hs,att
i (r), i ∈ {1, 2}, are equal and drop out of the sums in
the first terms of Eqs. (15)–(18) due to the same absolute value of the ionic charges q1 = −q2. In this limit, as it
will turn out in the following, the electrostatic contributions ∆E(r) and ∆Φi(r) exhibit the same decay behavior.
The corresponding length scale is set by the Debye length 1/κ [Eqs. (29) and (30)]. In Appendix C the asymptotic
decay behavior of ∆chs,atti (r) is discussed. There it is shown that in the limit of equal particle radii the one-point
direct correlation functions decay on the length scale of the bulk correlation length ξ emerging due to the presence of
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the hard spherical and attractive interactions. Except very close to critical points, at which ξ diverges, ξ is typically
much smaller than 1/κ such that the contributions ∆chs,atti (r) decay rapidly towards zero and can be neglected in
Eqs. (B4) and (B5) for large distances from the wall. This can be expected to hold also for small differences between
the particle radii which is the limit we focus on in the present study. Accordingly, our approximation for the ELEs
at large distances from the wall reads
̺0(r,ω)
∣∣∣
|r|>rg
≃ ̺
b
0
4π
[1 + βmω ·∆E(r)] (B6)
and
̺i(r)
∣∣∣
|r|>rg
≃ ̺bi [1− βqi∆Φi(r)] , i ∈ {1, 2}. (B7)
Equations (15)–(18) are discussed in detail now. For this purpose the original integration domain R3\V is extended
to R3. Note that within V the integrands are identically zero for r1 = r2. The extended domain R3 is split into a
region |r| ≤ rg close to the wall, where the full solutions are known, and into a region |r| > rg further away from the
wall, where the number densities are approximated either as in Eqs. (B4) and (B5) in the limit of equal ionic radii,
or as in Eqs. (B6) and (B7) under the assumption of negligible one-point direct correlation function differences. This
leads to
∆Eα(r) ≃ h
[
−
2∑
i=1
βq2i ̺
b
i
∫
R3
d3r′K
(1)
αi (d)∆Φi(r
′)− βm
2̺b0
3
z∑
γ=x
∫
R3
d3r′K(2)αγ (d)∆Eγ(r
′) + S(1)α (r)
]
, α ∈ {x, y, z},
(B8)
and
∆Φi(r) ≃ h
[
−
2∑
j=1
βq2j̺
b
j
∫
R3
d3r′K
(0)
ij (d)∆Φj(r
′) +
βm2̺b0
3
z∑
α=x
∫
R3
d3r′K
(1)
αi (d)∆Eα(r
′) + S
(0)
i (r)
]
, i ∈ {1, 2},
(B9)
with
K
(0)
ij (r) :=
1
|r|Θ[|r| − (ri + rj)], i, j ∈ {1, 2}, (B10)
K
(1)
αi (r) :=
rα
|r|3Θ[|r| − (r0 + ri)], α ∈ {x, y, z}, i ∈ {1, 2}, (B11)
K(2)αγ (r) :=
(
δαγ
|r|3 −
3rαrγ
|r|5
)
Θ(|r| − 2r0), α, γ ∈ {x, y, z}, (B12)
S
(0)
i (r) :=
2∑
j=1
∫
|r′|≤rg
d3r′
qj
|d|
{[
̺j(r
′)− ̺bj
]
+ βqj̺
b
j∆Φj(r
′)
}
Θ[|d| − (ri + rj)]
+
∫
|r′|≤rg
d3r′
[
P (r′) · d
|d|3 −
1
3
̺b0βm
2∆E(r
′) · d
|d|3
]
Θ[|d| − (r0 + ri)]
+
∫
A
d2r′
σ
|d|Θ(|d| − ri), i ∈ {1, 2}, d = r − r
′,
(B13)
S(1)α (r) :=
2∑
i=1
∫
|r′|≤rg
d3r′ qi
dα
|d|3
{[
̺i(r
′)− ̺bi
]
+ βqi̺
b
i∆Φi(r
′)
}
Θ[|d| − (r0 + ri)]
−
∫
|r′|≤rg
d3r′
{[
Pα(r
′)
|d|3 −
3dαP (r
′) · d
|d|5
]
− 1
3
̺b0βm
2
[
∆Eα(r
′)
|d|3 −
3dα∆E(r
′) · d
|d|5
]}
Θ(|d| − 2r0)
+
∫
A
d2r′ σ
dα
|d|3Θ(|d| − r0), α ∈ {x, y, z},
(B14)
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and
h :=
1
4πǫ0ǫex
. (B15)
In the limit r1 = r2 the expressions of S
(0)
i and S
(1)
α are odd functions of σ. That is, for small surface charge densities
σ → 0 both contributions are of the order O(σ). We will refer to this property at the end of this Appendix. Note that
δαγ is the Kronecker symbol and the abbreviation d = r − r′ for the spatial offset is still valid. The Greek indices
α, γ denote the vector components x, y, z whereas the Latin indices i, j denote the ion species 1, 2. For example, the
first term of Eq. (B8) can be derived as follows: from Eqs. (15) and (16) one obtains
E(r)−Eaux(r) = ∆E(r) (B16)
=
2∑
i=1
∫
R3
d3r′
qi
4πǫ0ǫex
d
|d|3
[
̺i(r
′)− ̺bi
]
[1−Θ(r0 + ri − |d|)] + . . .
=
1
4πǫ0ǫex
2∑
i=1
∫
R3
d3r′ qi
d
|d|3
[
̺i(r
′)− ̺bi
]
Θ[|d| − (r0 + ri)] + . . . .
In the next step, the asymptotic expression for the density profiles at large distances |r| > rg from the wall [Eq. (B5)
or (B7)] is used. We note that q1̺
b
1 + q2̺
b
2 = 0 due to local charge neutrality. The equation is written in terms of
each component α ∈ {x, y, z} of the electric field:
∆Eα(r) ≃ 1
4πǫ0ǫex
{
2∑
i=1
∫
|r′|≤rg
d3r′ qi
dα
|d|3
{ [
̺i(r
′)− ̺bi
]− ̺bi [∆chs,atti (r′)− βqi∆Φi(r′)]}Θ[|d| − (r0 + ri)]
+
2∑
i=1
∫
R3
d3r′ qi
dα
|d|3 ̺
b
i
[
∆chs,atti (r
′)− βqi∆Φi(r′)
]
Θ[|d| − (r0 + ri)] + . . .
}
.
(B17)
In the limit of equal radii for the ions the contribution ∆chs,atti (r
′) drops out of the sum. The integrations with
respect to positions |r′| ≤ rg close to the wall are collected in S(1)α [Eq. (B14)] and will not be considered further in
this example. Finally by using Eqs. (B11) and (B15) one has
∆Eα(r) ≃ 1
4πǫ0ǫex
[
−
2∑
i=1
βq2i ̺
b
i
∫
R3
d3r′
dα
|d|3Θ[|d| − (r0 + ri)]∆Φi(r
′) + . . .
]
= h
[
−
2∑
i=1
βq2i ̺
b
i
∫
R3
d3r′K
(1)
αi (d)∆Φi(r
′) + . . .
]
.
(B18)
In terms of the Fourier transform
fˆ(q) :=
∫
R3
d3r f(r) exp(−iq · r) (B19)
Eqs. (B8) and (B9) lead to a system of five linear equations for the components ∆Eˆα(q), α ∈ {x, y, z}, of the vector
∆Eˆ(q) and for ∆Φˆi(q) with i ∈ {1, 2}:
∆Eˆα(q) = h
[
−
2∑
i=1
βq2i ̺
b
i Kˆ
(1)
αi (q)∆Φˆi(q)−
βm2̺b0
3
z∑
γ=x
Kˆ(2)αγ (q)∆Eˆγ(q) + Sˆ
(1)
α (q)
]
(B20)
and
∆Φˆi(q) = h

− 2∑
j=1
βq2j ̺
b
j Kˆ
(0)
ij (q)∆Φˆj(q) +
βm2̺b0
3
z∑
α=x
Kˆ
(1)
αi (q)∆Eˆα(q) + Sˆ
(0)
i (q)

 . (B21)
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With the 5-component vectors v and s as well as the 5× 5 matrix M ,
v =


vx
vy
vz
v1
v2

 , s =


sx
sy
sz
s1
s2

 , M =


Mxx Mxy Mxz Mx1 Mx2
Myx Myy Myz My1 My2
Mzx Mzy Mzz Mz1 Mz2
M1x M1y M1z M11 M12
M2x M2y M2z M21 M22

 , (B22)
defined by
vα :=
√
βm2̺b0
3
∆Eˆα(q), α ∈ {x, y, z}, (B23)
vi :=
√
βq2i ̺
b
i ∆Φˆi(q), i ∈ {1, 2}, (B24)
sα := h
√
βm2̺b0
3
Sˆ(1)α (q), α ∈ {x, y, z}, (B25)
si := h
√
βq2i ̺
b
i Sˆ
(0)
i (q), i ∈ {1, 2}, (B26)
Mαγ := h
βm2̺b0
3
Kˆ(2)αγ (q), α, γ ∈ {x, y, z}, (B27)
Mαi := −Miα := h
√
βm2̺b0
3
βq2i ̺
b
i Kˆ
(1)
αi (q), α ∈ {x, y, z}, i ∈ {1, 2}, (B28)
and
Mij := h
√
βq2i ̺
b
i βq
2
j ̺
b
j Kˆ
(0)
ij (q), i, j ∈ {1, 2}, (B29)
the system of linear equations (B20) and (B21) has the form
(1+M) · v = s⇔ v = (1+M)−1 · s (B30)
with the identity matrix 1. With the abbreviations
k2 := 8πβe2hI, (B31)
p2 := βm2h̺b0 , (B32)
r¯i :=
ri
r0
, i ∈ {1, 2}, (B33)
k¯ := kr0, (B34)
x := qr0 :=
√
q · q r0, (B35)
a :=
π
6
p2
sin(2x)− 2x cos(2x)
x3
, (B36)
bj := −i
√
2π
3
pk¯
sin[x(1 + r¯j)]
x2(1 + r¯j)
, j ∈ {1, 2}, (B37)
and
Mij =
k¯2
2
cos[x(r¯i + r¯j)]
x2
, i, j ∈ {1, 2}, (B38)
one obtains
1+M =


1− a 0 0 0 0
0 1− a 0 0 0
0 0 1 + 2a b1 b2
0 0 −b1 1 +M11 M12
0 0 −b2 M12 1 +M22

 . (B39)
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For various combinations of the indices α, i and α, γ the Fourier transforms Kˆ
(1)
αi (q) and Kˆ
(2)
αγ (q) are identically zero.
Therefore the matrix 1+M exhibits this kind of block structure. Equation (B30) relates the response of the fields
v to an external perturbation s, i.e., it is a multidimensional analogue of Yvon’s equation in Fourier space [32].
Therefore, up to irrelevant factors, the matrix Gˆ(q) := (1 + M)−1 is the Fourier transform of the bulk two-point
direct correlation functions of the field components ∆Ex,y,z and of the potential differences ∆Φ1,2. With the inverse
Fourier transform
G(r) :=
1
4π2ir
∞∫
−∞
dq q Gˆ(q) exp(iqr), r := |r|, (B40)
one obtains G(r), which determines the asymptotic spatial dependence of ∆Ex,y,z(r) and ∆Φ1,2(r). The integral in
Eq. (B40) can be studied by using the residue theorem. As a consequence the exponential decay of G(r) is determined
by the poles of Gˆ(q) [33, 34]. The pole q′ + iq′′ ∈ C, with q′, q′′ ∈ R, of Gˆ(q) with the smallest imaginary part |q′′|
determines the asymptotic decays of ∆Ex,y,z(r) and ∆Φ1,2(r) on the length scale 1/|q′′| away from the charged wall.
Since, according to Cramer’s rule, the inverse matrix (1 + M)−1 = Gˆ(q) ∝ 1/det(1 + M) is proportional to the
reciprocal of det(1+M), the poles of Gˆ(q) are given by the roots of the determinant det(1+M):
det(1+M) = (1− a)2[(1 + 2a)(1 +M11)(1 +M22)− 2b1b2M12 + b22(1 +M11)−M212(1 + 2a) + b21(1 +M22)] = 0.
(B41)
Equation (B41) can be solved numerically. We find for our parameter choices (see Sec. II D) purely imaginary roots
iq′′, i.e., the asymptotic decay of ∆Ex,y,z(r) and ∆Φ1,2(r) is monotonic. However, the important finding is that all
electric field components and electric potentials decay on the same length scale 1/|q′′| and are proportional to σ in
the limit of equal radii r1 = r2 of the ions and for σ → 0. This finding is relevant for Sec. II C and in particular for
Eq. (25).
Appendix C: Asymptotic decay of the one-point direct correlation functions
Within this Appendix the asymptotic decay behavior of the one-point direct correlation functions chs0,1,2(r) and
catt0,1,2(r) is examined at positions far away from the wall. This behavior is related to the decay behavior of the number
densities ¯̺0(r) and ̺1,2(r) which fulfill the ELEs (23) and (12). We introduce the deviations of the number densities
from their respective bulk values, ∆̺0(r) := ¯̺0(r) − ̺b0 and ∆̺1,2(r) := ̺1,2(r) − ̺b1,2, and use the notation in
Eqs. (B1)–(B3) in order to rewrite Eqs. (23) and (12) as
ln
[
1 +
∆̺0(r)
̺b0
]
+ βV0(r)−∆chs,att0 (r)− ln
{
sinh[βm∆E(r)]
βm∆E(r)
}
= 0 (C1)
and, i ∈ {1, 2},
ln
[
1 +
∆̺i(r)
̺bi
]
+ βVi(r)−∆chs,atti (r) + βqi∆Φi(r) = 0. (C2)
Within this Appendix, a spherical wall is discussed, as in Appendix B, and we consider the case that all particle species
have the same radius: r0 = r1 = r2. As a consequence the one-point direct correlation functions and the differences of
the electrostatic potentials are the same for all species, i.e., ∆chs,att0,1,2 (r) =: ∆c
hs,att(r) and ∆Φ1,2(r) =: ∆Φ(r). In the
following the equation for the solvent [Eq. (C1)] is discussed in detail so that the presented procedure can be applied
analogously to the two equations for the ionic species in Eq. (C2). The Fourier transform [Eq. (B19)] of Eq. (C1) is
given by ∫
R3
d3r exp(−iq · r)
{
ln
[
1 +
∆̺0(r)
̺b0
]
+ βV0(r)−∆chs,att(r)− ln
{
sinh[βm∆E(r)]
βm∆E(r)
}}
= 0. (C3)
We introduce the length rg large enough such that
βV0,1,2(r)
∣∣
|r|>rg
= 0, (C4)
sinh[βm∆E(r)]
βm∆E(r)
∣∣∣∣
|r|>rg
≃ βm∆E(r)
βm∆E(r)
= 1, (C5)
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and, i ∈ {0, 1, 2},
ln
[
1 +
∆̺i(r)
̺bi
] ∣∣∣∣∣
|r|>rg
≃ ∆̺i(r)
̺bi
. (C6)
The integration in Eq. (C3) over the whole space can be split into two domains, one with |r| ≤ rg, where the full
ELE (C1) is integrated, and another one with |r| > rg, where the ELE (C1) is approximated according to Eqs. (C4)–
(C6). We make use of the fact that the equilibrium density ¯̺0(r) fulfills the ELE (C1) locally which is why the integral
in the domain |r| ≤ rg vanishes. Therefore, with the approximations in Eqs. (C4)–(C6), the Fourier transform in
Eq. (C3) reads ∫
|r|>rg
d3r exp(−iq · r)
[
∆̺0(r)
̺b0
−∆chs,att(r)
]
= 0. (C7)
The one-point direct correlation function ∆chs,att(r), which is a functional of the number densities ̺0,1,2 [see Eq. (13)],
can be expressed in terms of a Taylor series expansion with respect to the bulk value:
∆chs,att(r) ≃
∫
R3
d3r′ c(2)hs,att,b(r − r′)[∆̺0(r′) + ∆̺1(r′) + ∆̺2(r′)]. (C8)
Since the integral in Eq. (C7) is restricted to positions far away from the wall, i.e., |r| > rg, where the number densities
are close to their respective bulk values and hence the deviations |∆̺0,1,2| are small, in Eq. (C8) only terms up to
and including linear order in ∆̺0,1,2 are taken into account. Note that ∆c
hs,att [Eq. (B3)] measures the difference of
the one-point direct correlation functions from their respective bulk values. Therefore evaluation in the bulk leads to
∆chs,att = 0 which is the zeroth order of the expansion in Eq. (C8). The quantity c(2)hs,att,b denotes the bulk two-point
direct correlation function governed by the hard spherical (hs) and the attractive (att) interaction, respectively. In
Eq. (C7) a conveniently chosen zero is added such that the original integration over |r| > rg is written in terms of a
Fourier integral and an integration over the domain |r| ≤ rg in order to obtain
∆ˆ̺0(q)
̺b0
− cˆ(2)hs,att,b(q)[∆ˆ̺0(q) + ∆ˆ̺1(q) + ∆ˆ̺2(q)]− F0(q) = 0,
F0(q) :=
∫
|r|≤rg
d3r exp(−iq · r)

∆̺0(r)̺b0 −
∫
R3
d3r′ c(2)hs,att,b(r − r′)
2∑
i=0
∆̺i(r
′)

 .
(C9)
The same procedure can be applied to the sum of the two equations in Eq. (C2). The contribution of the electric
potential drops out of the sum because the ion species carry a charge of the same absolute value q1 = −q2, thus
leading to
∆ˆ̺1(q) + ∆ˆ̺2(q)
I
− 2cˆ(2)hs,att,b(q)[∆ˆ̺0(q) + ∆ˆ̺1(q) + ∆ˆ̺2(q)]− F1,2(q) = 0,
F1,2(q) :=
∫
|r|≤rg
d3r exp(−iq · r)

∆̺1(r) + ∆̺2(r)I − 2
∫
R3
d3r′ c(2)hs,att,b(r − r′)
2∑
i=0
∆̺i(r
′)

 .
(C10)
The functions F0(q) and F1,2(q) are entire, i.e., they do not possess any poles in q ∈ C3, because the outer-most
integrations in Eqs. (C9) and (C10) are those of continuous integrands which are entire in q over a compact domain.
The sum of Eqs. (C9) and (C10),
∆ˆ̺0(q) + ∆ˆ̺1(q) + ∆ˆ̺2(q) =
̺b0F0(q) + IF1,2(q)
1− cˆ(2)hs,att,b(q)(̺b0 + 2I)
, (C11)
is an analogue of Yvon’s equation in Fourier space [32] because it relates the number densities with an external
perturbation given by the numerator on the right hand side of Eq. (C11). The expression S(q) := [1−cˆ(2)hs,att,b(q)(̺b0+
2I)]−1 is the bulk structure factor [32]. Hence, following the line of argument in Appendix B and recognizing that
the numerator in Eq. (C11) does not have poles, the asymptotic decay of the sum ∆̺0(r)+∆̺1(r)+∆̺2(r) is given
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by the pole q′ + iq′′ of S(q) with the smallest imaginary part |q′′|, which sets the length scale of the decay. Here
the length scale can be identified as the bulk correlation length ξ = 1/|q′′| emerging from the hard spherical and
attractive interactions. Far away from the wall, i.e., at positions r at which the approximations in Eqs. (C4)–(C6)
can be applied, the ELE for the solvent Eq. (C1) and the sum of the ELEs for the ions in Eq. (C2) are given by
∆̺0(r)
̺b0
= ∆chs,att(r) (C12)
and
∆̺1(r)
̺b1
+
∆̺2(r)
̺b2
= 2∆chs,att(r). (C13)
From Eqs. (C12) and (C13) it follows that the decay of the one-point direct correlation function difference ∆chs,att(r)
is given by the decay of the number densities ∆̺0,1,2(r). That is, ∆c
hs,att(r) decays on the length scale of the bulk
correlation length ξ. This result is used in Sec. II C and in Appendix B in order to justify the neglect of the one-point
direct correlation function differences in Eqs. (B6) and (B7).
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