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Abstract—Decoding emotional states from multimodal signals
is an increasingly active domain, within the framework of
affective computing, which aims to a better understanding of
Human-Human Communication as well as to improve Human-
Computer Interaction. But the automatic recognition of sponta-
neous emotions from speech is a very complex task due to the
lack of a certainty of the speaker states as well as to the difficulty
to identify a variety of emotions in real scenarios.
In this work we explore the extent to which emotional states
can be decoded from speech signals extracted from TV political
debates. The labelling procedure was supported by perception
experiments where only a small set of emotions has been
identified. In addition, some scaled judgements of valence, arousal
and dominance were also provided. In this framework the paper
shows meaningful comparisons between both, the dimensional
and the categorical models of emotions, which is a new con-
tribution when dealing with spontaneous emotions. To this end
Support Vector Machines (SVM) as well as Feedforward Neural
Networks (FNN) have been proposed to develop classifiers and
predictors. The experimental evaluation over a Spanish corpus
has shown the ability of both models to be identified in speech
segments by the proposed artificial systems.
Index Terms: speech processing, emotion detection from
Speech, human-AI, affective computing
I. INTRODUCTION AND CONTEXT
During the last years the Scientific Community has shown
an increasing interest in affective computing and its potential
capability to change the way in which Human-Machine in-
teraction is carried out by getting a better understanding of
Human-Human Communication. This is an artificial system
able to analyze the intra-cognitive communication [1][2][3]
between humans in order to develop ICT applications aimed
to cooperate in Human-Machine communication. As a conse-
quence, this is a good example of Cognitive infocommunica-
tions [2], that deals with the idea of cognitive processes and
ICT applications working together in order to take benefit of
each other and go beyond their isolated capabilities [3].
One of the goals of affective computing is the study
and development of systems that can detect emotions from
multimodal signals. In this work we deal with video recordings
but focusing on speech, since it is inseparably intertwined with
the emotional status during the cognitive process in human
communication. Furthermore, it seems to be a good indicator
of depression [4], very related to the emotional status, or even
parkinson disease [5].
Most of the research on the identification of emotional
features from video recordings has been carried out with a
reduced set of acted emotions [6] [7] [8]. To this end the
basic set of emotions defined by Eckman [9] has been broadly
used, mainly for facial expressions. At this point it is important
to note that the choice of acted emotions was just based
on the easiness to get them rather than supported by any
hypothesis [8]. In contrast, current research focuses more on
the identification of emotions in scenarios that implements
realistic tasks [10], which is the framework of our research.
Nevertheless, the automatic recognition of spontaneous
emotions from speech is a very complex task. To begin with,
the intensity of spontaneous emotions is generally lower than
the one of acted emotions resulting in a smaller emotional
space where emotions are closer [11]. In addition, researchers
of emotions have established that ordinary communication
involves a variety of complex feeling states that cannot be
characterized by a reduced set of categories, which does
not cover the wide range of affect states [10]. Therefore a
number of researchers [12][10] [8] propose a dimensional [13]
representation where each affect state is represented by a point
in a two-dimensional space, namely valence and arousal, which
some authors extend to three by also considering dominance.
Another important drawback is that the surface realizations
of the underlying spontaneous emotions are different to those
associated to acted emotions [11] [14], which complicates the
direct application of the results of the investigations carried
out with acted emotions as well as the use of acted data for
training purposes. Furthermore, the set of emotions that appear
in each specific real scenario is very task dependent and, thus,
also the related automatic detection is. For example, the goal
may just be to recognize anger through a simple anger/no
anger classification in call centers [15] or to identify annoyance
activation levels [16] [17] in customer assistance calls.
An additional weak point of spontaneous emotions is the
labelling procedure, since the current emotion of the speaker
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cannot be unequivocally established. In fact, the emotional
label assigned by a speaker to his own utterance might differ
to the one assigned by a listener to the same utterance, being
the first one closer to the current emotion [11]. However the
speaker self annotation is not usually a realistic approach. As
a consequence, the annotation of utterances in terms of spon-
taneous emotions is generally carried out through perception
experiments, which are based on the particular judgement of
every single annotator. Therefore, the disagreement amount an-
notators as well as the distance between the emotion expressed
and the emotion perceived can be significant. In contrast, if
emotions are expressed by professional actors, or just elicited,
then the annotation procedure is not required [18]. Thus, the
generated emotion is always labelled by the intent of the actor.
The previous framework shows spontaneous emotions gen-
erated and perceived to be very dependent of a variety of
factors that make every data analysis and every automatic
recognition task challenging and difficult for comparison. In
this context, the main goal of this work is the analysis of
the emotional content of speech produced by journalists and
politicians on TV political debates. In summary, the problem
addressed in this work is the analysis of the intra-cognitive
communication between politicians and journalists during po-
litical debates. Additional contributions are the data annotation
procedure and analysis as well as some baselines results of
automatic detection of spontaneous emotions from the speech.
The analysis carried out through different feature sets can be
seen as an artificial cognitive capability that actually measures
a human cognitive load, as defined in [16]. Section II describes
the annotation procedure and data analysis in terms of both,
categorical and dimensional models. Then some experiments
aimed at the automatic detection of spontaneous emotions
are shown in Section III. Finally Section IV present some
concluding remarks.
II. DATA ANALYSIS
The specific task we are dealing with is described in this
section. Then we summarize the labelling procedure along with
the analysis of the annotated data.
A. Task
In contrast with acted emotions, spontaneous emotions
show a high dependency of the specific environment in which
they appear. As a consequence, the design of an appropriate
corpus to develop automatic detectors of emotions as well
as the choice of the specific set of emotions of interest are
very linked to the particular task. In this work, the Spanish
TV program “La Sexta Noche” was considered. This is a
weekly broadcasted program in which a set of journalists and
politicians talk about current issues. It is held as a round
table discussion with a moderator that guides and conducts
the debate. The program usually includes controversial topics
to be discussed, so that emotional content could be expected.
However, the participants are often used to speak in public,
also to join TV debates, so it is not expected that they lose the
control of the situation. In fact, we are in a realistic scenario
in which emotions are subtle.
We first selected the broadcasts during the electoral cam-
paign of the Spanish general elections in December 2015. Our
goal was to design a corpus to train neural networks as well
as to develop other data driven approaches of interest. To this
end, the audios associated to the selected programs were split
into smaller segments from two to five seconds. An algorithm
was then designed to get audio chunks that included clauses,
which are the smallest grammatical unit that can express a
complete proposition. Accordingly, the algorithm uses silences
and pauses, as well as the text transcriptions, to identify the
compatible utterances. This procedure provided a set of 5500
audio chunks.
B. Representing Emotions by Categories and Dimensions
The audio chunks described in Section II-A, were labelled
with emotional information. To this end, we considered both,
the categorical model an the dimensional one, to represent the
emotion associated to each chunk. The first one defines a set
of discrete categories that ranks from the basic set defined by
Ekman to larger sets defining more specific an realistic affect
states. For this work we defined the set of categories of interest
based on the selection provided in [19]. Then, it was adapted
to the specific features of the task. For instance, Sad was not
included since it is not expected to appear in political debates.
The dimensional one is a psychological model that characterize
affect states in terms of two or three dimensions, namely
valence, arousal and dominance (VAD) [10], [20]. A crowd
annotation using a crowdsourcing platform [21] was carried
out to get emotional labels for both, VAD and categorical
models. Each audio-clip was labeled by 5 annotators from
the crowd, that were not previously trained. The goal was to
pick up the diversity in people’s perception in order to deal
with the ambiguity associated to the interpretation of emotional
information. Each annotator was asked to fill the following
questionnaire for each audio:










• How do you perceive the speaker in relation with the
situation which he/she is in?
◦ Rather dominant / controlling the situation
◦ Rather intimidated / defensive
◦ Neither dominant nor intimidated












• Quality of the audio:
◦ Correct
◦ Overlapping of several speakers
◦ Advertisement
◦ Other
(a) Valence & Dominance (b) Valence & Arousal (c) Dominance & Arousal
Fig. 1: Three projections of the data in the VAD space.
The first 3 questions are related to the VAD model and
the fourth one to the categorical model. The fifth question was
added to detect bad quality audios like music or overlappings.
These audios were removed from the corpus.
The annotators’ responses to the first three questions were
used to provide a representation of each audio chunk according
to the VAD model. Specifically, a conversion of the selected
levels of valence, arousal and dominance into a real point in
a 3D space was needed. To this end, a discrete value was
assigned to each level assuming that all levels are equidistant.
For instance, the assigned values to the different levels of
arousal are Excited:1, Slightly excited: 0.5, Neutral: 0. Then
the average value considering the 5 annotations was computed
to represent each annotated chunk in the 3D space.
In order to analyse the annotated data, three projections
of the points obtained in the 3D space were achieved and
shown in Figures 1a, 1b and 1c, namely arousal/dominance,
arousal/valence and dominance/valence. These figures show
that in most of the audios speakers are neutral (not excited
or not very active). Their mood is also neutral in terms of
valence (no positive neither negative) but they look to be rather
dominant. These results correlate well with the kind of audios
we are dealing with, in which people express themselves
without getting angry (low levels of excitement) but in a very
assertive way (quite high dominance levels). Additionally they
appear to be neutral with regarding their opinions (valence
tends to be neutral or slightly positive).
For the categorical model, an agreement level of >= 60%
was required in the annotations provided to each audio chunk
to be considered. Thus, only five categories could be taken
into account when the previous agreement thresholds were
required, Calm, Enthusiastic, Annoyed, Worried, Satisfied. The
rest of them were frequently mixed up with other ones so they
were never associated to an audio chunk.
Then, the average of the valence and activation values of all
the audios labeled with and specific category was computed.
The corresponding point is represented in Figure 2 with a
circle (each color represents a different category). The triangles
Fig. 2: Categorical average of the valence and arousal (dots)
vs associated theoretical value [22], [23] (triangles).
are related to the position associated to the same category
according to the map given in [22], [23]. This map shows the
relationship among discrete categories and their representation
in a valence/arousal space. From this figure it can be concluded
that when comparing real vs. expected values the arousal
is always lower in realistic emotions and the valence tends
to be more neutral (more positive for annoyed and worried
and more negative for calm, enthusiastic and satisfied). This
means that most speakers in the proposed task tend to be more
neutral than expected. In addition, their emotional expressions
seem to be subtle, in accordance to spontaneous emotions
and in contrast to simulated ones. Moreover, the whole space
associated to realistic emotions (space occupied by circles)
is smaller than the one related to the expected ones (space
occupied by triangles).
Given that dominance is out of the previous representation
the obtained dominance levels for each category were given on
Figure 3. This figure shows that there are two different levels of
dominance in the audios considered, a medium level for Calm,
Annoyed and Worried and a higher level for Enthusiastic and
Satisfied. Dominance seems to be relevant for this specific task
since it is present in journalists’ and politicians’ speech and
it is worth considering it. Moreover, it seems to be higher for
positive emotions like enthusiastic and a bit lower for negative
ones like Annoyed.
Fig. 3: Box-plot representation of most frequent categories
over dominance dimension.
Finally, a confusion matrix with the number of audio
chunks that follow a pattern of 3-2/2-3 annotations (3 annota-
tions ci/cj and 2 annotations cj /ci) was built. From this matrix
it was concluded that Annoyed and Worried are mixed up
frequently and the same happens for Enthusiastic and Satisfied.
This fact is also reflected in Figure 3, where their distributions
are overlapped for dominance. Therefore, they were mixed
and for the categorization experiments only three different
categories were considered.
III. EXPLORING AUTOMATIC DETECTION OF
SPONTANEOUS EMOTIONS FROM SPEECH
Two different and broadly used supervised learning
paradigms were employed to carry out the automatic detec-
tion of spontaneous emotions from speech: Support-Vector
Machines (SVM) [14] and Feedforward Neural Networks
(FNN)[24], [25]. These models are capable of both classifi-
cation and regression. Thus, they were used for classifying
speech audios according to both the categorical and the di-
mensional VAD model, explained at Section II-B.
Our corpus consists in variable-length segments of speech,
but SVMs can only process fixed-length inputs. This problem
was overcome using the average and standard deviation of
each acoustic feature over the whole audio chunk as input.
Even though the FNN models can process variable-length
audios using recurrent or convolutional layers, during our
experiments only fully-connected layers have been used, in
order to compare SVMs with FNNs fairly.
Six set of features were explored in this work according to
previous experiments carried out with larger sets [26][27]:
• Set A: Pitch and Energy.
• Set B: Pitch, Energy and Spectral Centroid.
• Set C: Pitch, Energy, Spectral Centroid, ZCR and Spectral
Spread.
• Set D: Pitch, Energy, Spectral Centroid, ZCR, Spectral
Spread and 12 MFCC coefficients.
• Set E: Pitch, Energy, Spectral Centroid, ZCR, Spectral
Spread and 16 LPC coefficients.
• Set F: Pitch, Energy, Spectral Centroid, ZCR, Spectral
Spread and 21 Bark features.
A. Experimental set up
Four kind of SVMs and FNNs were trained, with little
variation in their hyper-parameters. The first was a classifier
that will predict an emotion from the categorical model. Each
of the three remaining models were regressors devoted to
predict the value associated to each of the three axis of the
VAD model: valence, arousal and dominance.
All the SVMs for both categorical and dimensional models
used the Radial Basis Function (RBF) kernel. Then, SVMs
were trained until convergence. Furthermore, two-layered mul-
tilayer perceptrons FNN, with sigmoidal activation functions
were also trained. However, FFN used different output layers
and loss functions in the classification and regression tasks.
A softmax activation function was selected for categorical
classification whereas a sigmoidal activation function was
applied to deal with the dimensional regressions. Then, the
cross-entropy loss was employed for categorical classification,
and the batch-level coefficient of determination (R2) as the
regression loss function. In addition, this coefficient was also
proposed as evaluation metric in the test partition.
B. Experimental results
During a first series of experiments, the classifiers per-
formed poorly and tended to predict the majority class, as
shown in the first two rows of Table I. In order to avoid
this problem, an oversampling method was employed (second
row of Table I) to equalize the number of examples per
category. The oversampling technique improves most of the
results regardless of the set and the model used.
Table I shows that FNN models obtained slightly more
accurate results than SVMs. The best FNN model was obtained
using the oversampling method trained with the Set B of
features.
Set A Set B Set C Set D Set E Set F
Without
oversampling Net 0.283 0.283 0.283 0.350 0.283 0.283
SVM 0.336 0.283 0.324 0.279 0.281 0.283
With oversampling Net 0.243 0.400 0.238 0.339 0.271 0.358
SVM 0.284 0.290 0.221 0.280 0.287 0.214
TABLE I: Macro F1 Score on categorical experiments.
Independent models for each axis of the dimensional model
were trained, because different sets of features might extract
better the information required to build accurate models for
each dimension. To this end, the same 6 set of features were
used along with both FNN and SVM paradigms.
Two different metrics are proposed for evaluation purposes.
The first and more frequently used in the literature is the mean
squared error (MSE). However MSE scores as good models
those models which predict the mean of the training data.
Alternatively, we found out that R2 (R squared), also known
as the coefficient of determination, was instead a better metric.
In fact, R2 punishes harder regressors, which always predict
the same value. Table II shows that those sets with low MSE
(supposed to be best models) are not the ones with the highest
R2 score, which scores the strength of the relationship between
the predictors and response.
Set Model Valence Arousal Dominance
MSE R2 MSE R2 MSE R2
A Net 0.019 0.172 0.011 0.003 0.018 0.085
SVM 0.020 0.111 0.011 0.016 0.018 0.089
B Net 0.023 0.177 0.011 -0.021 0.019 0.033
SVM 0.025 0.104 0.010 0.035 0.017 0.074
C Net 0.016 0.086 0.010 0.005 0.016 0.088
SVM 0.019 0.050 0.010 0.045 0.016 0.103
D Net 0.020 0.275 0.012 0.116 0.018 0.095
SVM 0.023 0.160 0.013 0.065 0.020 0.073
E Net 0.022 0.357 0.008 0.095 0.019 0.069
SVM 0.028 0.202 0.008 0.082 0.018 0.119
F Net 0.022 0.330 0.012 0.077 0.018 0.070
SVM 0.018 0.215 0.011 0.086 0.018 0.081
TABLE II: Results of 3 dimensional models
tested with MSE and R2 Score.
Table II shows that sets D, E and F achieve better results
than sets A, B and C. This can be explained due to the
information given by LPC, Bark and MFCC features, that
provide similar information. This table also shows significantly
better R2 scores for valence whereas the ones for arousal
looks lowers. These founds match the expectations according
to Figure 1.
There is not a learning paradigm that seems to fit best
the three dimensions. While the feed-forward nets are more
suitable methodologies in the valence and arousal dimensions,
SVM regressions seem to be more suitable for the dominance.
The best feature set seems to be Set E, with the exception of
the arousal dimension, where Set D is the best performing.
IV. CONCLUDING REMARKS
In this work we have analyzed the emotional content of
speech produced by journalists and politicians on TV political
debates. Spontaneous emotions have been labelled through
perception experiments carried out over a crowdsourcing plat-
form. These experiments reported a very reduced emotional
map for this task where only a few emotions clearly appeared.
The dimensional model showed distributions around neutral
values, including some positive tendency towards dominance
and positive valence. The dimension averages of identified
categories define a reduced dimensional map where sponta-
neous emotions occupy a short space towards low values of
arousal. The work has also explored the automatic detection
of the spontaneous emotions for this task. The experiments
carried out did not result in impressive accuracies, which
matches the outcomes of the data analysis and also due to
the fixed-length strong constraint for FNN. Better results are
expected using both recurrent and convolutional networks due
to the fact that some information is lost just after computing
the average and standard deviation of each acoustic feature
over the whole audio. Finally, it has to be outlined that
R2 score seems to be a more accurate evaluation metric
for these tasks than the broadly used MSE, which provides
very optimistic results when samples are close. This system
develop an artificial cognitive system that represents the human
decision process of the annotators when analyzing the intra-
cognitive communication between politicians and journalists
in political debates.
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