The minimum-time path for a robot arm has been a longstanding and unsolved problem of considerable interest. We present a general solution to this problem which involves joint-space tessellation, a dynamic time-scaling algorithm, and a graph search. The solution incorporates full dynamics of movement and actuator constraints, and can easily be extended for joint limits and workspace obstacles. It was found that optimal paths tend to be nearly straight lines in joint space. We discuss implementation difficulties due to the tessellation and to combinatorial proliferation of paths.
Introduction
The determination of the time-optimal path for manipulators is an important problem in robot trajectory planning. This paper presents a general solution to this problem involving joint-space tessellation and a graph search that is made relatively efhcient through use of time-scaling properties of dynamics. The minimumtime requirement imposes constraints on the velocities at each point on our grid, so that tessellation in velocity space is not needed. Our algorithm takes into account a full dynamic model of a manipulator and actuator torque limits in arriving at the time-optimal trajectory (i.e., the path and the time dependence along the path) from (Kahn 1969 ; Kahn and Roth 1971 ) , the expected bang-bang solution with multiple switching points was derived. Approaches based on dynamics linearization have recently been cast into doubt due to time-scaling properties of dynamics (Hollerbach 1983a; 1983b; , since it can be shown that the velocity product terms have the same significance relative to the acceleration dynamic terms for all speeds of movement. Thus the main presumption used to justify linearization, namely that the velocity product terms can be ignored because they are only significant at higher movement speeds, is fundamentally wrong.
Purely kinematic approaches were used by Luh and Walker (1977) ; Luh and Lin ( 1981 ) ; and Lin, Chang, and Luh (1983) . They attempt to find the sequence of time intervals that minimize the total time spent on moving between two points in space. The three approaches differ in the details of the algorithms, but they all suffer from the same shortcomings: the dynamics of the arm are not considered at all, so that the constraints consist of sets of bounds on position, velocity, and acceleration. These bounds are imposed by the weakest configuration of the arm, so that the motion in other areas of the workspace is suboptimal. In addition, all three algorithms require as input a set of knot points that define a path. This path is not necessarily the best possible one.
Another class of solutions does take into account the full dynamics but presumes a bang-coast-bang form of control, again by analogy to the linear optimal case. Scheinman and Roth (1985) Brown ( 1984) and Kornhauser and Brown ( 1985) independently Shin and McKay (1983; 1985a) , with the only difference being a parameterization of a path in joint space instead of in Cartesian space. Hollerbach ( 1983a; 1983b; Portions of this research were reported in Sahar and Hollerbach ( 1985) .
The General Solution
The objective is to move the arm from point A to point B in state space in minimum time. Given are:
1. the kinematic and inertial parameters of the manipulator; 2. the dynamic equation where z is the vector of joint torques, 9 is the n-dimensional joint-space position vector, H is an n X n symmetric inertia matrix, C is an n X n X n tensor, n is the number of joints, and g is a gravity-dependent vector, and 3. constant bounds on the torques/forces avail- 
Implementation
The minimum-time algorithm is illustrated by simulation with a two-degree-of-freedom, planar manipulator (Horn 1975; Brady et 
THE PROBLEM OF CORNERS
One implication of tessellating space into a rectangular grid is that the motion may be discontinuous: when moving from point A to C through B (Fig. 2) Without comer smoothing, the velocity vector at the corner point B (Fig. 2) , for example, is not aligned with the direction vector A to C. Globally, the arm has to decelerate sharply after the corner B to reach point C, and the effect on the algorithm is to discard any nonstraight-line path as too costly. This technical problem with our tessellation is unacceptable since it is unlikely that a joint-space, straight-line path is always optimal.
A heuristic approximation was used for redefining the direction but not the magnitude of the velocity vector at the comer point B to lie along B-C. For the rationale, assume that the true path between A and C is indeed a circular arc and that the velocity along the arc is approximately constant. Now let the radius of the circle shrink gradually until the circle becomes a point at B. The accelerations required to keep the arm on the circle grow, until in the limit of the point they become infinite. The magnitude of the velocity, however, does not change, so that the magnitude of the velocity going into the circular arc is the same as the velocity magnitude coming out of the other side of the arc. In the limit, the same is true of point B.
COMPLEXITY
By counting the possible number of paths on a grid, such as the one in Fig. 3 , the worst-case complexity for Fig. 4 . Moving from [-0.5, -1.0] Figure 6 shows the magnitudes of the accelera- . This is the result of the particular configuration of the arm, where the elbow is pointing down, and gravity does not have much effect on the motion. Therefore, the fastest path is also the shortest one, a straight line in joint space, which for this configuration happens also to be a straight line in Cartesian space. This motion was accomplished in 0.525 second of simulated time.
From these and many more results emerges a pattern : usually, the fastest path is close to a straight line Fig. 7 Brown (1984) and Kornhauser and Brown (1985) , 
