Abstract. We present a simple new criterion for classification, based on principles from lossy data compression.
Introduction.
One quintessential problem in statistical learning [15, 32] is to construct a classifier from labeled training data (x i , y i )
iid ∼ p X,Y (x, y). Here, x i ∈ R n is the observation, and y i ∈ {1, . . . , K} its associated class label. The goal is to construct a classifier g : R n → {1, . . . , K} which minimizes the expected risk (or probability of error): gives the optimal classifier.
the true class, together with the class assignment: The first term is the number of bits needed to code x with respect to the distribution of class y, and the second term is the number of bits needed to code the label y for x. In this paper, we essentially follow this minimum coding length principle for classification. However, as we contend in the previous subsection, the (potentially singular) distributions p X|Y (x|y) and p Y (y) can be very difficult to learn from a few samples in a high-dimensional space. It therefore makes more sense to look for other good surrogates for implementing the above minimum coding length principle. Our idea is to measure how efficiently a new observation can be encoded by each class of the training data subject to an allowable distortion, and to assign the new observation to the class that requires the minimum number of additional bits. We dub this the minimum incremental coding length (MICL) criterion for classification, as a counterpart of the MDL principle for model estimation and as a surrogate for the minimum coding length principle for classification.
We will see that the proposed criterion naturally addresses the issues of regularization and model complexity. Regularization is introduced through the use of lossy coding, i.e., coding the test data x up to an allowable distortion. This contrasts with Shannon's optimal coding length which requires the precise knowledge of the true distributions, and thus places our approach more along the lines of lossy MDL [25] . We will further see that the lossy coding length naturally accounts for model complexity by directly measuring the difference in the volume (hence dimension) of the training data with and without the new observation.
Contributions of this paper.
The main contribution of this paper is to introduce a new approach to classification based on lossy data compression. We thoroughly analyze its performance in the Gaussian case, and demonstrate its optimality. We then extend it to arbitrary data distributions via local and kernel implementations. The theoretical results clarify the relationship between this new approach and popular classifiers such as MAP, regularized discriminant analysis (RDA) [11] , k-nearest neighbor (k-NN) [10, 27] , and support vector machine (SVM) [32, 8] , and also provide a new interpretation to (unsupervised) clustering methods based on lossy coding [23] . The proposed MICL classifier, though very simple, performs competitively compared to conventional classifiers, under a wide range of conditions. Extensive simulations and experiments on real imagery data show that MICL often approaches the best reported results from more sophisticated classifiers or systems, without using any domain-specific information.
Organization of this paper.
This paper is organized as follows: In section 2, we introduce the general MICL criterion and discuss how it can be applied to unimodal or Gaussian distributions. Section 3 contains the main theoretical results of the paper, analyzing the large-sample behavior of MICL. Section 4 discusses local and kernel implementations that are valid for arbitrary data distributions. Finally, in section 5 we perform numerous simulations and experiments to verify the properties of the algorithm and demonstrate its performance on real imagery data. Additional mathematical and implementation details are given in the appendices.
We delay a more thorough discussion of the relationship between MICL and existing classifiers until after we have formally introduced our approach. We will discuss its relationship to, and advantages over, a number of popular techniques in machine learning, including other MDL/MAP variants (section 2.5), RDA (section 2.5), k-NN (section 4.2), and SVM (section 4.1). For a more complete review of the vast literature on supervised learning, we refer the reader to [15, 32, 6 ].
Basic ideas and algorithm.
2.1. Minimum incremental coding length. We formulate the problem of classification from the perspective of lossy data coding and compression [9] . A lossy coding scheme maps vectors X = (x 1 , . . . , x m ) ∈ R n×m to a sequence of binary bits, from which the original vectors can be recovered up to an allowable distortion E[ x − x 2 ] ≤ ε 2 . The length of the bit sequence is then a function: L ε (X ) : R n×m → Z + . Given a lossy coding scheme and its associated coding length function L ε (·), we can encode each class of training data
The entire training dataset can be represented by a two-part code using
Here, the second term is the number of bits needed to (losslessly) code the class labels y i using the optimal scheme for the empirical distribution of y. Now, suppose we are given a new (test) sample x ∈ R n , whose associated class label is y(x) = j. If we code x jointly with the training data X j of the jth class, the number of additional bits needed to code the pair (x, y) is
Here, the first two terms measure the excess bits needed to code (x, X j ) up to distortion ε 2 , while the last term L(j) is the cost of losslessly coding the label y(x) = j. One may view these as "finite-sample lossy" surrogates for the Shannon coding lengths in the ideal classifier (1.3). This interpretation naturally leads to the following classification criterion. Criterion 1 (minimum incremental coding length). Assign x to the class which minimizes the number of additional bits needed to code (x,ŷ), subject to the distortion ε:
The above criterion (2.3) can be taken as a general principle for classification, in the sense that it can be applied using any lossy coding scheme and its associated coding length function. Nevertheless, in order for the classification to be effective, the coding scheme should be such that the associated coding length is the shortest possible for the given data. For example, if the data distribution is known a priori, the optimal coding length is given by its ratedistortion [9] ; or if we consider the data as a discrete set of points, the coding length should be approximately 2 minimal among all possible coding schemes subject to the given distortion.
In either case, however, for classification purposes we require only that L ε correspond in principle to some coding scheme; we do not need to explicitly encode the data. 3 2.2. Lossy coding length of Gaussian data. We will first consider a coding length function L ε , derived in [23] , that is approximately (asymptotically) optimal for Gaussian distributions. The implicit use of a coding scheme which is optimal for Gaussian sources is equivalent to assuming that the conditional class distributions p X|Y are unimodal and can be well approximated by Gaussians. We will rigorously analyze the performance of the MICL in this (admittedly restrictive) scenario and demonstrate its relationships with classical classifiers such as MAP and RDA. In section 4 we will show how, using the same L ε function, MICL can be extended to arbitrary, multimodal distributions via an effective local Gaussian approximation.
For a multivariate Gaussian source N (0, Σ), the average number of bits needed to code a vector subject to a distortion ε 2 is approximately
This approximation can be motivated from the perspective of sphere packing as the ratio of the volume of an equiprobability ellipsoid defined by Σ to that of an n-dimensional ε-ball. It can also be viewed as an upper bound for Gaussian rate-distortion that is valid for all ε [9] . 4 Given the data X = (x 1 , . . . , x m ) with sample meanμ = 1 m i x i , we can represent their deviations about the mean up to expected distortion ε 2 using on average R ε (Σ) bits, wherê
T is the sample covariance. The number of bits required to encode the m differences x 1 −μ, . . . , x m −μ is therefore mR ε (Σ). However, the optimal encoder/decoder pair requires prior knowledge ofΣ, i.e., its principal axes. These principal axes can be specified using an additional nR ε (Σ) bits. Finally, the expected number of bits required to encode the sample meanμ can be bounded by n 2 log 2 1 +μ Tμ ε 2 . This bound was derived in [23] starting from the assumption that, on average, the number of bits required to encode t ∈ R up to distortion ε 2 is 1 2 log 2 (1 + t 2 /ε 2 ). Since this is again an upper bound to the (scalar) Gaussian rate-distortion, the bound on the number of bits needed to encode the mean is tightest whenμ is Gaussian, but remains valid for generalμ. Combining these quantities, the total number of bits required to encode X becomes
3 Constructing optimal coding schemes that achieve the lower bound given by the rate-distortion is a difficult problem even in the Gaussian case (see, e.g., [14] ). 4 Strictly speaking, the rate-distortion function for an
is smaller than the smallest eigenvalue of Σ. The above approximation is tightest when the distortion ε is relatively small. When
is larger than some of the eigenvalues of Σ, the rate-distortion function becomes more complicated [9] . Nevertheless, the approximate formula R = 1 2 log 2 det(I + n ε 2 Σ) can be viewed as the rate-distortion of a "regularized" source that works for all ε > 0. More details on this approximation can be found in [23] .
The first term, therefore, gives the number of bits needed to code the distribution of the vectors x i about their mean,μ, while the second gives the number of bits needed to code the mean.
In addition to approximating well the optimal coding length for Gaussian data, one can show that this function bounds the expected number of bits needed to code finitely many samples lying on a linear subspace. The proof, given in [23] , suggests a coding scheme in which the principal axes of the distribution and the coordinates with respect to those axes are encoded separately, so that the resulting distortion is less than ε 2 .
Coding of the class label.
Since the label Y is discrete, it can be coded losslessly. The form of the final term L(j) in (2.2) depends on one's prior assumptions about the nature of the test data. If the test class labels Y are known to have the marginal distribution P [Y = j] = π j , then the optimal coding lengths are (within one bit)
If the testing data are also independent and identically distributed (iid) samples from the same distribution p X,Y as the training data, then we may estimateπ j = |X j | m . Conversely, if we have no prior knowledge regarding the distribution of the class labels, it may be more appropriate to set π j ≡ 1 K , in which case the excess coding length depends only on the number of additional bits needed to encode x. Similar to the MAP classifier (1.2), the choice of π j effectively gives a prior on class labels.
The overall algorithm.
Given the coding length function (2.5) for the observations and the coding length (2.6) for the class label, we summarize the MICL criterion (2.3) as Algorithm 1 below.
Algorithm 1 (the MICL classifier).
1: Input: a set of m training samples partitioned into K classes X 1 , X 2 , . . . , X K and a test sample x. 2: Compute prior distribution of class labels π j = |X j |/m. 3: Compute incremental coding length of x for each class:
approaches to classification such as those examined in [13] . Those methods choose an optimal decision boundary from an allowable set by minimizing the following coding length:
where L(g) is the number of bits needed to code the classifying boundary g within a certain class G, and the second term 5 counts the cost of coding training samples misclassified by g. This approach has been proven inconsistent in [13] . In contrast, MICL uses coding length directly as a measure of how well the training data represent the new sample. The inconsistency result of [13] does not apply in this modified context. In fact, MICL has more in common with the classical maximum likelihood (ML)/MAP decision criteria, since maximizing the likelihood also minimizes the number of bits needed to code the sample according to Shannon's optimal lossless coding scheme. However, the use of lossy coding distinguishes MICL from these approaches. In the next section we will see that the MICL criterion leads to a family of classifiers, parameterized by the distortion ε, that generalize the conventional MAP classifier (1.2).
In the Gaussian case, we will see that lossy coding leads to a regularization effect similar to Friedman's RDA [11] , which replaces the sample covarianceΣ with a regularized version 6 Σ + αI in the likelihood function. The main motivation for RDA is improved small-sample performance, and MICL exhibits similar gains in finite sample performance with respect to MAP. We will, however, see a significant difference between MICL and RDA in how they handle classes of varying intrinsic dimension.
The fully Bayesian approach to model estimation, in which posterior distributions over model parameters are estimated, also claims finite-sample gains over ML/MAP [24, 26] . However, when the number of samples is smaller than the number of free parameters in the model (as for high-dimensional data), the result becomes strongly dependent on the choice of prior. 7 MICL does not require the number of samples to be larger than the ambient dimension and in fact sees its greatest advantage when the sample size is small. As we will see, MICL is asymptotically equivalent to the Bayesian approach, since it too converges to ML/MAP.
Analysis of MICL with L ε for Gaussian data.
We begin this section with a motivating example. Figure 1 shows the performance of the MICL classifier on two toy problems in R 2 . In both cases, the MICL criterion classifies observations in sparsely sampled regions based on the covariance structure of the data. In the left-hand example, the criterion interpolates the data structure near the origin where the samples are sparse. In the right-hand example, the criterion extrapolates the horizontal line to the other side of the plane. On the other hand, k-NN and SVM do not extrapolate the linear structure of the data (see Figure 4 for 
Asymptotic behavior and relationship to MAP.
In this section, we analyze the asymptotic behavior of the MICL criterion (2.3) using coding length function (2.5) as the number of training samples, m, goes to infinity. We will see that, asymptotically, classification based on the incremental coding length is equivalent to a regularized version of MAP (or ML), subject to a reward on the dimension of the classes. The precise correspondence is given by the following theorem, whose proof we delay to Appendix A.
Theorem 3.1 (asymptotic MICL). Let the training samples {(x
Then as m → ∞, the MICL criterion coincides (asymptotically, with probability 1) with the decision rule
where
is the effective dimension of the jth model, relative to the distortion ε 2 . This result shows that, asymptotically, MICL generates a family of MAP-like classifiers parameterized by the distortion ε 2 . Notice that if all of the distributions are nonsingular (i.e., their covariance matrices Σ j are nonsingular), then lim ε→0 Σ j + ε 2 n I = Σ j , and lim ε→0 D ε (Σ j ) = n, a constant across the various classes. Thus, for nonsingular data, (the closure of) the family of asymptotic decision boundaries induced by MICL contains the conventional MAP classifier (1.2) at ε = 0. Any reasonable rule for choosing the distortion ε 2 given a finite number, m, of samples should therefore ensure that ε → 0 as m → ∞. As long 8 We assume that the first and second moments of the conditional distributions exist. 9 Notice that although the form of the criterion involves a Gaussian log-likelihood, the result holds for arbitrary second-order pX,Y and makes no Gaussian assumption. However, applying the MICL with coding length (2.5) directly to complicated multimodal distributions will often result in poor classification performance and is therefore not advisable. Section 4 discusses how MICL can be modified to handle arbitrary data distributions.
as ε(m) does not decrease too quickly, the limiting behavior in (3.1) dominates, andŷ(x) converges to the asymptotically optimal MAP criterion. By examining the residuals in the proof of Theorem 3.1 (especially the
Simulations (e.g., Figure 1 ) suggest that the limiting behavior does provide useful information about the performance of the classifier on finite training data. Yet Theorem 3.1 is strictly valid only as m → ∞, giving no indication as to whether one should expect to observe such behavior in practical scenarios. The following result, proven in Appendix B, shows that the MICL discriminant functions, δL ε (x, j), converge quickly to their limiting form, δL ∞ ε (x, j). 10 , with probability at least
for some constant c(α) > 0. From the proof of the theorem, one may further notice that the constant c becomes smaller when the covariance tends to singular, which suggests that the convergence speed is higher when the distributions are nearly singular.
Improvements over MAP.
In the above, we have established that asymptotically, the MICL criterion (3.1) is equivalent to the MAP criterion. Nevertheless, in the cases of finite samples or singular distributions, the MICL criterion makes several important modifications to the MAP criterion, which may significantly improve its performance.
Regularization and finite-sample behavior.
Notice that the first two terms of the asymptotic MICL criterion (3.1) have the form of a MAP criterion, based on an N (μ j , Σ j + ε 2 n I) distribution, with prior π j . This is in some sense equivalent to softening or regularizing the distribution by ε 2 n along each dimension and has two important effects. First, it renders the associated MAP decision rule well defined, even when the true data distribution might be (almost) singular. Even for nonsingular distributions, there is empirical evidence showing that for appropriately chosen ε,Σ + ε 2 n I gives a more stable finite-sample estimate of the covariance [11] , leading to lower misclassification rates. Figure 2 demonstrates this effect on two simple examples in R 2 . In each example, we vary the number of training samples, m, and the distortion ε. For each (m, ε) combination, we draw m training samples from two Gaussian distributions, N (μ i , Σ i ), i = 1, 2, and estimate the Bayes risk of the resulting MICL and MAP classifiers. This procedure is repeated 500 times to estimate the overall Bayes risk with respect to variations in the training data. In Figure 2 we visualize the (estimated) difference in risks, R MAP − R MICL . Positive values, then, indicate that MICL is outperforming MAP. The red line approximates the zero level-set of the difference in risks, where the two methods perform equally well.
The generating distributions are parameterized as (at left) n ), D ⊥ will be very close to d, the dimension of the subspace. In general, D can be viewed as a "softened" estimate of the dimension, relative to the distortion ε 2 . This quantity has been dubbed the "effective number of parameters" in the context of ridge regression [15] . Thus, minimizing the MICL criterion rewards distributions that have relatively higher dimension. 11 Note, however, that this effect is somewhat countered by the regularization induced by ε, which has a larger "reward" effect on lower-dimensional distributions. Figure 3 empirically compares MICL to the conventional MAP and the regularized MAP (or RDA [11] ). In this example, we draw m samples from three nested Gaussian distributions: One has a full rank n, one has rank n/2, and one has rank 1. For a rank-d distribution, we sample data iid N (0, [
Dimension reward. The effective dimension term
]), and add iid N (0, .04) noise to each sample, to simulate real data that may be nearly degenerate but are not perfectly so. We estimate the Bayes risk for each (m, n) combination by averaging over 500 independent trials. For fairness of comparison, the regularization parameter in RDA and the distortion ε for MICL are chosen independently for each trial to minimize the cross-validation error over the training data. Plotted are the (estimated) differences in risk, R MAP − R MICL (left) and R RDA − R MICL (right). The red lines again correspond to the zero level-set of the difference. Notice that with little surprise, MICL outperforms MAP for most (m, n) and that the effect is most pronounced when n is large and m is small. Interestingly, when m is much smaller than n (e.g., the bottom row of Figure 3 (right) ), MICL demonstrates a significant performance gain with respect to RDA. As the number of samples increases, though, there is a region where RDA is slightly better. However, for most (m, n) considered here, MICL and RDA have rather close performance. 12 4. Implementation issues. The rigorous analysis of the Gaussian case in the previous section reveals many good properties of the proposed MICL criterion. In reality, however, the distribution(s) of the data of interest may not be Gaussian. If the rate-distortion function of the distribution(s) is known, in principle one could carry out similar analysis as for the Gaussian case. Nevertheless, in this subsection, we discuss some practical ways of modifying the MICL criterion that are applicable to arbitrary distributions, without losing some of the desirable properties discussed above.
Kernel MICL criterion.
Since X X T and X T X have the same nonzero eigenvalues, we have the identity
Thus, one can evaluate the coding length function (2.5) using only the inner products between the data points. If the data x (of each class) are not Gaussian, but there exists a nonlinear map ψ : R n → H such that the transformed data ψ(x) are (approximately) Gaussian, we can replace the inner product x T 1 x 2 with a new one k(
. The so-defined symmetric positive definite function k(x 1 , x 2 ) is known in statistical learning as a "kernel function." 13 By choosing a proper kernel function, one may achieve better classification performance for certain classes of non-Gaussian distributions. In practice, some popular choices include the polynomial kernel k(
2 ), and their variants. Notice that by replacing x T 1 x 2 with k(x 1 , x 2 ), we are now classifying the test sample x by assigning it to the class which minimizes the additional bits to code ψ(x) jointly with ψ(x 1 ) . . . ψ(x m ). Appendix D describes how to properly account for the mean and dimension of the lifted data, so that the discriminant functions are well defined and correspond to a proper coding length.
The transformation described above is similar to that used in generalizing SVMs [32, 8] to nonlinear decision boundaries. In fact, SVM can be loosely interpreted as a lossy compression approach to classification, since it represents the final decision hypersurface in terms of a small portion of nearby samples, called "support vectors." However, for degenerate data lying on low-dimensional subspaces or submanifolds, almost all the training samples help determine the global shape of the optimal separating hyperplane or hypersurface. In this case, learning the separating hyperplane or hypersurface via SVM may no longer be more generalizable than directly harnessing the low-dimensional structures of the training data via MICL for classification (see Figure 4 for a comparison) .
Moreover, the kernelized version of MICL provides a simpler alternative to the SVM approach of constructing a linear decision boundary in the embedded (kernel) space, potentially exploiting details of the structure of the embedded data (see Figure 5 for an example). In section 5.2 we will see that even for real data whose statistical nature is unclear, kernel MICL outperforms SVM when applied with the same kernel function.
Local MICL criterion.
For data drawn from complicated multimodal distributions, it may be difficult or impossible to find a kernel function that renders the data approximately Gaussian. In this case, we can apply the MICL criterion locally, in a neighborhood of the test sample x. For instance, we may consider the k nearest 14 neighbors of x in the training set X , which we denote as N k (x). Training data in this neighborhood that belong to each class are
In the MICL classifier (Algorithm 1), we can replace the incremental coding length δL ε (x, j) by its local version,
where L(j) is replaced with its local version, L(j) = − log 2
The local MICL criterion gives a universal classifier that is applicable to arbitrary distributions.
Proposition 4.1 (asymptotic local MICL). Suppose the probability density function p j (x) = p(x|y = j) of each class is nonsingular. Then if ε > 0 is held constant while m, k → ∞ with k(m) = o(m), the local MICL criterion converges to the MAP criterion:
Proof sketch. With k = o(m), for any fixed x the radius of N k (x) shrinks to zero. Hencê
The only remaining effective term in the classifier is the coding length L(j) for the class label. Since
we have the desired conclusion. Thus, when the sample size is large or, more precisely, when the density of samples around the query point is high, local MICL behaves like k-NN, since the effect of the first and third terms in (3.1) diminishes. Similar to k-NN, local MICL approximates the MAP criterion when the sample size goes to infinity and k is large. However, the finite-sample behavior of the local MICL criterion can be dramatically different from that of k-NN, especially when the samples are sparse and the distributions involved are almost singular. In those cases, the first and third terms in (3.1) become significant. The first term approximates the local shape of the distribution p j (x) from the handful of neighboring samples N k j (x) by a (regularized) Gaussian, 15 and the third term accounts for the dimension of the subspace spanned by these samples in case p j (x) is close to singular around x. These two terms together provide a more comprehensive measure of how well the test sample x can be interpolated or extrapolated by its neighboring training samples, in terms of their shape as well as their frequency. As we will demonstrate in the next section with extensive simulations and experiments, the local MICL criterion consistently has superior finite-sample performance over the conventional k-NN criterion.
Simulations and experiments.
In this section, we conduct extensive simulations and experiments on real imagery data. Our results show that MICL and its kernel and local variants approach the best reported results from more sophisticated classifiers or systems, without any domain-specific information. In our implementation, the complexity of the global MICL (Algorithm 1) is quadratic in the dimension of the data; the complexity of the local MICL is similar to that of k-NN.
Simulations on synthetic data.
Extrapolation of data structure. We compare the decision boundary given by MICL in Figure 1 (right) to those of k-NN and SVM. For MICL we choose ε = 1, for k-NN we choose k = 5, and SVM is run with an RBF kernel with γ = 1 2 . All three methods give plausible decision boundaries on the right side of the vertical line. However, both k-NN and SVM assign everything on the left side of the vertical line to that line, whereas MICL extrapolates the data structure to this side. Note that while MICL is certainly not the only classifier capable of such extrapolation, it does provide a very simple and effective means of harnessing data structure that is ignored by methods such as k-NN and SVM-RBF.
Local MICL and kernel MICL. Figure 5 compares the nonlinear extensions to MICL discussed in section 4 on a two-spiral decision problem. Here we choose K = 5, ε = 2.5 for local MICL (LMICL), k = 5 for k-NN, an RBF kernel with γ = 1000 and ε = 1 for kernel MICL (KMICL), and the same kernel for SVM. The local version of MICL exploits the approximately locally linear structure of the data to produce a smoother decision boundary than k-NN. Also, notice that both kernel MICL and kernel SVM produce smooth decision boundaries that extrapolate the spiral structure of the data in the upper left corner. However, the improved performance of these kernelized methods comes at the price of having to select a proper kernel, a nontrivial problem for this dataset, since certain popular kernels (e.g., polynomial) do not work for this dataset.
Tests on real imagery data.
Real imagery data encountered in applications of learning and vision are often characterized by complicated distributions that may not satisfy the Gaussian assumption underlying MICL. In fact, this difficulty in characterizing the distribution of imagery data has played a major role in the popularity of flexible, empirical classifiers such as k-NN and SVM for vision tasks. In this section, we compare MICL to other generic classifiers and demonstrate the applicability and advantages of MICL even in this nonparametric setting.
Handwritten digit recognition. We first test the MICL classifier on two standard datasets for handwritten digit recognition (Table 1 (top) ). The modified National Institute of Standards and Technology (MNIST) handwritten digit dataset [20] consists of 60,000 training images and 10,000 test images (see Figure 6 (top) for a visualization). We achieved better results using the local version of MICL due to non-Gaussian distribution of the data. We select the free parameters k and ε by leave-one-out cross-validation, over the range k ∈ {5, 10, 15, . . . , 75} and log(ε) ∈ {−10, −9, . . . , 9, 10}. The cross-validation error is minimized at k = 50 and log(ε) = −10. This very small value of ε suggests that, for this dataset, once we have restricted our attention to the k nearest neighbors, the local affine structure of the data is more relevant for classification than the class labels themselves. With these automatically chosen parameters, our algorithm achieves a test error of 1.61%, outperforming simple methods such as k-NN as well as many more complicated neural network approaches (e.g., LeNet-1 [20] ). MICL's error rate approaches the best result for a generic learning machine (1.1% error for SVM with a degree-4 polynomial kernel). Problem-specific approaches, such as generating synthetic training samples, have resulted in lower error rates, however, with the best reported result achieved using a specially engineered neural network [30] .
We also test on the challenging United States Postal Service (USPS) digits database, visualized in Figure 6 (bottom). Here, even humans have considerable difficulties (about 2.5% error). We first apply local MICL with k = 20 and log(ε) = −6 chosen by leave-one-out cross-validation from the range k ∈ {5, 10, . . . , 75} and log(ε) ∈ {−10, −9, . . . , 9, 10}. With these parameters, local MICL achieves an error rate of 4.78% (see Table 1 (bottom)), again outperforming k-NN (best error rate achieved with k = 4).
We further compare the performance of kernel MICL to SVM 16 on this dataset using the same homogeneous, degree-3 polynomial kernel and identical preprocessing (normalization and centering). This allows us to compare pure classification performance, independent of the various engineering improvements. Here, SVM achieves a 5.3% error, while kernel-MICL achieves an error rate of 4.7% with log(ε) = −5. This ε was chosen fully automatically, via leave-one-out cross-validation within the training set. It is optimal for the range log ε ∈ {−10, −9, . . . , 9, 10}.
Using domain-specific information, one can achieve better results. For example, using many synthetic training images or more advanced skew-correction and normalization techniques lowers the error rate for SVM-poly to 4.1% in [32] . Non-Euclidean distance metrics are also useful: [29] (best reported in [32] ) achieves 2.7% error using tangent distance to a large number of prototypes. Further performance improvements have been achieved by applying matching techniques with local deformation prior to classification [19] . All of these techniques aim at eliminating some of the variation due to nonrigid deformation and misalignment, vari-ations that are not handled well by holistic methods that treat the entire image as a vector. While we have avoided extensive preprocessing here, so as to isolate the effect of the classifier, such preprocessing can also be incorporated into our framework.
Face recognition. We further verify MICL's appropriateness for real vision problems using face recognition under varying illumination as an example. Researchers in face recognition have observed both empirically and theoretically that images of the same face under varying lighting conditions lie near a low-dimensional linear subspace [2] . This simple structure of the data suggests that good performance could be obtained directly using Algorithm 1, without resorting to local or kernel methods. However, these linear subspaces are embedded in a very high-dimensional image space, and we generally have very few training samples per class with which to infer them.
For this experiment, we use the Extended Yale Face Database B [12] 17 , which tests the illumination-sensitivity of face recognition algorithms. We work with a standard set of 1, 694 frontal images of 38 subjects. Each image has resolution 168 × 192. The database is divided into four subsets, corresponding to increasingly extreme illumination angles, visualized in Figure 7 . We use Subset 1 for training and test the algorithm's ability to extrapolate to Subsets 2-4. We apply Algorithm 1, not the local or kernel version, directly to the raw imagery data. For this dataset, the leave-one-out cross-validation error is essentially flat (varying by only a single image) across log ε ∈ {−8, . . . , 6.5}. We report the recognition rate at log ε = −0.75, the midpoint of this range.
We compare MICL with two standard face recognition techniques based on principal component analysis (PCA) [31] and linear discriminant analysis (LDA) [3] . For PCA, we choose the projected dimension to minimize the test error across {5, 10, . . . , 100}, while for LDA, we choose the maximum possible dimension, 37, which also minimizes the test error. We also compare to the nearest subspace [21] classifier, which assigns the test image to the class that minimizes the distance between it and the linear span of the training samples from that class. Finally, we compare to RDA, again choosing the regularization parameter α (recall that RDA replacesΣ withΣ + αI in the Gaussian likelihood) by cross-validation from the range log α ∈ {−8, . . . , 8}. The leave-one-out cross-validation error is flat (and minimal) across log α = −8, . . . , 2. As for ε above, we choose log α = −3, the midpoint of this range. Table 2 reports the recognition error rate for each of the five algorithms across the three training subsets. MICL outperforms the two classical techniques significantly, suggesting that if we have a criterion that directly exploits the singular or low-dimensional structures of the data, performing dimensionality reduction before classifying becomes unnecessary or even undesirable. 18 For all illuminations, it performs similarly to RDA, and for moderate illuminations, its performance approaches that of the nearest subspace technique, again suggesting that MICL can automatically exploit degenerate structures that may be present in the high-dimensional data.
High-dimensional data spaces pose challenges for any learning algorithm, in the form of dramatically undersampled distributions. However, they also open the door to new geometric 17 We use the normalized and cropped version of this dataset, as in [21] . 18 Working directly in the high-dimensional space is computationally feasible thanks to the kernel property (4.1) and can be further accelerated via block determinant identities (see Appendix C for details). tools for recognition. In related work, we have shown how sparse representation and compressed sensing [34] can be applied to achieve robust and accurate face recognition despite occlusion and variations in illumination. These techniques rely on geometric phenomena 19 that do not occur in low-dimensional spaces, again suggesting that if the proper tools are available, it may be best to treat the data as is, rather than performing dimensionality reduction.
6. Discussion. In this paper, we propose and study a new classification criterion, based on the principle of lossy data compression, called the minimum incremental coding length (MICL) criterion. We establish its asymptotic optimality for Gaussian data. It generates a family of classifiers, which we connect to classical techniques such as MAP, RDA, and k-NN. This family of classifiers extends the working conditions of these classical techniques to situations where the sample set is sparse or the distribution is singular in a high-dimensional space.
Our results also have implications for unsupervised learning. In [23] , lossy coding length was used as an objective function for clustering, and a simple agglomerative method was proposed to segment data from mixtures of Gaussians or linear subspaces. The new theoretical results described here further explain the surprising efficacy of the simple clustering algorithm of [23] . For example, Theorem 3.1 implies that the agglomerative method of [23] makes a decision at each step based on a regularized version of (Gaussian) maximum likelihood or MAP.
On real vision problems, the MICL criterion and its kernel and local versions perform competitively (nearly optimally for the face recognition problem) without any domain-specific engineering. We believe that its good performance comes mainly from the fact that MICL can automatically exploit low-dimensional structure in high-dimensional imagery data for classification purposes. This ability allows MICL to be applied in practice with little preprocessing and engineering of the data, reducing the risk of overfitting. Due to its simplicity and flexibility, we believe it can be successfully applied to an even wider range of real-world data and classification problems.
Appendix A. Proof of Theorem 3.1. In this section, we prove Theorem 3.1 of section 3.1. We will require the following two lemmas, the first of which is useful for computing higher order derivatives of the coding length function.
Lemma A.1. Let δ kl be the matrix whose k, l entry is 1 and whose other entries are all zero. Let Λ(m) .
where Sym(p) is the symmetric group on p letters. Thus, the kth partials of log 2 det(Λ(m)+Γ) are all Θ(1) with respect to increasing m. Proof. Induction on k. For k = 1, the standard result that
Suppose that (A.1) holds for 1, . . . , k − 1. Then
, and so the kth partial is given by 
Notice that
Then as m → ∞, the MICL criterion coincides (eventually, with probability 1) with the decision rule
where L G (·| μ, Σ) is the log-likelihood function for an N (μ, Σ) distribution, and
is the effective codimension of the jth model, relative to ε. Proof. We first consider the decision boundary between two classes whose means and covariances are μ 1 , Σ 1 and μ 2 , Σ 2 , respectively. Let X (m) .
= 
) be the number of bits needed to code the mean, and δM ε (X , z) the change due to introducing sample z. Applying the definition of L ε and rearranging, we have that δL ε (z, 1) < δL ε (z, 2) iff 
Similarly, (B.9)
on the event (B.5). We will next bound Σ − Σ F . Let ξ .
Setting the left-hand side of (B.14) equal to α and solving for the upper bound γ gives We will analyze, term by term, the convergence of (B.2) to (B.3), proving the following theorem. 
On event E, (B.17) is bounded above by Appendix C. Efficient implementation in high-dimensional spaces. Given training samples X ∈ R n×m and a test sample z ∈ R n , the MICL decision rule requires us to compute the following discriminant function:
In high-dimensional spaces, i.e., when n m, it is generally advantageous to work with the kernelized version of the rate function, in which the sample covarianceΣ is replaced by the mean-centered matrix of inner products Notice that the second and third terms of (C.1) can be precomputed offline, during the training stage. However, the first term depends on the new sample, z, and requires computing the log-determinant of an n×n or m×m matrix. Straightforward numerically stable implementations require Θ(m 3 ) time (computing log det either via Cholesky decomposition or singular value decomposition). In this section we show how the online computation required to evaluate (C.1) can be reduced to Θ(m 2 ), with a corresponding practical speedup of several orders of magnitude for the datasets considered in this paper.
Here, the first equation follows from (C.7), and the second from (C.8). det(I +Q) and (I +Q) −1 can be precomputed offline. A straightforward application of (C.9) gives that The s u v can be computed in quadratic time, and, given these values, the remaining operations are constant time.
