A key question in synaptic physiology is what determines the release probability of a synaptic vesicle. In this issue of Neuron, Wadel et al. shed UV light on this problem, finding that hard-to-release vesicles are too far from Ca 2+ channels.
Prior to exocytosis, synaptic vesicles move to positions at the active zone that are extremely close to the synaptic membrane, a process called docking; the subsequent process of priming probably involves several steps. Central to this process is the formation of the SNARE complex from the interaction of the vesicle membrane protein synaptobrevin, the terminal membrane proteins SNAP-25 and syntaxin, and additional accessory proteins including the Ca 2+ sensor synaptotagmin (Sudhof, 2004) . The SNARE complex draws the two membranes into an intimate embrace, requiring only the slightest trigger to cause the nearinstantaneous fusion of the two. That trigger is provided by the brief and rapid influx of Ca 2+ through voltage-gated Ca 2+ channels opened by the invading action potential (AP). The sensor for Ca 2+ is probably synaptotagmin (Sudhof, 2004) , a molecule which binds four or five Ca 2+ ions before triggering fusion. The apparent Ca 2+ sensitivity of this fusion step, the amount of Ca 2+ influx, and the rate at which free Ca 2+ accumulates in a terminal all have impact on the release probability of a vesicle. Nerve terminals contain numerous synaptic vesicles-approximately 200 in a small hippocampal bouton and over 70,000 in the calyx of Held terminal (Rizzoli and Betz, 2005) -but by no means are all of them ready for action. Electron microscopy reveals that about 1%-10% of all vesicles are in close apposition to the synaptic membrane and appear to be the ones which release during trains of APs; collectively, they are called the readily releasable pool (RRP). Nonetheless, within this pool there is heterogeneity: synchronous, AP-driven release draws on about 20%-50% of these vesicles (Moulder and Mennerick, 2005; Sakaba, 2006) (Bollmann et al., 2000; Schneggenburger and Neher, 2000) . Wadel et al. (2007) now shine this laser on the slowly releasing pool. Using a 10 ms voltage pulse, the authors deplete the rapidly-releasing vesicles; as expected, an AP-like voltage pulse now elicits almost no response, even though a subsequent longer pulse confirms that a large number of releasable vesicles remain. But what if the short pulse is substituted for a UV flash? Despite the absence of the rapidly-releasing pool, the flash now elicits a substantial response; in fact the response is 80% as large as the one an identical flash elicits prior to depleting the pool. Apparently, the remaining slowly-releasing vesicles are not so reluctant to release as was thought.
But has the UV flash really revealed that there is no difference between the two vesicle pools? Pretty much (although not entirely), as more qualitative experiments reveal. Using deconvolution analysis, a technique which measures the release rate of vesicles, the authors probe the time course and Ca 2+ sensitivity of release. Long depolarizing pulses confirm that the rapidly-releasing vesicles release with a time constant of 2 to 3 ms, with the remaining half releasing ten times more slowly. But with a UV flash, some 90% of all the releasable pool releases extremely rapidly. What is more, the [Ca 2+ ] needed to release this 90% is about 10 mM, similar to the concentration which the fast pool sees during AP-driven release. True-depleting the RRP before the UV flash reveals that the slow vesicles actually have a ] at a vesicle need only drop from about 11 mM to 6 mM to reduce the release rate by an order of magnitude. Such a dramatic decrease is expected from the power law relating [Ca 2+ ] to release probability (Dodge and Rahamimoff, 1967) , and could occur with a displacement of only a few nm from the channels.
We know from previous studies how quickly the depleted vesicles recover: rapidly for the slowly-releasing pool (t = 200 ms) compared with several seconds for full recovery of the fast pool. It is probable that the two pools recover sequentially; that is, the fast pool is replenished from the slow pool. In the light of the present study, we also now know that vesicles dock, prime, and become release-competent extremely rapidly. It is the final step of moving closer to a Ca 2+ channel during which vesicles drag their feet. What is taking so long?
Tetanus toxin cleaves synaptobrevin, removing the SNARE motif and proline-rich N-terminal domain, and, given enough time, completely blocks transmitter release; given somewhat less time, tetanus toxin preferentially blocks release of the fast pool and retards its replenishment (Sakaba et al., 2005) . The authors dialyze the calyx with the proline-rich domain of synaptobrevin which, unlike tetanus toxin, does not reduce the total amount of release. However, following a depleting stimulus, the peptide considerably slowed the replenishment of the fast pool while having no effect on the slow pool. An antibody raised against the proline-rich domain of synaptobrevin had a similar effect. Therefore, this domain of synaptobrevin may play a key role in moving vesicles closer to the Ca 2+ channels. Protein interactions that are taking place during this final ''superpriming'' step presumably account for the small additional acceleration of release which these vesicles achieve. So thanks to Ca 2+ uncaging, we now have a clearer picture of the vesicle pools as well as some new insights into old issues. A near-fully primed and release-competent slowly-releasing pool provides an alternative explanation for the asynchronous release seen at many synapses. The new view allows for asynchronous release to occur as Ca 2+ gradually accumulates around the slow pool without the need to postulate vesicles with a different Ca 2+ sensor. However, the data do not exclude the possibility of such an alternate sensor, nor are they sufficient to explain asynchronous release seen in response to a single AP at some synapses (Hefft and Jonas, 2005) . Most interestingly, the results suggest that recovery from synaptic depression is not so much a process limited by vesicle recycling, docking, or priming, but rather by processes that lead vesicles to their final position near the Ca 2+ source.
Vesicle placement may affect release in other ways as well. For example, perhaps slowly-releasing vesicles are physically shielded from Ca 2+ influx by the rapidly-releasing ones; such a scenario opens the intriguing possibility that release of a vesicle per se increases the release probability of a vesicle nearby. If the early phase of tetanus toxin exposure indeed proves to selectively block the release of the rapidlyreleasing pool-as has been suggested-then this possibility is open to testing with the existing techniques. Even more relevant is the question of whether more prime sites can be made available for the slowly-releasing vesicles. Physiological mechanisms have been described which promote the recovery of the rapidly-releasing pool and possibly also change the relative sizes of the two pools (Sakaba and Neher, 2001) . As the synapse matures, coupling between channels and vesicles becomes tighter, such that sufficient Ca 2+ for AP-dependent release can be provided by fewer channels (Fedchyshyn and Wang, 2005) , perhaps even one. In this respect it is worth noting that the experiments described in this issue are done in young rats (postnatal day 8-11). Could developmental processes generate new sites for rapidly-releasing vesicles? Experiments to explore this would be challenging, but should reveal if, with maturity, a synapse makes room for more of its good players. 
Channels
Each channel produces a cloud or microdomain of Ca 2+ that decays steeply with distance from the channel. Ca 2+ sensors that are closer to the source will trigger release more readily, even though they have nearly the same properties as more distant sensors.
Traditional theories of attention rely on the idea that when we search for a target in a visual display the brain boosts the activity of neurons optimally tuned for the target features. In this issue of Neuron, Navalpakkam and Itti take a computational approach to show that this strategy is actually very inefficient when the target is surrounded by distractors with similar features. Instead, the optimal strategy is to boost the activity of neurons that best discriminate between target and distractors, while essentially ignoring the neurons that respond best to the target.
When looking for a friend in a large crowd, a natural strategy is to focus attention on the visual features specific to this person. Hence, if the person is wearing a red coat, the nervous system should enhance the activity of neurons specifically tuned to red. Several neurophysiological experiments have confirmed that this is indeed the strategy adopted by the nervous system (McAdams and Maunsell, 1999; Treue and Maunsell, 1996) , and this is also the central idea in all models of attention (Heinke and Humphreys, 2005) . In this issue of Neuron, Navalpakkam and Itti (2007) suggest that this strategy might in fact be a special case of a more general approach. They argue that, in visual search, the nervous system should enhance the response of cells that best distinguish between the target and the distractors-an idea that had been mentioned in the literature before but which had never been fully explored (Wolfe et al., 2003) . If the target and distractors are widely different (the case that has been typically considered in previous neurophysiological experiments), the optimal strategy remains one of focusing on neurons that best respond to the target features. Going back to our example, if most people in the crowd are wearing blue coats, the cells encoding red will indeed be the most informative because they do not respond much to blue while responding maximally to red. The story changes, however, if the target and distractors are similar. For instance, imagine that you are looking for your friend in a stadium in which most of the fans are wearing red jerseys that are just slightly more purple than your friend's coat. In this case, the task is akin to a fine discrimination of color, and the optimal strategy is to monitor cells that best discriminate between these two similar shades of red. Interestingly, these are not the cells tuned to red, because such cells would respond almost equally well to both shades. Instead, attention should now be driven by cells that are tuned slightly away from both red and purple-red.
At first, this strategy may sound quite counterintuitive. The best way to find a target surrounded by distractors is to monitor cells that are not optimally tuned to the target! However, this is a consequence of a well-known property of population codes. Many variables are represented in the brain with population codes, i.e., through the activity of neurons with bell-shaped tuning curves ( Figure 1A ). The properties of such codes have been extensively studied, experimentally as well as theoretically (Paradiso, 1988; Regan and Beverley, 1985) . One of the major conclusions is that neurons play different roles depending on the nature of the tasks. Hence, more than 20 years ago, Regan and Beverley (1985) had shown that when trying to detect a grating with an orientation of 0 , the most important neurons are the ones tuned at 0
. By contrast, when trying to discriminate between two similar orientations, say À5 and 0 , the most helpful neurons are the ones preferring À15 or 15 . The reason is quite simple: the most helpful neurons are the ones with the largest change of activity between 5 and 0 , that is to say, the neurons whose tuning curves show the highest slope in this range. If the tuning curves are about 30 wide, for neurons with tuning curves peaking at À15
and 15 , the side of these
