ABSTRACT Multi-MeV ion production from the interaction of a short laser pulse with a high-density plasma, accompanied by an underdense preplasma, has been studied with a particle-incell simulation and good agreement is found with experiment. The mechanism primarily responsible for the acceleration of ions is identified. Comparison with experiments sheds light on the ion-energy dependence on laser intensity, preplasma scale length, and relative ion energies for a multi-species plasma. Two regimes of maximum ion-energy dependence on laser intensity, I, have been identified: subrelativistic, ∝ I; and relativistic, ∝ √ I . Simulations show that the energy of the accelerated ions versus the preplasma scale length increases linearly and then saturates. In contrast, the ion energy decreases with the thickness of the solid-density plasma. It has long been understood [11] that ion generation in a laser-produced plasma relates to hot electrons. The commonly recognized effect responsible for ion acceleration is charge separation in the plasma due to high-energy electrons, driven by the laser inside the target [1, 3, 12, 13] and/or an inductive electric field resulting in the self-generated magnetic field [14] , although a direct laser-ion interaction has been discussed for extremely high laser intensities ∼ 10 22 W/cm 2 [8]. These electrons can be accelerated up to multi-MeV energies due to several processes, such as stimulated forward [21] , and betatron resonance provided by laserpulse channeling [22] . Because of the plethora of mechanisms for electron acceleration and the corresponding electric-field generation, different regimes of ion acceleration are possible. Clearly, a better understanding of the mechanisms of forward ion acceleration in the interaction of a laser pulse with a solid target and quantification of the dependences of ion yield in terms of the laser pulse and the plasma parameters is essential for the success in new applications of laser-triggered ion beams.
Introduction
At focal intensities of I > 10 18 W/cm 2 , highintensity laser-triggered ion acceleration results in the formation of a multi-MeV beam propagating in the forward direction [1] [2] [3] . The mechanisms and characteristics of ions triggered by the interaction of a short laser pulse with a plasma are of current interest because of their importance to novel-neutron-source development [4] , isotope production [5, 6] , fundamental nuclear physics at extremely short time scales [6] , hadron therapy [7] , relativistic ion-beam production [8] , modeling of astrophysical phenomena in the laboratory [9] , and the fast ignitor scenario with light ions [10] .
It has long been understood [11] that ion generation in a laser-produced plasma relates to hot electrons. The commonly recognized effect responsible for ion acceleration is charge separation in the plasma due to high-energy electrons, driven by the laser inside the target [1, 3, 12, 13] and/or an inductive electric field resulting in the self-generated magnetic field [14] , although a direct laser-ion interaction has been discussed for extremely high laser intensities ∼ 10 22 W/cm 2 [8] . These electrons can be accelerated up to multi-MeV energies due to several processes, such as stimulated forward ✉ Fax: +81-6/6877-4799, E-mail: sentoku@ile.osaka-u.ac.jp Raman scattering [15] , resonant absorption [16] , laser wake fields [17] , ponderomotive acceleration by standing [18] and propagating [12] laser pulses, 'vacuum heating' due to the v × B component of the Lorentz force [19] or the Brunel effect [20] , wave-breaking of self-modulated laser wake fields or injection via wave-breaking of Raman-backscattered plasma waves [21] , and betatron resonance provided by laserpulse channeling [22] . Because of the plethora of mechanisms for electron acceleration and the corresponding electric-field generation, different regimes of ion acceleration are possible. Clearly, a better understanding of the mechanisms of forward ion acceleration in the interaction of a laser pulse with a solid target and quantification of the dependences of ion yield in terms of the laser pulse and the plasma parameters is essential for the success in new applications of laser-triggered ion beams.
Recent publications show that there is some controversy about the origin of the high-energy ions. The results obtained from some experiments [5, 13] provide evidence that the observed MeV-ions were generated and accelerated in the plasma at the front of the target, conflicting with experiments [3, 23] that indicated that proton acceleration took place at the back of the target. The electrostatic model of ion acceleration suggests that the origin of the ions is the same for both of these experiments and that the only difference is in the plasma thickness: whether or not the plasma extends to the rear surface. We believe both situations are possible, depending on laser-pulse characteristics and foil-material conductivity. There is not only a controversy about the origin of the high-energy ions but also a dramatic disagreement on the hot-electron penetration in solid targets [24, 25] . The latter experiments have been performed using green light of approximately the same pulse duration with laser intensities up to 4 × 10 18 W/cm 2 and 10 19 W/cm 2 , correspondingly. However, the penetration depth of hot electrons in [24] was more than two orders of magnitude longer than in [25] . Two possible disparate scenarios may explain these controversies in high-energy electron and ion generation. Scenario 1. When a solid target is highly resistive the return current within it is strongly suppressed. In this case hot electrons generated in the laser-plasma interaction in front of the foil penetrate only to a distance of their Debye length, λ Dh . These electrons are pulled back within the target (if the foil thickness exceeds the Debye length of hot electrons) by the electrostatic fields they set up and return in a fountain shape. The Debye sheath accelerates ions that appear to originate from the front of the target.
Scenario 2. Hot electrons penetrate deep inside the foil and reach the rear of the target. Such electrons can only propagate due to the return current [26, 27] , which requires high conductivity within the target. Such a scenario corresponds to ion acceleration at the back of the target. Clearly, between these two disparate scenarios there might be an intermediate situation where the plasma comes into being in some other part of the target's thickness. Though, due to the laser prepulse, ionization by fast electrons, or electrical breakdown, the cold insulator might become a plasma conductor. The physical picture of this transformation arising in the bulk of the target is still incomplete. Note that [28] sheds some light on the latter issue, demonstrating a four times difference in the penetration depth of fast electrons in metals and insulators due to the effect of a self-consistent electric field, which pulls electrons back.
The crucial issue in the interaction of laser pulses with foil targets is preplasma formation before the peak of the pulse reaches the target. One may attribute such a preplasma as a reason for enhanced electron generation and, hence, enhanced electric-field generation which effectively accelerates the ions. For a low laser energy contrast ratio one may also expect an extension of the plasma to the rear surface of the foil target even before the main pulse's arrival. For instance, in [27] , which models the transport of fast electrons generated by a 20-J laser, it was shown that only 0.6 J are required to ionize a target of 250-µm thickness. Note that the experiment in [24] was performed with an order of magnitude higher laser energy (and so larger prepulse energy) than the experiment in [25] , which displayed a dramatic difference in the hotelectron penetration depths. The aim here is to see how both underdense preplasma scale length and solid dense plasma thickness determine the efficiency of ion generation.
In this paper we report on the results of a fully relativistic two-dimensional (2D) particle-in-cell (PIC) simulation of multi-MeV ion generation in the interaction of a short laser pulse with a dense plasma having a preplasma in front of it. We found that the theoretical dependences of the ion-generation efficiency versus laser intensity and plasma profiles agree well with recent experiments at the Center of Ultrafast Optical Science at laser intensities of I ≤ 6 × 10 18 W/cm 2 [5] and the data on maximum ion energies from the experiments performed at the Rutherford Appleton Laboratory on the Vulcan laser [13] .
Because of the complexity of the physics involved, our use of PIC simulations is not intended to fully model all experiments but is used as a benchmark for interpreting the data most relevant to scenario 1. In contrast to [26, 27] , we do not model the physics inside the initially cold target; instead we assume a given solid density plasma slab whose back side is representative of the hot plasma-cold solid interface expected in a real target with low conductivity. Our simulations which self-consistently describe the laser-plasma interaction are subject to the further complication attendant with modeling electron-medium interaction within a cold target.
In a typical experiment on ion acceleration, a beam of protons rather than other ion species is observed in the forward direction, due to H 2 O contamination of the foil surface.
Therefore, there is much interest in the simulation of ion acceleration from a multi-species plasma. In this context, with a PIC code, we examined in detail the high-energy ion characteristics from a two-component (hydrogen and deuterium) ion plasma.
In the present paper we describe the mechanism of ion acceleration through electron stochastic heating. We consider the transfer of laser energy to the electrons by the interaction of the incident and reflected electromagnetic waves in a preplasma with a strongly modulated density. We find that the hot-electron temperature, and so the fast ion energy, scales linearly with intensity at subrelativistic laser fields and as the square root of intensity at the relativistic limit.
The paper is organized as follows. Section 2 presents the results of the PIC simulation and a description of the electron heating. Such global ion characteristics as the energy cutoff and the emittance are discussed in Sect. 3. Section 4 reports on the comparison between experimental measurements and PIC simulations, and we conclude with a discussion and summary in Sect. 5.
2
Particle acceleration from PIC simulations
The 2D PIC simulations were performed for a 140-fs linearly polarized laser pulse with a wavelength λ = 1 µm, normally incident onto an underdense plasma slab, having an exponential density profile with a spatial scale length L = 5 µm. There was a thin dense plasma slab behind it with a density 40 times higher than the critical density and a thickness d = 0.25 µm. This thickness is ten times larger than the skin depth, so the plasma slab is not transparent to the laser pulse. We use such a preplasma to model the blowoff plasma created by the laser prepulse which interacts with the foil before the main pulse reaches the target. The laser pulse with vacuum electric field amplitude E y0 propagates in the X direction of an X-Y simulation plane and has a 3-µm focal size. The normalized amplitude of the laser vector potential, a = eE y0 /mcω 0 , where m is the electron rest mass, c is the light velocity, and ω 0 is the laser frequency, was in the range 0.5 ≤ a ≤ 13.8, which corresponds to laser intensities from 3.3 × 10 17 to 2.5 × 10 20 W/cm 2 µm 2 . The total simulation box is 50 µm × 10 µm and the dense plasma target is at X = 10 µm. A long vacuum region behind the target was placed to reduce boundary effects. For a laser intensity a = 2, we performed simulations for different preplasma scale lengths, 0 < L/λ < 10, and plasma target thicknesses, 0.1 < d/λ < 8. A hydrogen-deuterium plasma was chosen with 20% H and 80% D.
Although for the experiments performed on the pw-laser an amplified spontaneous emission (characterized by intensity contrast ratio ∼ 10 −4 and occurring in the ns-period before the main pulse) is able to produce a preplasma with a scale length up to 40 µm [3] , our choice of a relatively thin plasma slab is motivated mainly by the TW-scale experiments with a higher contrast ratio and a shorter prepulse [5] . According to [25] , for such experiments the temperature of bulk electrons in the solid plasma is around 1 keV. Initially only a thin skin layer, less than 0.1 µm, is heated to this temperature. During the heating, the size of the hot dense plasma increases due to the energy transport of the bulk electrons inside the tar-get. However, the heat-transport velocity, ∼ fv Te , where v Te is the electron thermal velocity and f is the heat flux inhibition factor, is rather low, and, for a subpicosecond laser pulse, a hot dense plasma cannot expand to greater than a micron size. For example, at a pulse duration of 400 fs [5] and a commonly used value of f ∼ 0.1, one may estimate d 1 µm. This is the motivation for the choice of a relatively thin dense plasma slab. For the laser intensities considered here, the main laser energy is converted to hot electrons, which may penetrate at least to their Debye length. For instance, for a hotelectron density of about n c and a temperature ∼ 1 MeV, it is ∼ 0.3λ. As was explained in Sect. 1, we follow scenario 1 for hot-electron penetration considering the high-resistivity material, where the right plasma boundary is representative of the hot plasma-cold solid interface. This is likely to be relevant to experiments [5] with insulators. The measurements of the hot-electron penetration depth [25] for the same typical parameters as in the experiments [5] have shown a rather short penetration depth < 3 µm. In order to model deeper energy deposition, for example due to a prepulse, we changed d in our simulations by up to 8λ.
A brief picture of ion acceleration has been proposed [3, 5, 10, 29] . The electrons, accelerated in the underdense plasma (with density, n e , less than critical, n c ), penetrate deep inside the target, or even through it, and set up a strong electrostatic field (Debye sheath) which accelerates ions forward and decelerates electrons. Thus, the kinetic energy of the fast electrons transforms into the electrostatic field energy and the electric potential, which accelerates ions and is expected to be at the level of the hot-electron energy. Correspondingly, the bulk ion energy scales as the hot-electron energy, although the maximum ion energy might be significantly higher.
The above-mentioned model suggests that the generation of high-energy electrons is crucial to ion acceleration. At the same time, electron motion is very complicated because of the combined effect of the pump, self-generated fields, and plasma inhomogeneity. In Fig. 1 we show a 2D distribution of the electromagnetic energy, the magnetic field (B z ), and the longitudinal electrostatic field (E x ) for a subrelativistic laser intensity, a = 1. Reflection of laser light produces a standing wave, which is seen in Fig. 1a to be a modulation of the laser intensity with the scale λ/2. Laser-beam focusing is insignificant in the underdense plasma. Surface currents and the backward-expelled electrons cause the so-called 'fountaineffect' -generated magnetic field with a maximum up to 40% of the laser field (Fig. 1b) .
Good correlation with the laser-intensity modulations of the longitudinal electric field in the preplasma can be seen clearly in Fig. 1c . We have concluded that the latter is due to the ponderomotive effect at each maximum of the laser intensity. However, in an arbitrary Y -slice, the electrostatic field demonstrates chaotic behavior (Fig. 1d) that cannot be seen in Fig. 1c because of the rather small scale of the electrostatic fluctuations across the laser beam. On the other hand, averaged over the laser focal size, this electrostatic field shows a well-defined periodic structure in the X-direction with a wavelength of λ/2. The electron-plasma density has similarly strong modulations. Hence, the acceleration of the electrons occurs in a preplasma with a very com-FIGURE 1 The electromagnetic energy at 106 fs (a), the quasistatic magnetic field at 185 fs (b), the longitudinal electrostatic fields at 185 fs (c), and corresponding slice plot at Y = 5 µm (d) for dimensionless laser field a = 1. The dashed lines indicate the initial plasma boundaries. All plots are time-averaged over the laser period plicated electromagnetic-field structure and density. Propagating through the target, these electrons produce a strong charge-separation field which reaches 40% of the laser field behind the target and smoothly decreases with distance as shown in Fig. 1d .
The PIC model gives details of the electron-energy distribution as shown in Fig. 2c for a = 1. The phase-space plots (Fig. 2a, b) show space modulations with scale λ/2 due to the formation of a standing electromagnetic wave, which plays an important role in electron heating. For this run, 60% of the laser energy is reflected, namely, the reflectivity coefficient related to the field amplitude is r ∼ 0.8. The amplitude of the longitudinal momentum oscillations due to the formation of a standing electromagnetic wave can be estimated as p x /mc ∼ (1 + r) 2 a 2 ∼ 3 (cf. Fig. 2b ). During several laser cycles, the electron motions become stochastic. They penetrate deep inside the target, mainly due to the v × B accelerating force, acquiring energy from the electromagnetic field. The electron phase-space plots X-p x during the laser pulse, at t = 40 fs (a) and t = 80 fs (b). The energy distribution of forward-accelerated electrons (c) during the laser pulse, at t = 80 fs, and after it, at t = 160 fs. Laser intensity corresponds to a = 1 We considered a model problem of electron motion in a homogeneous underdense plasma with an electromagnetic field approximated by a uniform incident and counterpropagating (reflected) plane waves
with the amplitude corresponding to a = 0.5, 1, and 2 and r = 0.75. In the above PIC simulation, the electrostatic field was chosen as
with α = 0.2. The wave amplitude, E 0 (t), increases exponentially as a function of time,
Calculations are done for 2000 electrons in a plasma with n/n c = 0.3 during 200τ. Figure 3 shows the electron kinetic energy, γ − 1, versus the phase, φ, for different laser intensities, where φ = ωt − kx. The maximum electron energy increases as a 2 at a 1 and has a somewhat weaker dependence at a > 1. The energy dependence on laser intensity from this The electron-energy plots in a system of two counterpropagating waves at t = 50τ for a = 0.5 (a), 1 (b), and 2 (c) model problem qualitatively agrees with the result of the PIC simulation. In the course of time the electron motion takes on a chaotic character. To study stability of the system we switch on small electron-momentum perturbations, δP, at some time t 0 . The difference of single-particle orbits with and without perturbations demonstrates the stochastic behavior of the system. Namely, δP x = 0.0001mc was added at t = t 0 = 50τ. Figure 4a and b show the orbits of an electron in p x -p y space in the case a = 1 and r = 0.1 without and with the perturbation, respectively. There is no significant difference in either FIGURE 4 The electron orbit in phase space p x -p y for r = 0.1 (a) and r = 0.75 (c) in a two counter-propagating-wave system. The perturbation was switched on at t = 50τ, which results in transformation of the orbits a and c to b and d, correspondingly. Computations performed for a = 1 plot. When the reflection coefficient is increased to r = 0.75, this is no longer the case, as shown in Fig. 4c and d, with and without perturbation, correspondingly. To clarify this the following Lyapunov exponents have been calculated [30] :
where P 0 is the momentum just before the perturbation was added (at 50τ), ∆t is the time passed after that, and the summations are over the time steps. For negative Lyapunov exponents the system is stable with respect to small perturbations. This means that two particles with and and without perturbation stay very close in phase space. However, if the Lyapunov exponent is positive their orbits become dramatically different, proving that the system is chaotic. The calculated Lyapunov exponents are shown in Fig. 5 . From this figure one may conclude that the r = 0.1 case is stable with respect to momentum perturbation, but the r = 0.75 case is unstable, i.e. the system is chaotic and electrons experience stochastic heating. The bifurcation occurs somewhere around r = 0.2. In Fig. 6 , the hot-electron temperature extracted from the PIC simulations, T h , at the solid plasma surface is plotted versus the laser intensity. It is proportional to the laser intensity in FIGURE 5 The Lyapnov exponents of the electron motion in a two counterpropagating-wave system versus the time elapsed after the perturbation was switched on FIGURE 6 Hot-electron temperature at the solid plasma surface versus the laser intensity at 80 fs the subrelativistic case and has a significantly weaker dependence, close to the square root, at a 1.
The hot electron temperature dependences of ∝ I and ∝ √ I qualitatively correspond to electron-energy gain in the electromagnetic field propagating in the plasma with ck < ω. The dependence of this gain γ − 1 on laser intensity can be estimated from the known integrals [31] of electron motion in an electromagnetic field:
FIGURE 7 The simulation results for a = 1: the ion phase-space plots Xp x (a and c) for H + and D + ions, correspondingly and X-p y (b) for H + ions at 330 fs. The energy distribution of forward-accelerated protons is shown in d at t = 330 fs. Dashed vertical line shows the position of a thin overdense plasma slab, and M is the ion mass, for protons and deuterons, respectively which are written for an electron initially at rest and correspond to the Landau solution in a vacuum [32] at ck = ω. According to (4) ,
. Such a scaling is similar to that obtained from the ponderomotive potential [18] 
. However, in contrast to the scaling of [18] , it includes the important contribution of the longitudinal electron momentum, which cannot be considered negligible compared to the electron transverse momentum. Note that an electron interacting with a relativistically strong electromagnetic field in a plasma acquires an energy ∼ mc 2 a, but not ∼ mc 2 a 2 , which follows from the vacuum solution [32] . Clearly, the value of the wave number is somewhat indefinite in a inhomogeneous preformed plasma strongly coupled with the laser field, 0 < k < ω/c. Nevertheless, the estimation of electron temperature, T h = γ − 1, using 1 − ck/ω ∼ 1 agrees with the order of magnitude of our PIC simulations and gives the characteristic value of the chargeseparation potential, eϕ ∼ T h , which accelerates the ions.
The PIC simulations suggest that the preplasma, which can be generated due to the finite intensity contrast ratio of the laser pulse, makes the laser capable of producing ions in the MeV range at I > 5 × 10 17 W/cm 2 . In Fig. 7a , b we show longitudinal and transverse proton momenta versus distance X. Comparison between panels a and b demonstrates that the high-energy protons are expelled as two beams in forward and backward directions, and the energy of forward-accelerated ions is higher. The energy of deuterons is 4-5 times lower than protons (Fig. 7c) . Deuterons are two times heavier than protons and have less mobility. Following behind the protons, they experience a significantly lower accelerating electric field and, therefore, gain less energy. Figure 7d shows the ion-energy spectrum for a = 1. It demonstrates the low-energy (100-200 keV) ion bulk, and the hot-ion tail (1-1.5 MeV) which smoothly transforms to a flat distribution with a sharp energy cutoff (4 MeV). Such a flat distribution with energy cutoff is typical for an electrostatic mechanism of ion acceleration [1-3, 13, 33, 34] . It corresponds to the maximum electric potential produced by the hot electrons. One more piece of evidence for the electrostatic nature of ion acceleration is provided by the peak in the proton distribution at energy of ∼ 1 MeV, which corresponds to the front of the deuterons and defines in turn the self-consistent accelerating field.
Global characteristics of accelerated ions
The curve in Fig. 8 shows the simulation results of the maximum ion energy versus laser intensity. This dependence is close to ∝ I for subrelativistic intensities. However, at relativistic laser intensities the maximum ion energy displays a weaker dependence on I, somewhat like ∝ √ I. Note that without a preplasma the maximum ion energy scales ∝ a [1] . Comparison between Fig. 8 and Fig. 6 shows that the characteristic ion energy, ε, is proportional to the electron temperature
where for thin targets (d λ Dh ) β 4 is similar to the result of [11] , where the bulk ion energy scaled as 4.5T h . Equation (5) reflects the commonly recognized fact that ion generation in a laser-produced plasma relates to the hot electrons. However, the dependence of ion energy on a for subrelativistic intensities is different from the ∝ a 8/9 fit proposed in [11] for the low-intensity domain of values of a from 10 −4 to 0.8. The PIC simulation strongly suggests that the preplasma significantly enhances the production of the high-energy ions as compared to the case of an overdense plasma with a sharp boundary, which is typical for a high contrast ratio. This enhancement is most pronounced at moderate laser intensities, a ∼ 1, and is significantly less for ultrarelativistic intensities. The ratio of maximum ion energy to that without a preplasma drops from 4.5 at a = 1 to 1.4 at a = 14. Therefore, at laser intensities of current interest, I = 10 19 -10 20 W/cm 2 , there is direct evidence of a significant increase of ion energy due to preplasma.
From the study of ion trajectories, we conclude that the maximum energy gain is obtained when the protons are accelerated from the back side of the overdense plasma, in accordance with the spatial distribution of the electrostatic field (Fig. 1d) . Indeed, the electric field is maximum behind the dense plasma slab so that the rear-side protons respond first and the others that follow behind them are accelerated by a screened potential. However, this result needs to be reconciled with the contradictory experimental observations of ion acceleration from either the front [1, 13] or rear surfaces [3] . For the experiments with high intensity contrast ratio [1, 5] , the rear surface of solid dense plasma is, in fact, the front surface of a foil because the thickness of the highly ionized region is negligible as compared to the foil thickness. This is likely not the case for the experiment in which a rear-surface origin was found [3] , where a very intense prepulse preceded the main laser pulse.
We have investigated the ion-energy dependences on the preplasma scale length and the solid density plasma thickness. The corresponding figures, Figures 9 and 10 , show these dependences for a = 2. The maximum ion energy was found to increase with the preplasma scale length and then to saturate.
FIGURE 9
The maximum proton energy versus the preplasma scale length for a = 2
FIGURE 10
The maximum proton energy versus the overdense plasma thickness for a = 2
The absorption coefficient has a similar behavior. Hence, the ideal intensity contrast ratio is not optimal for efficient ion acceleration. Certainly, this 'plateau' regime is restricted by some large enough scale length until all the laser energy dissipates and scatters in the preformed plasma.
In contrast, the maximum ion energy decreases as the target plasma thickness increases. We attribute this to a reduction in the averaged density, n h , of hot electrons, which accelerates ions. The electrostatic potential at the right boundary where the acceleration of the ions predominantly occurs scales as n h , namely eϕ ∼ (n h /n c )T h . If the number of accelerated electrons, N h , does not depend on the target thickness, the magnitude of the averaged hot-electron density decreases with the plasma thickness as d −1 . Actually, there were no significant differences of N h and T h with the different thick targets in the simulations. However, the dependence n h ∝ d −1 is not the case if the plasma thickness is small or large enough. Indeed, for d < λ Dh the averaged density does not depend on d because hot electrons circulate in the region of a typical size ∼ λ Dh , so that n h ∝ λ
−1
Dh . From this simple qualitative picture it follows that an increase in the overdense plasma size should result in an ion-energy drop when the plasma thickness reaches
Certainly this is valid if the hot electron energy losses are small in the dense plasma. For the plasma layer thickness used in our simulation these losses never exceeded 10%-15%. Otherwise, the scaling proposed may experience an additional smooth decline.
To further illustrate the ion-acceleration process we evaluated the emittance [35] of the proton beam at the back side of an overdense plasma slab. The emittance grows as the acceleration begins and then saturates. For moderate laser intensities, a ∼ 1, we estimate the emittance as ∼ 2π mm mrad (5 mm mrad for a = 1 and 6 mm mrad for a = 2).
4
Comparison with experiments
Our simulations agree well with some features of the high-energy ion emission observed in the experiments performed with thin-film targets [1, 5] . In [1] , there was reported the existence of an optimum in laser prepulse intensity. This intensity was varied from 10 −4 to 0.1 of the main pulse intensity of 10 18 W/cm 2 in the experiments with a 400-fs greenlight pulse obtained from doubling the 1.053-µm light of a hybrid Ti:sapphire/Nd:phosphate chirped-pulse-amplified laser. The maximum proton energy shown by the experimental points in Fig. 11 increases with the prepulse intensity for a contrast ratio 10 −3 and then decreases. This is in qualitative agreement with the simulation results demonstrated in Figs. 9 and 10. It is likely that at rather low intensity I ∼ 10 18 W/cm 2 the scale length of the preformed underdense plasma grows with the intensity of the prepulse without a significant increase in the volume of the overdense plasma if the prepulse intensity remains low enough. Accordingly, the maximum ion energy should increase and then saturate (Fig. 9) . However, at higher prepulse intensities, one might expect enhanced solid-density plasma production before the main laser pulse reaches the target. As a result, the efficiency of the ion acceleration decreases (Fig. 10) . The interplay between these two effects should result in a dependence similar to the experimental one shown in Fig. 11 with the maximum at some moderate contrast ratio.
FIGURE 11
The measured maximum proton energy versus the intensity contrast ratio of an artificially produced prepulse with the time delay of 50 ps in front of the main pulse Our simulations quantify the inhibition of deuteron energy when they are accelerated along with protons. This effect was observed in an experiment [5] performed using a 4-J, 400-fs pulse of a Ti:sapphire/Nd:phosphate laser at the fundamental wavelength with an intensity contrast ratio of 5 × 10 5 : 1. The experimental data on the activation of a boron sample with deuterons at I = 6 × 10 18 W/cm 2 suggested that their energy was ∼ 2 MeV, while the proton energy was up to 10 MeV. This is close to the simulation result that gives a deuteron energy four times less than the proton energy.
The maximum proton energy at I = 0.5-6 × 10 18 W/cm 2 was approximately proportional to the laser intensity [5] .
Corresponding experimental data are shown in Fig. 8 (open squares). The simulation results elucidate a ∝ I ion-energy dependence on the laser intensity observed in the experiment. At higher intensities our simulations predict the dependence somewhat close to ∝ √ I that was also inferred from other experimental measurements [2] . We have found that the proton energy measured at the Rutherford Appleton Laboratory on the Vulcan laser [13] corresponds well to this prediction (black squares in Fig. 8 ). In Fig. 8 we also marked the ion energy (gray squares) which corresponds to measurements performed in the Lawrence Livermore National Laboratory on a petawatt laser [3] at the intensity 3 × 10 20 W/cm 2 . For such intensity our simulations predict a higher ion energy. We believe that this difference might be attributed to a significant power in the prepulse of the petawatt laser, which is able to ionize a large volume of the solid target and hence reduce the efficiency of the ion generation.
C o n c l u s i o n
In this paper, we have performed PIC simulations of ion acceleration triggered by a high-intensity short laser pulse interacting with a preformed plasma in front of an overdense plasma slab and have shown that the presence of underdense plasmas is crucial to high-energy ion generation. The results give evidence that a preplasma of several wavelengths size leads to enhanced generation of hot electrons, which penetrate into the target and, hence, produce a high charge separation electric field, effectively accelerating the ions from the dense plasma. Such a preformed plasma likely appears in most experiments because of the non-ideal shape of the laser pulse.
From the simulations described here, we inferred a dependence of the maximum ion energy on laser intensity. These simulations explain the measured linear dependence ε max ∝ I [5] for moderate laser intensities and the √ I dependence for high intensities, suggested in [2] . This scaling predicts 1-GeV protons at I = 5 × 10 22 W/cm 2 . However, our PIC simulation for such ultrahigh intensities shows an even higher proton energy, which corresponds to a dependence somewhat between √ I and I for I > 10 22 W/cm 2 . Actually, in such an ultrarelativistic regime (I > 10 22 W/cm 2 ) one may expect such a sharpening of energy scaling because of additional acceleration mechanisms due to the inductive electric fields [14] .
The physical picture behind these I and √ I dependences is quite simple and is based on hot-electron generation in preformed plasma. The electrons interacting with a fast electromagnetic wave, ω > ck, acquire an energy mc 2 (γ − 1), which scales as mc 2 a 2 and mc 2 a for subrelativistic and ultrarelativistic laser intensities, respectively. In fact, electrons experience a rather complicated stochastic motion in an inhomogeneous underdense plasma with self-consistent quasistatic fields and a reflected electromagnetic wave. We conclude that the formation of a standing electromagnetic wave is a key process leading to stochastic electron heating. During such heating, a quasithermal electron energy distribution forms with an effective temperature T h , which scales as mc 2 (γ − 1) ∝ min{a 2 , a}mc 2 . Hence, both the electrostatic potential of the charge-separation field and the ion energy have the same dependences on laser intensity. A recent experiment performed with subrelativistic intensities bears out the linear dependence of the maximum ion energy on laser intensity [5] , while another [2] bears out the predicted square-root dependence.
In this paper, we described the influence of both the preformed and the overdense plasma sizes on ion generation. The observed decrease of ion energy with the overdense plasma thickness is due to the lowering of the averaged density of hot electrons, which accelerates ions. This effect can be significant for laser pulses having a powerful prepulse (such as from the petawatt laser), which is able to heat a thick domain of the target before the main laser pulse reaches it. We predict the saturation of ion energy when the solid plasma thickness exceeds the laser-pulse duration if hot-electron losses in the target are small. The observed increase of the maximum ion energy with the preplasma thickness and its saturation demonstrate that an ideal laser pulse with a very high contrast ratio is also not optimal for effective high-energy ion generation. The latter appears to be a result of the suppression of hot-electron generation in a short-density-scale-length underdense plasma.
