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Preface
This dissertation is a result of my research activities in the field of finite dimensional
continuous optimization, at the RWTH Aachen University, over the past five years.
In the first part (consisting of Chapters 2, 3, and 4) I present a complete optimality
theory for optimization problems having the property that the constraints can be
expressed by means of a stratified set (a partition consisting merely of manifolds).
The additional structure provided by such a stratification allows it to make strong
assertions about the considered optimization problem.
Therefore, new mathematical concepts like tangent cones for stratified sets and a
suitable class of stratifications are introduced. Furthermore, this geometric point
of view makes it possible to study optimization problems in “general position” and,
in this way, derive assumptions which are typically fulfilled (in a precisely defined
mathematical way) and, hence, can be considered to be reasonable. In fact, it is a
main concern of this thesis to exclusively use assumptions which can be justified
within the developed theoretical framework.
Once the theory is established, we look at typical applications. We show, for
instance, how our theory can be applied, in order to justify assumptions which
are needed by other theories. Taking a general optimality theory by Robinson
as an example, we show that the imposed assumptions can be considered to be
reasonable in our sense.
In the second part of this thesis, we consider more specific problem classes. Using
the example of Nonlinear Semidefinite Programming we show (in chapter 5) how,
in this specific context, the assumptions being imposed by “established” theories
can be justified by our results. We use some geometric properties of the cone
of positive semidefinite matrices to propose an SQP-type method under reason-
able assumptions. A further application is the characterization of topologically
critical points (in the sense of Morse Theory) of finite-dimensional optimization
problems. This will exemplarily be done for the case of Mathematical Programs
with Vanishing Constraints (in chapter 6).
v
vi Preface
In the third part (chapter 7) we treat the class of Generalized Nash Equilibrium
Problems (GNEPs). Although the results of the theoretical part are not directly
applicable here, it is, nevertheless, possible to reuse its main ideas. This leads to
a systematic analysis of the geometric structure of (the solution sets of) typical
GNEPs. It turns out that this approach is to a certain degree fruitful to explain
some well-known—but yet not completely understood—phenomena of GNEPs like
such as the (local) non-uniqueness of solutions. The insights about the structural
properties lead, furthermore, to a new Nonsmooth Projection Method which has
promising convergence properties.
In large part the presented results are new, and have not yet been published else-
where. Particularly the theoretical part (Chapters 2, 3, and 4) was essentially
completed over the last year, and many of the results (in Chapters 2 and 3) orig-
inate from a collaboration with Harald Gu¨nzel. Chapter 5 partly contains some
recent results from joint work with Walter Go´mez and Vladimir Shikhman. The
last two chapters (6 and 7) are based on already published papers [22, 25, 26]
and stem from joint work with Hubertus Jongen, Vladimir Shikhman, and Oliver
Stein. However, the results have been complemented by some new assertions and
remarks. For the sake of an integrative presentation, I decided not to include some
of my earlier papers [20, 21, 23, 24] which, however, still had a notable influence
on this thesis.
I elaborated a self-contained presentation. All auxiliary notions and results which
are needed throughout the text are introduced successively at the beginning of the
respective chapter.
Aachen, September 2013 Dominik Dorsch
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Chapter 1
Introduction
The general topic of this thesis is the minimization of a twice continuously differ-
entiable function f : Rn → R on a feasible set M ⊂ Rn. This is an elementary
problem which appears in many scientific disciplines like biology, chemistry and
physics, but also in applied fields like economics, finance and engineering. For the
main part of this thesis (only Chapter 7 constitutes an exception) we assume that
the feasible set M can be described as the preimage of a constraint set Z ⊂ Rm
under a twice continuously differentiable constraint mapping g : Rn → Rm. This
means that M is given as the set of all points x ∈ Rn with the property that
g(x) ∈ Z. Short we write our minimization problem as follows:
PZ(f, g) : min
x∈Rn
f(x) s.t. g(x) ∈ Z (1.1)
Given an arbitrary optimization problem where an objective value f(x) has to be
minimized under the constraint that the decision variable x belongs to a feasible
set M , the setting in (1.1) does not constitute any loss of generality. In fact, ev-
ery feasible set M can trivially be described as the preimage under the identity
mapping of the set M itself and, thus, the considered optimization problem also
fits in our setting. However, if we fix a constraint set Z, our setting allows us to
consider the problem class PZ , consisting of all problem instances PZ(f, g), where
f, g are twice continuously differentiable mappings. This way we can subsume the
specific properties, induced by the (geometric) properties of Z, of several mini-
mization problems as they occur in applications in one problem class PZ . As a
matter of fact, we will see that if the set Z is chosen accordingly, then the class PZ
can for example coincide with one of the well-known problem classes such as Non-
linear Programming (NLP), Mathematical Programs with Vanishing Constraints
(MPVC), and Semidefinite Programming (SDP) (see Chapters 5 and 6 for details).
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The problem of finding a global minimizer of PZ(f, g), i.e., a point x
⋆ ∈ M with
the property that for all other x ∈M we have f(x⋆) ≤ f(x), is in general difficult
and calls for specific methods [41, 43, 110]. Then again, there are also reasons why
it is useful to study local minimizers, which are optimal w.r.t. to an open neigh-
borhood. The search for local minimizers appears, for instance, as a subroutine in
many global optimization methods [95]. Furthermore, there are also situations in
applications where it is either sufficient to find a local minimizer or it is sheerly
not possible to guarantee that a global minimizer can or will be found. Therefore,
it became a standard approach both in theory and practice to focus on the search
for local minimizers [39, 40, 106]—but even this problem can not be treated di-
rectly (as we will see below). Although we also briefly deal with aspects of global
optimization (see Chapter 6) we are mainly concerned with the following
Solution Concept. We say that x⋆ ∈ Rn is a solution of PZ(f, g) iff there
exists an open neighborhood U ⊂ Rn of x⋆ such that for all x ∈ M ∩ U we have
f(x⋆) ≤ f(x).
The most prominent problem class which is included in our setting is Nonlinear
Programming (NLP). In this case, the constraint set Z is a finite outer product of
the sets {0} ⊂ R and R≥ ⊂ R, where R≥ denotes the set of non-negative reals. If
we assume, for instance, that ZNLP = {0}p1×Rp2≥ , then the feasible set of a problem
instance PZNLP(f, g) is given by equality and inequality constraints as follows:
M = {x ∈ Rn | gi(x) = 0, i ∈ I, gi(x) ≥ 0, i ∈ J}
Here I = {1, . . . , p1} and J = {p1+1, . . . , p1+p2 = m} are the index sets of equal-
ity and inequality constraints, respectively. Nonlinear Programming is far and
away the most important problem class when it comes to continuous constrained
optimization [6, 8]. The systematic study of NLPs for more than half a century
also had a strong impact on the research of more general (or other) problem classes
in mathematical optimization. In the following, we briefly recapitulate the main
developments and thereby carve out an established methodology which we call the
KKT Approach.
The KKT Approach
First, the previously introduced solution concept of local minimality is not directly
suitable for practical purposes. Even the decision whether a given point x ∈ Rn
is locally minimal involves the checking of uncountably many conditions: For all
x in an (even unknown) neighborhood of x⋆, we have to check both if g(x) ∈ Z
and if f(x⋆) ≤ f(x). For this reason, it is virtually indispensable for practical
purposes to replace the solution concept by some finitely “verifiable” optimality
3conditions. We do not introduce a precise mathematical definition of what we mean
by “finitely verifiable”. But what we will see in the progress of this thesis is that
all optimality conditions we use can be formulated using merely first- and second-
order derivatives of the mappings f and g at a given point x ∈ M , which results in
finitely many data. In the context of Nonlinear Programming the broadly utilized
optimality conditions are the so-called Karush–Kuhn–Tucker (KKT) conditions.
These conditions were introduced independently by Karush and (later) by Kuhn
& Tucker [84]. We say that x ∈M is a KKT point iff there exists a multiplier vector
λ ∈ Rm such that ∇f(x) =∑mi=1 λi∇gi(x) with the property that for all i ∈ J we
have λi ≥ 0 and, moreover, λi · gi(x) = 0. The use of the KKT conditions as a
replacement for local minimality certainly brings up the following methodological
questions:
(Q1) Do the KKT points describe “satisfactorily” the solution concept?
(Q2) Is it possible to find KKT points (more) “efficiently” (than solutions)?
(Q3) Given a KKT point x, (how) can we decide whether x is a solution or not?
Regarding (Q1), it would be desirable that the KKT points are a superset of the
actual solutions. At the least, it should be avoided that one “misses” solutions by
considering KKT points. Unfortunately, it is not true in general that solutions of
NLPs are necessarily KKT points [75] which is due to some “bad” local behavior
of the constraint mapping g. So the word “satisfactorily” in (Q1) can at most
mean that under some “mild” or “acceptable” additional assumptions (on the local
behavior of g) the solutions are indeed KKT points. Such assumptions are called
constraint qualifications (CQs). There exist many different CQs for NLPs which
all ensure that solutions are KKT points [75]. Probably the most popular CQ is
the Linear Independence Constraint Qualification (LICQ). We say that the LICQ
is fulfilled at x ∈M iff the vectors ∇gi(x), i ∈ I ∪ J0(x), are linearly independent,
where J0(x) denotes the subset of indices in J for which we have that gi is active
at x, i.e., gi(x) = 0. Under the LICQ, we have the following first-order necessary
optimality condition [75]:
x is a solution + LICQ =⇒ x is a KKT point (1.2)
The question whether this result is “satisfactory” or whether the LICQ can be
considered to be “mild” or “acceptable” has of course still to be answered. We
will come back to this issue later on.
Considering (Q2), we observe that finding a KKT point means—by definition—to
solve a system of equations (and inequalities). This is of course a basic task in
mathematics and there are indeed many standard textbooks which deal with this
problem (see, e.g., [17, 83]). In this context, the assumptions of solution methods
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are usually called regularity conditions. In the special setting of the KKT points,
the regularity conditions on the associated system of equations lead to specific
additional assumptions. The following three conditions at a KKT point x ∈ M
with multiplier vector λ ∈ Rm are widely used in the literature [40, 75, 106]:
(ND1) the LICQ is fulfilled, (ND2) strict complementarity is fulfilled, i.e., λi > 0
for all i ∈ J0(x), and (ND3) the matrix
W⊤
(
D2f(x)−
m∑
i=1
λiD
2gi(x)
)
W (1.3)
is nonsingular, where the columns of W are a basis of the orthogonal complement
of the linear space spanned by the vectors ∇gi(x), i ∈ I ∪ J0(x). According
to Jongen, Jonker & Twilt [69], we call KKT points which fulfill the conditions
in (ND1)–(ND3) nondegenerate. Nondegenerate KKT points are locally unique
and stable under perturbations of the problem defining mappings f , g [73]. In
fact, nondegenerate KKT points can locally be described by means of a system
of (smooth) equations, which allows us to apply Newton’s method for a local
search [75]. Furthermore, there are many different problem-tailored methods like
active set methods, penalty-, barrier- and multiplier methods, SQP (type) methods,
etc., which all take into account the special nature of KKT points coming from
minimization problems (we refer to [40, 75, 106] for introductory purposes). Since
nondegeneracy of KKT points is a rather strong property, it is not surprising that
(almost) all methods work well under this assumption. In summary, we state the
following working hypothesis:
x is a nondegenerate KKT point =⇒ x can be found “efficiently” (1.4)
Regarding the question (Q3), we first recall that in general KKT points are not
necessarily solutions of the considered problem [75]. Therefore, we must have
a “verifiable” criterion which enables us to check whether a given KKT point
is a solution of the considered NLP or not. This leads to a characterization of
local minimality (under some additional assumptions). It turns out under the
assumption that a KKT point x is nondegenerate, the eigenvalues of the matrix
in (1.3) can be used to characterize local minimality. This gives the following
second-order sufficient optimality condition:
x is a nondegenerate KKT point =⇒

x is a solution
⇐⇒
the matrix in (1.3) is
positive definite
(1.5)
The methodological basic elements in (1.2), (1.4), and (1.5) as a whole, where
the specific assumptions such as the LICQ or nondegeneracy are interchangeable
5by other assumptions, are what we refer to as the KKT Approach. We conclude
that under the LICQ and the nondegeneracy of KKT points, for instance, there
exists a comprehensive theory for the solution of NLPs using the KKT Approach.
However, as a methodological framework the practical applicability of the KKT
Approach does certainly not depend on the specific imposed assumptions. Rather,
the assumptions are a theoretical tool which can be used to show that the KKT
Approach “works” under certain conditions. We want to stress the fact that there
exist many weaker versions of both constraint qualifications and regularity assump-
tions which imply similar results as in (1.2), (1.4) and (1.5) and, hence, are also
suitable in combination with the KKT Approach (see, e.g., [11, 36]). However,
the LICQ and the nondegeneracy of KKT points can be regarded as standard
assumptions.
The vast number of solution algorithms and (commercial) solvers for NLP show the
KKT Approach can be regarded as best practice. In order to objectively evaluate
the effectiveness of this approach, one has to keep in mind, given a concrete NLP
problem, a potential “user” does not check the assumptions. This is impractical,
since in general, the solution is not known a priori and, hence, it is not possible
to verify any assumptions about (the yet unknown) solution. But from the user’s
point of view, the crucial question is whether he can expect that the KKT Ap-
proach (or its implementation in a solver software) works. This means that for
an evaluation of the KKT Approach, it is not necessary to identify the weakest
possible set of assumptions. The crucial question, rather, is whether there exist
assumptions which are “reasonable” (to be defined in a precise mathematical way)
and, furthermore, which ensure that the KKT Approach “works”.
Justification of the KKT Approach.
Jongen, Jonker & Twilt [67, 69, 70, 71, 72] answered this question affirmatively
in the following way. They equipped the function space, where the mappings f
and g originate, with a topology and showed: The standard assumptions for the
KKT Approach are both dense and open. This result gives a precise mathematical
meaning to what is meant by “reasonable” assumptions for NLPs and, therefore,
supports the comprehensive theory and best practice of the KKT Approach.
During the last few decades, however, more complex problems (than NLPs) have
emerged in applications (see, e.g., Chapters 5–7). This development motivated
mathematicians to study more general problem classes systematically. A natural
generalization is the problem class of the type PZ , where Z is an arbitrary (closed)
set. Inspired by the KKT Approach, researchers developed generalizations for
the KKT conditions themselves, the related constraint qualifications, regularity
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conditions and optimality criteria and, additionally, for the class of considered
mappings (Lipschitz continuous and set-valued mappings). This active research
area was named after a book by Rockafellar and Wets [115] and is nowadays known
as Variational Analysis. Today many monographs and textbooks on Variational
Analysis [11, 15, 36, 37, 86, 101, 102, 112] provide a comprehensive and strong
theory on optimization principles in very general and abstract settings.
Until now, the question of whether the proposed approaches—as generalizations
of the KKT Approach—are reasonable in the sense of Jongen, Jonker & Twilt has
not been addressed extensively. Although some special cases have been treated
[26, 77], a general investigation is still missing. This is a main question addressed
by this thesis.
Theoretical Part
The first part of this thesis (consisting of Chapters 2, 3 and 4) is devoted to a
systematic development of optimality conditions for general problem classes PZ
under reasonable1 assumptions. Analogously to the KKT Approach in Nonlinear
Programming, we develop general versions of (1.2) and (1.5) for the problem classes
PZ . The development of local solution algorithms (in analogy to (1.4)) will not be
treated systematically, but this topic will still be touched in Chapters 5 and 7.
The methods we use stem from Differential Topology and, hence, strongly depend
on some additional structural assumptions on the constraint set Z which defines
our problem class PZ . The crucial assumption is that there exists a stratifica-
tion2 Z of Z with some additional regularity properties (which will be mentioned
below). This means that our theory is not as general as most approaches from
Variational Analysis. But, our assumptions (on the stratification Z) can still be
justified. This is mainly due to the fact that in applications, the considered sets
are typically semialgebraic3 and, therefore, provide the needed structure (as we
will see in Chapter 3).
In Chapter 2 (“Stratified Optimization Problems: Optimality Theory”), we de-
velop a complete optimality theory for optimization problems PZ(f, g) with strati-
fied constraint sets Z. We call such problems stratified optimization problems. The
theory we develop depends on two new concepts: (1) A general tangent cone T(·)Z,
which depends explicitly on the stratification Z and (2) the class of T-regular strat-
ifications. We introduce the new Transversality Constraint Qualification (TCQ)
1In the sense of Jongen, Jonker & Twilt; see above.
2A locally finite partition into manifolds/“strata”; see Chapter 2.
3Semialgebraic sets can be described by finitely many polynomials; see Chapter 3.
7which also depends explicitly on the stratification Z. Under the assumption that
Z is T-regular we show the following first-order necessary optimality condition:
x⋆ is a solution + TCQ =⇒ ∇f(x⋆) ∈ ∇g(x⋆) (T ∗g(x⋆)Z) (1.6)
Here T ∗g(x⋆)Z denotes the dual of the generalized tangent cone Tg(x⋆)Z. We call
the points x ∈ M which fulfill the condition on the right-hand side of (1.6) first-
order optimal points. Next we define nondegenerate first-order optimal points and,
moreover, we show that under an additional second-order order assumption nonde-
generate first-order optimal points are indeed solutions. The presented results are
a generalization of the KKT Approach (under standard assumptions) to general
stratified optimization problems.
Our optimality theory for stratified optimization problems depends strongly on
the T-regularity, a nontrivial (tangential) geometric property, of the stratification
Z. Under the TCQ it follows that the feasible set M “inherits” a (local) Whitney
regular stratification M from Z, where M is the (local) preimage of all strata in
Z under g. Motivated by a typical principle from stratification theory we consider
decomposed (into normal- and tangential information) tangent cones Tx,NM and
Tg(x),g(N)Z in the preimage- and the image space of g, respectively. The decom-
posed cones depend on so-called normal intersections N of the active stratum (at
x) in the preimage space. Under the TCQ we show the following:
Tx,NM = Dg(x)−1
(Tg(x),g(N)Z) and T ∗x,NM = ∇g(x) (T ∗g(x),g(N)Z) (1.7)
Since the decomposed tangent cones still depend on the choice of N they are
not suited for practical purposes. Now the T-regularity property ensures—by
definition—that for each z ∈ Z the general tangent cone TzZ coincides with the
decomposed tangent cone Tz,NZ. The TCQ implies, furthermore, the T-regularity
of M which means we can replace the decomposed tangent cones by the gen-
eral tangent cones TxM, Tg(x)Z in (1.7). These formulas give explicit first-order
information about the general cones in the preimage space (of g) as a linear trans-
formation of the corresponding cones in the image space. These results are strictly
stronger than the results which are usually derived under certain constraint quali-
fications. Although the T-regularity assumption is fulfilled in “most” applications
the “missing piece” for our theory is to analyze the T-regularity assumption for
general constraint sets Z. This is the objective of Chapter 3.
In Chapter 3 (“Tangential Properties of Stratifications”) we justify the assump-
tions we made in Chapter 2, namely that, under the assumption that the constraint
set Z is locally closed and semialgebraic, there exists a T-regular stratification of
Z. Therefor we introduce a new class of stratifications called T-trivializable strat-
ifications (not necessarily semialgebraic) and we show that T-trivializable strat-
ifications of locally closed sets are in particular T-regular. We prove that each
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semialgebraic stratification4 Z can be refined to a T-trivializable stratification Z ′.
Since each semialgebraic set Z admits a Whitney regular semialgebraic stratifica-
tion we can conclude: The assumption on the existence of T-regular stratifications
(of semialgebraic sets) is “mild”.
In Chapter 4 (“Nondegeneracy of (Semialgebraic) Stationarity Concepts”), we
develop a framework to study stationarity concepts in general way. Given an
arbitrary set Z ⊂ Rm with a stratification Z we define a stationarity concept to
be a set-valued mapping S(·)Z : Z ⇒ Rm with the property that for each z ∈ Z
the image SzZ is contained in the normal space NzX , where X ∈ Z is the stratum
with z ∈ X . With this, one can define a point x ∈ Rn to be S-stationary iff it
holds:
∇f(x) ∈ ∇g(x) (Sg(x)Z) , g(x) ∈ Z
We introduce different notions of nondegeneracy for S-stationary points and show
that these nondegeneracy assumptions are reasonable. Since S-stationary points
are an abstraction of first-order optimal points we can apply the results on the
nondegeneracy of first-order optimal points from Chapter 2. Apart from this, we
have two main reasons to study stationarity concepts in this general setting. First
of all, given a fixed problem class, there exist usually many different notions of
stationarity in the literature. This is mainly due to the fact that each theory
uses its own objects and, hence, leads to distinct notions of stationarity [101,
102, 115]. The second reason is that we want to be able to apply our results
in Critical Point Theory which is a generalization of the classical Morse Theory
to constrained optimization problems. Critical Point Theory allows us to study
global (topological) aspects of optimization problems. As an example we show (in
Chapter 6) how the notion of critical points fits into the framework of stationarity
concepts.
Implications of the Theoretical Part
The theory we develop allows us to make strong assertions about structural prop-
erties of minimizers (or first-order optimal points) under reasonable assumptions.
It is important to note that new theorems can be formulated without needing any
stratification of Z, anymore. Instead, we can formulate the theorems by means
of assumptions and notions which are borrowed from other theories. We give an
example for the case of a general optimality theory for convex closed cones as
constraint set Z, provided by Robinson [112]. Robinson proposed a constraint
qualification which can be seen as a generalization of the Mangasarian–Fromovitz
4A stratification with the additional property that each stratum is semialgebraic.
9Constraint Qualification (MFCQ) from Nonlinear Programming. Under Robin-
son’s constraint qualification it follows that each local minimizer x⋆ fulfills the
first-order optimality condition ∇f(x⋆) ∈ ∇g(x⋆)(Tg(x)Z), where Tg(x)Z denotes
the classical (Bouligand) tangent cone. Using our results, we can show that under
reasonable assumptions Robinson’s constraint qualification is fulfilled at all feasi-
ble points and, moreover, the local minimizers can even be characterized by the
so-called second-order growth condition5 (SOGC):
Typical Result. Let Z ∈ Rm be a convex and closed cone. Moreover, assume
that Z is semialgebraic. Then we have for all problem instances from a dense and
open subset of problem defining functions (f, g):
(a) Robinson’s constraint qualification is fulfilled at all feasible points.
(b) A point x ∈M is a local minimizer if and only if the SOGC is fulfilled at x.
The SOGC is a commonly used assumption for theoretical assertions like, for
instance, stability properties of local minimizers [11]. We stress that for the proof
of the Typical Result from above we explicitly need all of the introduced concepts
from Chapters 2–4. However, the assertions being made in the Typical Result are
strictly weaker than the results we actually obtain within the scope of our theory.
This is due to the fact that—without the additional stratification Z—it is even
not possible to formulate certain assumptions which, nevertheless, are fulfilled for
a considerably rich subset of problem instances.
Further Applications
In the second part of this thesis (consisting of Chapters 5 and 6) we show how the
theoretical results from the first part can be applied to specifically given optimiza-
tion classes. First of all, as already mentioned above, it is possible to justify certain
assumptions which are needed in the context of other optimality theories. Using
the example of Nonlinear Semidefinite Programming (NLSDP) we show (in Chap-
ter 5) how commonly used first- and second-order optimality conditions can be
related to the corresponding conditions from stratified optimization theory. This
is done by a straightforward reformulation of NLSDPs as stratified optimization
problems. Afterwards, it is possible to restate the assumptions from stratified opti-
mization, in order to show that the originally imposed assumptions are reasonable.
Secondly, a further area of application is the Critical Point Theory for optimization
5Locally around the considered point, the restriction of f to the feasible set M has quadratic
growth; see Definition 2.38 for details.
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problems. In Critical Point Theory one says that a feasible point x¯ is critical iff
certain topological properties of lower-level sets Ma = {x ∈M | f(x) ≤ a} change
when a ∈ R passes the value f(x¯). As a consequence the critical points contain
in particular the local minimizers and, hence, the study of critical points allows
us to draw conclusions about the global topological properties of the feasible set—
and the local minimizers within it. We present a complete critical point theory
for Mathematical Programs with Vanishing Constraints (MPVCs) (see Chapter 6).
Using our theory it is actually possible to characterize the critical points—under
reasonable assumptions—by means of first-order data of the involved functions.
Generalized Nash Equilibrium Problems
In the third and final part of this thesis (consisting of Chapter 7) we show how the
main ideas from the first part can be adapted to more general problem classes. We
do this by studying the class of Generalized Nash Equilibrium Problems (GNEPs).
Mathematically, a GNEP consists of the parallel minimization of N different func-
tions (w.r.t. different sets of variables) subject to (in-)equality constraints. This
corresponds to solving N parametric Nonlinear Programs (NLPs), which are cou-
pled in a very special way, at the same time. A typical property of GNEPs is
the (local) non-uniqueness of solutions. By introducing a suitable first-order opti-
mality concept for GNEPs—as a surrogate for the first-order optimality from the
first part—we are able to analyze the topological structure of (the solution sets
of) typical GNEPs. This way we find out that the solution sets of GNEPs are
(projections of) Lipschitz manifolds, where the dimension explicitly depends on
both the number of involved players and the number of constraints which have to
be fulfilled by all involved players. Even more, this geometric insight leads to a
new local solution algorithm for GNEP.
Chapter 2
Stratified Optimization Problems:
Optimality Theory
In this chapter we derive necessary and sufficient local optimality conditions for
the following stratified optimization problem:
min
x∈Rn
f(x) s.t. g(x) ∈ Z =
⋃
S∈Z
S (2.1)
Here f : Rn → R, g : Rn → Rm are C2-mappings and Z is a Whitney regular
stratification. Our approach depends explicitly on the structure provided by the
stratification Z. This can be justified by the fact that the constraint sets of
mathematical optimization problems are typically semialgebraic sets and, thus,
admit Whitney regular stratifications. In order to obtain the optimality conditions
we prove strong transformation formulas for the pullback of tangent cones under
the mapping g. The results in this chapter are based on joint work with Harald
Gu¨nzel.
Outline of this Chapter
In Section 2.1 we recall some needed notions and results from Differential Topology
and prove some basic properties.
In Section 2.2 we introduce the Transversality Constraint Qualification (TCQ),
which depends explicitly on the stratification Z, and we relate the TCQ to other
constraint qualifications. We show that under the TCQ the feasible setM (consist-
ing of all x ∈ Rn with g(x) ∈ Z) “inherits” a local Whitney regular stratification
11
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Mx from Z. Since the TCQ is a “reasonable” assumption we use it as a general
assumption for the rest of the chapter.
In Section 2.3 we introduce a new decomposed tangent cone Tp,NW for stratified
sets (W,W) which depends on both the stratificationW and a normal intersection1
N of the active stratum (inW) at the point p ∈ W . For the optimization problem
(2.1) we obtain the following. We show that for a local minimizer x⋆ ∈ M the
gradient ∇f(x⋆) necessarily belongs to the dual cone T ∗x⋆,NMx⋆ of the decomposed
tangent cone Tx⋆,NMx⋆. The crucial fact is that the minimizer x⋆ is in particular
a feasible point and, hence, the preimage of a point z⋆ = g(x⋆) ∈ Z under g.
Since under the TCQ the local stratification Mx has the same structure as the
stratification Z (around z⋆) we are able to consider the corresponding decomposed
tangent cone Tg(x⋆),g(N)Z in the image space of g. We show the following pullback
formulas for both the decomposed tangent cone and the corresponding dual cone:
Tx,NMx = Dg(x)−1
(Tg(x),g(N)Z) , T ∗x,NMx = ∇g(x) (T ∗g(x),g(N)Z) (2.2)
Since the decomposed tangent cone depends on the choice of the normal intersec-
tion N , it is not of any practical relevance. For this reason we introduce a further
general tangent cone TpW for stratified sets (W,W) which only depends on the
stratification W, and not on the normal intersection N , anymore. We introduce
the class of T-regular stratifications, which—by definition—have the property that
for each p ∈ W (and for each choice for N) the decomposed tangent cone Tp,NW
and the general tangent cone TpW coincide. We show that if Z is T-regular, then
also Mx is T-regular for each x ∈M . As a consequence, the pullback formulas in
(2.2) also apply for the general tangent cone and the corresponding dual cone.
In Section 2.4 we use this to derive the following necessary optimality condition:
If x⋆ ∈ M is a local minimizer (and the TCQ is fulfilled at x⋆), then there exists
λ ∈ T ∗g(x⋆)Z with ∇f(x⋆) =
∑m
i=1 λi∇gi(x⋆). We call points which fulfill the latter
condition first-order optimal, and we show that first-order optimality is a general-
ization of the Karush–Kuhn–Tucker (KKT) condition for NLPs. Afterwards, we
introduce nondegenerate first-order optimal points. Finally, we show that if x ∈ M
is a nondegenerate first-order optimal point and, moreover, a certain Hessian of a
local Lagrangian is positive definite, then a so-called second-order growth condition
is fulfilled which yields that x is a strict local minimizer. This result turns out to
be a generalization of the classical second-order sufficient condition from Nonlinear
Programming.
1A manifold which intersects the active stratum in a special way; see Section 2.1.
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Related Work
In the case where the set Z is a product of the basic sets {0} ⊂ R and R≥ ⊂ R
the problem in (2.1) is called a Nonlinear Program (NLP). In this special case our
theory resembles the results in [75]. In many ways the methods therein exhibit
the most obvious parallels to our approach, although they do not depend on cer-
tain objects which are explicitly needed to study stratified optimization problems
in general. In a similar fashion those results have also been extended to Mathe-
matical Programs with Complementarity Constraints (MPCCs) and Mathematical
Programs with Vanishing Constraints (MPVCs) [26, 77]. In a more general setting
(but without any assigned stratification) the question on optimality conditions has
been treated intensively by many different authors. As entry points into the broad
literature of Variational Analysis we suggest [11, 36, 37, 101, 102, 112, 115]. Some
special cases of the considered optimization problems are Nonlinear Programs
(NLPs), Mathematical Programs with Complementarity Constraints (MPCCs) and
Semidefinite Programs (SDPs). Optimality conditions for these problems have
been derived separately. We only mention some standard references [92, 117, 119].
The comparison of different constraint qualifications for the case of MPCCs and
MPVCs has been done in [2, 62].
2.1 Preliminaries: Manifolds, Stratifications, and
Transversality
We briefly recall some notions and results from Differential Topology. The main
objects we deal with are manifolds in the Euclidean space RN . Stratifications are
collections of disjunctive manifolds. Whitney regular stratifications fulfill some
additional properties on how the manifolds “fit together”. Transversality is a
fundamental geometric property of (intersecting) manifolds; transversality implies
in particular that the intersection of two (transverse) manifolds is again a manifold.
Before we introduce these concepts in detail we recall the notion of a diffeomor-
phism. Therefor let U, V ⊂ RN be open sets and let ϕ : U → V be a mapping. We
say ϕ is a Ck-diffeomorphism (k ∈ N) iff the inverse map ϕ−1 : V → U exists and,
moreover, both ϕ and ϕ−1 are Ck-mappings.
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Manifolds
We say X ⊂ RN is a Ck-manifold (k ∈ N ∪ {∞}) iff for all x ∈ X there exists an
open neighborhood U ⊂ RN of x and a Ck-diffeomorphism ϕ = (ϕN , ϕT ) : U → V ,
where V ⊂ RN is an open neighborhood of 0 ∈ RN , with
ϕ(X ∩ U) = ({0}N−d × Rd) ∩ V.
The number d is called the dimension of X and will be denoted by dim(X). We
say ϕ is a local coordinate chart for X at x ; ϕN and ϕT are the normal and
the tangential local coordinate charts (or simply coordinates), respectively. We
just say that X is a manifold iff X is (at least) a C1-manifold. Given a manifold
X ⊂ RN and a point x ∈ X the linear space
TxX := KerDϕN(x) ⊂ RN
is called the tangent space of X at x, where ϕN are (arbitrary) local normal co-
ordinates of X at x. Using local coordinates one easily verifies (cf. Lemma 2.11)
that the elements in the tangent space TxX can be characterized by the limits
limk→∞ τk(xk−x), where xk X−→ x and τk > 0, k ∈ N. Thus the tangent space TxX
does not depend on the choice of the local normal coordinates ϕN and, hence, is
well defined. The normal space NxX is defined as the orthogonal complement of
TxX (in the ambient space R
N).
(Whitney Regular) Stratifications
Manifolds are nice objects with strong geometrical properties. But for our pur-
poses the class of manifolds is not rich enough. Therefore, we introduce a new
class containing all sets which are “pieced together” by a locally finite number
of manifolds. A stratification of a given set W ⊂ RN is a locally finite partition
W ⊂ 2W of W into C2-manifolds2. The manifolds inW are called the strata of W.
For p ∈ W we say the stratum X ∈ W with p ∈ X is the active stratum at p. The
pair (W,W) is called a stratified set . Given two stratifications A ⊂ RN1, B ⊂ RN2
we define the product stratification A× B as the collection of all strata SA × SB,
where SA ∈ A and SB ∈ B. If N1 = N2, then we can define the intersection strati-
fication of A and B as the collection of all intersections SA ∩ SB, where SA ∈ A
2The fact that we need C2-manifolds is a natural consequence of the general assumption that
f and g are C2-mappings. In the literature stratifications are mostly defined as collections of
manifolds being either smooth or C1. However, the results we want to use are already valid for
the case of C1-manifolds.
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and SB ∈ B. Note, in general A∩B is only a partition of A∩B—and not a strati-
fication anymore. Then again, under some additional assumptions (transversality,
see below) A ∩ B is in fact a stratification.
An important subclass of stratifications is the class of so-called Whitney regular
stratifications which will be introduced in the following. Therefor let (W,W) be
a stratified set and let X, Y be strata in W with X 6= Y . Assume that (xk) is
a sequence in X and (yk) is a sequence in Y and that both have a limit point
p ∈ X . Moreover, assume that the secant lines span{yk − xk} converge to some
limiting line l and the tangent spaces TykY converge to some limit space T , where
both limits are meant as limits in the corresponding Grassmannian (the manifold
of linear subspaces of RN ; see [75] for details). We say Y is Whitney regular over
X iff the following two conditions are fulfilled:
(W1) The tangent space TpX is contained in T .
(W2) The line l is contained in T .
This is the original version of the definition of Whitney regularity as it was in-
troduced by H. Whitney in 1965. Shortly after, J. Mather showed that (W1) is
already implied by (W2) (see, e.g., [98]). We say that W is a Whitney regular
stratification iff for each choice of pairs X, Y ∈ W with X 6= Y we have that Y is
Whitney regular over X . It follows directly that if two given stratifications A, B
both are Whitney regular, then also the product stratification A× B is Whitney
regular.
Transversality
Transversality is a geometric property of (intersecting) manifolds. If two manifolds
are transverse, then it holds in particular that the intersection of both manifolds
is again a manifold. For a precise definition of transversality let X1, X2 ⊂ RN be
two manifolds and let p ∈ X1 ∩ X2. We say X1 and X2 are transverse at p iff
TpX1+TpX2 = R
N . We say X1 and X2 are transverse iff X1 and X2 are transverse
at each p ∈ X1 ∩ X2. The following is a direct consequence of transversality
property (cf. [73]).
Lemma 2.1. Let X1, X2 ⊂ RN be manifolds, let p ∈ X1 ∩X2 and let X1 and X2
be transverse at p. Then we have: NpX1 ∩NpX2 = {0}.
Proof. The assertion follows from a simple dimension argument. We show that the
linear subspace NpX1 ∩ NpX2 is 0-dimensional. Clearly NpX1 ∩ NpX2 coincides
with the linear subspace (TpX1 + TpX2)
⊥. Thus the dimension of NpX1 ∩ NpX2
is equal to the dimension of (TpX1 + TpX2)
⊥. The dimension of the latter linear
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subspace is given by the number N − dim(TpX1 + TpX2). Since by assumption
TpX1+ TpX2 = R
N we have dim(TpX1 + TpX2) = N . We conclude that the linear
space NpX1 ∩NpX2 from the assertion is indeed 0-dimensional. 
Since the graph of each C1-mapping F : RN1 → RN2 can be be regarded as a
C1-manifold in RN1 × RN2 the notion of transversality can also be extended to
C1-mappings in a straightforward manner. The graph of F is given by
gr(F ) := {(x, F (x)) ∈ RN1 × RN2 | x ∈ RN1}.
In this sense we can say that F is transverse to a manifold X ⊂ RN2 iff gr(F ) and
RN1 ×X are transverse. It follows [73] that F is transverse to X if and only if for
each x ∈ RN1 with F (x) ∈ X we have:
DF (x)(RN1) + TF (x)X = R
N2
Given a stratification W in the image space RN2 of F we say F is transverse to
W iff F is transverse to each stratum S ∈ W.
We say two stratifications A, B are transverse iff for each pair (A,B) ∈ A×B we
have that A, B are transverse. If A, B are transverse (and both are Whitney regu-
lar), then the intersection partition A∩B is also a (Whitney regular) stratification
(see, e.g., [48]).
Normal Intersections
A special case of transverse intersections are normal intersections. LetX,N ⊂ RN
be manifolds and let x ∈ X . We say N is a normal intersection of X at x iff
X and N are transverse at x and X ∩ N = {x}. Note, that this implies that
TxX ∩ TxN = {0}. The following lemma describes normal intersections in local
coordinates. Recall, a local coordinate chart of a manifold X at x ∈ X is a
diffeomorphism ϕ : U → V with the property that X is locally mapped onto
{0}N−dim(X) × Rdim(X).
Lemma 2.2. Let X ⊂ RD be a manifold with dim(X) = d and let x ∈ X be
given. Moreover, let N ⊂ RD be a normal intersection of X at x. Then there
exists a local coordinate chart ϕ : U → V of X at x with the following (additional)
property: ϕ(N ∩ U) = (RD−d × {0}d) ∩ V.
Proof. Let ϕX : UX → VX and ϕN : UN → VN be local coordinate charts of the
manifolds X and N , respectively. We may assume w.l.o.g. that UX = UN = U
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and VX = VN = V . We define ϕ : U → V as follows. For x ∈ U we set ϕ(x) :=
(ϕXN(x), ϕ
N
N(x))
⊤. First we show: ϕ is a local coordinate chart of X at x. We claim:
The Jacobian Dϕ(x) is nonsingular. Indeed, since N is a normal intersection of X
we have that TxX∩TxN = {0}. Since, furthermore, TxX and TxN are given as the
kernels of DϕXN(x) and Dϕ
N
N(x), respectively, the Jacobian Dϕ(x) is nonsingular.
Using the inverse function theorem (see, e.g., [73]) we conclude that w.l.o.g. (after
shrinking U and V ) the mapping ϕ is a diffeomorphism. It remains to verify that
ϕ maps X locally onto {0}D−d×Rd. A direct consequence of the definition is that
ϕ(X ∩U) is contained in ({0}D−d×Rd)∩V . To see that, furthermore, the full set
in the image space is met note that the mapping
R
d ∋ y 7→ (Π ◦ ϕ ◦ (ϕX)−1) (0, y),
where Π: RD−d × Rd ∋ (y, z) 7→ z is the projection to the last d coordinates, is
continuous and injective, locally around 0 ∈ Rd. Due to Brouwer’s invariance of
domain theorem the mapping is a homeomorphism, locally around 0 ∈ Rd. Hence
the image is an open neighborhood of 0 ∈ Rd. W.l.o.g. the image ϕ(X ∩ U)
coincides with ({0}D−d×Rd)∩V . With the same arguments the local image of N
under ϕ is given by RD−d × {0}d. 
Transverse Pullbacks of Whitney Regular Stratifications
Let W2 ⊂ RN2 be a Whitney regular stratification and let F : RN1 → RN2 be
a C1-mapping which is transverse to W2. We define the pullback stratification
F−1(W2) ofW2 under F as the collection of preimages F−1(S2) of strata S2 ∈ W2.
It follows [48] that W1 := F−1(W2) is a Whitney regular stratification.
Cones
Central objects of this chapter are (tangent) cones. A cone is a subset C ⊂ RN
with the property that for each v ∈ C and α ∈ R≥ we have that (also) α · v ∈ C.
Hence, each cone contains in particular the zero vector and, moreover, each linear
space is a cone. The dual C∗ of a cone C ⊂ RN is the set of all ξ ∈ RN with the
property that ξ⊤v ≥ 0, for all v ∈ C.
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2.2 The Transversality Constraint Qualification
We consider the feasible set M ⊂ Rn of the stratified optimization problem which
is given in (2.1):
M = {x ∈ Rn | g(x) ∈ Z}
For general constraint mappings g the local structure of the feasible set M at
a point x ∈ M can be arbitrarily complicated in the following sense. Whitney
showed that every closed subset of a manifold can be represented as the zero set of
a nonnegative smooth function on the manifold (see [96] for a proof of this result).
So even in the case when g is smooth and Z = {0} the class of feasible sets M
is extremely large. In order to obtain some more structure, so-called constraint
qualifications have to be imposed. These are conditions on the local behavior
of the constraint mapping g. We introduce the new Transversality Constraint
Qualification (TCQ) for stratified optimization problems. Note that the TCQ
depends explicitly on the stratification Z.
Definition 2.3 (Transversality Constraint Qualification). Let x ∈M be given and
let X ∈ Z be the active stratum at g(x). We say that the Transversality Constraint
Qualification (TCQ) is fulfilled at x iff we have:
Dg(x)(Rn) + Tg(x)X = R
m
Remark 2.4 (Special Cases of the TCQ). For special cases of the constraint set
Z and the corresponding stratification Z it follows that the TCQ coincides with
known constraint qualifications. For the case when Z is the product of the basis sets
{0} ⊂ R and R≥ ⊂ R, i.e., Z is given as {0}p1 × Rp2≥ , the stratified optimization
problem PZ(f, g) becomes a Nonlinear Program (NLP). By choosing O := {{0}}
and H := {{0},R+} as stratifications for {0} and R≥, respectively, we can stratify
Z by means of the product stratification Z := Op1 × Hp2. Now, the TCQ is
equivalent to the Linear Independence Constraint Qualification (LICQ) for NLPs
which is by definition fulfilled at x ∈M iff the gradients
∇gi(x), i ∈ {i ∈ {1, . . . , p1 + p2} | gi(x) = 0}
are linearly independent (see, e.g., [75]). There also exist generalizations of the
LICQ to other problem classes. For Mathematical Programs with Complementarity
Constraints (MPCCs) there is the so-called MPCC–LICQ [118]. For Mathematical
Programs with Vanishing Constraints (MPVCs) an analog constraint qualification
is given by the MPVC–LICQ [26] (cf. Chapter 7). In both cases it is possible to
define an appropriate stratification of the constraint set Z such that the respective
constraint qualification is equivalent to the TCQ. Also in the case of Semidefinite
Programming (SDP) there exists a known constraint qualification which can be
related to the TCQ (see Chapter 5).
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The following lemma is obvious. It characterizes the situation when the TCQ is
fulfilled at each feasible point x ∈M .
Lemma 2.5. The TCQ is fulfilled at all feasible points x ∈ M if and only if g is
transverse to Z.
Remark 2.6 (The TCQ is “Reasonable”). We point out that the function space
C2(Rn,Rm)—where the constraint mapping g comes from—can be equipped with
the so-called strong C2-topology (or also Whitney topology; see Chapter 4). Due
to a standard result from Differential Topology [48] the set G∗ ⊂ C2(Rn,Rm) of all
mappings g which are transverse to Z is dense and, assuming that Z is closed,
also open. In this sense the TCQ can be regarded as a “reasonable” constraint
qualification for the problem class PZ . Therefore, the TCQ will be a standard
assumption for all further results in this chapter.
The following corollary states a direct consequence of the TCQ. It follows directly
by using Lemma 2.1.
Corollary 2.7. Let x ∈M be given, let X ∈ Z be the active stratum at g(x), and
let the TCQ be fulfilled at x. Then we have: Ker∇g(x) ∩Ng(x)X = {0}.
2.2.1 Local Structure of the Feasible Set under the TCQ
Under the TCQ at x ∈M the local structure (provided by the stratification Z) of
the constraint set Z in the image space of g is “carried over” to the preimage space
by the mapping g. This way the feasible set “inherits” a local (around x) strati-
fication from Z. In the remainder of this chapter we will refer to this “inherited”
local stratification as the induced local stratification of M , and we will denote it
by Mx (cf. (2.3)).
Theorem 2.8 (Local Structure of the Feasible Set under the TCQ). Let x ∈ M
be given and let the TCQ be fulfilled at x. Then there exists an open neighborhood
U ⊂ Rn of x such that the following partition of M ∩ U is a Whitney regular
stratification:
Mx := {g−1(S) ∩ U |S ∈ Z} (2.3)
Proof. One easily verifies that the Whitney regularity of Z implies that (locally
around x) the mapping g is transverse to any stratum in Z. To be precise, there
exists an open neighborhood U of x such that the restriction g˜ of g to the set U is
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transverse to the stratification Z. In this setting the pullback stratification g˜−1(Z)
is a Whitney regular stratification (see Section 2.1). By definition we have
g˜−1(Z) = {g˜−1(S) | S ∈ Z} = {g−1(S) ∩ U |S ∈ Z},
which implies the assertion. 
2.2.2 Comparison of the TCQ to other (General) CQs
A well-known first-order tangent cone for arbitrary sets is the so-called Bouligand
tangent cone (see, e.g., [11]), which is by some authors also called the contingent
cone. The Bouligand tangent cone is a widely used object for the formulation of
first-order necessary optimality conditions. For an arbitrary set A ⊂ RN and a
point p ∈ A the Bouligand tangent cone TpA is defined as follows:
TpA :=
{
lim
k→∞
τk(ak − p)
∣∣∣ ak A−→ p, τk > 0}
Rockafellar’s Constraint Qualification
Rockafellar [114] already studied feasible sets M of the form {x ∈ Rn | g(x) ∈ Z},
where Z ⊂ Rm is an arbitrary closed set and g : Rn → Rm is a C1-mapping. He
suggested the following constraint qualification at x:
m∑
i=1
λi∇gi(x) = 0, λ ∈ NZ(g(x)) =⇒ λ = 0 ∈ Rm (2.4)
Here NZ(g(x)) is a cone with the property that the negative cone −NZ(g(x))
contains the dual of the Bouligand tangent cone Tg(x)Z. For a local minimizer x⋆
of the restriction f to M it can be shown that ∇f(x⋆) is necessarily an element of
the negative cone −NM(x⋆). Under Rockafellar’s constraint qualification (2.4) at
a point x ∈M it follows:
NM(x) ⊂ ∇g(x)(NZ(g(x)))
Therefore, the cone NZ(g(x)) in combination with the CQ in (2.4) leads to the
following first-order necessary optimality condition at all local minimizers x⋆:
∇f(x⋆) ∈ ∇g(x⋆) (−NZ(g(x⋆)))
For so-called Clarke regular sets Z (see [115] for a definition) the negative cone
−NZ(g(x)) and the dual cone T ∗g(x)Z coincide [115]. This makes it possible to
2.2.2 Comparison of the TCQ to other (General) CQs 21
compare the TCQ to Rockafellar’s CQ. The TCQ implies that the intersection of
the kernel of ∇g(x) with the normal space Ng(x)X contains only the zero vector,
where X ∈ Z is the active stratum at g(x). Since the dual cone T ∗g(x)Z is contained
in the normal space Ng(x)X it is true that—at least for Clarke regular sets Z—the
TCQ implies Rockafellar’s constraint qualification. In fact (2.4) is strictly weaker
than the TCQ.
Robinson’s Constraint Qualification
A further popular and very general constraint qualification was introduced by
Robinson [112]. It is typically considered in the setting from above, but with the
additional assumption that the set Z is a convex closed cone. It then reads as
follows:
0 ∈ int{g(x) +Dg(x)(Rn)− Z}
In case of Nonlinear Programming (NLP), for instance, the general CQ by Robin-
son coincides with the Mangasarian-Fromovitz constraint qualification (MFCQ)
for NLPs, which is strictly weaker than the LICQ (see, e.g., [75]). It is straight-
forward to see that also in general the TCQ (for any stratification Z of the set Z)
implies Robinson’s CQ.
Conclusion
In summary one can say that the TCQ turns out to be a quite strong constraint
qualification when it is compared to other general CQs. However, already the
TCQ is a “reasonable” assumption (cf. Remark 2.6). We want to stress the fact
that, furthermore, under the TCQ it is possible to prove stronger results as those
which are typically proven under CQs. As a matter of fact, under the TCQ we can
prove “pullback formulas” for some new tangent cones (which will be introduced
in Section 2.3). With these formulas the tangent cones in the preimage space of g
can be expressed as a linear transformation of the corresponding tangent cones in
the image space of g. This gives detailed first-order information about the feasible
set M which can, for instance, be used to generate descent directions for solution
algorithms. Since the operation of building the dual cone of a given (tangent) cone
is not injective, the tangent cones carry (in general) more information about the
feasible set than the dual cones. In this sense our results on the structure of the
tangent cones in the preimage space of g (under the TCQ) are strictly stronger
than the more general (in the sense of weaker CQs) results which can be obtained
using weaker constraint qualifications.
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2.3 Tangent Cones for Stratified Sets
Under the assumption that the TCQ is fulfilled at x ∈M we have that the induced
local stratification Mx gives information about the structure of the feasible set.
We will show that, even more, under the TCQ a pullback formula for a so-called
decomposed tangent cone is valid. The decomposed tangent cone is defined using
normal and tangential data of the stratification Mx and, thus, is specifically tai-
lored to the setting of stratifications (and the TCQ). The idea to use normal and
tangential data of stratifications is not new and can, for instance, also be found
in [48], where the decomposition into normal and tangential information led to a
general Morse Theory for stratified sets.
Now we introduce the decomposed tangent cone. Therefor let XM ∈ Mx be the
active stratum at a point x ∈ M and let N be a normal intersection of XM at x.
We define the decomposed tangent cone Tx,NMx at x as follows:
Tx,NMx := Tx(M ∩N) + TxXM
Note that Tx,NMx depends on both the stratification Mx and the choice of the
normal intersection N . Due to the TCQ it follows w.l.o.g. (after shrinking N) that
the image g(N) is a normal intersection of X , where X ∈ Z is the active stratum
at g(x), i.e. XM = g
−1(X). Hence, the following decomposed tangent cone in the
image space corresponds to Tx,NMx (in the preimage space) and, thus, becomes
relevant:
Tg(x),g(N)Z := Tg(x)(Z ∩ g(N)) + Tg(x)X
As a first result, we will prove in the following lemma that the decomposed tangent
cone Tx,NMx can be used to derive first-order necessary optimality conditions.
Then, in the following section, we will see that the decomposed tangent cone
Tx,NMx can be expressed via a pullback formula using only the corresponding
decomposed tangent cone Tg(x),g(N)Z in the image space of g and the Jacobian
Dg(x).
Lemma 2.9. Let x⋆ ∈ M be a local minimizer, let M be a local (around x⋆)
stratification of M , let XM ∈ M be the active stratum at x⋆, and let N be a
normal intersection of XM at x
⋆. Then we have: ∇f(x⋆) ∈ T ∗x,NM.
Proof. The decomposed tangent cone Tx⋆,NM is by definition the sum of the sets
Tx⋆(M ∩N) and Tx⋆XM . Since the tangent space Tx⋆XM can be characterized as
the Bouligand tangent cone Tx⋆XM we have (cf. Lemma 2.17) that the dual cone
T ∗x⋆,NM is given by the intersection T ∗x⋆(M ∩N) ∩ T ∗x⋆XM . Thus we have to show
that ∇f(x⋆) is an element of both dual cones T ∗x⋆(M ∩ N) and T ∗x⋆XM . But this
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is a direct consequence of the fact that both sets M ∩ N and XM are subsets of
the feasible set M and, thus, x⋆ is a local minimizer of the restriction of f to both
subsets M ∩ N and XM . Indeed the (local) optimality implies that ∇f(x⋆) is an
element of both dual cones T ∗x⋆(M∩N) and T ∗x⋆XM which is a standard result from
optimization (see, e.g., [36]). 
The Decomposed Tangent Cone
The generalization of the decomposed tangent cones Tx,NMx and Tg(x),g(N)Z which
we considered in the previous section to arbitrary stratified sets (W,W) is straight-
forward: For p ∈ W we set
Tp,NW := Tp(W ∩N) + TpX,
where X ∈ W is the active stratum at p and N is a normal intersection of X
at p. In the next lemma we characterize elements of the decomposed tangent cone
Tp,NW as limits of special sequences.
p
X
N
Figure 2.1: Normal intersection N of stratum X at p
Lemma 2.10 (Characterization of the Decomposed Tangent Cone). Let (W,W) ⊂
RN be a stratified set, let p ∈ W be given, let X ∈ W be the active stratum at p,
and let N be a normal intersection of X at p. Then we have:
Tp,NW =
{
lim
k→∞
τk(nk − xk)
∣∣∣ nk W∩N−−−→ p, xk X−→ p, τk > 0} (2.5)
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Before we prove Lemma 2.10 we prove the following technical lemma. It makes an
assertion how special sequences and limits transform under a diffeomorphism.
Lemma 2.11. Let A,B ⊂ RN be arbitrary sets and let x ∈ A ∩ B be given.
Moreover, let ϕ : U → V be a diffeomorphism, where U is an open neighborhood of
x. Then for each d ∈ RN the following two assertions are equivalent:
(1) There exist sequences xAk
A−→ x, xBk B−→ x and reals τk > 0, k ∈ N, with
d = lim
k→∞
τk
(
xBk − xAk
)
.
(2) There exist sequences yAk
ϕ(A)−−→ ϕ(x), yBk
ϕ(B)−−−→ ϕ(x) and reals τk > 0, k ∈ N,
with
lim
k→∞
τk
(
yBk − yAk
)
= Dϕ(x)d.
Proof. We assume (1) holds. Let (xAk ), (x
B
k ), τk > 0, k ∈ N, be the corresponding
sequences. A short calculation shows that for each k ∈ N we have:
τk
(
ϕ(xBk )− ϕ(xAk )
)
= τk
(∫ 1
0
Dϕ
(
xAk + t ·
(
xBk − xAk
))
dt
)
(xBk − xAk )
Clearly the right-hand side converges to Dϕ(x)d, for k →∞. Setting yAk := ϕ(xAk )
and yBk := ϕ(x
B
k ) we conclude that (2) holds. The opposite direction can be shown
analogously using the fact that ϕ is a diffeomorphism and, thus, ϕ−1 : V → U
exists and has the same properties as ϕ. 
Proof of Lemma 2.10. The cone on the left-hand side of the assertion in (2.5) is
defined as the sum of two cones which are both defined using some sequences with
the properties from Lemma 2.11. So if ϕ is a diffeomorphism (around p, w.l.o.g.
we assume ϕ is defined on the whole RN ), then we have for Tp,NW—the left-hand
side of the assertion:
Dϕ(p)(Tp,NW) = Dϕ(p)(Tp(W∩N))+Dϕ(p)(TpX) = Tϕ(p)(ϕ(W∩N))+Tϕ(p)ϕ(X)
With the same arguments we have for TR—the right-hand side of the assertion:
Dϕ(p)(TR) =
{
lim
k→∞
τk(nk − xk)
∣∣∣ nk ϕ(W∩N)−−−−−→ ϕ(p), xk ϕ(X)−−−→ ϕ(p), τk > 0}
Lemma 2.2 yields that ϕ can be chosen such that ϕ is a coordinate chart for X ,
i.e., ϕ(p) = 0 and ϕ(X) = {0}N−d × Rd and, moreover ϕ(N) = RN−d × {0}d,
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where d is the dimension of X . A further application of Lemma 2.11 implies
that we can assume from now on (in new coordinates, after an application of ϕ)
that we have: p = 0, X = {0}N−d × Rd, and N = RN−d × {0}d. With this we
have Tp(W ∩N) ⊂ RN−d × {0}d and TpX = {0}N−d × Rd, i.e., the left-hand side
Tp,NW is given by Π(Tp(W ∩ N)) × Rd, where Π is the projection to the first
(N − d) coordinates. Considering the right-hand set TR it follows directly that the
first factor is contained in Π(Tp(W ∩ N)) and, thus, TR ⊂ Tp,NW. For the other
inclusion let d = (dN , dT ) be an element from Tp,NW, i.e., dN ∈ Π(Tp(W ∩N)) and
dT ∈ Rd. Since Π(Tp(W ∩ N)) is equal to the set T0(Π(W ∩ N))) ⊂ RN−d, there
exists a sequence vk
Π(W∩N)−−−−−→ 0 and τk > 0, k ∈ N, such that dN = limk→∞ τkvk.
We define wk :=
−dT
τk
, for k ∈ N, i.e., τk(−wk) = dT converges (trivially) to dT . We
conclude:
τk
[(
vk
0
)
−
(
0
wk
)]
= τk
(
vk
−wk
)
−→
(
dN
dT
)
Since (vk, 0)
⊤ and (0, wk)
⊤ are in W ∩N and X , respectively, we are done. 
2.3.1 Pullback Formulas under the TCQ
Under the TCQ the decomposed tangent cone in the preimage space of g is a linear
transformation of the decomposed tangent cone in the image space of g.
Theorem 2.12 (Pullback Formula for the Decomposed Tangent Cone). Let x ∈M
be given, let the TCQ be fulfilled at x, and letMx be the induced local stratification
of M . Moreover, let N be a normal intersection of XM at x, where XM ∈ Mx is
the active stratum at x. Then we have:
Tx,NMx = Dg(x)−1(Tg(x),g(N)Z)
Remark 2.13. The fact that g is transverse to X implies that locally the restriction
gN of g to the normal intersection N is a diffeomorphism onto g(N). This gives
directly the equality Tx(M ∩ N) = DgN(x)−1(Tg(x)(Z ∩ g(N))) for the pullback of
the normal information.
A consequence of the pullback formula for the decomposed tangent cone is the
following pullback formula for the decomposed dual cone.
Theorem 2.14 (Pullback Formula for the Decomposed Dual Cone). Let the as-
sumptions of Theorem 2.12 be fulfilled. Then we have:
T ∗x,NMx = ∇g(x)(T ∗g(x),g(N)Z) (2.6)
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The rest of this section is devoted to the proof of both pullback formulas. We first
prove Theorem 2.12 and then Theorem 2.14. In order to prove Theorem 2.12 we
need the following structural algebraic lemma.
Lemma 2.15 (Structural Lemma 1). Let T ⊂ RN2 be a linear subspace and let
L : RN1 → RN2 be a linear mapping with ImL+ T = RN2. Moreover let N ⊂ RN1
be a linear subspace with N + L−1(T ) = RN1, N ∩ L−1(T ) = {0}, and let C ⊂ N
be a cone. Then we have: C + L−1(T ) = L−1(L(C) + T ).
Proof. The left-hand set is trivially included in the right-hand set. On the other
hand let v ∈ L−1(L(C) + T ) be given. By definition this means Lv = Lc + vT ,
where c ∈ C and vT ∈ T . It follows directly that vT ∈ ImL, i.e., there exists
w ∈ RN1 with vT = Lw. Since Lw ∈ T we have w ∈ L−1(T ). Thus c + w is
an element of the set C + L−1(T ) from the left-hand side of the assertion. Since
Lv = Lc + Lw we have v = (c+ w) + vK , where vK is an element of KerL. Since
KerL is a subset of L−1(T ) it follows w+vK ∈ L−1(T ). This gives: v = c+(w+vK)
is an element of the set C + L−1(T ). 
Proof of Theorem 2.12. We apply Lemma 2.15. We set T = Tg(x)X , where X ∈ Z
is the active stratum at g(x) and we set L = Dg(x). Due to the TCQ it follows
ImL + T = Rm. Now we set N˜ := TxN . Since L
−1(T ) is given by TxXM (where
XM ∈ Mx is the active stratum at x) and N is a normal intersection of XM at x
it follows that N˜ +L−1(T ) = RN1 and N˜ ∩L−1(T ) = {0}. We set C = Tx(M ∩N).
With this C is a subset of N˜ . Lemma 2.15 (with N˜ in the role of N) gives:
Tx(M ∩N) + TxXM = C + L−1(T ) = L−1(L(C) + T ) =
Dg(x)−1
(
Dg(x)(Tx(M ∩N)) + Tg(x)X
)
Since the restriction of g to the normal intersection N is a diffeomorphism onto the
set g(N)—which is a direct consequence of the TCQ—we have (using Lemma 2.11)
that Dg(x)(Tx(M ∩N)) coincides with the cone Tg(x)(Z ∩ g(N)). This yields the
assertion. 
Instead of proving the pullback formula (2.6) for the dual cone T ∗x,NMx directly
we again utilize a structural algebraic lemma.
Lemma 2.16 (Structural Lemma 2). Let T ⊂ RN2 be a linear subspace and let
L : RN1 → RN2 be a linear mapping with ImL+T = RN2. Moreover, let C ⊂ ImL
be a cone. Then we have: (L−1(C + T ))∗ = L⊤((C + T )∗).
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In order to prove Lemma 2.16 we need some auxiliary results which will be given
in the following Lemmata 2.17, 2.18 and 2.19. The first two lemmata are trivial
and follow directly from the definitions. For this reason we omit the proofs.
Lemma 2.17. Let C1, C2 ⊂ RN be cones. Then we have: (C1 + C2)∗ = C∗1 ∩ C∗2 .
Lemma 2.18. Let L : RN1 → RN2 be a linear mapping and let A ⊂ RN1 be an
arbitrary set. Then we have: L(A)∗ = (L⊤)−1(A∗).
Lemma 2.19. Let V,W ⊂ RN be linear subspaces with V + W = RN and let
A ⊂ RN be an arbitrary set with A+W ⊂ A. Then we have: (A ∩ V ) +W = A.
Proof. (A ∩ V ) +W is included in the set A +W , which is by definition a subset
of A. For the other inclusion let x ∈ A be given. Due to the assumption there
exist vectors v ∈ V and w ∈ W with x = v + w. Since v = x− w we have that v
is an element of A +W . Due to the assumption v ∈ A. We conclude: x = v + w
is an element of (A ∩ V ) +W . 
Proof of Lemma 2.16. We start with the left-hand side of the equation. Since
the kernel KerL trivially is a subset of the preimage L−1(C + T )—note that
0 ∈ C + T—the dual set (L−1(C + T ))∗ is a subset of the image set ImL⊤. This
implies directly that the left-hand side (L−1(C + T ))∗ can be written as fol-
lows: L⊤((L⊤)−1((L−1(C + T ))∗)). Now Lemma 2.18 gives that the inner set
(L⊤)−1(L−1(C + T )∗) can be written as (L(L−1(C + T )))∗, which is by definition
given by the set ((C + T ) ∩ ImL)∗. Conclusively, the left-hand side from the
assertion can now be written as follows:
(L−1(C + T ))∗ = L⊤
(
((C + T ) ∩ ImL)∗) (2.7)
Now we assume w.l.o.g. that ImL ∩ T = {0}. Indeed, this can be realized by
considering C˜ := C + (T ∩ ImL) and T˜ := T ∩ (T ∩ ImL)⊥ as new objects (for
C and T , respectively. We conclude, (C + T ) ∩ ImL is given by C itself and,
hence, the right-hand side of (2.7) equals L⊤(C∗). So in order to finish the proof it
remains to show that L⊤(C∗) coincides with the right-hand side L⊤((C+T )∗) from
the assertion. A direct calculation shows that C∗+KerL⊤ is (still) a subset of C∗.
Since, moreover, T⊥+KerL⊤ spans the whole RN2 (note that T +ImL = RN2 and
T ∩ ImL = {0}) we can apply Lemma 2.19 to C∗ in the role of A, KerL⊤ in the
role of W , and T⊥ in the role of V . We obtain: C∗ = (C∗ ∩ T⊥) + KerL⊤. This
implies directly that the image L⊤(C∗) is equal to the image L⊤(C∗ ∩ T⊥). Now
Lemma 2.17 gives that the argument of the latter image is given by (C + T )∗. We
conclude: L⊤(C∗) = L⊤((C + T )∗) which was the remaining part to show. 
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Now, using the structural algebraic result from Lemma 2.16, we are ready to prove
the pullback formula for the dual cone from Theorem 2.14.
Proof of Theorem 2.14. Due to Theorem 2.12 the cone Tx,NMx is given as the
preimage of the cone Tg(x),g(N)Z under the linear mapping Dg(x). This implies for
the dual cone:
T ∗x,NMx =
(
Dg(x)−1(Tg(x),g(N)Z)
)∗
(2.8)
We apply Lemma 2.16. Therefor we set L = Dg(x), T = Tg(x)X , where X ∈ Z is
the active stratum at g(x), and C = Tg(x)(Z ∩ g(N)). As one easily verifies, with
this the assumptions of Lemma 2.16 are fulfilled. We conclude:(
Dg(x)−1(Tg(x),g(N)Z)
)∗
= (L−1(C + T ))∗ = L⊤((C + T )∗) = ∇g(x) (T ∗g(x),g(N)Z)
Now the assertion follows from the latter equation in combination with the formula
in (2.8). 
2.3.2 T-regular Stratifications of Constraint Sets
Under the assumption of the TCQ we have (due to Lemma 2.9) that if x⋆ is a
local minimizer, then ∇f(x⋆) is an element of the dual cone T ∗x⋆,NMx⋆ , where
N is a normal intersection of the active stratum at x⋆. A direct application of
Theorem 2.14 gives the following:
∇f(x⋆) ∈ ∇g(x⋆)(T ∗g(x⋆),g(N)Z) (2.9)
Note that this condition depends on both the normal intersection N and (due
to the appearance of the image g(N)) the behavior of the constraint mapping g
locally around x⋆. To overcome this, we introduce the so-called general tangent
cone TpW for arbitrary stratified sets (W,W) and a point p ∈ W . Therefor let
X ∈ W be the active stratum at p. We set
TpW :=
{
lim
k→∞
τk(wk − xk)
∣∣∣ wk W−→ p, xk X−→ p, τk > 0} .
Note that this cone does not depend on a normal intersection of the active stra-
tum X anymore. In fact, the general tangent cone TpW only depends on the
stratification W.
We introduce the following abstract notion of T-regularity, a condition on the
stratification Z which ensures that the decomposed tangent cone Tz,NZ in (2.9)
can be replaced by the general tangent cone TzZ.
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p
X
Y
wk
xk
Figure 2.2: Definition of the general tangent cone TpW via sequences
Definition 2.20 (T-regularity). Let (W,W) be a Whitney regular stratified set,
let p ∈ W be given, and let X ∈ W be the active stratum at p. We say that W is
T-regular at p iff for each normal intersection N of X at p we have Tp,NW = TpW.
We say W is T-regular iff for each p ∈ W we have that W is T-regular at p.
Remark 2.21. Each T-regular stratification is—by definition—in particular Whit-
ney regular. It is an open question whether T-regularity is indeed a stronger prop-
erty than Whitney regularity.
Remark 2.22. Under the assumption that Z is T-regular the condition from (2.9)
can be trivially reformulated as a first-order necessary optimality condition, which
will be our main objective in Section 2.4. Of course, T-regularity is a very abstract
condition which—by definition—just “does the job”. But the crucial fact is that in
view of applications the T-regularity condition turns out to be a weak assumption.
For instance, we will prove (in Chapter 3) that all semialgebraic constraint sets Z
admit T-regular stratifications Z. Moreover, we will provide a sufficient condition
for T-regularity which can be used in practice.
Under the condition of T-regularity we get pullback formulas for both the general
tangent cone and the dual of the general tangent cone.
Theorem 2.23 (Pullback Formulas for the General Tangent Cones). We assume
that Z is T-regular. Let x ∈M be given, let the TCQ be fulfilled at x and let Mx
be the induced local stratification of M . Then we have:
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(a) TxMx = Dg(x)−1(Tg(x)Z).
(b) T ∗xMx = ∇g(x)(T ∗g(x)Z).
In order to prove Theorem 2.23 it is sufficient to show that under the TCQ the
T-regularity property of Z at g(x) is transported to the pullback stratificationMx
at x and, hence, we can replace the respective decomposed geometric cones in the
pullback formulas from Theorem 2.12 and Theorem 2.14 by the respective general
geometric cones.
Lemma 2.24. Let x ∈ M be given, let the TCQ be fulfilled at x, and let Mx be
the induced local stratification of M . Moreover, let Z be T-regular at g(x). Then
Mx is T-regular at x.
Proof. LetXM ∈ Mx be the stratum with x ∈ XM . LetN be a normal intersection
of XM at x. Since Tx,NMx is by definition included in TxMx we only have to
verify the opposite inclusion. Therefor let d ∈ TxMx be given. With the same
arguments as we used in Lemma 2.11 one can show that Dg(x)d ∈ Tg(x)Z. Due
to the assumption we have that Z is T-regular at g(x), i.e., Tg(x)Z coincides with
Tg(x),g(N)Z. This means Dg(x)d is an element of the cone Tg(x),g(N)Z. Now an
application of Theorem 2.12 yields d ∈ Tx,NMx. 
2.4 Optimality Conditions
We introduce the following first-order optimality concept.
Definition 2.25 (First-Order Optimal Point). We say that x ∈M is a first-order
optimal point iff there exists a “multiplier vector” λ = (λ1, . . . , λm) such that
∇f(x) =
m∑
i=1
λi∇gi(x), λ ∈ T ∗g(x)Z. (2.10)
Remark 2.26. Note that, under the TCQ, the multiplier vector λ of a first-order
optimal point is uniquely determined. This follows directly from the fact that due
to the TCQ we have Ker∇g(x)∩Ng(x)X = {0} (cf. Corollary 2.7) and, moreover,
the dual cone T ∗g(x)Z is a subset of the normal space Ng(x)X of the active stratum
X.
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Remark 2.27 (Special Cases of First-Order Optimality). In case of an NLP the
constraint set Z = Rp≥ can be stratified in a straightforward way by choosing the
product stratification Z := {{0},R+}p. In this case we have the following:
λ ∈ T ∗g(x)Z ⇐⇒ 0 ≤ λ ⊥ g(x) ≥ 0
It follows that the notion of first-order optimality coincides with the Karush–Kuhn–
Tucker (KKT) conditions for NLPs. In case of a Mathematical Program with
Complementarity Constraints (MPCC) the constraint set Z contains additional
(compared to the NLP case) factors L, where L ⊂ R2 is the “complementarity
set” containing all pairs (a, b) ∈ R2 with the properties a, b ≥ 0, ab = 0. In
this case a standard stratification for L is given by {{0}×R+, {(0, 0)},R+×{0}}.
Now, analog as above, one can deduce that first-order optimality is equivalent to S-
stationarity for MPCCs (see, e.g., [117]). Similar analogies hold for Mathematical
Programs with Vanishing Constraints (MPVCs) or Semidefinite Programs (SDPs).
For details we refer to Chapters 5 and 6.
2.4.1 First-Order Necessary Optimality Condition
The following theorem states that under the TCQ each local minimizer is a first-
order optimal point.
Theorem 2.28 (First-Order Necessary Optimality Condition). We assume that
Z is T-regular. Let x⋆ ∈ M be a local minimizer and let the TCQ be fulfilled
at x⋆. Then x⋆ is a first-order optimal point. Moreover, the multiplier vector
λ = (λ1, . . . , λm) in (2.10) is uniquely determined.
Remark 2.29. The general tangent cone Tg(x)Z is by definition a superset of the
Bouligand tangent cone Tg(x)Z. This implies directly that the dual cone T ∗g(x)Z is
a subset of the dual cone T ∗g(x)Z. Therefore, (2.10) gives ∇f(x) ∈ ∇g(x)(T ∗g(x)Z),
which is a first-order optimality condition in terms of the Bouligand tangent cone.
This condition does, in particular, not depend on the stratification Z. It is not
clear, whether the condition provided by Theorem 2.28 is in general stronger than
the condition in terms of the Bouligand tangent cone. We will see later that for
“most” stratifications Z in practice (for so-called T-trivializable stratifications; see
Chapter 3) both cones coincide anyway.
Proof of Theorem 2.28. The optimality condition follows directly by an application
of Lemma 2.9, Theorem 2.14 and the T-regularity of Z (at g(x)). The uniqueness
of the multiplier vector is a consequence of the fact that due to Corollary 2.7 we
have Ker∇g(x) ∩Ng(x)X = {0}, where X ∈ Z is the active stratum at g(x). 
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2.4.2 Local Lagrangians
The Lagrangian of a Nonlinear Program is well-known and a fixed mapping which
is associated to the whole problem (see, e.g., [75]). In case that the constraint
set Z is given by {0}p—otherwise we would only consider the active inequality
constraints—the associated stratified optimization problem PZ(f, g) is an equality
constrained NLP, and the corresponding Lagrangian L is given by L : Rn×Rm → R
with
L(x, λ) = f(x)− λ⊤g(x).
Under the assumption that x¯ ∈M is a KKT point we have that (1) ∇xL(x¯, λ) = 0
for a multiplier vector λ ∈ T ∗g(x){0}p = Rm, and (2) the value of the Lagrangian L
is equal to the value of f , whenever g(x) ∈ {0}p, i.e., the point x is feasible. These
two properties ((1) and (2)) are crucial for us and need to be fulfilled by a local
Lagrangian.
In general, when Z is arbitrary, it is not possible to define one fixed Lagrangian for
the whole problem PZ(f, g). This is due to the fact that in general it is not possible
to express the strata in Z as zero sets of one fixed mapping. As a generalization
of the Lagrangian for NLPs we introduce so-called local Lagrangians, which are
defined locally around a given KKT point (where the TCQ is fulfilled).
Definition 2.30 (Local Lagrangian). Let x¯ ∈M , let X ∈ Z be the active stratum
at g(x¯), and let ϕN : U → Rm−dim(X) be a local (normal) coordinate chart for X
at g(x¯). Moreover, assume that x¯ is first-order optimal, that the TCQ is fulfilled
at x¯ and that λ¯ is the uniquely determined multiplier vector. Then the mapping
L = LϕN : g−1(U)→ R with
LϕN (x) := f(x)− ξ⊤(ϕN ◦ g)(x), ξ :=
(
DϕN∇ϕN
)−1
DϕN · λ¯,
where DϕN and ∇ϕN are evaluated at g(x¯), is called a local Lagrangian at x¯.
Given a local Lagrangian LϕN at a first-order optimal point x¯ ∈M we have
∇L(x¯) = ∇f(x¯)−∇g(x¯)∇ϕN(g(x¯)) · ξ.
Since the columns of ∇ϕN(g(x¯)) span the normal space Ng(x¯)X—and, moreover
the general dual cone T ∗g(x¯)Z is a subset of this normal space—it follows directly
that ∇ϕN (g(x¯)) · ξ is equal to λ¯ and, thus—as a generalization of (1)—we have
∇L(x¯) = 0. Furthermore—as a generalization of property (2)—we have that the
value of L coincides with the value of f , whenever g(x) ∈ X .
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2.4.3 Nondegeneracy of First-Order Optimal Points
We introduce a notion of nondegeneracy for first-order optimal points. For the
following definition recall that T ∗(·)Z : Z ∋ z 7→ T ∗z Z is a set-valued mapping.
We define T ∗Z to be the set of all pairs (z, λ) with z ∈ Z and λ ∈ T ∗z Z. In
the context of set-valued mappings the set T ∗Z is called the graph of T ∗(·)Z (see,
e.g., [3]). Another set-valued mapping we need is the normal space mapping with
X ∋ z 7→ NzX , where X ∈ Z is a given stratum. For this mapping the following
graph is the so-called normal bundle NX , given as
NX := {(z, λ) ∈ Rm × Rm | z ∈ X, λ ∈ NzX}.
Definition 2.31 (Nondegenerate First-Order Optimal Point). We say that x ∈M
is a nondegenerate first-order optimal point iff x is a first-order optimal point and,
moreover, we have:
(i) The TCQ is fulfilled at x.
(ii) The pair (g(x), λ)—where λ is the uniquely determined (cf. Remark 2.26)
multiplier vector—belongs to the relative (w.r.t. NX, where X ∈ Z is the
active stratum at g(x)) topological interior of T ∗Z.
(iii) The matrixW⊤(D2LϕN (x))W is nonsingular, where LϕN is an arbitrary local
Lagrangian at x and the columns ofW are a basis of the kernel of the Jacobian
D(ϕN ◦ g)(x).
The condition in (iii) is independent of the choice of the local Lagrangian LϕN ,
as we will see in the next section. Thus the notion of nondegenerate first-order
optimality is well-defined.
Remark 2.32 (Special Cases of Nondegeneracy for First-Order Optimal Points).
If PZ(f, g) is a Nonlinear Program (NLP), then the notion of first-order optimality
coincides with the Karush–Kuhn–Tucker conditions (cf. Remark 2.27). Even more,
in this special case, the notion of nondegeneracy from Definition 2.31 reduces to
the nondegeneracy of KKT points in the sense of Jongen, Jonker & Twilt [73]. In
case of a local minimizer this condition is also known as the second-order sufficient
condition (see, e.g., [75]).
Remark 2.33 (On Condition (ii)). The condition (ii) in the definition of a non-
degenerate first-order optimal point is rather strong. Then again, we will see (in
Chapter 4) that even this strong property is a “reasonable” assumption for first-
order optimal points. Condition (ii) implies, for instance, that nondegenerate first-
order optimal points are in particular stable w.r.t. perturbations of the problem (cf.
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with the following remark). In case of Nonlinear Programming the condition in
(ii) is equivalent to the so-called strict complementarity (see, e.g., [75]).
Remark 2.34 (Stability of Nondegenerate First-Order Optimal Points). It follows
directly from Definition 2.31 that if a point x is a nondegenerate first-order optimal
point, then x is also a nondegenerate KKT point—in the sense of [73]—of the
following NLP:
min
x∈U
f(x) s.t. H(x) = 0 ∈ Rcod, (2.11)
where H(x) := ϕN(g(x)) and ϕN : U → Rcod is a local normal chart of the active
stratum X at g(x). It is well known that a nondegenerate KKT point of the NLP
in (2.11) is stable (under sufficiently small perturbations of either the defining
functions (f, g) w.r.t. an appropriate topology, or the right-hand side of the (gen-
eralized) equations ∇f(x) ∈ ∇H(x)(Rcod), H(x) = 0 ∈ Rcod; see [73, 86, 88, 113]
for details). Hence, for sufficiently small perturbations of the NLP in (2.11) there
exists a nondegenerate KKT point x˜ which is close to x and, moreover, locally
unique (as a KKT point). Due to property (ii) in Definition 2.31 the point x˜
is also (still) a nondegenerate first-order optimal point of the (original) stratified
optimization problem PZ(f, g). We conclude: Nondegenerate first-order optimal
points are stable.
2.4.4 Second-Order Sufficient Optimality Condition
In this section we prove the following second-order sufficient optimality condition:
Theorem 2.35 (Second-Order Sufficient Optimality Condition). Let x ∈ M be
a nondegenerate first-order optimal point and, moreover, let (for any local La-
grangian LϕN ) the matrix from condition (iii) of Definition 2.31 be positive definite.
Then the point x is a strict local minimizer.
The condition provided by Theorem 2.35 is related to the eigenvalues of the Hes-
sian of a restriction of f to the active stratum (of the induced local stratification
of M) at x. Therefore, we need the concept of local parameterizations of man-
ifolds. Let X ⊂ RN be a d-dimensional manifold, let x ∈ X be given, and
let ϕ = (ϕN , ϕT ) : U → V be a local coordinate chart for X at x, i.e., we have
ϕ(X ∩ U) = ({0}N−d × Rd) ∩ V . A local parameterization Ψ of X at x is now
defined as follows:
Ψ: V ∋ y 7→ ϕ−1(0, y),
where V ⊂ Rd is an open neighborhood of 0 ∈ Rd with the property that {0}N−d×V
is a subset of V . The image of Ψ is a neighborhood of x in X .
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In the next lemma we assume that x ∈ M is a first-order optimal point, and we
relate the eigenvalues of a matrixW⊤L(x)W from condition (iii) of Definition 2.31
to the eigenvalues of the Hessian of mappings f ◦ Ψ, where Ψ is a local parame-
terization of the active manifold XM ∈ Mx of an induced local stratification of
M . Therefor we introduce the notion of congruent matrices. Let A and B be
two N ×N matrices. We say A and B are congruent—we write A ∼ B—iff there
exists a nonsingular N × N matrix R such that A = R⊤BR. Note that ∼ is an
equivalence relation. It follows from Sylvester’s Law of Inertia that two congruent
matrices have the same number of positive/negative eigenvalues. This implies in
particular: If A and B are congruent, then A is positive (semi)definite if and only
if B is positive (semi)definite.
Lemma 2.36. Let x ∈ M be a first-order optimal point, let the TCQ be fulfilled
at x, and let Mx be the induced local stratification of M . Moreover, let Ψ be
a (arbitrary) local parameterization of XM at x, where XM ∈ Mx is the active
stratum at x. Then we have:
W⊤D2L(x)W ∼ D2(f ◦Ψ)(0),
where W⊤D2L(x)W is a matrix from condition (iii) of Definition 2.31.
Proof. We set f˜ := f ◦Ψ. Since by definition L coincides with f on XM we have
f˜ = L ◦Ψ. We calculate the gradient of f˜ at 0:
∇f˜(0) = ∇(L ◦Ψ)(0) = ∇Ψ(0) · ∇L(x)
Now a direct calculation (using the chain rule and the fact that x is a first-order
optimal point and, thus, by the definition of L we have ∇L(x) = 0) shows:
D2f˜(0) = D (∇Ψ(∇L ◦Ψ)) (0) =
D2Ψ(0) · ∇L(x) +∇Ψ(0) ·D2L(x) ·DΨ(0) = ∇Ψ(0) ·D2L(x) ·DΨ(0)
Since the columns of DΨ(0) are a basis of the tangent space TxXM we have that
W = DΨ(0) ·Q, where Q is a nonsingular matrix. This gives:
W⊤ ·D2L(x) ·W = (Q⊤∇Ψ(0)) ·D2L(x) · (DΨ(0)Q) = Q⊤ ·D2f˜(0) ·Q
Since D2f˜(0) is by definition the matrix D2(f ◦ Ψ)(0) from the assertion we find
that W⊤D2L(x)W and D(f ◦Ψ)(0) are congruent. 
The following corollary is a second-order necessary optimality condition.
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Corollary 2.37 (Second-Order Necessary Optimality Condition). Let x⋆ ∈ M
be a local minimizer and let the TCQ be fulfilled at x⋆. Then x⋆ is a first-order
optimal point and, moreover, the matrix W⊤D2L(x∗)W from condition (iii) of
Definition 2.31 is positive semidefinite.
Proof. The fact that x⋆ is a first-order optimal point follows from the necessary
optimality condition which is provided by Theorem 2.28. For the other part let
Mx⋆ be the induced local stratification ofM and let Ψ be a local parameterization
of MX ∈ Mx⋆ at x⋆, where XM ∈ Mx⋆ is the active stratum at x⋆. Due to the
local optimality of x⋆ we have, in particular, that 0 is a local minimizer of f ◦Ψ, i.e.,
D2(f ◦ Ψ)(0) is positive semidefinite [75]. Now Lemma 2.36 implies the assertion.

We introduce a so-called second-order growth condition (SOGC) (see, e.g., [11]).
Definition 2.38 (Second-Order Growth Condition (SOGC)). We say that the
second-order growth condition is fulfilled at x ∈ M iff there exists an open neigh-
borhood U ⊂ Rn of x and a constant γ > 0 such that for all x˜ ∈ M ∩ U we
have:
f(x˜) ≥ f(x) + γ‖x˜− x‖2
Lemma 2.39. Let x ∈M be a first-order optimal point and let conditions (i) and
(ii) from Definition 2.31 be fulfilled. Then the matrixW⊤D2L(x)W from condition
(iii) of Definition 2.31 is positive definite if and only if the second-order growth
condition is fulfilled at x.
Proof. Let Mx be the induced local stratification of M and let MX ∈Mx be the
active stratum at x. Under the assumption that the second-order growth condition
is fulfilled at x it follows directly that the matrixW⊤D2L(x)W is positive definite.
This can be shown by parameterizing the stratum XM and then considering the
Hessian D2(f ◦ Ψ)(0), where Ψ is a local parameterization of XM at x. Now the
SOGC holds in particular for the function f◦Ψ and, thus, D2(f◦Ψ)(0) is necessarily
positive definite which means—in view of Lemma 2.36—that also the considered
matrix W⊤D2L(x)W is positive definite. Now we show the other implication. We
assume that W⊤D2L(x)W is positive definite. Using the TCQ and Lemma 2.2 we
may assume w.l.o.g. that x = 0 and XM = {0}n−d×Rd, where d is the dimension
of XM . Due to the fact that x is a nondegenerate first-order optimal point there
exists an open neighborhood U of x and c > 0 such that
f(x˜) ≥ f(x) + c‖x˜‖2, for all x˜ ∈ XM ∩ U. (2.12)
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We assume that the SOGC is not fulfilled. Then there exists a sequence xk
M−→ x
with f(xk) < f(x) + c‖xk‖2, for all k ∈ N (note that we can choose γ = c > 0,
where γ is the constant from the SOGC). Now let π : Rn → Rn be the orthogonal
projection to {0}n−d×Rd, i.e., (π(xk)) is a sequence in XM . Together with (2.12),
where we read x˜ as π(xk), we obtain by using the properties of the sequence (xk):
f(xk)− f(π(xk)) < c(‖xk‖2 − ‖π(xk)‖2),
for all k ∈ N. An application of the mean value theorem to the left-hand side
yields that for each k ∈ N the difference f(xk) − f(π(xk)) can be written as
Df(ξk) · (xk − π(xk)), where ξk lies an the line segment between xk and π(xk).
Moreover, due to the orthogonality the difference ‖xk‖2 − ‖π(xk)‖2 equals the
squared length ‖xk − π(xk)‖2. We conclude that for each k ∈ N we have:
Df(ξk) · xk − π(xk)‖xk − π(xk)‖ < c‖xk − π(xk)‖, (2.13)
where we assumed w.l.o.g. that π(xk) 6= xk for all k ∈ N. Furthermore, we may
assume w.l.o.g. that we have the following convergence:
xk − π(xk)
‖xk − π(xk)‖ −→ d ∈ S
n−1
Due to the properties of the sequences (xk) and (π(xk)) the vector d is (by def-
inition) an element of the general tangent cone TxMx. Sending k to infinity in
(2.13) yields Df(x) · d ≤ 0. This is a contradiction to property (ii) from Definition
2.31, which yields that Df(x) · d˜ > 0, for all d˜ ∈ TxMx. We conclude that our
assumption can not be true and, thus, the SOGC is fulfilled. 
Now we are ready to prove the second-order sufficient condition which is provided
by Theorem 2.35.
Proof of Theorem 2.35. Lemma 2.39 gives that the second-order growth condition
is fulfilled at x. This implies directly that x is a strict local minimizer. 
Remark 2.40 (On the Role of the General Tangent Cone). In the proof of
Lemma 2.39 we made explicitly use of the more general (compared to the clas-
sical Bouligand tangent cone) definition (via sequences) of the general tangent
cone TpW. This implies that also the second-order sufficient condition provided by
Theorem 2.35 depends on the specific properties of the general tangent cone.
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Remark 2.41. In summary we have established the following characterization of
local minimizers.
x is a nondegenerate
first-order optimal point
=⇒

x is a strict local minimizer
⇐⇒
the matrix W⊤(D2L(x))W
is positive definite,
where W⊤(D2L(x))W is the matrix appearing in (iii) of Definition 2.31.
Chapter 3
Tangential Properties of
Stratifications
In Chapter 2 we considered the problem of minimizing a function value f(x) sub-
ject to the constraint that the image g(x) of a constraint mapping g belongs to a
constraint set Z. We proved necessary and sufficient optimality conditions under
the assumption that a T-regular stratification Z of the constraint set Z exists.
In this chapter we justify this assumption for the case that the constraint set Z
is locally closed and semialgebraic. Semialgebraic sets can be written as finite
union/intersection of polynomial equations/inequalities. Our approach via semi-
algebraic constraint sets is motivated by the fact that constraint sets in practice
have to be defined in a finite way and, thus, typically are semialgebraic. Our main
result is that each stratification Z of a semialgebraic set Z can be refined to a
T-trivializable stratification Z ′, where T-trivializability is strictly stronger than
T-regularity—provided that the considered set is locally closed. In contrast to
T-regular stratifications (in general), T-trivializable stratifications have the nice
property that the considered tangent cones are stable along a fixed stratum. The
results in this chapter are based on joint work with Harald Gu¨nzel.
Outline of this Chapter
This chapter is divided into three main sections: Section 3.1, Section 3.2 and
Section 3.3. In Section 3.1 we recall some needed notions and auxiliary results
from the theories of stratifications and semialgebraic sets. In Section 3.2 we first
recall the definitions of the tangent cones which we consider in Chapter 2 in the
context of stratified sets. Based on these definitions we introduce some general
39
40 Ch. 3: Tangential Properties of Stratifications
geometric objects which provide a unified way to study these tangent cones. With
this we are ready to define the class of T-trivializable stratifications. We show that,
for locally closed sets, T-trivializability is strictly stronger than T-regularity (and,
thus, also Whitney regularity) and, moreover, T-trivializability is conserved under
the operation of refining in the class of Whitney regular stratifications. We provide
a criterion to verify T-trivializability of (semialgebraic) sets in practice. We prove
our main result on the tangential properties of T-trivializable stratifications. In
the end of Section 3.2, we prove a stability property of the tangent cones along
a fixed stratum. Finally, in Section 3.3, we switch to the semialgebraic setting.
Here we show that each stratification of a semialgebraic set can be refined to a
T-trivializable stratification.
Related Work
The techniques we use are very similar to those which can be found in [9]. The basic
idea of considering sequences as a combination of a topological closure operation (of
the set where the sequence elements are from) with a subsequent projection (using
the Tarski-Seidenberg principle, see [9]) is indeed one main tool of this chapter (see
Section 3.2). In [51] some normal and tangential properties of Whitney regular
stratifications are considered in the context of a general Morse Theory for stratified
set. However, for the results therein the class of Whitney regular stratifications is
(still) sufficient (which is not the case in our setting).
3.1 (Stratified) Submersions
We introduce submersions which constitute the most important class of mappings
in this chapter. Therefor let F : RN1 → RN2 be a C1-mapping and let X1 ⊂ RN1 ,
X2 ⊂ RN2 be manifolds. We say that F|X1 is a submersion into X2 iff F (X1) ⊂ X2
and, moreover, for each x ∈ X1 we have that the linear mapping DF (x) : TxX1 →
TF (x)X2 is surjective, i.e., DF (x)(TxX1) = TF (x)X2. We just say that P : X1 → X2
is a submersion iff there exists a C1-mapping F : RN1 → RN2 such that F|X1 = P
is a submersion into X2.
We recall a well known property of submersions. The following results can for
example be found in [48].
Lemma 3.1. Let X, Y be manifolds and let P : Y → X be a submersion. Moreover
let X ′ ⊂ X be a submanifold of X and let Y ′ := P−1(X ′). Then Y ′ ⊂ Y is a
manifold and P|Y ′ is a submersion into X
′.
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We extend the notion of submersions to mappings on stratified sets.
Definition 3.2 (Stratified Submersion). Let F : RN1 → RN2 be a mapping and
let (W1,W1) ⊂ RN1, (W2,W2) ⊂ RN2 be Whitney regular stratified sets. We say
that F|W1 is a stratified submersion into W2 iff the image F (W1) is a subset of W2
and, moreover, for each stratum S2 ∈ W2 the preimage F−1(S2) ∩W1 is a union
of connected components of strata in W1, and F takes each of these components
submersively into S2. We say that F|W1 is a proper stratified submersion into W2
iff F|W1 is a stratified submersion into W2 and, moreover, the restriction F|W1 is
proper.
The following result is known as the dimension property (of Whitney regular strat-
ifications). For a proof we refer to [48].
Lemma 3.3. Let W be a Whitney regular stratification, let X, Y ∈ W, X 6= Y ,
and let Y ∩X 6= ∅. Then dim(X) < dim(Y ).
The next result is also crucial and will be used extensively throughout this section.
Again the result can be found in [48].
Lemma 3.4. Let F : RN1 → RN2 be a C1-mapping and let (W2,W2) ⊂ RN2 be a
Whitney regular stratified set. Moreover, assume that F is transverse to W2. Then
{F−1(S2) | S2 ∈ W2} is a Whitney regular stratification of the preimage F−1(W2).
3.2 T-trivializable Stratifications
In order to introduce the class of T-trivializable stratifications we first recall the
definitions of the tangent cones which we considered in Chapter 2. For a stratified
set (Z,Z) ⊂ Rm and a point z ∈ Z the general tangent cone TzZ is defined as
follows:
TzZ :=
{
lim
k→∞
τk(zk − xk)
∣∣∣ zk Z−→ z, xk X−→ z, τk > 0} , (3.1)
where X ∈ Z is the active stratum at z. The decomposed tangent cone Tz,NZ
depends on the additional choice of a normal intersection N of the stratum X at
the point z and is defined as follows:
Tz,NZ :=
{
lim
k→∞
τk(zk − xk)
∣∣∣ zk Z∩N−−−→ z, xk X−→ z, τk > 0} (3.2)
For theoretical reasons we also compare the relation of the cones TzZ and Tz,NZ
to the (standard) Bouligand tangent cone TzZ, which is defined as follows:
TzZ :=
{
lim
k→∞
τk(zk − z)
∣∣∣ zk Z−→ z, τk > 0} (3.3)
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Note, that in contrast to the tangent cones in (3.1) and (3.2) the Bouligand tangent
cone TzZ does not depend on the stratification Z. One easily verifies that by
definition both the Bouligand tangent cone TzZ and the decomposed tangent cone
Tz,NZ are contained in the general tangent cone TzZ, i.e.,
TzZ ⊂ TzZ ⊃ Tz,NZ. (3.4)
Each one of these three tangent cones is defined using some sequences of difference
vectors zk−xk, where zk belongs to the set Z and xk belongs to the active stratum
X . Since each tangent cone contains the zero vector the nontrivial sequences in
the definition of the respective cones are those where we may assume w.l.o.g. that
for finally all k ∈ N we have that zk 6= xk. This motivates us to define a set DXZ
containing all possible normalized difference vectors zk − xk, where zk ∈ Z and
xk ∈ X , as follows:
DXZ :=
{
(z, x, d) ∈ Z ×X × Sm−1
∣∣∣∣ z 6= x, d = z − x‖z − x‖
}
(3.5)
The process of taking limits in the respective definitions of the tangent cones now
corresponds to taking the closure of the set DXZ. Thus we define a further set
T̂XZ which contains limit points of sequences from DXZ:
T̂XZ := DXZ ∩
(
Z ×X × Sm−1) (3.6)
We set ∆XZ as the set of points in T̂XZ which are added to DXZ by the def-
inition in (3.6), i.e., ∆XZ := T̂XZ \ DXZ. It follows directly that the elements
(z, x, d) ∈ ∆XZ (as a subset of T̂XZ) are characterized by the property that z = x.
We set δ(X) ⊂ X ×X as the diagonal in X ×X ⊂ Z ×X , i.e., the set of all pairs
(x, x˜) ∈ X × X with x = x˜. With this we have the following representation of
∆XZ:
∆XZ = T̂XZ ∩
(
δ(X)× Sm−1)
Now the tangent cones in (3.1), (3.2), and (3.3) can be characterized by means of
the sets ∆XZ and DXZ. First of all the elements of the general tangent cone TzZ
(minus the zero vector) can be characterized as follows:
d ∈ (TzZ \ 0) ∩ Sm−1 ⇐⇒ ∃(zk, xk, dk) DXZ−−−→ (z, z, d) ∈ ∆XZ (3.7)
Indeed by setting τk in the definition of the cone TxZ as the reciprocal of ‖zk−xk‖
it follows directly that the right-hand side implies the left-hand side. For the other
implication let d ∈ TzZ ∩ Sm−1 be given. This means that there exist sequences
(zk) in Z and (xk) in X , where X ∈ Z is the active stratum at z, both converging
to z such that d = lim τk(zk − xk). Since d ∈ Sm−1 we may assume w.l.o.g. that
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zk 6= xk for all k ∈ N. This means that we can consider the sequence (dk) in Sm−1
consisting of all normalized difference vectors zk − xk. It (still) holds that the
sequence (τk · ‖zk−xk‖ · dk) converges to d. Now we may assume w.l.o.g. that (dk)
and (τk · ‖zk − xk‖) are convergent with respective limits d˜ ∈ Sm−1 and τ ≥ 0. It
follows that τ · d˜ = d. Since also d ∈ Sm−1 we have that d˜ = d. Now we have that
(zk, xk, dk) is a sequence in DXZ with limit (z, z, d) ∈ ∆XZ. We conclude that
the characterization in (3.7) holds true. A similar characterization holds also for
the decomposed tangent cone Tz,NZ. However, since the difference vectors zk−xk
appearing in the sequences of the definition of Tz,NZ are restricted by the choice
zk ∈ N , for all k ∈ N, we end up with the following characterization:
d ∈ (Tz,N \ 0)Z ∩ Sm−1 ⇐⇒ ∃(zk, xk, dk) DXZ−−−→ (z, z, d) ∈ ∆XZ, zk ∈ N, k ∈ N
(3.8)
Finally the Bouligand tangent cone TzZ can be characterized as follows:
d ∈ (TzZ \ 0) ∩ Sm−1 ⇐⇒ ∃(zk, xk, dk) DXZ−−−→ (z, z, d) ∈ ∆XZ, xk = z, k ∈ N
(3.9)
Note, that the set T̂XZ has—by definition—the following representation:
T̂XZ = ∆XZ ∪ DXZ, ∆XZ ∩ DXZ = ∅. (3.10)
In view of the characterizations in (3.7), (3.8), and (3.9) we point out that DXZ
contains information about the sequences which appear in the definitions of the
three tangent cones, whereas ∆XZ contains information about the actual elements
of the tangent cones. Hence, it is possible to derive relations of the three tangent
cones by analyzing the topological structure of the set T̂XZ. In order to do so we
consider the following projection mapping (acting on T̂XZ):
Π: Rm × Rm × Sm−1 ∋ (z, x, d) 7−→ (z, x) ∈ Rm × Rm (3.11)
Note that the image of T̂XZ under Π is given by Z ×X . In fact the set T̂XZ can
be considered as the graph of a set-valued mapping over the set Z ×X . Recalling
the definition of DXZ it follows that this graph is single-valued and smooth on the
set (Z ×X) \ δ(X). The crucial question is how the set-valued mapping “behaves”
on the set δ(X) ⊂ Z ×X . In the following we will consider Π to be “nice” if there
exists a Whitney regular stratification S of (a subset of) T̂XZ and a stratification
T of (a subset of) Z ×X such that Π|S becomes a stratified submersion into T.
A straightforward way to equip Z ×X with a stratification is to use the product
stratification Z × {X}. But as we have seen above the diagonal δ(X) plays a
special role w.r.t. the mapping Π acting on the set T̂XZ. Therefore, we introduce
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a standard stratification (depending on the stratification Z) for the set Z × X
containing the diagonal δ(X):
Z ⊗ {X} := (Z × {X} \ {X ×X}) ∪ {(X ×X) \ δ(X), δ(X)}
Note that Z ⊗ {X} can be obtained from the ordinary product stratification
Z × {X} by deleting the stratum X × X and replacing it with the refinement
consisting of both the diagonal δ(X) and the rest (X ×X) \ δ(X). Under the as-
sumption that Z is Whitney regular we also have that the standard stratification
Z ⊗ {X} is Whitney regular.
Lemma 3.5. Let W be a Whitney regular stratification and let X ∈ W. Then
W ⊗ {X} is Whitney regular.
Proof. Let S1, S2 ∈ W ⊗ {X} with S1 6= S2 be given. We have to verity that S2
is Whitney regular over S1. Since the product stratification W ×{X} is Whitney
regular we have that if both strata S1, S2 belong toW×{X}, then S2 is necessarily
Whitney regular over S1. For the other cases we have that at least one of the strata
S1, S2 belongs to {(X ×X) \ δ(X), δ(X)}. The case when both strata S1 and S2
are elements of the latter stratification is trivial. From now on we assume that
exactly one of the strata S1, S2 is an element of {(X×X)\δ(X), δ(X)}. In order to
show that S2 is Whitney regular over S1 it suffices to verify Whitney’s condition
(W2). Therefor let (yk) be a sequence in S2, let (xk) be a sequence in S1 and
assume that both sequences converge to x ∈ S1. Moreover, assume that sequence
of secant lines (span{yk − xk}) converges to l and the sequence of tangent spaces
(TykS2) converges to T . We have to verify that l ⊂ T . In case that S1 is one of
the strata in {(X × X) \ δ(X), δ(X)} we have that the sequence (xk) belongs in
particular to X ×X . Since W ×{X} is Whitney regular it follows that l ⊂ T . In
case that S2 = (X × X) \ δ(X) we have that all TykS2 coincide with the tangent
spaces Tyk(X × X). Again due to the Whitney regularity of W × {X} it follows
that l ⊂ T . It remains to consider the case that S2 = δ(X). In this case we have
that the limit point x of the sequences (yk) ∈ δ(X) necessarily belongs to δ(S1).
However, since S1 ∈ (W × {X}) \ (X × X) we have that the set δ(S1) is empty.
Thus this case does not occur. 
At this point we are in principle ready to define the class of T-trivializable stratifi-
cations. For technical reasons, however, we first introduce a localized version of the
stratification Z (around X). For X ∈ Z we define Z locX to be the substratification
of Z containing all strata which have limits in X , i.e.,
Z locX :=
{
S ∈ Z ∣∣ S ∩X 6= ∅} .
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Clearly, the tangent cones in (3.1), (3.2), and (3.3) do not change when we replace
Z by Z locX . But in contrast to T̂XZ the set T̂XZ locX is smaller, and easier to handle,
since the irrelevant strata do not have to be considered anymore. Now we are
ready to introduce the class of T-trivializable stratifications.
Definition 3.6 (T-trivializability). We say that X ∈ Z is T-trivializable (in Z)
iff there exists a Whitney regular stratification S of T̂XZ locX such that Π|S is a
stratified submersion into the standard stratification Z locX ⊗ {X}. We say that
Z is T-trivializable iff Z is Whitney regular and, moreover, each X ∈ Z is T-
trivializable (in Z).
In the next section we will show that T-trivializability in particular implies that
locally around z ∈ Z the decomposed tangent cone Tz,NZ is topologically trivial
along the stratum which contains z—independent of the choice of the normal in-
tersections N (cf. Corollary 3.18). In the following example we provide a Whitney
regular stratification for which this topological triviality property of the decom-
posed tangent cone is not fulfilled. This shows that T-trivializability is strictly
stronger than Whitney regularity—even in the class of semialgebraic stratifica-
tions.
Example 3.7 (Whitney Regularity 6⇒ T-trivializability). We define the stratum
X as the product {0} × R × {0} in R3. Moreover we define two strata Y+, Y− by
setting
Y± :=
{
(x, y,±f(x, y)) ∈ R3 ∣∣ x > 0, y ∈ R} ,
and one additional stratum Y as
Y :=
{
(x, y, z) ∈ R3 ∣∣ x > 0, y ∈ R, −f(x, y) < z < f(x, y)} ,
where f(x, y) = x2 + xy2. Let Z be the union of all four strata X, Y+, Y−, Y . One
easily verifies that {X, Y+, Y−, Y } is a Whitney regular stratification of Z. Since X
is linear we have for all p ∈ X that TpX is given by X itself. For p ∈ X we choose
a normal intersection Np by setting Np := p + (R × {0} × R). For p = (0, 0, 0)
we have that Tp(Z ∩ Np) is given by the cone generated by the vector (1, 0, 0)⊤
which is a half-ray. On the other hand for all p = (0, py, 0) 6= (0, 0, 0) we have that
Tp(Z ∩Np) is the union of two cones being generated by the vectors (1, 0, p2y)⊤ and
(1, 0,−p2y)⊤, respectively. This means that for p = (0, 0, 0) the cone Tp,NpZ has no
interior, whereas for all p 6= (0, 0, 0) we have that Tp,NpZ is full dimensional. This
is a contradiction to the topological triviality of the cone along the stratum X (cf.
Corollary 3.18).
In Section 3.3 we will show that each semialgebraic stratification can be refined to
a T-trivializable stratification. Therefor it is important that T-trivializability (of
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a certain—already refined—substratification) is preserved under the operation of
(further) refining (in the class of Whitney regular stratifications). This essential
property is the content of the following lemma.
Lemma 3.8. Assume that Z is T-trivializable and let Z ′ be a Whitney regular
refinement of Z. Then Z ′ is T-trivializable.
For the proof of Lemma 3.8 we need some tangential properties of T-trivializable
stratifications. These properties will be provided by Theorem 3.11 which we
present in the following section. Hence, we postpone the proof of Lemma 3.8
to the end of the next section. Note that we do not use Lemma 3.8 to prove
Theorem 3.11 or any other result in the following section. In fact Lemma 3.8 will
first be used in Section 3.3.
For the following Lemma 3.9 we need a new relation on stratifications (which are
both in the same ambient Euclidean space). Let A,B be stratifications. We say
that A is subordinate to B iff for each stratum A ∈ A there exists a stratum B ∈ B
such that A ⊂ B. Alternatively one could say that A is subordinate to B iff A is
a substratification of a refinement of B.
Lemma 3.9. Let W be a stratification, let W ′ be subordinate to W, let X ′ ∈ W ′
and let X ∈ W be the stratum with X ′ ⊂ X. Then W ′ ⊗ {X ′} is subordinate to
W ⊗ {X}.
Proof. Let S ′ ∈ W ′⊗{X ′} be given. We have to show that there exists a stratum
S ∈ W ⊗ {X} such that S ′ ⊂ S. We consider two cases. Case 1: S ′ is an element
of the product stratificationW ′×{X ′}. In this case there exists Y ′ ∈ W ′, Y ′ 6= X ′,
such that S ′ = Y ′ ×X ′. Since W ′ is subordinate to W there exists Y ∈ W with
Y ′ ⊂ Y . Case 1a: Y = X . In this case we have that Y ′ × X ′ ⊂ X × X . Since
Y ′ and X ′ are disjoint it follows that, even more, Y ′ × X ′ ⊂ S, where we set
S := (X × X) \ δ(X). Since S belongs to the stratification W ⊗ {X} we are
done. Case 1b: Y 6= X . In this case we have that S := Y × X is a stratum
from W ⊗ {X}. Since Y ′ × X ′ ⊂ S we are done. Case 2: S ′ does not belong to
the product stratification W ′ × {X ′}. In this case we have that S ′ either equals
(X ′ × X ′) \ δ(X ′) or δ(X ′). However, in either one of the cases S ′ is a subset of
(X ×X) \ δ(X) or δ(X), respectively. 
The following lemma makes an assertion about localizations of subordinate strati-
fications.
Lemma 3.10. Let Z ′ be a stratification which is subordinate to Z, let X ′ ∈ Z ′,
and let X ∈ Z be the stratum with X ′ ⊂ X. Then (Z ′)locX′ is subordinate to Z locX .
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Proof. Let S ′ ∈ (Z ′)locX′ be given. By definition we have that S ′ ∈ Z ′ with the
additional property that S ′ ∩ X ′ 6= ∅. Since Z ′ is subordinate to Z, there exists
S ∈ Z with S ′ ⊂ S. It remains to show that S ∈ Z locX . This follows directly since
we have in particular that S ∩X 6= ∅. 
Tangential Properties of T-trivializable Stratifications
We have already seen (see (3.4)) that by definition some trivial inclusions between
the considered tangent cones (general, decomposed, and Bouligand tangent cone)
hold true. The following Theorem 3.11 states that for T-trivializable stratifications
actually all three tangent cones coincide.
Theorem 3.11. Let (Z,Z) be a locally closed T-trivializable stratified set, let z ∈ Z
be given, and let X ∈ Z be the active stratum at z. Moreover, let N be a normal
intersection of X at z. Then we have:
TzZ = TzZ = Tz,NZ (3.12)
Remark 3.12. The fact that the considered set Z has to be locally closed is a
technical assumption which comes from Thom’s First Isotopy Lemma (see below).
Remark 3.13 (T-trivializability Implies T-regularity). Recall that the stratifica-
tion Z is said to be T-regular at z iff the general tangent cone TzZ is a subset of
the decomposed tangent cone Tz,NZ (see Definition 2.20). In view of Theorem 3.11
this means that T-trivializable stratifications are in particular T-regular.
Before we prove Theorem 3.11 we need some preparation. The underlying idea
for showing the equalities of the three tangent cones in (3.12) is to topologically
trivialize T̂XZ along the stratum X . This can be done by an application of Thom’s
First Isotopy Lemma to the projection mapping Π. Thom’s First Isotopy Lemma
was first proven in [98, 99]. The version we use here can be found in [48].
Theorem 3.14 (Thom’s First Isotopy Lemma). Let (W,W) be a locally closed
Whitney regular stratified subset of a C∞-manifold U , and let F : U → Y be a
C∞-mapping, where Y is a C∞-manifold with y0 ∈ Y . Moreover, assume that for
each stratum S ∈ W we have that
(i) the restriction of F to S is a submersion into Y and
(ii) the restriction of F to S ∩W is proper.
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Then there exists an open neighborhood V ⊂ Y of y0 and a stratum preserving
homeomorphism
h = (h1, h2) : F
−1(V ) ∩W → V × (F−1(y0) ∩W ) ,
such that h1 coincides with the restriction of F to the set W ∩ F−1(V ).
Note that the preimage F−1(y0) ∩W obtains a Whitney regular stratification via
intersection with the Whitney regular stratificationW. Stratum preserving means
that for each stratum S of this stratification the preimage of V × S under h is
contained in a stratum of W.
In order to apply Thom’s First Isotopy Lemma we need some auxiliary results.
With the following Lemma 3.15 we provide a tool which helps to restrict the strati-
fied submersions appearing in the definition of T-trivializability (see Definition 3.6)
to subordinate stratifications.
Lemma 3.15. Let (W1,W1) ⊂ RN1×RN2 and (W2,W2) ⊂ RN1 be Whitney regular
stratified sets, let Π̂ : RN1×RN2 ∋ (y1, y2) 7→ y1, and assume that Π̂|W1 is a stratified
submersion into W2. Moreover, let (W ′2,W ′2) ⊂ RN1 be a further Whitney regular
stratified set such that W ′2 is subordinate to W2. Then the intersection partition
W ′1 := Π̂−1(W ′2) ∩W1
is a Whitney regular stratification and Π̂|W ′1 is a stratified submersion into W ′2.
Proof. First we show thatW ′1 is a stratification, Π̂ maps each stratum submersively
into W ′2, and the preimages of strata in W ′2 are connected components of W ′1.
Therefor note that each element in the partition W ′1 is given by S = Π̂−1(S ′2)∩S1,
where S ′2 ∈ W ′2 and S1 ∈ W1. Since W ′2 is subordinate toW2 there exists S2 ∈ W2
with S ′2 ⊂ S2. Since Π̂|W1 is a stratified submersion intoW2 we have that Π̂−1(S2) is
a connected component C1 of a stratum inW1 and Π̂ maps C1 submersively into S2.
Now Lemma 3.1 gives that Π̂−1(S ′2) ⊂ C1 is a manifold and Π̂ maps this manifold
submersively into S ′2. Now in case the C1 is not a component of S1 we have that
S = Π̂−1(S ′2) ∩ S1 = ∅ and, hence, S is trivially a manifold. On the other hand, if
C1 is a connected component of S1, then S is also a manifold which is submersively
mapped into S ′2. Clearly the preimages of W ′2 are connected components of strata
in W ′1. It remains to show that the stratification W ′1 is Whitney regular. Since Π̂
is a submersion into RN1 and W ′2 is Whitney regular, we have (due to Lemma 3.4)
that also Π̂−1(W ′2) is a Whitney regular stratification. Since, furthermore, W1 is
Whitney regular it suffices to show that Π̂−1(W ′2) andW1 are transverse. This is a
3.2 T-trivializable Stratifications 49
direct consequence of the fact that for each stratum S ∈ Π̂−1(W ′2) and each point
p ∈ S we have that {0}N1 × RN2 is contained in the tangent space TpS, and, on
the other hand, RN1 × {0}N2 is contained in the corresponding tangent spaces of
strata in W1, where the latter property is a consequence of the fact that Π̂|W1 is a
stratified submersion. 
In order to apply Thom’s First Isotopy Lemma we have to construct a proper
submersion P (acting on a subset of T̂XZ). The construction of P involves the
construction of a submersion from (a localized version of) Z into (a localized
version of) X . This submersion will be constructed on the intersection of Z with
the stratification {B, ∂B}, where B and ∂B are the (diffeomorphic) preimages of a
ball and its boundary (after a change of coordinates), respectively. This procedure
is similar to the construction in [51] where, instead of a ball, a so-called tube around
X was considered.
Lemma 3.16. Let (W,W) ⊂ RN1 × RN2 be a Whitney regular stratified set, let
X ′ ∈ W with X ′ = {0}N1 × RN2 and let π : RN1 × RN2 ∋ (y, z) 7→ (0, z) ∈ X ′ be
the projection to the last coordinates. Then we have for r > 0 sufficiently small:
(a) The stratification {Br(0), ∂Br(0)} is transverse to W.
(b) The restriction of π to each stratum of {Br(0), ∂Br(0)}∩W is a submersion.
Proof. The first assertion (a) follows from the Whitney regularity of the stratifi-
cation W (see, e.g., [51] for a proof of this result). In order to show assertion (b)
we define a mapping T : RN1 × RN2 → X ′ × [0,∞). For x ∈ RN1 × RN2 we set
T (x) := (π(x), ‖π(x) − x‖). From [48, Lemma 2.3] we have that (locally around
X ′) the restriction of T to each stratum Y ∈ W, Y 6= X ′, is a submersion. Let
Y ∈ W, Y 6= X ′, be such a stratum. By definition we have that the restriction
T|Y maps into X
′ × (0,∞). We define a subset of the image set of the restricted
mapping T|Y :
A :=
{
(π, ρ) ∈ X ′ × (0,∞) | ‖π‖ < r, ρ =
√
r2 − ‖π‖2
}
It follows directly that ∂Br(0) ∩ Y is equal to the preimage (T|Y )−1(A). Since A
is a submanifold of the image of T|Y and T|Y is a submersion (locally around X
′)
it follows that for r > 0 sufficiently small T maps ∂Br(0) ∩ Y submersively into
A (cf. Lemma 3.1). It remains to verify that this latter submersion property also
implies that π maps ∂Br(0) ∩ Y submersively into X . Therefore, let (π, ρ) ∈ A
be given. A short calculation shows that the orthogonal projection of the tangent
space T(π,ρ)A to the first factor of R
N1 × RN2 is given by TπX ′. But this means
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that the first factor π|∂Br(0)∩Y of the mapping T|∂Br(0)∩Y is a submersion into X
′.

The following Proposition 3.17 provides a localized version Z˜ of Z and a mapping
which is suitable for an application of Thom’s First Isotopy Lemma. The crucial
fact is that Z˜ locally (around z) coincides with Z which means that all three cones
in (3.1), (3.2), (3.3) remain unchanged when replacing Z with Z˜.
∂B
X ∩ ∂B
X ∩ B
Y ∩ ∂B
X
Y
z
Y ∩ B
Figure 3.1: The stratification Z˜
Proposition 3.17. Let the assumptions of Theorem 3.11 be fulfilled. Then there
exists a Whitney regular stratification Z˜ and an open neighborhood B ⊂ Rm of z
such that we have:
(I) Z˜ ∩ {B} = Z locX ∩ {B}.
(II) Z˜ is subordinate to Z locX .
(III) There exists a mapping P : Rm×Rm×Sm−1 → X˜ := X ∩B and a Whitney
regular stratification S˜ of T̂X∩BZ˜ with the following properties:
(i) P maps S˜ submersively into X˜.
(ii) The restriction of P to S˜ is proper.
(iii) P−1({z}) ∩ T̂X∩BZ˜ = T̂X∩BZ˜ ∩ (N × Rm × Sm−1).
3.2 T-trivializable Stratifications 51
Proof. Let ϕ : U → V be the diffeomorphism from Lemma 2.2 with the property
that ϕ(z) = 0, X ′ := ϕ(X ∩ U) = ({0}m−d × Rd) ∩ V and ϕ(N ∩ U) = (X ′)⊥ ∩ V .
We set W as the stratum-wise image of the intersection stratification Z locX ∩ {U}
under ϕ. It follows that Lemma 3.16 is applicable to the stratificationW and X ′ in
the image space of the diffeomorphism ϕ. Let r > 0 be a sufficiently small radius
such that the assertions (a) and (b) of Lemma 3.16 are fulfilled and, moreover,
Br(0) ⊂ V . We set B := ϕ−1(Br(0)). It follows that B is an open neighborhood
of z. Now we set
Z˜ := (Z locX ∩ {B}) ∪ ((Z locX \ {X}) ∩ {∂B}) .
(An illustration of the stratification Z˜ = {X ∩B, Y ∩B, Y ∩∂B} for the case that
Z = {X, Y } with the property that X ⊂ Y can be found in Figure 3.1.) It follows
directly that Z locX ∩ {B} = Z˜ ∩ {B}, Z˜ is Whitney regular and, moreover, Z˜ is
subordinate to Z locX . This means that assertions (I) and (II) are fulfilled. We show
that also (III) holds true. Therefore, we have to construct the mapping P and the
stratification S˜ from the assertion. Let π˜ : U → X∩U be defined as π˜ := ϕ−1◦π◦ϕ
where π is the projection mapping from Lemma 3.16 in the image space of ϕ. We
point out that due to the property (b) from Lemma 3.16 the mappings π˜ maps
Z˜ submersively into X˜ . Now let Π1 : Rm × Rm × Sm−1 ∋ (z, x, d) 7→ z ∈ Rm be
the projection to the first factor (acting on T̂X∩BZ˜). We define P as a (trivial)
continuation of the concatenation π˜ ◦ Π1 on the whole space Rm × Rm × Sm−1.
In order to define the stratification S˜ (of T̂X∩BZ˜) from the assertion we use the
T-trivializability of X in Z. In fact the latter property gives that there exists a
Whitney regular stratification S of T̂XZ locX such that Π maps S submersively into
Z locX ⊗ {X}. We will define S˜ as the intersection of S with T× Sm−1, where T is
a Whitney regular stratification which is subordinate to Z locX ⊗{X}. Then due to
Lemma 3.15 we have that S˜ is Whitney regular and Π maps S˜ submersively into
T. Now we define T as follows:
T :=
(
Z˜ ⊗ {X˜}
)
∪
(
Z˜ × {X ∩ ∂B}
)
Note that Z˜ is subordinate to Z locX and X˜ ⊂ X . Hence, Lemma 3.9 gives that
Z˜ ⊗ {X˜} is Whitney regular and subordinate to Z locX ⊗ {X}. The same holds
for Z˜ × {X ∩ ∂B}: This set is Whitney regular and subordinate to Z locX ⊗ {X},
too. It remains to show that also the union T of both sets is Whitney regular.
Therefor let S1, S2 ∈ T. We show that S2 is Whitney regular over S1. First of
all note that (except of the strata (X˜ × X˜) \ δ(X˜) and δ(X˜)) the stratification
T is a substratification of Z˜ × {X ∩ B,X ∩ ∂B}. Since the latter stratification
clearly is Whitney regular we only have to consider the cases where at least one
of the strata S1, S2 is equal to (X˜ × X˜) \ δ(X˜) or δ(X˜). We verify Whitney’s
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condition (W2). Since both strata (X˜ × X˜) \ δ(X˜) and δ(X˜) are refinements of
X˜ × X˜ we only have to consider the case where S1 (the “bigger” stratum) equals
either one of both strata. However in case that S2 equals (X˜ × X˜) \ δ(X˜) we have
the S2 locally coincides with X˜ × X˜ , i.e., Whitney’s condition (W2) holds due to
the regularity of X˜ × X˜ over any other stratum from the product stratification
Z˜ × {X ∩B,X ∩ ∂B}. In case that S2 equals δ(X˜) it follows that the limit of the
sequence (yk) is in S1 ∩ δ(X). Due to the definition of T it follows directly that S1
is the stratum (X˜ × X˜) \ δ(X˜) and, thus, we are done.
Now since Π maps S˜ submersively into T is follows directly that also Π1 maps
S˜ submersively into Z˜. Since π˜ maps Z˜ submersively into X˜ we conclude that
the concatenation P maps S˜ submersively into X˜ . One easily verifies that the
restriction of P to S˜ is proper. We conclude that (i) and (ii) under (III) are
fulfilled. The property (iii) can easily be verified by using the definitions.
It remains to show that the set which is represented by S˜ is equal to T̂X∩BZ˜.
First note that T is a stratification of the set Z˜ × B, where Z˜ stands for the set
represented by Z˜. Since S˜ is by definition the intersection of S with T×Sm−1 and,
moreover, S is a stratification of T̂XZ locX we have to show that T̂X∩BZ˜ is equal to
the intersection of T̂XZ locX with Z˜ × B × Sm−1. Using the representation in (3.10)
we have to show the following two equations:
(1) DXZ locX ∩
(
Z˜ ×B × Sm−1
)
= DX∩BZ˜
(2) ∆XZ
loc
X ∩
(
Z˜ × B × Sm−1
)
= ∆X∩BZ˜
The first identity is trivial. We verify the second equality. The fact that the right-
hand set ∆X∩BZ˜ is a subset of the left-hand set ∆XZ
loc
X ∩ (Z˜×B×Sm−1) is trivial.
For the other inclusion we assume that (z, z, d) is an element of the left-hand set
∆XZ
loc
X ∩ (Z˜ × B × Sm−1). By definition there exists a sequence (zk, xk, dk) in
DXZ locX converging to (z, z, d). Since both Z˜ and X ∩ B locally (on B) coincide
with Z locX and X respectively it follows that (zk, xk, dk) is in DX∩BZ˜ for finally all
k ∈ N. By definition it follows that (z, z, d) ∈ ∆X∩BZ˜. 
With the help of Proposition 3.17 we are now ready to prove Theorem 3.11.
Proof of Theorem 3.11. Let Z˜ be the stratification provided by Proposition 3.17.
Due to property (I) we have that the tangent cones in (3.12) locally coincide with
the corresponding tangent cones w.r.t. to the stratification Z˜. This means that
we have to show that TzZ˜ = TzZ˜ and TzZ˜ = Tz,N Z˜. First we verify the second
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equality. Since the decomposed tangent cone Tz,NZ˜ is by definition a subset of the
general tangent cone TzZ˜ we only have to verify the opposite direction. Therefor
let d ∈ TzZ˜ be given. We may assume w.l.o.g. that d ∈ Sm−1 (note that the
zero vector is contained in all three cones and, moreover, all nonzero vectors d
can be treated by scaling the corresponding sequences accordingly). Using the
characterization in (3.7) we have that there exists a sequence (ηk) in DX˜Z˜ with
ηk =
(
zk, xk,
zk − xk
‖zk − xk‖
)
D
X˜
Z˜−−−→ (z, z, d).
Now we apply Thom’s First Isotopy Lemma (see Theorem 3.14) to the mapping P
and the stratification S˜ from the assertion of Proposition 3.17 (note that due to
properties (i) and (ii) under (III) of Proposition 3.17, and the fact that Z is locally
closed, the assumptions for Thom’s First Isotopy Lemma are fulfilled). This yields
the existence of a stratum preserving homeomorphism
h = (h1, h2) : T̂X∩BZ˜ −→ X˜ ×
(
P−1({z}) ∩ T̂X∩BZ˜
)
.
Due to Thom’s First Isotopy Lemma we have that the first factor h1 of the home-
omorphism h coincides with the mapping P . We use the homeomorphism h to
define a new sequence (η˜k) as follows. For each k ∈ N we set
η˜k :=
(
z˜k, x˜k, d˜k
)
:= h−1 (z, h2(ηk)) .
One easily verifies that the sequence (η˜k) still converges to (z, z, d) inDX˜Z˜, and due
to the fact that h is stratum preserving we have that z˜k 6= x˜k for each k ∈ N. Since
P coincides with h1 we find that by definition the sequence (η˜k) is contained in
P−1({z})∩T̂X∩BZ˜. Due to property (III) (iii) from the assertion of Proposition 3.17
it follows that this latter set is given by the intersection of TX˜Z˜ withN×Rm×Sm−1.
This implies that z˜k ∈ N for each k ∈ N. Using the characterization of the
decomposed tangent cone in (3.8) we conclude that d ∈ Tz,N Z˜.
It remains to show that the general tangent cone T̂
X˜
Z˜ is contained in the Bouli-
gand tangent cone TzZ˜. The proof runs along the same lines as the proof for the
decomposed tangent cone. The only difference is that in this case we can obtain
an appropriate projection mapping P (for the application of Thom’s First Isotopy
Lemma) more directly by setting P as the concatenation of Π with the projection
Π2 : R
m × Rm ∋ (z, x) 7→ x ∈ Rm to the second factor of the image space of Π. It
follows that now P−1({z})∩T̂X∩BZ˜ is equal to the set TX∩BZ˜∩(Rm×{z}×Sm−1).
In analogy to the construction of the sequences in case of the decomposed tangent
cone we can now define appropriate sequences (ηk), and then (η˜k), which yield
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the desired inclusion for the Bouligand tangent cone—note, that the fact that
η˜k := (z˜k, x˜k, d˜k) is an element of R
m × {z} × Sm−1 means exactly that the el-
ements x˜k are restricted to (the one possible choice) z, which characterizes the
Bouligand tangent cone (in (3.9)). 
The latter proof reveals a strong property of the tangent cones of T-trivializable
stratifications. Indeed the construction of the homeomorphism h therein leads
directly to the following Corollary 3.18.
Corollary 3.18 (Triviality of Tangent Cones). Let (Z,Z) be a locally closed
T-trivializable stratified set, let X ∈ Z, and let x0 ∈ X be given. Then we have:( ⋃
x∈X∩U
{x} × TxZ
)
∼= (X ∩ U)× Tx0Z,
where U ⊂ Rm is an open neighborhood of x0. Moreover, the cones TxZ and
Tx0Z from the assertion can be interchanged by the corresponding decomposed or
Bouligand tangent cones.
Now we are also ready to prove Lemma 3.8 from the beginning of this section. We
show that Whitney regular refinements Z ′ of T-trivializable stratifications Z are
again T-trivializable.
Proof of Lemma 3.8. Let X ′ ∈ Z ′ be given. We have to show that there exists a
Whitney regular stratification S′ of T̂X′(Z ′)locX′ such that Π|S′ is a submersion into
(Z ′)locX′ ⊗ {X ′}. Since Z ′ is subordinate to Z there exists a stratum X ∈ Z with
X ′ ⊂ X . By assumption we have that X is T-trivializable in Z, i.e., there exists
a Whitney regular stratification S of T̂XZ locX such that Π|S is a submersion into
Z locX ⊗ {X}. We define S′ as follows:
S
′ := S ∩ (((Z ′)locX′ ⊗ {X ′})× Sm−1)
Due to the Lemmata 3.9 and 3.10 we have that (Z ′)locX′ ⊗ {X ′} is subordinate to
Z locX ⊗{X}. Lemma 3.15 implies that S′ is indeed a Whitney regular stratification
and, moreover, Π maps S′ submersively into (Z ′)locX′ ⊗ {X ′}. It remains to show
thatS′ is a stratification of T̂X′(Z ′)locX′ . Since (Z ′)locX′⊗{X ′} is a stratification of (the
ordinary Cartesian product) (Z ′)locX′ ×X ′ it is sufficient to show that T̂X′(Z ′)locX′ is
equal to the intersection of T̂XZ locX with (Z ′)locX′×X ′×Sm−1. The fact that T̂X′(Z ′)locX′
is a subset of T̂X(Z)locX ∩ ((Z ′)locX′ ×X ′×Sm−1) is trivial. For the other inclusion we
assume that (z, x, d) ∈ T̂X(Z)locX ∩ ((Z ′)locX′×X ′×Sm−1). If z 6= x it follows directly
that d is the normalized difference vector z − x. Since z ∈ (Z ′)locX′ and x ∈ X ′ it
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follows that (z, x, d) ∈ DX′(Z ′)locX′ , i.e., (z, x, d) is in particular an element of the
set T̂X′(Z ′)locX′ . On the other hand, we assume that z = x′ = x, with x′ ∈ X ′. Since
(x′, x′, d) ∈ T̂X(Z)locX we have by definition that (x′, x′, d) is the limit of a sequence
in DX(Z)locX . Using the characterization of the general tangent cone in (3.7) it
follows that d ∈ T̂x′Z. Theorem 3.11 gives that the general tangent cone and the
Bouligand tangent cone coincide. Thus using the characterization of the Bouligand
tangent cone in (3.9) yields that there exists a sequence (zk, x
′, dk) in DXZ which
converges to (x′, x′, d). Since Z ′ is locally finite—and, moreover, a refinement of
Z—we can assume w.l.o.g. that there exists Y ′ ∈ Z ′ such that zk ∈ Y ′ for all
k ∈ N. It follows that Y ′ ∩ X ′ 6= ∅, i.e., Y ′ ∈ (Z ′)locX′ and, hence, (zk, x′, dk) is a
sequence in DX′(Z ′)locX′ . By definition it holds that (x′, x′, d) ∈ T̂X′(Z ′)locX′ . 
3.3 Existence: T-trivializable Stratifications of
Semialgebraic Sets
The class of sets we consider in this chapter are the so-called semialgebraic sets.
A set A ⊂ RN is semialgebraic iff A has the following representation:
A =
⋃
i∈I
{
x ∈ RN | pi,j(x) = 0, j ∈ Pi, qi,j(x) < 0, j ∈ Qi
}
,
where pi,j, i ∈ I, j ∈ Pi, and qi,j , i ∈ I, j ∈ Qi, are finitely many polynomial
functions (cf., e.g., [9, 120]). We do not only show the existence of T-trivializable
stratifications. Rather do we show in our main theorem (cf. Theorem 3.22) that
each semialgebraic stratification1 can be refined to a T-trivializable stratification.
The class of semialgebraic sets is closed under the operations of taking unions,
building intersections, the complement, and building the topological closure [120].
This implies directly that both sets DXZ and ∆XZ, and, thus, also T̂XZ, from the
previous section are semialgebraic (see (3.5), (3.6) for the definition of these sets).
This means that we can use results from semialgebraic stratification theory.
3.3.1 Stratification of Semialgebraic Mappings and Sets
The central result we use for the proof of our main result is formulated in the
following Lemma 3.19. It states that for proper mappings there exist Whitney
1A stratification with the additional property that each stratum is semialgebraic.
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regular stratifications (or refinements) of the domain and the image sets such that
the mapping together with the stratifications becomes a stratified submersion (see
Definition 3.2). The following result can be found in [51]. Recall that a mapping
is said to be semialgebraic iff its graph is semialgebraic.
Lemma 3.19 (Refinement to Stratified Submersions). Let F : RN1 → RN2 be
a semialgebraic mapping, let (W1,W1) ⊂ RN1, (W2,W2) ⊂ RN2 be semialgebraic
stratified sets, and assume, moreover, that F (W1) ⊂ W2 and F|W1 is proper. Then
there exist Whitney regular semialgebraic refinements W ′1 and W ′2 of W1 and W2,
respectively, such that F|W ′1 becomes a stratified submersion into W ′2.
It is well-known that each semialgebraic set A admits a Whitney regular stratifica-
tion. Even more, given a finite family of semialgebraic sets there exists a Whitney
regular stratification of A which contains a refinement of the given family. The
following result can be found in [120].
Lemma 3.20. Let A ⊂ RN be semialgebraic and let {Ai | i ∈ I} be a finite
family of (further) semialgebraic sets in RN . Then there exists a Whitney regular
stratification A of A which is compatible with {Ai | i ∈ I}, i.e., for each S ∈ A
and each i ∈ I we have either S ⊂ Ai or S ∩ Ai = ∅.
The following technical corollary follows from Lemma 3.20.
Corollary 3.21. Let A = A1∪A2 be a stratification. Assume that A2 is Whitney
regular and, moreover, we have:
S1 ∈ A1, S2 ∈ A2 =⇒ S1 ∩ S2 = ∅, (3.13)
Then there exists a Whitney regular refinement A′1 of A1 such that for all (further)
Whitney regular refinements A′′1 of A′1 we have that A′′1 ∪ A2 is (still) a Whitney
regular refinement of A.
Proof. Due to Lemma 3.20 there exist refinements A′1 of A1 and A′2 of A2 such
that A′1∪A′2 is a Whitney regular semialgebraic stratification. We claim that also
A′1 ∪ A2 is Whitney regular. To see this we have to verify Whitney’s condition
(W2) for all pairs of strata in S, S˜ ∈ A′1 ∪ A2. If both strata S and S˜ are either
in A′1 or in A2, then condition (W2) is fulfilled due to the Whitney regularity
of A′1 and A2. If on the other hand S and S˜ are in different stratifications, say
S ∈ A′1 and S˜ ∈ A2, then (3.13) implies that we have only to consider the case
where S˜ ∩ S 6= ∅. But since S˜ is the union of strata in A′2 the tangent spaces to
S˜ which appear in Whitney’s condition (W2) are larger than those to the strata
in A′2. Since (W2) already holds for the smaller spaces, we have that (W2) is in
particular fulfilled for S˜ (over S). Also for all further refinements A′′1 of A′1 we can
use the same arguments to show that (W2) remains true. 
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3.3.2 Existence Theorem
In this section we prove our main theorem on the existence of T-trivializable re-
finements.
Theorem 3.22 (Existence of T-trivializable Stratifications). Let Z be a semi-
algebraic stratification. Then there exists a T-trivializable semialgebraic refinement
Z ′ of Z.
For the proof of Theorem 3.22 we use an inductive argument. Thus, we introduce
the following notion of k-T-trivializability which is weaker than T-trivializability.
Definition 3.23 (k-T-trivializability). We say that Z is k-T-trivializable (k ∈ N0)
iff Z is Whitney regular and, moreover, for each stratum X ∈ Z with dim(X) ≥ k
we have that X is T-trivializable in Z.
Our approach for proving Theorem 3.22 is to successively refine the strata of the
initial stratification Z, starting with the strata of the highest dimension and end-
ing with those of the lowest dimension. The following lemma states that given a
stratification Z and a stratum X ∈ Z we can refine X (and the strata of lower
dimension than X) such all refined strata (of maximal dimension) in X become
T-trivializable. For any given stratification A we write A≥k to denote the substrat-
ification of A which contains all strata with dimension greater or equal to k.
Lemma 3.24 (Refinement Step). Let Z be a Whitney regular semialgebraic strat-
ification and let X ∈ Z with dim(X) = k be given. Then there exist semialgebraic
refinements X and Z ′ of {X} and Z, respectively, such that we have:
(i) X ⊂ Z ′.
(ii) (Z ′ \ X )≥k = (Z \ {X})≥k.
(iii) Each X ′ ∈ X is T-trivializable in Z ′.
Proof. We set R as (Z locX ⊗ {X}) \ {δ(X)}. Note that R is a Whitney regular
stratification of the image of the set DXZ locX under the projection mapping Π
(see (3.11)). Since DXZ locX is a smooth graph over the set (Z locX × X) \ δ(X)
it follows that R := {Π−1(S) | S ∈ R} is a Whitney regular stratification of
DXZ locX . Furthermore, Π|R is a stratified submersion into R. Now we introduce
a stratification D of ∆XZ
loc
X such that D ∪R is Whitney regular. Note that the
closure of ∆XZ
loc
X has an empty intersection with DXZ locX . Hence, Corollary 3.21
guarantees the existence of the stratification D with the desired properties. We
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point out that for each refinement D′ of D it still holds that D′ ∪ R is Whitney
regular. Note that Π maps ∆XZ
loc
X (and thus D) into δ(X). After applying a
further projection π1 : Rm × Rm ∋ (z, x) 7→ z to the first factor we have that
π1 ◦Π maps into X . Now we apply Lemma 3.19 (on the “Refinement to Stratified
Submersions): There exist refinements D′ and X of D and {X}, respectively, such
that (π1◦Π)|D′ becomes a stratified submersion into X . One easily verifies that this
implies that also Π|D′ is a stratified submersion into the following semialgebraic
refinement of {δ(X)}:
[δ(X)]′ := {X ′ ×X ′ | X ′ ∈ X}
Now we define a stratification T of Z locX × X as follows: We take the standard
stratification Z locX × {X} and replace δ(X) with the strata in [δ(X)]′. It follows
(with the same arguments as in the proof of Corollary 3.21) that T is a Whitney
regular stratification. Now Π|D′∪R is a stratified submersion into T. Due to the
Dimension Property (cf. Lemma 3.3) we can apply Corollary 3.21, which yields
that there exists a semialgebraic refinement (Z<k)′ of Z<k such that
Z ′ := (Z≥k \ {X}) ∪ X ∪ (Z<k)′
is a Whitney regular semialgebraic refinement of Z. We verify properties (i), (ii),
and (iii) from the assertion for Z ′. In fact (i) and (ii) are trivial and follow directly
from the definition of Z ′. In order to show (iii) we take X ′ ∈ X and show that
X ′ is T-trivializable in Z ′, i.e., there exists a Whitney regular stratification S of
T̂X′(Z ′)locX′ such that Π|S is a stratified submersion into (Z ′)locX′ ⊗ {X ′}. We define
S using the stratification D′ ∪ R of T̂XZ locX from above. Recall that Π|D′∪R is a
stratified submersion into X . Since Z ′ is a Whitney regular refinement of Z and
X ′ ⊂ X we have using Lemmata 3.9 and 3.10 that (Z ′)locX′ ⊗ {X ′} is subordinate
to Z locX × {X}. Since T was obtained from Z locX × {X} by refining the diagonal
δ(X) and δ(X ′) is subordinate to this refinement we conclude that (Z ′)locX′ ⊗ {X ′}
is subordinate to T. We apply Lemma 3.15 to Π|D′∪R (mapping into T). Since
D′ ∪R is a stratification of T̂XZ locX it follows (from Lemma 3.15) that
S :=
(
Π−1
(
(Z ′)locX′ ⊗ {X ′}
)) ∩ (D′ ∪R)
is a Whitney regular stratification and, moreover, Π|S is a stratified submersion
into (Z ′)locX′ ⊗ {X ′}. By reassembling the arguments of the proof of Theorem 3.11
it is straightforward to show that the latter set which is represented by S is equal
to the set T̂X′(Z ′)locX′ . We conclude that (iii) is fulfilled. 
The following lemma is a direct consequence of the preceding Refinement Step
Lemma.
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Lemma 3.25 (Induction Step). Let Z be a k-T-trivializable semialgebraic strati-
fication. Then there exists a (k− 1)-T-trivializable semialgebraic refinement Z ′ of
Z.
Proof. Let Z˜ be the stratification which can be obtained from Z by uniting all
(k − 1)-dimensional strata in Z to one big stratum. Clearly Z˜ is (still) Whitney
regular. We claim that Z˜ also is (still) k-T-trivializable. Therefor let X ∈ Z˜ with
dim(X) ≥ k be given. The Dimension Property (cf. Lemma 3.3) yields that for
each Y ∈ Z˜ with Y ∩ X 6= ∅ we have that dim(Y ) > dim(X) = k. This implies
that Z˜ locX is equal to Z locX and, thus, X is T-trivializable in Z˜. Now since only one
(k−1)-dimensional stratum X has remained in Z˜ we can use the Refinement Step
Lemma to refine Z˜ to a (k − 1)-T-trivializable semialgebraic stratification Z ′. Due
to Lemma 3.8 and Corollary 3.21 we can assume w.l.o.g. that Z is a refinement
of Z. 
Now we are ready to complete the proof of the existence result which is formulated
in Theorem 3.22.
Proof of Theorem 3.22. First we show that Z is m-T-trivializable, where m is the
dimension of the ambient Euclidean space where Z lies in. Therefor we assume
that there exists a stratum X ∈ Z with dim(X) = m. Due to the assumption we
have that Z is Whitney regular. The Dimension Property (Lemma 3.3) gives that
for each stratum Y ∈ Z, Y 6= X , with Y ∩X 6= ∅ we have that dim(Y ) > dim(X).
Since no such stratum Y exists we have that Z locX is equal to the one elemented
stratification {X}. This implies that
DXZ locX =
{
(x, x′, d) ∈ ((X ×X) \ δ(X))× Sm−1
∣∣∣∣ d = x− x′‖x− x′‖
}
,
and, hence, we have that ∆XZ
loc
X is given as follows:
∆XZ locX =
⋃
x∈X
{x} × {x} × (TxX ∩ Sm−1)
Both sets DXZ locX and ∆XZ locX are manifolds2. We define S := {∆XZ locX ,DXZ locX }.
It follows directly that S is a Whitney regular stratification of T̂XZ locX and, more-
over, Π|S is a stratified submersion into Z locX ⊗{X} = {δ(X), (X×X)\δ(X)}. So we
have that X is T-trivializable in Z. We conclude that Z is m-T-trivializable. We
2In Chapter 4 we prove that the normal bundle {(x, ξ) |x ∈ X, ξ ∈ NxX} is a manifold.
Analogously one can show that {(x, τ) |x ∈ X, τ ∈ TxX} is a manifold—provided that X is a
C2-manifold. Since X is semialgebraic, we have that X is a smooth manifold.
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set Z ′0 := Z. Using the induction step provided by Lemma 3.25 we find that there
exist semialgebraic stratifications Z ′1,Z ′2, . . . ,Z ′m, such that each Z ′l , 1 ≤ l ≤ m, is
a semialgebraic refinement of Z ′l−1 and (m−l)-T-trivializable. Finally we have that
Z ′m is a semialgebraic refinement of Z ′0 = Z and 0-T-trivializable. This implies
that Z ′ := Z ′m is T-trivializable. 
3.3.3 A Sufficient Condition for T-trivializability
For applications it can be useful to decide whether a given (Whitney regular) strat-
ification is T-trivializable. The following lemma provides such a criterion for the
case that the set can be trivialized along a stratum by means of a diffeomorphism.
Lemma 3.26. Let (Z,Z) ∈ Rm be a Whitney regular stratified set and let X ∈ Z
be given. Moreover, assume that there exists a semialgebraic set A ⊂ Rm−dim(X)
such that for all z ∈ X there exist open neighborhoods U ⊂ Rm of z and V ⊂ Rm
of 0 ∈ Rm, and a diffeomorphism ϕ : U → V such that we have:
(i) ϕ(X ∩ U) = ({0}m−dim(X) × Rdim(X)) ∩ V
(ii) ϕ(Z ∩ U) = (A× Rdim(X)) ∩ V
Then X is T-trivializable in Z.
Proof. We set d := dim(X). For now we assume that z = 0, the stratum X is
given by the linear manifold {0}m−d × Rd and, moreover, the set Z is given as
A×Rd. A short calculation shows that in this case the set ∆XZ has the following
representation:
∆XZ = δ(X)× T, T =
(T0A× Rd) ∩ Sm−1
Since T is semialgebraic, we can apply Lemma 3.20, which gives that there exists
a Whitney regular stratification T of T . We set D as the collection of all strata
of the form δ(X) × S, where S is a stratum in T. Moreover, we define R as the
following stratification of the set DXZ:
R :=
⋃
S∈Z⊗{X}
S 6=δ(X)
{
(z, x, d) ∈ Rm × Rm × Sm−1
∣∣∣∣ (z, x) ∈ S, d = z − x‖z − x‖
}
Using Corollary 3.21 we can assume w.l.o.g. that D∪R is Whitney regular (other-
wise it would be sufficient to refine T). It follows directly that Π|D∪R is a stratified
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submersion into Z ⊗ {X}. Since D ∪R is a stratification of T̂XZ we can “delete”
strata such that we obtain a stratified submersion from T̂XZ locX into Z locX ⊗ {X}.
This implies that X is T-trivializable in Z. It remains to justify the assumption.
The local argument is to use the diffeomorphism and Lemma 2.11 (about the trans-
formation of sequences and limits under diffeomorphisms). For the global part we
can use a smooth partition of unity to “stitch together” the local diffeomorphisms
(see, e.g., [73]). 
Remark 3.27. In Chapter 5 we consider an optimization problem, where the con-
straint set Z corresponds to the cone of positive semidefinite symmetric matrices.
A standard stratification of this cone of matrices is induced by the stratification
w.r.t. the rank of the matrices. With the help of Lemma 3.26 it is possible to show
that this standard stratification is T-trivializable (see Chapter 5 for details).
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Chapter 4
Nondegeneracy of (Semialgebraic)
Stationarity Concepts
In this chapter we consider general stationary point sets of the following type:
S(f, g) :=
{
x ∈ Rn
∣∣∣∣ ∇f(x) ∈ ∇g(x)(Sg(x)Z)g(x) ∈ Z
}
Here f : Rn → R and g : Rn → Rm are C2-mappings, Z ⊂ Rm is a (typically
semialgebraic) set, S(·)Z : Z ∋ z 7→ SzZ ⊂ Rm is a set-valued mapping (with a
semialgebraic graph), and we assume, additionally, that there exists a Whitney
regular (semialgebraic) stratification Z of Z. The set-valued mapping S(·)Z plays
a central role in the definition of the set S(f, g) and will be called stationarity
concept throughout this chapter. We introduce a notion of nondegeneracy for the
points in S(f, g) and show that, for a dense and open1 subset of problem defining
functions, all points in S(f, g) are nondegenerate.
Motivation
In case that the set-valued mapping S(·)Z coincides with the dual generalized cone
mapping Z ∋ z 7→ T ∗z Z the points in S(f, g) are exactly the first-order optimal
points of the following stratified optimization problem:
min
x∈Rn
f(x) s.t. g(x) ∈ Z =
⋃
S∈Z
S
1W.r.t. an appropriate topology on the function space where f , g are from; see Section 4.1.
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Therefore, the results on nondegeneracy, which we obtain in this chapter, can
directly be applied to the justification of assumptions which we imposed within the
optimality theory from Chapter 2. Beyond that, the general setting of stationarity
concepts which we consider in this chapter, is a natural generalization which allows
it is also well suited for further applications in other areas.
Outline of this Chapter
We proceed as follows. In Section 4.1 we recall some central concepts from Dif-
ferential Topology which will be needed in this chapter. We introduce the strong
Ck-topology, jet mappings, and then we formulate a transversality theorem which
is the essential element of the main result. Then, in Section 4.2, we introduce our
new concepts: In Section 4.2.1 we define S-stationary points using stationarity
concepts (set-valued mappings S(·)Z : Z ⇒ Rm) and then, in Section 4.2.2, we
define the notion of nondegeneracy for S-stationary points. Section 4.3 is devoted
to a characterization of (the nondegeneracy of) S-stationary points by means of
geometric objects (manifolds). Therefor we introduce in Section 4.3.1 stratified
stationarity concepts which is by definition a stationarity concept S(·)Z together
with an appropriate stratification S (of the graph of S(·)Z). This leads to the
(stronger) notion of S-nondegeneracy (of an S-stationary point). In Section 4.3.2
we define subsets of the jet space2 which characterize both the Transversality Con-
straint Qualification (TCQ) and the S-stationarity condition. We call these sets
jet characteristic sets. In Section 4.3.3 the nondegeneracy of S-stationary points is
characterized as a transverse intersection of the jet mapping with certain jet char-
acteristic sets. Having this we can apply the transversality theorem, in Section 4.4,
to show (as the main result) that the S-nondegeneracy of S-stationary points is
a generic property. So, in particular, the (weaker) nondegeneracy of S-stationary
points turns out to be generic. Section 4.5 is devoted to an application of the main
result to the first-order optimality concept from Chapter 2.
Related Work
The idea of applying methods from Differential Topology to optimization prob-
lems in order to analyze their generic properties was decisively coined by Jongen,
Jonker & Twilt in the early eighties of the twentieth century [69, 71]. The remark-
able results they obtained by studying so-called generalized critical points—which
2A Euclidean space of appropriate dimension where the values and the partial derivatives of
both mappings f and g live in.
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contain in particular the KKT points— of one-parametric Nonlinear Programs
have to be mentioned. In [67] they carried out a complete classification (into “five
types”) of generalized critical points in one-parametric optimization under generic
assumptions. Jongen & Stein then generalized these results to one-parametric
semi-infinite optimization problems [68]. A good summary of the used methods
can for example be found in [73]. Due to [73] it is also known that, in partic-
ular, the nondegeneracy of all Karush–Kuhn–Tucker (KKT) points of Nonlinear
Programs (NLPs) is a generic property. The notion of (nondegenerate) Karush-
Kuhn-Tucker points has been generalized to different notions of stationarity for the
following problem classes: Disjunctive Optimization [78], Mathematical Programs
with Complementarity Constraints (MPCCs) [77] and Mathematical Programs
with Vanishing Constraints (MPVCs) [26]. In the last three decades similar meth-
ods have been used to derive generic properties of many different optimization
classes [24, 25, 81, 82]. In this context we also want to point out a quite compre-
hensive series of papers on General Semi-infinite Optimization [56, 57, 79, 80]. In
a recent series of papers [29, 30, 31] generic properties of semialgebraic functions
have been investigated. This led to generic assumptions in convex optimization
and nonsmooth analysis. In [54] it is shown that the subclass of NLPs which con-
tains only the problems which are defined by quadratic functions is universal for
the “topological complexity” of parametric NLPs. Here the universality property
also holds for generic problem instances. The used methods therein are similar
and might be interesting as complementary material to this chapter.
4.1 The Strong C2-Topology and a Jet Transver-
sality Theorem
In order to formulate our main results we need a suitable topology on the function
space F = C2(Rn) × C2(Rn,Rm), where the pair of mappings (f, g) is from. To
this end we use the strong C2-topology (also called Whitney topology) on F , where
a base neighborhood of F = (f, g) ∈ F is defined by means of a strictly positive
continuous function ε : Rn → R+ by setting
Uε(F ) :=
{
F˜ ∈ F
∣∣∣ ∀|τ | ≤ 2 ∀x ∈ Rn : ‖∂τ (F˜ − F )(x)‖∞ < ε(x)} .
Here τ denotes the multi-index of a partial derivative and |τ | its order. The
topology on F which is induced be these base neighborhoods Uε(F ) is the strong
C2-topology and will be denoted by C2s .
Remark 4.1. It is also possible to define the strong Ck-topology (for an arbitrary
k ∈ N0) in a similar way. In this case the partial derivatives up to k-th order
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would be “controlled” by positive functions ε : Rn → R+ (see, e.g., [73]). However,
for our purposes the strong C2-topology is sufficient.
The proof of the main results of this chapter is based on a so-called transversality
theorem. A typical transversality theorem basically states that given a function
space equipped with a topology the mappings which are transverse (see Chapter
2 for a definition) to a given manifold in the image space are dense (and open).
The first transversality theorem of this type is due to R. Thom, and a proof can
be found in [73]. Generalizations to so-called jet transversality theorems (where
also the (jet of) partial derivatives up to a given order k are considered) can be
found in [48, 49, 51, 60]. Here also arbitrary Whitney regular sets (instead of one
manifold) are allowed in the image space.
In order to formulate a jet transversality theorem which is suitable for our purposes
we first introduce the 1-jet of a given C2-mapping F : RN → RM . The 1-jet consists
of the function values of F together with the first-order partial derivatives. For
x ∈ RN we set
j0(x) := (F1(x), . . . , FM(x)),
j1(x) :=
(
∂F1
∂x1
(x), . . . ,
∂F1
∂xN
(x), . . . ,
∂FM
∂x1
(x), . . . ,
∂FM
∂xN
(x)
)
.
The 1-jet of F is now defined as the mapping
j1F : RN ∋ x 7→ (j0(x), j1(x)) ∈ RD,
where the dimension D = D(N,M) ∈ N is chosen appropriately. The following Jet
Transversality Theorem is a special version of more general theorem where general
k-jets jkF (with partial derivatives up to k-th order) instead of the 1-jet j1F are
considered. However, for our purposes the special case of a 1-jet is sufficient. A
proof can be found in [60].
Theorem 4.2 (Jet Transversality Theorem). Assume that N,M ∈ N and let
(W,W) ⊂ RD(N,M) be a Whitney regular stratified set. Then the following subset
of C2(RN ,RM) is C2s -dense:
⊤∩W := {F ∈ C2(RN ,RM) | j1F is transverse to W}
If W is a closed set, then ⊤∩W is also C2s -open.
Remark 4.3 (On the Use of the Word “Generic”). We will use Theorem 4.2 to
prove that certain assumptions are fulfilled for a C2s -dense and C
2
s -open subset F⋆
of problem data, i.e., the particular sets W we are going to consider in the jet space
are most of the time closed sets. However, independent of whether a concrete set
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F⋆ is indeed C2s -open or not, we always speak of a “genericity” result or we say
that a certain assumption is “generic”. Note that by speaking of a generic3 subset
F⋆ of problem data we (sometimes) conceal the fact that the set F⋆ is also C2s -open.
4.2 Stationarity Concepts
In this section we introduce so-called (semialgebraic) stationarity concepts. Before
we do so we need some more notation. From now on we assume that the stratifica-
tion Z is given as {Zµ |µ ∈ I}, where I is some index set. For a given point z ∈ Z
we write µ(z) to denote the index of the active stratum at z, i.e., z ∈ Zµ(z), for all
z ∈ Z. In the following we use the concept of set-valued mappings. A set-valued
mapping K assigns to each point from the domain A a subset of the image space
B. We write K : A⇒ B. The graph grK of K is defined as follows:
grK := KA := {(a, b) ∈ A×B | b ∈ K(a)} (4.1)
We say that K is a semialgebraic set-valued mapping iff the graph of K is a
semialgebraic set (see Chapter 3 for a definition). Now we are ready to introduce
the notion of a (semialgebraic) stationarity concept.
Definition 4.4 ((Semialgebraic) Stationarity Concept). A stationarity concept is
a Whitney regular stratified set (Z,Z) ⊂ Rm together with a set-valued mapping
S(·)Z : Z ⇒ Rm with the property that for all z ∈ Z we have SzZ ⊂ NzZµ(z).
We say that a stationarity concept ((Z,Z),S(·)Z) is semialgebraic iff both Z is a
semialgebraic stratification and S(·)Z is a semialgebraic set-valued mapping.
Occasionally, whenever it is clear from the context which stratified set (Z,Z) we
consider, we also say that the mapping S(·)Z alone is a (semialgebraic) stationarity
concept. We write SZ to denote the graph of the (set-valued) mapping S(·)Z.
According to (4.1) this set is a subset of Rm × Rm.
Remark 4.5. Usually stationarity concept mappings S(·)Z are cone-valued like,
for instance in case of a mapping which assign to each point z ∈ Z the dual cone
of a tangent cone to the set Z at z. In this case we also speak of “optimality”
(instead of stationarity) concepts. However, it is not necessary for our theory that
the considered mappings are cone-valued. The crucial fact is that the (set) values
are a subset of the corresponding normal space.
3Most authors define generic (or comeagre) sets as countable intersection of dense, open sets.
This means that generic sets are not necessarily open.
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4.2.1 S-Stationary Points
Using a stationarity concept ((Z,Z),S(·)Z) we are able to define S-stationary
points. The set M ⊂ Rn is the set of all points x ∈ Rn with g(x) ∈ Z.
Definition 4.6 (S-Stationary Point). We say that x ∈M is an S-stationary point
iff there exists a “multiplier vector” λ = (λ1, . . . , λm) such that
∇f(x) =
m∑
i=1
λi∇gi(x), λ ∈ Sg(x)Z.
Remark 4.7. Under the Transversality Constraint Qualification (see Chapter 2)
at x ∈M it follows (cf. Corollary 2.7) that Ker∇g(x)∩Ng(x)Zµ(g(x)) = {0}. Since
Sg(x)Z is by definition a subset of Ng(x)Zµ(g(x)) we have that (under the TCQ) the
multiplier vector λ ∈ Sg(x)Z of any S-stationary point is uniquely determined.
Remark 4.8 (On the General Notion of S-Stationarity). In case that S(·)Z coin-
cides with the dual general tangent cone4 mapping Z ∋ z 7→ T ∗z Z ⊂ Rm we have
that the S-stationarity is equivalent to the notion of “first-order optimality” (cf.
Chapter 2). This means in particular that the Karush–Kuhn–Tucker (KKT) con-
ditions from Nonlinear Programming (NLP) turn out to be a special case of S-
stationarity. Also in a more general setting it is possible to model the dual cones
of different tangent cones, which appear in the literature about Variational Analy-
sis, as stationarity concepts. As a matter of fact, a tangent cone at a point z ∈ Z
typically contains the tangent space TzZµ(z) and, hence, it follows that the cor-
responding dual cone is a subset of the normal space NzZµ(z). Since, moreover,
tangent cones in Variational Analysis are typically defined via limits of sequences
and, thus, are semialgebraic, we find that different notions of stationarity from
Variational Analysis can be considered as (semialgebraic) stationarity concepts. A
further reason for us to study stationarity concepts in this general form is the pos-
sible applicability in the context of Critical Point Theory or Morse Theory, where
(first-order characterizations of) critical points can be defined by means of a sta-
tionarity concept (cf. Chapter 6).
4.2.2 Nondegeneracy of S-Stationary Points
We formulate a notion of nondegeneracy for S-stationary points. Therefor we need
so-called local Lagrangians. These kind of mappings have already been introduced
4See Chapter 2 for a definition of the general tangent cone.
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in Chapter 2 in the context of first-order optimal points. A local Lagrangian at a
point x¯ ∈M is a mapping L = LϕN : Rn → R where for each x ∈ Rn we have
L(x) = f(x)− ξ⊤(ϕN ◦ g)(x),
and where ϕN : U → V are local normal coordinates (see Chapter 2) for the active
stratum X = Zµ(g(x¯)) at g(x¯) and ξ ∈ Rm−dim(X) is chosen such that ∇L(x¯) = 0.
The latter condition, however, is equivalent to the fact that ∇f(x¯) is an element
of the column space of ∇g(x¯)∇ϕ(g(x¯)). Since the columns of ∇ϕ(g(x¯)) are a
basis of the normal space Ng(x¯)X it follows that under the assumption that x¯ is
S-stationary ∇L(x¯) = 0 can be realized.
A special stationarity concept is given by the set-valued mapping Z ∋ z 7→ NzZµ(z),
which assigns to each point z ∈ Z the normal space of the corresponding stratum
Zµ(z) ∈ Z at the point z. For a fixed stratum Zµ in Z the normal bundle NZµ is
defined as follows:
NZµ := {(z, λ) ∈ Rm × Rm | z ∈ Zµ, λ ∈ NzZµ}
Now we can define a nondegenerate S-stationary point.
Definition 4.9 (Nondegenerate S-Stationary Point). We say that x ∈ M is a
nondegenerate S-stationary point iff x is an S-stationary point and, moreover, we
have:
(i) The TCQ is fulfilled at x.
(ii) The pair (g(x), λ)—where λ is the uniquely determined (cf. Remark 2.26)
multiplier vector—belongs to the relative (w.r.t. NZµ(g(x))) topological inte-
rior of SZ.
(iii) The matrixW⊤(D2LϕN (x))W is nonsingular, where LϕN is an arbitrary local
Lagrangian at x and the columns ofW are a basis of the kernel of the Jacobian
D(ϕN ◦ g)(x).
Remark 4.10. The nondegeneracy of S-stationary points is a direct generalization
of the nondegeneracy of first-order optimal points (cf. Definition 2.31).
Remark 4.11 (Stability of S-Stationary Points). Due to property (ii) it follows
in particular that nondegenerate S-stationary points are stable (cf. Remark 2.34).
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4.3 A Geometric Description of Nondegeneracy
via Stratifications
In this section we express S-stationarity (and the corresponding notion of non-
degeneracy) by means of geometric objects, such that methods from Differential
Topology become applicable.
We will see in the following that the normal bundle NZµ is an m-dimensional
manifold (independent of the dimension d of the stratum Zµ). Recall that for
z ∈ Nµ we say that a mapping ϕ = (ϕN , ϕT ) : U → V is a local coordinate chart
for Zµ at z (cf. Section 2.1) iff ϕ is a diffeomorphism, ϕ(z) = 0, and, moreover,
ϕ(X ∩ U) = ({0}m−d × Rd) ∩ V . The components ϕN are the so-called (local)
normal coordinates.
Lemma 4.12. The normal bundle NZµ is an m-dimensional manifold. For each
(z, λ) ∈ NZµ we have the following formula for the tangent space at (z, λ):
T(z,λ)NZµ =
 Id 0
HϕN Id
 [TzZµ ×NzZµ] , HϕN = m−d∑
i=1
ξi ·D2(ϕN)i(z),
where d is the dimension of Zµ, ϕN : U → V are arbitrary local normal coordinates
for Zµ at z, and ξ = (ξ1, . . . , ξm−d) ∈ Rm−d is chosen such that λ = ∇ϕN(z) · ξ.
Proof. Let Ψ: V → Zµ ∩ U be a local parameterization of Zµ around z, i.e., Ψ
is a C2-mapping (recall that strata are by definition at least C2-manifolds; cf.
Section 2.1), V ⊂ Rd is an open neighborhood of 0 ∈ Rd, Ψ(0) = z, Ψ(V) = Zµ∩U ,
and DΨ(y) has full column rank for all y ∈ V . Such a mapping Ψ can be obtained
from the inverse map of a local coordinate chart for Zµ at z. We define a new
mapping Φ: V × Rm−d → (Zµ ∩ U)× Rm as follows. For each (y, η) ∈ V × Rm−d
we set
Φ(y, η) :=
(
Ψ(y)
((∇ϕN) ◦Ψ)(y) · η
)
,
where ϕN are the local normal coordinates for Zµ at z from the assertion. We claim:
Φ is a local parameterization of NZµ around (z, λ). Since for each z ∈ Zµ we have
that the normal space NzZµ is given by the column space of ∇ϕN(z) we have:
NZµ ∩ (U × Rm) = Φ(V × Rm−d). Since, moreover, Ψ is a local parameterization
we have that Ψ is injective and due to the fact that for each z ∈ Zµ ∩ U the
columns of ∇ϕN (z) are linearly independent it follows that also Φ is injective. In
order to show that Φ is indeed a local parameterization of NZµ around (z, λ) we
4.3.1 Stratified Stationarity Concepts 71
have to show that the Jacobian DΦ(0, ξ) has full column rank, where ξ ∈ Rm−d is
the vector from the assertion with λ = ∇ϕN(z) · ξ. We calculate:
DΦ(0, ξ) =
 DΨ(0) 0(∑m−d
i=1 ξi ·D2(ϕN)i(z)
)
DΨ(0) ∇ϕN(z)

Since DΨ(0) and ∇ϕN(z) have full column rank we have that also the Jacobian
DΦ(0, ξ) has full column rank. This means that Φ is a local parameterization
of NZµ around (z, λ) and, thus, NZµ is a manifold (locally around (z, λ)). The
formula for the tangent space follows from the formula of the Jacobian DΦ(0, ξ)
and the fact that DΨ(0) and ∇ϕN(z) span the tangent space TzZµ and the normal
space NzZµ, respectively. 
4.3.1 Stratified Stationarity Concepts
The stratification Z induces the following collection of normal bundles:
N :=
⋃
Zµ∈Z
{NZµ} (4.2)
Due to the definition of a stationarity concept Z ∋ z 7→ SzZ we have that for each
z ∈ Z the set SzZ is a subset of the normal space NzZµ(z). It follows that the whole
graph SZ of the stationarity concept is a subset of the set which is represented
by the collection N in (4.2). We define a stratification of the stationarity concept
S(·)Z which is subordinate to the stratification N.
Definition 4.13 (Stratified (Semialgebraic) Stationarity Concept). A stratified
stationarity concept is a stationarity concept ((Z,Z), S(·)Z) together with a Whit-
ney regular stratification S of the graph SZ such that for each stratum S ∈ S there
exists a stratum Zµ ∈ Z with S ⊂ NZµ. A stratified semialgebraic stationarity
concept is a stratified stationarity concept with the additional property that both
the stratification Z and the graph SZ are semialgebraic.
We introduce a stronger (than the nondegeneracy from Definition 4.9) notion of
nondegeneracy for S-stationary points using a stratified stationarity concept. This
is—mainly—needed for technical reasons.
Definition 4.14 (S-Nondegenerate Stationary Point). Let ((Z,Z),S(·)Z,S) be
a stratified stationarity concept. We say that x ∈ M is an S-nondegenerate
S-stationary point iff x is an S-stationary point and, moreover, we have:
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(i) The TCQ is fulfilled at x.
(ii) The stratum in S which contains the pair (g(x), λ)—where λ is the uniquely
determined (cf. Remark 2.26) multiplier vector—is a full dimensional sub-
manifold of the normal bundle NZµ(g(x)).
(iii) The matrixW⊤(D2LϕN (x))W is nonsingular, where LϕN is an arbitrary local
Lagrangian at x and the columns ofW are a basis of the kernel of the Jacobian
D(ϕN ◦ g)(x).
With this we have that S-nondegeneracy implies nondegeneracy. The following
Lemma is obvious:
Lemma 4.15 (S-Nondegeneracy Implies Nondegeneracy). Let x ∈ M be a S-
nondegenerate S-stationary point. Then x is a nondegenerate S-stationary point.
4.3.2 Jet Characteristic Sets of Stationarity Concepts
From the definition of S-stationarity it follows that a point x ∈ Rn is S-stationary if
and only if g(x) ∈ Z and ∇f(x) ∈ ∇g(x)(Sg(x)Z). In the following we characterize
the latter conditions by means of an intersection property of the so-called reduced
jet mapping j : Rn → RJ , where for each x ∈ Rn we set
j(x) =
(
Df(x)︸ ︷︷ ︸
n components
, g1(x), . . . , gm(x)︸ ︷︷ ︸
m components
, Dg1(x), . . . , Dgm(x)︸ ︷︷ ︸
mn components
)
,
with a certain set in the image space of the mapping j. We say that RJ , with
J = n + m + mn, is the (reduced) jet space. In order that we can distinguish
the variables in the jet space RJ (standing for (possible) values of the functions’
components) from concrete function values we write the variables in RJ in bold
letters. Therefore, each j ∈ RJ has the following form:
j = (Df , g1, . . . , gm,Dg1, . . . ,Dgm)
Since Df represents a row vector of partial derivatives of a possibly given function
f , we also write ∇f to denote the transpose vector of Df . The same also applies
to the vectors Dgi, 1 ≤ i ≤ m. Furthermore we write g to denote the vector
(g1, . . . , gm)
⊤ and we write ∇g to denote the matrix (∇g1 | . . . | ∇gm) and Dg for
the transpose matrix.
We introduce an operator (·)jet : 2Rm×Rm → 2RJ which transforms (graphs of) sta-
tionarity concepts into characteristic sets in the jet space RJ . For the stationarity
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concept S(·)Z, for instance, we obtain the following subset of the jet space RJ :
(SZ)jet :=
j ∈ RJ
∣∣∣∣∣∣
∇f = ∑mi=1 λi∇gi
g = z
(z, λ) ∈ SZ
 ⊂ RJ
We say that (SZ)jet is the jet characteristic set of (the stationarity concept) S(·)Z.
It follows directly that x ∈ Rn is S-stationary if and only if the image of the jet
mapping Rn ∋ x 7→ j(x) ∈ RJ is an element of the jet characteristic set (SZ)jet.
For short, we can write:
x is S-stationary ⇐⇒ j(x) ∈ (SZ)jet (4.3)
4.3.3 S-Nondegeneracy via Transversal Intersections
In order to derive our main result we need a geometric characterization of the
S-nondegeneracy property of S-stationary points. To be precise, we introduce
a stratification of (a subset of) the jet characteristic set (SZ)jet such that the
fact that the jet mapping Rn ∋ x 7→ j(x) ∈ RJ is transverse to a stratum
at a given point x ∈ Rn is equivalent to the fact that x is a S-nondegenerate
S-stationary point. For that we have, in particular, to describe the TCQ by means
of a characteristic set in the jet space RJ . Therefor we set
TCQjet :=
{
j ∈ RJ ∣∣ g ∈ Z, Dg(Rn) + TgZµ(g) = Rm} .
It follows directly that the TCQ is fulfilled at x ∈M if and only if j(x) ∈ TCQjet.
The crucial fact is that TCQjet is semialgebraic, which will be needed later on.
Lemma 4.16. Assume that Z is semialgebraic. Then TCQjet is semialgebraic.
We postpone the proof of Lemma 4.16 for a moment. It remains to introduce a
stratification of (a subset of) (SZ)jet. For our purposes it is sufficient to stratify
the set (SZ)jet ∩ TCQjet. As a matter of fact the set (SZ)jet ∩ TCQjet “inherits”
a nice structure from the stratification S of the graph SZ. Since the operator
(·)jet takes in particular each stratum S ∈ S to the jet space RJ we can define the
following partition of (SZ)jet ∩ TCQjet:
S
TCQ
jet :=
{
(S)jet ∩ TCQjet
∣∣ S ∈ S}
It follows thatSTCQjet is not only a partition but rather a semialgebraic stratification.
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Lemma 4.17. STCQjet is a stratification of (SZ)jet ∩ TCQjet. Moreover, for each
stratum S ∈ STCQjet we have that dim(S) ≤ m + mn. If we assume that S is
semialgebraic, then also STCQjet is semialgebraic.
Remark 4.18. It was already pointed out in [52, 55] that in case of Nonlinear
Programming the subset of the jet space which characterizes the KKT conditions
(in particular under the LICQ) admits a Whitney regular stratification. Then
again, a consequence of the results in [55] is that in general (without the LICQ) it
is an NP-hard problem to specify such a stratification—although it still exists.
We will prove Lemma 4.17 at the end of this section. Now, since STCQjet provides
a manifold structure for the set (SZ)jet ∩ TCQjet, we are able to characterize
S-nondegenerate S-stationary points by means of transversal intersections of the
jet mapping Rn ∋ x 7→ j(x) ∈ RJ with strata in STCQjet .
Lemma 4.19 (Characterization Lemma). A point x ∈ Rn is an S-nondegenerate
S-stationary point if and only if we have:
(I) j(x) ∈ (SZ)jet ∩ TCQjet
(II) Dj(x)(Rn) + Tj(x)S
∗ = RJ , where S∗ ∈ STCQjet is the active stratum at j(x)
Now we provide the missing proofs for the lemmata of this section.
Proof of Lemma 4.16. Since Z contains finitely many semialgebraic strata we con-
sider a fixed stratum Zµ from Z and show that the following set is semialgebraic:{
j ∈ RJ ∣∣ g ∈ Zµ, Dg(Rn) + TgZµ = Rm} (4.4)
We may assume w.l.o.g. that Zµ = ϕ
−1(0), where ϕ : U → V is a polynomial and
a normal chart for Zµ. This means in particular that for each g ∈ Zµ the Jacobian
Dϕ(g) has full row rank. For g ∈ Zµ we set
Pg := Id−∇ϕ(g) ·
(
Dϕ(g)∇ϕ(g))−1 ·Dϕ(g).
The matrix Pg is the projection matrix to the tangent space TgZµ. We set Mg :=
Dϕ(g)∇ϕ(g). It follows that for each g ∈ Zµ the matrix Mg is nonsingular. We
define a scaled version of Pg:
P˜g := det(Mg) · Pg = det(Mg) · Id−∇ϕ(g) · det(Mg) · (Mg)−1︸ ︷︷ ︸
adj(Mg)
·Dϕ(g),
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where adj(Mg) denotes the adjoint of the matrixMg. It follows from the definitions
above that U ∋ g 7→ P˜g is a polynomial mapping. Since the columns of P˜g span
the tangent space TgZµ we have:
Dg(Rn) + TgZµ = R
m ⇐⇒ (Dg | P˜g) has full row rank
The latter condition can be expressed by the following condition:
δ(g,Dg) := det
(Dg | P˜g) ·
 ∇g
(P˜g)
⊤

 6= 0.
Now U ∋ (g,Dg) 7→ δ(g,Dg) is a polynomial mapping. This implies that the set
in (4.4) is semialgebraic. Thus, TCQjet is semialgebraic. 
Proof of Lemma 4.17. First of all it is clear that STCQjet is a partition of (SZ)jet ∩
TCQjet. Now let XS ∈ STCQjet be given, i.e., XS = (S)jet ∩ TCQjet, where S ∈ S.
We have to verify that XS is a semialgebraic manifold. Due to the definition
of stratified stationarity concepts we have that there exists Zµ ∈ Z such that
S ⊂ NZµ. We consider the following mapping:
Ψ: NZµ × Rn×m ∋ ((z, λ), G) 7−→
 G · λz
G
 =
 ∇fg
∇g
 ∈ RJ
It is clear that the image of the latter mapping is the jet characteristic set (NZµ)jet.
Moreover, the restriction of this mapping to the set
P := {((z, λ), G) ∈ NZµ × Rn×m | ImG⊤ + TzZµ = Rm}
is equal to (NZµ)jet ∩TCQjet. We claim: The set P is a full dimensional submani-
fold of NZµ×Rn×m. To see this it is sufficient to show that for each ((z, λ), G) ∈ P
the condition ImG⊤ + TzZµ = R
m is fulfilled on a neighborhood of ((z, λ), G)
which is trivial. We show that the restriction Ψ|P is an injective immersion. The
fact that Ψ|P is injective follows directly from fact that (due to the condition
ImG⊤ + TzZµ = R
m) we have that KerG ∩ NzZµ = {0} (cf. Corollary 2.7). To
see that Ψ|P is an immersion we have to show that for each ((z, λ), G) ∈ P the
restriction of the linear mapping DΨ((z, λ), G) : (Rm × Rm)× Rn×m → RJ to the
tangent space T((z,λ),G)P is injective. Since P is a full dimensional submanifold
of NZµ × Rn×m the tangent space of T((z,λ),G)P coincides with the tangent space
T((z,λ),G)(NZµ × Rn×m). The latter space, however, can be calculated using the
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formula for the tangent space of NZµ which is given in Lemma 4.12. This yields
that we have to check that the restriction of following matrix
 0 G ∗Id 0 0
0 0 Id

︸ ︷︷ ︸
Jacobian of Ψ
 Id 0 0HϕN Id 0
0 0 Id

︸ ︷︷ ︸
Matrix from Lemma 4.12.
=
 GHϕN G ∗Id 0 0
0 0 Id
 ,
where ∗ stands for arbitrary entries, and HϕN is a matrix from Lemma 4.12, to the
linear space TzZµ × NzZµ × Rn×m is injective. But this follows directly from the
fact that KerG ∩ NzZµ = {0}. We conclude that Ψ|P is an injective immersion,
i.e. Ψ maps P diffeomorphically onto a manifold Ψ(P ) in the jet space RJ . Since
dim(P ) = m+mn we have that also dim(Ψ(P )) = m+mn. Now we consider the
following subset of P :
PS := {((z, λ), G) ∈ S × Rn×m | ImG⊤ + TzS = Rm} ⊂ P
Analog as above it follows that PS is a manifold. By definition we have that
Ψ(PS) = (S)jet ∩ TCQjet. Since PS is a submanifold of P we have that Ψ|PS is
(still) an injective immersion and, thus, Ψ(PS) = (S)jet ∩ TCQjet is a manifold.
The fact that (S)jet ∩ TCQjet is semialgebraic follows directly from the fact that
Ψ is polynomial and PS is semialgebraic [120]. The dimension of the manifold
(S)jet ∩ TCQjet = Ψ(PS) is bounded by the number m + mn since Ψ(PS) is a
submanifold of Ψ(P ) and dim(Ψ(P )) = m+mn. 
Proof of Lemma 4.19. Let (i), (ii), and (iii) denote the properties from the Def-
inition of a S-nondegenerate S-stationary point. Clearly property (I) from the
assertion is equivalent (i), which just states that the TCQ is fulfilled. If we assume
that the transversality condition (II) is fulfilled, then we have necessarily that
dim(S∗) ≥ m +mn, which implies (ii). Therefore, it remains to show that under
the condition that dim(S∗) ≥ m+mn holds true we have that (III) is equivalent
to (iii), where (iii) states that W⊤LϕN (x)W is nonsingular, where L = LϕN is
an arbitrary local Lagrangian and the columns of W are a basis of the kernel of
DϕNDg, where DϕN and Dg are evaluated at g(x) and x, respectively. Due to the
definition of a stratified stationarity concept we have that there exists a stratum Zµ
in Z such that S∗ ⊂ (NZµ)jet. Since we assume that dim(S∗) ≥ m+mn we have
that S∗ locally (at j(x)) coincides with (NZµ)jet. The tangent space Tj(x)(NZµ)jet
can be calculated using the parameterization Ψ in the proof of Lemma 4.17. It
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follows that (II) is equivalent to the fact that the following matrix is nonsingular:
D2f(x) ∇gHϕNMT ∇g∇ϕN λ1 Id . . . λm Id
Dg(x) MT 0 0 . . . 0
D2g1(x) 0 0 Id 0 0
...
...
...
. . .
D2gm(x) 0 0 0 0 Id

,
where the columns of the matrix MT are a basis of the kernel of DϕNDg. After
some algebraic manipulations we find that the latter matrix is nonsingular if and
only if the following matrix is nonsingular: D2f(x)−∑mi=1 λiD2gi(x) ∇gHϕNMT ∇g∇ϕN
Dg(x) MT 0

is nonsingular. We write D2L for the upper-left matrix (D2f(x)−∑mi=1 λiD2gi(x)).
We omit the arguments and write
A =
 D2L ∇gHϕNMT ∇g∇ϕN
Dg MT 0
 .
In order to complete the proof we have now to show that A is singular if and
only if W⊤(D2L)W is singular, where D2L is evaluated at x. First we assume
that the matrix W⊤(D2L)W is singular, i.e., there exists a vector α 6= 0 with
W⊤(D2L)Wα = 0. A short calculation shows that D2L can be expressed via D2L,
and is given as (D2L−∇gHϕNDg). This implies:
0 =W⊤(D2L)Wα =W⊤((D2L)Wα−∇gHϕNDgWα) (4.5)
Note that due to the definition of the matrixW the vectorWα the kernel ofDϕDg,
i.e., DgWα is an element of the kernel of DϕN . The latter space is by definition
the tangent space Tg(x)Zµ. Since the columns of MT are by definition a basis of
this tangent space we have that there exists a vector γ with MTγ = DgWα. We
conclude from (4.5):
W⊤((D2L)Wα−∇gHϕNMTγ︸ ︷︷ ︸
v
) = 0.
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Now due to the definition of W it follows that the vector v is an element of the
columns space of ∇g∇ϕN , i.e., there exists a vector δ with
v = (D2L)Wα−∇gHϕNMTγ = ∇g∇ϕNδ.
We define a vector β as follows:
β =
 β1β2
β3
 :=
 Wα−γ
−δ
 6= 0
With this we have that Aβ = 0, i.e., A is singular.
Now we assume that A is singular, i.e., there exists β 6= 0, β = (β1, β2, β3), with
Aβ = 0. We have to show that W⊤(D2L)W is singular. Since the columns of the
matrices MT and ∇g∇ϕN in A are linearly independent we have that necessarily
β1 6= 0 (since otherwise we would have β = 0). Aβ = 0 implies that Dgβ1 =MTβ2.
Since the column space of MT is equal to the kernel of DϕN we have that Dgβ
1
is an element of the kernel of DϕN which implies that β
1 lies in the column span
of W . This implies that there exists a vector η with β1 = Wη. Since β1 6= 0 we
have that η 6= 0. From the first (block) row of A and the fact that Mβ = 0 we
conclude:
(D2L)Wη = (D2L) Wη︸︷︷︸
=β1
−∇gHϕN DgWη︸ ︷︷ ︸
=−MTβ2
= −∇g∇ϕβ3
This implies the following:
W⊤(D2L)Wη = −W⊤∇g∇ϕβ3 = 0,
where we used that by definition the columns of W span the kernel of DϕNDg
and, thus, the kernel of W⊤ is the column space of ∇g∇ϕ. We conclude that
W⊤(D2L)W , which implies the assertion. 
The following lemma will be needed later on. It tells us that under certain
(generic) assumptions on the S-stationarity condition j(x) ∈ (SZ)jet we can use
(SZ)jet ∩ TCQjet as an “approximation” of (SZ)jet.
Lemma 4.20. Let j ∈ (SZ)jet with j = (Df , g,Dg) be given and assume that
dim(Zµ(g)) ≥ m− n. Then we have: j ∈ (SZ)jet ∩ TCQjet.
Proof. Since j ∈ (SZ)jet we have that ∇f = ∇gλ, g = z, where z ∈ Z, λ ∈ SzZ.
It follows that for any sequence (Dg(k)) of matrices which converges to Dg we can
4.4 Main Result: Nondegeneracy is Generic 79
define a sequence (Df (k)) by setting Df (k) = Dg(k)λ, for each k ∈ N, yielding that
the sequence (j(k)) with j(k) = (Df (k), g,Dg(k)), k ∈ N, converges to j. Therefore,
it is sufficient to show that there exists a sequence (Dg(k)) of matrices which
converges to Dg and, moreover, has the property that for each k ∈ N we have:
ImDg(k) + TgZµ(g) = R
m. Therefor note that dim(TgZµ(g)) is by assumption
greater or equal to m − n and Dg has n columns. So in order to construct the
desired sequence we have to perturb the columns of Dg such that span the “rest”
of Rm. We may assume w.l.o.g. (after a linear change of coordinates) that TgZµ(g)
is equal to the linear space Rd×{0}m−d, where d is the dimension of TgZµ(g). Now
it is sufficient to find a sequence (Dg(k)) of matrices which converges to Dg such
that the matrices (
Dg(k)
∣∣∣∣ Id0
)
, k ∈ N
have are nonsingular. This is trivial, since the nonsingular quadratic matrices are
dense. 
4.4 Main Result: Nondegeneracy is Generic
In the following (main) result we show that for generic “data mappings” (f, g) the
sets of S-nondegenerate S-stationary points and S-stationary points coincide—
under the condition that the stratified stationarity concept which we consider is
semialgebraic. This means in particular that, generically, each S-stationary point
is nondegenerate (in the sense of Definition 4.9). Our main result is the following:
Theorem 4.21 (Nondegeneracy is Generic). Let ((Z,Z),S(·)Z) be a semialgebraic
stationarity concept. Then there exists a C2s -dense and C
2
s -open subset F⋆ ⊂ F of
data mappings such that for all (f, g) ∈ F⋆ we have that each S-stationary point
is nondegenerate.
Since the stationarity concept from the assertion of Theorem 4.21 is semialgebraic,
there exists a semialgebraic stratification S of SZ such that for each S ∈ S
there exists a stratum Zµ ∈ Z such that S ⊂ NZµ (cf. Lemma 3.20). This
way we obtain a stratified semialgebraic stationarity concept ((Z,Z),S(·)Z,S) (cf.
Definition 4.13). Since each S-nondegenerate S-stationary point is in particular
a nondegenerate S-stationary point (cf. Lemma 4.15) it is sufficient (in order to
prove Theorem 4.21) to prove the following proposition.
Proposition 4.22 (S-Nondegeneracy is Generic). Let ((Z,Z),S(·)Z,S) be a strat-
ified semialgebraic stationarity concept. Then there exists a C2s -dense and C
2
s -open
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subset F⋆ ⊂ F of data mappings such that for all (f, g) ∈ F⋆ we have that each
S-stationary point is S-nondegenerate.
The rest of this section is devoted to the proof of Proposition 4.22. Therefor
we need some auxiliary results. The following result makes an assertion about
the dimension of boundaries of semialgebraic sets. In order to formulate it we
need a notion of dimensionality for semialgebraic sets. Therefor recall that each
semialgebraic set A admits a canonical Whitney regular stratification A of A (cf.
Lemma 3.20). The dimension of A—we write dim(A)—is defined as the maximal
dimension of strata in A. It follows directly that for refinements ofA the dimension
remains unchanged. Another consequence is that in fact the dimension does not
depend on the chosen stratification (see, e.g., [120]). The following result can, for
instance, be found in [120].
Lemma 4.23. Let A ⊂ RN be a nonempty semialgebraic set. Then we have that
dim(A \ A) < dim(A).
We can use Lemma 4.23 to show that for generic mappings g the “low-dimensional”
strata in Z will be “avoided” by the mapping g.
Lemma 4.24. Let the assumptions of Proposition 4.22 be fulfilled. Then there
exists a C2s -dense and C
2
s -open subset G ⊂ C2(Rn,Rm) such that for all g ∈ G and
all x ∈ Rn with g(x) ∈ Z we have that dim(Zµ(g(x))) ≥ m− n.
Remark 4.25. In case that the set Z is closed, Lemma 4.24 is trivial and follows
directly from the Jet Transversality Theorem 4.2. However, for the general case
we have to prove something here.
Proof of Lemma 4.24. Let Z< ⊂ Z be the substratification with the property that
for each stratum Zµ ∈ Z< we have that dim(Zµ) < m − n and let Z< be the
corresponding set. It follows that Z< is semialgebraic and Lemma 4.23 implies
that dim(Z<) < m − n. We set G := ⊤∩ Z ′<, where Z ′< is a Whitney regular
stratification of Z<. Theorem 4.2 implies that G is C2s -dense and C2s -open. Now
let g ∈ G and let x ∈ Rn with g(x) ∈ Z be given. We assume that the assertion is
not true (for the choice of G), i.e., dim(Zµ(g(x))) < m−n. It follows that g(x) ∈ Z<
and, hence, there exists a stratum S ∈ Z ′< with g(x) ∈ S. Since g ∈ G we have that
g is transverse to S. Due to [73] this implies that cod(S) ≤ n. Since the dimension
of S is smaller than m− n we have that cod(S) > n. This is a contradiction and,
thus, the assertion is true. 
Now we are ready to present the proof of Proposition 4.22.
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Proof of Proposition 4.22. We consider the following set: CS := (SZ)jet ∩ TCQjet.
Due to Lemma 4.17 we have that (SZ)jet∩TCQjet is semialgebraic and the dimen-
sion is bounded by m+mn. An Application of Lemma 4.23 yields the following:
dim
(CS \ ((SZ)jet ∩ TCQjet)) < m+mn (4.6)
Due to Lemma 3.20 there exists a Whitney regular semialgebraic stratification C
of CS which contains a refinement of STCQjet . The latter means that each stratum
S in C is either contained in a stratum of STCQjet or the intersection of S with
(SZ)jet ∩ TCQjet is empty, i.e.,
S ∈ C =⇒
(
∃S∗ ∈ STCQjet : S ⊂ S∗
)
or
(
S ∩ ((SZ)jet ∩ TCQjet) = ∅) (4.7)
Using the stratification C we can define the set F⋆ from the assertion by setting
F⋆ := ⊤∩ C ∩ (C2(Rn)× G) ,
where G ⊂ C2(Rn,Rm) is the set from Lemma 4.24. Since C is a Whitney reg-
ular stratification of CS and, moreover, CS is closed we conclude (from the Jet
Transversality Theorem 4.2) that the set of transverse mappings ⊤∩ C is C2s -dense
and C2s -open. Since also G is C2s -dense and C2s -open we have that also the inter-
section F⋆ is C2s -dense and C2s -open.
Now we verify that F⋆ fulfills the condition from the assertion. Let (f, g) ∈ F⋆
be given and let x ∈ S(f, g) be an S-stationary point. We verify that x is S-
nondegenerate. First we claim: j(x) ∈ CS. To see this first note that due to the
S-stationarity of x and the characterization in terms of the jet characteristic set
(SZ)jet in (4.3) we clearly have that j(x) ∈ (SZ)jet. Since (f, g) ∈ F⋆ we have
in particular that g ∈ G, where G is the subset of mappings g from Lemma 4.24.
This implies that dim(Zµ(g(x))) ≥ m − n. Now an application of Lemma 4.20
yields that j(x) lies in the closure of (SZ)jet ∩ TCQjet, i.e., it holds indeed that
j(x) ∈ CS. Since C is a stratification of CS there exists a stratum S ∈ C with
j(x) ∈ S. Since (f, g) ∈ F⋆ we have by definition that (f, g) ∈ ⊤∩ C and,
thus, Dj(x)(Rn) + Tj(x)S = R
J . For reasons of dimensionality this transversality
condition implies directly (see, e.g., [73]) that cod(S) ≤ dim(Rn) = n, where the
codimension cod(S) is defined as the number with dim(S) = dim(RJ) − cod(S).
Hence we have:
dim(S) ≥ J − n = m+mn (4.8)
Due to the fact that S ∈ C and (4.7) we have to consider two cases. We show that
the second case in (4.7) can be excluded. Indeed, due to (4.6), the second case
would imply that dim(S) < m+mn, which is a contradiction to (4.8). We conclude
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that the first case in (4.7) applies which means that there exists S∗ ∈ STCQjet with
S ⊂ S∗. Due to the dimension property of S and the properties of STCQjet (see
Lemma 4.17) we conclude that S must be a full dimensional submanifold of S∗,
where dim(S∗) = m + mn. This means that S locally coincides with S∗. We
conclude that the properties (i) and (ii) of the characterization in Lemma 4.19 are
fulfilled and, thus, x is S-nondegenerate. 
4.5 Application to Optimization
The results from the latter section can be applied to Stratified Optimization in
a straightforward manner. We assume that (Z,Z) ⊂ Rm is a Whitney regular
semialgebraic stratified set. For (f, g) ∈ F = C2(Rn,R)×C2(Rn,Rm) we consider
the following stratified optimization problem PZ(f, g):
min
x∈Rn
f(x) s.t. g(x) ∈ Z =
⋃
S∈Z
S
Since the set-valued mapping Z ∋ z 7→ T ∗z Z clearly defines a semialgebraic station-
arity concept, and, moreover, the notion of nondegeneracy for first-order optimal
points is the same as nondegeneracy for the corresponding stationarity concept,
we have the following corollary from Theorem 4.21.
Corollary 4.26 (Nondegeneracy of First-Order Optimal Points is Generic). There
exists a C2s -dense and C
2
s -open subset F⋆1 ⊂ F such that for all problem instances
(f, g) ∈ F⋆1 we have that each first-order optimal point is nondegenerate.
Although the last corollary implies that each first-order optimal point is nonde-
generate it does not imply that local minimizers are necessarily first-order optimal
points. Therefor the TCQ has to be fulfilled (at all feasible points). In order that
we can guarantee the the TCQ is generically fulfilled we have to assume that Z is
closed.
Lemma 4.27 (The TCQ is Generic). Assume that Z is closed. Then there exists
a C2s -dense and C
2
s -open subset G ⊂ C2(Rn,Rm) such that for all g ∈ G we have
that the TCQ is fulfilled at all feasible points.
Proof. Due to Lemma 2.5 we have that the TCQ is fulfilled at all feasible points
if and only if g is transverse to Z. Due to the Jet Transversality Theorem 4.2
we have that the set of all constraint mappings g which are transverse to Z is
C2s -dense and C
2
s -open. This implies the assertion. 
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Since under the TCQ—and the additional assumption that Z is T-regular—each
local minimizer is a first-order optimal point (cf. Theorem 2.28) we can use Corol-
lary 4.26 and Lemma 4.27 to show that, generically, local minimizers can be char-
acterized as nondegenerate first-order optimal points with an additional sufficient
condition. Note, that the set F⋆ from the following Corollary can be obtained as
intersection of the sets F⋆1 and C2(Rn) × G, where F⋆1 is the set from Corollary
4.26 and G is the set from Lemma 4.27.
Corollary 4.28 (Characterization of Local Minimizers). Assume that Z is closed
and, moreover, Z is T-regular. Then there exists a C2s -dense and C2s -open subset
F⋆ ⊂ F such that for all problem instances (f, g) ∈ F⋆ we have that x ∈ M
is a local minimizer if and only if x is a nondegenerate first-order optimal point
with the additional property that the matrix W⊤(D2L(x))W from property (iii) of
the definition of a nondegenerate first-order optimal point (see Definition 2.31) is
positive definite.
Remark 4.29. Corollary 4.28 allows us to prove strong results under reasonable
assumptions, i.e., for a dense and open set of problem instances. Note that non-
degeneracy means that first-order optimal points can be described as regular zero
of a smooth system of equations.
Remark 4.30. Note that, in the setting of Corollary 4.28, in particular, the
second-order growth condition (cf. Definition 2.38) is fulfilled at each local mini-
mizer.
A Typical Result in Terms of Conventional Objects
Now we show how our results can be applied in a “conventional” setting, i.e., when
no stratification is given. We do this by using Robinson’s constraint qualification
and the (conventional) Bouligand tangent cone. Robinson [113] considered the
case when the constraint set Z is a convex closed cone. We assume, furthermore,
that Z is semialgebraic. For (f, g) ∈ F we look at the following problem:
min
x∈Rn
f(x) s.t. g(x) ∈ Z
Recall that Robinson’s constraint qualification is said to hold at x ∈M iff we have:
0 ∈ int{g(x) +Dg(x)(Rn)− Z}
Corollary 4.31 (Typical Genericity Result). There exists a C2s -dense and C
2
s -open
subset F⋆ ⊂ F such that for each (f, g) ∈ F⋆ we have:
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(a) Robinson’s constraint qualification is fulfilled at all feasible points.
(b) A point x ∈M is a local minimizer if and only if we have:
(i) There exists λ ∈ int (T ∗g(x)Z) such that ∇f(x) =
∑m
i=1 λi∇gi(x).
(ii) The second-order growth condition is fulfilled at x.
Proof. Since Z is semialgebraic we can use the results from Chapter 3 which yield
that there exists a T-trivializable stratification Z of Z which is, in particular,
T-regular (cf. Lemma 3.20, Theorem 3.22, and Remark 3.13). In Section 2.2.2
we have already seen that the TCQ implies Robinson’s CQ, i.e., we can apply
Lemma 4.27 to show that (a) is generically fulfilled. In order to show (b), we can
use Corollary 4.28. It implies, that each local minimizer is a nondegenerate first-
order optimal point with the additional property that the second-order growth
condition is fulfilled (cf. Lemma 2.39). Property (i) from the assertion in (a)
follows from the fact that Z is T-trivializable and, thus, the general tangent cone
coincides with the Bouligand tangent cone. The fact that λ can be chosen from the
interior of the cone follows from property (ii) of the definition of a nondegenerate
first-order optimal point. 
Remark 4.32. Note that, in order to prove Corollary 4.31, we explicitly needed
the concepts of the generalized tangent cone, T-regularity, and T-trivializability
(see Chapters 2 and 3)—although these concepts are not needed for the formula-
tion of the corollary. It is worth mentioning that the assertions being made in
Corollary 4.31 are in general strictly weaker than the properties of nondegenerate
first-order optimal points. However, in order to define nondegenerate first-order
optimal points, we need a stratification of the constraint set Z.
Remark 4.33. In view of Remark 2.34 it is possible to state (in Corollary 4.31)
that, generically, each local minimizer is stable. However, this is already a conse-
quence of the second-order growth condition [11].
Chapter 5
Generic Optimality Conditions
for NLSDP
In this chapter we apply some of the results of the last three chapters to the
following Nonlinear Semidefinite Program (NLSDP):
min
x∈Rn
f(x) s.t. G(x)  0 (5.1)
Here f : Rn → R is a C2-mapping, G : Rn → SM is a matrix-valued C2-mapping
into the space SM of symmetric real-valuedM×M matrices, and we writeG(x)  0
to denote that the matrix G(x) is positive semidefinite. We consider two well-
established theories (for the case of NLSDP): A (general) optimality theory by
Bonnans & Shapiro [11, 119] and the subgradient calculus provided by Clarke [15].
We find that in both cases there exist generic assumptions which are sufficient for
an application of the results provided by the respective theory. Furthermore, we
use a local reformulation of the NLSDP to propose an SQP-type method, under
generic convergence assumptions. The results in this chapter are based on joint
work with Walter Go´mez and Vladimir Shikhman.
Outline of this Chapter
First, in Section 5.1, we review the optimality conditions for NLSDP proposed by
Bonnans & Shapiro [11, 119]. In Section 5.2 we introduce a reduced NLSDP which
locally describes the NLSDP equivalently by means a Schur complement of the
constraint matrix G(x) (locally around the considered point). We show that the
optimality conditions from Section 5.1 are equivalent to the (same) optimality con-
ditions (but now) applied to the reduced NLSDP. In Section 5.3 we demonstrate
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how the NLSDP can be reformulated as a stratified NLSDP which is a stratified
optimization problem in the sense of Chapter 2. Here the considered stratification
comes from the natural stratification w.r.t. the dimensions of the matrices in SM .
This makes it possible to apply the results from chapters 2, 3, and 4, and, hence,
we obtain a result on the generic nondegeneracy of first-order optimal points of the
stratified NLSDP. We relate notion of nondegeneracy of the stratified NLSDP to
the original formulation and the assumptions of Bonnans & Shapiro. In Section 5.4
we show how Clarke’s subdifferential calculus can be applied to a (further) non-
smooth reformulation of the NLSDP to show that, generically, the NLSDP feasible
set is locally Lipschitz homeomorphic1 to either Rn (the trivial case) or R≥×Rn−1.
In Section 5.5 we use the reduced NLSDP to point out how current SQP-type
methods could be modified in order to obtain a locally convergent method with
superlinear/quadratic convergence rate.
Related Work
A survey paper, which particularly shows how versatilely the (NL)SDP can be used
to describe optimization problems from many different fields, is given by [123]. A
standard reference is [108]. More standard results on optimality conditions can
be found in [11, 119]. For a paper on second-order optimality conditions see [122].
The probably first SQP-type method for (general) NLSDP can be found in [38].
As references for the further development of SQP-type methods for NLSDP we
refer to [16, 45, 50]. The reduction of the NLSDP using the Schur complement is
due to Forsgren [44].
5.1 Known Optimality Conditions for NLSDP
We recall some well-known optimality conditions and results for NLSDP. As a
standard reference we use a well known paper by Shapiro [119]. We recall the
Lagrangian for NLSDP from [119]. For x ∈ Rn and Ω ∈ SM we set
L(x,Ω) := f(x)− Ω •G(x), (5.2)
where “•“ denotes the so-called trace operator, and Ω•G(x) is defined as the trace
of the matrix product ΩG(x) (see [119] for details. Note that in contrast to the
definition of the Lagrangian in [119] the term Ω • G(x) appears with a negative
1This result could, of course, also be derived directly by using the TCQ and showing that the
cone of positive semidefinite matrices is Lipschitz homeomorphic to a half-space.
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sign in the definition of the Lagrangian. This comes from the fact that in [119]
the feasible set was defined as the set of all points x ∈ Rn with the property that
G(x)  0, i.e., G(x) is negative semidefinite. We recall the notion of a stationary
point from [119]: We say that x ∈ M is a BS-stationary point iff the following
condition is fulfilled:
∃Ω ∈ KM : Ω •G(x) = 0, ∇xL(x,Ω) = 0 (BSS)
Here KM ⊂ SM denotes the cone of positive semidefinite matrices in SM . In [119]
it was shown that under the so-called MF-condition2 it holds true that each local
minimizer is necessarily a BS-stationary point. A further constraint qualification
which is also considered by Shapiro is a so-called transversality condition. This
condition is strictly stronger than the MF-condition and basically means that at a
given point x ∈ M the mapping G is transverse to the manifold of matrices with
(the same) constant rank in SM . By writing SMr to denote the subset matrices in
SM with rank equal to r, this condition can be written as follows:
DG(x)(Rn) + TG(x)S
M
r = S
M (BS1)
Under this condition the multiplier matrix Ω in (BSS) is uniquely determined. In
addition to (BS1) another condition, the so-called strict complementarity condition
rank (G(x)) + rank (Ω) =M, (BS2)
where Ω is the matrix with the (uniquely determined) multipliers of a BS-stationary
point x, appears in [119]. In order to recall the second-order sufficient condition
from [119] we need further definitions. For x ∈ Rn we define the following linear
subspace of Rn:
T (x) :=
{
d ∈ Rn
∣∣∣∣∣
n∑
i=1
(
di · E⊤ · ∂G(x)
∂xi
· E
)
= 0
}
,
where the columns of the matrix E are a basis of the kernel of the matrix G(x).
Furthermore, for x ∈ Rn and Ω ∈ SM we define an n×n matrix H = H(x,Ω) with
entries Hij as follows. For 1 ≤ i, j ≤ n we set
Hij(x,Ω) := 2Ω •
(
∂G(x)
∂xi
·G(x)† · ∂G(x)
∂xj
)
,
where G(x)† denotes the so-called Moore-Penrose inverse of the matrix G(x)—see,
e.g., [11] for details on the Moore-Penrose Inverse. With these definitions we are
able to state the second-order sufficient condition from [119]:
∀d ∈ T (x) \ {0} : d⊤ (D2xxL(x,Ω) +H(x,Ω)) d > 0 (BS3)
2A special case of Robinson’s constraint qualification (see Chapter 2) to NLSDP, which, in
case of NLP, coincides with the Mangasarian-Fromovitz constraint qualification (MFCQ).
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Remark 5.1 (On the ”H-term“). The appearance of the matrix H in the second-
order sufficient condition is a major difference to the corresponding condition from
Nonlinear Programming. The matrix H is related to the curvature of the cone of
positive semidefinite matrices. The ”H-term“—occasionally called ”σ-term“ [11]—
causes some specific (compared to NLP) difficulties in NLSDP (cf. Section 5.5).
In Section 5.2 we formulate a local reduction of the NLSDP which has the property
that the H-term ”vanishes“.
The second-order sufficient condition in (BS3) can be characterized by means of
the following second-order growth condition at x:
∃U ⊂ Rn ∋ x ∃c > 0 ∀x˜ ∈ M ∩ U : f(x˜) ≥ f(x) + c‖x˜− x‖2, (5.3)
where U is an open neighborhood of x. The following lemma follows from the
results in [11].
Lemma 5.2. Let x ∈M be a BS-stationary point, let (BS1) be fulfilled at x, and
let Ω ∈ SM be the uniquely determined multiplier matrix. Then the second-order
sufficient condition (BS3) is equivalent to the second-order growth condition (5.3).
Proof. The transversality condition in (BS1) implies [11] that Robinson’s con-
straint qualification (or the MF-condition, in case of NLSDP) is fulfilled at x ,
i.e., there exists h ∈ Rn such that G(x) +DG(x)h ≻ 0. Due to (cf. [11, p. 489]),
this implies that the second-order sufficient condition (BS3) is equivalent to the
second-order growth condition (5.3). 
5.2 A Local Reduction of the NLSDP
We introduce a local equivalent reformulation of the NLSDP and, with this, we
characterize the BS-stationarity condition from the previous section. This charac-
terization depends on the rank of the matrix G(x) at the feasible point x ∈ M .
We assume from now on that x ∈ M is fixed and G(x) ∈ SMr . Furthermore, we
assume w.l.o.g. that for x˜ ∈ U , where U ⊂ Rn is an open neighborhood of x, the
matrix G(x˜) has the following block structure:
G(x˜) =
 A(x˜) B(x˜)
B(x˜)⊤ C(x˜)
 , (5.4)
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where A(x˜) ∈ Srr is positive definite and C(x˜) ∈ SM−r. With the Schur complement
S(x˜) = C(x˜)−B(x˜)⊤A(x˜)−1B(x˜) (5.5)
of the matrix A(x˜) in G(x˜)—see, e.g., [75]—we find that Id 0
−B(x˜)⊤A(x˜)−1 Id
 ·G(x˜) ·
 Id −A(x˜)−1B(x˜)
0 Id
 =
 A(x˜) 0
0 S(x˜)
 .
Due to this representation, the matrix G(x˜) is positive semidefinite if and only if
the Schur complement S(x˜) is positive semidefinite. This implies that M ∩ U is
given by all x˜ ∈ U with the property that S(x˜)  0 and, hence, the NLSDP in
(5.1) becomes locally equivalent to the following reduced NLSDP at x:
min
x˜∈U
f(x˜) s.t. S(x˜) < 0 (5.6)
We define a new local (at x) Lagrangian Lloc for this reduced NLSDP. For x˜ ∈ U
and ω ∈ SM−r we set
Lloc(x˜, ω) := f(x˜)− ω • S(x˜).
Lloc is the Lagrangian from (5.2) but now for the reduced NLSDP (see (5.6)).
Remark 5.3 (Lloc Is a Generalization of the NLP Lagrangian). We assume that
exactly one eigenvalue of G(x) vanishes, i.e., G(x) ∈ SMM−1. Then, locally around
x we have that x˜ is feasible if and only if S(x˜)  0. Since S(x˜) is a 1 × 1 matrix
this is equivalent to S(x˜) ≥ 0 ∈ R. Thus, by setting g := S, we have that locally
around x the NLSDP is equivalent to the following Nonlinear Program (NLP):
min
x˜∈Rn
s.t. g(x˜) ≥ 0
The Lagrangian for this NLP is given as follows. For x˜ ∈ U and λ ∈ R we set
LNLP(x˜, λ) = f(x)− λg(x˜) = f(x˜)− λ • S(x˜) = Lloc(x˜, λ).
In the following lemma we characterize the BS-stationary points of the original
NLSDP as the BS-stationary points of the reduced NLSDP.
Lemma 5.4. The point x ∈ M is a BS-stationary point of the original NLSDP
(5.1) if and only if x is a BS-stationary point of the reduced NLSDP (5.6).
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Proof. If one recalls the definition of BS-stationarity (BSS) it becomes clear that
we have to show the following identity:{
ω •DS(x) ∣∣ω ∈ KM−r , ω • S(x) = 0} = {Ω •DG(x) | Ω ∈ KM , Ω •G(x) = 0} ,
(5.7)
where S(x) is the Schur complement from (5.5). First we calculate DS(x). There-
for note that for x˜ ∈ U we have that DA−1(x˜) is given by −A−⊤(x˜)·DA(x˜)·A−1(x˜).
Thus, a direct calculation (using the formula for S(x˜) in (5.5)) gives that DS(x)
has the following representation:
DS(x) =W (x)⊤DG(x)W (x), W (x) :=
 −A(x)−1B(x)
Id
 (5.8)
Now let ω •DS(x) be an element of the left-hand set in (5.7). An application of
some basic symmetry properties of the trace operator yields (we omit the argument
x of the involved matrices) the following:
ω •DS = tr [ωW⊤(DG)W ] = tr [WωW⊤DG] = (WωW⊤) •DG
One easily verifies that the matrix WωW⊤ is positive semidefinite. Moreover, due
to the fact that the columns of W (x) span the kernel of G(x)—this is implied by
the equality S(x) = 0—we have that (WωW⊤) • G(x) = 0. This means that the
matrix Ω(ω) := WωW⊤ is a feasible choice for the matrix Ω in the definition of
the right-hand set in (5.7). We conclude that the left-hand set is contained in the
right-hand set. Now we show that also the opposite inclusion is true. Therefor
let Ω • DG(x) be an element from the right-hand set in (5.7). It is sufficient to
show that there exists ω ∈ SM−r such that Ω = Ω(ω) = WωW⊤. We define ω as
follows:
ω = Q(WQ)⊤Ω(WQ)Q⊤,
where Q is an (arbitrary) matrix with the property that the columns of WQ are
orthogonal and span the same linear space as those of W . The fact that ω is
positive semidefinite follows directly from the fact that Ω is positive semidefinite.
Since WQ is an orthogonal basis of the kernel of G(x) and Ω • G(x) = 0, there
exists a diagonal matrix ΛΩ such that Ω = (WQ)ΛΩ(WQ)
⊤. We calculate:
WωW⊤ = W (Q(WQ)⊤Ω(WQ)Q⊤)W⊤ =
W (Q(WQ)⊤(WQ)ΛΩ(WQ)
⊤(WQ)Q⊤)W⊤ =
W (QΛΩQ
⊤)W⊤ = (WQ)ΛΩ(WQ)
⊤ = Ω
The fact that WωW⊤ = Ω implies (cf. (5.8)) that ω •DS(x) is an element of the
left-hand set of (5.7). 
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Remark 5.5. The reduced NLSDP constitutes a local reformulation of the NLSDP
which has some advantages for local solution algorithms (see Section 5.5). This
is strongly related to the vanishing of certain curvature (cf. Remark 5.1). Then
again, for the reduced formulation it is necessary to know the ”active stratum“ at
the solution. In Nonlinear Programming there are results on how such a stratum
(or ”active set“) can be detected, but for NLSDP is is not clear.
5.3 NLSDP as Stratified Optimization Problem
We define a stratified optimization problem which is equivalent to the NLSDP.
This allows it to apply the results from Chapters 2–4 to NLSDP. Therefor we
define a (T-regular, semialgebraic) stratified set (Z,Z) ⊂ Rm (m ∈ N) and a C2-
mapping g : Rn → Rm, where g can be obtained from G in an “easy” way, such
that G(x)  0 if and only if g(x) ∈ Z.
We write a matrix G ∈ SM with the entries (Gi,j)1≤i,j≤M as follows:
G =
 G1,1 . . . G1,M... Gi,j ...
GM,1 . . . GM,M

Since G is symmetric, i.e., Gi,j = Gj,i for each entry Gi,j, it follows that G is
completely determined by the “upper right” entries Gi,j, 1 ≤ i ≤ j ≤ M . The
number σ of these upper right entries is given as follows:
σ = σ(M) :=
1
2
M(M + 1)
Now let (·)vec : SM → Rσ be the mapping with acts as follows on SM :
(Gi,j)1≤i,j≤M 7→ (G1,1, . . . , G1,M , G2,2, . . . , G2,M , . . . , GM−1,M−1, GM−1,M , GM,M)
We set m := σ and define g : Rn → Rm by setting g(x) := G(x)vec for each x ∈ Rn.
Furthermore, we define Z ⊂ Rm as the image of the cone of positive semidefinite
symmetric matrices KM under the mapping (·)vec. It follows directly that G(x)  0
if and only if g(x) ∈ Z. Recall, that SMr ⊂ SM denotes the set of matrices with
rank equal to r, and SMr is a smooth (semialgebraic) manifold [73]. We set
Z := {(SMr ∩ KM )vec ⊂ Rm ∣∣ 0 ≤ r ≤ M} .
With this we have that Z is a stratification of Z, which is induced by the strat-
ification w.r.t. the rank of the matrices in SM . Due to the fact that positive
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semidefiniteness of a symmetric matrix W is equivalent to the fact that certain
minors of W are nonnegative we have that Z is semialgebraic3. With the defini-
tions of g and (Z,Z) the NLSDP in (5.1) is equivalent to the following stratified
NLSDP :
min
x∈Rn
f(x) s.t. g(x) ∈ Z =
⋃
S∈Z
S (5.9)
Next we want to relate the first-order optimality conditions of the stratified NLSDP
to the original NLSDP. A point x ∈ M of the stratified NLSDP is (by definition)
first-order optimal iff ∇f(x) is an element of the set ∇g(x)(T ∗g(x)Z), where T ∗g(x)Z
is the dual of the generalized tangent cone Tg(x)Z (see Chapter 2 for details). We
show in the following that Z is T-trivializable and, hence, Tg(x)Z can be replaced
by the (standard) Bouligand tangent cone Tg(x)Z (cf. Theorem 3.11). Therefor
note that for a positive semidefinite G ∈ SM (given in the block structure as in
(5.4)) we have that the mapping
G˜ =
(
A˜ B˜
B˜⊤ C˜
)
7→ (A˜, B˜, S˜) ∈ Sr × Rr×(M−r) × SM−r, S˜ = C˜ − B˜⊤A˜−1B˜
(5.10)
is a local (around G) diffeomorphism. Indeed one easily verifies that the inverse
map is given by
(A˜, B˜, S˜) 7→
(
Id 0
B˜⊤A˜−1 Id
)(
A˜ 0
0 S˜
)(
Id A˜−1B˜
0 Id
)
.
Since the positive definiteness of G˜ is locally described by the fact that S˜ is pos-
itive semidefinite we have that the cone of positive semidefinite matrices KM is
locally (around G) diffeomorphic to the set Sr×r×Rr×(M−r)×KM−r . This implies
in particular that KM can be trivialized (w.r.t. a semialgebraic set) along the
active stratum SMr . Since this construction can directly be transformed into the
image space Rm of the (·)vec operator we conclude that (cf. Lemma 3.26) Z is
T-trivializable (note that the local diffeomorphism type of KM also implies that Z
is Whitney regular). We conclude that ,indeed, the general tangent cone is equal
to the Bouligand tangent cone and, hence, x ∈M is first-order optimal if and only
if ∇f(x) ∈ ∇g(x)(T ∗g(x)Z). In order to show that BS-stationarity coincides with
first-order optimality we would have to show the following identity:
∇g(x)(T ∗g(x)Z) =
{
(Ω •DG(x))⊤
∣∣∣ Ω ∈ KM , Ω •G(x) = 0} (5.11)
In general it is not true, that for A1, A2 ∈ SM we have that the product A1 •A2 in
SM is equal to the corresponding product (A1)
vec(A2)
vec in Rm. Rather we have
3We will see below that, moreover, Z is T-regular.
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that A1 •A2 corresponds to the value 2(A1)vec(A2)vec− (A1)diag(A2)diag, where for
i ∈ {1, 2} we write (Ai)diag to denote the elements of (Ai)vec which come from the
diagonal of the matrix Ai. Due to the acting of an additional projection mapping
in Rm the calculations are involved. However, under the TCQ we can show the
equality in (5.11) (by using the pullback formulas for (dual cones of) tangent cones
from Chapter 2).
Lemma 5.6. Let the TCQ (for the stratified NLSDP) be fulfilled at x. Then x is
a BS-stationary point if and only if x is a first-order optimal point of the stratified
NLSDP (5.9).
Proof. We utilize the pullback formulas from Chapter 2: Since the TCQ is fulfilled
it follows that ∇g(x)(T ∗g(x)Z) is equal to the dual cone T ∗x M . This applies analo-
gously to the reduced NLSDP in (5.6): Since the mapping S from (5.5) can be ob-
tained from inserting the mapping G into the diffeomorphism in (5.10)—which de-
scribes the active stratum—we have that due to the TCQ also DS(x)(Rn) = SM−r.
The pullback formulas from Chapter 2 (cf. Lemma 2.14) are also applicable to the
matrix-valued mapping x˜ 7→ S(x˜), which implies that
T ∗x M =
[(T ∗S(x)KM−r ) •DS(x)]⊤ .
Since S(x) = 0 ∈ SM−r and we have that the cone T ∗S(x)KM−r is given by T ∗0 KM−r .
Since T0KM−r = KM−r and, moreover, the cone is self-dual we have that the
right-hand side is given by all vectors [ω • DS(x)]⊤, where ω ∈ KM−r . We con-
clude that the first-order optimality of the stratified NLSDP is equivalent to the
BS-stationarity of the reduced NLSDP (and, hence, also to the BS-stationarity of
the original problem). 
Now we are ready to express the nondegeneracy of first-order optimal points (from
Chapter 2) of the stratified NLSDP in term of the reduced NLSDP.
Lemma 5.7 (Nondegeneracy for the Reduced NLSDP). The point x ∈ M is a
nondegenerate first-order optimal point of the stratified NLSDP (5.9) if and only
if we have:
(i) DS(x)(Rn) = SM−r.
(ii) ω ≻ 0, where ω is the uniquely determined multiplier matrix.
(iii) W⊤D2xxL
loc(x, ω)W is nonsingular, where the columns of W are a basis of
the kernel of the linear mapping DS(x) : Rn → SM−r.
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Proof. For (i) and (ii) see the proof of Lemma 5.7. The condition (iii) is equivalent
to the corresponding condition of a nondegenerate first-order optimal point, since
Lloc coincides with the local Lagrangians in the image space of (·)vec, and the
matrix W is the same. 
Lemma 5.8 (Nondegeneracy for the BS-Assumptions). The point x ∈ M is a
nondegenerate first-order optimal point of the stratified NLSDP (5.9) if and only
if the conditions (BS1), (BS2), and (BS3) are fulfilled.
Proof. We have to show that (BS1)–(BS3) are equivalent to the conditions (i)–(iii)
from the definition of a nondegenerate first-order optimal point. With the same
arguments as in the proof of Lemma 5.7 it follows that (BS1) together with (BS2)
is equivalent to (i) and (ii). Lemma 5.2 gives that under (BS1) and (BS2) we
have that (BS3) is equivalent to the second-order growth condition. Now using
Lemma 2.39 we have that (under (i) and (ii)) the second-order growth condition
is equivalent to (iii). This completes the proof. 
Remark 5.9 (Nondegeneracy is Generic). From the results of Chapter 4 it follows
that for a C2s -dense and C
2
2 -open set of problem data we have that each first-order
optimal point of the stratified NLSDP is nondegenerate (cf. Corollary 4.26). Thus,
in view of the latter two lemmata, it follows that the BS conditions (BS1)–(BS3)
for both the original and the reduced NLSDP are generic.
Remark 5.10 (Regularity of a Kojima-type Mapping for NLSDP). Let the pro-
jection to the (convex) cone of positive semidefinite matrices KM ⊂ SM be given
by (·)+ : SM → KM . With this it follows [47] that x ∈ Rn is a BS-stationary point
if and only if there exists Γ ∈ SM such that we have:
F(x,Γ) :=
( ∇f(x)− (Γ+ •DG(x))⊤
G(x) + Γ−
)
= 0 ∈ Rn × SM
The mapping F is a generalization of the so-called Kojima function which has
been introduced in [88] for the characterization of Karush–Kuhn–Tucker points of
Nonlinear Programs. The characterization of stationary points of the NLSDP as
zeros of the Lipschitz continuous mapping F allows it to analyze the stability of
stationary points by applying techniques from generalized differentiation [47]. From
[97] it follows that the projection mapping (·)+ is differentiable at (x,Γ) if and only
if Γ is nonsingular. This implies directly that under the complementarity condition
(at x) in (BS2) we have that F is is differentiable at (x,Γ). From the results in
[122] it follows that if, additionally, the assumptions (BS1) and (BS3) are fulfilled,
then DF(x,Γ) is regular, i.e., the mapping DF(x,Γ): Rn × SM → Rn × SM is
an isomorphism. It follows that—given a starting point (x0,Γ0) close to (x,Γ)—
we can apply Newton’s method to the equation F = 0 for a fast local search of
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solutions of the NLSDP. Then again, the crucial question is, for practical purposes
(in connection with so-called “SQP-type methods”, see Section 5.5), how to obtain
Γ0 for a given x0 (sufficiently close to the solution x).
5.4 A Nonsmooth Formulation of the NLSDP
Due to the definition of the NLSDP a point x is feasible if and only if G(x) is pos-
itive semidefinite. The latter is equivalent to the fact that the smallest eigenvalue
of G(x) is greater of equal to zero. Hence, we have the following representation
for the feasible set M :
M = {x ∈ Rn | λmin(G(x)) ≥ 0},
where λmin(G(x)) denotes the smallest eigenvalue of the matrix G(x). In the
following we also write λmin(x) instead of λmin(G(x)). With this the following
Nonlinear Program—with one nonsmooth inequality constraint—is equivalent to
the NLSDP:
min
x∈Rn
f(x) s.t. λmin(x) ≥ 0
Since the minimal eigenvalue λmin is a Lipschitz continuous function [15] it is possi-
ble to apply results from nonsmooth analysis (see, e.g., [15, 86, 102]). We proceed
by exemplarily utilizing Clarke’s subgradient calculus [15]. We introduce Clarke’s
generalized Jacobian. Therefor let F : RN1 → RN2 be a Lipschitz continuous map-
ping and let ΩF ⊂ RN1 be the set of points where F is not differentiable. Then
Clarke’s generalized Jacobian ∂F (x) of F at x ∈ RN1 is defined as follows:
∂F (x) := conv
{
V ∈ RN2×N1 | ∃xk → x, xk 6∈ ΩF , DF (xk)→ V }
In [15] Clarke presented an explicit formula for the generalized Jacobian ∂λmin(x)
of the minimal eigenvalue function. In order to present the formula we introduce
some notation. LetQ be an orthogonal matrix—i.e., Q⊤Q = Id—with the property
that Q⊤G(x)Q = Λ, where Λ is a diagonal matrix with the eigenvalues λ1 ≥ λ2 ≥
· · · ≥ λM of the matrixG(x) as entries. Moreover, letR ∈ N denote the multiplicity
of the smallest eigenvalue. Finally, let ∂iG(x) denote the partial derivative of G
w.r.t. the ith component (evaluated at x). Then we have [15]:
∂λmin(x) = conv


〈
Q⊤∂1G(x)Qw,w
〉
...〈
Q⊤∂nG(x)Qw,w
〉

⊤ ∣∣∣∣∣∣∣ w ∈ SM−1 ∩ {0}M−R × RR

(5.12)
With this formula at hand we are able to show the following.
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Lemma 5.11. Let x ∈M be given and let the TCQ (w.r.t. the stratified NLSDP)
be fulfilled at x. Then we have that 0 6∈ ∂λmin(x).
Proof. With the the arguments as in Section 5.2 one can show—using the Schur
complement, and assuming that w.l.o.g. G(x) has the same block structure as in
(5.4)—that for x˜ close to x we have: Id 0
−B(x˜)⊤A(x˜)−1 Id

︸ ︷︷ ︸
=:R(x˜)⊤
·G(x˜) ·
 Id −A(x˜)−1B(x˜)
0 Id

︸ ︷︷ ︸
=R(x˜)
=
 A(x˜) 0
0 S(x˜)

(5.13)
For x˜ close to x we can find a matrix (depending smoothly on x˜) of the type
V (x˜) =
 V1(x˜) 0
V2(x˜) T (x˜)
 ,
such that R(x˜)V (x˜) is orthogonal, T (x˜) is nonsingular, and, moreover,
V (x˜)⊤R(x˜)⊤G(x˜)R(x˜)V (x˜)
is a diagonal matrix. Using the equality in (5.13) we find that the latter diagonal
matrix has the form V1(x˜)⊤A(x˜)V1(x˜) + V2(x˜)⊤S(x˜)V2(x˜) V2(x˜)⊤S(x˜)T (x˜)
T (x˜)⊤S(x˜)V2(x˜) T (x˜)
⊤S(x˜)T (x˜)
 .
Since the Schur complement S(x) vanishes (at x) and, moreover, G(x) is positive
definite, we have that (locally around x) the minimal eigenvalue of T (x˜)⊤S(x˜)T (x˜)
is equal to the minimal eigenvalue of the (original) matrix G(x˜), i.e., we have in
particular that ∂λmin(x) is given by ∂λmin(S˜(x)), where we set for x˜ close to x:
S˜(x˜) := T (x˜)⊤S(x˜)T (x˜)
This means that from now on we calculate ∂λmin(S˜(x)). We calculate (note that
S(x) vanishes):
DS˜(x) = DT (x)⊤S(x)T (x) + T (x)⊤DS(x)T (x) + T (x)⊤S(x)DT (x) =
T (x)⊤DS(x)T (x)
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Since the TCQ is fulfilled at x we have that DS(x) has full rank, and together with
the fact that T (x) is nonsingular we find that DS˜(x) has full rank. This implies
that S˜(x˜) can be taken as new coordinates. Since the assertion of the theorem
is independent of smooth local coordinate transformations we can assume w.l.o.g.
that for x˜ close to x we have:
S˜(x˜) =

x˜1 x˜2 x˜3 · · · x˜a
x˜2 x˜a+1 x˜a+2 · · · x˜b
x˜3 x˜a+2 x˜b+1 · · · x˜c
...
...
. . .
x˜a x˜b x˜c

(5.14)
Now we apply the formula in (5.12)—with S˜ in the role of G. We find that (since
S˜(x) = 0) we have that Q = Id and, therefore
∂λmin(S˜(x)) = conv


〈
∂1S˜(x)w,w
〉
...〈
∂σ(M−r)S˜(x)w,w
〉

⊤
∣∣∣∣∣∣∣∣∣∣∣
w ∈ S(M−r)−1 ⊂ RM−r
︸ ︷︷ ︸
=:D
.
(5.15)
Now we assume that 0 ∈ ∂λmin(S˜(x)). Due to Carathe´odory’s theorem this means
that there exist nonnegative reals β1, . . . , βσ(M−r)+1 such that 0 =
∑σ(M−r)+1
i=1 βivi,
where for each 1 ≤ i ≤ σ(M − r) + 1 we have that vi is an element from the set D
in (5.15), i.e.:
vi =

〈
∂1S˜(x)w
(i), w(i)
〉
...〈
∂σ(M−r)S˜(x)w
(i), w(i)
〉

⊤
, w(i) ∈ S(M−r)−1
We only consider the components 〈∂jS˜(x)w(i), w(i)〉 of the vector vi with the prop-
erty that j corresponds to one of the diagonal entries of S˜(x˜) in (5.14), i.e., j is one
of the elements 1, a + 1, b+ 1, c + 1, . . .. Now we consider only these components
in 0 =
∑σ(M−r)+1
i=1 βivi. A short moment of reflection shows that for such an j we
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have: 〈∂jS˜(x)w(i), w(i)〉 = (w(i)j )2. Now we only consider the these components j
in (the system of equations) 0 =
∑σ(M−r)+1
i=1 βivi. This implies the following:
R
M−r ∋ 0 =
σ(M−r)+1∑
i=1
βi ·

(w
(i)
1 )
2
...
(w
(i)
M−r)
2

But this is a contradiction. We conclude that 0 6∈ ∂λmin(S˜(x)) and, hence, also
0 6∈ ∂λmin(x). 
The fact that 0 6∈ ∂λmin(x), i.e., ∂λmin(x) is regular in the sense of Clarke makes
Clarke’s implicit function theorem [15] applicable . To be precise: Locally around x
the value λmin(x˜) can be taken as a new (Lipschitz continuous) coordinate. Since
λmin(x˜) ≥ 0 characterizes the feasible set, we have that M locally is Lipschitz-
homeomorphic to R≥ × Rn−1. Note that in case that λmin(x) > 0, i.e., G(x) is
positive definite we have that the NLSDP locally is unconstrained and, hence,
the feasible set is locally diffeomorphic to Rn. This characterization of the local
homeomorphism type of the feasible set is the content of the following corollary.
Corollary 5.12 (Local Lipschitz Homeomorphism Type of the Feasible Set). Let
x ∈M be given and let the TCQ be fulfilled at x. If λmin(x) = 0, i.e., the constraint
λmin is active, then M is locally Lipschitz-homeomorphic to R≥×Rn−1. If, on the
other hand, λmin(x) > 0, i.e., the constraint λmin is inactive, then M is locally
diffeomorphic to Rn.
Remark 5.13. In the book of Clarke [15] one can also find a “Lagrange multiplier
rule” which provides necessary optimality conditions for general (in-)equality con-
strained optimization problems where the involved functions are Lipschitz continu-
ous. Therefore, the regularity condition from Lemma 5.11—under the TCQ—can
also be utilized in this setting.
Explicit Representation of λmin
We exemplify the geometry of the cone of positive semidefinite matrices and the
behavior of the λmin function with the help of an example. We consider the
following explicitly given NLSDP:
min
x∈R3
f(x) s.t. G(x) =
(
x1 x2
x2 x3
)
 0
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In this case the functions of both eigenvalues λ1, λ2 (depending on x) are given by
λ1,2(x) =
x1 + x3
2
±
√
x22 +
(
x1 − x3
2
)2
,
which means that the smallest eigenvalue λmin(x) is given by
λmin(x) =
x1 + x3
2
−
√
x22 +
(
x1 − x3
2
)2
.
Now we have the following representation for the feasible set M :
M =
x ∈ Rn
∣∣∣∣∣∣ x1 + x32 ≥
√
x22 +
(
x1 − x3
2
)2
It follows that λmin is not differentiable if and only if x2 = 0 and x1 = x3. In new
(linear) coordinates (a, b, c) ∈ R3 where we set a = x2, b = x1−x3, and c = x1+x3
the equation λmin(x) ≥ 0 transforms to the following inequality:
c ≥
√
a2 + b2
This set in R3 is known as the second-order or Lorentz or “ice cream” cone and is
depicted in Figure 5.1. In new coordinates λmin is not differentiable if and only
if a = b = 0, which corresponds to the fact that both eigenvalues coincide. The
set a = b = 0 is a 1-dimensional linear space through the center of the cone. Thus,
the function λmin is, in particular, not differentiable at the origin a = b = c = 0.
At this point the cone is indeed only Lipschitz homeomorphic to R≥ ×R2, and at
the other boundary points the cone is even diffeomorphic to R≥ × R2. Note, that
the latter property is not covered by Corollary 5.12.
(0, 0, 0)
a
b
c
Figure 5.1: The “ice cream cone” in R3
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5.5 Some Remarks on SQP Approaches
We briefly recall the main developments of SQP methods for NLSDP, and we
indicate the role of the reduced NLSDP (5.6) in this context. Sequential Quadratic
Programming (SQP) was introduced in the late 1970s as an iterative solution
algorithm for Nonlinear Programs [10]. The basic idea of is to approximate the
given NLP at a current iterate xk by an “easier” problem Qk, which is defined
first and second-order Taylor expansions of the involved functions. Then, the next
iterate xk+1 is defined as xk+1 = xk + y⋆, where y⋆ ∈ Rn is the solution of the
approximated problem Qk. Under reasonable assumption (at a solution x
⋆) it
follows that the sequence (xk), which is generated by the SQP method, converges
to the solution x⋆ at a superlinear/quadratic rate.
The formulation of a SQP method for NLSDP is straightforward. Here, an approx-
imation at an iterate xk looks as follows:
Qk : min
y∈Rn
1
2
y⊤Qy + b⊤y s.t. Cy +D  0,
where A = D2f(xk), b = Df(xk), C = DG(xk), D = G(xk). That means that the
problem Qk is a quadratic/linear approximation of the NLSDP at x
k. In [38] a first
convergence result for this SQP method for NLSDP was given. The assumptions
being imposed in [38] imply, in particular, that at the solution x⋆ we have that
DG(x⋆) has full rank. (5.16)
This is equivalent to the fact that Dg(x⋆) of the stratified NLSDP in (5.9) has full
rank which is a very strong assumption, and is in general (generically) not fulfilled.
In [45] a convergence result under reasonable assumptions (basically (BS1), (BS2),
and the second-order growth condition) has been proven. However, as remarked
in [45, Section 9] the method proposed therein only lead to linear convergence in
practice. This comes from the fact that the conic subproblems Qk are in general
not convex and, thus, the matrix Q has to be projected onto the cone of positive
semidefinite matrices—we say that the subproblems Qk have to be “convexified“.
This effect (that convexifying the subproblems leads to linear convergence rates)
was analyzed in [19] and it was shown that, even in a general setting, where the
matrices Qk are approximated by arbitrary sequences, only linear convergence
rates can be expected. However, the SQP method for NLSDP is still widely used,
and the research on it remains active; recently globalized versions of the SQP
method have been developed [16, 50].
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The Role of the Reduced NLSDP w.r.t. ”Active Set Identification“
It turns out, that the SQP method from [38]—applied to the reduced NLSDP
(5.6)—is suitable for the local search of a stationary point (or local minimizer)
x ∈M at a quadratic rate. As a matter of fact, in case of the reduced NLSDP, the
assumption in (5.16) can be justified as follows. For generic NLSDPs we have (cf.
Remark 5.9 and Lemmata 5.2 and 5.7) that the stationary point x is nondegenerate
and, thus, DS(x)(Rn) = SM−r, i.e.,
DS(x) has full rank,
where S is the Schur complement mapping from (5.5). Since the NLSDP is locally
equivalent to the reduced NLSDP (5.6), it follows that the SQP method from [38]
can be applied to the reduced NLSDP in order to find the stationary point x.
Unfortunately, we assumed that w.l.o.g. (after a rearrangement of variables) the
matrix G(x) has the block structure in (5.4), which was necessary for the reformu-
lation of the NLSDP to the reduced NLSDP. However, it is sufficient, to know the
rank of the matrix G(x) at the solution x. We conclude that the identification of
the ”block structure“ is equivalent to the identification of the active stratum SMr ,
0 ≤ r ≤M , such that G(x) ∈ SMr . Since the stratification Z which we introduced
for the definition of the stratified NLSDP originates from the stratification of the
matrices w.r.t. the rank, it becomes equivalent to identifying the active stratum
X ∈ Z at the solution x.
The same question also arises in Nonlinear Programming, whenever inequality con-
straints are involved. Here, the analog question is, which inequality constraints
will be active at the (yet unknown) solution. However, in case of Nonlinear Pro-
gramming, there exist accurate methods for such ”active set identifications“ un-
der reasonable assumptions, which are, in particular, useful for SQP approaches
[32, 107].
In the case of NLSDP it is not clear, how the active stratum X ∈ Z can be
identified accurately. We point out that, under the nondegeneracy assumption,
the fact that a given point x ∈ M is stationary corresponds to the transverse
intersection of the jet mapping j : Rn ∋ x 7→ (Df(x), G(x), DG(x)) with a certain
manifoldM in the jet space (cf. Chapter 4). Hence, if a starting point x0 ∈ Rn is
sufficiently close to the solution x, then the active stratum X can be obtained by
a (locally unique) projection of the jet data j(x0) onto the manifold M.
Since the Kojima function F for NLSDP (cf. Remark 5.10) characterizes the
stationarity, we claim, that the identification of the active stratum in NLSDP is
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equivalent to the following problem:
find Γ0 ∈ ArgminΓ∈SM
∥∥∥∥ ∇f(x0)− (Γ+ •DG(x0))⊤G(x0) + Γ−
∥∥∥∥2 =: Res(x0), (5.17)
where x0 ∈ Rn is a given starting point. The fact that the projection to the
corresponding manifold is locally unique now corresponds to the fact that the
mapping Rn ∋ x0 7→ Res(x0), which is in general set-valued, is locally (around the
solution x) single-valued and, moreover, continuous.
However, in order to solve the global optimization problem in (5.17), it is, in
particular, necessary to solve the following projection problem. Given a pair of
matrices (A1, A2) ∈ SM × SM , find a global minimizer of
min
(Ω1,Ω2)∈CM
‖(Ω1,Ω2)− (A1, A2)‖2,
where CM denotes the complementarity set4 in SM × SM , and is given by
CM := {(Ω1,Ω2) ∈ SM × SM |Ω1,Ω2  0, Ω1 • Ω2 = 0}.
The study of this problem and its relation to the active set identification in NLSDP
is the subject of future research.
Remark 5.14 (On Partly Smooth Sets). In [93] the concept of partly smooth
sets (w.r.t. a given manifold) in the context of the cone of positive semidefinite
matrices was mentioned. Partly smoothness describes the identification of active
sets (manifolds within a given set) in an abstract way. In case of NLSDP, it turns
out that under reasonable assumptions the active set does not change when the
problem is perturbed.
4Note, that the image of SM ∋ Γ 7→ (Γ+,−Γ−) is equal to the complementarity set CM .
Chapter 6
Critical Point Theory for MPVC
We study Mathematical Programs with Vanishing Constraints (MPVCs) from a
topological point of view. An MPVC is given as follows:
min
x∈Rn
f(x) s.t. g(x) ∈ ZMPVC := {0}p1 × Rp2≥ × Vp3 ,
where p1, p2, p3 ∈ N, and V ⊂ R2 is the typical vanishing constraints’ set is given
by all points (a, b) ∈ R2 with the property that a ≥ 0 and ab ≤ 0. We define the
notion of T-stationarity for MPVCs and show that the T-stationary points are
topologically relevant for MPVCs. To be precise, we show two classical theorems
from Morse Theory namely the Deformation Theorem and the Cell Attachment
Theorem. Both theorems describe (the change of) topological properties of lower
level sets Ma = {x ∈ M | f(x) ≤ a} for varying a ∈ R, where M ⊂ Rn is the set
of feasible points of the MPVC. The two classical results state that, generically,
the (local) topology of Ma changes if and only if a ∈ R passes a critical value, i.e.,
a value c ∈ R such that a T-stationary point x ∈ M with f(x) = c exists. The
presented results help to understand the role of (local) minimizers and (generaliza-
tions of) saddle points w.r.t. global properties of the MPVC and, hence, have and
impact on global optimization theory. In the end we discuss different stationar-
ity concepts for MPVC. Furthermore, we introduce a Kojima-type mapping with
nice properties for the characterization of T-stationary points. The results in this
chapter are based on joint work with Vladimir Shikhman and Oliver Stein.
Outline of this Chapter
In Section 6.1 we explain the main ideas from Morse Theory and explain how they
can be applied to optimization problems. Furthermore, we recall some needed
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definitions from topology. Section 6.2 starts with a motivation of the MPVC
problem class by giving a typical application in truss topology optimization. Then,
in Section 6.2.1, we introduce the notion of T-stationarity and in Section 6.2.2 we
prove the main results on the topological relevance of T-stationary points. Section
6.3 is devoted to a discussion of different stationarity concepts for MPVC. In
Section 6.3.1 we introduce a Kojima-type mapping—as a generalization of the
Kojima function for NLPs—for the characterization of T-stationary points. In
Section 6.3.2, we recall different stationarity concepts for MPVC from the literature
and comment on their qualitative properties.
Related Work
The theory on optimality conditions, sensitivity analysis, and solution algorithms
for MPVCs is quite advanced. We refer to [1, 61, 62, 63, 65, 66]. In [77] and [78]
a critical point theory for Mathematical Programs with Complementarity Con-
straints (MPCCs) and disjunctive optimization was established. These results are
analog to our results for the MPVC problem class. For the case of Nonlinear
Programming the corresponding results can be found in [73]. A general approach
to Morse Theory for stratified sets is presented in [51]. But since the setting
which has been considered therein is much more general the results are weaker (cf.
Remark 6.2).
6.1 Preliminaries for Critical Point Theory
In Morse Theory [100] the change of topological invariants of lower level sets
Ma := {x ∈M|F (x) ≤ a}
when a ∈ R passes a critical level c ∈ R is analyzed. In the classical setting
F : RN → R is a smooth function and M ⊂ RN is a smooth manifold. A point
x¯ ∈ M with F (x¯) = c is said to be critical iff Mc+ε has (locally) a different
homotopy type than Mc−ε for all ε > 0 sufficiently small. So in other words the
point x¯ is not critical if the homotopy type of the lower level set does not change;
roughly speaking one can say that in the latter case the sets Mc+ε and Mc−ε
can be “deformed” into each other in a continuous way (for details see the exact
definition below). If x¯ is critical, then the topological properties of the lower level
sets change when passing from M c−ε to M c+ε. A way to describe the change
of these sets mathematically is via an attachment of a certain topological space.
Typically a so-called k-cell (a k-dimensional closed unit ball) is attached and, in
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this special case, the dimension k is the so-called index of the critical point x¯.
In this sense the index characterizes the topological properties of the considered
(critical) point. For the exact topological definitions of this attachment process we
refer to the end of this section.
The concepts of Morse Theory can directly be transferred to the context of opti-
mization. Indeed, the definition of a critical point does not depend on the man-
ifold structure of M. So it is straightforward to replace the manifold M by a
general feasible set M of an optimization problem. In this setting the typical goal
is to derive first-order characterizations—under some additional nondegeneracy
assumptions—of critical points (see, e.g., [73]). In case of Nonlinear Program-
ming these (nondegenerate) critical points are exactly the (nondegenerate) KKT
points. So in this case we have a characterization of topologically critical points
under reasonable assumptions [73]. Although for the special case of Nonlinear
Programming the notions of topologically critical points and first-order optimal
points (KKT points, see Chapter 2) are the same this does not hold true in gen-
eral, anymore. For Mathematical Programs with Complementarity Constraints,
for instance, it has been shown that the so-called C-stationary points are the topo-
logically critical points [77], whereas S-stationary points are the first-order optimal
points [117].
On the Relation to Global Optimization
A direct application of the local concepts from Morse Theory to global optimization
is the following. Suppose that the feasible set M is compact, connected, that a
suitable constraint qualification holds, and that all critical points are nondegener-
ate with pairwise different functional values. Then, passing a level corresponding
to a local minimizer, a connected component of the lower level set is created. Dif-
ferent components can only be connected by attaching 1-cells, which means that
the components can only be “glued together” by “inserting” a special topological
space (see the exact definitions below). This shows the existence of at least (l− 1)
critical points with index equal to one, where l is the number of local minimizers.
This issue is closely related to the global aspects of optimization theory, in partic-
ular, to the existence of 0− 1 − 0 and 0− n− 0 graphs. The latter connect local
minimizers with stationary points having index equal to one, respectively, with
local maximizers via so-called transition points. In the case of Nonlinear Program-
ming we refer to [42, 73]. In this sense the local topological properties lead to a
global understanding of the optimization problem and lead to existence of both
(local) minimizers and transition points connecting them.
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Homotopy (Equivalence)
We recall some topological concepts which will be needed in the following. Therefor
let A and B be topological spaces. Moreover, let h1, h2 : A→ B be two continuous
mappings. We say that h1 and h2 are homotopic (we write h1 ≃ h2) iff there exists
a continuous homotopy mapping H : [0, 1]×A→ B such that A ∋ x 7→ H(0, x) is
equal to h1 and A ∋ x 7→ H(1, x) is equal to h2. We say that the two topologi-
cal spaces A and B are homotopy equivalent iff there exist continuous mappings
h : A→ B and g : B → A such that we have:
g ◦ h ≃ idA and h ◦ g ≃ idB,
where idA, idB are the identity mappings on A, B, respectively. A homotopy type
is an equivalence class of the homotopy equivalence relation.
(Strong) Deformation Retract
A stronger notion than homotopy equivalence can be formulated for the case that
one set can be “deformed“ continuously into a subset (of in the same topological
space). Therefor let X be a topological space and let A ⊂ X be endowed with
the relative topology induced by X . Moreover let i : A → X be the inclusion
mapping with i(a) = a for all a ∈ A. We say that A is a deformation retract
of X iff there exists a continuous mapping d : X → A such that d ◦ i = idA and
moreover i◦d ≃ idX . We say that A is a strong deformation retract of X iff A is a
deformation retract of X and, moreover, the homotopy mapping H for d ◦ i ≃ idX
can be chosen such that for each t ∈ [0, 1] we have that A ∈ x 7→ H(t, x) = idA,
that is, the set A does not get changed by the homotopy.
Cell Attachment
In order to introduce the cell attachment procedure we need the notion of a topo-
logical quotient space. Therefor let X be a topological space and let ∼ be an
equivalence relation on X . The quotient space Y = X/ ∼ is defined to be the set
of all equivalence classes on X together with the following topology: A subset of
Y ⊂ Y is defined to be open iff the union of elements (sets) in Y is open in X . Now
we explain how a topological space B can be ”attached“ to another topological
space A. Therefor let B′ ⊂ B and let F : B′ → A be a continuous map. Via the
mapping F the set B can be attached on A, where B′ can be seen as the ”contact
set“ in B. Let ∼ be the equivalence relation on the topological sum B ∪ A with
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b′ ∼ f(b′) for all b′ ∈ B′. Now the quotient space (B ∪ A)/ ∼ is said to be an
attachment of B on A and is denoted by B ∪F A.
Now we are ready to describe how a q-cell is attached to a topological space T .
For k ∈ N let Dk := {x ∈ Rk | ‖x‖ ≤ 1} denote the closed unit ball in Rk.
Consequently the unit sphere Sk−1 ⊂ Rk is the boundary of Dk. Let Φ: Sk−1 → T
be a continuous mapping. Then the topological space Dk∪ΦT is said to be a k-cell
attachment on T via Φ.
6.2 Critical Point Theory for MPVC
The Mathematical Program with Vanishing Constraints (MPVC) was introduced
for the optimization of so-called truss topologies [2]. A truss topology consists of
a finite number of realizations of potential bars Bi, i ∈ I, which are defined by
the coordinates of their end nodes, and which are realized by choosing parameters
Ai ∈ [0, 1], i ∈ I, for the sectional cross area. The objective of the optimization
process is to minimize the needed material (sum of cross sections times length)
under the constraint that certain external loads can be applied without causing a
failure of the structure. The crucial fact is that if a cross section Bi is existent,
that is, Ai > 0, then certain maximal stress constraints Si ≤ Smaxi ”get active“,
which in case that the bar Bi does not exist, that is, Ai = 0 would not appear as
constraints at all. A re-parametrization leads to the following set V which models
the possibilities for a cross section area A and the corresponding stress value S:
{(A,S) ∈ R2 |A = 0 or A > 0, S ≤ 0} (6.1)
Note that is A = 0, then the constraint S ≤ 0 is inactive or ”vanishes“. The
set in (6.1) can equivalently be described by the set V which contains all pairs
(a, b) ∈ R2 with the property that a ≥ 0 and ab ≤ 0. Since also (in-)equality
constraints may appear in the formulation of the truss topology optimization we
come to the following mathematical abstraction of this problem:
min
x∈Rn
f(x) s.t. g(x) ∈ ZMPVC := {0}p1 × Rp2≥ × Vp3 (6.2)
Remark 6.1. From a mathematical point of view the appearance of V as a factor
in the constraint set is interesting. The set V is not a Lipschitz manifold, but a set
which is ”glued together“ by manifold pieces of different dimensions. Therefore, it
is not possible to characterize it as a zero set of a (regular) nonsmooth mapping, as
it is the case for MPCCs [77]. However, the topological ideas from this chapter are
still applicable since they merely depend on topological properties and, therefore,
are independent of the description of the constraint set – see also Section 6.3.2.
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6.2.1 T-Stationary Points
For motivational reasons we consider the following ”toy example“ of an MPVC,
where only one vanishing constraint is given and, moreover, g equals the identity
mapping:
min
(x,y)∈R2
f(x, y) s.t. (x, y) ∈ V =M
We give some examples on how the lower level sets change for some concrete
functions f . Since outside the point (0, 0) ∈ V the set V can be described by
(in-)equalities, we only consider the origin (as a potential critical point, where the
homotopy type of the lower level set changes). We set
f1(x, y) := x+ y, f2(x, y) := −x − y = −f1(x, y).
In Figure 6.1 one sees the feasible set M with special level sets of f1 and f2 for a
given ε > 0. We use the points A, B, and C as reference points in the following
figures. For i = 1, 2 we write M [fi]
ε
−ε and M [fi]
ε to indicate the dependence of
the level sets on f1 and f2, where M [fi]
ε
−ε = {(x, y) ∈ M | − ε ≤ fi(x, y) ≤ ε}.
Considering the function f1 we find that the (lower) lower level set M [f1]
−ε is a
A
B
C
{f1 = ε} = {f2 = −ε}
{f1 = −ε} = {f2 = ε}
Figure 6.1: MPVC feasible set
strong deformation retract of the (upper) lower level set M [f1]
ε (see Figure 6.2).
This means that M [f1]
ε
−ε does not contain any critical point. In case of the func-
tion f2 we have that the lower level set M [f2]
ε can be obtained from M [f2]
−ε by
attaching a 1-cell (or an interval) (see Figure 6.3). Hence, the homotopy type of
the lower level set changes when passing the level f2(0, 0) and, thus, the point
(0, 0) is critical. The same effect can also occur for functions f : R2 → R with
the property that ∇f(0, 0) is an arbitrary element of the lower left quadrant
{(c, d) ∈ R2 | c ≤ 0, d ≤ 0}. Another critical situation can occur when ∇f(0, 0)
points in the x-direction, that is, ∇f(0, 0) = (α, 0), α > 0. In this case it might
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A M [f1]
−ε C
A
M [f1]
ε
Figure 6.2: Deformation of lower level sets
B
C
M [f2]
−ε
∼= Interval
A
M [f2]
ε
Figure 6.3: 1-cell attachment
happen that the lower level set M−ε is empty. Thus a component of the feasible
set is created when passing the level of the critical point (0, 0). We define the
following set of ”critical directions“ for the gradient ∇f(0, 0):
T := {(c, d) ∈ R2 | d ≤ 0, cd ≥ 0}
One easily verifies that for all functions f : R2 → R with ∇f(0, 0) 6∈ T the point
(0, 0) is not critical. As a matter of fact, we will show in the following that the
(first-order) critical points (at (0, 0)) are actually characterized by the set T.
Remark 6.2. In [51] Goresky & MacPherson presented a ”Stratified Morse the-
ory“ for general stratified sets. The main result therein states that the Morse data,
that is, the topological space which is attached when passing a (critical) level, can be
decomposed into normal- and tangential Morse data. The tangential Morse data
are determined by the quadratic index which is known from the classical Morse
theory, whereas the normal Morse data contain the (nontrivial) local information
about the stratified set. However, the characterization of the topological type of the
normal Morse data for the concrete (stratified) set ZMPVC—which is the content
of this section—remains open.
Now we want to transfer our insights from the ”toy example“ to the general MPVC.
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This will be done by defining a set-valued mapping which maps points from the con-
straint set to ”critical directions“. Due to the product structure of the constraint
set Z = ZMPVC this is straightforward. First we define a set-valued mapping
C(·)V : V⇒ R2 for the factors V in ZMPVC: For (a, b) ∈ V we set
C(a,b)V :=
{ T ∗(a,b)V if (a, b) 6= (0, 0),
T else,
(6.3)
where T ∗(a,b)V is the dual of the Bouligand tangent cone of the set V at (a, b).
Remark 6.3. The definition of C(·)V is motivated by the fact that outside the point
(0, 0) in V the set V can be described by (in-)equalities and, hence, the notion of
critical points can be obtained from already known results from Nonlinear Program-
ming. Since in case of NLPs the (first-order) critical points are given by the KKT
points [73], we can model this by using the dual of the Bouligand tangent cone in
the definition of C(·)V
We split the constraint set Z into an NLP part and the MPVC specific part as
follows:
Z = {0}p1 × Rp2≥︸ ︷︷ ︸
=:ZNLP
×Vp3
Now we define a set-valued mapping ST(·)Z : Z ⇒ Rm. For z ∈ Z we define
STz Z := T ∗v (ZNLP)×
p3∏
i=1
C(ai,bi)V,
where z = (v, w) ∈ ZNLP×Vp3 with w = ((a1, b1), . . . , (ap3, bp3)). With this we are
able to introduce the notion of T-stationarity as a first-order characterization of
critical points for MPVC.
Definition 6.4 (T-Stationary Point). Let x ∈ M be given. We say that x is a
T-stationary point iff we have
∇f(x) ∈ ∇g(x) (STg(x)Z) (6.4)
MPVC as a Stratified Optimization Problem
The notion of T-stationarity can be seen as a special case of ST-stationarity in the
sense of Chapter 4. In order to apply the results on nondegeneracy of general sta-
tionarity concepts (from Chapter 4) we introduce a stratification of the constraint
set ZNLP×Vp3 . Therefor we first stratify the vanishing constraint set V as follows:
V := {{(0, 0)}, {a = 0, b > 0}, {a > 0, b = 0}, {a = 0, b < 0}, {a > 0, b < 0}}
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With this we can stratify the MPVC constraint set ZMPVC by means of the following
product stratification:
Z := ZMPVC :=
{{0}}p1 × {{0},R≥}p2 × Vp3 (6.5)
We introduce a stratified MPVC which is equivalent to the MPVC in (6.2):
min
x∈Rn
f(x) s.t. g(x) ∈
⋃
S∈ZMPVC
S (6.6)
It follows that for generic problem instances we have that all ST-stationary points
are nondegenerate (in the sense of Chapter 4). In the next section we characterize
this general notion of nondegeneracy for the special case of an MPVC which yields
a generic nondegeneracy property under which we can show that T-stationary
points are a characterization of critical points.
Corollary 6.5 (Nondegeneracy of T-Stationary Points is Generic). There exists
a C2s -dense and C
2
s -open subset P⋆ ⊂ C2(Rn)×C2(Rn,Rm) of data functions such
that for each problem instance (f, g) ∈ P⋆ we have that each T-stationary point of
the MPVC is nondegenerate (as a ST-stationary point).
Proof. The (semialgebraic) Whitney regular stratified set (Z,Z) together with the
set-valued mapping ST(·)Z (which clearly has a semialgebraic graph) is a stationarity
concept in the sense of Definition 4.4. Thus we can apply Theorem 4.21 which
yields the assertion. 
Reformulations: The Common MPVC Notation
A far more common way to formulate the T-stationarity condition at x ∈ M is to
use a multiplier vector Λ ∈ STg(x)(ZMPVC). In this case the T-regularity condition
is equivalent to the fact that a multiplier vector Λ with ∇f(x) = ∑mi=1 Λi∇gi(x)
exists. Furthermore, most authors divide the constraint mapping g into several
constraint mappings each of which corresponds to a certain type of constraint. In
this manner write the vector g = (g1, . . . , gm) of constraint functions as follows:
g1, . . . , gp1︸ ︷︷ ︸
h1,...,hp1
, gp1+1, . . . , gp1+p2︸ ︷︷ ︸
g˜1,...,g˜p2
, gp1+p2+1, gp1+p2+2, . . . , gm−1, gm︸ ︷︷ ︸
(H1,G1),...,(Hp3 ,Gp3)
Moreover, we set I = {1, . . . , p1}, J = {1, . . . , p2}, and K = {1, . . . , p3}. Now the
new mappings hi, i ∈ I, g˜i, i ∈ J , and (Hi, Gi), i ∈ K, correspond to equality,
inequality, and vanishing constraints, respectively. With this notation the MPVC
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in (6.2) can equivalently be formulated as the minimization of f(x) subject to
x ∈M , where M is given as follows:
M =
{
x ∈ Rn
∣∣∣∣ hi(x) = 0, i ∈ I, g˜i(x) ≥ 0, i ∈ JHi(x) ≥ 0, Hi(x)Gi(x) ≤ 0, i ∈ K
}
Given x ∈M , we define the following index sets:
J0 = J0(x) := {i ∈ J | g˜i(x) = 0}
I0+ = I0+(x) := {i ∈ K |Hi(x) = 0, Gi(x) > 0}
I0− = I0−(x) := {i ∈ K |Hi(x) = 0, Gi(x) < 0}
I+0 = I+0(x) := {i ∈ K |Hi(x) > 0, Gi(x) = 0}
I00 = I00(x) := {i ∈ K |Hi(x) = 0, Gi(x) = 0}
We call J0 the active inequality index set and I00 the bi-active index set at x. Note
that for i ∈ I0+ the function Hi acts (locally around x) like the ordinary equality
constraint Hi(x) = 0. For i ∈ I0− or i ∈ I+0 the functions Hi and Gi behave
locally like the inequality constraints Hi(x) ≥ 0 and Gi(x) ≤ 0, respectively. We
recall the well-known Linear Independence Constraint Qualification for MPVCs
(MPVC–LICQ) (see, e.g., [2]) which is said to be fulfilled at x ∈M iff the vectors
∇hi(x), i ∈ I, ∇g˜i(x), i ∈ J0,
∇Hi(x), i ∈ I0+,∇Gi(x), i ∈ I+0,∇Hi(x), i ∈ I0−,
∇Hi(x), ∇Gi(x), i ∈ I00,
(6.7)
are linearly independent. In case that p3 = 0 and, hence, ZMPVC = ZNLP the
MPVC-LICQ coincides with the LICQ for NLPs. In the following Lemma we
characterize the TCQ (w.r.t. the stratification in (6.5)), the first-order optimality
condition (for the stratified MPVC in (6.6)), and the nondegeneracy property of
ST -stationary points.
Lemma 6.6 (Reformulations for MPVC). Let x ∈ M be given. Then we have:
(C1) The TCQ is fulfilled at x if and only if the MPVC-LICQ is fulfilled at x.
(C2) The point x is T-stationary if and only if there exist real numbers λi, i ∈ I,
αi, i ∈ I0+, µi, i ∈ J0, βi, i ∈ I0−, γi, i ∈ I+0, δHi , δGi , i ∈ I00 – we say
”Lagrange multipliers” – such that we have:
∇f(x) =
∑
i∈I
λi∇hi(x) +
∑
i∈J0
µi∇g˜i(x) +
∑
i∈I0+
αi∇Hi(x)
+
∑
i∈I+0
γi∇Gi(x) +
∑
i∈I0−
βi∇Hi(x) +
∑
i∈I00
(
δHi ∇Hi(x) + δGi ∇Gi(x)
)
, (6.8)
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where for the multipliers the following conditions are fulfilled:
µi ≥ 0 for all i ∈ J0 (6.9)
βi ≥ 0 for all i ∈ I0− (6.10)
γi ≤ 0 for all i ∈ I+0 (6.11)
δGi ≤ 0 and δHi · δGi ≥ 0 for all i ∈ I00 (6.12)
(C3) The point x is a nondegenerate T-stationary point if and only if the condi-
tions from (C2) are fulfilled and, moreover, we have:
(ND1) The MPVC-LICQ is fulfilled at x.
(ND2) The inequalities in (6.9), (6.10), and (6.11) hold strictly.
(ND3) The matrix W⊤D2L(x)W is nonsingular, where the columns of W are
a basis of the linear space TM given by the orthogonal complement of
all “active” gradients in (6.7), and the matrix D2L(x) is the Hessian
of the following Lagrange function:
L(x) := f(x)−
∑
i∈I
λihi(x) +
∑
i∈J0
µig˜i(x) +
∑
i∈I0+
αiHi(x)
+
∑
i∈I+0
γiGi(x) +
∑
i∈I0−
βiHi(x) +
∑
i∈I00
(
δHi Hi(x) + δ
G
i Gi(x)
)
(ND4) δHi < 0 and δ
G
i < 0 for all i ∈ I00.
Proof. (C1): The TCQ is fulfilled at x if and only if Dg(x)(Rn) + Tg(x)S = R
m,
where S ∈ ZMPVC is the active stratum at g(x). A short calculation shows that
Tg(x)S is given as a product
∏m
i=1Ai, where for each 1 ≤ i ≤ m we have that
Ai = gi(x)·R. This means that Ai = R, if gi is inactive, and Ai = {0}, if gi is active.
This means that the TCQ is equivalent to the fact that Dgactive(x)(R
n) = Ra,
where a is the number of active constraints gi and where the rows of Dgactive(x)
are exactly those gradients which correspond to active constraints gi. Since the
TCQ implies that the number of active constraints is less of equal to n we have
that the TCQ implies that the rows of Dgactive(x) are linearly independent, that
is, the MPVC-LICQ is fulfilled at x. On the other hand if the MPVC-LICQ is
fulfilled at x, then the rows of the matrix are linearly independent so a ≤ n, and,
thus, the TCQ is fulfilled at x. (C2): In order to show (C2) we have to show
that the multipliers which fulfill the conditions in (6.9), (6.10), (6.11), and (6.12)
coincide with the elements in the corresponding factor of the set-valued mapping
114 Ch. 6: Critical Point Theory for MPVC
ST(·)Z from (6.4) which defines the T-stationarity concept. This can be done by a
straightforward case-by-case analysis. (C3): Note that T-stationarity is the same
as ST-stationary in the sense of Chapter 4. So we have to show that the conditions
(i)–(iii) from Definition 4.9 (where a nondegenerate ST-stationary point is defined)
are equivalent to the conditions (ND1)–(ND4). The equivalence of the TCQ and
the MPVC-LICQ in has been shown in (C1). Thus we have that (i) is equivalent
to (ND1). The condition (ii) from Definition 4.9 states that the multiplier vector
λ ∈ STg(x)Z of the T-stationary point x lies in fact the interior of STg(x)Z. This
is equivalent to the properties (ND2) and (ND4). Since the active constraints
which appear in the definition of the Lagrangian L(x) in (ND3) locally describe
the active stratum in the induced (by ZMPVC) stratification ofM we conclude that
L(x) coincides with the local Lagrangian from Chapter 4. Thus the condition (iii)
from Definition 4.9 is equivalent to condition in (ND3). 
6.2.2 The Classical Theorems
In order to formulate the Deformation Theorem we need the notion of the T-index.
The T-index of a T-stationary (critical) point x ∈ M determines the dimension q
of the cell Dq which is attached to the lower level set M
f(x)−ε when passing the
level of f(x) (cf. Theorem 6.9).
Definition 6.7 (T-index). Let x ∈M be a nondegenerate T-stationary point with
Lagrange multipliers as in Lemma 6.6. The number of negative eigenvalues of
W⊤D2L(x)W—see (C3) of Lemma 6.6—is called the quadratic index (QI) of x.
The number of negative pairs (δHi , δ
G
i ), i ∈ I00, is called the bi-active index (BI) of
x. The number (QI +BI) is called the T-index of x.
Remark 6.8. Note that in the absence of bi-active vanishing constraints, the T-
index has only the QI-part and coincides with the well known quadratic index of a
nondegenerate Karush–Kuhn–Tucker (KKT) point from Nonlinear Programming
(see, e.g., [73, 88, 100]). In contrast to Nonlinear Programming the bi-active index
only depends on first-order data. This is analog to the bi-active index of MPCCs
[77].
Now we are ready to present our result on the topological characterization of
nondegenerate T-stationary points. Recall that M ba ⊂M is defined as follows:
M ba = {x ∈M | a ≤ f(x) ≤ b}
Theorem 6.9. Let M ba be compact and suppose that MPVC-LICQ is satisfied at
all points x ∈M ba.
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(a) (Deformation Theorem) If M ba does not contain any T-stationary point
for MPVC, then Ma is a strong deformation retract of M b.
(b) (Cell-Attachment Theorem) If M ba contains exactly one (nondegenerate)
T-stationary point for MPVC, say x, and if a < f(x) < b and the T-index of
x is equal to q, then M b is homotopy equivalent to Ma with a q-cell attached.
Sketch of the proof of Theorem 6.9. We presented a detailed proof in [26]. For
reasons of completeness we explain briefly the main ideas of this proof. Part (a) is
based on the explicit construction of a flow which deforms M b into Ma and, thus,
shows thatMa is a strong deformation retract ofM b. First this flow is constructed
locally and then it is “stitched together” by using a C∞-partition of unity. The
local flows can be constructed by an integration of a C1 vector field which has
the property that along the trajectories the function values of f decrease. The
directions of decrease can be obtained from the fact that the considered points are
not T-stationary and, thus, one of the conditions in (6.9), (6.10), (6.11), (6.12)
is violated. The Cell attachment in Part (b) can be shown by using the results
on critical points of MPCCs from [77]. Indeed using local coordinates the cell
attachment process can be reformulated as a cell attachment of a corresponding
MPCC. 
In the following proposition we relate the T-stationarity concept to local optimality.
Proposition 6.10.
(i) Let x ∈ M be a local minimizer and let the MPVC-LICQ be fulfilled at x.
Then x is a T-stationary point.
(ii) Let x ∈ M be a nondegenerate T-stationary point. Then x is a local mini-
mizer if and only if its T-index is equal to zero.
Proof. Assertion (i) follows directly from the fact that the dual cone mapping
T ∗(·)ZMPVC is (point wise) a subset of the ST-stationarity concept (which defines
the notion of T-stationarity). Since nondegenerate bi-active vanishing constraints
yield directions of linear descent it follows that at local minimizers the T-index is
equal to zero. On the other hand if the T-index vanishes then x is a nondegenerate
KKT point with quadratic index equal to zero which implies that x is a local
minimizer. We conclude that also assertion (ii) is true. For more details we refer
to [26]. 
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Remark 6.11. We stress that for generic problem instances of the MPVC we
have that all T-stationary points are nondegenerate. Furthermore, we known from
the results in Chapter 4 that also the TCQ (and, thus, MPVC–LICQ) is generic
(cf. Lemma 4.27). This implies that each local minimizer is a nondegenerate
T-stationary point. In view of Proposition 6.10 it follows that generically local
minimizer “avoid” bi-active vanishing constraints.
6.3 Discussion of the T-Stationarity Concept
Since in case of MPVC there exist many different notions of stationarity (cf.
Section 6.3.2), we want to carve out some specific properties of the T-stationarity
concept in this section. First, in the following section we show that the topological
concept of T-stationarity can be characterized by means of a so-called Kojima-type
mapping, which is a generalization of the Kojima function for NLPs. This way an
analogy to NLP is established.
6.3.1 A Kojima-type Mapping for MPVC
In [88] Kojima introduced a piecewise differentiable mapping F for the charac-
terization of Karush–Kuhn–Tucker (KKT) points of NLPs. For an NLP where a
function f : Rn → R is minimizes subject to m (in-)equality constraints F maps
from Rn × Rm to itself and characterizes the KKT points as follows:
x is a KKT point ⇐⇒ ∃δ ∈ Rm : F (x, δ) = 0
Today the mapping F is known under the name Kojima function. Kojima himself
used it to study the stability of KKT points under perturbations of the problem
defining functions [88]. Kojima & Hirabayashi [89] utilized the Kojima function
to study the topology of the KKT set of a one-parametric NLPs [90]. Klatte &
Tammer [87] showed that under the LICQ the regularity of Clarke’s generalized
Jacobian ∂F (x, δ) is equivalent to both the strong stability in the sense of Kojima
[88] and the strong regularity in the sense of Robinson [113]. This result was
partly motivated by earlier results by Jongen et al. [74, 76]. Bu¨tikofer & Klatte
[12] utilized the Kojima function to formulate a Newton-type method for the search
of KKT points of NLPs with C1,1 data. Motivated by these and various further
applications, Klatte & Kummer [85] generalized the Kojima function to more
general problem classes. In [85] they write about the (original) Kojima function F :
“The use of F allows us to consider primal-dual solutions of the optimization prob-
lem as zeros of a function which has three important properties: F is locally Lips-
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chitz (as long as f , g, h have locally Lipschitz derivatives), it maps Rd into itself
and, finally, it has a special simple structure. Due to the first two properties, ba-
sic results about continuous functions in finite dimension (Brouwers invariance of
domain theorem) and about Lipschitzian inverse functions (e.g. Clarkes inverse
function theorem) may be applied. Because of the third one, several generalized
derivatives – for functions and multifunctions as well – can be determined explic-
itly (in form of equations).”
Based on these requirements Klatte & Kummer introduce a class of generalized
Kojima functions which includes, for instance, a Kojima function for Semidefinite
Programs (SDPs) (see Remark 5.10). However, the generalization proposed by
Klatte & Kummer does not cover the MPVC case.
Construction of a Kojima-type Mapping
We introduce a new Kojima-type mapping for MPVCs. In order to do so, we
explain the idea of the Kojima function for the case where only one inequality
constraint is given. In this case x ∈ Rn is a KKT point if and only if there exists
µ ∈ R such that ∇f(x) = µ∇g(x) and, moreover, the complementarity condition
µ, g(x) ≥ 0 and µg(x) = 0 is fulfilled. Clearly the latter complementarity condition
is equivalent to the fact that (µ, g(x)) belongs to the complementarity set L which
contains all pairs (a, b) ∈ R2 with the property that a, b ≥ 0, ab = 0. The set L can
be parameterized by means of the following mapping τ : R ∋ δ 7→ (δ+,−δ−) ∈ R2,
where δ+ := max{δ, 0} and δ− := min{δ, 0}. Note that τ is a Lipschitz homeo-
morphism. The crucial fact is that the image of τ is the graph of the set-valued
mapping R≥ ∋ z 7→ T ∗z (R≥), that is, the set {(z, d) ∈ R×R | z ∈ R≥, d ∈ T ∗z (R≥)}.
This latter set can be seen as the primal-dual set of an inequality constraint. In-
deed, both feasibility and (depending on that) the possible Lagrange multipliers
are modeled by this primal-dual set. In case of a vanishing constraint the corre-
sponding set is the graph of the set-valued mapping C(·)V : V⇒ R2 from (6.3). We
denote this graph (the primal-dual set) by PD, that is:
PD := {((a, b), (c, d)) ∈ R2 × R2 | (a, b) ∈ V, (c, d) ∈ C(a,b)V} (6.13)
One easily verifies that PD is a Lipschitz manifold. As a matter of fact, the
following mapping K : R2 → R2×R2 is a Lipschitz homeomorphism from R2 onto
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PD. We define K = (X,Λ) by setting for (δ1, δ2) ∈ R2:
X(δ1, δ2) :=

(0, δ2 − 2δ1) if (δ1, δ2) ∈ N1 := {(c, d) ∈ R2 | c ≥ 0, d ≥ 2c}
(0, 0) if (δ1, δ2) ∈ N2 := {(c, d) ∈ R2 | 2c ≥ d, 2b ≥ c}
(δ1 − 2δ2, 0) if (δ1, δ2) ∈ N3 := {(c, d) ∈ R2 | c ≥ 2b, d ≥ 0}
(δ1, δ2) if (δ1, δ2) ∈ N4 := {(c, d) ∈ R2 | c ≥ 0, d ≤ 0}
(0, δ2) if (δ1, δ2) ∈ N5 := {(c, d) ∈ R2 | c ≤ 0}
Λ(δ1, δ2) :=

(−3δ1, 0)⊤ if (δ1, δ2) ∈ N1
(δ1 − 2δ2, δ2 − 2δ1)⊤ if (δ1, δ2) ∈ N2
(0,−3δ2)⊤ if (δ1, δ2) ∈ N3
(0, 0)⊤ if (δ1, δ2) ∈ N4
(−δ1, 0)⊤ if (δ1, δ2) ∈ N5
N1
N2
N3
N4
N5
δ1
δ2
Figure 6.4: Definition sets for X and Λ
In Figure 6.3.1 the definition sets Ni, 1 ≤ i ≤ 5, of the mappings X and Λ are
indicated. Now we define a Kojima-type mapping F : Rn×Rm → Rn×Rm for the
MPVC in (6.2). For (x, γ) ∈ Rn×Rm with γ = (γh, γ g˜, γ(H,G)) ∈ Rp1 ×Rp2 ×R2p3
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we set
F(x, γ) :=

∇f −
p1∑
i=1
γhi ∇hi −
p2∑
i=1
(γ g˜i )
+∇g˜i −
p3∑
i=1
∇(Hi, Gi)Λ(γHi , γGi )
h
g˜1 + (γ
g˜
1)
−
...
g˜p2 + (γ
g˜
p2
)−(
H1
G1
)
−X(γ(H,G)1 )
...(
Hp3
Gp3
)
−X(γ(H,G)p3 )

,
where we omitted the argument x of the MPVC defining functions f, hi, g˜i, Hi, Gi.
The following lemma follows directly from the definition of the mapping F .
Lemma 6.12 (Characterization of T-Stationary points via Kojima-type Map-
ping). The mapping F is Lipschitz continuous. Moreover, we have the following
characterization of T-stationarity:
x is a T-stationary point ⇐⇒ ∃γ ∈ Rm : F(x, γ) = 0
The latter lemma yields that the mapping F can be seen as a generalization of
the Kojima function—we say that F is a Kojima-type mapping—in the sense of
Klatte & Kummer.
Remark 6.13 (On further Generalizations). In the following we comment the
construction principle of the Kojima-type mapping K for MPVCs. This shows
how it can be generalized to other problem classes. In fact T-stationarity can
be seen as a continuous extension of the KKT conditions to the set V. To see
this note that for each z ∈ V \ {(0, 0)} the set V can locally be described by (in-
)equalities, that is, on a neighborhood of z it coincides with an NLP constraint
set. This means that the (first-order) critical point concept is described by the
dual tangent cone mapping V \ {(0, 0)} ∋ z 7→ T ∗z V. A closer look a the mapping
K = (X,Λ) shows that for each z ∈ V \ {(0, 0)} the set T ∗z V is parameterized by
the image of the set X−1(z) under the mapping Λ. In Figure 6.5 one can see the
dual cones T ∗z V at different points z ∈ V \ {(0, 0)} with possible parameterization
sets (the black curves in V \ {(0, 0)}) in the complement of V in R2. The idea is
to parameterize the set T by using the remaining complement (of X−1(V\{(0, 0)})
in R2). This way we can achieve that the graph of the critical point concept C(·)V
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z1
z2
z3
z4
T ∗z1V
T ∗
z2
V
T ∗z3V
T ∗
z4
VX−1(z1)
X−1(z3)
X−1(z4)
V
Figure 6.5: Construction of a Kojima-type mapping for MPVCs
from (6.3) is the (Lipschitz homeomorphic) image of the mapping K. We point
out that an analog construction can be done for the case of Mathematical Programs
with Complementarity Constraints (MPCCs). The latter yields a Kojima-type
mapping which characterizes C-stationary points of MPCC (see [77] for a details
on MPCCs).
Remark 6.14 (Kojima-type Mappings, Critical Points, First-Order Optimality).
The fact that a Kojima-type mapping for MPVCs exists depends strongly on the
fact that the primal dual set in (6.13) is a 2-dimensional Lipschitz manifold. For
this reason it is not possible to construct a corresponding mapping for the char-
acterization of, for instance, S-stationary points (of MPVCs) (see Section 6.3.2).
Analog (cf. Remark 6.13) it follows that only C-stationary points of MPCCs can
be characterized by means of such a Kojima-type mapping. In [77] a detailed
comparison of different stationarity concepts for MPCCs can be found. It holds in
particular that C-stationarity is strictly weaker than S-stationarity which coincides
with the first-order optimality conditions for MPCCs. The latter shows that the
characterization of first-order optimal points (or KKT points) in case of an NLP
by means of the Kojima function can not be generalized to MPVCs and neither
to MPCCs. In the following table we give an overview about the role of different
stationarity concepts.
class Kojima-type mapping topology first-order optimality
NLP KKT conditions KKT conditions KKT conditions
MPVC T-stationarity T-stationarity S-stationarity
MPCC C-stationarity C-stationarity S-stationarity
6.3.2 Comparison to other Stationarity Concepts 121
6.3.2 Comparison to other Stationarity Concepts
We briefly review different notions of stationarity for MPVCs. For further reading
we refer to [2, 61, 62, 63, 64, 66].
Definition 6.15. Let x ∈M be given.
(i) The point x is called weakly stationary iff (6.8)–(6.11) are fulfilled and, more-
over, we have:
δGi ≤ 0 for all i ∈ I00
(ii) The point x is called M-stationary iff (6.8)–(6.11) are fulfilled and, moreover,
we have:
δGi ≤ 0 and δGi · δHi = 0 for all i ∈ I00
(iii) The point x is called strongly stationary iff (6.8)–(6.11) are fulfilled and,
moreover, we have:
δGi = 0 and δ
H
i ≥ 0 for all i ∈ I00
S-stationarity M-stationarity
T-stationarity W-stationarity
HH
HH
GG
GG
Figure 6.6: Comparison of different stationarity concepts for MPVC
The sets of possible multipliers which correspond to the stationarity concepts from
Definition 6.15 only differ from each other (and from T-stationarity) if there are
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bi-active vanishing constraints involved. These relevant sets of possible multipliers
are depicted in Figure 6.6. Note that there exists a strict ordering for the sets in
Figure 6.6: Beginning with the strongest stationarity concept we have the follow-
ing ordering: strong stationarity, M-stationarity, T-stationarity, weak stationarity.
Since the strong stationarity (the strongest concept) is the same as the first-order
optimality (where the multipliers (δHi , δ
G
i ) come from the dual of the tangent cone
T(0,0)V) we have that—under a suitable constraint qualification (like the MPVC-
LICQ)—each one of the stationarity concepts from Definition 6.15 constitutes
first-order optimality conditions. Clearly the concepts of both M-stationarity and
strongly stationarity describe local minimality tighter than T-stationary points.
However, they both exclude T-stationary points with a positive bi-active index.
But, as we have seen, these points are also crucial for the topological structure of
MPVCs. Especially for global optimization the T-stationary points with T-index
equal to one play an important role. We stress the fact that—from a topological
point of view—among the points with positive index (not necessarily the bi-active
index) there is no substantial difference between the points with BI = 1, QI = 0
and those with BI = 0, QI = 1. It is worth mentioning that a linear descent
direction might exist in a nondegenerate T-stationary point with positive T-index.
In particular, at points with BI = 1, QI = 0 there are exactly two directions of
linear descent. On the other hand, among the weakly stationary points there are
those where one multiplier (of bi-active constraints) is negative and the other one
is positive. Due to the Deformation theorem such points are irrelevant for the
topological structure of MPVC.
An implication of Corollary 6.5 is that both the M-stationarity concept and the
concept of strongly stationary points are degenerate in the following sense. For
generic problem instances these points do not occur at all.
In Section 6.3.1 we have seen that the T-stationary points can by characterized by
means of the zeros of a certain Kojima-type mapping F . The regularity properties
of the mapping F make it possible to apply (nonsmooth) Newton-type methods for
the (local) search of the zeros of F (under generic assumptions). This leads to local
search methods for T-stationary points with superlinear/quadratic convergence
rates. The resulting methods can be seen as generalizations of the Lagrange–
Newton method for NLPs. Apart from that, the mapping F is suitable for a
stability analysis of (T-) stationary points of MPVCs (for corresponding results in
the case of Nonlinear Programming we refer to [87, 88]). Both the development of
Newton-type methods for MPVCs and the stability analysis are subjects for future
research.
Finally we want to mention an alternative way how the concept of T-stationarity
can be motivated. It turns out that T-stationarity can be established via conver-
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gence theory of certain regularization methods. This is an analogy to correspond-
ing results about the C-stationarity concept for MPCCs. In fact, considering the
MPCC regularization method from [121], we find that C-stationary points are
exactly the (general) limits of KKT points of regularized NLP problems. The
analogous limit points of an adaptation of this method to MPVCs turn out to be
T-stationary [64].
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Chapter 7
Generalized Nash Equilibrium
Problems
In this chapter we study the Generalized Nash Equilibrium Problem (GNEP). The
GNEP is a general form of a non-cooperative game where different players oppose
against each other, each of them trying to minimize his respective cost function.
Typical applications are, for instance, the modeling of energy or telecommunication
markets, international pollution control, or abstract economy models [35]. As
observed by many different authors the solution sets of GNEPs are in general not
locally unique, and are rather higher dimensional sets [33, 46, 59]. In fact this
was already mentioned by Rosen in a paper from 1965 [116]. We look into this
by introducing a suitable first-order optimality concept and, then, analyzing the
generic topological structure of the corresponding points. It turns out that the
(maximal) dimension of the solution sets is given by (N − 1)|J0|, where N is the
number of players and |J0| is the number of active (at the considered solution)
shared (by all players) constraints. On the technical side, the dimension of the
solution set leads to underdetermined (nonsmooth) systems of equations. This
motivates us to introduce a new projection method for GNEPs. We prove local
convergence (at a superlinear/quadratic rate) under the same assumptions which
are typically imposed in the literature. Our analysis shows why a general (under
generic assumptions) convergence result is highly nontrivial and, hence, is only
formulated as a conjecture. The results in this chapter are based on joint work
with Hubertus Jongen and Vladimir Shikhman and have already been published
in [25].
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Outline of this Chapter
First, in Section 7.1, we introduce the GNEP in detail, and we define the solu-
tion concept of Nash equilibria. In Section 7.2 we present a (stable) example of
a GNEP which shows that the (concatenated) KKT conditions are not suitable
as a first-order optimality concept for GNEP. Instead, we introduce the concept
of GNEP FJ points. In Section 7.2.2 we characterize the GNEP FJ points as
zeros of a nonsmooth mapping F . Then in Section 7.2.3 we define the notion of
F -nondegeneracy for the zeros of F and prove that F -nondegeneracy is generic
property. In Section 7.2.4 we show that under the F -nondegeneracy assumption
the zero set of F is (locally) a Lipschitz manifold and the dimension depends on
both the number of players and the number of shared (by all players) constraints.
Section 7.3 is devoted to the development (and discussion) of an iterative method
for the local search of GNEP FJ points. In Section 7.3.1 we introduce a new
Nonsmooth Projection Method (NPM) for the solution of the system F = 0. We
show local superlinear/quadratic convergence for special cases of the GNEP, and
we formulate a conjecture about the convergence under the (generic) assumption
of F -nondegeneracy. In Section 7.3.2 we describe in detail the difficulties which
appear when trying to prove this conjecture. Finally, in Section 7.3.3, we compare
the NPM to other (recently proposed) methods for GNEP.
Related Work
GNEPs are typically treated numerically by reformulating them into other prob-
lems (from continuous optimization) and then applying already known methods.
Under some additional convexity assumptions the GNEP can be reformulated as a
variational inequality (VI) [33]. Under weaker assumptions the more general the-
ory of quasi-variational inequalities (QVI) can be utilized [4, 5, 91]. The so-called
Nakaido-Isoda-function allows it to consider a GNEP as an optimization problem
(where the feasible set depends, unfortunately, on the decision variable). Under
some convexity assumptions this approach was pursued in [28]. Another strat-
egy is to search solutions of so-called concatenated KKT systems [27, 34], which
means that the KKT conditions for all involved players’ subproblems are solved
simultaneously. The problem of non-uniqueness of solutions is mostly handled by
considering the strengthened concept of normalized Nash equilibria [33] (cf. Re-
mark 7.8). Then again, the problematic of non-uniqueness is explicitly addressed
in [46] where the alternative (stronger) solution concept of restricted Nash equilib-
ria is introduced. For a comprehensive survey paper we refer to [35]. A systematic
analysis of the generic structure of GNEPs has been missing so far.
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7.1 Problem Definition
The Generalized Nash Equilibrium Problem (GNEP) models a situation where
N ∈ N players from a finite player set N = {1, . . . , N} oppose against each other.
Each player ν ∈ N tries to minimize his respective cost function f ν = f ν(xν , x−ν),
which depends on both the player ν’s decision variables xν and the opponents’
decision variables x−ν . Additionally, each players’ decisions xν are restricted due to
some constraints xν ∈Mν(x−ν), again, depending on the opponents decisions x−ν .
Mathematically player ν’s problem can be modeled by the following parametric
Nonlinear Program:
Pν(x
−ν) : min
xν∈Rnν
f ν(xν , x−ν) s.t. xν ∈Mν(x−ν),
where x−ν is the current decision vector of the opponents’ decisions and the feasible
set Mν(x−ν) is defined as follows:
Mν(x−ν) :=
{
xν ∈ Rnν | gνj (xν , x−ν) ≥ 0, j ∈ Jν , Gj(xν , x−ν) ≥ 0, j ∈ J
}
.
Here the set Jν = {1, . . . , |Jν |} is a finite set with indices for the constraint func-
tions of player ν, and J = {1, . . . , |J |} is the index set for the so-called shared
constraints which have to be fulfilled by all players, i.e., by ν and the opponents
N \ {ν}. We define Jν0 (x) as the set of active indices j ∈ Jν with the prop-
erty that gνj (x) = 0. Analogously J0(x) is the set of j ∈ J with the property
Gj(x) = 0. All appearing functions f
ν , gνj , j ∈ Jν , and Gj, j ∈ J , are from the
class C2(Rn), i.e., twice continuously differentiable, where we set n :=
∑
ν∈N nν .
Since the constraint functions gνj , j ∈ Jν , and Gj, j ∈ J , are allowed to depend
on the opponents’ decisions we speak of a Generalized Nash Equilibrium Problem.
Like in standard notation the symbol x−ν denotes the vector formed by all the
players’ variables except those of player ν. We write (xν , x−ν) for x ∈ Rn to
emphasize the ν-th player’s variables within x.
We want to point out that for the description of player ν’s feasible set Mν(x
−ν)
we explicitly distinguish between player ν’s individual constrains gνj (x
ν , x−ν) ≥
0, j ∈ Jν , and the shared constraints Gj(xν , x−ν) ≥ 0, j ∈ J . This has two
reasons. Firstly, it allows to model real world applications more accurately [35]
and, secondly, it makes it possible to systematically analyze the generic topological
structure of the GNEP solutions sets. As a matter of fact, the appearance of shared
constraints is the crucial reason for the non-uniqueness of solutions of GNEPs (cf.
Section 7.2.4).
It is possible to modify the description of the feasible sets Mν(·) by taking addi-
tional equality constraints into account. However, this will not produce any sub-
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stantially new phenomena. That is why we concentrate on inequality constraints
only.
The Generalized Nash Equilibrium Problem can now be formulated as follows:
GNEP: find x ∈ Rn s.t. xν solves Pν(x−ν) for each ν ∈ N
According to the solution concept for non-cooperative games introduced by Nash
[103] the solutions of the GNEP are called Nash equilibria.
Remark 7.1. In analogy to the first part of this thesis we only consider local
optimality. This is not a real restriction since (most of) the results in this Chapter
are of local nature anyway.
7.2 First-Order Optimality
We show that the (GNEP) Fritz–John (FJ) conditions (and not KKT conditions)
are the right first-order optimality concept—for generic problems. Considering the
GNEP from the viewpoint of a player ν ∈ N we find the following. For a fixed
x−ν ∈ Rn−ν player ν has to solve a standard Nonlinear Program Pν(x−ν). For
this problem the established first-order necessary optimality conditions at a point
xν ∈Mν(x−ν) are the following Karush–Kuhn–Tucker (KKT) conditions [75]:
∇xνf ν(xν , x−ν) =
∑
j∈Jν
λνj∇xνgνj (xν , x−ν) +
∑
j∈J
Λνj∇xνGj(xν , x−ν),
where λνj , j ∈ Jν , Λνj , j ∈ J , are nonnegative reals—we say Lagrange multipli-
ers—with λνj g
ν
j (x
ν , x−ν) = 0, j ∈ Jν , and ΛνjGj(xν , x−ν) = 0, j ∈ J . Under
the Linear Independence Constraint Qualification (LICQ) or the (strictly weaker)
Mangasarian–Fromovitz constraint qualification (MFCQ) a local minimizer xν of
Pν(x
−ν) is necessarily a KKT point [75]. However, since the NLP Pν(x
−ν) is em-
bedded in a family of NLPs Pν(·) we cannot expect (even the weaker) MFCQ
to hold in a generic situation [70]. The following example shows that the failure
of the MFCQ at a local minimizer can occur in a stable situation. Recall that
the MFCQ is fulfilled at xν ∈ Mν(x−ν) iff there exists a vector ξ ∈ Rnν with
Dxνg
ν
j (x
ν , x−ν)ξ > 0, j ∈ Jν0 (xν , x−ν), and DxνGj(xν , x−ν)ξ > 0, j ∈ J0(xν , x−ν).
Example 7.2 (MFCQ Is Violated at Nash Equilibrium). Let N = {1, 2} and let
the GNEP be given by
f 1(x, y) = −x, f 2(x, y) = −y,
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G1(x, y) = 1− x− y, G2(x, y) = x− y, G3(x, y) = y − x+ 1,
where the x-variable is player 1’s decision and the y-variable is player 2’s decision.
Here the set of Nash equilibria is the 1-dimensional segment with (1, 0) and
(
1
2
, 1
2
)
as boundary points (cf. Figure 7.1). The MFCQ is violated at 1
2
for player 1’s
problem P1
(
1
2
)
and at 0 for player 2’s problem P2(1). However, the point
1
2
is still
a KKT point of P1
(
1
2
)
and the point 0 is a KKT point of P2(1).
x
y
G1
G2
G3(
1
2
, 1
2
)
(1, 0)
Figure 7.1: GNEP feasible set from Example 7.2
We point out that the situation of Example 7.2 is stable under small perturbations
of the involved functions w.r.t. the strong C2-topology1. Since the Nash equilibria
in Example 7.2 still (although the MFCQ is violated) are KKT points we give a
further example to show that stable situations can occur where for a Nash equilib-
rium x it is not true that for each player ν the corresponding point xν is a KKT
point of Pν(x
−ν).
Example 7.3 (Nash Equilibrium Is not a KKT Point). Let N = {1, 2} and let
the GNEP be given by
f 1((x, y), t) = x, f 2((x, y), t) = t,
G1((x, y), t) = 1− (x− t)2 − (y − (1− 2t))2, G2((x, y), t) = 1− x2 − (y + 1)2,
where the (x, y)-variables are player 1’s decisions and the t-variable is player 2’s
decision. The feasible sets M1(t) of player 1’s subproblems P1(t) are depicted in
1See Chapter 4 for a definition.
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Figure 7.2. The set of Nash equilibria is a half-parabola NE starting at ((0, 0), 0)
as its boundary point (cf. Figure 7.3). It is crucial that (0, 0) is not a KKT point
for P1(0) (but a Nash equilibrium).
t < 0 t = 0 t > 0
M1(t)
M1(t) = {(0, 0)}
M1(t) = ∅
yy y
xx x
Figure 7.2: GNEP feasible sets from Example 7.3
NE
y
x
t
((0, 0), 0)
Figure 7.3: Set of Nash equilibria from Example 7.3
7.2.1 GNEP Fritz–John (FJ) Points
Example 7.3 indicates that the KKT conditions are not suited as first-order op-
timality concept for Generalized Nash Equilibrium Problems. It is well-known
that, without any constraint qualification, each local minimizer of a NLP is a so-
called Fritz–John (FJ) point [75]. We say that xν ∈ Mν(x−ν) is a FJ point of
Pν(x
−ν) iff there exist real numbers δν , λνj , j ∈ Jν , Λνj , j ∈ J—we say Lagrange
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multipliers—not all vanishing, such that we have:
δν∇xνf ν =
∑
j∈Jν
λνj∇xνgνj +
∑
j∈J
Λνj∇xνGj,
λνj · gνj = 0, gνj ≥ 0, λνj ≥ 0 for all j ∈ Jν ,
Λνj ·Gj = 0, Gj ≥ 0, Λνj ≥ 0 for all j ∈ J ,
δν ≥ 0,

where all functions are evaluated at x = (xν , x−ν).
Example 7.3 from above motivates us to introduce the notion of a GNEP FJ point
as a first-order optimality concept for GNEPs.
Definition 7.4 (GNEP FJ Point). We say that x = (x1, . . . , xN) ∈ Rn is a GNEP
FJ point iff for each player ν ∈ N we have that xν is a FJ point of Pν(x−ν).
The following first-order necessary optimality condition is trivial.
Lemma 7.5 (First-Order Necessary Optimality Condition). Let x ∈ Rn be a Nash
equilibrium. Then x is a GNEP FJ point.
7.2.2 Characterization via a Kojima-type Mapping
We introduce a piecewise differentiable mapping F for the characterization of
GNEP FJ points. The idea is based on the Kojima function which, in case of
a NLPs, characterizes KKT points [88]. For motivational reasons we recall the
definition of the Kojima function. Therefor we consider the following NLP:
min
x∈RN
f(x) s.t. g(x) ∈ Rp≥,
where f ∈ C1(RN ) and g ∈ C1(RN ,Rp). We define F{N=1} : RN × Rp → RN × Rp
as follows. For (x, γ) ∈ RN × Rp we set
F{N=1}(x, γ) :=

∇f(x)−
p∑
j=1
γ+j ∇gj(x)
g1(x) + γ
−
1
...
gp(x) + γ
−
p
 ,
where for y ∈ R we define (y)+ := max{y, 0} as the positive and (y)− := min{y, 0}
as the negative part of y. Note, that in the definition of F{N=1} the positive parts
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of the variables γ model usual Lagrange multipliers, the negative parts model feasi-
bility, and, moreover, the complementarity is modeled by the intrinsic complemen-
tarity of (y)+ and (y)−. It is straightforward to show that there is a one-to-one
correspondence between KKT points of the considered NLP (together with the
corresponding Lagrange multipliers) and zeros of the mapping F{N=1} [86].
Now we construct a nonsmooth mapping F which describes GNEP FJ points
in a similar way as KKT points are described by the Kojima function. For the
description of complementarity conditions corresponding to the shared constraints
we need a more involved nonsmooth function. We set for y1, . . . , yq ∈ R:
(y1, . . . , yq)
− := (−1)q−1
q∏
j=1
(yj)
−.
Note that (y1, . . . , yq)
− is strictly negative if and only if all yj, 1 ≤ j ≤ q are strictly
negative. In all other cases we have (y1, . . . , yq)
− = 0. We define the nonsmooth
mapping F : RV → RE as follows:
F(x, γ) :=

(γ10)
+∇x1f 1 −
∑
j∈J1
(γ1j )
+∇x1g1j −
∑
j∈J
(γ1|J1|+j)
+∇x1Gj
...
(γN0 )
+∇xNfN −
∑
j∈JN
(γNj )
+∇xNgNj −
∑
j∈J
(γN|JN |+j)
+∇xNGj(
g1j + (γ
1
j )
−
)|J1|
j=1
...(
gNj + (γ
N
j )
−
)|JN |
j=1(
Gj + (γ
1
|J1|+j, . . . , γ
N
|JN |+j)
−
)|J |
j=1
|J1|+|J |∑
j=0
(γ1j )
+ − 1
...
|JN |+|J |∑
j=0
(γNj )
+ − 1

,
(7.1)
where the vector of nonsmooth variables γ = (γ1, . . . , γN) contains the players’
nonsmooth variables γν , ν ∈ N , where for each ν ∈ N we have
γν = (γν0 , γ
ν
j , j ∈ Jν , γ|Jν |+j, j ∈ J ),
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and, hence, the total number V of variables is given by
V = n +N +
(∑
ν∈N
|Jν |
)
+N |J |.
The number E of equations for F(x, γ) = 0 is given as follows:
E = n+
(∑
ν∈N
|Jν |
)
+ |J |+N
For this reason—due to the shared constraints in J—the number of components
of F is reduced by (N − 1)|J |, compared to number of variables. This leads to an
underdetermined nonsmooth system of equations. We set m as the dimension of
the nonsmooth variables γ in (7.1), i.e.,
m := N +
(∑
ν∈N
|Jν |
)
+N |J |.
We obtain the following crucial Lemma.
Lemma 7.6 (Characterization of GNEP FJ Points). A point x ∈ Rn is a GNEP
FJ point if and only if there exists a vector of nonsmooth variables γ ∈ Rm such
that F(x, γ) = 0.
Proof. The result follows directly from the definition of the mapping F and the
definition of a GNEP FJ point. The appearance of the terms
∑|Jν |+|J |
j=0 (γ
ν
j )
+ − 1,
ν ∈ N , only causes a scaling of the Lagrange multipliers and, thus, does not affect
the FJ condition of the considered point. We presented a more detailed proof in
[25]. 
From now on we want to study the zeros of the mapping F in detail. We call such
a zero a GNEP FJ pair
Definition 7.7 (GNEP FJ Pair). We say that (x, γ) ∈ Rn × Rm is a GNEP FJ
pair iff F(x, γ) = 0.
As a short form we can write F−1(0) for the set of all GNEP FJ pairs.
Remark 7.8 (On Concatenated KKT Systems and Normalized Multipliers). A
common approach for first-order optimality conditions is to concatenate the KKT
conditions of all involved players. However, this leads to a multiple occurrence
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of the shared constraints’ mappings Gj, j ∈ J . Therefore, certain corresponding
systems of equations are intrinsically singular [34]. One way to avoid this difficulty
is to introduce further constraints (on the involved multipliers). This is usually
done by setting Λ1j = . . . = Λ
N
j , for all j ∈ J . In this case one speaks of normalized
Nash Equilibria [33]. However, it was already pointed out [46] that this additional
conditions are sometimes difficult to justify. As a matter of fact, by considering
normalized Nash Equilibria one certainly neglects other solutions (and even whole
connected components of the set of Nash Equilibria).
7.2.3 Nondegeneracy of GNEP FJ Pairs
We introduce a generic notion of nondegeneracy for GNEP FJ pairs. For the fur-
ther discussion we introduce index sets for the nonsmooth variables. The following
set M represents all nonsmooth variables:
M := {(ν, j) ∈ N × N0 | 0 ≤ j ≤ |Jν |+ |J |}
Now we define for a given nonsmooth variable γ ∈ Rm the set of active and inactive
inequality constraints, respectively:
M0(γ) :=
{
(ν, j) ∈M | γνj = 0
}
, M+(γ) :=
{
(ν, j) ∈M | γνj > 0
}
We introduce a new notion of nondegeneracy for GNEP FJ pairs. Since the def-
inition depends on the mapping F , we call this notion F-nondegeneracy. Since
the mapping F is nonsmooth (but Lipschitz continuous) we introduce (and use)
Clarke’s generalized Jacobian (for Lipschitz continuous mappings; see [15] for de-
tails). Therefor let F : RN1 → RN2 be a Lipschitz continuous mapping and let
ΩF ⊂ RN1 be the set of points where F is not differentiable. Then Clarke’s gener-
alized Jacobian ∂F (x) of F at x ∈ RN1 is defined as follows:
∂F (x) := conv
{
V ∈ RN2×N1 | ∃xk → x, xk 6∈ ΩF , DF (xk)→ V }
Now we are ready for the definition of F -nondegenerate GNEP FJ pairs.
Definition 7.9 (F -Nondegeneracy of GNEP FJ Pairs). Let (x, γ) ∈ F−1(0) be a
GNEP FJ pair. We say that (x, γ) is F-nondegenerate iff the following conditions
are fulfilled:
(G1) The number of vanishing nonsmooth variables is at most (N − 1)|J |, i.e.,
|M0(γ)| ≤ (N − 1)|J |.
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(G2) The smooth part of Clarke’s generalized Jacobian ∂F(x, γ) is a singleton,
i.e.,
π(x,γM\M0(γ))(∂F(x, γ)) = {A},
and, moreover, the E × (n + m − |M0(γ)|) matrix A has full rank. Here,
π(x,γM\M0(γ))(∂F(x, γ)) is obtained from ∂F(x, γ) by deleting all columns cor-
responding to partial derivatives w.r.t. the vanishing nonsmooth variables
(given by M0(γ)).
In the following Theorem 7.10 we show that F -nondegeneracy is a generic property.
We denote the set of all GNEP defining functions by D, i.e.,
D =
∏
ν∈N
C2(Rn)× C2(Rn)|Jν |︸ ︷︷ ︸
functions corr. to player ν
× C2(Rn)|J |︸ ︷︷ ︸
shared constraints
.
Theorem 7.10 (F -Nondegeneracy is Generic). There exists a C2s -dense and C2s -
open subset G ⊂ D of GNEP data functions such that for each problem instance
from G we have that each GNEP FJ pair is F-nondegenerate.
Sketch of the proof of Theorem 7.10. We already presented a detailed proof of this
result in [25]. However, for reasons of completeness we briefly recapitulate the main
arguments given therein. The proof is based on an application of the Structured Jet
Transversality Theorem from [53]. The Structured Jet Transversality Theorem is a
generalization of the classical transversality theorem by Thom to mappings which
can depend on different sets of variables. This makes it possible to apply it to our
mapping F , where the roles of x variables and nonsmooth γ variables are distinct.
First of all, the fact that (x, γ) is a GNEP FJ pair is by definition equivalent to
the fact that F(x, γ) = 0. Since F is a continuous selection of a finite number of
C2-mappings F1, . . . , Fq (which are induced by the pieces of the mapping (·)+ and
(·)−) we have Fi(x, γ) = 0 for some active pieces i ∈ A(x, γ). The latter situation
can alternatively be described as an intersection of the jet mapping j (containing
all first-order derivatives of the GNEP data functions) with certain manifolds Mi,
i ∈ A(x, γ). Now the fact that the jet mapping j intersects all such (finitely many)
manifolds M1, . . . ,Mq transversally implies the properties (G1) and (G2) from the
definition of F -nondegeneracy. Due to the Structured Jet Transversality Theorem
these transversality properties are a generic property. The fact that G is open can
be shown by standard arguments (see, e.g., [73]). 
Remark 7.11. Due to Theorem 7.10 the F-nondegeneracy of GNEP FJ pairs
is a “reasonable” assumption. Therefore, we use F-nondegeneracy as a standard
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assumption throughout the rest of this chapter. However, in particular the conver-
gence analysis of the local search algorithm, which we propose in Section 7.3, turns
out to be highly nontrivial in this (generic) setting.
In the following we analyze the F -nondegeneracy property for special cases of
the GNEP. We show, in particular, that if N = 1, i.e., the GNEP reduces to a
standard NLP, then the notion of F -nondegeneracy coincides with the classical
nondegeneracy of a corresponding KKT point.
Implications for the Case N = 1
If only one player is involved, i.e., N = 1, then the GNEP reduces to the following
Nonlinear Program:
P : min
x∈Rn
f(x) s.t. x ∈ {x ∈ Rn | g1j (x) ≥ 0, j ∈ J1, Gj(x) ≥ 0, j ∈ J }
We relate the properties (G1) and (G2) from the definition of F -nondegeneracy
to this NLP. For that let (x, γ) = (x, γ1) ∈ F−1(0) be a GNEP FJ point. By
definition the point x is a FJ point of P with the following corresponding Lagrange
multipliers:
δ = (γ10)
+, λj = (γ
1
j )
+, j ∈ J1, Λj = (γ1|J1|+j)+, j ∈ J
From (G1) we obtain that M0(γ) = ∅, i.e., no nonsmooth variable vanishes. This
implies that F is twice continuously differentiable at (x, γ). In view of the fact
that E = n + m we have from (G2) that, furthermore, ∂F(x, γ) consists of the
single nonsingular (quadratic) matrix A. This yields that the LICQ is fulfilled at
x for P , which implies in particular that (γ10)
+ > 0 and, hence, δ1 > 0. Therefore,
the point x is in fact a KKT point and we may assume w.l.o.g. that δ1 = 1.
Now (G1) implies the strict complementarity condition at x w.r.t. the Lagrange
multipliers λj , j ∈ J1, Λj, j ∈ J . Finally, the nonsingularity of A from (G2) refers
to the nonsingularity of the Hessian of the corresponding Lagrange function of P ,
restricted to the tangent space of the feasible set at x [75]. We conclude that the
F -nondegeneracy of (x, γ) implies the nondegeneracy of x (as a KKT point). In
this view the genericity result in Theorem 7.10 implies that, generically, each KKT
point (of a given NLP) is nondegenerate. This is a well-known result and can for
example be found in [73].
Implications for the Case J = ∅
We consider the special case J = ∅ when there are no shared constraints involved
in the GNEP. Let (x, γ) ∈ F−1(0). Assertion (G1) from Theorem 7.10 implies
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that M0(γ) = ∅, i.e., no nonsmooth variable vanishes. Assertion (G2) of Theorem
7.10 gives that ∂F(x, γ) consists of the single nonsingular (quadratic) matrix A
(note that E = n + m). This implies that the GNEP FJ pair (x, γ) is isolated
in Rn × Rm. Hence, the whole solution set (of Nash equilibria) consists merely
of isolated points. As in the case where N = 1 we obtain (after a normalization)
that, now for each player ν ∈ N , the point xν is a nondegenerate KKT point of
Pν(x
ν , x−ν). For details we refer to [22].
7.2.4 On the Topological Structure of Solutions
We analyze the topology of both the set of GNEP FJ pairs and the set of GNEP
FJ points. This allows us to draw some conclusions about the topology of the set
of Nash equilibria for some special cases of the GNEP.
In the following we need the notion of a Lipschitz manifold. A subset X ⊂ RN
is called Lipschitz manifold (of dimension d ∈ N) iff for each x ∈ X there exist
open neighborhoods U ⊂ RN of x and V ⊂ RN of 0 ∈ RN and a homeomorphism
H : U → V , with the property that both H and H−1 are Lipschitz continuous,
such that H(x) = 0 and
H(X ∩ U) = ({0}N−d × Rd) ∩ V.
Property (G2) from the definition of F -nondegeneracy implies that F−1(0) is a
Lipschitz manifold locally around the considered GNEP FJ pair and the dimension
depends only on the numbers N (of players) and |J | (of shared constraints). This
result follows by a straightforward application of Clarke’s implicit function theorem
for Lipschitz continuous mappings [15]. See [25] for details.
Corollary 7.12 (F−1(0) Is a Lipschitz Manifold). Assume that the GNEP defining
functions are from the set G from Theorem 7.10. Then the set of FJ pairs F−1(0)
is a Lipschitz manifold of dimension (N − 1)|J |.
Remark 7.13. Rather than considering the GNEP FJ pairs it might also be of
interest to analyze the set Σ of GNEP FJ points x together with the corresponding
Lagrange multiplier vectors δ, λ, and Λ. Since there is a one-to-one relation from
nonsmooth variables to Lagrange multipliers [25] it is straightforward to show that
under the same assumptions as in Corollary 7.12 also the set Σ is a Lipschitz
manifold with dimension (N − 1)|J |.
Corollary 7.12 motivates us to study the structure of the set of Nash equilibria
around a Nash equilibrium x. For that, it is necessary to examine the projection
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Π: (x, γ) 7→ x acting on the Lipschitz manifold F−1(0). This is in general a
difficult task. In the remaining part of this section we indicate that this analysis
depends heavily on the crucial number (N − 1)|J0(x)|, i.e., the number of active
shared constraints—rather than the total number |J | of shared constraints—at
the considered GNEP FJ point x.
On the Number (N − 1)|J0(x)|
The connection of generic conditions (G1) and (G2) to the (failure of) standard
assumptions of the subproblems Pν(x
−ν), ν ∈ N , is crucial for the analysis of
GNEP but rather challenging. Under standard assumptions we understand
(ND1) the Linear Independence Constraint Qualification,
(ND2) strict complementarity, and
(ND3) the second-order sufficient condition.
Difficulties arise from the fact that all subproblems Pν(x
−ν), ν ∈ N , come from
parametric Nonlinear Programs Pν(·), ν ∈ N , and, hence, degeneracies can not be
avoided in general. We emphasize that possible violations of (ND1), (ND2), and
(ND3) for the players’ subproblems Pν(x
−ν), ν ∈ N , correspond to the number
(N − 1)|J0(x)|. Despite of that, the number (N − 1)|J0(x)| also indicates that the
set of Nash equilibria constitutes a manifold of an appropriate dimension locally
around x. The precise understanding of this issue is the matter of future research.
In the following examples 7.14, 7.15, and 7.16 we indicate the effects of the number
(N −1)|J0(x)| on the (failure of) the standard assumptions for NLPs. For that we
use the classification of generalized critical points (in one-parametric optimization)
from [70]. The notion of generalized critical points is a generalization of the FJ
points (and, thus, also of the KKT points) for NLPs. For readers who are not
familiar with the classification of critical points in [70] we refer additionally to
[22, 81]. For our purposes it is, however, sufficient to know that for generic one-
parametric NLPs there are exactly five types (precisely defined in [70, 81]) of
critical points which can occur. Type 1 corresponds to a nondegenerate KKT
point, the other remaining Types 2–5 (which also have subtypes) correspond to
specific violations of the nondegeneracy conditions (ND1), (ND2), and (ND3). In
the following we say that the occurrence of each generalized critical point—of a
type other than Type 1—is one “degeneracy”. We will see that the number of
degeneracies corresponds to the number (N − 1)|J0(x)|.
Example 7.14. Let N = {1, 2} and let the GNEP be given by
f 1(x, y) = −x, f 2(x, y) = −y,
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G1(x, y) = 1− x− y, G2(x, y) = x− y.
The global minimizers for both players are depicted in Figure 7.4. The set of Nash
equilibria is the intersection of both sets, i.e., the half-line starting at
(
1
2
, 1
2
)
as its
boundary point. Here x = 1
2
is a generalized critical point of Type 5.1 for P1(
1
2
),
and y = 1
2
is a generalized critical point of Type 5.2 for P2(
1
2
). In particular, the
MFCQ is violated at x = 1
2
for player 1, and the LICQ is violated at y = 1
2
for
player 2. These two degeneracies correspond to the number (N − 1)|J0(12 , 12)| = 2.
We point out that this example is stable w.r.t. small perturbations of the functions
being involved.
x x
y y
1/21/2
1/21/2
Player 1 Player 2
Figure 7.4: Global minimizers from Examples 7.14 and 7.15
Example 7.15. We consider the Nash equilibrium (1, 0) from Example 7.14. Note
that x = 1 is a nondegenerate minimizer for P1(0), and y = 0 is a nondegenerate
minimizer for P2(1). This means that (1, 0) is a Nash equilibrium. Furthermore,
locally around (1, 0) the set of Nash equilibria constitutes a one-dimensional man-
ifold. This (the dimension) corresponds to the number (N − 1)|J0(1, 0)| = 1.
Example 7.16. We consider Example 7.3 once again. Let N = {1, 2} and let the
following GNEP be given:
f 1((x, y), t) = x, f 2((x, y), t) = t,
G1((x, y), t) = 1− (x− t)2 − (y − (1− 2t))2, G2((x, y), t) = 1− x2 − (y + 1)2
The set of Nash equilibria is a half-parabola NE starting at ((0, 0), 0) as its boundary
point – see Figure 7.3. Here (0, 0) is a generalized critical point of Type 4.1 for
P1(0). The point 0 can be seen as a generalized critical point of Type 5.2 for
P2(0, 0), since dim(t) + 1 constraints are active there. In both situations LICQ is
violated. These two degeneracies correspond to the number (N −1)|J0((0, 0), 0)| =
2. Now, we consider an arbitrary Nash equilibrium ((x, y), t) ∈ NE such that
((x, y), t) 6= ((0, 0), 0). Note, that each of such points (x, y) is a nondegenerate
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minimizer of the problem P1(t), and, on the other hand, t is of Type 5.2 for the
problem P2(x, y), which means, in particular, that the LICQ is violated. Locally
around ((x, y), t)) the set of Nash equilibria is one-dimensional. Altogether one
degeneracy of Type 5.2 and one dimension of the Nash equilibria set correspond to
the number (N − 1)|J0((x, y), t)| = 2. We emphasize that this example is stable
w.r.t. small perturbations of the involved functions.
7.3 Local Search of GNEP FJ Points
The results about the generic structure of GNEP FJ pairs motivate us to develop
a solution algorithm for the local search of Nash equilibria.
7.3.1 A Nonsmooth Projection Method (NPM)
We use the characterization of GNEP FJ points by means of the mapping F . Due
to the fact that the equation F = 0 is underdetermined (in case that shared
constraints are involved) we propose the following Nonsmooth Projection Method
(NPM) for GNEP:
(xk+1, γk+1) := (xk, γk)− V †kF(xk, γk), Vk ∈ ∂F(xk, γk), (NPM)
where V †k := V
⊤
k (VkV
⊤
k )
−1 is the Moore-Penrose inverse of the (full-rank) matrix
Vk (see, e.g., [104]).
The F -nondegeneracy of GNEP FJ pairs is crucial for the applicability of the
NPM. If assertion (G2) is fulfilled at a point (x, γ) ∈ F−1(0), then the NPM is
well-defined locally around (x, γ). If, furthermore, none of the nonsmooth vari-
ables in γ vanishes, then the mapping F is C1 locally around (x, γ). In the latter
case we obtain convergence results for the NPM from results for projection meth-
ods for differentiable mappings [14]. Altogether, we can formulate the following
Theorem 7.17 about the local convergence of the NPM method.
Theorem 7.17 (Local Convergence of the NPM). Let (x, γ) ∈ F−1(0) be F-
nondegenerate. Then there exists a neighborhood U(x,γ) ⊂ Rn × Rm of (x, γ) such
that for each (xk, γk) ∈ U(x,γ) the projection step in (NPM) is well-defined. If, in
addition, |M0(γ)| = 0, then the neighborhood U(x,γ) can be chosen in such way that
the sequence (xk, γk)k∈N, generated by the NPM (with starting point in U(x,γ)), is
well-defined, and converges to a point in F−1(0) at a superlinear/quadratic rate.
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Remark 7.18 (NPM for the Case J = ∅). We assume that J = ∅, i.e., no shared
constraints are involved. Property (G1) from the definition of F-nondegeneracy
implies that |M0(γ)| ≤ (N − 1)|J | = 0. Due to Theorem 7.17 the NPM can be
expected to converge locally toward a GNEP FJ points at a superlinear/quadratic
rate.
We conjecture that F -nondegeneracy is sufficient for the local convergence of the
NPM—even if the number of vanishing nonsmooth variables |M0(γ)| is not neces-
sarily equal to zero.
Conjecture 7.19 (Generic Local Convergence of the NPM). Let (x, γ) ∈ F−1(0)
be F-nondegenerate. Then there exists a neighborhood U(x,γ) ⊂ Rn × Rm of (x, γ)
such that for each starting point (x0, γ0) ∈ U(x,γ) the sequence (xk, γk)k∈N generated
by the NPM is well-defined and converges to a point in F−1(0).
The proof of Conjecture 7.19 seems to be nontrivial2. We devote Section 7.3.2 to a
discussion of appearing difficulties. It is, in particular, not clear what convergence
rate could be expected in Conjecture 7.19. In fact, there are indications that only
linear convergence can be expected. To see this we consider an arbitrary system
of nonsmooth equations F (y) = 0, where F : RN → RM , M ≤ N , is a Lipschitz
continuous mapping. Now the NPM reads as follows:
yk+1 := yk − V †k F (yk), Vk ∈ ∂F (yk). (7.2)
Before we show in Example 7.20 that in general this method only converges at
a linear rate we briefly mention some well-known convergence results for special
cases of this method. If N =M (7.2) turns out to be a nonsmooth Newton method
[111]. For the special situation of a smooth function F , and M ≤ N , (7.2) was
treated in [14]. In both cases it has been shown that the method converges locally
at a superlinear/quadratic rate. See also [7, 18, 105, 104] on the NPM iteration
scheme (7.2) and its generalizations for the underdetermined smooth case. In [13]
the underdetermined nonsmooth case is treated using the broader setting of outer
inverses. However, as we will see, these results are not suitable to prove local
convergence of the NPM for GNEP under generic assumptions.
Example 7.20 (NPM, Zig-Zagging). Let F (x, y) := min{x, y − x}. The solution
set F−1(0) is depicted in Figure 7.5. The NPM produces zig-zagging for every
starting point z0 lying in the negative quadrant {(x, y) ∈ R2 | x < 0, y < 0}. This
is due to the special geometry of the solution set F−1(0). It is crucial that the NPM
converges only at a linear rate. We note that in this example the NPM reduces
2Personal communication with A. Fischer and B. Kummer, Zu¨rich, 2011.
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to the so-called alternating projection method [94] for the two smooth manifolds
{(x, y) ∈ R2 | x = 0} and {(x, y) ∈ R2 | x = y}. In [94] it has been proven that
the alternating projection method converges locally at a linear rate if two smooth
manifolds intersect transversally.
x
y
z0
z1 z2
z3 z4
z5 z6
Figure 7.5: NPM produces zig-zagging
Remark 7.21. Despite of the merely linear convergence in Example 7.20 the spe-
cial structure of F might guarantee that even superlinear (or quadratic) conver-
gence holds in Conjecture 7.19. This issue is subject of future research.
7.3.2 On the Convergence Analysis of the NPM
For the following arguments it is crucial to see that F is a continuous selection3
of C2-mappings. This comes from the appearance of the functions (·)+, (·)− in
the definition of F in (7.1). For ν ∈ N and 1 ≤ j ≤ 1 + |Jν | + |J |, for instance,
the function γνj 7→ (γνj )+ in the definition of F coincides either with the function
(“piece”) γνj 7→ γνj or with the zero-function (“piece”)—depending on whether γνj
is positive or negative. The same holds for the appearance of the function (·)− in
3F is continuous and, moreover, there exists a finite set of C2-mappings (“pieces (of F)”)
such that at each point the mapping F coincides (at least) with one of the (“active”) pieces.
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F : The active pieces are determined by the sign of the corresponding nonsmooth
variables. We conclude that F is indeed a continuous selection of C2-mappings
and, moreover, the pieces of F can be indexed by selecting a subset of P ⊂M (of
positive pieces). It follows that
I(γ) := {P ⊂M |M+(γ) ⊂ P ⊂M+(γ) ∪M0(γ)}
contains all active pieces FP with FP(x, γ) = F(x, γ). Hence we have the following
representation for Clarke’s generalized Jacobian of F at (x, γ) ∈ Rn × Rm:
∂F(x, γ) = conv {DFP(x, γ) | P ∈ I(γ)}
We demonstrate the challenges of a convergence analysis for NPM by focusing on
the following iteration scheme which is a special case of the NPM:
(xk+1, γk+1) = (xk, γk)− V †kF(xk, γk), Vk ∈ ∆F(xk, γk), (7.3)
where ∆F(xk, γk) is defined as the set of all Jacobians DFP(xk, γk) of active
pieces FP at (xk, γk) with P ∈ I(γk). It follows that ∆F(xk, γk) all “vertices” of
∂F(xk, γk). With this the k-th step in (7.3) reads as
(xk+1, γk+1) = (xk, γk)−DFP(xk, γk)†FP(xk, γk). (7.4)
We will see that this step can be seen as an approximate projection of (xk, γk)
onto a set MP . In fact, if FP(·) is linear, then FP(xk+1, γk+1) = 0 and, hence,
(xk+1, γk+1) ∈MP with
MP := {(x, γ) ∈ Rn × Rm | FP(x, γ) = 0}.
Otherwise, if FP(·) is not linear, then by multiplying (7.4) with DFP(xk, γk), we
obtain
DFP(xk, γk)
(
xk+1
γk+1
)
= DFP(xk, γk)
(
xk
γk
)
− FP(xk, γk).
A Taylor expansion of FP gives the following:
FP(xk+1, γk+1) = o(‖(xk+1, γk+1)− (xk, γk)‖) (7.5)
The latter fact suggests that the NPM iteration step (7.4) can be seen as an
approximate projection of (xk, γk) ontoMP . Now, we assume that (x, γ) ∈ F−1(0)
and all matrices in ∂F(x, γ) have full rank. Then, locally around (x, γ) the setMP
is a (V −E)-dimensional C2-manifold. From this point of view, the NPM becomes
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a sequence of (approximate) projections onto the manifolds MP , P ∈ I(γ). Note
that due to the special structure of F the number of manifolds MP is given by
|I(γ)| = 2|M0(γ)|.
Moreover, the (local) solution set F−1(0) is “glued together” by (parts of) these
manifolds and “selected” by the mapping F , i.e., F−1(0) is locally equal to the set⋃
P∈I(γ)
MP ∩ {(x˜, γ˜) ∈ Rn × Rm | F(x˜, γ˜) = FP(x˜, γ˜)}.
Since it is not clear a priori which sequences of projections will be realized for
different starting points, the convergence analysis becomes highly nontrivial. The
projections in (7.3) are determined by the sequence (I(γk))k∈N and the choices of
Pk ∈ I(γk). Thus, it becomes crucial to analyze all possible sequences
I(γk)→ I(γk+1)→ I(γk+2)→ . . . and Pk → Pk+1 → Pk+2 → . . . .
We assume for a moment that the latter sequence consists of a recurrent fixed
sequence P1, . . . ,Pl, l ∈ N . In this case, one can expect the sequence (xk, γk)k∈N
to approach the intersection set
⋂l
r=1MPr and, eventually, to converge towards a
point (x∗, γ∗) ∈ F−1(0)—see also the section on “Alternating projection methods”
below. However, in general it is not clear how to analyze all possible sequences of
projections. This demands an involved analysis of the local geometric properties
of the set F−1(0).
Convergence Analysis for Special Cases of the NPM
Let (x, γ) ∈ F−1(0), and let ∂F(x, γ) merely consist of full rank matrices.
J = ∅ - no shared constraints. In this case the number of equations in F = 0
and the number of variables of F are equal, and the NPM becomes a nonsmooth
Newton method [111]. Since all matrices in ∂F(x, γ) are nonsingular, the solution
set F−1(0) is (locally) given by the singleton {(x, γ)} and, moreover, each MP ,
P ∈ I(γ), coincides with {(x, γ)}. Thus, for a convergence analysis, it suffices
to show that, locally, each step of the NPM guarantees a sufficient decrease of
the distance to the (locally) unique point {(x, γ)}. In particular, the convergence
analysis becomes independent from the sequence of the sets I(γk). In [111] the
superlinear/quadratic convergence of the NPM in this case was shown.
M0(γ) = ∅ - strict complementarity. In this case |I(γ)| = 1 and, hence,
F is (locally) a C2-mapping. Moreover, the solution set F−1(0) is (locally) a
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(V − E)-dimensional C2-manifold. An approximation property of the NPM as in
(7.5) can be guaranteed uniformly along a tubular neighborhood of F−1(0). The
corresponding analysis is carried out in [14] and yields the superlinear/quadratic
convergence of the NPM.
The Relation to Alternating Projection Methods
Alternating projection methods are of the form
yk+1 = (QMl · · ·QM2QM1)(yk), (7.6)
where yk ∈ Rp, and QMi is a projection onto a smooth manifold Mi, i = 1, . . . , l.
Typical results state that under suitable assumptions the sequence (yk)k∈N con-
verges (linearly) to a point in the intersection set
⋂l
i=1Mi. To be precise, for the
case of linear subspaces M1,M2, . . . ,Ml the convergence has been shown in [58]
and [125]. In [94] the convergence has been proven for the case when k = 2 and
M1, M2 are smooth manifolds which intersect transversally. We emphasize that
the NPM is a generalization of these latter results in the following sense:
(1) The number of manifolds l is arbitrary,
(2) the projections QMi are replaced by approximate projections, and
(3) the sequence of approximate projections during the NPM cannot be de-
scribed by the recurrent application of a fixed operator as in (7.6).
While (1) and (2) are rather technical generalizations, we point out that (3) con-
stitutes the major challenge.
On a Generalization of the NPM
We briefly comment on the convergence analysis for a generalization of the NPM
from [13]. It turns out that the crucial assumption for convergence imposed therein
is hard to be justified in the GNEP setting.
In [13] a general method for singular, i.e., underdetermined systems of nonsmooth
equations is analyzed. Therein the method is formulated for mappings between
Banach spaces and, instead of the Moore-Penrose, general outer inverses are used
for linear operators. A# is called an outer inverse for a linear operator A iff we
have the following:
A#AA# = A#
146 Ch. 7: Generalized Nash Equilibrium Problems
We discuss the application of Theorem 4.1 from [13] to the NPM. This theorem
deals with the special case of a locally Lipschitz continuous mapping F : RN → RM
and the method
yk+1 = yk − V #k F (yk), Vk ∈ ∂BF (yk), (7.7)
where ∂BF (yk) is the so-called B-subdifferential of F , which has the property that
the convex hull of it is equal to the subdifferential of Clarke. Assuming that
Vk ∈ ∂BF (yk) is of full rank, the unique choice for the operator V #k is the Moore-
Penrose inverse V †k . Therefore, the step in (7.7) coincides with the NPM step:
yk+1 = yk − V †k F (yk) (7.8)
The crucial assumption (in [13, Theorem 4.1]) for the proof of local convergence
of the method in (7.7), and, hence, in (7.8), is the following (for each k ∈ N):
‖V †k+1(F (yk+1)− F (yk)− Vk(yk+1 − yk))‖ ≤ α‖yk+1 − yk‖, α ∈ (0, 1) (7.9)
Recall that yk+1− yk = −V †k F (yk) and VkV †k is the identity matrix. Therefore the
assumption in (7.9) is equivalent to the fact that
‖V †k+1F (yk+1)‖ = ‖yk+2 − yk+1‖ ≤ α‖yk+1 − yk‖, α ∈ (0, 1),
where for the first equality we used the definition of the (k+1)-th step of the NPM.
The latter implies directly that (yk)k∈N is a Cauchy sequence. We stress the fact
that it is not clear how to justify this assumption in the GNEP context (under the
F -nondegeneracy assumption).
7.3.3 Discussion of Related Methods for GNEP
The aim of this section is to relate the NPM to the Newton-type methods from
[34]. We validate that, under the same assumptions as imposed in [34], also the
NPM locally generates sequences which converge at a superlinear/quadratic rate.
But first let us briefly mention some other recently proposed computational ap-
proaches and schemes for GNEP. In [27] a merit-function technique and an interior-
point-based method are studied. The use of Nakaido-Isoda function leads to a
nonsmooth reformulation of GNEP in [28, 124]. An alternative solution concept,
based on the theory of variational inequalities, is introduced in [109]. In [12] a
nonsmooth Newton method with path search is applied for GNEP. For a survey
we refer to [35].
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Now, we describe the Newton-type methods from [34]. The following KKT system
for each player ν ∈ N is considered:
Dxνf
ν =
∑
j∈Jν
λνjDxνg
ν
j +
∑
j∈J
ΛνjDxνGj,
λνj · gνj = 0, gνj ≥ 0, λνj ≥ 0, for all j ∈ Jν ,
Λνj ·Gj = 0, Gj ≥ 0, Λνj ≥ 0, for all j ∈ J .
 (7.10)
Using the fact that min{a, b} = 0 if and only if a ≥ 0, b ≥ 0, ab = 0, one can
rewrite (7.10) as follows:
Dxνf
ν −
∑
j∈Jν
λνjDxνg
ν
j −
∑
j∈J
ΛνjDxνGj = 0,
min
{
λνj , g
ν
j
}
= 0, for all j ∈ Jν ,
min
{
Λνj , Gj
}
= 0, for all j ∈ J .
 (7.11)
The latter KKT system (7.11), concatenated for all ν ∈ N , is denoted by
Φ(z) = 0, with z =
(
x, (λ1j )
|J1|
j=0, . . . , (λ
N
j )
|JN |
j=0 , (Λ
1
j)
|J |
j=0, . . . , (Λ
N
j )
|J |
j=0
)
. (7.12)
The system Φ(z) = 0 is treated numerically via Newton-type methods in [34].
Three different cases are considered.
Case I: “No shared constraints”, i.e., J = ∅. For this case the following
iteration scheme (I) is suggested in [34]:
zk+1 := zk + dk,
where, for some Vk ∈ ∂Φ(zk), dk solves the linear system
V kd = −Φ(zk). (I)
Note that in case J = ∅, Clarke’s subdifferential ∂Φ(·) consists of quadratic ma-
trices and (I) is the usual nonsmooth Newton method [111]. The quasi-regularity
assumption proposed in [34] at a solution z of Φ states that all matrices in ∂Φ(z)
are nonsingular. It is concluded in [34] that under the quasi-regularity at z, the
iteration scheme (I) is well-defined locally around z and the generated sequence
converges superlinearly/quadratically to z. This is a direct consequence of the con-
vergence analysis for the nonsmooth Newton method in [111]. Note, that in absence
of shared constraints (J = ∅), also the NPM, applied to F = 0, turns out to be the
nonsmooth Newton method. Moreover, the quasi-regularity at a solution z of Φ is
equivalent to the nonsingularity of all matrices from ∂F(x, γ). Here, nonsmooth
variables γ come from the corresponding Lagrange multipliers. Overall, the NPM
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converges also superlinearly/quadratically under quasi-regularity assumption (cf.
section on convergence analysis for special cases above). We conclude that the
NPM and the iteration scheme (I) have the same convergence behavior.
Case II: “shared multipliers”. In this case the assumption in [34] is that at a
solution z of F the Lagrange multipliers Λνj are equal for all players ν ∈ N . Then,
the concatenated KKT system given by (7.12) can be rewritten as follows:
Dxνf
ν −
∑
j∈Jν
λνjDxνg
ν
j −
∑
j∈J
ΛjDxνGj = 0, for all ν ∈ N ,
min
{
λνj , g
ν
j
}
= 0, for all j ∈ Jν , ν ∈ N ,
min {Λj, Gj} = 0, for all j ∈ J ,
 (7.13)
Note, in (7.13) the multipliers Λνj are replaced by Λj which do not depend on the
player ν, anymore. We denote the KKT system in (7.13) by
ΦV I(z) = 0 with z =
(
x, (λ1j)
|J1|
j=0, . . . , (λ
N
j )
|JN |
j=0 , (Λj)
|J |
j=0
)
.
The following iteration scheme (II) is suggested in [34]:
zk+1 := zk + dk,
where, for some Vk ∈ ∂ΦV I(zk), dk solves the linear system
V kd = −ΦV I(zk). (II)
Again the iteration scheme (II) is a version of the nonsmooth Newton method from
[111]. As in Case I, VI-quasi-regularity is defined in [34] and similar convergence
results hold. Note that (7.13) is the KKT system to the appropriately defined
variational inequality associated with GNEP.
We point out that Case II is rather exceptional. Indeed, under the VI-quasi-
regularity assumption the point z, having shared Lagrange multipliers, is isolated
within the set of FJ points.
Case III: “shared constraints”, i.e., J 6= ∅. In Case III of a nonempty set J
one can easily see that at z with Φ(z) = 0 the set of Clarke subgradients ∂Φ(z),
where Φ is the mapping from (7.12), may contain singular matrices. Indeed, assume
that for j ∈ J and ν1, ν2 ∈ N it holds that Λν1j > Gj(x) and Λν2j > Gj(x) in (7.11).
Then, min{Λν1j , Gj} = min{Λν2j , Gj} = Gj on a neighborhood of x, which means
that ∂Φ(z) contains a matrix with identical rows, hence, being singular. In order
to deal with this issue numerically, the following two assumptions are made in [34].
Firstly, strict complementarity at z:
gνj (x) = 0 implies λ
ν
j > 0 and Gj(x) = 0 implies Λ
ν
j > 0, for all ν ∈ N .
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This assumption guarantees that Φ is twice continuously differentiable at z. Sec-
ondly, the local error bound is assumed to hold. The latter is said to be fulfilled
at z if there exist c, δ > 0 such that
‖Φ(z˜)‖ ≥ c · dist(z˜,Φ−1(0)) for all z˜ ∈ Bδ(z).
Under these two assumptions the following Levenberg-Marquardt iteration scheme
(III) is suggested in [34]:
zk+1 := zk + dk,
where, with α(zk) := ‖Φ(zk)‖, dk solves the linear system
D⊤Φ(zk)Φ(zk) +
[
D⊤Φ(zk)DΦ(zk) + α(zk) Id
]
d = 0. (III)
Here, DΦ(zk) denotes the Jacobian of Φ (which is differentiable due to the strict
complementarity assumption) at zk. It is shown in [34] that under the strict com-
plementarity and the local error bound assumption the iteration scheme (III) is
well-defined locally around z and the generated sequence converges quadratically
to z. The quasi-regularity assumption at a solution z of Φ refers now to the
full rank of DΦ(z). It is claimed in [34] that the strict complementarity and the
quasi-regularity imply the local error bound assumption. Note that the strict com-
plementarity at a solution z of Φ means M0(γ) = ∅ (cf. (G1) from Definition 7.9).
Here, nonsmooth variables γ come from the corresponding Lagrange multipliers in
(7.10) due to Lemma 7.6. Further, the quasi-regularity for Φ at z corresponds to
assertion (G2) for F at (x, γ). Hence, NPM, applied to F , converges quadratically
under the strict complementarity and quasi-regularity assumptions (cf. Theorem
7.17). We conclude that NPM and the iteration scheme (III) have the same con-
vergence behavior.
150 Ch. 7: Generalized Nash Equilibrium Problems
Chapter 8
Conclusion and Outlook
In this thesis we focussed on the theoretical justification of assumptions in finite-
dimensional continuous optimization and, as a result of this, on the study of generic
properties (topological and geometric) of optimization problems. This was moti-
vated by the following three initial observations.
(1) The KKT Approach, as a methodological framework for both the theoretical
and numerical treatment of Nonlinear Programs, can nowadays be considered
as the standard approach.
(2) Jongen, Jonker & Twilt gave an explanation for (1) by showing that the stan-
dard assumptions (LICQ, strict complementarity, second-order sufficient con-
dition), which guarantee that the KKT Approach can successfully be applied,
are “reasonable” (in a mathematically precise way).
(3) Since more complex problems in applications call for a systematic study of
more general problem classes (than Nonlinear Programming), there exist nowa-
days many different optimality theories, which (for the most part) can be seen
as generalizations of the KKT Approach.
These observations lead us to the question whether it is possible to justify as-
sumptions, being imposed in the context of (more general) optimality theories, by
showing that they are “reasonable” in the sense of Jongen, Jonker & Twilt.
Summary of the Main Contributions
In order to answer this question (affirmatively) it was necessary to introduce the
class of so-called stratified optimization problems with the property that the in-
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cluded problems provide a stratification of the constraint set and, thus, allow it to
define some geometric objects with strong properties. We carried out a complete
optimality theory under “reasonable” assumptions. Inspired by the papers by Jon-
gen, Jonker & Twilt we considered assumptions to be “reasonable” iff they are
fulfilled for a dense and open (w.r.t. an appropriate—strong—topology) subset of
problem defining mappings. The class of stratified optimization problems turned
out to be general enough such that it is possible to relate the obtained genericity
results to other optimality theories. We showed, for instance, that the assumptions
which are needed by Robinson’s optimality theory for convex closed cones can be
shown to be reasonable.
The methods we used depend strongly on geometric objects, which are needed
for an exact mathematical description of “assumptions” and the corresponding
notion of “nondegeneracy”. Therefore, we introduced some new concepts like the
Transversality Constraint Qualification (TCQ), the decomposed and the generalized
tangent cone for stratified sets and, related to this, the new class of T-regular
stratifications. Since the T-regularity of the stratification of the constraint set
was a necessary assumption for our optimality theory, we introduced, furthermore,
the notion of T-trivializability (for stratifications) which—under the additional
assumption that the considered set is locally closed—implies T-regularity.
The new geometric cones (decomposed and general tangent cone) turned out to
be natural objects in connection with the Transversality Constraint Qualification.
This allowed us to prove formulas for the (linear!) transformation under pullbacks.
These formulas yield strong first-order information about the feasible set.
The T-trivializability of stratifications ensures that both the considered stratifica-
tion itself and the bundle of tangent cones are topologically trivial along the active
stratum. Hence, T-trivializability is a natural extension of Whitney regularity, in
order to obtain topological triviality of first-order objects.
We used our theoretical results in order to treat the following specific optimiza-
tion classes: Nonlinear Semidefinite Programming, Mathematical Programs with
Vanishing Constraints, and Generalized Nash Equilibrium Problems. We applied
our theory and obtained results under reasonable assumptions. The description of
optimization problems by means of geometric objects was particularly fruitful in
the case of Generalized Nash Equilibrium Problems, where we could explain the
specific phenomenon of (local) non-uniqueness of solutions.
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Open Problems
There still remain unresolved questions and problems for future research. We give
a short overview.
The following specific problems emerged during this thesis.
• Whitney Regularity vs. T-regularity. In Chapter 2 we introduced
the class of T-regular stratifications. By definition it holds true that each
T-regular stratification is in particular Whitney regular. It is not clear
whether the opposite implication is also true. To formulate it as a question:
Is it true that each Whitney regular stratification is (already) T-regular? As
a variant one could ask the same question for the (subclass of) semialgebraic
stratifications.
• Active Set Identification for NLSDP. In Chapter 5 we proposed a
quadratically convergent SQP method for Nonlinear Semidefinite Programs.
The assumptions for this method (at the solution point) have been shown
to be reasonable. However, for practical implementations it is an open ques-
tion how a certain active set can be identified. We stress that it is not clear
whether the latter problem can be solved in practice. This question is also
closely related to the following problem.
• Projection onto the Complementarity Set in SM × SM . The comple-
mentarity set CM in SM × SM is the subset consisting of all pairs of positive
semidefinite (symmetric) matrices (Ω1,Ω2) with the property that Ω1•Ω2 = 0,
where ”•“ denotes the trace-product in SM (see Chapter 5). The problem
is now the following: Given a pair of matrices (A1, A2) ∈ SM × SM , find a
global minimizer of the following projection problem:
min
(Ω1,Ω2)∈CM
‖(Ω1,Ω2)− (A1, A2)‖2
• Classification of Nash Equilibria. In Chapter 7, we analyzed the topol-
ogy of the solution sets (Nash equilibria) of Generalized Nash Equilibrium
Problems (GNEPs). This, however, has been done under very special (strict)
assumptions. The problem of a complete classification of Nash equilibria
(for generic problem instances) is still open. Closely related is the question
whether it is possible to define a topological index for Nash equilibria. This
could open the field for the development of new existence results which would
complement the known (and quite restrictive) results in the convex setting.
Due to the (multi-) parametric structure of the GNEP and the high degree
of coupling, both problems are rather challenging.
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• Local Convergence of the NPM (under Generic Assumptions). As
a result of the structural results on the solution sets of GNEPs, we proposed
the Nonsmooth Projection Method (NPM) for the local search of Nash equi-
libria (or GNEP FJ points). Under additional (w.r.t. the generic situation)
assumptions, which are already known from the literature, we proved local
convergence at a superlinear/quadratic rate. A convergence result under
generic assumptions is still missing.
Further, more general questions and research directions are the following.
• Verification of Assumptions. The results of Chapters 2–4 can be used
for the justification of assumptions (in optimization). Hence, it is possible
to analyze other theories w.r.t. genericity aspects.
• Utilization of Kojima-type Mappings. In Chapters 6 and 7 we in-
troduced Kojima-type mappings for the description of stationary points.
Kojima-type mappings have strong properties and allow both to study the
stability (of stationary points) in a unified way and to develop (nonsmooth)
Newton methods for the local search of stationary points (or solutions). This
could, for instance, be carried out in the cases of Mathematical Programming
with Complementarity Constraints, Mathematical Programming with Van-
ishing Constraints, or for generalized Nash Equilibrium Problems.
• Numerical Search ”along Strata“. The pullback formulas for the general
tangent cone (see Chapter 2) give a complete first-order description of the
structure of the feasible set, which is one-to-one to the constraint set in
the image space. This information could, for example, be used to develop
numerical search algorithms which are able to detect, follow, and change
strata (of the feasible set).
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