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Abstract 
Small-scale wind energy is a renewable energy technology with exciting prospects 
in a low carbon energy future. However, in order for the technology to be fully 
utilized, techniques capable of predicting the wind energy resource quickly, cheaply 
and accurately are urgently required. Specifically, the direct measurement 
approaches used in the large-scale wind industry are often not financially or 
practically viable in the case of small-scale installations.  
The subject of this thesis is the development of low-cost, indirect methods for 
predicting the wind resource using, (i) analytical models based on boundary layer 
meteorology and (ii) data-driven techniques based on measure-correlate-predict 
(MCP). The approaches were developed and tested using long-term (11 years) 
wind data from meteorological stations, short-term (1 year) data from a field trial of 
small-scale turbines, and output from an operational forecast model. 
As a first step, the performance of an existing boundary layer scaling model was 
evaluated at 38 UK sites and found to result in large site-specific errors. Based on 
these findings, a revised model was developed and shown to improve prediction 
accuracy. However, uncertainty analysis and comparison with onsite 
measurements revealed average errors in the predicted wind power density of over 
60% due to uncertainties in the model input parameters. Hence, it was concluded 
that such an approach is best applied in a scoping context to identify sites worthy of 
further study. 
To investigate the ability of low-cost, data-driven techniques to reduce these 
uncertainties, MCP approaches were trialled using onsite measurement periods as 
short as 3 months at a subset of 22 of the above UK sites. In addition to established 
linear approaches, non-linear Gaussian process regression and bivariate 
conditional probability approaches were developed. Using a 3 month measurement 
period, the best performing MCP approaches resulted in average errors in the 
predicted wind power density of 14%, compared to 26% when using the boundary 
layer scaling approach at the same sites. The effect of seasonal variability in the 
prediction errors was investigated in detail and found to be most significant at 
coastal sites. This variability was found to be reduced by using output from an 
operational forecast model in place of long-term reference wind data. 
This work provides a means for low-cost and rapid wind resource assessment in 
cases where traditional approaches are not viable. 
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1 Introduction 
Climate change, sustainable development and renewable energy are just a few of 
the phrases that have only recently entered common usage as it has become 
increasingly clear that the Earth’s resources are not inexhaustible. Partly in 
response to this enhanced awareness and partly because it often makes good 
business sense, governments, organisations and individuals are starting to look for 
ways to reduce their impact on the environment. One way of beginning to take 
responsibility for one’s environmental impact is through the use of small-scale, 
decentralised and low carbon energy sources.  These are commonly referred to as 
microgeneration and include small-scale wind energy as well as a whole range of 
low carbon technologies.  
Within the UK, pressures related to the progressive decommissioning of ageing 
nuclear and coal fired power stations, as well as volatility in primary energy prices 
are starting to be felt [1]. Added to this, plans for greater diversification of electricity 
sources [2] the 2020 target of 15% of energy from renewables [3] and the 2050 
commitment to reduce CO2 equivalent emissions by 80% compared to 1990 levels 
[4], present the energy industry with unprecedented challenges. A whole suite of 
energy technologies, including new nuclear power, carbon capture and storage and 
large-scale renewables will likely be needed over the coming decades. In addition 
to these large-scale contributions, energy efficiency measures and distributed 
energy sources such as small-scale wind energy must also be fully exploited [5]. 
Small-scale wind energy has exciting prospects in the UK due to the favourable 
wind resource, a growing manufacturing base of small-scale turbines and 
government financial incentives. Despite recent uncertainty in the policy 
environment, the small- and medium-scale1 wind turbine industry has experienced 
rapid growth in the last decade with the UK market size now put at over £105 
million [6]. Currently, only China and the USA have installed capacities of small-
scale wind turbines that are greater than the UK’s, in a global small-scale wind 
energy market that increased by 27% in 2011 [7]. However, in order for this industry 
to achieve its full potential, both within the UK and further afield, several issues 
need to be addressed.  
                                               
1 Definitions of scale vary worldwide. The upper limits of small- and medium-scale 
turbines are typically 100 kW and 500 kW rated power respectively [6,7]. 
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One of the most critical of these challenges is the development of suitable 
techniques for accurate wind resource assessment.  An estimate of the likely 
energy yield is essential for any potential customer who must choose between 
competing microgeneration technologies and who desires to make an investment 
choice that maximises financial and environmental benefits. However, predicting 
the potential energy yield of a small-scale turbine presents a number of specific 
challenges that are related to costs, timescales and accuracy [7].  
1.1 The Challenge of Wind Resource Assessment 
Wind resource assessment on any scale is complicated by several factors: (i) the 
cubic relationship between wind speed and power, (ii) the temporal variability of 
wind speeds on a wide range of timescales from years to seconds and (iii) the 
spatial variability in the mean wind speed. Due to the cubic relationship between 
wind speed and wind power, small changes in wind speed can result in large 
changes in wind power, necessitating highly accurate wind speed predictions. 
Additionally, due to the temporal and spatial variability in the wind flows, long-term 
onsite wind measurements at the location of the proposed turbine site are generally 
required. These measurements are used to produce frequency distributions of wind 
speeds averaged over a predefined time period, from which, long-term statistical 
averages can be obtained. These statistics, possibly along with estimates of other 
atmospheric variables, are used to define the average characteristics of the wind 
resource at a particular site. This information, with the addition of a specified wind 
turbine power curve, can be used to predict the average energy yield for a specific 
wind turbine and location. Assuming the performance of the turbine has been well 
characterised, the issue of wind resource assessment ultimately becomes one of 
defining the statistical averages which describe the wind flow at a specific location. 
However, in the case of small-scale wind installations, this is non-trivial to achieve. 
The most direct way to estimate the potential wind resource is to use onsite 
anemometry to make long-term measurements. For large-scale wind farms, which 
involve long-term planning and very large investments, this typically involves 
collecting 1-3 years of onsite data in order to obtain sufficient statistics to define 
reliable averages [8]. For small-scale wind installations, however, these timescales 
are often not practical and the impact of such a measurement campaign on the total 
investment cost makes the approach unrealistic [7]. In the absence of long-term 
measurements, a potential customer must resort to indirect methods of estimating 
the potential energy yield. To achieve widespread uptake of small-scale wind 
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turbines, these indirect methods should be relatively quick and cheap to implement, 
applicable to a broad range of sites without detailed, site-specific modelling, and 
accurate enough to inform investment decisions. 
1.1.1 Wind atlas methods 
Given a specific location, a wind atlas may be used to quickly and easily estimate 
the uninterrupted mean wind speed on a predefined grid. For the UK, wind atlases 
such as NOABL (Numerical Objective Analysis of Boundary Layer) [9] and NCIC 
(National Climate Information Centre) [10] have been developed using interpolation 
of historical surface wind speed measurements with a resolution 1 km2. Despite the 
superior performance reported for NCIC [10],  NOABL has gained widespread 
popularity due to the fact that it is publically available. However, both NOABL and 
NCIC are unable to account for local obstacles or spatial variability in surface 
roughness and topography on length scales smaller than 1 km and this can 
significantly affect the predicted wind resource. Unsurprisingly, it has been shown 
that NOABL frequently overestimates the mean wind speed, particularly in areas of 
high surface roughness [11] and hence cannot be used without the addition of 
correction factors that attempt to account for local effects [12, 13]. As will be 
demonstrated later, these correction factors are themselves a source of 
considerable uncertainty. 
1.1.2 NOABL-MCS 
Within the UK, small-scale wind turbine installations are eligible for financial support 
under a feed-in-tariff system. To qualify for this support, a turbine and its installation 
must conform to certain standards mandated in the Microgeneration Certification 
Scheme (MCS). This includes an Installation Standard that sets out a standardised 
method for estimating annual energy production at a site [13]. The method involves 
applying a correction factor to the NOABL mean wind speed based on an estimate 
of the local terrain and the presence of nearby obstacles, the so-called NOABL-
MCS method. The installer is obliged to communicate this estimate to the customer 
along with a number of caveats including, “[This estimate] is given as guidance only 
and should not be considered to be a guarantee” and “The energy performance of 
wind turbine systems is impossible to predict with a high degree of certainty due to 
the variability in the wind from location to location and from year to year.” [13]. 
While standardised procedures for estimating annual energy production are very 
welcome, these statements alone highlight the challenge of making accurate 
predictions using simple correction factors. Application of the NOABL-MCS method 
to a number of sites detailed later in this thesis shows that the method often results 
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in predictions that are too conservative, thus excluding potentially viable sites from 
development.    
1.1.3 Boundary layer scaling  
Using a wind atlas as a starting point, the principles of boundary layer meteorology 
may be applied to provide more precise predictions of the spatially averaged mean 
wind speed compared to those obtained from simple correction factors. Boundary 
layer scaling methods attempt to account for the effect of local and regional 
roughness using simple parameterisations of the surface characteristics [14, 15]. 
Such methods are attractive since after their development, they can be deployed 
rapidly at multiple sites with little investment. However, there are large uncertainties 
involved at each stage of the scaling process, resulting in final wind speed 
predictions that frequently do not reach the required accuracy [16]. Some 
improvements may be achieved in the case of building mounted turbines or in very 
complex terrain through coupling scaling methods to detailed flow models using 
computational fluid dynamics [14, 17]. While these approaches can result in general 
siting recommendations, they generally require site-specific modelling which 
negates some of the advantages of a simple scaling approach. In addition, scaling 
methods that use wind atlas inputs only produce mean wind speed predictions 
rather than predictions of the full wind speed distribution and this results in further 
uncertainties in the predicted wind power.  
1.1.4 Data-driven techniques 
The starting point for the approaches mentioned above is generally some form of 
spatially averaged mean wind speed. In contrast, data-driven techniques make use 
of wind data in the form of a time series, either measured or forecast, at the location 
of the turbine site. Data-driven approaches are required in the large-scale wind 
industry in order to provide sufficient confidence to satisfy investors. Typically, in 
addition to long-term (> 1 year) onsite measurements, correlation to a nearby 
reference site is sought using an approach known as measure-correlate-predict 
(MCP) to provide predictions over several decades [18]. In the small-scale wind 
industry, however, the time and expense of a 12 month measurement campaign 
make such an approach the exception rather than the norm. Thus, while MCP 
offers an opportunity for increasing the value of any short-term measurement 
campaign, it has not been widely studied in the context of the small-scale wind 
industry where measurement periods are likely to be significantly less than the 
recommended 12 months. 
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Related techniques may use forecast wind data in place of onsite measurements. 
The UK Met Office have recently developed a tool coined the ‘Virtual Met Mast™’ 
(VMM) [19]. The VMM applies local corrections to long-term forecast data in order 
to produce a time series of predicted wind speeds at a specific site without the need 
for onsite measurements. The VMM is a promising development but at present it 
has been optimised for heights somewhat above those where small turbines are 
likely to operate in order to capture the medium- to large-scale wind market. Hence, 
the current implementation of the VMM does not perform well at heights below 30 
m, the very region where many small turbines will operate [20].  
1.2 Why Research is Needed 
As demonstrated above, the accuracy of wind resource assessment in the small-
scale wind industry is constrained by the practical limitations of timescales and 
costs as well as the technical limitations of currently available tools. These factors 
have contributed to the lack of a unified and consistent approach to wind resource 
assessment, and not infrequently, practices that would be intolerable to investors in 
large-scale wind projects. Inevitably, this has resulted in the installation of turbines 
at locations that are not viable [11], and most likely, the underdevelopment of viable 
sites due to insufficient information or lack of investor confidence.  
The need for suitable wind resource assessment tools has been highlighted by 
several field studies. A field trial of 26 building mounted small wind turbines, known 
as the Warwick Wind Trials [12], investigated turbine performance in a variety of 
locations. The study highlighted the challenge of accurately predicting the potential 
wind resource in complex environments using simple methods such as NOABL and 
the importance of choosing appropriate locations. Following the Warwick Wind 
Trials, in 2009 the Energy Saving Trust [11] completed a larger field trial of both 
pole and building mounted small wind turbines in a variety of locations throughout 
the UK. While the results showed a promising potential for turbines installed at 
appropriate locations, the study highlighted the underperformance of many 
installations and the critical importance of identifying appropriate locations before 
installation [11, 21, 22]. 
Ideally, the small-scale wind industry should aim to emulate the rigour of the large-
scale wind industry in applying consistent and reliable approaches to wind resource 
assessment in advance of installation. To achieve this, however, low-cost tools are 
required that are capable of assessing the long-term wind resource at potential 
turbine locations both rapidly and accurately. Such tools should be generalised so 
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that they are applicable at multiple site types without the need for highly detailed, 
site-specific investigations and the associated consultancy costs.  
While this may appear to be a formidable challenge, it should be noted that due to 
the lower investment costs, the development of rigorous and consistent techniques 
does not necessarily imply the same strict accuracy requirements of industrial wind 
farms. At the very minimum, however, the resource assessment procedure should 
be accurate enough to determine whether the site is viable (likely to repay the 
embedded carbon and financial investment) as well as giving an estimate of the 
likely uncertainties. In the case of larger investments, a more precise estimate of 
the expected energy production and financial yield should be sought. 
1.3 Aims and Objectives 
The overall aim of this thesis is the development of tools to rapidly, accurately and 
cost-effectively assess the wind resource at potential small wind turbine sites. The 
term ‘wind resource’ is used here to represent the average wind power density and 
associated statistical parameters before the application of a specific wind turbine 
power curve. This overall aim is pursued using a two-pronged approach, (i) 
development of boundary layer scaling techniques that require only simple 
parameterisations of the surface and (ii) development of data-driven MCP 
techniques that provide greater accuracy. It is believed that this two-pronged 
approach offers utility and flexibility since it allows the resource assessment 
technique to be tailored to the specific requirements of the project including the 
available time and funds. 
To be of most use, wind resource assessment tools should be widely applicable 
and not limited to a particular terrain type or local environment. While there is now a 
growing body of literature related to micro-scale wind energy in the urban 
environment, and building mounted turbines in particular [23], the current study 
includes, but is not limited to, this particular application. In many cases, urban wind 
turbines face very specific challenges and these may require specialised treatment. 
Thus, the approaches developed in this thesis try to balance specificity with 
generality.   
In developing generalised wind resource assessment approaches, particular 
attention has been given in this work to the practical constraints encountered in the 
small-scale wind industry. Specifically, these are short planning and development 
times, and limited onsite wind measurements. Hence, the work in this thesis is not 
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limited to a particular turbine size or definition of ‘small-scale’ but is applicable 
wherever these constraints are encountered. 
The approaches are developed and tested using long-term wind data obtained from 
meteorological stations throughout the UK, predominantly located at 10 m above 
ground level. Hence, the wind data are representative of the actual meteorological 
conditions experienced in locations where small-scale turbines are required to 
operate. This facilitates realistic appraisals of the performance of the approaches 
and provides useful information regarding their limitations. 
The main objectives of this study may be summarised as follows: 
 Evaluation of a currently available boundary layer scaling approach to wind 
resource assessment using long-term measurements at a wide range of UK 
sites. 
 Identification of the limitations in current approaches and the implementation 
and testing of an improved methodology.   
 Investigation of the feasibility of using data-driven MCP approaches using 
short-term onsite measurements covering less than 12 months. 
 Development and testing of new short-term MCP approaches based on 
statistical and physical considerations. 
 Application of forecast data to the data-driven and boundary layer scaling 
approaches in an attempt to reduce the reliance on wind atlases or onsite 
measurements. 
1.4 Outline of Thesis 
Chapter 2 begins with a brief overview of small-scale wind energy including an 
explanation of the term ‘small-scale’ and a description of current market trends. 
This is followed by a summary of fundamental concepts related to wind energy in 
general and wind resource assessment in particular. Next, an overview is given of 
pertinent boundary layer processes that affect wind flows close to ground level and 
the complications arising from different terrain types are discussed.  
In Chapter 3, specific methods for wind resource assessment using physical and 
statistical approaches are considered. Firstly, a detailed review is given of the 
boundary layer scaling methodology employed in Chapter 4. Secondly, a range of 
data-driven MCP approaches are reviewed in preparation for their application and 
further development in Chapters 5-8. 
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In Chapter 4, an existing boundary layer scaling model for predicting the spatially 
averaged mean wind speed is considered in detail. The performance of the 
approach is evaluated quantitatively using observed wind data at 38 UK sites in a 
variety of terrains. Based on this appraisal, an improved methodology, including an 
estimation of uncertainties, is proposed and evaluated at the same sites. Finally, a 
sensitivity analysis is applied to identify the relative importance of the model input 
parameters and to make recommendations for future improvements. 
Data-driven approaches are first applied in Chapter 5 where linear MCP techniques 
are used to predict the 10 year wind resource using multiple 3 month measurement 
periods at 22 UK sites. The linear models are enhanced through the use of a 
Gaussian scatter model and this is shown to significantly improve performance. A 
sliding window technique is developed to obtain average error statistics over 
multiple training and test periods and these are used along with the error 
distributions across sites to assess performance. Seasonal effects are considered 
in detail and the implications of these for the choice of measurement season are 
highlighted. The core methodology developed in this chapter (short-term onsite 
measurements and data selection using a sliding window technique) is used in 
subsequent chapters to provide a consistent framework for comparing the 
performance of different data-driven approaches. 
Chapter 6 extends the work of Chapter 5 through the development of a non-linear, 
Bayesian approach to MCP using Gaussian process regression. The performance 
of the approach applied to short onsite measurement periods is compared to linear 
regression methods and correlation statistics are used to interpret the observed 
error trends. The approach is further extended to predict time series of wind velocity 
vectors thus facilitating prediction of the long-term distribution of wind directions at 
the potential wind turbine sites. 
In Chapter 7, a bivariate Weibull MCP approach is developed and training periods 
of multiple lengths are considered. In part, this approach is inspired by a desire to 
improve on the Gaussian scatter model that was used in Chapter 5. Building on 
previous work that applied the approach to artificial wind data, real wind speed 
observations are supplemented by artificial data drawn from idealised Weibull 
distributions to demonstrate the additional challenges associated with real-world 
applications. The approach is used to predict the long-term wind resource using 
onsite measurement periods of 1-12 months with particular attention given to short 
measurement periods. The approach is compared with baseline linear methods and 
the implications for real-world site assessments are highlighted.  
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In Chapter 8, attention is turned to the possibility of using forecast data as an 
alternative to long-term wind observations. Output from the UK Met Office Unified 
Model is applied to wind resource assessment using both MCP and boundary layer 
scaling approaches. The data are first investigated in terms of their ability to 
represent long-term trends at the test sites as evaluated by a wind index correlation 
parameter. Next, the data are used in place of long-term reference observations in 
an MCP approach and error metrics are compared to those obtained using long-
term observed data. Finally, the boundary layer scaling approach developed in 
Chapter 4 is applied to the forecast time series and the resulting wind resource 
predictions are compared to those obtained when using conventional wind atlas 
input. 
Chapter 9 outlines the overall conclusions from this work and identifies 
opportunities for future studies. 
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2 Background and Fundamentals 
This chapter is organised as follows: Section 2.1 gives an overview of small-scale 
wind energy including a definition of the term ‘small-scale’, the current market 
trends and the environmental and financial viability of small-scale installations. In 
Sections 2.2 and 2.3, an outline of the fundamental equations and statistical 
distributions required for describing the wind resource is given. Finally, Section 2.4 
provides an overview of the boundary layer processes relevant to wind resource 
prediction. Particular attention is given to the effect of a change of roughness on the 
boundary layer wind flow and the additional complexities arising from coastal and 
urban terrains are described.   
2.1 Overview of Small-Scale Wind Energy 
2.1.1 What is small scale? 
Within the wind industry, there is no strict definition of the term ‘small-scale’ and the 
size of small turbines ranges from less than one kilowatt to hundreds of kilowatts. 
The UK government defines microgeneration as < 50 kW [5] and although the term 
‘micro’ is somewhat misleading for wind turbines of 50 kW, this definition is a useful 
starting point. Definitions and categorisations are also changing in response to 
market trends. The latest classification from UK trade body, RenewableUK, groups 
medium and small wind together in a three tier system shown in Table 2.1. 
 
Table 2.1: The RenewableUK classification of micro to medium turbine sizes, 
adapted from [6]. Homes equivalent energy production is based on average 
domestic electricity consumption of 4227 kWh/annum [24].   
It is noteworthy that the hub heights of small turbines are generally between 10 and 
35 m. Since these heights are substantially lower than industrial turbines, the wind 
resource is likely to be more sensitive to the effects of the local surface. Hence, 
wind resource prediction methodologies developed for the large-scale wind industry 
may have limitations when applied to potential small-scale sites.    
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2.1.2 Current trends 
Latest (2013) industry figures [6] show that since a peak in 2007, there has been a 
steady decline in the number of micro (0-1.5 kW) wind turbines installed in the UK 
and a subsequent move towards small and medium turbines which have much 
greater generating potential. This shift has also been reflected in the installed 
generation capacity with small and medium wind systems now dominating despite 
the smaller number of units compared to micro turbines. In addition, there has been 
a sharp decrease in the installation of building mounted turbines, with just 16 
installations in 2011 and 2012 combined, compared to a peak of 1054 in 2007. 
Similar upward trends in the size of small wind turbines have been reported globally 
[7], although this trend seems to be somewhat stronger within the UK. 
As stated in Chapter 1, the work reported in this thesis is not restricted to a 
particular definition of small-scale. However, the decision to focus on generally 
applicable resource assessment tools in a range of terrains is somewhat justified 
given the shift away from micro and building-mounted turbines towards larger, free-
standing installations. In addition, the move towards larger turbines implies greater 
investment costs and associated risks. Hence, this provides a stronger case for the 
use of at least some onsite measurements and more detailed wind resource 
assessment procedures. 
In general, the amount developers will be willing to invest in wind resource 
assessment will be related to the total cost of the wind turbine as this is related to 
the overall risk. These costs are highly variable due to site-specific installation 
issues and non-linearities between turbine size and price. Based on a sample 
(rated power 3-20 kW) of currently available MCS certified UK turbines, the installed 
cost is likely to be in the range of £3000-£5000 per kW, although non-certified and 
micro turbines may be somewhat cheaper. The World Wind Energy Association [7] 
quotes an average installed cost of around $6000 (~ £3800) per kW for USA 
installations and a recent European study [25] put the average at €3900 (~ £3260) 
per kW. While these are very broad estimates, they provide some perspective in 
estimating the level of funds likely to be available for assessing the wind resource.  
For example, the VMM wind resource assessment product recently launched by the 
Met Office quotes a current (June 2013) price of £840 for a single site report based 
on forecast data, rising to £1740 for a more detailed report including corrections 
from onsite measurements. For a mid-priced 15 kW turbine with an investment cost 
of £60000, this implies a cost of 1.4 - 2.9% of the total investment, although this 
percentage will of course be sensitive to the proposed turbine size. Ultimately, the 
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amount an investor will be willing to pay will depend on many factors, including (i) 
the degree of risk they are willing to entertain, (ii) their understanding of the 
accuracy of different methodologies and (iii) the availability of wind resource 
assessment services through a turbine retailer or external consultancy. However, 
up to a few percent of the total investment cost is a reasonable first estimate. 
2.1.3 Environmental viability 
Frequently, a key motivating factor for investing in a small-wind system is to reduce 
carbon emissions, hence, it is vital to know if small-scale wind can be justified from 
an environmental perspective. In order to be environmentally viable, a wind turbine 
must result in sufficient carbon savings during its lifetime to replace the carbon 
released in its manufacture, transport, operation and disposal. Carbon savings are 
achieved by displacing electricity produced by more carbon intensive processes. To 
establish viability, two main inputs are required, (i) a cradle-to-grave audit of carbon 
emissions and (ii) a predicted energy yield over the lifetime of the turbine. A number 
of such studies have been undertaken. 
To understand the results of these studies it is useful to introduce the concept of the 
capacity factor, which is the fraction of power delivered by a turbine compared to its 
rated power. This is defined as: 
                
                       
           
   
Equation 2.1 
Capacity factors are generally calculated on a yearly basis from the actual energy 
yield and provide a measure of the performance of a turbine in a specific location. 
Well located large-scale turbines typically have a capacity factor of 30-40% [26] but 
this figure can be significantly lower for small-scale turbines [11]. The capacity 
factor is a useful metric when considering environmental and financial viability since 
it allows turbines of varying sizes installed in different wind regimes to be 
compared. As a note of caution, the capacity factor is not on its own a rigorous 
performance metric since it will also depend on the turbine’s rated power which is 
not always appropriately defined. An artificially high rated power (i.e. power output 
at an unrealistically high wind speed) will lead to an artificially low capacity factor 
and vice-versa. 
Allen et al. [27], carried out a detailed lifecycle assessment of a 600 W turbine 
along with energy yield estimates based on wind speed measurements at a height 
of 10 m in a variety of rural and urban areas. For rural areas this can be considered 
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the height above ground level while for urban areas the height is not specified 
although the authors state that the resource represents that available to building 
mounted turbines. Met Office wind speed statistics were used for a total of 26 sites 
and a correction was included for turbulence based on whether the location was 
rural or urban. Interestingly, it was found that the component with largest 
environmental burden (carbon emissions as well as other pollutants) was the 
building mounting (usually aluminium) or the scaffold pole in the case of pole 
mounted turbines.  
In urban areas, even for the lowest measured wind resource, it was found that the 
carbon payback did not exceed 15 yrs. However, the impact of heavy metal 
pollution was only compensated for in urban locations with the highest wind 
resource (mean wind speed 5.2 ms-1). In rural areas, all pollutants were 
compensated for within the estimated 15 year turbine lifetime even with the lowest 
measured wind resource. Overall, the displaced energy payback period (i.e. taking 
into account the primary energy input for grid electricity) was found to be 3 years for 
the average urban turbine and 0.6 years for the average rural turbine. These results 
were based on calculated capacity factors of 3% and 17% for the average urban 
and rural turbine, respectively.  
A similar study was carried out by Celik et al. [28] who investigated the life-cycle 
emissions of a larger 7.5 kW turbine installed as an off-grid system with battery 
power storage. Using wind speed measurements from urban areas of Turkey, an 
energy payback time of 1.4 years and a carbon payback time of 0.7 years was 
calculated based on energy displaced from the average European energy mix. 
Rankine et al. [29] carried out a study of a commercially available 1.5 kW rooftop 
wind turbine and calculated energy payback times of 13-50 months and carbon 
payback times of 10-39 months based on capacity factors of 8-31%. 
Clearly the environmental viability will depend on a wide range of factors including 
the materials used in the turbine manufacture, the degree of recycling and most 
crucially, the wind resource. However, the studies noted above indicate that even in 
the most challenging cases, such as a building-mounted turbine in an urban area, a 
net environmental benefit will generally be achieved within the turbine’s lifetime. As 
an added caveat, if the wind speed is frequently lower than the turbine cut-in speed 
(typically around 3-4 ms-1) the turbine will never achieve a net environmental 
benefit. While this is unlikely in rural areas, it is a real possibility close to roof height 
in urban areas, highlighting the need for an accurate wind resource assessment 
prior to any installation. 
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2.1.4 Financial viability 
The question of financial viability is generally much harder to address than 
environmental viability. This is because the wind turbine market, the electricity 
market and UK Government policy are in all in a period of rapid flux which is having 
major implications for financial assessments.  
Given the relative infancy of the small turbine market and the related economies of 
scale, it is unlikely that the majority of installations would be financially viable 
without Government support [30, 31]. The major UK support mechanism for small-
scale wind energy is the Feed in Tariff (FiT) for small-scale renewables. Following 
recent price reviews, the current (January 2014) value of the tariff for small-scale 
wind is a flat rate of 21.65 p/kWh for installations up to 100 kW. This tariff is paid for 
every kilowatt hour of electricity generated with an additional 4.64 p/kWh paid for 
electricity exported to the grid [32]. The level of financial support will clearly have a 
strong influence on what constitutes a viable installation. A European study [25] of 
five EU countries (not including the UK) calculated minimum viable mean wind 
speeds for 10 small wind turbines based on a 15 year payback period. The results 
indicated that in some cases mean wind speeds as low as 3 ms-1 were viable but 
this value was strongly dependent on the turbine cost and the level of support 
through FiTs.  
Within the UK, viability studies have also been reported based on the findings of a 
large-scale field trial initiated by the Energy Saving Trust (EST) [11]. For example, 
James et al. [21] reported that a 1 kW roof-mounted turbine, with a purchase cost of 
£1500, would only achieve financial payback within 10 years if it operated with an 
average capacity factor of 6%. This study included the additional revenue available 
under the FiT using a previous, higher generation tariff. Of the roof-mounted 
turbines included in the trial, only those mounted in rural areas were able to achieve 
this level of performance. Due to reduced wind speeds and poor siting decisions, 
roof mounted turbines in urban areas operated with capacity factors closer to 3% 
[11].  
A related study by Sissons et al. [22] of pole mounted turbines showed much more 
promising results. A 6 kW turbine was considered at an investment cost of £20000 
and an operating cost of £400 per annum. Including FiT revenues, the financial 
payback time was shown to be 12 years with a capacity factor of 17%, which is 
shorter than the period for a MW offshore wind turbine. Increasing the capacity 
factor to 25% reduced the payback time to 7 years, which is equivalent to the period 
for a MW onshore wind turbine. Clearly the capacity factors that can be achieved 
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will depend on a number of factors including: the rated power of the turbine, the 
wind speed and hence the height of the pole mounting and the nature of the 
surface. Encouragingly however, the EST field trial indicated average capacity 
factors of 19% for pole-mounted turbines, while at the best sites, vales of greater 
than 30% were achieved [11]. Given that the estimated lifetime of a wind turbine is 
typically 20-25 years, these results indicate that a small-scale pole-mounted turbine 
can not only payback the initial investment but also provide significant future 
income if it is appropriately sited.  
These studies indicate that given the current market conditions, small-scale wind 
turbines can be financial viable, particularly in the case of pole-mounted turbines 
which can achieve payback times comparable to commercial wind. A further 
general point is worthy of note. The energy yield of a turbine is non-linearly related 
to the radius of the turbine blades and the wind speed. Hence it is possible to 
achieve large increases in energy yield by (i) installing turbines which are as large 
as possible, and (ii) mounting turbines as high as possible above local obstructions 
so as to access higher wind speeds. These two factors favour the installation of 
pole mounted turbines in rural/exposed areas or roof mounted turbines mounted 
above large, tall buildings where both the turbine size and wind speed may be 
maximized. In contrast, relatively small turbines mounted above the roofs of urban 
domestic properties are likely to be particularly challenging to justify.  
2.2 The Wind as an Energy Source 
Wind energy is ultimately a renewable solar energy source. Synoptic flows are 
driven by differential solar heating of the planet which causes air columns to rise or 
sink depending on their latitude. These flows combined with the Coriolis effect are 
responsible for the large-scale, regular wind patterns observed in different regions 
around the Earth [33]. 
At distances of tens of meters from the Earth’s surface, within the range of heights 
of small-scale wind turbines, frictional forces become particularly important causing 
large changes in the magnitude, direction and turbulence of the wind flow. It is on 
these length scales that predictions become complex and dependent on the exact 
nature of the surface [15]. It is vital to account for these effects when modelling wind 
flows relevant to small-scale wind turbines in order to make accurate predictions of 
the available wind energy resource. 
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2.2.1 Theoretical power in the wind 
In simple terms, the kinetic energy in the wind is converted to electrical energy by 
rotation of the turbine blades which in turn produce a rotating magnetic flux in the 
turbine generator. The equations describing the energy and power in the wind can 
be formulated by applying basic physical principles [26]. The kinetic energy in the 
wind is given by the expression: 
   
 
 
    
Equation 2.2 
where    is the kinetic energy in the wind,   is the mass of air and   is the wind 
speed. This expression can be used to calculate the wind power available to a wind 
turbine whose blades intercept an area  : 
  
 
 
     
Equation 2.3 
where   is the density of air. 
Hence the available power depends on three factors, the density of the air, the area 
intercepted by the turbine blades and the cube of the wind speed. This cubic 
dependence is a crucial factor in determining a turbine’s performance at a particular 
site since a relatively small shift in wind speeds can have a large effect on the 
power generated. As the power in the wind does not depend linearly on the wind 
speed, it is necessary to know the shape of the wind speed frequency distribution in 
addition to the mean wind speed, in order to estimate the wind resource accurately. 
2.2.2 Real power in the wind 
In reality, the power extracted from the wind never reaches the value indicated by 
Equation 2.3. To fully extract all the available energy the wind velocity would have 
to be zero immediately downstream of the turbine blades. Instead, the wind speed 
is simply reduced after passing through the blades due to the extraction of kinetic 
energy by the turbine. Since the mass flow rate must remain constant both 
upstream and downstream of the turbine, the area of the air stream expands after 
passing through the blades.  
This effect was described theoretically by Betz and sets a fundamental limit on the 
amount of energy that can be extracted from the wind regardless of the turbine 
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design. It is possible to represent this effect by defining a power coefficient    such 
that [34]:  
   
               
       
 
Equation 2.4 
Using momentum theory, it can be shown that the maximum possible value is    = 
16/27 = 0.593. Hence it is never possible to extract more than 0.593 times the total 
power available in the wind, a figure known as the Betz limit [34].  
The actually delivery of electrical power from a wind turbine will typically be 
considerably less than the Betz limit for several reasons. Firstly, the turbine will 
require a finite time to respond to changes in wind speed and direction, resulting in 
losses that will depend on factors such as the turbine inertia and the presence of a 
control system. Secondly, aerodynamic losses will occur due to non-ideal behaviour 
of the turbine blades. Thirdly, further losses will be incurred during conversion from 
kinetic to electrical energy and the process of electricity distribution. Typically a 
wind turbine will deliver just 30% of the total energy available in the wind as 
electrical energy [26] although this can vary markedly depending on the design of 
the turbine, control system and generator. Since the wind power extracted from a 
site will depend on both the available wind resource and the performance of the 
installed wind turbine, the Betz wind power density is a useful turbine independent 
metric for characterising a site. This metric represents the maximum theoretical 
wind power available per unit swept area and is defined as: 
   (
  
  
)
 
 
    
Equation 2.5 
2.3 Describing the Wind Resource 
Wind speeds vary considerably on a wide range of timescales including annual, 
seasonal, daily, hourly, and in the case of turbulence, on timescales of seconds. In 
practice, wind speeds must be reported using some fixed averaging time, below 
which, variability in the wind flow is not represented. Figure 2.1 shows the classic 
representation of power spectral density (PSD) as a function of frequency as 
identified by Van der Hoven [35]. Low frequency oscillations (long averaging times) 
are associated with large-scale synoptic weather events while high frequency 
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turbulence (short averaging times) is associated with microscale effects. Wind 
resource assessment is generally carried out using averaging times between these 
extremes in what is termed the ‘spectral gap’, although in general, this may not be 
as clearly defined as Figure 2.1 would imply [36]. This approach allows large-scale 
weather events to be captured, while microscale turbulent fluctuations are 
smoothed out. Microscale fluctuations are of importance to the performance of 
small-scale wind turbines, however, treatment of these effects is beyond the scope 
of the current thesis. 
 
Figure 2.1: A representation of the power spectral density in wind flows as a 
function of frequency [hours-1] [37]. 
Due to the inherent variability of wind flows, statistical distributions of wind speeds 
are required rather than simple mean values. These distributions can be used along 
with information regarding wind direction (and possibly turbulence) to define the 
average characteristics of the wind resource at a particular site. Since the power in 
the wind depends on the cube of the wind speed, the shape of the wind speed 
distribution provides crucial information regarding the available wind power. The 
choice of distribution is discussed in the following section.  
2.3.1 The Weibull distribution 
Active research into statistical distributions to represent the wind resource has been 
ongoing since the 1940s when targeted wind energy research programmes were 
carried out in the USA [38]. During this time, a vast number of statistical 
distributions including univariate, bivariate, multivariate, bimodal and hybrid have 
been proposed [38]. In 1951, Waloddi Weibull published his seminal paper [39], ‘A 
Statistical Distribution Function of Wide Applicability’, where he described the 
details of an empirical distribution which came to be known as the Weibull 
distribution. The distribution was initially applied to failure analysis in the field of 
materials but in the late 1970s researchers started to apply Weibull’s work to wind 
resource assessment [38]. Due to its empirical success in describing a wide range 
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of wind regimes, the Weibull distribution has now become the most widely used 
distribution in wind resource assessment [40, 41].  
The standard Weibull distribution belongs to a class of probability distributions 
characterised by two parameters, a scale factor   and a shape factor  . The scale 
factor is related to the average wind speed while the shape factor, in effect, 
describes the spread of the distribution. Due to the cubic relationship between 
power and wind speed, the shape factor has a strong bearing on the available 
power. The functions describing the Weibull distribution are [34]: 
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]  
Equation 2.6 
where      is the probability distribution function (pdf). 
             (       
 ) 
Equation 2.7 
where         is the cumulative distribution function (cdf) which describes the 
cumulative probability of observing a wind speed     . Note that these 
distributions are identically zero when the wind speed is zero and hence they are 
not able to represent periods of zero wind speed (lulls). 
The scale factor   is related to the mean wind speed  ̅ and   by the expression: 
 ̅    (  
 
 
) 
Equation 2.8 
where   is the gamma function. 
Figure 2.2 shows examples of Weibull probability distributions for   = 1.5 - 2.3, 
values that are typical of UK sites [16], and a fixed mean wind speed of 5 ms-1. For 
a fixed scale factor, low values of   result in wider probability distributions and 
represent wind flows where there is a large spread of wind speeds about the mean 
[34]. These distributions are generally associated with higher wind power due to the 
increased frequency of high wind speeds and the cubic relationship between wind 
speed and power. The opposite is generally true for high values of  . 
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Figure 2.2: A family of Weibull distributions with the range of shape factors typically 
found at UK sites and a fixed mean wind speed of 5 ms-1. 
The defining parameters of the Weibull distribution, namely the scale and shape 
factors, may be obtained from a best fit to measured wind speed data using a 
number of well-established methods [42]. Once an appropriate fit has been 
achieved, the wind speed pdf can be used to obtain the mean Betz power density, 
 ̅ , in the wind using the following expression [43].  
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Equation 2.9 
Where 16/27 is the Betz limit and    ̅̅ ̅ is the mean of the cubed wind speeds (as 
opposed to the cube of the mean wind speed). For a Weibull distribution this can be 
obtained directly from the third non-central moment as [40]: 
  ̅̅ ̅           ⁄   
Equation 2.10 
The expected energy yield   from a particular wind turbine can be estimated for a 
time period   with reference to the manufacturer’s power curve        using: 
    ∫             
 
 
 
Equation 2.11 
A similar result can be achieved numerically using the actual histogram of 
measured wind speeds along with the manufacturer’s power curve. This method 
allows one to simply multiply the normalized frequency of a particular wind speed 
by the power produced at that wind speed. A sum of the results will yield the 
average power extracted from the wind.  
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Figure 2.3 shows an example of this process based on the measured power curve 
for the Kingspan KW6 wind turbine and an ideal Weibull distribution. The shape of 
the weighted turbine power curve will depend on the characteristics of the turbine 
and the wind speed distribution at an individual site. The position of the peak in the 
curve reveals the wind speed at which the most power is extracted from the wind 
for a specific wind regime and turbine. 
 
Figure 2.3: Left: Weibull wind speed distribution (  = 1.9,   = 5 ms-1) and a 
corresponding turbine power curve for the Kingspan KW6 turbine (solid black 
line). The dotted line shows the theoretical Betz power in the wind. Right: wind 
power density obtained by multiplying the Weibull distribution by the Betz 
power or the turbine power curve. The area under the curves represents the 
total power.  
While describing the wind resource statistically in terms of a mathematical 
distribution inevitably introduces some error, there are several advantages to using 
this approach compared to a simple histogram of measured wind speeds. Firstly, 
the use of a mathematical distribution allows greater flexibility in the analysis and 
manipulation of the data and makes it possible to predict turbine behaviour under a 
range of wind conditions. Secondly, it allows the wind resource at different sites to 
be characterized in terms of the mathematical parameters of the distribution making 
comparisons between sites more meaningful. Thirdly, the application of an 
appropriate distribution is necessary in order to make power predictions using 
strategies that predict only a mean wind speed rather than a complete time series 
of wind speeds. 
2.3.1.1 Fitting methods 
A range of techniques are available for fitting the Weibull distribution to observed 
data and a number of studies have been published comparing the relative merits of 
the different methods. The three most commonly used are the Least Squares 
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Method (LSM), Method of Moments (MM), and Method of Maximum Likelihood 
(MML).  
The LSM involves writing the Weibull cdf in linear form in order to extract the 
distribution parameters using linear regression. In practice this requires binning the 
data according to wind speed resulting in a regression line that gives equal weight 
to each wind speed bin regardless of the number of data points. Thus, wind speed 
bins at the extrema of the distribution, which contain few data points, may 
disproportionately affect the regression fit and the extracted distribution parameters. 
The MM takes advantage of the fact that the coefficient of variation for the Weibull 
distribution can be expressed directly in terms of the distribution parameters. The 
equation can then be solved iteratively to obtain   and  . However, Carta et al. [38] 
have noted that estimators obtained using MM are not robust (small deviations in 
the sample can result in large deviations in the estimator) and are not with minimum 
variance.  
MML searches for the distribution parameters that maximize the Likelihood function. 
Given a measured data set and the constraint of a particular family of distributions 
(e.g. Weibull) it finds the distribution which has the highest probability given the 
observed data. The Likelihood function   is the joint density function of   random 
variables and the unknown distribution parameters. It describes the likelihood of 
observing the data as a function of the distribution parameters. It is given by [44]: 
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Equation 2.12 
where the index denotes the     observation and   is the total number of 
observations. 
Mathematically it is more convenient to work with the Log-Likelihood (   ) function 
which transforms the expression into a summation. The maximum likelihood 
estimates for the shape and scale parameters can be found by maximizing    . This 
is achieved by differentiating     with respect to   and   and setting the partial 
derivatives to zero.  
This process yields the following expression [45] for   that may be solved 
numerically: 
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Equation 2.13 
Given   it is possible to obtain   from Equation 2.8. 
In the context of wind resource assessment, the representativeness of a Weibull 
distribution, given a series of observed wind speeds, may be assessed directly by 
considering the wind power. Equation 2.9 and Equation 2.10 can be used to 
compare the observed and Weibull estimates of  ̅  and hence provide an estimate 
of the likely error introduced through using a fitted distribution in place of the 
observed data. Since in the case of wind speed distributions, formal statistical tests 
are often not appropriate due to violation of the independence assumption, [38, 40], 
this approach provides a simple quantitative measure of the goodness of fit.   
2.3.2 Alternatives to the Weibull distribution 
Although the Weibull has become the most widely accepted wind speed distribution 
in the wind energy industry, it is not always fully justifiable from a theoretical 
perspective [46]. Hence, a number of studies have been published in recent years 
comparing the success of different wind speed distributions in representing the wind 
resource. Unfortunately, many of these studies only consider wind speed data from 
a single site or a small number of sites and hence the conclusions reached may not 
be generalisable.  
For example, Celik et al. [47] compared five probability distributions applied to wind 
speed data collected at a roof-top site in Edinburgh. They concluded that a bi-modal 
Weibull distribution was more successful in describing the measured data 
compared to a standard Weibull. However, as the authors note, general 
conclusions cannot be drawn from investigating a single site with a specific 
topographic nature. A more comprehensive study by Chang et al. [48] investigated 
the performance of six probability distributions, including Weibull mixtures, using 
wind speed data from three wind farm sites in Taiwan. The authors concluded that 
the standard Weibull distribution performed well except when the observed wind 
speeds exhibited bimodality.  
A particularly useful and comprehensive study was carried out by Carta et al. [38] 
who investigated 12 different probability distributions using data selected from four 
sites in the Canary Islands. The sites were specifically selected to represent 
different wind regimes. The study concluded that while the Weibull distribution is not 
always valid, it has a number of desirable properties in that: (i) it is widely 
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applicable, (ii) it only requires two distribution parameters, (iii) it can be expressed 
in a mathematically closed form and (iv) it offers the possibility of estimating 
confidence intervals (although in practice, autocorrelation between wind 
observations may violate the assumptions such estimates are based on).  
It is of note that bimodality does not necessarily exclude the possibility of fitting 
Weibull distribution functions to data. For example, in cases where the roughness 
and/or orography vary with wind direction, the overall wind distribution may contain 
contributions from several distinct Weibulls that depend on the wind direction. This 
phenomena is accounted for in commercial site assessment software such as the 
Wind Atlas Analysis and Application Program (WAsP) [49] where an ‘emergent’ 
Weibull distribution is calculated as a weighted sum of the Weibull fits to a number 
of angular sectors. Mathematically, such distributions can be described by the 
Weibull mixture distribution [50, 51]. 
These studies indicate that in the absence of information to the contrary, the 
Weibull distribution provides a sensible starting point in describing the wind 
resource. If the data exhibits bimodality, it is likely that a different distribution will be 
required and a number of alternatives are available, including derivatives such as 
Weibull mixture distributions. 
2.4 Wind Flows in the Boundary Layer  
In order to develop physical and statistical approaches to wind resource 
assessment, an understanding of the processes affecting wind flows close to the 
Earth’s surface is required. These flows are described by boundary layer 
meteorology and a short overview of the most pertinent boundary layer processes 
is given in the following section. 
2.4.1 Planetary boundary layer 
A number of important atmospheric processes occur in the lower level of the 
troposphere known as the planetary boundary layer (PBL). At the top of this layer 
(approximately 100 – 2000 m above the Earth’s surface, depending on atmospheric 
conditions), the wind speed is governed by the geostrophic wind which is driven by 
synoptic scale weather events [52]. Within the PBL, the motion of the air is 
significantly affected by buoyancy forces instigated by solar heating of the Earth’s 
surface as well as shear forces due to roughness elements. This results in turbulent 
eddies which are set in motion by free or forced convection. Since wind speeds 
increase with height from the surface, the effect of turbulent mixing is a net transfer 
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of momentum from higher to lower levels [53]. The degree of mixing, and hence 
momentum transfer, depends on the thermal stability conditions within the boundary 
layer. In the case of unstable conditions instigated by strong solar heating of the 
surface, turbulent mixing will be enhanced, resulting in greater vertical momentum 
transfer and a reduced vertical wind speed gradient. The converse will be true in 
the case of a stably stratified boundary layer where turbulent mixing will be 
damped.  
For wind energy applications, calculations are sometimes simplified by assuming a 
well-mixed, neutral boundary layer where thermal effects are not significant. This is 
somewhat justified since neutral conditions are generally associated with higher 
wind speeds and these are of most importance to wind energy applications. 
However, the effect of non-neutral stability conditions can introduce significant 
complexities in certain cases, such as at a land/sea interface for example [54]. 
As one moves down through the PBL, the effect of surface roughness becomes 
increasingly important and the wind speed will differ significantly from the 
geostrophic in both magnitude and direction. Roughness elements such as crops, 
tress and buildings exert drag forces on the wind flow, resulting in turbulent 
stresses which spread upwards creating a shear in the vertical wind profile. The 
magnitude of this shear is dependent on the characteristics (height, density, shape, 
etc.) of the roughness elements. Due to their typical mounting heights (Table 2.1), 
small-scale wind turbines will be particularly sensitive to the processes occurring 
close to the surface in the lowest part of the PBL. In the following sections, these 
processes are considered in detail. 
2.4.2 Inertial sublayer 
In a boundary layer model of the troposphere, a number of sublayers are defined 
within the PBL where specific modelling principles are applied. The most significant 
of these in the context of small-scale wind energy is the inertial sublayer (ISL) also 
referred to as the surface layer. The ISL encompasses the lower region of the PBL 
up to a height much greater than the average height of the roughness elements and 
much lower than the top of the PBL [15]. Two key characteristics of the ISL are that 
the shear stress is approximately constant with height and that the vertical wind 
profile may be described using a logarithmic expression. The justification for using a 
logarithmic wind profile may be developed in several ways including consideration 
of the vertical flux of horizontal momentum [53] as well simple dimensional 
arguments [15]. An intuitive, although somewhat simplified, approach is to consider 
the transfer of momentum as parcels of air move between different layers [55, 56]. 
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For an air parcel with mean wind speed  ̅ moving up through the ISL over a vertical 
distance  , the fluctuation in velocity    can be written as: 
    ̅       ̅      
  ̅
  
 
Equation 2.14 
where   represents the height above ground level. 
In the spirit of Prandtl [57], who related the vertical (  ) and streamwise (  ) 
fluctuating velocity components to the vertical flow gradient within the boundary 
layer, we can write: 
    ̅̅ ̅̅ ̅̅     [
  ̅
  
]
 
 
Equation 2.15 
where   can be interpreted as the mixing length, loosely defined as the distance 
traversed by turbulent eddies before they lose their identity [57].  
Since the flow is bounded by the surface,   is related to the height above ground 
level  , with the constant of proportionality known as the von Karman constant  . 
Expressing the Reynolds shear stress   in terms of the average of the fluctuating 
velocity components and combining with Equation 2.15 gives: 
        ̅̅ ̅̅ ̅̅       [
  ̅
  
]
 
 
Equation 2.16 
Here it is convenient to define a velocity at some reference height where the shear 
stress is proportional to the square of the velocity [53]. This is known as the friction 
velocity    defined by: 
   √      
Equation 2.17 
Combining Equation 2.16 and Equation 2.17 and integrating yields a logarithmic 
vertical wind profile    of the form: 
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[       ] 
Equation 2.18 
The integration constant   can be defined such that the wind speed is nominally 
zero at some height, where this height is equal to the roughness length   , giving 
the expression: 
   
   
 
  (
 
  
) 
Equation 2.19 
For flows over rough surfaces, a correction to the height above ground level must 
be used to account for the blocking effect of the obstacles. This is achieved through 
a displacement height   which acts to shift the profile to a height    . The 
resulting log law is: 
   
   
 
  (
   
  
) 
Equation 2.20 
The logarithmic expressions given by Equation 2.19 and Equation 2.20 are only 
strictly valid in neutral stability conditions and in instances where this assumption 
does not hold, these expressions can be modified by a stability parameter. 
2.4.3 Internal boundary layer at a roughness change  
The form of Equation 2.19 implies that the vertical wind speed profile in the ISL is 
affected by the roughness of the surface. Different land cover may have 
significantly different roughness characteristics and these cause important 
modifications to the wind flow close to the surface. For example, the high 
roughness associated with urban areas can result in a significant reduction in wind 
speed as momentum is lost to the surface through the drag force exerted by 
buildings. Conversely, flows over open rural areas may proceed relatively 
uninterrupted for large distances. These differences result in large variations in wind 
speeds depending on the surface characteristics.  
At the interface between regions of differing roughness, an internal boundary layer 
(IBL) develops as the downstream wind gradually adjusts to the new surface [58]. 
Various definitions of the IBL may be used but in simple terms this can be 
considered as the layer within which the flow is significantly affected by the 
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presence of the new surface. The development of the IBL downstream from an 
abrupt roughness change is shown schematically in Figure 2.4 
 
Figure 2.4: Growth of an internal boundary layer at a smooth to rough transition. 
Adapted from [59]. 
Above the IBL, the vertical wind speed profile is affected only by the upstream 
surface, while within the IBL, the profile gradually adjusts to the properties of the 
local surface. Downstream from the roughness change, the developing IBL can be 
further divided into an equilibrium layer, where the flow is fully adjusted to the local 
surface, as well as a transition region where the flow is affected by both the local 
and upstream surfaces. Peterson [60] showed that the transition region may occupy 
a significant part of the developing IBL, with only the lower region of this layer fully 
in equilibrium with the local surface. Clearly, the wind speed at some distance 
downstream from an abrupt roughness change will depend on the vertical position 
with respect to these developing layers.  
A number of semi-empirical expressions have been developed to describe IBL 
growth as a function of the distance from the roughness change [58, 61]. These 
formulations vary in complexity from simple power laws based on the downstream 
roughness to more complex expressions which account for both upstream and 
downstream roughness as well as stability effects. Not surprisingly given their 
different input parameters, these expression lead to a relatively large range of 
predicted IBL depths [15]. An approximate rule-of-thumb for smooth to rough 
surfaces is an IBL height to fetch ratio of 1/10, and since only the lowest 10% of this 
layer will be fully in equilibrium with the downstream surface, this implies that the 
equilibrium layer shown in Figure 2.4 has a height to fetch ratio of around 1/100 [59, 
60]. Rough to smooth transitions are likely to be associated with smaller height to 
fetch ratios as the flow adjusts more slowly to the smooth surface [62].   
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In theory, if the heights of the IBL and equilibrium layer are known, a logarithmic 
vertical wind speed profile (Equation 2.19) may be applied above the IBL and within 
the equilibrium layer using appropriate roughness parameters for the upstream and 
downstream surfaces respectively. Within the transition region, however, the wind 
flow is not fully in equilibrium with either surface and prediction of the wind speed 
becomes more complex. 
2.4.4 Multiple internal boundary layers and blending methods 
Frequently, sites where the wind flow is to be estimated are located in regions 
where the topography is more complex than the single roughness transition 
described in Section 2.4.3. Even in regions of simple orography, variations in land 
cover may result in an upstream fetch that consists of multiple surfaces of differing 
roughness. If the sizes of these patches are such that the IBL is not fully developed 
before encountering the next roughness change, the developing layers will interact 
thus increasing the complexity [15]. Figure 2.5 shows a simple representation of the 
development of regional IBLs over a patchy surface in heterogeneous terrain. 
 
Figure 2.5 Development of internal boundary layers over a region of patchy terrain, 
adapted from Goode and Belcher [63]. The wind profile is shown on the left 
for the fully adjusted layer; dotted lines represent the extrapolated profile 
below the blending height. 
Based on the work of Wieringa [64] as well as Mason [65], a blending height can be 
defined, above which, the individual contributions from multiple roughness patches 
may be combined into a single average. Wind flows above this height are 
considered to be fully adjusted to some effective roughness that is representative of 
the overall surface. The formal definition of the blending height is debated [63], 
although an intuitive definition is the height at which the flow is horizontally 
homogeneous and in equilibrium with the combined surface patches, [65]. Note that 
the characteristics of the ISL given in Section 2.4.2 may only be fully applicable 
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above the blending height, since below this, and depending on the size of the 
roughness patches, the ISL related to each roughness patch may only be partially 
developed or may not exist at all [66].  
Estimating a suitable value for the blending height can be problematic. Applying a 
strict criterion that the flow below the blending height should be in equilibrium with 
the local surface implies that the blending height is close to the top of the 
equilibrium layer. Based on the boundary layer growth theory discussed in Section 
2.4.3, this implies a blending height of the order of length/100 where ‘length’ is the 
horizontal scale of the roughness patches. Mason suggests a value of length/200 
allowing for cases of slower boundary layer growth but emphasizes that this is an 
approximate scale rather than a precise value. For real surfaces, a characteristic 
length scale on which to base such estimates may not exist. In addition, the above 
discussion assumes that the blending height marks an abrupt transition between 
the influence of the local and regional surfaces. This implies a discontinuity in the 
Reynolds stress and ignores the transition layer shown in Figure 2.5. In reality, the 
stress adjusts from that induced by the local surface to that induced by the regional 
surface over some depth termed the blending layer [63]. Despite these 
complexities, the concept of a single blending height is a useful approximation and 
in many cases, wind speed estimates may not be significantly affected by its exact 
definition [15].  
From the above discussion, it is clear that when applying the logarithmic wind 
profile of Equation 2.19, account must be taken of which layer is being modelled 
and suitable parameterisations of the surface roughness must be applied. In 
addition, below the blending height the developing layers may be somewhat 
complex due to the influence of multiple surfaces, thus complicating a simple 
parameterisation of the surface. 
2.4.4.1 Blending methods 
Since in heterogeneous terrain the wind flow above the blending height is affected 
by multiple surface patches, a method is required to obtain a parameterisation of 
the spatially averaged roughness of these patches. This is generally achieved 
through the calculation of an effective roughness length       applicable above the 
blending height. Formally,       is defined as the roughness of an equivalent 
homogenous surface that would give rise to the same average stress as the 
heterogeneous surface [65]. An expression for        can be derived using the 
concept of source areas [67] or a blending method [65]. The blending method 
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provides an intuitive approach that can be applied directly to gridded land cover 
data as described below. 
Considering alternating patches of equal size and differing surface roughness, and 
with reference to Equation 2.17, the average surface stress for two such patches 
can be written in terms of the friction velocity [15]: 
  
         
     
   
Equation 2.21 
This concept can be further extended by recognising that at the blending height 
(Figure 2.5), the wind profile is assumed to be in equilibrium with the overall surface 
and the individual roughness patches. Hence, combining Equation 2.19 and 
Equation 2.21,       can be expressed in terms of the roughness lengths of the two 
surfaces and the blending height     [15]: 
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Equation 2.22 
where      and      are the roughness lengths of the two surfaces. 
The heterogeneity of real surfaces will often be more complex than the simple 
alternating patches postulated above [68]. However, as a first approximation, the 
above arguments can be generalised for surfaces with multiple patches of varying 
sizes using [15]: 
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Equation 2.23 
where    represents the fraction of surface   with roughness length     . 
Providing an estimate of     is available, Equation 2.23 is a convenient expression 
for calculating effective roughness lengths using automated approaches based on 
digitised land cover data. In many cases, the height scale in Equation 2.23 must be 
modified to include an effective displacement height using         . The value of 
     is subject to some uncertainty since there is no rigorous method for estimating 
an effective displacement height for a heterogeneous surface [15]. 
In developing a methodology for downscaling the spatially averaged mean wind 
speed, the concept of a blending height and effective roughness parameters leads 
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naturally to the idea of a regional and local downscaling. The vertical wind profile 
above the blending height is influenced by multiple surface patches, which, at a 
sufficient height, are indistinguishable from a single homogenous surface 
characterised by an effective roughness. This surface can be considered as 
representative of a regional area, the dimensions of which will depend on the 
vertical and horizontal scales under consideration. Below the blending height, at 
least within the equilibrium layer, the vertical wind profile is determined by the local 
roughness of the specific patch. The blending height in this scheme marks the 
approximate transition between the local and regional scaling and at this height 
both wind profiles are assumed to be in equilibrium. 
2.4.4.2 Regional and local downscaling 
Given a reference wind speed at sufficient height to be independent of the surface 
roughness, the arguments above provide a framework for downscaling using a 
logarithmic wind profile and parameterisations of the regional and local roughness. 
Firstly, the wind speed may be downscaled to the blending height using a regional 
parameterisation of the surface. Secondly, a local downscaling can be implemented 
using the local surface roughness with the requirement that the profiles should 
match at the blending height. Note that such an approach is a simplification since 
below the blending height, depending on the distance from the roughness change, 
the equilibrium layer may not extend throughout the entire depth of the developing 
IBL (Figure 2.5). 
In the simplest case of a regionally homogenous, rural area, this procedure simply 
reduces to the application of a single logarithmic wind profile using an appropriate 
rural roughness length. If the regional area includes multiple patches of different 
roughness, the regional downscaling must also account for the effective roughness 
above the blending height. More challenging cases arise when the local area is at a 
coastal location or within the built environment. These cases can introduce 
significant complexities related to parameterisation of the surface roughness and 
modelling of the IBL. The following sections address these issues in more detail. 
2.4.5 Coastal boundary layers 
The formation of an IBL at the land/sea interface presents several additional 
complexities compared to a simple roughness change on land and these may 
present significant challenges when predicting the wind resource at coastal sites. 
The land/sea interface is generally associated with an abrupt change in surface 
roughness leading to the development of an IBL as described in Section 2.4.3. In 
addition, the interface features changes in temperature and humidity which can lead 
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to differing stability conditions onshore and offshore. In the case of onshore sites, of 
primary interest is the development of the onshore IBL as winds from across the 
sea reach land and encounter a step change in surface roughness and stability. 
This situation has been studied in some detail [54, 69-71] and some general 
principles of interest to coastal wind speed predictions can be noted. 
If the stability conditions onshore and offshore are the same, the change in wind 
speed can be modelled based on only the change in roughness. Since the onshore 
roughness length is generally at least an order of magnitude greater than offshore, 
this leads to a reduction in wind speed as the wind passes over land [71]. However, 
even in this simple case, wind speeds will be affected at certain times of day by 
thermally driven sea breezes due to differential heating and cooling of the land and 
sea [54]. These effects will have strong diurnal and seasonal components and the 
direction of such breezes will depend on the orientation of the coastline. In addition, 
local orography, such as the presence of cliffs, may cause further modifications to 
the wind flow. These factors illustrate that, even in the simplest case, the coastal 
climate may be highly site-specific and hence challenging to predict using 
generalised modelling approaches. 
As a first step to developing a model of wind flows in coastal regions, an expression 
for the IBL growth with fetch length is required. Barthelmie [69] reviewed a number 
of semi-empirical expressions for coastal IBL growth and demonstrated that even in 
neutral conditions these lead to widely varying estimates of the IBL height. For 
illustration, estimated heights for a sea to land transition (        = 0.1 m and        = 
0.0002 m) in neutral stability are sketched in Figure 2.6 using six different IBL 
growth expressions as reviewed by Barthelmie [69]. At a fetch of 1 km, the IBL 
height is estimated to be approximately 30 – 100 m while at a 5 km fetch this 
increases to 120 – 350 m. 
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Figure 2.6: Estimated IBL heights for a sea to land transition (        = 0.1 m and 
       = 0.0002 m) in neutral stability using six IBL growth expressions 
reviewed by Barthelmie. Figure adapted from reference [69]. 
The relatively large uncertainty in the IBL height is further compounded by the 
influence of non-neutral stability. In general, unstable conditions will result in more 
efficient vertical mixing and a deeper IBL while the converse will be true for stable 
conditions. Bergstrom et al. [54] investigated coastal stability effects in some detail 
using coastal observations and simple models and concluded that stability effects 
had a significant impact on surface wind speeds and IBL height. Their results also 
indicated that the downstream stability was of more importance than the upstream 
in determining the wind profile. An interesting observation made by Bergstrom et al. 
was that wind speeds can in unstable conditions increase as the wind moves from 
sea to land despite the increase in surface roughness. This effect is thought to be 
due to efficient transfer of high momentum air from higher to lower levels as the 
wind encounters an unstable atmosphere over land [54]. This effect demonstrates 
that thermal stability can be as important as the roughness change when 
considering coastal climates. 
In theory, both the logarithmic wind profile (Equation 2.19) and the expressions for 
boundary layer growth can be modified to account for different stability conditions. 
However, any such modification is complicated by the fact that stability is likely to 
depend on fetch, season and time of day. For example, Barthelmie [70] reported 
that the presence of land in the fetch was linked to a higher frequency of stable 
conditions while a sea fetch was linked to more frequent near-neutral or unstable 
conditions at an offshore site in Denmark. Since the fetch in a particular angular 
sector will be linked to the orientation of the coastline, stability conditions may be 
highly site-specific. 
Seasonal weather patterns are a further source of variable stability conditions 
between the land and sea. Due to the sea’s greater thermal capacity and more 
efficient heat transfer mechanisms compared to land, near surface air temperatures 
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offshore will lag the more abrupt changes onshore [53]. In late autumn for example, 
the air above the sea surface will be relatively warm compared to the air above the 
land. Thus, the offshore region may be associated with a higher frequency of 
neutral or unstable conditions compared to onshore. The opposite will be true in 
spring, particularly during the daytime, where the land surface may experience 
rapid heating while the sea remains relatively cool [70, 72]. A further complication is 
the presence of diurnal temperature changes. Since the diurnal temperature cycle 
is much more pronounced over land compared to the sea, this can result in the 
development of diurnal stability differences over land and sea [73]. Overnight a 
stable boundary layer may develop over land while the warm air over the sea may 
reduce stability offshore. The converse will be true during the day as solar heating 
instigates instability over land. These effects can lead to significant complexities in 
the diurnal wind patterns close to the shore and are likely to be greatest in spring 
and summer when solar heating of the surface is most pronounced [74]. Figure 2.7 
shows a schematic representation of some of the major processes discussed above 
that complicate the modelling of coastal wind speeds. 
 
Figure 2.7: Schematic representation of the processes occurring at the land sea 
interface that complicate wind speed predictions. 
In summary, several key observations can be made regarding wind flows at coastal 
sites. Firstly, deviations from neutral stability will affect both the vertical wind profile 
and the growth of the onshore IBL. Hence, the situation is somewhat more complex 
than a simple roughness change in conditions of neutral stability. Stability effects 
are likely to vary with season and time of day and modelling such effects is 
challenging. These processes are complicated by thermally driven winds which 
follow diurnal cycles and depend on the orientation of the coast. Finally, the 
presence of sea cliffs and other complex orography may further impact on the wind 
flows close to the land/sea boundary. The significance of many of these processes 
will depend on the presence of sea or land in the fetch. Hence, even for two sites 
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located in relatively close proximity, the wind climate may be somewhat different 
depending on the exact distance from the coast as well as the coastal orientation. It 
is also very likely that any such differences will exhibit diurnal and seasonal 
variability.  
These factors present a number of challenges for the implementation of simple 
boundary layer scaling approaches. Specifically, assumptions of neutral stability 
may not hold, the roughness of the fetch is likely to be strongly dependent on the 
wind direction, IBL heights may be difficult to estimate and complex orography may 
not be accounted for. This is likely to lead to large uncertainties in wind speed 
predictions at coastal sites, as discussed in Chapter 4. The implementation of wind 
resource prediction approaches based on statistical correlations to nearby long-
term reference sites may be similarly challenging. Due to the possibility of highly 
localised wind climates, the wind speeds at sites may become decoupled across 
relatively short distances. As described in Chapter 5, obtaining suitable reference 
wind observations can be particularly problematic for coastal sites and alternative 
data sources may be required. One such alternative is discussed in detail in 
Chapter 8. 
2.4.6 Urban boundary layers 
While this thesis is not specifically concerned with urban installations, any resource 
assessment methodology should be able to make at least approximate predictions 
within the built environment. As with coastal regions, the application of boundary 
layer modelling principles to urban areas presents several challenges. Firstly, 
simple parameterisations of the surface roughness become complex due to the 
variability in the size and spacing of the buildings [75]. Secondly, surface 
heterogeneity leads to variability in the local wind flows, and hence, the boundary 
layer structure below the blending height must be considered in more detail. Thirdly, 
the presence of individual building wakes can cause local perturbations to the flow 
on the scale of individual buildings.  
A description of the vertical wind speed profile within the built environment can be 
developed using the general principles of boundary layer flows described 
previously. However, in urban and sub-urban areas, the surface shear associated 
with buildings causes significant modifications to the wind speed. These effects can 
be most easily understood by considering the urban boundary layer (UBL), along 
with its associated sublayers, as a special case of an IBL.  
In the transition from areas of low to high roughness (e.g. rural to urban), the UBL 
starts to develop as the wind flow adjusts to the new rough surface. The height of 
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this layer will increase with downwind distance from the edge of the roughness 
change, eventually reaching a height of several hundred metres [52]. Due to the 
heterogeneity of the surface, IBLs will develop within the UBL as described in 
Section 2.4.4. Following the description of Grimmond and Oke [76] and other 
authors [15, 52], it is convenient to divide the UBL into sublayers as depicted in 
Figure 2.8. Each of these layers is described in more detail below. 
 
Figure 2.8: Formation of the urban boundary layer (UBL) at a roughness change. 
Inset: The internal sublayers (SL) within the UBL. Adapted from reference 
[15].  
The blending height 
For flows above rough, heterogeneous surfaces, multiple interacting wakes develop 
above individual roughness elements and these cause horizontal inhomogeneity in 
the flow. This situation has some parallels with the interacting multiple IBLs over a 
heterogeneous surface presented in Figure 2.5 (Section 2.4.4). At some height 
above the surface, the individual wakes are no longer distinguishable and the wind 
flow can be considered to be horizontally homogenous and influenced by the 
average roughness of the overall surface. For such surfaces, it is natural to define a 
height scale at which horizontal homogeneity occurs. Although this concept arises 
from different theoretical considerations to those discussed in Section 2.4.4 for 
blending heights above multiple patches of differing surface roughness, the two 
situations are somewhat analogous. Since the blending height discussed in Section 
2.4.4 is a height scale rather than a fixed value, the term ‘blending height’ is also 
widely used to define the vertical transition to horizontally homogenous wind flows 
over urban surfaces [52, 75]. 
The Inertial Sublayer 
Above the blending height, the standard logarithmic scaling, which is characteristic 
of the ISL, can be applied using effective roughness parameters. The flow in this 
P
la
n
e
ta
ry
 B
L
Rural
Roughness SL
CL
Inertial SL
Wind
Urban BL
Blending Height
Urban
38 
layer is subject to the characteristics of the regional surface which may include 
contributions from both urban and non-urban land cover. The ability to use Equation 
2.19 to predict the wind speed in the ISL, and by extension in the roughness 
sublayer (RSL) [17, 66], relies on an estimate of the effective aerodynamic 
parameters       and      based on the underlying surface.  
The Roughness Sublayer 
The wind profile within the RSL is of interest to small-scale wind energy since the 
majority of turbines installed above rough surfaces will be located within this layer. 
The top of the RSL (marked by the  blending height) is generally assumed to extend 
to approximately 2-5 times the average height of the roughness elements, although 
there is a degree of uncertainty in this value due to the complexity of the built 
environment [77]. Several experimental methods exist for estimating this in practice, 
including the height of maximum shear stress [78] or, perhaps more intuitively, the 
height at which the measured flow becomes horizontally uniform [66].  
Below the blending height, the wind flow will be affected by individual roughness 
elements, and may exhibit a high degree of spatial variability, making wind speed 
predictions particularly challenging. Without recourse to detailed fluid flow modelling 
or onsite measurements, it is only possible to define a spatial average for the wind 
speed in this layer. Based on wind tunnel studies, Cheng and Castro [66] have 
shown that a single logarithmic profile can be extended from the ISL down through 
the RSL in order to describe the spatially averaged wind speed, despite the fact that 
the assumption of constant shear stress does not strictly hold in this layer. 
However, of particular importance here is the choice of the aerodynamic 
parameters    and   used to describe the surface.  
A review by Garratt [58] found that while the frequently used values of 0.1 and 0.7 
times the mean obstacle height, for    and   respectively, are applicable for a 
number of natural surfaces, in complex environments, these parameters will be a 
function of the size, shape and coverage of the roughness elements and are non-
trivial to determine. It has been noticed by several authors [17, 66, 79] that if these 
parameters are extracted from fitting a logarithmic profile (Equation 2.20) to the ISL 
alone, this can result in a significant error in the predicted wind speed in the RSL.  
The Canopy Layer 
A final region, which extends from the surface to the top of the roughness elements, 
may be defined as the canopy layer (CL). Within this layer the wind flows are 
strongly affected by the local building and street geometry resulting in complex 
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effects such as channelling and recirculation. Due to these effects, defining an 
average wind speed profile within the urban canopy can be even more problematic 
than within the RSL. While the wind speeds in the CL are likely to be too low to 
make turbine installations viable, roof mounted turbines may well be located close 
to the boundary between the CL and RSL and hence an understanding of the 
vertical wind profile in the CL is relevant to wind resource estimation. Theoretical 
investigations of plant canopies as well as wind tunnel studies over arrays of cubes 
suggest an exponential wind speed profile can be used of the form [80]: 
            [  
   
 
] 
Equation 2.24 
where   is the canopy height and   is an attenuation parameter obtained from 
length scales associated with the canopy. Due to the exponential relationship, the 
predicted wind speed near the top of the canopy changes rapidly with height. 
Hence, for heights close to the top of the canopy, the predicted wind speed will be 
particularly sensitive to the choice of canopy height. This raises the question of how 
the canopy height should be defined for the built environment, which almost always 
features heterogeneous building heights resulting in an ambiguous definition of the 
canopy top. 
2.4.6.1 Roughness parameters in the built environment 
Within the built environment, the aerodynamic parameters of    and  , required to 
formulate the vertical wind speed profile, can be obtained using two approaches: (i) 
a morphometric method using the three-dimensional structure of the underlying 
surface [75] or (ii) a micrometeorological method using observed wind profiles to 
extract the parameters of the logarithmic wind speed profile [81]. Both approaches 
present considerable challenges in real-world, complex, environments.  
In a morphometric approach, the starting point is to define a number of geometric 
parameters that describe the size and arrangement of the roughness elements. 
Typically, the parameters used are the mean height of the elements (  ) and the 
frontal (          ) and plan (         ) area densities as illustrated in Figure 
2.9. 
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Figure 2.9: Illustration of surface parameters which are useful in determining 
roughness length and displacement height in a morphometric approach. 
Adapted from reference [75]. 
Two of the more successful morphometric methodologies are those outlined by 
MacDonald et al. [82] and Raupach [83]. MacDonald et al. [82] developed analytical 
expressions for    and   based on the drag of the individual obstacles and 
assuming a logarithmic wind profile above the canopy. It is assumed that only the 
frontal area of the obstacles above the displacement height influences the drag 
balance and the derived expression includes a parameter which alters the drag 
coefficient depending on the geometry of the obstacles. The expressions developed 
by Raupach [83] are derived by partitioning the total drag between that imposed by 
the obstacles and that imposed by the underlying surface. This treatment produces 
similar trends to MacDonald, although according to a review by Grimmond and Oke 
[75], the method of Raupach [83] provides slightly more accurate results. A feature 
of both approaches is that while   increases monotonically with increasing plan 
area density,    peaks before falling at high densities. This behaviour can be 
understood in terms of different flow regimes that dominate at different area 
densities [84].  
Although there has been some success in applying morphometric models to real 
surfaces there are some clear issues when using this approach. Firstly, the models 
are generally based on uniform arrays of roughness elements and idealised wind 
flows that are simply not representative of real conditions in the built environment. 
Secondly, the surface parameters shown in Figure 2.9 may not be trivial to define 
for real built environments with variable area densities and building heights. Thirdly, 
the majority of models do not take into account building height heterogeneity which 
can lead to markedly different flow characteristics. Recently, Millward-Hopkins et al. 
[85, 86] have built on the work by MacDonald [82] and Raupach [83] in developing 
a methodology to predict the surface parameters above surfaces with 
heterogeneous building heights. The methodology has shown promising results 
when compared to numerical and wind tunnel studies of urban-like surfaces as well 
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as wind speed observations in UK cities [87]. However, this methodology requires 
detailed information regarding the heights and footprints of all buildings within a city 
and hence, as yet, cannot be implemented using simple parameterisations of the 
surface. 
The alternative to a morphometric approach is to experimentally determine 
aerodynamic parameters from wind speed measurements above urban surfaces, 
either by means of field studies or using scaled down models in wind tunnel studies. 
The general approach [81] is to obtain wind speed measurements with high 
temporal resolution at one or more heights above a rough surface in order to 
directly estimate the parameters of    and  . Grimmond and Oke [75] conducted a 
comprehensive review of such micrometeorological studies, including field trials and 
scale-model wind tunnel investigations. Disappointingly, it was not possible to 
recognize clear trends from these studies relating the aerodynamic parameters to 
surface descriptors or allowing the authors to recommend one approach over 
another. Given the large uncertainties inherent in currently available morphometric 
and micrometeorological approaches, Grimmond and Oke [75] recommend the use 
of tables with typical values of    and   for commonly encountered urban surfaces. 
These can be used in conjunction with aerial photographs to estimate values for a 
range of built environments.  
From the above discussion, it is clear that despite a large number of studies and 
differing approaches, it is extremely challenging to accurately estimate values of    
and   for the built environment. However, accurate values of these parameters are 
of great importance in making meaningful estimates of the mean wind speed in the 
RSL using analytical methods. 
2.4.6.2 Local perturbations to the flow 
In addition to knowledge of the mean flow above the surface, the local effects due 
to individual obstacles are also of importance to small-scale wind turbines. Detailed 
treatment of these small-scale flow perturbations go beyond the scope of the 
current work which is concerned with predicting the spatially averaged mean wind 
speed.    
However, it is worth noting that the wind profile above an individual building will 
depend on the exact geometry of the building, the measurement point with respect 
to the roof and whether or not it is embedded in an array [14, 77]. The array effects 
are related to the behaviour of the aerodynamic parameters for different flow 
regimes. Interestingly, recent work by Millward-Hopkins et al. [17], investigating 
several regular arrays of urban-like surfaces, suggested that despite the significant 
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attention given to investigating flows around individual buildings, the errors 
associated with estimating the values of    and   may be more significant to wind 
resource assessment than the errors associated with the spatial variation around 
individual roughness elements. 
2.4.7 Complex orography 
The presence of complex orography such as hills, valleys and steps causes further 
modification to the wind flow that may not be accounted for in a simple boundary 
layer model. Orographic effects can be divided into those due to (i) differential 
heating of sloping land and associated localised, diurnal wind flows and, (ii) direct 
modification of synoptic flows through speed-up or sheltering effects [53]. 
Differential heating is an important source of localised wind flows in valleys, 
particularly during the summer months [53]. During the day, the slopes and valley 
floor heat rapidly causing an increase in the temperature of the air close to the 
surface. Since the air high above the centre of the valley remains relative cool, this 
sinks to the valley floor and sets in motion circulating thermal cells with weak up-
slope (anabatic) winds. Eventually, a temperature gradient develops between the 
warming and well mixed air within the valley and the cooler air over nearby planer 
regions. As the cooler air flows into the valley it creates a localised wind through the 
valley. At night, due to radiative cooling, the process reverses leading to down-
slope (katabatic) winds and a reversal of the valley wind.  
Direct modification of wind flows due to aerodynamic effects gives rise to the well-
known phenomena of speed-up and flow retardation at the crest and leeward side 
of a hill respectively, as well as a range of other more complex flow distortions. 
These processes will tend to dominate thermal effects at moderate to high wind 
speeds [88] and are not simple to generalise due to the wide range of surface 
structures that occur in nature [53]. The flow modification in the simplest case of a 
uniform, isolated hill is shown schematically in Figure 2.10. 
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Figure 2.10: Flow modification over a hill of (a) moderate and (b) steep slope. Ū1 
and Ū2 represent the mean wind speeds upstream and at the crest of the hill 
respectively. Adapted from reference [88]. 
For cases of moderate slope, (< 17⁰ or a height to distance ratio of 0.3), the wind 
flow over an isolated hill generally remains attached, [53, 88]. For a fixed height 
above ground level the wind speed is greater at the crest of the hill than at the 
same height some distance upstream. This speed-up results from constriction of 
the stream lines in the vertical direction [53] and a subsequent increase in the 
vertical wind gradient. At the windward and leeward bases of the hill, a reduction in 
wind speeds is typically observed. Such effects can be described using linear flow 
models where the velocity is divided into an undisturbed upstream part and a 
perturbation resulting from the hill [89]. This approach allows simple rules-of-thumb 
to be developed regarding speed-up ratios (maximum wind speed at crest/upstream 
wind speed) based on the height and width of the hill [88]. The maximum speed-up 
ratios are of the order of 1.6-1.8 although these also depend on stability conditions 
[53]. In the case of steep slopes (> 17⁰) the flow may become separated at the 
windward and leeward base of the hill due to the sudden discontinuity in the 
surface. In these regions, which require description by non-linear models, turbulent 
eddies develop that reduce the wind speed and even reverse the flow direction. 
Real-world wind flows over rugged terrain are often significantly more complex than 
the simple situations shown in Figure 2.10. Hills are rarely uniform or isolated and 
are frequently in areas of rugged terrain featuring multiple slopes and valleys, 
escarpments, ridges and varied land cover. Such features increase the flow 
complexity as well as the likelihood of local perturbations to the flow that are 
challenging to model using simple methods.  
Ū1
Ū2
Ū1
Separated flow
a) Moderate slope
b) Steep slope
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A number of approaches are available for accounting for the effect of orography on 
wind flows. The linear flow models mentioned above form the basis of the widely 
used WAsP software developed by the Technical University of Denmark [49]. 
WAsP applies a linear flow model to local wind observations using terrain and 
roughness information to produce a description of the wind climate across an 
extended region. To overcome the limitations of such models in steep terrain, the 
latest release of WAsP includes a computational fluid dynamics (CFD) module that 
can resolve the flow in more complex orography. CFD approaches use numerical 
methods to solve the Navier-Stokes equations that govern the motion of a fluid, 
subject to specified boundary conditions. These approaches can be applied to 
detailed terrain models using high resolution meshes and are capable of resolving 
more complex flows compared to linear models, albeit at additional computational 
cost [15]. A further class of approaches are the so-called ‘mass-consistent’ models 
which use wind observations at multiple sites and the principle of conservation of 
mass [90]. The applicability of such models is somewhat dependent on the 
availability of sufficient wind observations to allow the effects of the orography to be 
properly accounted for [15]. Numerical weather prediction models (NWP) are also 
capable of representing detailed orography but due to their computational 
requirements, these are generally run at relatively large sizes. Corrections to NWP 
for local orography can be achieved using downscaling techniques such as those 
based on linear flow models [91] or statistical approaches [92]. 
The presence of complex orography can complicate wind resource predictions 
using scaling approaches based on boundary layer meteorology, and correlation 
approaches based on wind observations at correlated site pairs. In the case of the 
former, the resolution of the input climatology will limit the size of the orographic 
features that can be resolved without the application of detailed flow modelling. In 
the case of the later, complex orography may result in highly localised flows that are 
poorly correlated to nearby reference sites.  
2.4.8 Summary of boundary layer processes 
Wind flows close to the earth’s surface have been the subject of much study, and in 
many simple situations, they are relatively well understood. Subject to certain 
restrictions, the vertical wind profile can be described by a logarithmic expression 
that takes account of the characteristics of the surface. At a roughness change, an 
internal boundary layer develops as the wind flows gradually adjust to the new 
surface, and hence, the logarithmic profile will be affected by both the upstream and 
downstream surfaces. Frequently, multiple surface patches contribute to the overall 
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surface roughness and this necessitates the use of blending methods to 
parameterise the effect of the overall surface above the blending height. Coastal 
and urban sites present significant challenges to simple boundary layer modelling 
approaches due to the thermal and mechanical properties of these surfaces. 
Complex orography introduces further challenges as thermal and aerodynamic 
phenomena may significantly influence the wind flow in rugged terrain.   
As will be discussed in the following chapter, the principles of boundary layer 
meteorology may be used to develop wind resource assessment approaches based 
on the regional and local scaling of a reference climatology. However, these 
applications require the use of a number of simplifications and assumptions. The 
principles outlined above can also be useful in illuminating the physical basis of 
results obtained from statistically based wind resource assessment approaches 
using correlated site pairs.  
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3 Analytical and Data-Driven Approaches to Wind Resource 
Assessment 
In this chapter, attention is turned to specific techniques for assessing the wind 
resource for small-scale turbine installations. As outlined in previous chapters, wind 
flows are subject to both spatial and temporal variations that occur on a range of 
timescales. While such variability can in theory be represented using long-term 
onsite measurements or detailed computational models, these approaches are 
often not practical for widespread deployment at potential small-scale wind 
installations. Hence, in the current chapter, two approaches to wind resource 
assessment capable of predicting the long-term wind resource are discussed in 
detail. The first is a direct application of the principles of boundary layer 
meteorology in a simple scaling approach, while the second is a data-driven 
approach based on short-term onsite measurements.  
This chapter is organised as follows: Section 3.1 describes an analytical 
methodology, based on the principles of boundary layer meteorology, for predicting 
the spatially averaged mean wind speed and wind power density. The practical 
implementation of the approach is described including the assumptions and 
limitations of the model. Section 3.2 reviews a number of data-driven measure-
correlate-predict approaches for assessing the long-term wind resource using short-
term measurements. Existing approaches are reviewed with particular attention to 
their applicability to onsite measurement periods of much less than 12 months and 
potential new approaches are also proposed. 
3.1 A Boundary Layer Scaling Methodology: The Met Office 
Approach 
Given information regarding the regional climatology, as well as details of the local 
and regional surface characteristics, it is possible to develop an analytical 
methodology to predict the spatially averaged mean wind speed at a specific point 
near the Earth’s surface. Although this does not provide a complete description of 
the wind flow, it can then be used as a starting point for predicting the wind 
resource at a particular location or an aggregated estimate over an extended 
region. The methodology is based on the principles of boundary layer meteorology 
47 
outlined in Section 2.4 along with certain simplifications that allow the approach to 
be deployed rapidly, without detailed, site-specific information.  
A related approach was used by Heath et al. [14] to investigate the potential energy 
output from a hypothetical micro-wind turbine installation in urban London. In 
addition to predicting the spatially averaged mean wind speed, the study also 
considered the detailed effects of building scale wind flows using CFD and made 
recommendations regarding turbine siting. In 2008, a similar approach was 
generalised under a joint initiative by the Met Office and the Carbon Trust in their 
assessment of the UK potential for small-scale wind energy [15], albeit without 
considering detailed microscale flow effects. The study was used to produce 
gridded estimates (1 km2) of the generating potential for small-scale wind energy, 
based on mean wind speeds, and this was aggregated into a UK-wide estimate 
under various scenarios. The same principles were subsequently applied in the 
development of the Carbon Trust’s online Wind Yield Estimation Tool (WYET) [93]. 
The tool was intended as an improvement to the simple NOABL-MCS method for 
wind resource prediction but unfortunately, after an initial period of operation, the 
tool was removed in 2012 reportedly due to funding cuts. 
The boundary layer scaling approach involves the calculation of a reference 
climatology valid near the top of the IBL which can then be downscaled using 
several steps in order to estimate the mean wind speed at the turbine hub height. 
An overview of this methodology is shown in Figure 3.1 and a further discussion of 
each stage is given below. 
 
Figure 3.1: Outline of the methodology employed by the Met Office to predict the 
spatially averaged mean wind speed. Starting with an input mean wind speed 
(I) and culminating in a predicted mean wind speed at turbine hub height (IV). 
I Gridded mean wind speed 
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3.1.1 Large-scale reference climatology 
As a first input, climatology data produced by the Met Office’s National Climate 
Information Centre (NCIC) is used. The database consists of mean wind speeds at 
a height of 10 m above ground level, estimated over 1 km grid squares using 
geostatistical interpolation. This technique takes into account elevation, the 
proportion of sea within a 5 km radius and terrain shape in calculating the gridded 
averages from surface measurements [94]. The NCIC database includes surface 
measurements covering 30 years and 220 stations compared to only 10 years and 
56 stations for the widely used NOABL database [10].  
In order to convert this to a large-scale reference climatology, the gridded mean 
wind speeds must be transformed upwards to a reference height where the flow 
can be considered independent of the local surface. In the Met Office methodology, 
a reference height of 200 m and a roughness length of    = 0.14 m (representative 
of ‘open country’) are used. Note that while a smaller roughness length (~0.03 m) 
would be expected for short grass, extended regions of short grass without 
interruption from hedges and bushes are relatively unlikely in UK rural areas [15]. 
Hence, in practice,    = 0.14 m is considered more representative of open country.  
The reference height is, in effect, an estimate of the height of the boundary layer 
over a rough surface. Strictly, this height will not be fixed and should be determined 
as a function of fetch and surface roughness using an expression for boundary 
layer growth [58, 61, 88]. However, such an approach is challenging to implement 
in an automated tool since it requires potentially subjective estimates of significant 
roughness changes. Fortunately, the predicted wind speed close to the surface 
appears to be relatively insensitive to the exact choice of this height provided a 
sensible value is used [15]. In addition, the wind speeds at 10 m above the surface 
adjust relatively quickly to major roughness changes with the most significant 
adjustments occurring within 1 km [14]. However, the effect of using a fixed height 
for the internal boundary may be more problematic close to a roughness 
discontinuity such as at a coastal site or close to the edge of a city, as discussed in 
Section 2.4. 
The vertical transformation to the reference height is achieved by scaling the 
vertical logarithmic profile described in Section 2.4.2: 
         
           
         
 
Equation 3.1 
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where      is the reference height (200 m),      is the reference wind speed at this 
height and      is the wind speed at a height of 10 m obtained from the NCIC 
database. 
3.1.2 Wind speed at the blending height 
Given a large-scale reference climatology, the next step is to transform this to a 
mean wind speed representative of the regional area. This is an average over a 1 
km grid square at the blending height, taking account of the effective surface 
roughness on a regional scale as described in Section 2.4.4. To achieve this, a 
second logarithmic profile is applied of the form [15]: 
        
   [                ]
   [                 ]
 
Equation 3.2 
where     is the wind speed at the blending height    , and       and      are the 
effective roughness length and effective displacement height respectively. 
At this point, we are faced with the difficulty of choosing appropriate values for       
and      to represent the combined effect of multiple patches with differing 
roughness. This can be achieved by considering the land cover for the grid-square 
of interest in terms of specific surface categories. Categorised UK land cover data 
are available from the Centre for Ecology and Hydrology (CEH) [95]. In general, 
land cover categories can be linked to the aerodynamic parameters of    and   
using standard tables. However, relating surface cover to roughness parameters is 
non-trivial in the case of the built environment. In the current methodology, surface 
parameters of   ,    and    are obtained for the sub-urban and urban categories 
based on values associated with typical UK cities [75]. These are subsequently 
used along with the method of Raupach [83] in estimating urban and sub-urban 
aerodynamic parameters.  
After obtaining appropriate estimates of    and  , the fraction of each surface type 
within the grid square is used to calculate a grid-box average roughness length 
according to the blending method described in Section 2.4.4. The effective 
displacement height is simply taken to be the maximum of those identified within 
the grid box. The blending height is taken to be the larger of 10 m or twice the 
maximum canopy height within the grid square, in line with observations over rough 
surfaces described in Section 2.4.6. Note that the definition of this height is subject 
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to some uncertainty as described previously. Finally, these parameters are applied 
to Equation 3.2 to estimate the blending height mean wind speed    . 
3.1.3 Wind speed at hub height 
The final downscaling step transforms the wind speed at the blending height to the 
spatially averaged mean wind speed at the turbine hub height, taking into account 
the local surface properties. In the original Met Office methodology [15], three 
surface classes were considered, ‘rural’, ‘sub-urban’ and ‘urban’. However, these 
classes were extended to include four classes of urban/sub-urban surfaces from 
‘low height and density’ to ‘very high height and density’, as well as a ‘woodland’ 
class when implemented in the WYET. In all cases, a simple extrapolation of the 
logarithmic profile is used with local aerodynamic parameters defined by the 
surface class.  
For the rural or open countryside case, the final downscaling is achieved by simply 
applying the following expression: [15]: 
       
          
          
 
Equation 3.3 
where     and     are the turbine hub height and associated mean wind speed 
respectively. 
For the remaining cases, the logarithmic profile is extrapolated below the blending 
height to the turbine hub using the local roughness length (       ) and 
displacement height (      ) as suggested by Cheng and Castro [66]. Hence the 
expression becomes [15]: 
       
   [                    ]
   [                    ]
 
Equation 3.4 
where          and        depend on the local surface. 
Note that this simple extrapolation below the blending height ignores the full 
complexity of the flow in this region as described in Section 2.4. 
For sites within the built environment where the hub height is below the canopy top, 
an exponential relationship is used which takes into account the frontal area density 
as recommended by Macdonald [80]:  
51 
         [      
     
 
] 
Equation 3.5 
where    is the wind speed at the canopy top, as calculated by Equation 3.4,   is 
the canopy height and       represents an empirical estimate of the attenuation 
coefficient [80]. 
Figure 3.2 summarizes each stage of the downscaling process and the approximate 
shape of the vertical wind speed profiles in each sublayer.  
 
Figure 3.2: Summary of the regional and local downscaling of the mean wind 
speed. The curves show the approximate shape of the vertical wind profile in 
each layer. 
Given the predicted mean wind speed at the turbine hub height, a prediction of the 
wind resource can be made by assigning a specific wind speed frequency 
distribution. The Met Office approach assumes a Weibull distribution with a fixed 
shape factor of 1.8 based on an observed range of 1.5-2.1, and a mean wind speed 
defined by    . This distribution may be combined with a suitable turbine power 
curve to calculate the available energy. 
3.1.4 Limitations 
The accuracy of this prediction methodology is limited by simplifications and 
sources of uncertainty that are present at each stage. When combined, these can 
lead to large errors in the estimation of the wind resource at a specific site. These 
uncertainties may be divided into those affecting predictions in all terrains and those 
that are terrain specific, as listed below: 
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Uncertainties affecting all terrains 
(i) The reference climatology suffers from uncertainties due to the 
interpolation process and unresolved orography on scales below 1 km 
(Section 2.4.7).   
(ii) The reference climatology contains no directional information and this 
prevents the directional variations in the upwind surface roughness from 
being properly accounted for. 
(iii) Regional aerodynamic parameters are based on land cover in a local 
region of 1 km2. However, considerations of boundary growth imply that 
the mean wind speed will be affected by the upwind roughness over a 
much larger fetch (Section 2.4.3). 
(iv) Wind flows below a fixed blending height are assumed to be fully in 
equilibrium with the local surface and described by a logarithmic wind 
profile. This ignores many complexities related to developing IBLs 
(Section 2.4.4). 
(v) The methodology predicts only a temporally averaged mean wind 
speed, thus requiring assumptions regarding the form of the wind speed 
distribution in order to make power predictions. This is ultimately a 
limitation of the reference climatology which contains no information 
regarding the distribution of wind speeds. 
Uncertainties affecting specific terrains 
(i) The use of a fixed IBL height of 200 m does not fully account for edge 
effects close to roughness boundaries. These will be particularly 
important for coastal sites (Section 2.4.5) as well as sites close to the 
rural/urban boundary (Section 2.4.6). 
(ii) The logarithmic scaling assumes neutral stability conditions. This is 
unlikely to be appropriate at coastal sites, which are subject to complex 
thermal effects (Section 2.4.5). 
(iii) There are large uncertainties in the estimation of aerodynamic 
parameters for real urban areas that are not accounted for using simple 
impressions of UK cities (Section 2.4.6). 
(iv) For urban areas, the definition of the canopy height and mean building 
height are ambiguous due to surface heterogeneity. This affects the 
scaling of the roughness parameters as well as the vertical wind speed 
profile close to the canopy top.  
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These uncertainties indicate that while the methodology is attractive since it is 
relatively simple to implement and requires no direct wind speed 
measurements, it must be applied with caution when making site-specific wind 
resource assessments. In addition, these uncertainties offer opportunities for 
improvements to the approach. As discussed in Chapter 4, some of these 
improvements can be achieved relatively simply, while others require the 
development of more sophisticated techniques and input data. 
3.2 Data-Driven Measure-Correlate-Predict Approaches  
As outlined above, simple boundary layer scaling approaches, whilst being rapid 
and cheap to implement, are unable to account for many of the complexities of real-
world boundary layer wind flows. An alternative to such analytical methods are 
data-driven approaches where the collection of onsite wind data forms part of the 
resource assessment procedure. In the large-scale wind industry, detailed on-site 
wind speed measurements are the standard before any investment decision is 
taken. Typically this involves 1-3 years of onsite monitoring in addition to correlation 
to a long-term reference site using measure-correlate-predict (MCP) [8]. Although 
this may not be practical in the case of small wind turbine installations, a shorter on-
site monitoring program combined with correlation to a reference site has the 
potential to provide wind resource estimations of greater rigour compared to simple 
boundary layer scaling approaches.  
Although MCP approaches may be used in an ad-hoc basis in the small-scale wind 
industry, it is a technique primarily associated with large-scale wind resource 
assessment. Thus, little work has been done to test and formalise MCP approaches 
used in the context of small-scale wind energy. This area of application is hence 
ripe for further investigation. 
The MCP strategy is shown schematically in Figure 3.3 and may be summarised by 
the following three stages: 
1. Measure wind speeds at the target site, as close to the location and height of 
the proposed installation as possible, over a short training period. 
2. Correlate to wind data from a local long-term reference site, such as a 
meteorological station or airport. 
3. Predict the long-term resource by extrapolating from the on-site measurements 
using the correlated reference data. 
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Figure 3.3: Schematic diagram of the measure-correlate-predict process. 
Generally, the aim of an MCP approach is to find a correlation between short-term 
concurrent measurements taken at a reference and target site. The correlation is 
applied to historical data from the reference site in order to construct a long-term 
time series of wind speeds (and possibly directions) at the target site. From this 
time series it is then possible to extract parameters describing the wind speed 
distribution and the long-term energy potential of the target site. In this thesis, the 
short-term, concurrent measurement period at the reference/target site pair is 
denoted as the training period since it is used to establish the relationship between 
the two sites. 
The literature related to MCP is broad including numerous peer reviewed studies, 
conference proceedings and technical reports. There are almost unlimited methods 
for describing a relationship between correlated variables and this has led to a large 
variety of proposed MCP techniques, as illustrated by a recent review by Carta et 
al. [18] which considered over 150 studies. The usefulness of these studies varies 
enormously. For example, not all are peer reviewed, some draw conclusions based 
on application to a single reference/target site pair, others use data from a single 
year to test new approaches and many consider predictions of mean wind speeds 
whilst failing to investigate the predicted distribution of wind speeds which is 
required to estimate wind power. Despite this, many detailed studies do exist and 
even those that are less rigorous may provide useful hints for directing future work. 
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In reviewing this material, however, it is prudent to give more weight to studies 
which include predictions of the distribution of wind speeds or the wind power rather 
than just the mean wind speed. In addition, studies applied to a small number of 
sites or those that are not tested using wind data collected over multiple years 
should be treated with caution. 
The following sections are intended to provide an overview of the major classes of 
MCP approaches that have been proposed. Particular focus is given to approaches 
that have been rigorously tested and that are already widely used in the wind 
industry. Since there is a lack of studies investigating the application of MCP to 
small-scale wind installations, Section 3.2.5 considers studies that have applied 
MCP to short measurement periods, since this is the major challenge in such an 
application. While the review is not intended to be exhaustive, some variations to 
established techniques, as well as promising new approaches, are considered with 
an emphasis on techniques that may be best suited to the small-scale wind 
industry.  
3.2.1 Preliminary considerations 
While it is not appropriate here to outline detailed site assessment protocols, it is 
informative to highlight the key assumptions of the MCP approach. 
Application of MCP is based on the hypothesis that the wind climate at the 
reference and target sites is similar. If the two sites experience very different 
mesoscale phenomena for example, it is unlikely that the reference site will serve 
as a good predictor for the target site without the use of special measures [96]. 
Ensuring similarity at the reference/target site pair is generally achieved by 
choosing site pairs with the minimum separation possible and avoiding site pairs 
with obviously different climates (coastal paired with land-locked mountains for 
example), although such considerations are always subject to data availability. 
Frequently, a metric such as the linear correlation coefficient ( ) between 
concurrent wind speeds at the two sites is used as a measure of similarity [18]. 
There is, however, some debate as to the usefulness of such a metric due to the 
possibility of non-linear relationships or time-of flight delays that may lead to low 
values of   even for highly correlated sites [97]. In addition, the calculated value of   
may be unreliable when using training periods of less than 12 months due to the 
limited length of target site data. 
Since MCP is applied to historical data at the reference site, there is also an implicit 
assumption that the future wind resource can be predicted by the past. While this 
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may be a reasonable approximation, studies of historical wind data [98] do show 
variability on decadal timescales and this could potentially impact MCP estimates. 
In the case of MCP applied to training periods of less than 12 months, however, 
these uncertainties are likely to be small compared to those associated with the 
short correlation period.     
A final point worthy of note is that depending on the approach, the MCP predictions 
may directly predict the target site wind direction, or else, make some assumption 
that the long-term distribution of wind directions is represented by the short-term 
distribution at the target site or the long-term distribution at the reference site [99]. 
In the case of large-scale wind farms, this distribution is important in wind farm 
design and properly accounting for wake effects. For small scale installations, 
however, while the distribution of target site wind directions is of potential use in 
micro-siting decisions, it is of lesser importance. In the work presented in this 
thesis, prediction of the target site wind directions is not considered a key 
requirement, although some consideration is given to this issue in Chapter 6. 
3.2.2 Regression approaches 
3.2.2.1 Climatological adjustment 
Perhaps the earliest and simplest use of long-term reference data in an MCP 
approach is the so called ‘climatological adjustment’ proposed by Putnam [100, 
101]. The method involves simply scaling the long-term reference site mean wind 
speed by the ratio of the short-term means at the target and reference sites. The 
result is a prediction of the long-term mean wind speed at the target site. A simple 
extension [102] is to apply the same scaling to the long-term time series of wind 
speeds at the reference site using the expression: 
 ̂      
 ̅   
  
 ̅   
         
Equation 3.6 
where  ̂      and        are the  
   predicted target site and observed reference site 
wind speeds respectively, and  ̅   
   and  ̅   
   represent the short-term mean wind 
speeds observed at the reference and target sites during the training period. 
This method improves on climatological adjustment in that it can be used to predict 
the full long-term time series, and hence, the wind speed distribution at the target 
site. Several variations on simple ratio methods have also been proposed [101], 
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including those which use an estimate of the variance at the target and reference 
sites, although there is little to distinguish such methods from linear regression. 
3.2.2.2 Linear regression 
Regression based MCP approaches are widely used in the wind industry, 
presumably due to their ease of implementation and empirical success [103-105]. A 
typical approach [99, 106, 107] involves the application of sector-wise linear 
regression (LR) to wind speed observations that have been binned into angular 
sectors according to the reference site wind direction. The sector approach 
accounts for the fact that the relationship between the reference and target site may 
vary with wind direction due to angular variations in roughness, orography or local 
obstacles.  
For each sector, the individual wind speeds at the target site are described by the 
equation: 
               
Equation 3.7 
where      is the observed wind speed at the target site,      is the corresponding 
observed wind speed at the reference site,   and   are the regression coefficients 
obtained using a fit to the training data and   is an error term which represents the 
residual scatter. Fitting is frequently achieved by minimising the sum of squares of 
the residuals (least squares method) although other techniques exist including 
methods based on minimising the perpendicular distances of the observations from 
the fitted line [18, 102].    
The MCP approach involves collecting target site wind data for sufficient time to 
obtain the regression coefficients, which are assumed to be constant with time. 
Assuming the data are well represented by a linear fit, the mean prediction at the 
target site given a reference wind speed      is: 
 ̂            
Equation 3.8 
Bardsley and Manly [108] derived estimators for the long-term mean wind speed 
and variance of wind speeds using such an approach more than three decades 
ago. Interestingly, they also pointed out that while linear regression produces 
unbiased estimates of mean wind speed, estimates of the width of the wind speed 
distribution, as described by the variance, are not unbiased. This issue is related to 
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the contribution to the variance of the residual scatter term   in Equation 3.7 and is 
an important observation since this will lead to biased wind power predictions. 
In recent years, LR has been investigated by many authors and is frequently used 
as a baseline against which to assess the performance of alternative MCP 
approaches [106, 109, 110]. It is noteworthy that although the importance of the 
residuals   in estimating wind power is known, [18, 103, 108], it is often not 
explicitly considered in scientific studies. This can lead to unfair comparisons 
between alternative MCP approaches and LR approaches where   is not accounted 
for, particularly with respect to wind power predictions. 
3.2.2.3 Variance ratio method 
In addition to the LR approach, the variance ratio method (VR) has been shown to 
be an MCP approach of wide applicability. The approach was proposed by Rogers 
et al. [99] in response to the observation that in the simple LR case, where no 
account is taken of the residual scatter  , the standard deviation of the predicted 
wind speeds    ̂  will be smaller than the standard deviation of the observed 
values      by a factor  , where   is the linear correlation coefficient. Here  ̂ and   
are used to indicate that the standard deviations are a function of the predicted or 
observed wind speeds respectively. The underestimation of the standard deviation 
will impact on the shape of the predicted wind speed distribution and hence will 
result in an under prediction of the available wind power at the target site. Note this 
is an equivalent observation to that made by Bardsley and Manly [108] mentioned 
previously. To account for this, Rogers et al. [99] proposed a variation of simple LR 
based on setting    ̂       . Using least squares theory it can be shown that this 
condition results in a linear equation of the form: 
 ̂    [ ̅    [
    
    
]  ̅   ]  [
    
    
]      
Equation 3.9 
where      and      represent the standard deviation about the mean wind speeds 
at the target ( ̅   ) and reference ( ̅   ) sites respectively, as calculated from the 
short-term training data. Note that in this approach no direct attempt is made to 
model the residual scatter term  . Instead, Equation 3.9 postulates zero scatter (in 
effect,   is set to unity) resulting in a gradient which is a factor of     larger than 
that obtained using simple LR thus forcing the required increase in    ̂ .  
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Rogers et al. [99] tested the performance of the VR approach in terms of the 
predicted mean wind speed, wind speed distribution parameters and wind power 
using eight target sites in a variety of terrains. The results showed notably improved 
predictions using VR compared to LR particularly for parameters related to the wind 
speed distribution. The approach has since been utilised in a number of studies 
[110-112] and along with LR is frequently used as a benchmark against which to 
compare new MCP techniques.  
While the approach appears to produce surprisingly accurate results considering its 
simplicity, it is perhaps somewhat unfair to directly compare the predictions to LR 
where no account is taken of the residual error term   which is known to produce 
biased estimators. Standard linear regression theory [113] postulates normally 
distributed residual errors with constant variance and hence a more considered 
approach should attempt to include a representation of these within the LR 
technique to provide a more suitable comparison. 
3.2.2.4 Mortimer/matrix method 
Whilst not strictly a regression approach, the method suggested by Mortimer [114] 
based on the ratios of binned wind speeds has been increasingly applied to wind 
resource assessment [99, 103]. In this approach, data are binned with respect to 
wind speed and direction to produce a matrix of mean ratios between the target and 
reference site wind speeds. A second matrix is constructed containing the standard 
deviation of these ratios and this is used to calculate a triangular distribution 
centred on the mean ratio. The target site wind speeds are then predicted using: 
 ̂              
Equation 3.10 
where   is the ratio of wind speeds and   is a random number drawn from the 
triangular distribution. Note that unlike LR and VR this approach allows for non-
linear relationships between the reference and target site wind speeds. Mortimer 
applied the method to hourly wind data covering 10 months from an unspecified 
reference and target site pair in Scotland and observed improved performance at 
high wind speeds compared to linear regression. More comprehensive tests were 
carried out by Rogers et al. [99] as well as the commercial organisation Renewable 
Energy Systems [102], both of  which indicated improved performance of the 
Mortimer method compared to simple sector-wise linear regression approaches. 
Woods and Watson [115] also used a matrix representation of wind directions in 
order to correct for wind veer. Their results indicated that such a method could 
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provide improved predictions of the angular sector populations in complex terrain 
compared to the standard assumption of equivalent sector populations at the 
reference and target sites. 
Matrix methods have the advantage of allowing the relationship between the 
reference and target sites to be non-linear and to vary with small changes in wind 
speed and direction. Inclusion of the   term also allows for scatter in these 
relationships. However, as pointed out by Derrick [107], achieving sufficient data 
coverage for each matrix element (i.e. wind speed and direction bin) in order to 
produce reliable correlations can be challenging. While methods such as 
interpolation may address this, it is likely to be a particularly challenging issue in the 
case of very short onsite measurement periods and hence it may not be well suited 
to small-scale wind resource assessment. 
3.2.2.5 Alternative regression approaches 
In addition to LR and VR, a number of alternative regression approaches have been 
proposed. For example, Derrick [107] suggested a power relationship of the form 
            
  may sometimes be appropriate. Clive [116] provided some 
theoretical basis for such an approach, as well as analytical expressions for   
based on the assumption of Weibully distributed speeds. Other authors have 
suggested linear regression of orthogonal wind vectors [106]. This approach 
involves transforming the time series of wind speed measurements into eastern and 
northern components and performing linear regression on each component. The 
predicted orthogonal components can then be recombined to estimate the resultant 
wind vector with the advantage of predicting both wind speed and direction.  
Achberger et al. [106], building on the work of Hanson et al. [117] suggested a 
method known as vector correlation. Using a vector representation of the target and 
reference site wind speeds it is possible to derive expressions for the scaling, veer 
and translation of the wind vector between the reference and target sites. While this 
method is capable of predicting both wind speed and direction at the target site, the 
approach imposes a single veer angle between the mean wind vectors at the 
reference and target sites. In reality, any vector rotation may be dependent on 
many factors including wind speed, wind direction and synoptic conditions [107]. 
Achberger et al. [106] compared the performance of linear regression of orthogonal 
wind vectors, vector regression and standard linear regression using wind data from 
a single target site covering a period of approximately nine months. The techniques 
did not appear to result in significant prediction differences, although the study was 
too limited to draw robust conclusions.  
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Nielsen et al. [118] proposed a further technique based on expressing measured 
wind speed and direction in the form of two orthogonal vectors. A two-dimensional 
linear regression is then performed using: 
[
 ̂ 
 ̂ 
]   [
  
  
]  [
      
      
] [
      
      
] 
Equation 3.11 
where    and    represent orthogonal easterly and northerly wind vectors. Despite 
the fact that the method is capable of accounting for both the wind speed and 
direction at the target site, in practice it was found that the technique resulted in 
biased wind speed predictions. This bias has been attributed to an underestimate of 
the target site variance, as was noted for simple linear regression [99]. 
A regression approach coined ‘Weibull regression’ was recently investigated by 
Perea et al. [110]. In this approach, the correlated wind speeds at the reference and 
target sites are assumed to be sampled from a joint Weibull distribution. Such an 
approach yields a non-linear regression curve that can be used to predict the target 
site wind speed given an observation at the reference site. However, tests on 
artificially created wind data yielded no significant improvement compared to LR. 
Overall, the results of these studies appear to offer no clear mandate for using 
alternative regression methods in place of the more widely studied LR or VR 
approaches. 
3.2.3 Distribution-based approaches 
While regression approaches are often convenient to implement, unless the 
residual scatter is modelled, they are limited in that they predict a single-valued 
target site wind speed for each input reference site wind speed. However, two-
dimensional frequency plots of reference/target wind speeds readily demonstrate 
that this is a significant simplification. Given a series of identical reference site wind 
speeds, the target site wind speeds are likely to vary considerably about the mean 
regression line due to the stochastic nature of wind flows. Hence, the 
reference/target site relationship is more accurately represented by a two-
dimensional joint distribution of wind speeds at the reference and target sites rather 
than a single regression line. 
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3.2.3.1 Linear regression with scatter 
An assumption of linear regression is that the variability, or residual scatter  , about 
the regression line is represented by a zero-mean Gaussian distribution of the form 
[113]: 
          
    
 
Equation 3.12 
In the MCP approach      represents the sample standard deviation of the 
residuals about the predicted target site wind speeds  ̂   , as calculated from the 
training data using [113]:  
     √
 
   
∑         ̂      
 
 
   
 
Equation 3.13 
These properties can be used to reconstruct the variability using a Gaussian scatter 
model. As an example, Figure 3.4 shows a scatter plot of short-term wind speed 
observations at a pair of correlated sites, the colour shading indicates the frequency 
of observations in wind speed bins with approximate width 0.5 ms-1. A linear fit is 
shown by the solid line and Gaussian distributions conditioned on the average 
standard deviation of the residuals     , are shown schematically at several wind 
speeds. 
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Figure 3.4: Schematic representation of a Gaussian scatter model applied to linear 
regression. The solid line represents a linear fit to the data, the shading 
represents frequency within a wind speed bin and the distributions represent 
zero mean Gaussians conditioned on the residuals. 
The variability in     , given a fixed      is accounted for in the long-term prediction 
by adding samples drawn from the Gaussian distribution described by Equation 
3.12 to the mean prediction (solid line, Figure 3.4) using either a long time series or 
a Monte-Carlo sampling technique. The approach assumes that the residual 
variance is not dependent on wind speed and that its magnitude can be estimated 
from the short-term measurement period. Both these assumptions are likely to be 
simplifications. In particular, observations at high wind speeds are often sparse, as 
demonstrated in Figure 3.4. This makes it necessary to extrapolate low wind speed 
estimates of      across the whole wind speed range. In addition, for training 
periods covering just a single season, the long-term representativeness of the 
residual scatter estimated from the training period will be sensitive to seasonal 
variability in the wind climate. This situation could potentially be improved through 
the use of a seasonal correction factor. 
The Gaussian scatter model can be thought of as a first approximation to 
reproducing the two-dimensional probability distribution since the resulting target 
site predictions will no longer be single-valued for a given reference site wind 
speed. Instead they will follow a distribution of wind speeds centred on  ̂   (     . 
Modelling the scatter in this way is expected to provide a more accurate 
representation of the target site wind speed distribution and will thus reduce the 
negative bias in predicted wind power that occurs with simple LR. Despite these 
advantages, this approach is not routinely implemented when LR is applied to MCP 
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and there appear to be few, if any, systematic studies reporting the performance of 
such an approach. 
While such a model is in line with the standard assumptions of linear regression, it 
should be noted that it represents a simplification in the case of jointly distributed 
wind speeds at correlated reference/target site pairs. Such correlations are 
expected to result in Weibull rather than Gaussian distributions [110, 116] and this 
topic is discussed in more detail in the following section as well as in Chapter 7. 
3.2.3.2 Empirical multivariate probability distributions 
A more rigorous treatment of the issue of scatter in the reference/target site 
relationship is to model the full conditional probability distribution of reference and 
target site wind data. Unlike regression techniques, this approach seeks to directly 
model the underlying distribution of wind speeds (and possibly wind directions) 
rather than a historical time series.  
For example, given a set of two, correlated, random variables, their relationship 
may be described in terms of a bivariate probability density function (pdf). The 
height of the pdf surface at a point describes the probability of observing a 
particular combination of variable pairs. The distribution can be thought of as being 
composed of a series of one-dimensional, conditional probability distributions, or 
vertical slices, through the two-dimensional probability surface. Each vertical slice 
describes the probability of observing particular values of one variable given a fixed 
value of the second variable. In addition, the conditional probability slices can be 
integrated across one of the variables to yield the marginal, or complete, distribution 
of the other variable.  
The approach can be thought of as a generalisation of the linear regression 
Gaussian scatter model since rather than the restriction that a specific reference 
site wind speed corresponds to a specific target site wind speed, a conditional 
distribution of target site wind speeds is predicted, conditioned on the reference site 
observation. However, the approach is more general in this case since the 
conditional distributions are not constrained to be univariate Gaussian. Since wind 
power is proportional to the cube of the wind speed, accurately predicting the form 
of these conditional distributions is likely to be important in achieving accurate wind 
resource predictions.  
Garcia-Rojo [119] applied an approach based on the multivariate probability 
distribution of the reference and target site wind directions and wind speeds to 
predict the long-term wind resource at two target sites in Spain. The approach used 
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the short-term, joint probability mass function obtained from a training period of 
approximately 5 months. The probability mass function is simply an empirical 
representation of the discrete, joint probability of observing some combination of 
target and reference site wind speeds and directions, as calculated from the 
observed frequency of that combination. The short-term probability function was 
used along with the long-term distribution at the reference site to predict the mean 
wind speed and distribution of wind directions at the target site over a period of 4 
years. The approach is claimed to offer advantages over regression methods 
although the results were not compared with other MCP methods. Casella [120] 
extended the method by defining a multivariate probability distribution between 
three masts (two reference and one target), for a single target site in Australia. The 
study, based on one year of data, concluded that the use of two reference masts 
improved predictions but again, only mean wind speeds and directions were 
investigated and no comparisons were made with other MCP approaches.  
Unfortunately, these studies did not investigate the accuracy of the predicted wind 
speed distribution or power density despite the fact that the joint probability 
approach is likely to have most utility in the prediction of these parameters. In 
addition, the number of test sites and the length of the long-term data used were 
both very limited. A further point of note is that while approaches based on the use 
of empirical distribution functions constructed directly from the observed wind data 
are easy to implement, they are limited in that they give equal weight to all data, 
including outliers [116]. Hence, methods based on mathematical functions may be 
more appropriate despite the fact that they require increased complexity and some 
sacrifice in flexibility. Such methods are discussed in the following section. 
3.2.3.3 Bivariate probability functions with fixed mathematical form 
In the case of wind speeds observed at a pair of correlated reference and target 
sites, the conditional probability density may be expressed as [18]: 
 (    |         
 )  
      
       
      
  
  
Equation 3.14 
where      and      represent wind speed observations at the reference and target 
sites respectively and     
  is a specific value of     ,              is the bivariate 
pdf and         represents the univariate pdf at the reference site.  
66 
The marginal pdf at the target site,        , is obtained by integrating the product of 
the conditional pdf in Equation 3.14 and the marginal pdf at the reference site, 
       , over all reference site wind speeds using [18]: 
        ∫ (    |         
 )  (    )      
Equation 3.15 
The marginal pdf of wind speeds at the target site        , represents the key 
descriptive quantity of the target site wind resource. 
Given an appropriate choice of bivariate probability function, this approach can be 
used to directly predict the long-term target site wind speed distribution using a 
short-term concurrent measurement period at the reference and target sites and 
long-term observations at the reference site. The use of probability distributions with 
a fixed mathematical form may have some advantage over the use of empirical 
distributions since the probability function may be evaluated even in regions of 
sparse data coverage. However, data sparsity when using short training periods 
may still present problems related to obtaining an adequate functional fit to the 
observed data, particularly at high wind speeds as shown in Figure 3.4. 
Carta and Velázquez [121] used contingency-type distributions (a class of bivariate 
distributions constructed from specified marginal distributions) to implement this 
approach at six sites in the Canary Islands. The approach involves first fitting the 
short-term training data to a fixed distribution function, before using the function, 
along with long-term observations at the reference site to predict the long-term wind 
resource at the target site. The success of the approach was compared with linear 
and non-linear regression methods as well as the multivariate method of Garcia-
Rojo [119] described above. In terms of the predicted wind power, the approach 
generally outperformed the regression methods but failed to outperform the 
multivariate Garcia-Rojo method. One limitation of the study was that while the 
long-term test period covered eight years, a single, fixed year was used for training 
the algorithms. Hence, variations in the relative performance of the algorithms 
across different years were not tested. In addition, the sites used were all located in 
the archipelago of the Canary Islands and the marginal distributions used to 
construct the bivariate contingency-type distributions were known to be 
representative of that particular climate. Thus, it is not clear how transferrable the 
results may be. 
A related, theoretical study was carried out by Perea et al. [110] using artificially 
generated wind data. The study observed that widely used linear regression 
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methods implicitly assume a bivariate Gaussian distribution between reference and 
target site wind speeds, while experience shows that the Weibull distribution is 
generally more appropriate, an observation also made by Clive [116]. Based on this 
observation, a bivariate Weibull probability approach was proposed to model 
correlated wind speeds at two sites. The distribution requires five parameters that 
describe the shape and scale of the distributions at the two sites as well as the 
strength of the correlation. An example of such a distribution is shown in Figure 3.5 
where the target site conditional distributions are also highlighted. 
 
Figure 3.5: A bivariate Weibull probability distribution of wind speeds at a pair of 
correlated sites. The solid lines trace the target site conditional distributions 
for increments of 0.5 ms-1 in the reference site wind speed. 
Using the artificial data, the performance of the bivariate Weibull approach was 
compared by Perea et al. to conventional linear methods, as well as a bivariate 
Gaussian approach, and in all cases shown to outperform the other methods. The 
bivariate Weibull approach is attractive in that it provides a strong theoretical basis 
for modelling correlated wind speeds while avoiding the possible problems 
associated with empirical probability distributions. However, since the approach has 
only been tested using artificial data, it is not yet clear how such a method may 
perform in the real world where wind data are unlikely to conform to idealised 
Weibull distributions. This issue, as well as the performance of the approach using 
short-term training periods is worthy of further consideration and is returned to in 
detail in Chapter 7. 
3.2.4 Learning-based approaches  
The MCP methods considered thus far, except in the case of the empirical 
probability distribution approach, have assumed some fixed functional relationship 
between the reference and target site wind data. Thus, the main task in applying 
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such methods has been to identify a suitable functional relationship and to estimate 
the parameters of this function which best map the reference site wind observations 
onto the target site observations. 
An alternative is to apply a learning based method where fewer assumptions are 
made about the specific relationship between the reference and target sites. 
Instead, the main task is to use a training data set to establish patterns between 
wind observations at the two sites. If successful, these patterns can be applied to 
new observations at one of the sites in order to make predictions at the second site. 
Since this is exactly the task required in the implementation of the MCP approach, 
there has been some interest in applying learning based methods to MCP.  
3.2.4.1 Artificial neural networks 
Artificial neural networks (ANN) are perhaps the most widely studied learning-based 
MCP approach. ANNs are so-called in that they can loosely be thought of as 
mimicking the learning processes of biological neurons [122]. In simple terms, the 
ANN architecture involves a series of neurons organised into layers. Each neuron is 
interconnected through synapses which represent the application of a mapping or 
transfer function [122]. A given neuron receives input from a series of 
interconnections and these inputs are combined in a weighted sum. The output of 
an individual neuron is a function of this weighted sum. 
The role of the ANN is to establish patterns between input and output data, given a 
training data set of known inputs and outputs. This can be achieved by adjusting 
the weights applied to each connection for example such that, given the input 
training data, the ANN is able to reproduce the outputs. A successfully trained ANN 
is then able to generalise these patterns to new data in order to make predictions. 
This is in effect an analogue of the MCP process whereby short-term reference and 
target site wind measurements are used to establish a relationship or pattern 
between two sites. New data (long-term reference site observations) are then 
introduced to make long-term target site predictions. 
As with many studies related to MCP, it is difficult to reach objective conclusions 
about the general success of ANNs compared to other MCP techniques due to the 
limited scope of many studies, both in terms of the number of sites investigated and 
the length of data analysed. For example, Bechrakis et al. [123] used the ANN 
approach to predict the wind resource over 1 year using training lengths of 1-2 
months at 3 sites in Ireland with favourable results. Similarly, Lopez et al. [124] 
investigated an ANN approach using a single target site in Spain and demonstrated 
that the mean wind speed could be well predicted using data collected during the 
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first five days of each month of the year. These studies are too limited to allow 
general conclusions to be drawn, however. 
A more comprehensive study was initiated by Velazquez et al. [125] at six sites in 
the Canary Islands where 1 year of training data was used to predict the wind 
resource over a period of 8 years using one or more reference sites. Their results 
indicated that ANNs performed better than the linear variance ratio method, with the 
best predictions obtained using the ANN with two reference stations. A large-scale 
study [126] carried out in partnership between three industrial partners (Renewable 
Energy Systems, Risø National Laboratory and Ecoténia) using 41 site pairs 
compared the performance of ANNs with various linear MCP methods. Overall, the 
ANN approach tended to result in predictions with the lowest error, while simple 
ratio methods tended to result in the smallest bias. However, for many of the MCP 
approaches tested, the authors found few statistically significant differences in 
prediction accuracy.  
Overall, ANNs applied to MCP may well offer a promising route for further study. 
However, at present, the degree of benefit they may confer is not clear. 
3.2.4.2 Gaussian process regression 
Gaussian process regression (GPR) is a powerful learning-based technique which 
has arisen from the field of machine learning and is increasingly being applied to a 
diverse number of research problems [127-129]. In the field of wind energy, GPR 
has mainly been applied to short-horizon (several hours) wind power forecasting to 
establish relationships between observed meteorological variables and wind power 
production. See for example the studies by Jiang et al. [130], Mori and Kurata [131] 
as well as Kou et al. [132]. However, it is believed that GPR has not yet been used 
in the context of MCP-based wind resource assessment.  
The main attractions of GPR as applied to MCP are that it is capable of mapping 
non-linear relationships between the reference and target site wind speeds and that 
it employs a probabilistic approach in establishing both the form of this relationship 
and the uncertainty in the predictions. It is thus of interest to establish whether non-
linear relationships between the reference and target sites emerge using this 
approach and what implications this may have for long-term wind resource 
predictions. A further area of investigation is whether probabilistic methods are 
more efficient than conventional regression methods in extracting the form of the 
reference/target site relationship, as well as the underlying variability, particularly 
when applied to very short training periods.  
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The formal definition of a Gaussian process is ‘a collection of random variables, any 
finite number of which, have a joint Gaussian distribution’ [133]. Ultimately this 
means that GPR is an application of the properties of multivariate Gaussian 
distributions to regression analysis. GPR involves both a training and prediction 
phase. In the training phase, the relationship between one or more inputs and the 
corresponding outputs is established. This relationship is then generalised to make 
predictions in the prediction phase including an estimate of the uncertainty. In the 
current application the inputs and outputs are reference and target site wind speeds 
respectively. 
Since it is a non-parametric, Bayesian approach, GPR does not constrain the 
relationship between the target and reference sites to be of a single functional form. 
Instead, the relationship is allowed to arise naturally from the training data and is 
expressed as a probability distribution over functions. Such an approach is less 
prescriptive than parametric techniques and allows for functional flexibility at 
different reference/target site pairs. A detailed application of GPR in an MCP 
context is undertaken in Chapter 6. 
3.2.5 Short measurement periods 
MCP approaches are predominantly studied in the context of the large-scale wind 
industry where small uncertainties can have very large financial consequences due 
to the size of the investment. In this context, a number of studies [99, 107, 134] 
have suggested that minimum short-term onsite monitoring periods of 8-12 months 
are required in order to successfully implement the MCP technique. In cases where 
studies have specifically considered the effect of training data length on the 
accuracy of the predictions, the issue is approached from a somewhat different 
perspective to that required for small-scale turbine installations. However, such 
studies can still provide valuable insights as to the potential challenges of applying 
MCP using short measurement periods. 
An early attempt to apply MCP to training periods of less than one year was 
reported by Barros and Estevan [135]. Using wind data sampled from 20 stations 
within a large (103 km) region of the USA, the study attempted to predict the annual 
wind resource at one station through correlation to the remaining stations using 
principle component analysis. The study reported impressive error statistics 
including an average error of 5% in mean wind speed and 10% in mean wind power 
using a 13 week measurement period. However, the validity of the study was 
criticised by Skibin [96, 136] on a number of counts. Firstly, the use of multiple 
reference stations over a very large area implies that many of the stations 
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experience a different climate to the target station and hence will be poor predictors 
of the long-term resource at the target site. Secondly, the study was based on wind 
data sampled just four times per day which is insufficient to capture the full range of 
meteorological conditions occurring at the sites. In addition, Skibin was particularly 
concerned about the risk of using very short-term data in decision making for large 
wind farms when a wrong decision could have significant public and political 
repercussions for what was at the time a fledgling large-scale wind industry. 
The study has important parallels with the current challenge facing the small-scale 
wind industry. In the present case, however, the biggest risk is not that a long-term, 
rigorous measurement campaign may be sacrificed in favour of a short-term one 
but rather that no measurements may be taken at all and that resource 
assessments may be neither consistent nor reliable. 
More recently, Oliver and Zarling [137] investigated the impact of measurement 
length on prediction accuracy using linear MCP approaches applied to 14 site pairs 
in the USA. The study reported significant variability in the error in the long-term 
predicted mean wind speed depending on the season used for the onsite 
measurements as well as the regression approach employed. While the study 
highlights the importance of seasonal variability in the reference/target site 
correlations, the results are not conclusive. Firstly, only a single year of data was 
analysed and overlapping periods where used for both the regression and 
assessing the predictions. Hence, the results provide limited information regarding 
the predictive capacity of the approaches when applied to unseen data and 
additionally, the error statistics do not account for variability between years. 
Secondly, the study only considered predictions of the mean wind speed rather 
than the full distribution of wind speeds necessary for estimating wind power.  
Hence, there is scope for a more detailed analysis of the effect of short 
measurement lengths using data from multiple years and considering the predicted 
wind speed distributions and associated parameters in addition to the mean wind 
speed. 
3.2.5.1 Uncertainties related to measurement length 
Predicting the likely uncertainties introduced by the application of MCP approaches 
is complicated given that in a real-world site assessment only short-term target site 
measurements are available. Uncertainties must thus be estimated from the short-
term training period and extrapolated to the long-term prediction period. The issue 
is further compounded when the training period is less than 12 months since 
additional uncertainties are introduced related to seasonal variability. 
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Taylor et al. [134] reported results of a study where simple regression MCP 
methods were applied to three target sites using training data of various lengths in 
order to predict the mean wind speed over a 4 year period. Their results showed a 
strong reduction in error with increased measurement periods up to 12 months, 
after which, little change occurred. However, seasonal effects were not considered 
explicitly in the study and the limited number of target sites as well as the relatively 
short test period makes it unwise to generalise the uncertainty estimates. In 
addition, no account was taken of the errors in the predicted wind speed distribution 
or mean power density.  
As part of their comparison of the performance of a range of MCP techniques and 
the development of the VR method (discussed earlier), Rogers et al. [99] also 
considered the effect of the length of the training data on MCP performance. The 
study was implemented using 8 site pairs and concurrent data covering between 
1.7 and 5 years. Using the standard deviation of the predicted mean wind speed 
across different training subsets as an uncertainty metric, the study recommended 
training lengths of at least 9 months. These conclusions were based on the data 
length required for convergence of the predictions, which of course is desirable but 
perhaps not essential in the case of small-scale installations. In addition, the study 
was relatively limited in terms of the number of sites and data periods considered.  
In a subsequent study, the same authors considered methods of predicting 
uncertainty in MCP when using variable training periods [109]. Although the 
application of MCP to short training periods was not the main focus of the study, the 
results are of relevance to this application. The study firstly demonstrated that 
standard statistical techniques, such as those based on the variance of the gradient 
and intercept of a linear fit to the data [107], underestimate the uncertainty in the 
predicted wind resource since they do not account for serial correlations in the wind 
speed observations. This situation can be improved using so-called Jacknife 
estimates based on estimating the variance across multiple subsets of training data. 
However, while such an approach is better able to represent variance within short 
training periods, it is still unable to account for variance between training periods 
(i.e. seasonal terms). Hence the authors suggest that sources of seasonal 
variability in the modelled relationships require further exploration.  
Jung et al. [112] presented a Bayesian framework for quantifying the error in the 
estimated annual energy production at a site, including all steps in the estimation 
procedure. To account for the uncertainty in the MCP step, a Bayesian regression 
model was used, resulting in probability distributions for the fitted regression 
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parameters rather than fixed values. The Bayesian approach is attractive in that it 
allows the uncertainty in the model parameters, and hence the predicted wind 
resource, to be related to the length of training data. Unfortunately, however, as 
with the method described by Derrick [107] this approach does not account for 
phenomena such as seasonal trends, which according to Rogers [109], are likely to 
be the dominant source of uncertainty.  
The development of analytical techniques for estimating uncertainty in MCP, even 
for relatively long training periods, remains an open challenge [18]. The problem is 
particularly severe in the case of training periods of less than 12 months where 
seasonal trends may be the dominant source of uncertainty. In the absence of 
reliable analytical techniques, rigorous analysis of MCP performance when applied 
to short training periods, including an investigation of seasonal effects, may serve 
as a first step to relating uncertainties to measurement length. At present, however, 
there is a lack of studies that have performed such analyses using a sufficient 
number of sites, test data lengths and terrain types from which to draw general 
conclusions. Such studies are vital if MCP is to be applied to the small-scale wind 
industry with a full understanding of the inherent uncertainties. This issue is 
considered in Chapter 4 where a detailed assessment of the performance of linear 
MCP approaches applied to very short training periods is undertaken.  
3.2.5.2 Novel measurement approaches 
Given the competing issues of seasonal variability in short measurement periods 
and the increased cost and time involved in long measurement campaigns, Lackner 
et al. [111] have proposed a solution dubbed the round robin approach (RRA). The 
RRA takes advantage of advances in portable measuring equipment such as 
LiDARs (light detection and ranging) by measuring at several sites in a single year 
resulting in non-consecutive data sets from each site. The approach involves 
measuring at one site for a short time period, 30-60 days for example, before 
relocating the equipment to a second site for the same period. This procedure is 
repeated over the course of a full year to obtain multiple measurements at 2-3 sites. 
The study by Lackner et al. indicated that the RRA was able to assess the wind 
resource at 2-3 sites in a 12 month period with error statistics comparable to those 
obtained from measuring at a single site for a full 12 month period. Presumably 
such an approach is successful because seasonal trends are captured sufficiently 
across all sites and all seasons. The general focus of the study was large-scale 
wind resource assessment, and specifically, efficient use of portable LiDAR 
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equipment. However, the results are potentially of interest to small wind developers 
with access to either portable meteorological masts or LiDAR.  
A related, although less detailed, study was also reported by Lopez et al. [124] 
where a neural network was used to predict the annual mean wind at a single target 
site using data collected from the first 5 days of each month over a 12 month 
period. However, since both these studies only consider predictions of the mean 
wind speed, it is not yet clear how these approaches may impact prediction of the 
wind speed distribution and hence the wind power. 
In the small-scale wind industry, designing novel measurement procedures that are 
better able to capture seasonal variability across multiple sites and seasons could 
potentially reduce uncertainties, even in cases where a RRA approach is applied 
over a period of less than 12 months. This issue is returned to briefly in Chapter 7 
where random sampling of measured data across different seasons (partly 
analogous to RRA) is shown to significantly improve the efficiency of an MCP 
approach. 
3.2.6 Summary of approaches 
A broad, though by no means exhaustive, overview of MCP approaches has been 
provided. While it is clearly not possible or desirable to test all available techniques 
in this thesis, from the above discussion, several stand out in terms of either their 
proven reliability or future promise. These techniques have been selected for further 
study and application to small-scale wind resource assessment as described below: 
(i) The approaches of linear regression and variance ratio are established 
techniques that are simple to implement and widely used as baseline 
approaches against which other techniques are compared. Hence, despite 
their theoretical limitations, they serve as a useful starting point for the 
application of MCP in the context of small-scale wind resource assessment. 
In addition, the conventional linear regression technique has the potential for 
substantial improvement through modelling the residual scatter. 
(ii) The multivariate probability approaches, and specifically the approach based 
on the bivariate Weibull distribution, show future promise in providing a more 
rigorous theoretical basis for MCP. By taking account of the underlying 
distribution between the reference and target site wind speeds, the approach 
has the potential to better account for the stochastic nature of the wind flow 
and the resulting target site variability. Open questions remain regarding the 
performance of such an approach in the real-world, as well as the impact of 
short training periods, and this provides opportunities for further study. 
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(iii) The learning-based approach of Gaussian process regression is attractive in 
that it builds on the established linear regression techniques while introducing 
much greater flexibility including the use of a Bayesian framework. Such an 
approach could potentially offer advantages when applied to short training 
periods and reference/target site pairs with non-linear correlations. Since the 
approach has not previously been applied to MCP, there is a clear opportunity 
for development in this area. 
The overarching aim of this thesis is the development of tools capable of predicting 
the wind resource rapidly and to a degree of accuracy that allows well informed 
investment decisions to be made. Thus, the approaches outlined above should be 
assessed in terms of their performance when using a range of training periods. As 
stated earlier, there is currently a lack of reliable, empirical data regarding the 
performance of MCP under the constraint of limited onsite measurements, 
assessed across multiple sites and training periods. Hence, a major aim of this 
work is to provide realistic estimates of the likely uncertainties when applying MCP 
methods subject to the pressures of seasonal, inter-annual and stochastic 
variability. 
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4 Evaluation of a Boundary Layer Scaling Approach to 
Wind Resource Assessment 
4.1 Overview 
As described in Chapter 3, in 2008, the UK Met Office developed a methodology 
based on boundary layer scaling (BS) of the mean wind to estimate the potential for 
small-scale wind energy in the UK [15]. In simple terms, the methodology applies a 
series of corrections to the NCIC reference wind climatology based on parameters 
which describe the average surface roughness on a local and regional scale. This 
results in a prediction of the spatially averaged mean wind speed at a specific 
location and height that, with an appropriate choice of wind speed distribution, may 
be used to predict the wind energy resource. Subsequently, the methodology was 
extended and a graphical user interface was developed to make the methodology 
publically available online in the Carbon Trust’s Wind Yield Estimation tool (WYET) 
that could be used to assess the viability of proposed small turbine locations. In 
2012, shortly after the completion of the work described in the present chapter, the 
WYET ceased to be supported by the Carbon Trust due to UK Government budget 
cuts. However, the underlying methodology represents a valuable tool in the 
assessment of the wind energy resource for small-scale installations. 
The purpose of the study described in this chapter was three-fold: firstly, to make a 
quantitative evaluation of the performance of the methodology when estimating the 
wind energy resource at individual sites in a variety of terrains, since this had not 
previously been investigated, secondly, to investigate ways in which the 
implementation of the methodology may be improved while maintaining the core 
principles of the approach, and thirdly, to quantify the expected uncertainties 
resulting from errors in the model’s input parameters. These aims may be 
summarised as follows: 
(i) Performance evaluation by quantifying the errors between the predicted 
and measured wind speed and wind power density at 38 UK sites.  
(ii) Evaluation of the effect of incorporating building morphology data. This 
is considered in a simple way through the use of building height data as 
measured by LiDAR across UK cities to establish the mean building 
height.  
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(iii) Investigation into the effect of increasing the fetch size and including 
directionally-dependent roughness parameters, on the accuracy of the 
predicted wind resource.  
(iv) Investigation of the effect on power predictions of the choice of Weibull 
shape factor used to describe the wind speed distribution and 
recommendations for improving this choice. 
(v) Estimation of the propagated errors in mean wind speed and wind power 
density due to uncertainties in the aerodynamic parameters and Weibull 
shape factor.   
Based on the above, realistic estimates of the likely errors in the predicted wind 
speed and wind power density are calculated and recommendations are made 
regarding the implementation of the methodology to maximise the accuracy of site-
specific predictions. 
This Chapter is organised as follows: Section 4.2 outlines the core methodology of 
the BS model, highlights potential improvements and describes the model’s 
implementation at UK sites. Section 4.3 compares the BS model predictions with 
the observed wind resource at 38 UK sites and investigates various methods for 
improving the model’s implementation. Section 4.4 describes the results of 
uncertainty and global sensitivity analyses in order to better understand the 
propagation of errors and the relative contributions from the model’s input 
parameters. 
4.2 Methodology 
The core methodology described in Section 3.1, including the additions 
incorporated in the WYET, was used as the basis for the current investigation. To 
investigate the approach in detail, an implementation of the methodology was 
developed (Model A) in the programming environment MATLAB. Since not all of the 
enhancements incorporated in the WYET were publically documented, differences 
between the WYET and the original methodology described in the Met Office report 
[15] were identified through consultation with one of the tool’s developers [138] as 
well as through a series of tests. 
As far as possible, Model A utilised the same principles and numerical values as 
the WYET, however, two specific differences should be highlighted with regard to 
the calculation of the regional aerodynamic parameters. Firstly, land cover data, 
(used as the basis for estimating       and     ) was obtained from a square region 
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centred on each site of interest, rather than simply using the closest OS grid 
square. Secondly, more recent estimates of UK land cover (2007 compared to 
2000) were used [95].  
4.2.1 Potential improvements to the WYET  
There are a number of uncertainties introduced at each stage of the methodology 
which may combine to reduce the accuracy of the final wind resource prediction, as 
outlined in Section 3.1 and reference [15]. Improvements to the methodology could 
potentially be made by reducing these uncertainties wherever possible and 
quantifying the uncertainties that cannot easily be controlled. Of particular interest 
in this work are the uncertainties in the downscaling stages III and IV shown in 
Figure 3.1, (Section 3.1). The figure is repeated below for convenience (Figure 4.1) 
and a description of these uncertainties is provided. 
 
Figure 4.1: Outline of the methodology employed by the Met Office to predict the 
spatially averaged mean wind speed. Starting with an input mean wind speed 
(I) and culminating in a predicted mean wind speed at turbine hub height (IV). 
Stage III: a blending method [65] is used to calculate an effective roughness length 
and displacement height using the fractionally weighted land cover types within the 
OS grid square of interest. However, if the site is at the edge of a particular OS grid 
square, the calculated land cover fractions may not be fully representative of the 
area surrounding the site. In addition, a single, 1 km grid square (fetch of ~500 m in 
each direction) may not be of sufficient size to accurately represent the regional 
aerodynamic parameters. Ideally, the fetch should be of sufficient distance to 
include all upwind surfaces which affect the wind profile throughout the boundary 
layer. Estimates of this distance vary depending on the model used and the 
magnitude of the roughness change [15] but central values indicate that a fetch of 
~2 km should be considered assuming a boundary layer height of 200 m (Section 
I Gridded mean wind speed 
u10m for a 1 km grid above 
open, level ground
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obtained using ‘open 
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surface roughness and canopy height
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UUrban USub-urban
URural
-
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2.4) [139].  Additionally, in heterogeneous terrains, the roughness of the fetch is 
likely to be related to the wind direction and this is not accounted for in a single-
valued average.  
Stage IV: determining aerodynamic parameters representative of the local area can 
be a significant challenge. Assuming the local area is defined by a 250 m square 
surrounding the measurement site, the local topography can be relatively easily 
identified from aerial photographs. However, even with a general knowledge of this, 
estimating the aerodynamic parameters is non-trivial, particularly in urban 
environments [75]. A further factor is that the local values of    and  , as well as the 
transition point between a logarithmic and exponential wind speed profile, are 
calculated as a function of the canopy height2. Hence, the estimated canopy height 
will be of particular significance in the final downscaling of the mean wind speed. 
Finally, the choice of Weibull shape factor used to represent the predicted wind 
speed distribution can have a large effect on the final wind power prediction and 
hence methods to optimise this choice should be investigated. 
These factors are addressed in the following sections and where modifications were 
successful they were incorporated into a modified methodology (Model B). This 
approach allowed a direct comparison between predictions made using the WYET 
and Models A and B. 
4.2.2 Estimation of the regional aerodynamic parameters 
As described in Section 3.1, both regional and local aerodynamic parameters are 
required in order to implement the downscaling approach. 
To apply the blending method (Section 2.4.4) of Mason [65] in the calculation of the 
regional aerodynamic parameters, land cover data are required detailing fractional 
coverage in the region surrounding the measurement site. These data were 
obtained from the Land Cover Map 2007 (LCM), compiled by the Centre for 
Ecology and Hydrology [95] at a resolution of 25 m and used to calculate fractional 
land cover for grid squares centred on each test site. The LCM uses 23 classes of 
land cover and these were grouped into the 8 classes shown in Table 4.1. The 
parameters of   ,    and   associated with each land cover class reflect those 
implemented in the WYET methodology [15]. 
                                               
2 The definition of the canopy height is somewhat ambiguous. In the WYET methodology it is defined 
as ‘the average height of the tallest buildings’ while in the scaling of the aerodynamic parameters 
it also represents the mean building height. 
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Table 4.1: Eight land cover categories used to determine the regional values of 
roughness length       and displacement height     . Adapted from [15]. 
Land cover fractions of <1% were ignored due to their potential to distort the 
regional estimates. The grid box average for the regional roughness length was 
calculated from these data using the expression introduced in Section 2.4.4 [15]:  
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Equation 4.1 
where     is the blending height (the larger of 10 m or twice the maximum canopy 
height within the grid square),      is the effective displacement height (the 
maximum of those identified within the grid square),    is the fraction of land cover 
class   within the grid square and    and      are the aerodynamic parameters 
associated with land cover class  . 
Note that     is subject to a number of uncertainties. The value used is based on 
the assumption that it should be 2-5 times the height of the roughness elements 
[15, 66]. However, the height of the roughness elements is itself non-trivial to 
determine. Compounding this is the fact that, strictly,     will also be a function of 
the distance from the roughness change (Section 2.4.4), although this may be 
impractical to implement in a simple automated approach designed to be applied to 
multiple sites. In addition, there is no simple way to aggregate the effect of multiple 
surface patches when estimating      . Hence, defining      as the maximum value 
of    within the grid square is a further source of uncertainty. The effect of these 
assumptions on the final predictions is investigated in Section 4.4. 
4.2.3 Estimation of the local aerodynamic parameters 
Local aerodynamic parameters, required for predictions within the built 
environment, are estimated using the method of Raupach [83]. Using this method, 
Parameters Land cover 
 
Broad-
leaved 
trees 
Needle-
leaved 
trees 
Grass/ 
Crops 
Shrubs Water Soil 
Sub-
urban 
Urban 
 0 (m) 0.95 1.08 0.14 0.18 3x10
-4 
3x10
-4
 0.70 1.60 
   (m) 19.0 20.0 1.40 1.80 0 0 6.00 12.0 
  (m) 12.7 13.3 0 0 0 0 3.10 7.00 
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   and   are calculated as a function of the mean height   , and frontal area 
density     of the roughness elements using the expressions [15]:  
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Equation 4.3 
where        is the von Karman constant. 
In practice, values of    and    are estimated by first categorising the test site in 
terms of the local site character, here defined as a 250 x 250 m square centred on 
the site. In this study, the six site categories implemented in the WYET are used. 
Each site class is linked to values of    and    based on the values recommended 
by Grimmond and Oke [75] as shown in Table 4.2. As mentioned previously, while 
these estimates represent what could be considered typical values, they are subject 
to considerable uncertainty [75]. No sites in the current study were identified as 
belonging to categories 2 or 6, although they are included in Table 4.2 for 
completeness. 
 
Table 4.2: Local site categorisation and the associated mean height of the 
roughness elements   , and frontal area density   . The normalised 
aerodynamic parameters are calculated using the method of Raupach.  
Category Description 𝒉𝒎(m) 𝝀  𝒛𝟎/𝒉𝒎 𝒅/𝒉𝒎 
1. Open 
countryside 
Rural areas with 
little urban 
infringement. 
- - Fixed  0 = 0.14 Fixed   = 0 
2. Woodland Mature trees. 19.5 0.53 0.05 0.67 
3. Urban low 
height and 
density  
Small buildings 
and tress that 
are not closely 
spaced. 
6 0.15 0.10 0.48 
4. Urban 
medium height 
and density  
Mixed height 
buildings of 2-4 
stories and 
trees. 
9 0.2 0.12 0.52 
5. Urban high 
height and 
density  
Closely spaced 
buildings of 4-6 
stories and 
trees. 
12 0.3 0.13 0.59 
6. Urban very 
high height 
and density  
Tall towers of 
different heights 
in dense urban 
areas. 
25 0.3 0.13 0.59 
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4.2.4 The NOABL-MCS method 
While the model described above is referred to as a simple boundary layer scaling 
approach it is worth noting that it is considerably more sophisticated than the 
current recommended best practice for small wind turbines. The most recent UK 
microgeneration installation standard [13] sets out requirements that must be met in 
order for installed small wind turbines to receive financial support via the feed-in-
tariff. The requirements for wind resource assessment involve a simple scaling of 
the NOABL 10 m wind speed using the following procedure: 
(i) The site is assigned to one of five possible terrain categories ranging 
from flat grassland to dense urban. 
(ii) Significant obstacles are identified within two zones upwind and 
downwind of the turbine based on the prevailing wind direction. 
(iii) The height of the highest obstacle is used as a correction factor to the 
height of the turbine using hc = ht - 0.8ho, where hc is the ‘corrected’ 
turbine height, ht is the actual turbine height above ground level and ho 
is the height of the highest obstacle within the zones. 
(iv) The mean wind speed prediction is then obtained from a table of 
corrected NOABL 10 m wind speeds for heights between 1 and 100 m 
where the height is defined as hc. 
Note that step (iii) is roughly equivalent to defining a displacement height while step 
(iv) applies an approximately logarithmic wind speed profile based on the local 
terrain category. While this procedure provides a starting point to correcting the 
NOABL 10 m wind speeds it is somewhat simplistic.  
For example, while defining a displacement height based on the height of the 
largest significant obstacle may be reasonable for sites located in relatively uniform 
urban areas, for sites in more open terrain with isolated obstacles, this approach is 
likely to lead to large underestimates of hc. This will in turn lead to large errors in 
the scaling factor chosen for the NOABL wind speed, which is in itself also a broad 
approximation. In addition, only obstacles in the prevailing wind direction are 
accounted for and no representation of the regional terrain is included. To highlight 
these issues, the NOABL-MCS method was applied to the sites considered in the 
current study as a comparison with the BS model.  
4.2.5 Meteorological measurements  
In order to compare the predicted wind resource with wind measurements at a 
variety of locations, recordings of mean wind speeds were collated from 38 sites 
83 
throughout the UK in a variety of terrains. Of these sites, 36 were at independent 
geographical locations, the remaining two were at the same location with different 
anemometer heights. Since the current thesis is concerned with predicting the wind 
resource available to small-scale wind turbines, it is important that the wind data 
used for validation and testing is obtained at heights similar to the hub heights of 
small turbines. From Table 2.1, (Section 2.1.2), typical hub heights are in the range 
10-35 m. At these relatively low heights, the local surface and small-scale features 
may have a significant effect on the wind flow. Hence, with the exception of one site 
mounted above a tall building in an urban area, the data used for this study were 
obtained at heights below 35 m. This ensured that the resource assessment 
approaches could be evaluated in realistic scenarios representative of where small 
turbines are likely to be installed. 
The majority of these sites (23) were selected from the Met Office anemometer 
network which archives long-term surface wind speed measurements in the Met 
Office Data Archive System (MIDAS) [140]. Data were extracted using the online 
CEDA Web Processing Service hosted by the British Atmospheric Data Centre 
[141]. These data consisted of values of mean wind speed averaged over a 
complete hour with resolution 1 knot = 0.51 ms-1. The data had undergone a 
number of quality control procedures during the archiving process [142]. Over the 
years, several wind measuring devices have been used in the Met Office network, 
with the cup anemometer and wind vane the most common. Depending on the 
installed equipment, the anemometer can have poor response characteristics at low 
wind speeds, although since 1998, improved anemometers have been installed at 
most sites [142]. Historical changes to instrumentation as well as changes in 
measurement height and local land cover have in some cases introduced biases in 
the long-term MIDAS data record [98]. Although some meta data have been 
recorded in the MIDAS archive, this is generally not of sufficient detail to fully 
identify all such changes [142] further complicating the identification and correction 
of such biases. However, given the relatively short data period (5 years) used in the 
current study, these uncertainties are unlikely to significantly affect the overall 
conclusions. 
After extracting the MIDAS data, further checks were performed to remove 
duplicate entries and any data identified as suspect by the Met Office quality control 
procedures. A final quality check was carried out to ensure no extreme wind values 
remained. To reduce the effect of inter-annual variation, wind speed statistics 
covering a five year period from August 2006 - July 2011 were selected. While 
variations in the mean wind speed will also occur on longer timescales, data from 
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other sources used in the study covered shorter periods and hence a balance was 
sought between the different data lengths available from all sources.   
An additional 10 sites were selected from the Energy Saving Trust (EST) field trial 
of domestic-scale wind turbines [11]. These data consisted of five minute mean 
wind speeds (resolution 0.1 ms-1) recorded by ultrasonic anemometers at the 
location of small wind turbine installations during the one year period April 2008 to 
March 2009. The data were obtained directly from a database administered by the 
UK trade association RenewableUK. While specific details regarding quality control 
procedures are not available for these data, they have been the subject of several 
previous peer reviewed studies [21, 22]. Given the relatively short data collection 
period, it was felt that a relatively strict 95% data coverage criterion should be 
applied to avoid seasonal biases. While 57 sites were involved in the original field 
trial, only the 10 used in the current study achieved this criterion.  
The remaining 5 test locations were research installations. Four of these were 
located in the city of Leeds and consisted of ultrasonic anemometers mounted at 
two different heights at two geographical locations, one administered by the 
University of Leeds and a second by Leeds City Council. The Leeds data consisted 
of 15 minute mean wind speeds (resolution 0.01 ms-1) recorded over the period July 
2008 - May 2010. Since the four Leeds sites were located within approximately 2.5 
km, consistency checks between the data recorded at each site were used for 
quality control purposes. The final site was a research installation in the city of 
Manchester administered by the University of Manchester Centre for Atmospheric 
Sciences. Data were obtained directly from the University of Manchester as 15 
minute mean wind speeds (ultrasonic anemometer, resolution 0.03 ms-1) for the 
period January 2008 to December 2008. A real-time, automated quality control 
procedure, implemented by means of the instrument firmware, was used for this 
site to prevent data spikes due to water or icing.   
To avoid seasonal biases, data from all sites covered an integer number of years. 
While a 95% data coverage criterion was applied to the EST sites, this criterion was 
relaxed slightly for sites with more than one year of data. Of the sites with more 
than one year of data, all surpassed the 95% data coverage criterion except three, 
namely, SU1 (90%), U5 (85%) and U6 (85%). These three sites were deemed 
suitable for inclusion since the data period covered between two and five years. To 
ensure consistency in derived parameters related to the wind speed distributions 
and wind power, all data were converted to hourly means before further analysis. 
Since the non-MIDAS sites included data of differing lengths, a correction factor (< 
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5%) was applied to the mean wind speeds based on the average inter-annual 
variation at the remaining 23 MIDAS sites as shown in Figure 4.2. The resulting 
corrected mean wind speeds,  ̅   , are thus representative of the five-year mean 
wind speed over the period August 2006 to July 2011.  
 
Figure 4.2: Annual mean wind speeds as a percentage of the five-year mean 
calculated at 23 UK sites. The annual periods run from August to July. Error 
bars represent +/- one standard deviation across the 23 sites, the solid line is 
a guide to the eye. 
Note that the boundary layer scaling methodology utilizes reference climate data 
from the NCIC database as outlined in Chapter 23. These data are based on UK 
land surface observations over the 30 year period 1971 – 2000. Hence, due to long-
term variability, the average wind climate during the NCIC data period may differ 
from that during the five year period used in the present study. To determine the 
size of this effect, UK annual wind indices for the period 1971 – 2000 were 
compared with the period 2006 – 2011 using the BADC-7, 55 year wind indices 
reported by Watson et al. [98]. The average wind indices were found to differ by 
only 1% for the two periods. Given the very small discrepancy between the two 
indices and the fact that these indices also exhibit geographical variability [98], it 
was felt that applying a correction factor would not be appropriate in the current 
study. 
4.2.6 Terrain classification 
To investigate the effect of terrain on prediction accuracy, sites were specifically 
chosen to represent four general categories defined as: urban (9 sites), sub-urban 
(8 sites), coastal (11 sites) and rural (10 sites). Classification of these sites was 
made from a subjective analysis of satellite images of an area covering several 
kilometres centred at the test site. In general, the terrain classification will match the 
local site category (defined in Table 4.2). However, given that the local site 
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categories are defined on a local area of just 250 x 250 m, in some cases the 
terrain class will differ from the local site category. For example, a site located in a 
large park within a sub-urban area would have a terrain classification of sub-urban 
but may have a local site category of open countryside. A further factor of note is 
that the coastal classification is not exclusive since coastal sites will also belong to 
one of the three remaining classes, (urban, sub-urban or rural). Details of all sites 
are given in Table 4.3 and their approximate geographical locations are shown in 
Figure 4.3. 
 
Table 4.3: Summary of sites used to compare predicted and measured mean wind 
speeds. Sites are defined as Urban, Sub-Urban, Coastal or Rural. The letters 
in parenthesis indicate the data source, MIDAS (M), Energy Saving Trust (E) 
or research site (R). The site category (Cat.) refers to Table 4.2 and H is the 
anemometer height above ground level. *Building mounted mast. 
Anemometers mounted above buildings are denoted by stars in Table 4.3. Note 
that the majority of urban sites are building mounted as well as a small number from 
the remaining categories. It is well known that for building mounted masts, the 
presence of the building can significantly affect the wind flow, indeed this in itself is 
an area of intense research [14, 17, 143]. Since the current study is concerned with 
evaluating methods of predicting the spatially averaged wind flow, using simple 
parameterisations of the local surface, detailed information regarding mounting 
position has not been considered. This is in line with the Met Office methodology 
Site Cat. OS grid 
H  
(m) 
?̅?𝒐𝒃𝒔  
(ms
-1
) 
Data 
(yrs) 
Site Cat. OS grid 
H  
(m) 
?̅?𝒐𝒃𝒔  
(ms
-1
) 
Data  
(yrs) 
U1* (M) 4 SJ8396 20.6 3.2 5 SU1 (M) 1 NJ8712 10.0 4.5 5 
U2* (M) 4 SU4210 22.5 4.4 5 SU2 (M) 3 SK5045 10.0 3.5 5 
U3* (E) 4 TQ4676 9.0 2.4 1 SU3 (M) 1 SU8554 10.0 3.7 5 
U4* (E) 4 NT2575 12.0 2.3 1 SU4 (M) 3 SU1344 10.0 3.6 5 
U5* (R) 5 SE2934 21.0 3.2 2 SU5 (M) 3 SU1740 10.0 4.6 5 
U6* (R) 5 SE2934 24.4 3.8 2 SU6 (M) 3 SD8812 10.0 2.1 4 
U7 (R) 4 SE3032 32.0 4.0 2 SU7 (M) 1 SP3180 10.0 3.1 5 
U8 (R) 4 SE3032 12.0 2.9 2 SU8* (E) 3 SU9505 11.3 2.1 1 
U9* (R) 5 SJ8497 43.3 3.4 1 -  - - - - 
            
C1 (M) 3 NK1345 10.0 5.4 5 R1 (M) 3 NH8914 10.0 2.6 5 
C2 (M) 3 NU2514 10.0 5.1 5 R2 (M) 1 SE5238 10.0 4.3 5 
C3 (M) 3 TA1967 10.0 4.9 5 R3 (M) 1 SK5026 10.0 3.5 5 
C4 (M) 3 NM8834 10.0 3.9 5 R4 (M) 1 SO9749 10.0 3.5 5 
C5 (M) 1 SN2452 10.0 6.6 5 R5 (M) 1 SU7349 10.0 4.6 5 
C6 (M) 1 SX9456 10.0 6.1 5 R6 (M) 1 NS8264 10.0 5.9 5 
C7 (M) 1 SZ2984 10.0 8.0 5 R7 (E) 1 SD7517 7.0 4.3 1 
C8 (M) 3 SD3000 10.0 5.8 5 R8 (E) 1 SD8823 7.0 4.6 1 
C9* (E) 3 TM2320 7.7 2.9 1 R9* (E) 3 SY9795 9.8 2.4 1 
C10* (E) 3 SZ6899 5.0 3.6 1 R10 (E) 1 SS3315 8.0 4.9 1 
C11* (E) 3 SX0653 7.7 1.8 1 -  - - - - 
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which the current study is designed to evaluate. However, building-scale effects can 
be considered as an additional source of uncertainly, particularly in urban areas. 
 
Figure 4.3: Approximate geographical locations of the sites used to compare 
predicted and measured mean wind speeds. Sites are defined as Urban, Sub-
Urban, Coastal or Rural.  
4.2.7 Error metrics 
In making comparisons between prediction methodologies and terrain types, three 
main error metrics have been used: 
The mean absolute error (MAE) defined as: 
     ∑| ̅       ̅      |  
 
 
 
Equation 4.4 
where  ̅     is the predicted mean wind speed,   refers to the  
   site and   is the 
total number of sites. 
The root mean square error (RMSE) given by: 
88 
      √∑| ̅       ̅      |
 
  
 
 
 
Equation 4.5 
The average absolute percentage error (%Error) defined as: 
            ∑
| ̅       ̅      |
 ̅     
  
 
 
 
Equation 4.6 
A fourth error metric, the mean bias error (MBE) was also used when analysing the 
overall predictions of mean power density: 
     ∑  ̅         ̅          
 
 
 
Equation 4.7 
where  ̅  is the mean Betz power density (Equation 2.9),   refers to the  
   site and 
  is the total number of sites. 
Since the different metrics provide different sensitivities, it is useful to use a 
combination of these when making comparisons. For example, the MAE may be 
thought of as an estimate of the absolute error in  ̅    , however, its utility will 
depend on the number of sites used in its calculation, as well as the relative 
magnitude of the wind speed at the sites. The RMSE metric is similar to the MAE 
but more sensitive to large outliers. The percentage error metric is normalised by 
 ̅    at each site. Hence there is an implicit assumption that the error scales with 
 ̅   . If such scaling is not present, this metric may not be appropriate for sites with 
particularly high or low  ̅   .  
4.3 Results and Discussion I – performance and 
recommended improvements 
The predicted and observed mean wind speeds at all 38 sites are compared in 
Figure 4.4 for predictions obtained using Model A. Similar predictions were obtained 
directly from the WYET, although differences were observed at coastal sites likely 
due to the differences in the estimation of the regional aerodynamic parameters 
from land cover data. As a benchmark, Figure 4.4 also shows wind speeds from the 
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NCIC database, used as input for the boundary layer scaling model. Note that the 
NCIC wind speeds represent  ̅ at a height of 10 m over open terrain. In cases 
where the anemometer height differed from 10 m, the NCIC values were scaled to 
the correct height using a logarithmic wind profile (Equation 2.19) with no correction 
for the local site characteristics (i.e. using aerodynamic parameters representative 
of open country   = 0.14 m and   = 0 m). In addition, predictions obtained using the 
simple NOABL-MCS method as set out in the installer standard [13] are also 
shown. 
 
Figure 4.4: Predicted versus observed mean wind speeds for all sites using model 
A (coloured symbols). Benchmark predictions obtained directly from the NCIC 
database (left) and NOABL-MCS method (right) are shown in grey. The solid 
line represents a one-to-one relationship. 
The Model A predictions can be seen to reproduce the general wind speed trends 
across the sites, although the scatter indicates relatively large site-specific errors. 
Unsurprisingly, the uncorrected NCIC wind speeds serve as poor predictors of  ̅   , 
particularly for low wind speed sites, since they do not take account of the local 
surface roughness. In the majority of cases this results in significant overestimates 
of  ̅   . The NOABL-MCS predictions show some improvement over the 
uncorrected NCIC estimates, however, the method frequently results in substantial 
underestimates of  ̅   , (29 underestimates compared to 7 overestimates). In 
addition, no prediction was possible for two sites since the corrected height, hc, was 
less than zero. Note that in the work by James et al. [21], which reported 
overestimates when using the NOABL-MCS method, an earlier version [144] of the 
NOABL-MCS method was employed. Overall, Figure 4.4 demonstrates that despite 
site-specific errors, a simple scaling approach (Model A) can add significant value 
by taking account of the local surface characteristics. 
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Table 4.4 compares the error metrics for the WYET and Model A using both the 
NCIC and NOABL wind speed databases as input. While the NCIC database is 
purported to be more accurate (as noted in Chapter 3), it is not publically available, 
and hence in practice, it may be necessary for users of the methodology to resort to 
the public NOABL database. Across all metrics, the largest errors are observed at 
coastal sites. This is not surprising since the large change in roughness at the land-
sea boundary is not well represented by single-valued, directionally-independent 
aerodynamic parameters. As discussed in Section 2.4.5, the wind speeds at coastal 
sites will be particularly sensitive to the presence of sea or land in the fetch, and will 
be further affected by complex stability conditions, orography, and the height of the 
IBL. In addition, the majority of these sites also belong to the sub-urban category 
and hence the issues with identifying appropriate local aerodynamic parameters are 
compounded. In general, the smallest errors are observed at rural sites. These sites 
tend be well exposed and less subject to abrupt changes in roughness or local flow 
perturbations due to buildings and hence they conform more closely to the idealised 
model in Figure 4.1. On average, the absolute error in the predicted mean wind 
speed ranges from ~0.5 - 1.0 ms-1.  
 
Table 4.4: Wind speed error metrics compared over four terrain types using the 
WYET and Model A. 
Further insight can be gained by considering the residual errors in the predicted 
mean wind speed, εū, defined by:  
  ̅   ̅     ̅     
Equation 4.8 
The distribution of residuals is shown in Figure 4.5 for the WYET and Model A. The 
results indicate that the predictions made using the WYET have a small negative 
bias (tendency to underestimate), while the opposite is true for Model A (NCIC). 
Predictions made using Model A (NOABL) exhibit a stronger positive bias, this is 
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likely due to a positive bias in the NOABL reference climatology which has been 
noted previously [15]. Due to the better performance of NCIC compared to NOABL, 
in the subsequent analysis predictions are made using solely the NCIC database. 
 
Figure 4.5: Distribution of residual errors in the mean wind speed for different 
implementations of the prediction methodology. The shaded regions represent 
the interquartile range, the horizontal lines and crosses represent the median 
and mean respectively, circles represent the maximum and minimum and the 
error bars are the 5th and 95th percentiles.  
4.3.1 Sensitivity to canopy height 
For urban and sub-urban sites, in addition to being used to scale the local 
aerodynamic parameters (Figure 4.5, Stage IV), the canopy height is also the lower 
bound of the log law, (Equation 2.20). For a surface with heterogeneous building 
heights (most real urban and sub-urban surfaces), this lower bound should ideally 
be defined by an ‘effective mean building height’. This is a height scale that 
accounts for the disproportionate effect of isolated tall buildings on the drag, and 
hence, may be higher than the mathematical mean of the building heights [85]. In 
simple terms this effective height can be considered as the mean height of a 
uniform array that would give rise to the same aerodynamic parameters as the 
heterogeneous array. In the current methodology this distinction is not made and 
the canopy height is used for both the scaling of the local aerodynamic parameters 
and as the lower limit for the log law. Even without considering the complexity of 
height heterogeneity however, an improved estimate of the canopy height could 
potentially increase the accuracy of the scaled aerodynamic parameters. In 
addition, since at heights below the canopy top an exponential profile is matched to 
the log law and extended downwards, the estimated canopy height has further 
implications for  ̅     close to the canopy top.   
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The first approximations to the canopy height are the default values used in the 
WYET (Table 4.2) ranging from 6 – 25 m for urban environments. These values are 
linked to descriptions of typical UK cities which are chosen based on the user’s 
impression of the local site character. In an attempt to improve on these subjective 
estimations, local building heights, as measured by LiDAR with a horizontal 
resolution of 0.5 m, (rasterised to 1 m), were obtained using the Landmap Spatial 
Discovery database [145] for sites categorised as urban. These data, which are 
available for a number of UK cities, allow the local mean building height (  ) to be 
estimated without the need for detailed ground based measurements.  
Figure 4.6 shows  ̅     versus  ̅    for urban sites using the default canopy height, 
as well as the deviations introduced by setting the canopy height equal to    
calculated within a 250 m square centred on each measurement site. In all cases, 
   was found to be greater than the default canopy height based on the 
descriptions given in Table 4.2, resulting in a reduction in  ̅    . In all but two 
cases, the error in the predicted mean wind speed is either worsened or not 
significantly affected when the canopy height is set to   . 
 
Figure 4.6: Predicted and observed wind speeds in the urban category. The data 
points represent  ̅     using the default canopy height. The bars represent the 
deviation in  ̅     when the canopy height is set to    as calculated from 
LiDAR. The solid line represents a one-to-one relationship. 
There are several possible reasons for the increased error in  ̅     when the 
canopy height is set to   . Firstly, it was observed in this work that on a local scale 
there are discrepancies between the building heights as measured using ground 
based observations and the LiDAR measurements within the Landmap database. In 
particular, for buildings with non-uniform roof heights, the database returns the 
height of the highest part of the roof, leading to overestimates of the average height 
[86]. Since the anemometer heights were measured using ground based 
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observations, the estimate of the anemometer height in relation to the canopy top 
will also contain discrepancies. Hence the scaling of    and  , as well as the height 
at which the exponential profile (Equation 3.5) is matched to the log law, will be 
affected.  
Secondly, there is some indication that the scaled values of    used in the current 
methodology, which are calculated as a function of the frontal area density of the 
roughness elements using the method of Raupach [83], may be higher than those 
typically found in UK cities [86]. Since for all the sites shown in Figure 4.6,    was 
higher than the default canopy height, this will magnify any overestimation in    and 
hence reduce  ̅    .  
These issues may be improved by developing new methods for relating roughness 
parameters to building morphologies, as well as by extracting more accurate 
building heights from LiDAR data. In particular, building heterogeneity should be 
taken into account in the calculation of local aerodynamic parameters and in the 
definition of the effective mean building height [75, 86]. Recent studies [87, 146] 
have investigated more sophisticated approaches that incorporate detailed building 
height and footprint data in the calculation of not only the mean building height but 
also the local aerodynamic parameters. While these approaches require more 
detailed model inputs, results from these studies have indicated that they can lead 
to significant improvements in predictions of the mean wind speed in urban areas. 
4.3.2 Sensitivity to wind direction and size of fetch  
In both the WYET and Model A, a relatively small fetch (1 km square) is used in the 
first downscaling stage, (Figure 4.1, stage III). In addition, no account is taken of the 
directional dependence of the upwind roughness.  
In order to investigate the sensitivity to these factors, the regional grid was 
increased to 4 km x 4 km squares, centred on each measurement site. Each grid 
square was further subdivided into a sub-grid of four, representing the upwind fetch 
from the 900 angular sectors of North-East, South-East, South-West and North-
West. The LCM 2007 was then interrogated for each sub-grid square to obtain 
regional aerodynamic parameters as described previously. This process allowed 
regional aerodynamic parameters to be calculated for each of the four wind 
direction sectors and these were used to calculate a directionally-dependent wind 
speed at the blending height based on the roughness of the upwind fetch. Note that 
the regional parameters are still grid box averages but in this case there are four 
estimates, one for each grid square, rather than a single estimate. A final 
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downscaling (Figure 4.1, stage IV) was applied, based on the local site character, to 
calculate the mean wind speeds at hub height. The directionally-dependent mean 
wind speeds were then combined into a single value using a weighted sum, given 
by: 
 ̅     ∑     ̅      
 
   
 
Equation 4.9 
where    is the probability of wind directions from the  
   angular sector, obtained 
from the onsite wind rose and  ̅       is the directionally-dependent predicted mean 
wind speed at hub height.  
This methodology is referred to as Model B. By way of example, Figure 4.7 
compares the implementation of the WYET/Model A and Model B for a single site 
C8, with an observed mean wind speed  ̅   = 5.8 ms
-1. In both cases the same 
local aerodynamic parameters are used since the increased fetch only impacts the 
regional parameters of       and     . It can be seen that Model A poorly 
represents the fetch resulting in a large error in  ̅     (31% error) due to 
unrepresentative regional estimates of       and     . In contrast, Model B is able 
to account for a larger fetch as well as the higher frequency of south-westerly winds 
which experience reduced drag due to the presence of the sea. This results in a 
higher estimate of  ̅     that is much closer to the observed value (9% error). 
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Figure 4.7: Comparison between methodologies for estimating the regional 
aerodynamic parameters and mean wind speed at test site C8. Left: the 
standard approach as implemented in WYET/Model A, Right: The enhanced 
approach of Model B incorporating a larger fetch and weighted directionally-
dependent regional aerodynamic parameters. The star marks the 
anemometer location. © Google maps. 
Figure 4.8 compares the distribution of residuals over all sites grouped into terrain 
type using Models A and B. For all terrains, the inter-quartile range and the bias are 
reduced when using the larger fetch and directionally-dependent aerodynamic 
parameters. The improvement is largest for coastal sites where the inter-quartile 
range is reduced by 30% and the large negative bias becomes a small positive 
bias. Intuitively one would expect that a larger fetch is most important in areas 
where the land cover is changing rapidly with distance. This is particularly true of 
coastal sites where the presence of the sea may cause an abrupt change in 
roughness, leading to a strong dependence of the degree of roughness on both 
distance and the direction of the prevailing wind.  
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Figure 4.8: Distribution of residual errors in the mean wind speed for different 
terrain types. Left: Model A, fetch defined by a 1 km square, Right: Model B, 
fetch defined by a 4 km square with directionally-dependent regional 
aerodynamic parameters. The horizontal lines and crosses represent the 
median and mean respectively, the circles represent the maximum and 
minimum values and the error bars are the 5th and 95th percentiles. 
Table 4.5 summarises the error metrics obtained using Models A and B. An 
improvement can be seen when using Model B for all error metrics and terrain 
types except urban, where there is no significant change. This is likely because the 
LCM description of the regional land-cover for urban sites is simply either ‘urban’ or 
‘sub-urban’. Hence, using this rather simplistic descriptor of roughness, there are 
unlikely to be large roughness changes with wind direction or fetch size. Instead, 
the urban predictions are expected to be more sensitive to the descriptors of local 
roughness (Figure 4.1, Stage IV) which may be improved by more sophisticated 
models that take into account building morphology [85]. 
 
Table 4.5: Wind speed error metrics compared over four terrain types using Models 
A and B. 
In the implementation of Model B, a regional grid square of size 4 km was chosen 
since this implies a fetch of ~2 km in each direction. Given that the regional wind 
speed is downscaled from the top of an IBL assumed to be of height 200 m, this 
fetch distance corresponds to the approximate 1/10 IBL height-to-fetch ratio 
discussed in Section 2.4.3, and is close to central values proposed by other authors 
 Methodology Urban Suburban Coastal Rural All 
MAE (ms
-1
) 
Model A 0.48 0.65 1.03 0.57 0.70 
Model B 0.47 0.55 0.64 0.39 0.52 
RMSE (ms
-1
) 
Model A 0.65 0.78 1.17 0.62 0.85 
Model B 0.68 0.68 0.76 0.44 0.65 
%Error 
Model A 17.1 19.9 24.1 14.9 19.1 
Model B 17.2 18.0 18.9 10.9 16.2 
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[15, 139]. However, it is informative to examine the impact of this choice of fetch 
distance on the accuracy of predictions made using Model B. To investigate this, 
Model B was applied using regional grid squares in the range of 1 - 5 km and the 
accuracy of the predicted mean wind speeds were assessed using the error metrics 
described previously. Note that even for a grid square of 1 km, the error metrics 
may differ from those obtained using Model A, since Model B also subdivides the 
region into a grid of four to account for wind direction. Figure 4.9 shows the 
resulting error metrics averaged across all measurement sites as a function of the 
size of the regional grid square. 
 
Figure 4.9: Wind speed error metrics averaged across all sites as a function of the 
size of the regional grid square. Dotted lines are included as a guide to the 
eye. 
Across the three error metrics, the lowest values are achieved for a regional grid 
square of size ~4 km indicating that on average, a fetch of ~2 km results in the most 
accurate predictions when using Model B, in agreement with previous studies [15, 
139]. The apparent increase in the error metrics for grid squares larger than 4 km is 
to be expected using a simple grid-box averaging approach when calculating 
regional aerodynamic parameters. Using this method, the inclusion of land-cover 
fractions at large distances from the measurement site will distort the calculation of 
the aerodynamic parameters since no distance weighting is applied. Hence, while 
these results provide empirical support for the choice of a regional grid square size 
of 4 km, care should be taken when extending this result to cases where the 
reference height differs from 200 m or where the aerodynamic parameters are 
calculated using more complex distance weighted approaches rather than grid box 
averages [67]. 
Finally, it should be noted that if Model B were to be implemented in practice, data 
regarding the onsite wind rose, as required in Equation 4.9, would not be available. 
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However, this could be replaced by data from a nearby reference site or even 
generic wind roses representative of regional UK climates. 
4.3.3 Sensitivity to the Weibull shape factor 
While an accurate estimate of  ̅ is the starting point in predicting the wind resource, 
in the absence of onsite wind speed measurements, some assumption must also 
be made regarding the distribution of wind speeds. Typically, the two-parameter 
Weibull distribution is used for this purpose since it has been shown to be 
representative of a large number of wind regimes [41]. The distribution is defined by 
a mean wind speed and a shape factor   which describes the spread of wind 
speeds about the mean. Due to the non-linear relationship between wind speed and 
wind power, the value of   will impact on the predicted power in the wind. In the 
case of the WYET, a default value of   = 1.8 is used with an option for the user to 
define an alternative value. To investigate the effect of the shape factor on the 
predicted wind power, it is useful to express the Betz mean power density  ̅ , in 
terms of the Weibull distribution parameters as [40]: 
 ̅     (
  
  
)  [
 ̅
        
]
 
         
Equation 4.10 
where the factor 16/27 represents the Betz limit,   is the air density and   is the 
gamma function. 
A question worthy of investigation is the effect on the predicted  ̅  of the 
assumption that   = 1.8, for cases where the observed   ≠ 1.8. Using Equation 
4.10, the normalised power density can be written as: 
 ̅                 
 ̅       
 ̅       
 [
           
           
]
            
           
 
Equation 4.11 
where  ̅                 represents the wind power density calculated using the 
observed shape factor,     , normalised by that calculated using the assumed 
shape factor     . This expression can be used to investigate the sensitivity of  ̅  to 
    , independent of the mean wind speed. The curve described by Equation 4.11 
is shown in Figure 4.10 for      = 1.8.  
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Figure 4.10: Normalised wind power density as a function of      for      = 1.8. 
For each of the 38 measurement sites, the method of maximum likelihood (MML) 
was used to fit Weibull distributions to the observed wind speeds resulting in a 
range of shape factors,      = 1.5 - 2.3. For these sites, Figure 4.10 shows that the 
fractional errors in the predicted  ̅  resulting from fixing      = 1.8 are in the range 
of -0.3 to 0.2. 
Errors in the predicted value of  ̅  will result from uncertainties in both      and 
 ̅     and these error sources are not independent. However, it is useful to estimate 
the relative magnitude of the fractional error in  ̅  resulting from these two sources. 
In the case of uncertainties in  ̅    , the fractional error in  ̅  will be a function of 
 ̅   . Given the range      = 1.5 to 2.3 and the resulting fractional error in  ̅  of -0.3 
to 0.2, we can define upper and lower bounds for the uncertainty in  ̅     at which 
point the fractional error in  ̅  due to uncertainties in  ̅     becomes comparable to 
that due to uncertainties in     . Put another way, we can consider how accurately 
we must be able to predict the mean wind speed in order for the exact choice of 
shape factor to become significant in terms of the predicted wind power density. 
Figure 4.11 shows  ̅     using Model B (i.e. the most accurate predictions based on 
the modifications suggested in this work) along with the upper and lower bounds for 
the uncertainty in  ̅    . For many sites,  ̅     is outside of these bounds implying 
that in these cases, uncertainties in  ̅     will be more significant than those in     . 
This does not imply that improvements in      will not improve the accuracy of the 
predicted  ̅ , rather, it is simply an indication of the relative contribution of these 
uncertainties given the typical errors in  ̅    . 
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Figure 4.11: Predicted versus observed mean wind speeds using Model B, the solid 
line represents a one-to-one relationship. The dotted lines mark the upper and 
lower bounds at which the fractional error in  ̅  due to uncertainties in  ̅     
becomes comparable to that due to the assumption that      = 1.8. 
A question still remains as to how an optimum value for      should be chosen. 
Since the relationship shown in Figure 4.10 is non-linear, the mean value of   is not 
necessarily equal to the optimum value. Instead it is possible to calculate the 
optimum value of      that results in the smallest fractional error in  ̅  when 
combined across all measurement sites. Given a set of observed values        
across   sites and an assumed constant shape factor     , invoked to calculate the 
power density at the     site, the combined fractional error in  ̅  across all sites, 
  ̅            is given by: 
  ̅            ∑|  [
           
             
]
 
             
           
|
 
 
Equation 4.12 
Equation 4.12 can be minimised iteratively with respect to      to find the optimum 
value given the set of observed values       . In the case of the 38 sites 
investigated in this study, the optimum value for      is 1.89, which due to the 
clustering of      values around 1.90, is also very close to the mean value.  
Finally, it should be noted that the above discussion assumes that the data may be 
accurately represented by a Weibull distribution. This was found to be true for the 
38 sites in this study, with an average difference of 5% in the  ̅  calculated using 
the best Weibull fit and the raw data. Hence, in the absence of site-specific 
information to the contrary, the assumption of a Weibull distribution appears to be 
justified. 
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4.3.4 Overall performance of the prediction methodology 
The overall performance of a wind resource prediction methodology may ultimately 
be judged by its ability to accurately predict the available wind power, as tested by 
comparison with onsite measurements. In the current study, an adjustment factor 
was applied to the measured mean wind speeds for sites with less than five years’ 
data to account for inter-annual variation. Hence, in order to calculate the observed 
 ̅ , a Weibull distribution was fitted to each of the sites using MML and the 
extracted value of      was used in conjunction with the adjusted mean wind speed 
to calculate a value representative of the observed wind power density using 
Equation 4.10. 
The error metrics detailed in Equation 4.4 to Equation 4.6 were then used along 
with an analysis of the residuals to investigate the success of the prediction 
methodologies. Figure 4.12 compares the distribution of residual errors in the wind 
power density (  ̅ ) for the WYET along with Models A and B, where Model B also 
incorporates the optimised value      = 1.89. For the WYET, the inter-quartile range 
over all sites is -14 to 21 Wm-2. Since this represents the range covered by 50% of 
the data, this is a useful guide to the likely error in the predicted value of    using 
this methodology but note should also be taken of the 5th and 95th percentiles, 
which range from -35 to 49 Wm-2. If Model B is used, incorporating the increased 
fetch, taking account of wind direction and using the optimised     , the inter-
quartile range is reduced to between -13 and 16 Wm-2 and the 5th and 95th 
percentiles to between -37 and 32 Wm-2. 
 
Figure 4.12: Distribution of residual errors in the wind power density for different 
implementations of the prediction methodology. The horizontal lines and 
crosses represent the median and mean respectively and the error bars 
represent the 5th and 95th percentiles. 
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Table 4.6 compares the error metrics for the WYET and Models A and B. On 
average, these metrics show a clear improvement in the accuracy of the predictions 
when using Model B compared to the other approaches. Table 4.6 also includes the 
mean bias error (MBE). The MBE is a useful indicator as to whether on average the 
predicted  ̅  is an over- or underestimate. Averaged across all terrains, the MBE is 
similar for Models A and B and slightly worse for WYET. However, when split into 
terrain categories, Model B shows a clear improvement, reducing the negative bias 
at coastal sites and positive bias at rural sites that are seen in both Model A and 
WYET.  
 
Table 4.6: Power density error metrics compared over four terrain types using the 
WYET and Models A and B. 
It is noteworthy here that due to the cubic relationship between wind power and 
wind speed, over-estimates of  ̅     carry a higher penalty in terms of the predicted 
 ̅  than under-estimates of the same magnitude. Hence, reduced errors in  ̅     do 
not automatically result in reduced errors in the predicted  ̅ . This effect can be 
seen in the coastal sites where Model B performs better than the WYET in terms of 
 ̅     but except for the MBE metric, these improvements are not evident in the 
predicted  ̅ . This is because for the WYET, the errors in  ̅     at coastal sites are 
skewed towards under-prediction and hence on average they have a 
disproportionately smaller effect on the predicted  ̅ . 
Table 4.6 also demonstrates that errors in  ̅     can result in significant errors in 
the predicted  ̅  highlighting the need for caution when using such models to 
assess site viability. In spite of this, the improved predictions obtained using Model 
B demonstrate that with even relatively simple changes, a consistent improvement 
in the accuracy of the predicted wind resource can be achieved. 
 Methodology Urban Suburban Coastal Rural All 
MAE (wm
-2
) 
WYET 16 15 33 25 23 
Model A 14 17 68 30 35 
Model B 13 14 33 17 20 
MBE (wm
-2
) 
WYET 6.29 -6.88 -25.8 12.8 -4.06 
Model A 8.31 -8.76 -10.3 19.0 2.14 
Model B 7.25 -7.51 2.44 7.34 2.77 
RMSE (wm
-2
) 
WYET 20 19 48 33 33 
Model A 19 22 102 37 59 
Model B 18 18 43 21 28 
%Error 
WYET 93 64 70 53 70 
Model A 88 63 83 57 73 
Model B 85 59 73 37 63 
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4.4 Results and Discussion II – propagation of errors and 
sensitivity analysis 
Given the inherent uncertainties in the BS model, several questions are worthy of 
further investigation: 
(i) How might the propagation of errors in the predicted wind resource be 
quantified? 
(ii) What are the most significant sources of error in the BS model? 
(iii) Can such approaches be considered of sufficient accuracy to be used 
as site screening tools? 
These questions are explored in more detail in the following sections. 
4.4.1 Propagation of uncertainties 
While the analysis in Section 4.3 allows the average prediction errors to be 
quantified given measurements at specific sites, it is useful to be able to estimate 
the likely prediction errors in advance by quantifying the propagated uncertainties.  
Uncertainties in the final mean wind speed and wind power density predictions arise 
firstly from assumptions and simplifications inherent in the model itself and secondly 
from uncertainties in the model input parameters. In the following discussion we are 
concerned with the uncertainties arising from the latter. In each of the five stages of 
the model implementation, appropriate input parameters must be chosen. These 
include the input reference wind speed, the regional and local aerodynamic 
parameters, the estimated blending height and the Weibull shape factor required to 
construct a distribution of wind speeds. Uncertainties in the values of these 
parameters combine to produce uncertainties in the final model predictions. Since 
accurately estimating the regional and local aerodynamic parameters is known to 
be particularly challenging, these are likely to be the dominant error source in the 
mean wind speed prediction. These errors combine with the uncertainty in the 
Weibull shape factor to produce errors in the final mean wind power density 
prediction. 
To quantify the effect of these uncertainties, a quasi-random Sobol sampling 
approach, implemented in the MATLAB programming environment, was applied to 
each individual site prediction. A Sobol [147] sequence is a low discrepancy 
numerical sequence that allows a multi-dimensional parameter space to be filled 
efficiently with minimal gaps. Given a model output based on a number of input 
parameters, sampling using a Sobol sequence allows an efficient estimation of the 
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overall output uncertainty related to various combinations of input parameters. For 
the mean wind speed prediction, a five dimensional Sobol sequence was used to 
sample a range of values for the four aerodynamic parameters of regional and local 
   and   as well as the blending height   . Preliminary tests at four sites indicated 
that a Sobol sequence of length 1024 was sufficient for convergence of the output 
mean and variance. An approximate uncertainty in the default     and   values for 
each terrain of +/- 35% was estimated, based on the ranges recommended in a 
comprehensive study by Grimmond and Oke [75]. The same uncertainty range was 
applied to    since it was found that larger ranges resulted in parameter 
combinations within the Sobol sequence that were not physically viable. 
The sampling approach gives a distribution of predicted mean wind speeds for each 
site which reflects the propagation of uncertainties within the input parameters to 
the outputs. Presented in Figure 4.13 are the mean wind speed predictions from 
these distributions with uncertainties represented by plus or minus twice the 
standard deviation across the 1024 samples (+/- 2  represents an approximate 
95% confidence interval assuming a normal distribution). On average, these 
uncertainties represent around +/- 0.4 ms-1 (11%) in  ̅     which is a comparable 
order of magnitude to, although somewhat smaller than, the average observed error 
in  ̅     of 0.5 ms
-1 (16%) shown in Table 4.5 
 
Figure 4.13: Predicted versus observed mean wind speed for all sites using Model 
B. Symbols represent the mean prediction using a five-dimensional Sobol 
sampling sequence to account for uncertainties in the input aerodynamic 
parameters. The error bars represent the mean prediction +/- 2 . The solid 
line represents a one-to-one relationship 
While this approach provides a first estimate as to the uncertainty in  ̅    , Figure 
4.13 shows that the uncertainty is underestimated since many of the error bars do 
not cross the observed values (represented by the solid line). This is not surprising 
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since this analysis only accounts for uncertainties in the aerodynamic input 
parameters and does not consider the specific model assumptions, errors in the 
NCIC input climatology, or the fact that the mean wind speed predictions are a 
spatial average which may be affected by local perturbations to the flow.  
For the mean wind power density prediction, a six dimensional Sobol sequence of 
length 1024 was used, with the Weibull shape factor as the sixth sampling 
parameter. Weibull shape factors in the range   = 1.5 - 2.3 were employed based 
on the range of Weibull shape factors observed at the 38 sites.  
 
Figure 4.14: Predicted (symbols) and observed (bars) mean wind power density for 
all sites using Model B. The two y-axis scales are used for clarity. Symbols 
represent the mean prediction using a six-dimensional Sobol sampling 
sequence to account for uncertainties in the input aerodynamic parameters 
and Weibull shape factor. The error bars represent the mean prediction +/- 
2 . The dotted horizontal line represents a viability criterion of  ̅  ≥ 47 Wm
-2 
(Section 4.4.3). 
Figure 4.14 shows the observed wind power density at each site along with the 
mean predictions from the Sobol samples with uncertainties represented by +/- 2 . 
On average, these uncertainties represent approximately +/- 24 Wm-2 (61%) of the 
predicted  ̅  at each site. As with the predicted mean wind speed, this uncertainty is 
similar to the average observed error in  ̅  of +/- 20 Wm
-2 (63%) presented in 
Section 4.3.4. The estimated percentage uncertainties are highest for urban sites 
(82%) and lowest for rural sites (47%) in line with the observed percentage errors in 
Table 4.6. For around a third of the sites the error bars do not cross the observed 
values. Once again this highlights that some uncertainties are not fully accounted 
for and hence the estimated uncertainties should not be taken as fully 
representative of 95% confidence intervals. Figure 4.14 also demonstrates that for 
the sites and anemometer heights considered in this study, the best wind resource 
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tends to be at the coastal and rural sites while the sub-urban and urban sites tend 
to have a considerably smaller available resource. 
4.4.2 Global sensitivity analysis 
In addition to estimating the overall prediction uncertainty using a sampling 
approach, it is also informative to understand the relative contributions to this 
uncertainty from each of the six input parameters. Ultimately, such information can 
be used to improve the model by obtaining better estimates of the most significant 
parameters. To investigate these contributions, a global sensitivity analysis was 
conducted using the GUI-HDMR (graphical user interface – high dimensional model 
representation) software tool in MATLAB, which has successfully been applied in a 
number of environmental modelling contexts [148]. Given a range of specified input 
parameters, (in the present case these are sampled from a six-dimensional Sobol 
sequence as described above), and the corresponding model output (predicted 
wind power density) the GUI-HDMR applies a variance-based sensitivity analysis to 
estimate the relative importance of each of the input parameters.  
The output sensitivity to each parameter is quantified by means of a first order 
sensitivity index   , which is a measure of the fractional contribution of the  
   
parameter to the output variance. In the current study, only first order    estimates 
were considered in detail, since higher order sensitivities, which represent 
interactions between input parameters, were found to be small. A detailed 
description of the of the GUI-HDMR is available in reference [148]. Table 4.7 shows 
the first order    estimates for each of the six model input parameters at the target 
sites with respect to the output prediction  ̅ . Parameters with larger index values 
(lighter shading) indicate that the output is more sensitive to that parameter. 
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Table 4.7: First order sensitivity indices    for the six BS model input parameters of 
regional displacement height and roughness length (    ,       ), blending 
height (   ), local displacement height and roughness length (      ,         ) 
as well as Weibull shape factor     at each target site. Indices are calculated 
with respect to the output of predicted wind power density ( ̅ ). Shading 
indicates the relative contribution of each parameter to the uncertainty, from 
smallest (dark) to largest (light). The average values across all sites are also 
shown. 
It is clear that the relative sensitivities vary depending on the site, however, some 
general trends can be observed. Based on the average    values across all sites, 
the first order sensitivities account for 97% of the output variance, hence higher 
order effects do exist but they are relatively small on average. The most significant 
single parameter is   which accounts for around half of the output variance. Note 
that the remaining five parameters all relate to  ̅     and account for the remaining 
output variance. The results of Section 4.3.3, based on actual observations of the 
prediction errors, indicated that the predicted  ̅  is often more sensitive to  ̅     
than  . However, the sensitivity analysis presented here is unable to account for all 
the uncertainties in  ̅    , while it does fully account for the uncertainty in   by 
using the full range of observed values at the target sites. Although this may result 
in a slightly exaggerated estimation of the sensitivity to  , the Weibull shape factor 
is clearly an important parameter. In addition, since improvements to  ̅     require 
better estimates of at least five input parameters, obtaining site-specific estimates 
of   is potentially an efficient way of improving the model performance. A possible 
means of obtaining improved estimates of   is the use of regional forecast data in 
the form of long-term time series of wind speeds, from which, wind speed 
distributions can be calculated. This topic is returned to in more detail in Chapter 8. 
Of the remaining parameters, on average, the predicted  ̅  is most sensitive to the 
local aerodynamic parameters        and         . This is particularly the case at 
urban and sub-urban sites, and by extension, coastal sites since many of these 
Parameter U1 U2 U3 U4 U5 U6 U7 U8 U9 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11
dreg (m) 0.19 0.13 0.02 0.09 0.18 0.20 0.16 0.10 0.05 0.05 0.02 0.03 0.03 0.08 0.02 0.00 0.00 0.05 0.01 0.05
z0,reg (m) 0.23 0.04 0.01 0.06 0.13 0.15 0.18 0.09 0.15 0.02 0.04 0.02 0.02 0.03 0.01 0.01 0.01 0.02 0.00 0.01
zbh (m) 0.06 0.02 0.01 0.01 0.01 0.01 0.04 0.09 0.00 0.07 0.07 0.04 0.07 0.04 0.00 0.03 0.25 0.01 0.01 0.01
dlocal (m) 0.01 0.03 0.63 0.34 0.12 0.05 0.00 0.29 0.00 0.16 0.08 0.09 0.11 0.00 0.00 0.00 0.03 0.34 0.59 0.35
z0,local (m) 0.01 0.05 0.21 0.19 0.08 0.04 0.00 0.17 0.00 0.17 0.09 0.10 0.13 0.03 0.02 0.00 0.03 0.26 0.22 0.28
k 0.45 0.68 0.07 0.25 0.41 0.49 0.60 0.21 0.80 0.51 0.68 0.68 0.63 0.81 0.94 0.95 0.66 0.27 0.13 0.26
Parameter SU1 SU2 SU3 SU4 SU5 SU6 SU7 SU8 R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 All
dreg (m) 0.12 0.10 0.12 0.09 0.09 0.11 0.12 0.11 0.11 0.11 0.11 0.07 0.11 0.11 0.10 0.11 0.10 0.11 0.09
z0,reg (m) 0.05 0.04 0.06 0.03 0.04 0.06 0.16 0.04 0.05 0.04 0.04 0.07 0.04 0.05 0.03 0.04 0.04 0.03 0.06
zbh (m) 0.34 0.05 0.40 0.02 0.02 0.15 0.27 0.03 0.16 0.19 0.19 0.11 0.21 0.15 0.13 0.20 0.06 0.19 0.10
dlocal (m) 0.00 0.16 0.00 0.17 0.16 0.13 0.00 0.11 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.17 0.00 0.11
z0,local (m) 0.03 0.20 0.02 0.21 0.20 0.17 0.01 0.17 0.17 0.03 0.04 0.02 0.04 0.03 0.07 0.07 0.21 0.05 0.10
k 0.43 0.42 0.37 0.44 0.45 0.34 0.42 0.50 0.33 0.61 0.60 0.71 0.58 0.64 0.64 0.57 0.39 0.59 0.51
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include a sub-urban onshore fetch. As noted previously, these parameters are 
notoriously challenging to estimate and more sophisticated methods, such as the 
use of site-specific building height data may be required in order to obtain 
noteworthy improvements [86]. The     parameter tends to be more significant at 
sites where there are large differences between the regional and local aerodynamic 
parameters. For rural sites, the sensitivity to     was consistently high due to the 
fact that        is nominally set to zero (with a few exceptions), while on a regional 
scale there are frequently patches of forestry that result in a high value of      and 
hence a large difference between the local and regional parameters. In cases 
where the regional and local wind profile are significantly different, it may be 
appropriate to obtain more precise estimates of     using a boundary layer growth 
law as discussed in Section 2.4.3. 
The above analysis offers suggestions for obtaining improved estimates of some of 
the most critical input parameters. It should be borne in mind however, that 
obtaining such estimates requires detailed, site-specific information, and this 
negates some of the advantages of the approach, which is aimed at obtaining rapid 
predictions at multiple sites using simple parameterisations of the surface. 
4.4.3 Boundary layer scaling as a site screening tool 
One way of leveraging the advantages of rapid implementation at multiple sites is to 
apply the tool in a site screening context to test sites against some criterion of 
viability. Sites passing the criterion would be judged worthy of further investigation 
using more detailed approaches such as onsite measurements. 
Defining a viability criterion is non-trivial since one may consider environmental 
viability (the ability of a turbine to produce sufficient energy to repay its embedded 
carbon) and financial viability, (the ability of a turbine to produce sufficient energy to 
repay the financial investment). These will vary greatly depending on the materials 
and costs of specific turbines as well as the availability and level of government 
sponsored financial incentives. In the context of small-scale wind turbine 
installations, recent studies concerned with assessing city-wide wind energy 
potential [146, 149] have used a mean wind speed viability criterion of 4-5 ms-1, 
these values are also in line with industry advice offered by the UK trade body 
RenewableUK [150]. 
While a minimum mean wind speed is a useful starting point, the available wind 
power will depend both on the mean wind speed and the distribution of wind speeds 
at the proposed site. Hence, it is useful to express this criterion in terms of a 
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minimum wind power density. Assuming a Weibull distribution of wind speeds, the 
mean Betz power density in the wind  ̅ , can be obtained from Equation 4.10. 
Using a minimum mean wind speed of 4 ms-1 and a Weibull shape factor   = 1.9, as 
representative of UK sites [16], this equates to a viability criterion of  ̅  ≥  47 Wm
-2.  
An intuitive feel for this number can be gained through some simple calculations. 
Assuming 50% of the available Betz power can be converted to electrical power 
[11], (this is a broad approximation since efficiency will vary with wind speed and 
turbine design), for a small-scale turbine with a blade diameter of 2 m, this equates 
to an average power production of 74 W and an annual energy production of 647 
kWh. For a larger turbine with a blade diameter of 6 m, this equates to an average 
power production of 664 W and an annual energy production of 5821 kWh. Note 
that efficiencies may be reduced for building mounted turbines in urban areas due 
to turbulent wind flows. In the following analysis, the minimum power density 
criterion of  ̅  ≥ 47 Wm
-2 is applied to screen for viable sites.  
To implement the site pre-screening process we wish to identify sites which are 
likely to be unsuitable as judged by the viability criterion of  ̅  ≥ 47 Wm
-2. To reduce 
the likelihood of mistakenly excluding viable sites, only sites where even the most 
optimistic wind power prediction is below the viability criterion should be excluded. 
Taking this approach, all sites where the predicted  ̅  plus the associated 
uncertainty (top of each error bar) is below the viability criterion should be deemed 
unsuitable. These sites can be identified directly from Figure 4.14. The observed 
and BS predicted viability for each site are compared in Table 4.8, in addition, the 
predictions obtained using the NOABL-MCS approach are also shown. Crosses 
indicate that a site fails the viability criterion, ticks indicate that it passes. Correct 
viability predictions are highlighted in green, incorrect predictions are red. 
 
Table 4.8: Comparison of observed and predicted viability for each site based on a 
criterion of  ̅  ≥ 47 Wm
-2. Crosses indicate non-viable sites, ticks indicate 
viable sites. Correct predictions are highlighted in green, incorrect predictions 
are red. 
Site Obs BS Model
NOABL-
MCS
Site Obs BS Model
NOABL-
MCS
Site Obs BS Model
NOABL-
MCS
Site Obs BS Model
NOABL-
MCS
U1    SU1    C1    R1   
U2    SU2    C2    R2   
U3    SU3    C3    R3   
U4    SU4    C4    R4   
U5    SU5    C5    R5   
U6    SU6    C6    R6   
U7    SU7    C7    R7   
U8   - SU8    C8    R8   
U9    C9    R9   
C10   - R10   
C11   
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Table 4.8 shows that the BS predicted viability is correct in 32 out of 38 cases. In a 
site screening context, it is particularly important that promising sites are not 
excluded from further investigation based on an incorrect viability prediction, 
(represented by red crosses in Table 4.8). Using the BS model, 14 non-viable sites 
would correctly be excluded from further investigation with only one incorrect 
exclusion. This is a promising result given that the BS model requires no onsite 
wind measurements. In comparison, the NOABL-MCS approach makes correct 
viability predictions in only 25 out of 38 cases and incorrectly excludes 11 viable 
sites. These results indicate that the BS model can be a valuable tool when used in 
a site screening context and can add significant value compared to the NOABL-
MCS method. A final point worthy of note is that Table 4.8 indicates that the BS 
model may result in overly optimistic predictions at urban sites since four sites in 
the urban category were incorrectly predicted to be viable. This is possibly related 
to the fact that the approach does not account for local scale building effects which 
can significantly affect the wind resource, particularly for turbines mounted close to 
roof height. This issue appears to be less significant when using NOABL-MCS due 
to the tendency for the approach to underestimate the wind resource.  
4.5 Conclusions 
A boundary layer scaling model for estimating the wind energy resource has been 
investigated by comparing its predictions to wind speed data collected from 38 UK 
sites located in a range of terrains and suggestions have been made for improving 
its implementation. The MAE, RMSE, %Error and distribution of residuals were 
used to quantify the errors associated with the methodology and to judge attempts 
to improve its implementation. For the original methodology, as implemented in the 
WYET, averaged across all terrain types, the MAE and %Error were found to be  
0.63 ms-1 and 18%, respectively. 
For urban sites, the effect of defining the canopy height as the local mean building 
height, as obtained from a database of LiDAR measurements, was investigated. 
However, it was found that canopy heights based on a set of generic values 
performed better. While this may be partly due to discrepancies between the 
measurement procedures used for the anemometer and building heights, it also 
highlights the need for more accurate descriptors of local roughness in urban areas. 
For all terrains, the effect of an increased fetch and the use of directionally-
dependent regional roughness parameters on the accuracy of  ̅     was also 
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investigated. Averaged across all sites, it was found that taking account of these 
factors reduced the MAE and %Error to 0.52 ms-1 and 16%, respectively.  
The analysis was extended to investigate the success of the methodology in 
predicting  ̅  based on the assumption of a Weibull distribution with a fixed shape 
factor. An expression was derived to describe the fractional error in  ̅  resulting 
from the use of a fixed value of      and the significance of this error in relation to 
errors in  ̅     was quantified. Using the values of      extracted from each test 
site, this expression was minimised in order to obtain an optimum value of      
    .  
To investigate the overall performance of the approach in predicting the wind 
energy resource, three implementations of the methodology were used to predict  ̅  
at each site and these predictions were compared to the measured values. Using 
the modified methodology, Model B, it was found that the MAE and %Error in  ̅  
could be reduced from 23 Wm-2 to 20 Wm-2 and from 70% to 63%, respectively, 
when averaged across all sites. These results indicate that while the approach 
clearly has limitations, improvements can be achieved even with relatively simple 
modifications to the methodology.  
An uncertainty analysis using a Sobol sampling procedure was used to quantify the 
combined uncertainties in  ̅     and the predicted  ̅  arising from uncertainties in 
the regional and local aerodynamic parameters, blending height and Weibull shape 
factor. The analysis revealed average predicted uncertainties of +/- 0.4 ms-1 (11%) 
in  ̅     and +/- 24 Wm
-2 (61%) in the predicted  ̅ . While these values offer useful 
first approximations, they are likely to be underestimates since they do not account 
for all the possibly uncertainties involved in the implementation of the modelling 
approach. The sampling procedure was extended to include a global sensitivity 
analysis using the GUI-HDMR software tool. The results indicated that on average 
the predictions of  ̅  are most sensitive to the values of the local aerodynamic 
parameters and the Weibull shape factor. 
Due to the costs and timescales involved in onsite measurement campaigns, semi-
empirical models such as the one presented here, can be of great value in 
assessing the wind resource quickly and cheaply. However, such models should be 
applied with an awareness of their inherent uncertainties. Given the magnitude of 
the average errors in the predicted mean wind speed and wind power identified in 
this study, such models are perhaps better applied in a scoping context to identify 
test sites against a viability criterion. At promising sites, these predictions can then 
be supplemented by onsite measurements in order to minimise the investment risk. 
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However, since long-term onsite measurement campaigns are unlikely to be 
accessible to small-scale wind energy developers, there is a clear case for the 
development of data-driven approaches that are capably of accurately predicting 
the wind resource using short-term onsite measurements. The viability of such 
approaches will be discussed in the following chapters. 
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5 Data Efficient Measure-Correlate-Predict Approaches to 
Wind Resource Assessment 
5.1 Overview 
Since simple physical modelling approaches may not provide sufficiently accurate 
wind resource estimates, as outlined in Chapter 4, the current chapter investigates 
how short-term onsite measurements may be best used to add value to the site 
assessment procedure. Making the assumption that, due to financial and practical 
constraints, the onsite measurement period may be severely restricted, a key 
question is how best use may be made of any onsite wind data that can be 
obtained. 
The measure-correlate-predict (MCP) approaches discussed in Chapter 3 represent 
an established strategy for increasing the value of onsite measurements by 
correcting for inter-annual variations. However, MCP has received little attention in 
the context of small-scale wind energy where the reduced measurement period 
may necessitate corrections for both intra- (seasonal) and inter-annual variations. 
While long-term measurements are clearly desirable in reducing uncertainty, the 
focus of this work is to establish the feasibility of applying MCP approaches to 
measurement periods of much less than one year. This is with the aim of 
determining whether data-driven resource assessment can be made more 
accessible to the small-scale wind industry. Such an approach should not be seen 
as an alternative to long-term measurements, which can significantly improve 
accuracy but rather, as a tool that can be used to increase the value of short-term 
measurements in the absence of long-term, onsite data.  
As outlined in Section 3.2.5, although a limited number of previous studies have 
considered the effect of short measurement periods on MCP performance, there is 
a clear need for more detailed work in this area. Many studies are restricted to a 
small number of sites, a specific terrain type or a relatively short data record used 
for evaluation. In addition, the effects of seasonal variability, residual scatter and 
the use of training data from different years are often not explicitly investigated. 
Furthermore, MCP performance is in some cases judged using limited criteria such 
as the predicted mean wind speed rather than parameters related to the full wind 
speed distribution.  
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The contribution of the work described in this chapter is a rigorous investigation of 
MCP performance using very short training periods at a large number of potential 
small turbine sites in a range of UK terrains. Three MCP approaches were 
investigated using multiple 3 month onsite training periods shifted throughout an 11 
year data record using a sliding window technique. This allowed the effect of both 
seasonal and inter-annual variability in the error metrics to be fully investigated and 
the calculation of robust error statistics. Residual scatter in the regression 
relationships was explicitly considered and metrics were applied to quantitatively 
assess the average errors in the predicted mean wind speed, mean wind power 
density, standard deviation of wind speeds and Weibull shape factor over the 
multiple test and training periods. 
The main objectives of this study can be summarised as follows: 
(i) Development of a sliding window procedure to facilitate robust error 
estimates that account for both intra- and inter-annual variations. 
(ii) Quantification of the typical prediction errors that may be expected when 
applying the MCP approach to very short onsite measurement periods and 
hence an assessment of the added value of a short measurement 
campaign. 
(iii) Comparison of the performance of different linear MCP techniques when 
applied to very short measurement periods and an investigation of the effect 
of accounting for the residual scatter. 
(iv) An assessment of the magnitude and sign of seasonally dependent 
prediction errors and recommendations regarding the best measurement 
season. 
(v) Comparison of the average prediction errors using the MCP approach and 
the boundary layer scaling approach detailed in Chapter 4. 
This chapter is organised as follows: Firstly, a description of the sliding window 
technique used to obtain multiple training and test periods is given. Next, the 
meteorological measurements, site selection procedure and error metrics used to 
assess the MCP approaches are described. This is followed by an investigation of 
the performance of the different MCP approaches, including a detailed 
consideration of seasonal effects. Finally, the MCP error statistics are compared to 
those obtained using the BS model described in Chapter 4 and overall conclusions 
are drawn. 
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5.2 Methodology  
In this work, three of the linear MCP techniques described in Section 3.2 have been 
implemented, namely, linear regression (LR), linear regression with a Gaussian 
scatter model (LR2) and the variance ratio method (VR). As discussed in Section 
3.2, while LR2 is not a new approach (in effect it is simply a more sophisticated 
implementation of LR), it has not been widely applied in the MCP literature despite 
its apparent advantages. Hence in this work, an explicit distinction is made between 
LR and LR2 in order to compare their performance. 
5.2.1 The sliding window approach 
It is typical for MCP studies [125, 151] to identify a fixed training period, during 
which the reference/target site relationship is estimated, and a fixed test period, 
during which the MCP approach is used to make long-term predictions. Replicating 
the implementation of a real MCP assessment procedure, the training period may 
be chosen as the most recent 12 months of wind observations and the test period 
as the long-term historical observations, as shown in Chapter 3, Figure 3.3. While 
this seems logical, it may not be the most appropriate approach for rigorously 
comparing the performance of MCP techniques.  
Due to the inter-annual variability of synoptic-scale weather events, a single training 
year may not be fully representative of the types of reference/target site 
relationships that the MCP approach will be required to resolve. In the current study 
this issue is significantly compounded by the fact that the training period is the 
length of a single season. Hence, seasonal variability in the reference/target site 
relationships will not be accounted for unless multiple training periods are used.  
To resolve these issues, a sliding window technique was implemented using 
multiple 3 month training and 10 year test periods throughout an 11 year data 
record. The approach is shown schematically in Figure 5.1 and can be summarized 
as follows: 
(i) A training window spanning a full year is first defined and this is shifted in steps 
of one month throughout the 11 year reference and target site data records 
resulting in a total of 120 steps. The remaining data not covered by the training 
window are designated as the test data, which always cover a combined period of 
10 years. 
(ii) At each step, a three month training period at the start of the training window is 
used to extract the regression parameters for the MCP approaches of LR, LR2 and 
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VR. This represents the short-term onsite measurement period proposed in this 
study. 
(iii) The MCP approaches are then applied to the 10 year test data at the reference 
sites in order to predict a concurrent time series of wind speeds at the target sites. 
This represents the long-term predictions extrapolated from the short-term onsite 
measurements. 
(iv) Error metrics are calculated at each step by comparing the predictions with the 
observed values over the test period at each target site. 
 
Figure 5.1: Schematic diagram of the sliding window technique used to test the 
MCP predictions across the entire data record. The test periods move with the 
training window such that the two never overlap. 
Note that while the training period spans just 3 months, a training window covering 
a full year is used to ensure that the test period always covers an integer number of 
years thus avoiding seasonal variations in the test data. This approach results in a 
total of 120 predictions of the 10 year wind resource spanning all training seasons 
and years within the 11 year data record.   
A 3 month training period was chosen for this study based on empirical 
observations of the average data length required to establish regression 
relationships between the hourly wind speeds at the reference/target site pairs. In 
addition, a 3 month period was found to be convenient for investigating seasonal 
variability based on the nominal seasons of autumn, winter, spring and summer. 
The impact of the training length on the accuracy of MCP predictions is returned to 
in more detail in Chapter 7. 
5.2.2 Implementation of the MCP techniques 
A description of each of the three MCP approaches is given in Chapter 3, Section 
3.2.2.2 (LR), Section 3.2.3.1 (LR2) and Section 3.2.2.3 (VR). 
Sliding window
Test period
Yr 1 Yr 11Yr 3Yr 2
Test period
Training period
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Each approach was applied sector-wise to data which was first binned according to 
the reference site wind direction. The sector approach was used to account for the 
directional dependence of the upwind roughness which previous work [16] has 
shown affects the scaling between the reference and target site wind speeds. In line 
with previous studies [107, 115], angular bins of width 30⁰ were used resulting in 12 
separate regressions for each reference/target site pair. For angular bins with less 
than 20 data entries, the regression parameters were found to behave erratically 
and hence in these cases, the parameters were obtained by applying a global fit to 
data from all bins.  
5.2.3 Meteorological measurements 
In order to assess the performance of the MCP approaches, long-term 
meteorological data (hourly averaged wind speed and direction) were obtained from 
the Met Office anemometer network (MIDAS)  [140] at a total of 37 UK sites for an 
11 year period between August 2001 and July 2012. These sites consisted of 22 
target sites (locations where we wish to predict the wind resource) and 15 reference 
sites (used to implement the MCP approaches). The target sites formed a subset of 
the sites considered in Chapter 4, although in the present study they cover a longer 
period. The general characteristics of these data are described in Section 4.2 and 
further details of specific relevance to the MCP approach are described below. 
As outlined in Chapter 4, the long-term MIDAS data record may be subject to 
biases due to historical changes to measurement equipment, mast siting and 
surrounding land usage. Such changes are not always recorded in the MIDAS 
metadata record. However, for the 11 year data record used in the present study, 
three relevant changes were recorded, namely, replacement masts at sites C8 and 
R2, and felling of trees at site Rf15. For these sites, the wind data record was 
examined close to the dates where the changes occurred but no clear anomalies 
were detected. To further screen for changes not recorded in the metadata, time 
series plots of the monthly mean wind speeds over the entire 11 year data record 
were visually examined at all reference/target site pairs. The purpose of this was to 
check for significant deviations between the trends recorded at each of the site 
pairs. No significant anomalies were detected during this screening. 
After performing the quality control steps detailed in Section 4.2, it was necessary 
to ensure the data from all sites were time-aligned since the MCP approach is 
applied to concurrent time series. This was achieved by padding missing entries in 
the time series with NaNs to ensure a consistent data record across all sites 
covering the entire 11 year data period. Further precautions were required in 
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dealing with lulls (entries with zero wind speed and/or wind direction). The presence 
of lulls presents several difficulties when applying an MCP approach. Firstly, when 
binning wind speeds according to angular sectors, it is not possible to assign lulls to 
a particular wind direction bin, although in some studies lulls have been randomly 
distributed between all bins [18]. Secondly, when applying Weibull fits to the data, 
and hence when implementing the bivariate Weibull MCP approach (discussed in 
Chapter 7), lulls cannot generally be accounted for due to the mathematical form of 
the distribution. It should also be noted that lulls recorded in the MIDAS data record 
may not correspond to a true period of zero wind speed due to the relatively coarse 
data resolution (1 knot  = 0.51 ms-1) as well as the poor response characteristics of 
some cup anemometers at low wind speeds [142]. 
Hence, in order to apply a consistent approach, all lulls were removed from the data 
before application of the MCP techniques. Since concurrent data are required, 
removing a lull (or NaN) at a site, also requires removing the concurrent 
observation at the site’s pair. To better understand the effect of this procedure, the 
target site mean wind speed  ̅    and wind power density  ̅  were calculated using 
both the raw data and the data with lulls removed over the full 11 year period. It was 
found that removing the lulls resulted in a relatively small average increase in  ̅    
of 2.2% and  ̅  of 2.7%. For consistency, the MCP error metrics were calculated 
after the removal of NaNs and lulls to ensure that the predictions were compared 
against the same data on which they were based. Figure 5.2 shows a schematic 
illustration of the processing of raw data to remove NaNs and lulls, including 
concurrent data points at the reference or target sites.  
 
Figure 5.2: Schematic diagram illustrating the removal of lulls and NaNs including 
concurrent observations at the reference or target sites. 
     (deg)      (ms
-1
)      (ms
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230 2.57 2.056 
190 2.056 2.57 
180 0.514 2.57 
0 0 1.028 
210 0.514 1.028 
220 0.514 1.028 
NaN NaN 2.57 
220 1.028 1.028 
210 2.57 2.57 
210 4.112 3.084 
200 4.112 3.084 
230 4.626 NaN 
210 3.598 5.654 
210 3.598 4.626 
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Before time alignment and subsequent processing as described above, the 
reference and target site observations had an average availability of 98% with a 
minimum of 94%. Post processing, the average availability was 94% with a 
minimum of 87%. 
5.2.4 Site selection 
In order to fully account for inter-annual variations in the reference/target site 
correlations and to obtain robust error statistics, only sites with a data record 
covering at least 11 years were chosen for this study. This, along with the MCP 
requirement of nearby long-term reference sites, limited the total number of 
available sites. The target sites were specifically chosen to be representative of 
different terrain types, urban, sub-urban, rural and coastal and this classification 
was made through examination of satellite images as described in Section 4.2.6. 
Since some of the sites studied in Chapter 4 were excluded from this study due to 
their short data record, it was not possible to include a sufficient number of sites 
from each terrain category to enable robust conclusions to be made regarding the 
effect of terrain on MCP performance. Instead, the main intention of including 
different terrain types was to reflect the range of scenarios which may be 
encountered by small-scale wind energy developers in real-world site assessments. 
However, for some terrain types, there were sufficient sites to observe general 
trends.  
The standard Met Office observational practice is the location of anemometers at a 
height of 10 m above open ground, although this is not always possible in urban 
areas. In the case of the urban sites used in this study, the anemometers were 
known to be building mounted and the heights of these anemometers are given in 
Table 5.2. In a real-world MCP scenario, short-term measurements at the target site 
would be used with long-term historical data from the reference site. In this study 
however, long-term data at both the reference and target sites are used to allow the 
predictions to be tested against long-term measurements.  
Wherever possible, reference sites were located in areas of simple, exposed 
terrain, or in coastal locations when paired with coastal sites. Depending on 
geographical location, some reference sites served multiple target sites. Clearly it is 
desirable to choose reference sites on the basis of the strength of their correlation 
to the target site under consideration, often judged by means of the linear 
correlation coefficient between concurrent wind speeds. However, in the current 
study, the choice of reference sites was generally limited by the availability of 
concurrent, long-term data, and the restrictions of exposed terrain and proximity to 
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the target sites. In certain cases this resulted in reference/target site pairings that 
were not ideal. For example, the rural target site R1, which is located in complex 
rural terrain, was paired with a coastal reference site 50 km away due to the lack of 
available reference data in the area. Such cases are still informative in a research 
context however as they allow MCP approaches to be tested at the limit of their 
applicability. Finding suitable reference sites for coastal target sites presented a 
significant challenge. As described in Section 2.4.5, due to the complexity of coastal 
climates, conditions can vary considerably even over short distances in the coastal 
zone. Due to data availability, even the closest coastal reference sites were 
separated from the target sites by a distance of 30 km, which presents the risk of 
decoupling due to differences in fetch and atmospheric stability conditions. 
However, such issues are representative of the challenges faced by small-scale 
wind developers in the real-world where access to suitable long-term reference data 
may be limited. This issue is returned to in Chapter 8. Details of all sites used in this 
work can be found in Table 5.1 and approximate geographical locations are shown 
in Figure 5.3. 
 
Table 5.1: Summary of the meteorological monitoring sites used in this study. 
Target sites are defined as Urban, Sub-Urban, Coastal or Rural, reference 
sites are denoted as Rf. The elevation above sea level (Elev), ratio of target 
and reference site mean wind speeds ( ̅     ̅   ), distance between target 
and reference sites ( ) and linear correlation coefficient between the 
reference and target site wind speeds (  ) are also shown. Building mounted 
anemometers: *  = 20.6 m, **  = 22.5 m above ground level.  
Target sites Reference sites
Site OS grid Elev (m) Site OS grid Elev (m) ūtar/ūref d (km) ru
U1* SJ8396 33 Rf1 SD6614 440 0.49 25 0.79
U2** SU4210 26 Rf2 SU5501 9 0.72 16 0.87
SU1 NJ8712 65 Rf3 NO4620 10 0.94 101 0.55
SU2 SK5045 117 Rf4 TF0049 63 0.67 49 0.82
SU3 SU8554 65 Rf5 SU3039 90 0.92 58 0.85
SU4 SU1344 132 Rf5 SU3039 90 0.90 17 0.88
SU5 SU1740 126 Rf5 SU3039 90 1.13 13 0.92
SU6 SD8812 110 Rf1 SD6614 440 0.35 22 0.73
SU7 SP3180 119 Rf6 SP2186 96 0.87 12 0.81
C1 NK1345 15 Rf7 NJ2169 7 1.06 96 0.51
C2 NU2514 23 Rf3 NO4620 10 1.06 133 0.66
C3 TA1967 15 Rf8 TA0243 7 1.20 30 0.68
C4 NM8834 3 Rf9 NR6622 10 0.64 113 0.70
C5 SN2452 133 Rf10 SM8905 44 1.27 59 0.79
C6 SX9456 58 Rf11 SX4952 50 1.17 46 0.67
C8 SD3000 9 Rf12 SD3131 10 1.10 31 0.88
R1 NH8914 228 Rf13 NJ0662 5 0.59 51 0.53
R2 SE5238 8 Rf14 SE4961 14 1.13 24 0.88
R3 SK5026 43 Rf4 TF0049 63 0.67 55 0.79
R4 SO9749 35 Rf6 SP2186 96 1.03 44 0.85
R5 SU7349 118 Rf5 SU3039 90 1.14 45 0.86
R6 NS8264 277 Rf15 NT2302 236 1.68 74 0.73
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Figure 5.3: Approximate geographical locations of the meteorological monitoring 
sites used in this study. Target sites are defined as Urban, Sub-Urban, 
Coastal or Rural, reference sites are denoted as Rf. 
5.2.5 Error metrics 
The MCP approaches were used to predict time series of hourly averaged wind 
speeds over multiple 10 year prediction periods at each test site. From this time 
series, a number of parameters related to the wind resource were extracted. Of 
particular importance are the predicted mean wind speed  ̅     and the mean Betz 
wind power density  ̅  (defined by Equation 2.9). Also of interest are parameters 
that give insight into the form of the predicted wind speed distribution. Two such 
parameters are considered in this study, the predicted Weibull shape factor   
(defined by Equation 2.6 and estimated from the predicted wind speeds using the 
method of maximum likelihood) and the standard deviation of predicted wind 
speeds   defined by: 
  √
 
   
∑         ̅      
 
   
 
Equation 5.1 
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where        is the  
   wind speed prediction,  ̅     is the long-term mean wind 
speed prediction and   is the total number of instantaneous wind speed 
predictions. The   parameter is useful in that, unlike   which is evaluated through a 
fitted Weibull distribution,   is simply a measure of the spread of the wind speeds 
about the mean without the assumption of a specific wind speed distribution. 
Quantitative comparisons were made between predicted and observed values of 
these parameters across all 22 sites using the metrics of mean absolute percentage 
error (%Error), mean absolute error (MAE) and mean bias error (MBE). These are 
defined below for the predicted mean wind speed, equivalent error metrics may be 
defined for the remaining parameters of interest. 
          ∑
| ̅       ̅      |
 ̅     
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Equation 5.4 
where   represents the     site,  ̅    and  ̅     are the long-term observed and 
predicted mean wind speeds respectively and   is the total number of target sites.  
Using the sliding window approach, 120 predicted time series, and hence 120 
values of the error metrics (Equation 5.2 - Equation 5.4) corresponding to each 
window position, were obtained for each target site. The final error statistics for a 
site were calculated as the average of these error metrics across all training/test 
periods. These averages were then combined into a single value across all sites to 
provide overall error statistics.  
It is important to note that the error metrics have two types of variability about these 
single-valued averages. Firstly, there is the variability across the different training 
and test periods which is linked to seasonal and inter-annual effects. The sliding 
window approach uses partially overlapping 3 month training periods in order to 
provide a large number of training/test cases as described above. This means that 
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the errors for each training period are not independent and hence, while the 
standard deviation of the error metrics across the training periods may be a useful 
measure of variability, care should be taken in interpreting this variability in terms of 
confidence intervals. Note that even for training periods that are non-overlapping, 
serial correlations are still likely to violate a strict independence assumption. 
Secondly, there is also variability in the error metrics across the 22 different target 
sites which is linked to site-specific performance of the MCP approaches. Both of 
these types of variability are considered in the following investigation. 
5.3 Results and Discussion  
Figure 5.4 shows hourly averaged target and reference site wind speeds for a 
single 30⁰ angular sector from the reference/target site pair Rf11/C6. Since there is 
a large amount of variability at each site and within each angular sector, these 
results are intended as an example rather than to be fully representative. Wind 
speed observations are recorded with a resolution 0.51 ms-1, hence, in order to fully 
represent the discretized data, the wind speeds are presented as two dimensional 
density plots where the shading indicates the frequency of observations at each 
wind speed. In the case of the predicted wind speeds, (Figure 5.4C and D), the data 
are also discretized using wind speed bins of width 0.51 ms-1 for consistency with 
the recorded data. 
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Figure 5.4: Target and reference site wind speeds for a single 30⁰ angular sector 
from the reference/target site pair C6-Rf11. A) Observations over the 3 month 
training period along with the LR, LR2 and VR fits, B) 10 year observations, 
C) 10 year predictions using LR and VR, D) 10 year predictions using LR2. 
The solid lines represent the mean prediction, the dots show the observed or 
predicted scatter and the shading represents the frequency. 
Figure 5.4A shows the observed wind speeds over the three month training period 
along with the three regression fits. The fits are identical for LR and LR2 since the 
approaches only differ in the prediction phase. It can be seen that VR results in a 
steeper gradient than LR due to the forced increase in    ̂  discussed in Section 
3.2.2. Figure 5.4B shows the recorded wind speeds over the entire 10 year 
prediction period and Figure 5.4C and D show the attempt to predict these 
observations using the MCP approaches. The predictions using LR and VR (Figure 
5.4C) all lie along the straight lines defined by the regression equations. It can be 
seen that these predictions differ markedly from the instantaneous observations 
(Figure 5.4B) which exhibit considerable scatter. In contrast, the LR2 approach 
(Figure 5.4D) is capable of reproducing at least the general form of the scatter 
about the mean prediction. However, the predicted scatter has a narrower range 
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than that observed in Figure 5.4B, implying that      (Equation 3.13), as modelled 
from the short-term training data, is lower than the long-term observed value.  
It can be seen from Figure 5.4D that at low reference site wind speeds, the 
predicted target site wind speed may be less than zero due to the effect of the 
residual scatter term. Previous studies have dealt with negative predictions arising 
from simple linear models by removing the values [125] or setting them to zero [99]. 
However, where an attempt is made to model the residual scatter, negative 
predictions are more frequent and simply removing them will reduce the number of 
entries at low wind speeds, resulting in a positive bias in the predicted mean wind 
speed and mean wind power. The opposite will be true if the values are simply set 
to zero. In this work a compromise was used whereby negative predictions were set 
to the mean value of the function before the residual scatter term is applied. In the 
small number of cases where the mean value of the function is also less than zero, 
the value was removed from the prediction. 
As discussed in Section 3.2.3, the Gaussian scatter model implemented in LR2 is a 
simplification. If the reference and target site wind speeds follow correlated Weibull 
distributions, the scatter will not strictly be Gaussian and      is unlikely to be 
constant with wind speed. To demonstrate this, Figure 5.5 shows the distribution of 
residuals (or scatter) about the mean regression predictions for the data shown in 
Figure 5.4. The residuals are given by          ̂   , where      and  ̂    are the 
hourly averaged, observed and predicted target site wind speeds respectively. 
 
Figure 5.5: Observed (bars) and predicted (line) distributions of target site wind 
speed residuals for a single 30⁰ angular sector from the reference/target site 
pair C6-Rf11 based on a 10 year data period. The distributions are split into a 
low (left) and high (right) wind speed regimes based on the reference site 
wind speed. 
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The predicted residuals are those obtained after application of the Gaussian scatter 
model, with variance conditioned on the short-term training period (Figure 5.4D) 
and hence represent samples drawn from an ideal Gaussian distribution. The 
observed residuals are the actual deviations from the linear regression over the full 
10 year test period (Figure 5.4B) which do not necessarily follow a Gaussian 
distribution. The distributions have been split into a low and high wind regime with 
respect to the reference site wind speed to demonstrate changes in the scatter 
distribution with wind speed. Note that these distributions represent only a snapshot 
since they were taken from a single reference/target site pair using a single training 
period and angular sector. 
From visual inspection, the distributions of observed residuals appear to deviate 
from ideal Gaussian behaviour since they feature both skew and increased 
peakedness, particularly in the high wind speed regime. This deviation from 
Gaussian behaviour was confirmed at the 95% confidence level based on 
measures of skewness and kurtosis. For the example shown in Figure 5.5, the 
skew is most pronounced in the higher wind speed regime which features a 
relatively high frequency of small negative residuals and occasional but relatively 
large, positive residuals. This pattern is also visible in Figure 5.4B and is likely due 
to localised climate effects at the target site. However, such deviations do not 
necessarily preclude the use of a Gaussian scatter model as a first approximation. 
The overall degree to which the assumption of Normally distributed residuals 
impacts on the accuracy of the wind resource predictions is best assessed through 
recourse to average error statistics over multiple sites and training periods. These 
statistics are considered in the following sections and alternative methods of 
representing the residual scatter are considered in more detail in Chapter 7. 
5.3.1 The added value of MCP 
Since the purpose of undertaking an MCP approach is to improve the long-term 
assessment of the wind resource, it is appropriate to first estimate the added value 
of correlating to a long-term reference site. In the absence of MCP, direct target site 
wind observations could be used to make some long-term estimate of  ̅ and  ̅ . 
However, due to seasonal variability, it would be expected that such an estimate 
would be subject to considerable error when using onsite measurement periods of 
less than 12 months.  
Figure 5.6 compares the %Error in  ̅ and  ̅  for direct target site observations and 
the LR2 approach. While the current study is predominantly concerned with a fixed 
3 month onsite measurement period, Figure 5.6 compares prediction errors for 
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multiple training periods of between 1 and 12 months. For each training period, the 
error metrics are averaged across all sites and 120 sliding window positions. 
 
Figure 5.6: %Error as a function of training period for the wind resource parameters 
of  ̅ and  ̅  using direct observations and the linear MCP approach of LR2. 
The data represent the mean values averaged across 22 site pairs and 120 
starting months. 
Figure 5.6 demonstrates that the LR2 approach offers large reductions in error 
compared to direct observations for training periods of 12 months or less. The 
added value of MCP is particularly pronounced for short training periods where 
direct observations are subject to large seasonal variability, while for longer training 
periods, direct measurements become more representative of the long-term wind 
resource. These results highlight the potential value in using MCP approaches, 
particularly in cases where the onsite measurement period is less than 12 months.  
5.3.2 Overall error statistics 
To compare the performance of the regression MCP approaches implemented in 
this study, Figure 5.7 shows the average  ̅     versus  ̅    10 year mean wind 
speeds at the 22 target sites using the three MCP approaches. Note these are 
averages over all training periods and hence only systematic biases will be visible 
since seasonal and inter-annual biases will be smoothed out. The long-term mean 
wind speeds appear to be well predicted at all sites using each of the MCP 
approaches. However, there appears to be a small tendency for VR to overestimate 
the mean wind speed compared to the other two approaches. This is not surprising 
since the VR method enforces a steeper gradient compared to LR. Note that the LR 
and LR2 approaches result in very similar values for  ̅     indicating that the 
residual scatter term does not significantly affect the mean wind speed prediction.  
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Figure 5.7 also shows the average  ̅     versus  ̅    10 year mean wind speeds at 
the 22 target sites using just the LR2 approach highlighted with respect to terrain 
type. The error bars represent plus-or-minus twice the standard deviation (+/-2σ) 
across the 120 training periods. The error bars highlight the intra- and inter-annual 
variations in the predictions, which appear to be particularly pronounced for coastal 
regions. As mentioned previously, the error bars cannot strictly be treated as 95% 
confidence intervals since the predictions are not independent due to the structure 
of the sliding window approach. On average, the 2σ values represent around +/- 0.5 
ms-1 (~17%), while for the most variable sites they can be greater than 1 ms-1. Note 
that while these 2σ values are larger than those estimated for the boundary layer 
scaling (BS) model in Chapter 4, (0.4 ms-1, 11%) the estimated errors where shown 
to not fully account for all contributions to the prediction errors in the BS case. 
 
Figure 5.7: Left - Predicted and observed 10 year mean wind speeds at 22 target 
sites using three MCP approaches averaged across all training/test periods. 
Right – Equivalent predictions using only the LR2 approach highlighted by 
terrain type. Error bars represent +/- 2σ across the 120 training periods. The 
dotted line shows a one-to-one relationship. 
Table 5.2 shows the error metrics of %Error, MAE and MBE averaged across all 
target sites for the three MCP approaches. Predictions obtained using the BS 
model are also included and these are discussed further in Section 5.3.5.  The 
results indicate that on average,  ̅ and  ̅  can be predicted to within 4.8% and 14% 
respectively using just three months onsite measurements with the best performing 
MCP approach. Note that individual predictions can exhibit larger or smaller errors 
depending on the measurement season as highlighted by Figure 5.7. 
For the predicted  ̅ there is no clear difference between MCP approaches while for 
 ̅ , the LR2 approach performs best, closely followed by VR with the largest errors 
observed for LR. In the case of   and  , VR performs best indicating that this 
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approach is more successful at predicting the wind speed distribution, again the 
largest errors are observed for LR. The bias errors indicate the degree to which the 
approaches systematically overestimate or underestimate a particular parameter. It 
is noteworthy that while LR results in very low bias in  ̅, the approach 
underestimates   and overestimates   resulting in a narrower predicted wind speed 
distribution that in turn leads to a large underestimate of  ̅ . LR2, which accounts 
for the residual scatter, results in the lowest bias for  ̅ , followed closely by VR. 
Overall, LR2 tend to underestimates  ̅  while VR overestimates it.  
 
Table 5.2: Error metrics averaged across 22 target sites for three MCP approaches, 
(LR, LR2 and VR), as well as a boundary layer scaling model (BS). 
In addition to the average error metrics, it is useful to consider the distribution of 
residual errors across all sites. The residual percentage errors    in the predicted 
mean wind speed at a particular site may be expressed as: 
        [
 ̅     ̅    
 ̅   
] 
Equation 5.5 
Note that a positive    represents an underestimate. Similar expressions may be 
obtained for the remaining parameters of interest.  
Figure 5.8 shows    across 22 sites. Note that the error distributions represent the 
range of errors across the different sites after averaging across all 3 month training 
periods, hence seasonal variations are smoothed out as described in Section 5.2.5. 
The error distributions for  ̅ are very similar for all approaches although VR shows a 
slight tendency to overestimate. For  ̅ , which is perhaps the most significant 
parameter given that the aim is to predict the wind energy resource, LR can be 
seen to exhibit a strong tendency to underestimate. This is expected due to the 
 
3 M Method ū ?̅?𝒅 σ k 
%Error BS 9.5 26 NA NA 
 LR 4.7 19 17 23 
 LR2 4.8 14 6.2 7.8 
 VR 4.8 15 5.3 4.3 
  
ū 
(ms
-1
) 
?̅?𝒅 
(wm
-2
) 
σ 
(ms
-1
) 
k 
MAE BS 0.42 22 NA NA 
 LR 0.21 15 0.44 0.42 
 LR2 0.21 11 0.16 0.14 
 VR 0.21 11 0.13 < 0.1 
MBE BS -0.17 -9.9 NA NA 
 LR < 0.1 -13 -0.43 0.42 
 LR2 < 0.1 -2.8 -0.10 0.13 
 VR < 0.1 5.7 < 0.1 < 0.1 
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failure of LR to represent the residual scatter. On average, VR has a significantly 
lower bias than LR but the error distribution is negatively skewed indicating a 
tendency to overestimate. The best predictions (small bias and low error range) are 
obtained using LR2 highlighting the value of explicitly accounting for the residual 
scatter term.  
These observations are also reflected in the error distributions for of   and  . LR 
underestimates   and overestimates   leading to a narrower predicted wind speed 
distribution. LR2 does significantly better at estimating these parameters although it 
still leads to an underestimate of the width of the wind speed distribution, likely 
because the short training period makes it challenging to accurately estimate      
(Equation 3.13). VR does particularly well at estimating   and   resulting in a very 
small bias and a low error range. It is likely that the tendency of VR to slightly 
overestimate  ̅, which may have a more significant effect on the power density 
compared to   [16], prevents this approach from outperforming LR2 in terms of 
predicted  ̅ . 
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Figure 5.8: Residual percentage error distributions across 22 target sites for  ̅,  ̅ ,  
and  . The error bars represent the 5th and 95th percentiles, the shaded 
regions encloses the interquartile range. 
5.3.3 Variability in the bias error 
While Table 5.2 shows the overall MBE statistic (Equation 5.4), as averaged across 
all 22 sites and 120 sliding window positions, it is of interest to consider the 
variability in the bias error. For a fixed 3 month training period, there are a total of 
2640 estimates of the bias error, representing prediction errors for 22 sites and 120 
sliding window positions. Figure 5.9 shows the distributions of these errors for  ̅ 
and  ̅  using each of the three MCP approaches. 
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Figure 5.9: Distributions of bias errors in  ̅ and  ̅  for the three MCP approaches. 
The 2σ values for the LR2 approach are marked by the vertical, dotted red 
lines. 
For  ̅, the bias errors are very similar for all MCP approaches and close to 
symmetric about zero. For  ̅ , the LR errors are skewed in the negative direction, 
demonstrating the increased tendency to underestimate this parameter, while for 
LR2 and VR they are more symmetric about zero. Note that the distributions 
encompass the variability across all sites, training seasons and years. In the case 
of independent, normally distributed errors, the standard deviations of these 
distributions can be used as an estimate of the prediction uncertainty, with twice the 
standard deviation (+/- 2σ) interpreted as approximate 95% confidence intervals. 
For LR2, the 2σ values were calculated as 0.58 ms-1 and 36 Wm-2 for  ̅ and  ̅  
respectively. Very similar values were obtained for LR and VR. 
As stated previously, the overlapping training periods violate the condition of 
independent errors. To investigate this further, the distributions of bias errors were 
calculated using only the 40 non-overlapping sliding window positions. However, 
this was found to have little effect on the shape of the distributions and the 
calculated 2σ values were within 2% of those obtained from the full data. From 
visual inspection, there was also some concern as to whether the distributions in 
Figure 5.9 approximate Normal distributions, particularly in the case of the errors in 
 ̅  where the distributions appear to be strongly peaked. The kurtosis can be used 
as a simple measure of the peakedness of a distribution and is defined by [152]: 
    𝑜𝑠 𝑠   
  
  
 
Equation 5.6 
where    is the fourth moment about the mean and   is the standard deviation. 
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A Normal distribution has a kurtosis of 3 with higher values indicative of a more 
peaked distribution with heavier tails, termed leptokurtic [152]. Using the MCP 
approach of LR2, the kurtosis was found to be 4.6 and 7.2 for the error distributions 
for  ̅ and  ̅  respectively. This indicates that, particularly in the case of  ̅ , the 
variability is not fully captured in the 2σ values and the predictions may be subject 
to occasional, large outliers, as characterised by a heavy tailed distribution. Thus, 
while MCP applied to short-term measurements can significantly aid investment 
decisions, the possibility of large outliers at specific sites should not be ignored. 
5.3.4 Seasonal effects 
Given that the MCP approaches presented in this study propose a training period of 
just three months, it is particularly important to consider seasonal effects in relation 
to the error estimates. The error metrics presented thus far have been averaged 
across all training periods, and while these provide robust statistics, they do not 
give information as to how the magnitude and sign of the errors may vary with the 
measurement season. Such information is important in making a more precise 
estimate of the likely error given a specific training season as well as in determining 
if prediction errors can be minimized through choosing an optimum season in which 
to collect the short-term onsite wind measurements. 
To investigate these sensitivities, the average error statistics were decomposed into 
seasonal averages. This was achieved by averaging the error metrics for equivalent 
three month training periods across all years in the data record resulting in 
seasonal averages across a full 10 years. Due to the large bias present in the 
predictions obtained using LR, as described above, only the LR2 and VR 
approaches were selected for more detailed study. 
5.3.4.1 Seasonal variation in the percentage error 
Figure 5.10 shows the variation in the average %Error for  ̅,  ̅ ,  , and   using 
different three month training periods throughout the calendar year. The vertical 
lines mark training periods corresponding to the nominal seasons of autumn (Sept-
Nov), winter (Dec-Feb), spring (Mar-May) and summer (June-Aug). Training data 
periods between these points include months which overlap more than one season. 
Clear seasonal variations can be seen in the prediction errors for all parameters for 
both LR2 and VR. For the key parameters of  ̅ and  ̅ , the largest errors occur 
close to winter and summer while the smallest errors occur close to autumn and 
late winter/early spring (Feb-April). These observations are similar to those noted 
by Oliver and Zarling, [137], described in Section 3.2.5. The results indicate that on 
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average, large reductions in the error of the predicted  ̅  can be achieved through 
choosing optimum seasons in which to obtain the short-term onsite measurements. 
For LR2, the best season results in a %Error in  ̅  of ~10%, compared to ~18% for 
the worst season. Similarly for VR, the best season results in a %Error in  ̅  of 
~12%, compared to ~20% for the worst. The slightly poorer performance of VR in 
winter compared to LR2, with respect to the %Error in  ̅ , may be related to the 
tendency of VR to slightly overestimate the mean wind speed, as shown in Figure 
5.8, since overestimates of wind speed carry a higher penalty than underestimates 
when evaluating wind power. The LR2 approach may also benefit from some 
cancellation of errors between estimates of  ̅ and the distribution parameters of  , 
and  . Interestingly, the LR2 approach exhibits a stronger seasonal variation in   
and   compared to the VR approach, with the largest errors occurring in summer.  
 
Figure 5.10: Seasonal variation of %Error in  ̅,  ̅ ,   and   averaged across 22 
target sites using two MCP approaches. The vertical lines mark the nominal 
seasons of autumn (Sept-Nov), winter (Dec-Feb), spring (Mar-May) and 
summer (June-Aug). The horizontal axes show the three month period used 
for training.  
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The observed seasonal variations in the error metrics indicate that the regression 
parameters extracted from the short-term training data vary according to seasonally 
dependent weather patterns. If the training period features a high frequency of 
atypical weather patterns, the extracted regression parameters will not be 
representative of the long-term reference/target site relationship and this will lead to 
errors in the long-term wind predictions. Seasonal weather patterns could introduce 
a number of factors which contribute to such effects. For example, since a sector 
approach is used in the implementation of the MCP algorithms, it is expected that 
training periods that include wind directions that adequately populate each of the 
30⁰ angular sectors will result in improved long-term predictions. Of interest in this 
regard is a recent study by Earl et al. [153] which investigated the variability in UK 
surface winds over a 30 year period using a network of 40 anemometer stations. 
While the UK surface winds are dominated by winds from the southwest, relatively 
large seasonal variations in wind direction were observed. In particular, spring was 
found to have a more significant north-easterly component leading to a more even 
spread of wind directions compared to other seasons.  
For the 15 reference sites used in the current study, Figure 5.11 compares the 
percentage frequency of wind directions during spring and summer as averaged 
across the 11 year data record. The data shows similar seasonal variations in wind 
direction to those observed by Earl et al. with more significant north-easterly and 
easterly components during spring compared to summer. As the MCP approaches 
are applied sector-wise, it is likely that seasons which have a greater spread of 
wind directions will result in more accurate estimates of the regression parameters 
since the sectors will be more uniformly populated. Conversely, seasons with a 
strongly dominant wind direction could result in poor estimates of the regression 
parameters for certain poorly represented sectors. Note that the effects of wind 
direction may be further complicated at coastal sites due to the presence of sea 
breezes which may result in localised diurnal changes in the predominant wind 
direction. While any such effects could in principle be reduced by using a single 
regression fit to data from all wind directions, it was found that on average the 
prediction errors were lower when using the sector approach. 
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Figure 5.11: Percentage frequency of wind directions in 30⁰ sectors during spring 
(Mar-May) and summer (June-Aug) averaged across the 15 reference sites 
and 11 year data record used in the current study. The lines are included as a 
guide to the eye. 
Another point of interest is the increased errors in   and   observed for LR2 during 
summer. For the sites considered in the current study, both the mean wind speed 
and the average variance of the wind speeds was lowest during this season. This 
could result in insufficient range over which to achieve an accurate least squares 
regression as well as impacting on the estimates of the long-term residual standard 
deviation      required to reconstruct the residual scatter. In addition, periods of low 
wind speeds will be more subject to variability caused by local phenomena, as 
described in Section 2.4, and this may lead to decoupling between reference and 
target sites when they are separated by large distances. 
Changes in atmospheric stability may be a further source of seasonally dependent 
decoupling between the reference and target sites. For example, in winter when 
there is a higher probability of stable conditions, a reduction in vertical mixing may 
cause the local wind flow to become decoupled from the large scale flow. This in 
turn can result in a reduced correlation between the reference and target sites, and 
hence, the regression parameters extracted during these periods may not be 
representative of the long-term relationship.  
5.3.4.2 Seasonal variation in the mean bias error 
To establish whether certain seasons are more likely to result on average in over or 
underestimates of the wind resource, Figure 5.12 shows the seasonal variation in 
the MBE for  ̅ and  ̅ . For LR2, winter training periods are more likely to result in 
overestimates of the long-term wind resource while the opposite is true for summer 
training periods. For VR, the same trend is visible for winter training periods while 
for the remaining seasons the bias is close to zero. Since Figure 5.10 shows that 
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the percentage errors in  ̅ and  ̅  also peak for VR in the summer, this implies that 
for VR the sign of the error varies depending on the specific site during this season. 
 
Figure 5.12: Seasonal variation of the MBE in  ̅ and  ̅ , averaged across 22 target 
sites using two MCP approaches. The vertical lines mark the nominal seasons 
of autumn (Sept-Nov), winter (Dec-Feb), spring (Mar-May) and summer 
(June-Aug). The horizontal axes show the three month period used for 
training.  
5.3.4.3 Seasonal gains in prediction accuracy 
It is of interest to examine the potential gains in prediction accuracy that may be 
achieved using the optimum season for onsite measurements on a site-by-site 
basis. Figure 5.13 compares the LR2 %Error in  ̅  for each of the 22 target sites 
using three different 3 month training periods chosen to represent the ‘worst’ (Nov-
Jan or June-Aug) and ‘best’ (Feb-Apr) training periods as identified from Figure 
5.10. The errors represent values averaged over the full data record. Several 
observations can be made from this analysis. Firstly, in all but two cases, the Feb-
Apr training period results in lower errors than the summer June-Aug training 
period. Hence, it appears that the summer frequently features atypical coupling 
between the reference/target sites leading to erroneous long-term predictions. 
Secondly, there is also a strong preference for the Feb-Apr training period over the 
early winter Nov-Jan period, although in this case the results are more variable with 
six sites not conforming to this trend. However, perhaps the strongest trend 
emerging from Figure 5.13 is the dominance of coastal sites in the seasonal 
variability in the %Error. At some coastal sites, the %Error metric is on average 
three to four times greater when using the worst training season compared to the 
best. 
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Figure 5.13: %Error metrics for each of the 22 target sites using the ‘worst’ (Nov-
Jan or June-Aug) and ‘best’ (Feb-Apr) 3 month training periods based on the 
LR2 MCP approach. The results are averaged for these training periods 
across the entire data record. 
Robust conclusions regarding the seasonal effects for each terrain type would 
require a greater number of sites to be considered, however, the strong seasonal 
effects observed at coastal sites are not surprising. As discussed in Section 2.4.5, 
coastal locations may be subject to complex atmospheric stability effects, which 
exhibit strong seasonal variability [70]. Seasonal weather patterns can result in 
rapid heating or cooling of the land surface, and these abrupt changes will not occur 
in the sea surface temperature. This may result in different stability conditions 
onshore and offshore, and hence, the coupling between reference and target sites 
may become particularly sensitive to the distance from the shoreline, as well as the 
presence of sea or land in the fetch. Since the coastal target sites used in this study 
were all located within 1 km of the shoreline, these effects are expected to be 
particularly pronounced. Thermally driven winds with diurnal cycles are likely to be 
a further source of seasonal dependent coupling between reference and target 
sites, since these may affect both the wind speed and wind direction on a very local 
scale. Due to the relatively large separation between the coastal reference and 
target sites, (greater than 30 km), these localised effects are likely to be a 
significant source of error. These issues are returned to in Chapter 8 where 
alternative sources of reference data are considered that may be of particular value 
in regions where the climate is highly localised. 
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5.3.4.4 Summary of seasonal effects 
The above results indicate that on average, relatively large improvements in the 
accuracy of the predicted long-term wind resource, as estimated from short-term 
measurements, can be made through choosing optimum seasons in which to obtain 
onsite measurements. In addition, the results give an indication as to the average 
sign of the bias error as a function of the season used for training and the MCP 
approach used as well as indicating that these effects may be largest at coastal 
sites. While such results are potentially of great use in predicting the long-term wind 
resource based on very short measurement periods, the following factors should be 
borne in mind: 
(i) These results are average statistics across a number of sites and years 
and hence individual predictions in any given year at a particular site 
may deviate from these trends. 
(ii) The trends may vary considerably for non-UK sites that experience 
different climatic conditions. 
(iii) Since the sample of 22 sites considered in this study is relatively small it 
may not be large enough to be fully representative of UK sites as a 
whole. 
5.3.5 Comparison between modelling and data-driven 
approaches 
Given that obtaining onsite wind speed measurements, even for a short time period, 
necessitates additional time and expense, it is useful to investigate to what extent a 
data-driven approach, based on a very short measurement period, may improve 
predictions of the wind resource compared to a modelling approach. The target 
sites used in this work formed a subset of the sites considered in the evaluation of 
the boundary layer scaling model (BS) in Chapter 4. Hence, it is possible to make a 
direct comparison between the accuracy of the two approaches for these sites. The 
average error metrics are compared in Table 5.2 for BS and the three MCP 
approaches. The BS predictions were obtained using the improvements suggested 
in Chapter 4 and reference [16] which included taking account of the angular 
dependent upwind roughness. Note that the error statistics reported here for the BS 
approach applied to 22 sites are somewhat smaller than those reported for the full 
38 sites in Chapter 4. This is likely because the subset of sites used in the current 
chapter was selected from the Met Office anemometer network, and such 
anemometers are generally carefully sited so as to avoid local sheltering effects. 
Table 5.2 shows that despite the very short training period, all the MCP approaches 
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result in a clear improvement in all of the average error metrics. For example, using 
LR2 compared to BS reduces the average percentage error in the predicted  ̅  from 
26% to 14% and halves the MAE from 22 Wm-2 to 11 Wm -2.  
It should be noted that modelling approaches are still of significant value in that they 
can be easily implemented in a scoping context with little prior investment. 
However, the results presented here indicate that the additional time and 
investment required for short-term onsite measurements accompanied by MCP 
analysis is well justified in cases where investors require greater confidence in the 
predicted wind resource, even when these measurements only cover a period of 
months.   
5.4 Conclusions 
The feasibility of predicting the long-term wind resource over 10 years at 22 UK 
sites using MCP approaches based on short-term onsite measurements covering 
just three months has been investigated. Using a sliding window approach over an 
11 year data period, robust error statistics have been obtained which account for 
both inter-annual and seasonal variations. This work extends previous studies 
related to MCP with very short training periods by (i) considering a large number of 
sites in a variety of terrains, (ii) using multiple training and test periods over a long-
term data record, (iii) investigating seasonal effects in detail and (iv) explicitly 
considering residual scatter. The results indicate that while short measurement 
periods introduce additional challenges including seasonal variations and reduced 
data coverage, the approach can be a valuable tool for wind resource assessment 
in the small-scale wind energy industry. 
Three regression approaches, LR, LR2 and VR were compared, and it was found 
that all approaches were able to successfully predict the mean wind speed. 
However, due to the failure of LR to take account of the residual scatter, the 
predictions of wind power density showed significant bias when using this 
approach. On average, LR2 resulted in wind power predictions with the lowest bias 
and percentage error, closely followed by VR. The LR2 approach tends to slightly 
underestimate wind power while VR tends to overestimate it. VR was on average 
most successful at predicting parameters related to the wind speed distribution,   
and  , closely followed by the LR2 approach, while LR again resulted in large 
biases.  
Analysis of the sensitivity of the wind resource predictions to the season in which 
the onsite wind speed measurements were obtained revealed clear seasonal 
141 
variations in both the sign and the magnitude of the prediction errors. The results 
indicate that on average in the UK, the lowest prediction errors are obtained when 
using either autumn or early spring as the training period, while the highest errors 
are obtained when using winter or summer. Seasonal effects appear to be larger for 
coastal sites compared to the other terrains considered. For a three month training 
period, choosing the optimum measurement season can result in an average 
improvement of 8 percentage points in the predicted wind power density compared 
to the worst season. 
Comparison between the MCP approaches presented in this work and a previously 
developed semi-empirical model demonstrate that large improvements can be 
made in predicting the long-term wind resource using the MCP approaches even 
with just three months onsite wind speed measurements. Across 22 UK sites, the 
best performing MCP approach resulted in mean absolute and percentage errors of 
4.8% and 0.21 ms-1 respectively for  ̅ and 14% and 11 Wm-2 for  ̅ . By way of 
comparison, the modelling approach resulted in errors of 9.5% and 0.42 ms-1 for  ̅ 
and 26% and 22 Wm-2 for  ̅ . It should be borne in mind, however, that these errors 
represent averages over multiple sites and training seasons and may vary 
considerably given a specific site and training period. This variability can be 
informed by considering the standard deviation of the bias errors, although care 
must to be taken in interpreting this parameter, as discussed in Section 5.3.3.  
The following chapter will consider whether the data-driven techniques developed 
above can be extended through the use of non-linear MCP algorithms that allow for 
greater flexibility in describing the correlation between reference/target site pairs. 
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6 A Gaussian Process Regression Approach to Wind 
Resource Assessment 
6.1 Overview 
The results presented in Chapter 5 indicate that on average, MCP approaches 
based on linear functions are capable of producing reasonable wind resource 
estimates using onsite measurement periods as short as three months. However, it 
is not clear from this work whether linear functions are likely to provide the best 
representation of the relationship between the reference and target site wind 
speeds. Indeed it is possible to show that based on the assumption that wind 
speeds follow Weibull distributions at the target and reference sites, the correlation 
between the two sites will theoretically be non-linear [110, 116]. However, there is 
no guarantee that this non-linearity will emerge in practice from short-term, noisy 
measurements. A further question is whether probabilistic inference can improve on 
the least squares regression estimates when working with short-term, highly 
variable wind data. While this is a non-trivial question from a theoretical 
perspective, practical application of the two approaches may give some insights, at 
least with respect to their use in MCP. 
Gaussian process regression (GPR) is an alternative regression approach which 
does not restrain the relationship between the target and reference site wind 
speeds to be any specific functional form. In addition, since it is a Bayesian learning 
approach, the input/output mapping is estimated probabilistically and the resulting 
predictions are distributions with a specified mean and variance rather than point 
values. Note the similarity here with the LR2 approach described in Chapter 5 
where a distribution on the point predictions is constructed by computing the 
residual variance.  
In the current chapter, GPR was applied in an MCP context to obtain long-term 
wind resource predictions from short-term onsite measurements. Specifically, the 
wind resource prediction errors using GPR were compared with those obtained 
using the linear approach detailed in Chapter 5 in order to establish whether GPR is 
likely to result in improvements. To facilitate this comparison, the MCP 
implementation strategy described in Chapter 5 was also used in the current 
chapter. However, the key difference was the methodology used to establish the 
relationship between the reference and target site wind data, namely the GPR 
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approach. Additionally, the GPR framework was applied in the more challenging 
context of orthogonal regression where the regression is applied separately to 
concurrent orthogonal wind vectors at the reference/target site pairs. While such 
correlations are more likely to be non-linear, the technique is attractive in that it is 
capable of also predicting the distribution of target site wind directions. 
The contribution of the work described in the current chapter is the application of a 
new technique in the field of MCP (the GP framework) that to the best of our 
knowledge has not previously been applied in this context. Additionally, previous 
work related to orthogonal regression is extended through the use of flexible, non-
linear functions in describing the correlation between reference and target site 
orthogonal wind vectors. 
The main objectives of this study can be summarised as described below: 
(i) Development of an MCP approach based on GPR and its application to 
predict the long-term wind resource at 22 sites. 
(ii) Comparison of the success of the GPR and linear MCP approaches 
using a range of error metrics. 
(iii) Investigation of the non-linearity of the GPR model across different sites.  
(iv) Extension of the GPR framework to orthogonal regression in order to 
predict the distribution of target site wind angles.  
The chapter is organised as follows: Firstly, a broad overview of the GPR 
methodology is given and this is followed by a more detailed mathematical 
description. The stages of implementation of GPR are then outlined and details of 
its application in two MCP approaches are given. The results are presented in two 
parts with the first detailing the performance of GPR as applied to regression of the 
scalar wind speeds and the second detailing the performance when applied to 
orthogonal regression. Finally, the overall conclusions and opportunities for further 
work are outlined. 
6.2 Methodology 
6.2.1 Introductory remarks 
Conceptually, GPR differs somewhat from conventional linear regression 
approaches, hence, the aim of this section is to provide some intuition as to how 
GPR operates. While the field of Gaussian Processes is highly specialised, the 
present study is concerned with the practical application of GPR in the relatively 
simple one-dimensional case. Since there are well established procedures for 
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achieving this, the focus of this work is on the real-world performance of a simple 
implementation of GPR as applied to MCP. The results presented here should be 
seen as a first step in the application of GPR to MCP with the recognition that there 
is scope for expansion of this study. 
In a conventional, one-dimensional regression problem, the aim is to find a 
functional relationship between some independent input variable   [       ] and 
a dependent output variable   [       ]
 . A fixed function      is assumed to 
exist which, along with observational noise          , describes the mapping of 
the observations   onto   by means of the expression [128]: 
         
Equation 6.1 
For a linear model it is assumed that the function is fixed and may be 
parameterised by appropriate weights   giving [133]: 
         
Equation 6.2 
The weights may be determined by maximising the likelihood function with respect 
to  , namely the probability density          which represents the probability of 
observing   given the data   and weights  . For conventional linear regression, 
maximising this likelihood can be shown to be equivalent to the least squares fitting 
procedure. 
In a Bayesian formulation, a prior distribution must first be defined over the weights 
and this prior is combined with the likelihood to give the posterior distribution 
according to Bayes theorem [133]: 
         
            
      
 
Equation 6.3 
where      is the prior probability density over the weights that encodes our prior 
assumptions,          is the likelihood,        is a normalising factor and          
is the posterior probability density over the weights given the data.  
Note that in the Bayesian approach, the weights are not single-valued but are 
represented by the posterior probability density with some mean and variance. This 
is in contrast to conventional regression where we attempt to find the ‘true’ value of 
these parameters. Since the parameters are represented by a probability 
distribution, predictions at test points using such a model are obtained by 
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integrating over the posterior parameter distribution. Hence these predictions will 
also be represented by a distribution with the mean and variance reflecting the 
uncertainty in the weights.   
The model described by Equation 6.2 is linear regardless of whether a maximum 
likelihood or a Bayesian formulation is used to obtain the weights. Using the idea of 
a ‘feature space’, the data maybe projected onto some new space using basis 
functions which allows non-linear relationships to be represented linearly in the 
feature space. Using this approach, a much wider variety of cases may be treated 
providing the basis functions themselves are independent of   [133]. However, the 
limitation of these approaches is that in general, some fixed functional form must be 
applied a priori thus restricting the range of possible outputs. In contrast, GPR does 
not restrict the regression to a fixed functional form. Instead, as shown by 
Rasmussen and Williams [133], the GPR can be thought of as a Bayesian linear 
regression model with an infinite number of basis functions thus offering much 
greater flexibility.  
GPR does however, involve somewhat of a conceptual leap from conventional 
linear regression. In the Gaussian Process (GP) framework, the set of observations, 
  [       ]
 , are considered to be a sample drawn from an n-dimensional 
multivariate Gaussian distribution. This is, in effect, what is meant by the formal 
definition given in Section 3.2.4. Points within this n-dimensional space are related 
to each other through a covariance function, in fact, a GP is completely specified by 
a mean function and a covariance function [133]. Applying this framework, it is 
possible to develop a GPR approach based on the mathematical properties of 
multivariate Gaussian distributions. GPR is considered a Bayesian method, since 
first, a prior mean function and covariance function are specified that encode one’s 
prior assumptions about the form of the regression. The prior is then conditioned on 
the observed data to provide a posterior distribution over functions and this is used 
for prediction. The following section presents the mathematical framework that is 
used to implement this approach. 
6.2.2 Mathematical framework 
Using a GP approach, a prior distribution over functions is first expressed using a 
mean function and a covariance function which encode prior assumptions regarding 
the general form of the relationship between the target and reference sites. Given a 
set of concurrent wind speed observations at the reference and target sites (the 
training data) this information may be incorporated by updating the prior. The new 
distribution is the posterior and is used as the basis for prediction of the target site 
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wind speeds given new wind speed observations at the reference site. Note that 
while the posterior is a distribution over functions, it can always be evaluated for a 
specific input value to obtain a prediction of the mean and variance at that point.  
In developing a mathematical description of this process it is useful to make the 
following distinctions:  
(i) The training data are defined as the short-term concurrent observations of wind 
speed at the target and reference sites. Short-term observations at the reference 
site are designated as the training inputs   [       ], while concurrent 
observations at the target site are designated as the training outputs   
[       ]
  where   is the number of training observations. The observed outputs   
are considered to be noisy realizations of an underlying but unspecified function 
    .  
(ii) The test inputs are defined as the long-term historical observations of wind 
speed at the reference site. These are used as the basis for predicting the long-
term time series of wind speeds at the target site and are represented by    
[          ] where    is the number of test inputs. 
(iii) Finally, the predicted function values at the location of the test inputs are 
defined as   . These function values represent the predicted wind speeds at the 
target site given the test inputs   . Since the prediction represents a distribution 
over functions, the mean function is denoted as   ̅ and the covariance as  𝑜     . 
Using these distinctions, the GP can be expressed as [133]: 
 
        (      (    )) 
Equation 6.4 
where      and  (    ) represent the mean function and covariance function 
respectively. This notation simply expresses the existence of some function      in 
a space defined by a multivariate Gaussian of infinite dimensions, as described by 
a mean function and a covariance function. 
In this work an affine mean function was used which encodes the prior assumption 
that the relationship between the reference and target site wind speeds is 
approximately linear. Note that the mean function is simply a starting point and 
does not exclude non-linear functions from the GP posterior. Similarly, the prior 
assumption that the covariance between data points will decrease with increasing 
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distance in the input space was encoded by defining a squared exponential 
covariance function. Here it should be noted that a wide range of covariance 
functions are possible, subject to certain restrictions, see for example Rasmussen 
and Williams [133], as well as Mackay [154]. If specific prior information is available 
regarding the expected relationship between the variables, such as periodicity or a 
decaying periodic trend, several covariance functions may be combined or a 
function may be tailor-made to incorporate this information [127]. Since such prior 
information is not available in the current application, a smoothly varying covariance 
function which decreases with increasing distance in the input space is more 
appropriate. The squared exponential is considered a suitable choice in this regard 
since it fulfils these requirements, is simple to implement and has been widely used 
in a number of regression applications [128, 133]. 
Assuming a one-dimensional input space, namely the reference site wind speeds, 
the covariance function may be expressed as [133]: 
  (     )    
    [ 
 
   
(     )
 
]    
     
Equation 6.5 
where    and    denote individual training inputs,   
  is the variance of the 
underlying function     ,   
  is the variance of the noisy training outputs (where the 
training outputs are considered noisy realisations of the underlying function     ),   
represents a length scale and   is the Kronecker delta function. The variables   
 , 
  
  and   along with the gradient and intercept of the affine mean function make up 
the hyperparameters of the GP. Optimal values for the hyperparameters are 
inferred from the training data by maximizing the log marginal likelihood. For a 
specific training data set, the likelihood can be expressed explicitly in terms of the 
training outputs, the covariance matrix and the mean function, allowing the 
likelihood to be evaluated for different values of the hyperparameters [128]. This 
optimization of the hyperparameters is referred to as the training phase of the GPR.  
Given a finite set of training inputs, namely the short-term wind speed observations 
at the reference site, the GP reduces to a multivariate Gaussian of finite 
dimensions. This distribution is defined by the mean      [            ]
  and 
covariance matrix       , evaluated at these finitely many points, namely [133]: 
                     
    
Equation 6.6 
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where   is the identity matrix. 
Since the aim of GPR is to make predictions at new test points based on previous 
observations from the training data, the joint distribution of the observed training 
outputs   and predicted function values    at the test inputs    is expressed in the 
following partitioned form [133]: 
[
 
  
]   (
    
     
 [
         
         
               
]) 
Equation 6.7 
where the matrix         represents the covariance matrix between the training and 
test inputs and          represents the covariance matrix between the test inputs. 
Finally, the posterior distribution conditioned on the observed training outputs   may 
be expressed as the multivariate Gaussian [133]: 
           (  ̅  𝑜     ) 
Equation 6.8 
It is now possible to obtain the key predictive outputs from GPR. Although not 
proved here, standard theorems of multivariate Gaussians allow the mean and 
covariance of the posterior distribution conditioned on the training data to be written 
out explicitly. The predicted mean function values   ̅ at the test inputs    can be 
expressed as [133]: 
  ̅               [         
  ]  (      ) 
Equation 6.9 
and the predicted covariance at the test inputs,  𝑜      as [133]: 
 𝑜                      [         
  ]            
   
Equation 6.10 
For the present application, the vector of mean function values   ̅, represents the 
predicted wind speeds at the target site given the reference site wind speed 
observations   . Note that these predictions are conditioned on the short-term 
training data represented by the vectors   and  . Similarly, the variability in the 
predictions is represented by the  𝑜      matrix.  
From the properties of the squared exponential covariance function described 
above, the term         in Equation 6.9 will tend towards zero for test points    that 
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are far from the training points  . Note that what constitutes ‘far’ is controlled by the 
length scale  , which is one of the covariance function hyperparameters in Equation 
6.5. In such cases,   ̅ will tend towards the values       described by the prior 
mean function. In practice, this means that for reference site wind speeds that occur 
during the long-term test period that are significantly different from those observed 
during the short-term training period, the GPR predictions at the target site will be 
close to those predicted by linear regression since the prior mean function was 
defined to be linear. However, in the vicinity of the training data, the GPR 
predictions will reflect any non-linearity inferred from the training data. This ability to 
reflect non-linearity inferred directly from the observations is a key advantage of the 
GPR approach compared to conventional linear regression. 
The pointwise variances of the mean predictions are simply obtained from the 
diagonal elements of the  𝑜      matrix. Note from Equation 6.10 that  𝑜      
consists of the prior covariance between the test points         , from which is 
subtracted a positive term related to the additional information contained within the 
training data [133]. Finally a noise term is added   
  , in the case of noisy 
observations. As with the mean prediction   ̅, for points far from the training 
observations the term         will tend towards zero and  𝑜      will reduce to the 
prior covariance          plus the noise term. Hence the   
  hyperparameter 
defined in Equation 6.5 can be seen to represent the function variance at test points 
far from the training data. For test points close to the training observations, the 
variance is reduced reflecting the additional information provided by the training 
data. In the current application however, the constant noise term   
  is expected to 
dominate the pointwise variances due to the stochastic nature of the wind speed 
observations. 
6.2.3 Implementation of Gaussian process regression using the 
GPML toolbox 
In this work, the GPR technique was embedded within an MCP approach to obtain 
long-term predicted time series of wind speeds and associated statistics at the 
target sites given short-term training data and long-term observations at the 
reference sites. 
In order to implement GPR, the GPML (Gaussian Processes for Machine Learning) 
MATLAB Toolbox developed by Rasmussen and Nickisch [155] was used. The 
toolbox facilitates the implementation of GPR as described in Section 6.2.2, 
allowing the user to specify the required covariance and mean functions as well as 
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the inference method and likelihood function. The implementation procedure is 
outlined below: 
6.2.3.1 Function specification and initialisation of hyperparameters  
The first step in the implementation process is the specification of the mean and 
covariance functions. As outlined above, an affine mean function and squared 
exponential covariance function were used in the present study. The affine mean 
function is specified by a linear function plus a constant. The hyperparameters must 
also be initialised to provide starting values for the optimisation using maximum 
likelihood. The affine function requires the hyperparameters of gradient and y-axis 
intercept and these were both initialised at zero. These could equally be initialised 
using a linear fit to the data, although the initialisation values were found to have 
little impact on the optimised hyperparameters. The covariance function requires a 
length scale  , the function variance   
  and noise variance   
  to be specified in 
terms of their natural logarithm. All three of these hyperparameters were initialised 
at unity (i.e. at zero in terms of their logarithm). This simply provides a neutral, 
consistent starting point from which to optimise the parameters. 
6.2.3.2 Learning the hyperparameters 
If the hyperparameters were known a priori, the GPR could simply be implemented 
using the specified mean and covariance functions. However, a key step in GPR is 
to establish values of the hyperparameters that best represent the data under 
consideration; this is known as the training phase. The GPML toolbox is capable of 
dealing with both regression and more complex classification problems and hence 
includes a rich array of likelihood functions and inference methods. However, in the 
present application, only a Gaussian likelihood function is required and this allows 
exact (i.e. analytically tractable) inference. In the GPML, the hyperparameters are 
optimised given the training data by a call to minimize the negative log marginal 
likelihood (maximise the likelihood) using exact inference and a Gaussian likelihood 
function. 
6.2.3.3 Prediction 
The final stage in implementing the GPR is the prediction phase. Given the 
optimised hyperparameters, the posterior distribution described by Equation 6.9 
and Equation 6.10 is calculated. The posterior is obtained by passing the 
hyperparameters, mean and covariance functions, training data and test points to 
the GPML prediction function. Like the prior, the posterior distribution is also 
multivariate Gaussian with mean   ̅ and covariance  𝑜     . In practice this permits 
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a predicted mean and variance (or a univariate Gaussian) to be calculated for each 
test input. In the present application this corresponds to a predicted target site wind 
speed given a concurrent reference site wind speed.  
6.2.4 The MCP techniques 
6.2.4.1 Regression of the scalar wind speeds 
The main aim of the current study was to investigate the performance of an MCP 
approach based on predicting the sector-wise scalar wind speeds using GPR as 
compared to linear regression. Thus, the principle MCP methodology employed in 
this chapter was equivalent to the LR2 approach described in Chapter 5, with the 
exception that a non-linear GPR framework was used in place of linear regression 
to describe the relationship between the reference and target site wind speeds.  
The same Gaussian scatter model employed in the LR2 approach was also 
employed in the current chapter although here the pointwise variance was extracted 
directly from the GPR (Equation 6.10) rather than inferred from the variance of the 
residuals. This scatter model is particularly intuitive when using the GPR framework 
since the GPR predictions are in fact Gaussian distributions centred on some mean 
value. Strictly, the variance computed from Equation 6.10 contains contributions 
from the function variance (the uncertainty in the underlying fit) and the noise 
variance. Since in the present application, no attempt was made to model the 
function uncertainty, only the noise variance was used in the implementation of the 
Gaussian scatter model. Hence the scatter was modelled using the following 
distribution of residuals: 
        
    
Equation 6.11 
For consistency, the GPR approach was applied using the same data processing 
procedures outlined in Chapter 5. Hence, the regression was applied sector-wise 
using 30⁰ angular sectors and the MCP approach was applied to multiple training 
and test periods using the sliding window technique. 
6.2.4.2 Orthogonal regression 
As mentioned previously, while there is some basis for expecting that the scalar 
wind speeds at the reference and target sites may be better described by a non-
linear approach, it is possible that if the non-linearity is weak it may not emerge 
from the short-term noisy data. Hence, to more fully explore the potential of the 
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GPR framework in cases where wind speed correlations are very likely to be non-
linear, a secondary MCP approach was employed. 
The approach was motivated by the work of Achberger et al. [106] who suggested 
separate regression of orthogonal wind speed vectors that are then recombined to 
produce a resultant wind speed and direction at the target site. This approach is 
referred to as orthogonal regression (OR). 
The OR approach involves transforming the time series of wind speed 
measurements into eastern and northern components based on magnitude and 
direction using the expressions [106]: 
           
Equation 6.12 
            
Equation 6.13 
where    and    are the observed eastern and northern wind components,   is the 
magnitude of the observed wind vector and   is the wind angle (direction from) 
measured clockwise from north. 
In a simple linear regression approach, a separate regression equation is calculated 
for each wind speed component of the form [106]: 
 ̂              
Equation 6.14 
 ̂              
Equation 6.15 
where  ̂  and  ̂  are the predicted eastern and northern wind components at the 
target site,        and        are the concurrent measured values at the reference 
site and   and   are the regression coefficients. The resultant target site wind 
speed prediction  ̂    is obtained using: 
 ̂    √ ̂ 
   ̂ 
 
 
Equation 6.16 
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This approach is attractive in that despite its simplicity it provides a direct estimate 
of the target site wind angle through the predicted northerly and easterly wind 
components. Hence, although not the only available method [115, 156], OR can be 
used as a means to directly estimate the distribution of wind angles at the target 
site. This is in contrast to linear regression based on scalar wind speeds where the 
distributions of wind angles at the reference and target sites are typically assumed 
to be the same.  
Implementation of the OR approach is, however, more challenging than scalar 
regression. Although not noted in the study by Achberger et al. [106], even if the 
resultant wind speeds are linearly related at the reference and target site, the linear 
relationships presented in Equation 6.15 and Equation 6.16 between orthogonal 
components will not always hold. For example, if there is some wind speed 
dependent veer (changes in wind direction) present at the target site, these 
relationships may be strongly non-linear. Hence, the OR approach is an ideal 
candidate for investigating the ability of GPR to model non-linear relationships in 
noisy wind speed data. 
In implementing the OR approach using a GPR framework, Equation 6.15 and 
Equation 6.16 were modified so that the predicted wind speed components were 
calculated using non-linear GPR. In this approach, GPR was performed separately 
on the Easterly and Northerly components before recombination using Equation 
6.16. The regression was performed sector-wise using 30⁰ angular sectors and the 
scatter about the predicted values was modelled using the Gaussian scatter model 
described previously and applied to each wind speed component independently. 
Note that it is possible to make some theoretical objections to the use of a simple, 
constant variance, Gaussian scatter model in the present application, particularly in 
the presence of variable target site veer where the scatter will be a function of wind 
speed. However, in practice, the Gaussian model may be a sufficient approximation 
due to the stochastic nature of the wind speed observations.  
The resultant wind speed predictions were obtained using Equation 6.16 and the 
predicted target site wind angle was extracted from the orthogonal wind speed 
components using the inverse sine and cosine operations. The OR approach was 
applied using the same data processing procedures outlined in Chapter 5. 
6.2.5 Meteorological measurements and error metrics 
For consistency and to allow cross comparison of the prediction approaches, the 
same wind data and error metrics described in Chapter 5 were used in the current 
chapter. Thus, the MCP approaches were applied to wind data covering a period of 
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11 years from a set of 22 reference/target site pairs. A sliding window approach 
was used to select multiple 3 month training and 10 year test periods in order to 
increase the robustness of the error statistics. Errors were quantified using the 
metrics of average absolute percentage error (%Error), mean absolute error (MAE) 
and mean bias error (MBE) described by Equation 5.2 to Equation 5.4. 
6.3 Results and Discussion  
6.3.1 Prediction of the scalar wind speed 
In this section, results are presented for the application of the GPR approach to 
prediction of the sector-wise scalar wind speeds and the derived wind resource 
statistics. This allows direct comparison with the linear approaches studied in 
Chapter 5. 
To demonstrate the application of GPR to MCP, a single reference/target site pair, 
C6-Rf11, is first considered. As described in Section 6.2, the GPR approach 
optimises the GP hyperparameters using short-term training data in the training 
phase. Given the prior assumption of a linear correlation between reference and 
target site wind speeds, it might be expected that the optimised gradient and y-
intercept of the GPR affine function would be similar to the values extracted using 
LR2. Similarly, while the GPR signal noise,   , is estimated using a likelihood 
approach, and the equivalent parameter in LR2 is inferred from the variance of the 
residuals, it might be expected that these estimates would be comparable as they 
both describe the residual scatter about some mean prediction. Table 6.1 compares 
these parameters as extracted from the GPR optimisation over the 
hyperparameters and the standard LR2, least squares regression fit. The 
parameters are shown for 12 angular sectors using a single 3 month training period. 
Since these values are from a single site and single training period, they are 
intended to be illustrative only. 
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Table 6.1: Optimised hyperparameters of the noise (or standard deviation of 
residuals), gradient and y-intercept obtained from the training phase of the 
GPR, as well as the equivalent parameters extracted from the LR2 linear 
regression fit. Parameters are shown for 12 angular sectors at the 
reference/target site pair Rf11/C6 using a single 3 month training period. 
As expected, the values of the optimised hyperparameters are generally very 
similar to those obtained from the linear regression. This indicates that the starting 
point for GPR, before the prediction phase where the posterior distribution is 
estimated (Section 6.2.3), is close to the end point of LR2. From this starting point, 
the GPR approach adds further value by allowing the predicted wind speeds to 
deviate from the prior assumption of linearity, in cases where there is sufficient 
evidence for such deviations (Equation 6.9). An interesting case is seen in the 
sector at 120⁰ where the GPR and LR2 estimates of both the gradient and standard 
deviation of residuals differ significantly. Analysis of the hourly wind speeds for this 
sector showed the preferred GPR fit was strongly non-linear due to a cluster of low 
target site wind speeds. Hence, in this case the optimised gradient hyperparameter 
was somewhat greater than the LR2 estimate, since the low wind speeds could be 
accounted for by a non-linear fit in this region. A similar observation was made for 
the 60⁰ sector demonstrating the greater flexibility of the GPR approach. 
Figure 6.1 shows hourly averaged target and reference site wind speeds for a 
single angular sector (240⁰) from the same reference/target site pair along with 
linear and GPR fits to the data. The frequency of observations or predictions at 
each wind speed is indicated by the colour of the shading. Note this figure includes 
the same wind speed observations shown in Chapter 5, Figure 5.4 although in the 
current figure, the GPR predictions have been added. As stated in Chapter 5, these 
results are intended as an example rather than to be fully representative.  
GPR LR2 GPR LR2 GPR LR2
Sector 
(deg)
σs (ms
-1) σres (ms
-1) Gradient Y-intercept (ms-1)
0 1.87 1.97 0.86 0.80 3.09 3.21
30 1.55 1.58 0.66 0.66 3.45 3.46
60 1.53 1.65 0.20 0.41 3.80 3.24
90 2.27 2.28 0.54 0.54 2.74 2.74
120 2.36 3.73 2.13 1.25 -2.23 -0.60
150 2.31 2.65 2.05 2.11 -2.30 -2.84
180 2.09 2.17 0.94 1.04 1.38 0.94
210 1.50 1.50 0.88 0.87 0.84 0.88
240 1.20 1.25 0.75 0.75 1.12 0.81
270 1.43 1.44 0.61 0.57 1.78 1.92
300 1.63 1.61 0.68 0.64 2.64 2.81
330 1.60 1.68 0.89 0.84 2.67 2.60
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Figure 6.1: Target and reference site wind speeds for a single angular sector from 
the reference/target site pair C6-Rf11. A) Observations over the 3 month 
training period along with the linear and GPR fits, B) 10 year observations, C) 
10 year predictions using LR2, D) 10 year predictions using GPR. The solid 
lines represent the mean prediction, the dots show the observed or predicted 
scatter and the shading represents the frequency. 
Figure 6.1A shows the observed wind speeds over the 3 month training period 
along with the linear and GPR fits. The GPR picks up a small amount of non-
linearity in the short-term data, although it is not clear whether this is real or due to 
the sparsity of the data. Figure 6.1B shows the long-term observations taken from 
the same angular sector over a period of 10 years and Figure 6.1C and D show the 
attempt to predict these observations using the MCP approaches of LR2 and GPR, 
respectively. The solid lines in these panels represent the mean predictions while 
the scatter shows the predictions that result from applying the Gaussian scatter 
model described previously. From visual inspection it is not immediately clear which 
MCP approach best models the data. The slight flattening of the mean regression 
line at low wind speeds in the GPR approach is perhaps preferable since it tends to 
reduce the incidences of negative wind speed predictions. However, on average the 
LR2 and GPR regressions appear to result in similar predictions.  
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It is of interest that for reference site wind speeds >15 ms-1, the GPR mean 
prediction becomes very close to linear. Note that during the 3 month training 
period, there were very few wind speed observations >15 ms-1. Hence, this is an 
example of the GPR predictions tending towards the prior affine mean function in 
the absence of training observations, as described in Section 6.2.2.  
The width of the distribution of predicted scatter for both LR2 and GPR can be seen 
to be similar in Figure 6.1C and D. This is a consequence of the similarity between 
the optimised noise hyperparameter (  ) and the estimated standard deviation of 
residuals (    ), as shown in Table 6.1 for the 240⁰ sector. It is evident that the 
Gaussian scatter model reproduces the main density of scatter but the predicted 
distribution is somewhat narrower than the observed data in Figure 6.1A. This is 
likely because the short training period does not fully capture the long-term 
variability. In addition, the Gaussian model does not reproduce the occasional 
outliers evident in the observed data. These outliers are related to deviations from 
ideal Gaussian behaviour as discussed in Section 5.3 (Figure 5.5). Due to the 
stochastic nature of wind flows and the potential for highly localised meteorological 
phenomena, even highly correlated reference/target sites will exhibit such 
deviations. Whether a Gaussian scatter model is the most suitable approximation 
for this behaviour is an open question that will be considered in more detail in 
Chapter 7.    
6.3.1.1 Comparison between GPR and linear regression 
Table 6.2 compares the error metrics of %Error, MAE and MBE for the most 
successful linear MCP approach identified in Chapter 5, namely LR2, as well as the 
GPR approach introduced in the current chapter. To two significant figures, the 
error metrics across all parameters are almost identical using both approaches. 
Hence, even with the greater flexibility of GPR, including the use of a Bayesian 
framework and removal of the restriction of linearity between the reference and 
target site wind speeds, the overall error metrics are not improved. 
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Table 6.2: Error metrics averaged across 22 target sites and all training/test periods 
for the MCP approaches of GPR and LR2. 
A possible explanation for the similarity between the GPR and LR2 error metrics is 
that due to the stochastic nature of the wind data, as well as the short duration of 
the training period, non-linearities either do not exist or do not emerge from the 
training period, and the hence the GPR reduces to an approximately linear function. 
To investigate this, the relationship between the long-term GPR predicted target 
site winds speeds and the long-term input reference site data was investigated by 
means of the linear correlation coefficient. In effect, this is a measure of how closely 
the GPR predictions correspond to a linear function of the long-term reference site 
observations. 
The linear correlation coefficient (generally denoted  ) is frequently used to 
investigate the relationship between the target and reference site wind speeds (see 
Table 5.1 for example). Hence, to avoid confusion in the present case, where the 
metric was applied to the GPR predicted wind speeds, the parameter is denoted as 
the linearity    . For a single 30⁰ sector this may be defined as: 
     
∑            ̅        ̂        ̂      
√∑            ̅        √∑   ̂        ̂       
 
Equation 6.17 
where          and  ̂       represent the  
   reference-site-observed and target-site-
predicted wind speeds respectively and  ̅      and  ̂     denote the equivalent 
long-term means. The subscript   denotes wind speeds from a single 30⁰ sector, 
and the subscript GPR indicates that the predictions are made using the GPR 
approach.  
Since a sector-based MCP approach is used,      must be calculated for 
predictions in each of the 12 angular sectors. Each sector contributes differently to 
the overall long-term wind resource predictions depending on the long-term 
 
 Method ū ?̅?𝒅 σ k 
%Error LR2 4.8 14 6.2 7.8 
 GPR 4.8 14 6.2 7.7 
  
ū 
(ms
-1
) 
?̅?𝒅 
(wm
-2
) 
σ 
(ms
-1
) 
k 
MAE LR2 0.21 11 0.16 0.14 
 GPR 0.21 11 0.16 0.14 
MBE LR2 <0.1 -2.8 -0.10 0.13 
 GPR <0.1 -2.8 -0.10 0.13 
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frequency of observations within that sector. Hence, linearity in certain sectors will 
be more significant than others. To reflect this, for any given site, a weighted sum 
    of the 12 sector-wise      values was calculated. The long-term fractional 
frequency in each sector was used as the weighting factor  , according to:  
    ∑     
  
   
    
Equation 6.18 
   
         
∑          
  
   
 
Equation 6.19 
where           is the observed long-term reference site frequency in sector  . The 
weighting was performed with respect to the reference site frequencies since these 
are used to assign the wind speeds to each of the 12 sectors. 
In the calculation of     , the GPR mean function predictions were used before the 
addition of the scatter term, as represented by the solid line in Figure 6.1D. Note 
that     simply represents the linear correlation between the target site predictions 
and the reference site observations. For the LR2 approach, before the addition of 
the scatter term,     will be unity since a linear correlation is imposed by linear 
regression. However, for the GPR approach,     can be used as a measure of the 
linearity of the extracted GPR function with values close to unity indicating that the 
GPR approach has reduced to a linear function. 
Equation 6.18 defines the linearity for a single training/test period. The final 
estimates of     were calculated as the average across all 120 training/test periods. 
Figure 6.2 shows the site-by-site values for the linearity parameter     when using 
GPR as well as the %Error in  ̅  using both the LR2 and GPR approaches. 
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Figure 6.2: %Error in  ̅  for each of the 22 target sites using the GPR and LR2 
approaches and a training period of 3 months. The linearity (   ) of the GPR 
approach is also shown. Values are averaged across 120 training/test 
periods. 
As reflected in the average statistics shown in Table 6.2, the %Error values are very 
close using both GPR and LR2. In addition, for all sites,     is close to unity with an 
average value across all sites of 0.98, and values less than 0.97 only occurring in 
three cases.  
For completeness, the above calculations were repeated using a training length of 
12 months. However, as with the 3 month training period, the average errors for the 
LR2 and GPR approaches were almost identical and the linearity parameter was 
again found to be close to unity. These results indicate that for the current sites, the 
GPR approach when applied to the scalar wind speeds reduces to a model that is 
very close to linear and results in almost identical average wind resource 
predictions as LR2.  
6.3.2 Orthogonal regression 
As highlighted in Section 6.2.4, a regression based on orthogonal wind vectors 
(OR) is more likely to feature non-linearities, even if the scalar wind speeds at two 
sites are linearly related. MCP based on OR thus offers an opportunity to further 
explore the performance of GPR in a more challenging application. Additionally, an 
MCP approach based on OR is of interest since a successful application of this 
techniques can potentially provide more detailed information regarding the 
distribution of target site wind directions compared to regression of the scalar wind 
speeds. 
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Table 6.3 compares the error metrics of %Error, MAE and MBE for both LR2(OR) 
and GPR(OR) as applied to an orthogonal regression MCP approach. The added 
value of the non-linear GPR(OR) approach is visible in the average error metrics 
across all parameters. For example, the %Error in  ̅ and  ̅  are reduced by 1 and 3 
percentage points respectively using GPR(OR) compared to LR2(OR). For longer 
training periods it was found that this difference becomes much more pronounced 
with a reduction in the %Error in  ̅  rising to almost 8 percentage points using a 12 
month training period. Comparison between the error metrics for scalar regression 
(LR2) also repeated in Table 6.3, demonstrates that while LR2(OR) leads to larger 
errors in the predicted wind resource, the GPR(OR) results in very similar, or 
slightly improved, error metrics compared to LR2. Additionally, the OR approach 
has the potential advantage of predicting the distribution of target site wind angles 
as analysed separately in the next section.   
 
Table 6.3: Error metrics averaged across 22 target sites and all training/test periods 
using the orthogonal regression MCP approaches of LR2(OR) and GPR(OR). 
The results for scalar regression (LR2) are also shown in grey for comparison. 
As described in Section 6.3, a linearity parameter     was also calculated for the 
OR approach. Note that OR involves a regression on both the Northerly and 
Easterly wind vectors resulting in two values of    . However these were found to 
follow similar trends and hence the average of the two was used to assess the 
overall linearity. Figure 6.3 shows the site-by-site values for     as well as the 
%Error in  ̅  using both the LR2(OR) and GPR(OR) approaches. 
 
 Method ū ?̅?𝒅 σ k 
%Error 
LR2 4.8 14 6.2 7.8 
LR2 (OR) 5.9 16 6.4 6.0 
GPR (OR) 4.7 13 5.1 5.3 
  
ū 
(ms
-1
) 
?̅?𝒅 
(wm
-2
) 
σ 
(ms
-1
) 
k 
MAE 
LR2 0.21 11 0.16 0.14 
LR2 (OR) 0.27 13 0.16 0.11 
GPR (OR) 0.21 10 0.13 0.10 
MBE 
LR2 <0.1 -2.8 -0.10 0.13 
LR2 (OR) -0.16 -9.1 <0.1 -0.10 
GPR (OR) <0.1 -0.36 <0.1 <0.1 
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Figure 6.3: %Error in  ̅  for each of the 22 target sites using the GPR(OR) and 
LR2(OR) approaches and a training period of 3 months. The linearity (   ) of 
the GPR(OR) approach is also shown, as well as the %Error for scalar 
regression, LR2. Values are averaged across 120 training/test periods. 
At 14 out of the 22 sites, the GPR(OR) approach results in a smaller %Error in  ̅  
compared to LR2(OR), and in many cases these improvements are substantial. In 
addition, while     is still close to unity across the sites, it is noticeably more 
variable compared to the scalar regression case shown in Figure 6.2, with an 
average value 0.94 (compared to 0.98 for scalar regression). Due to the short 
training period, there is no guarantee that non-linearity in the GPR(OR) model 
represents actual non-linearity in the long-term reference/target site relationship. 
However, if the GPR(OR) model is successful, on average one would expect to see 
the largest improvements over LR2(OR) when     is lowest. There is some 
indication of this in Figure 6.3, see for example sites U2, SU1, C2 and C4, however 
it is not universally the case as shown by sites SU6 and R1 where     is low but 
LR2(OR) performs slightly better than GPR(OR). 
Overall, the results show that the GPR(OR) approach performs better than 
LR2(OR) when applied to orthogonal regression and the resulting errors are similar 
to those obtained from scalar regression. In addition, the non-linearities of the GPR 
predictions are increased for orthogonal regression compared to the scalar case. 
These observations indicate that the orthogonal regression relationships are more 
likely to be non-linear and GPR is thus better able to model these non-linearities 
compared to LR2. 
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6.3.2.1 Target site distribution of wind angles 
Since GPR(OR) results in similar error metrics to scalar regression, the OR 
approach can only really be justified if it provides additional information compared 
to scalar regression. As outlined previously, an attractive property of OR is that it is 
capable of predicting a time series of target site wind vectors rather than just the 
scalar wind speed. These can be used to calculate the long-term distribution of 
target site wind angles. While this is perhaps of secondary importance in the case 
of small-scale wind turbines, it can be useful in turbine siting as well as the analysis 
of local flow effects. In addition, techniques capable of predicting wind direction are 
of particular interest to the large-scale wind industry where the information is 
required when considering wind farm layout and wake effects. 
For MCP based on scalar regression, the distribution of wind directions at the target 
site is typically assumed to be the same as the reference site. While this may be a 
satisfactory assumption in some cases, differences in terrain or local climatology 
can result in substantial veer between the reference and target sites. To estimate 
whether the OR approach provides added value compared to scalar regression, the 
long-term GPR(OR) predicted distributions of target site wind angles were 
compared with those at the reference and target sites. Figure 6.4 shows this 
comparison for two sites, the urban site U1 and the rural site R6. 
 
 
Figure 6.4: Long-term percentage frequency of wind directions for site U1 (left) and 
R6 (right). The plots show the observed values (    ) and predictions based 
on GPR(OR) (   ) and based on the reference site distribution (    ). 
It can be seen that the GPR(OR) predicted distributions tend to vary more smoothly 
than the observations at the reference and target sites. For site U1, while both the 
GPR(OR) predictions and the reference site distribution bear some resemblance to 
the target site distribution, neither reproduce the complexities observed at the target 
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site and hence both produce similar errors. For site R6, there is significant veer 
between the reference and target sites, likely caused by the moderately complex 
terrain at the two sites. In this case, the reference site distribution is a poor predictor 
of the target site wind angles. The GPR(OR) predictions perform noticeably better, 
predicting the reduction in southerly and northerly winds as well as the general form 
of the target site distribution. 
To make quantitative comparisons across sites, a percentage error metric 
(    𝑜         ) was calculated to represent the angular distribution error. For a 
particular training/test period, the percentage error in the predicted long-term 
frequency in each 10⁰ angular sector was first obtained. As with the     parameter, 
these errors were then combined into a single value for a particular site by a 
weighted sum to account for the relative contribution of each angular sector to the 
overall error. The weighting factor was obtained from the long-term fractional 
frequency in each sector as defined below: 
    𝑜              ∑  [
                     
         
]
  
   
 
Equation 6.20 
 
   
         
∑          
  
   
 
Equation 6.21 
where           and           represent the observed and predicted frequencies 
respectively in the     angular sector, and    is the weighting factor. Note this is in 
effect equivalent to summing all the individual errors and then normalising this sum 
as a percentage based on total number of counts across all sectors. This procedure 
defines the percentage error for a particularly training/test period and the final 
metric is obtained as the average across all 120 test periods.  
Figure 6.5 compares the site-by-site values for the %Error in      based on using 
either the GPR(OR) approach or the reference site distribution (Rf) to predict the 
long-term angular distribution at the target site. The linearity parameter values    , 
are also shown. 
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Figure 6.5 %Error in      for each of the 22 target sites using the GPR(OR) 
approach and the reference site distribution (Rf site) as predictors. The 
linearity (   ) of the GPR approach is also shown. 
For all sites except site C8, it can be seen that the GPR(OR) approach results in 
reduced errors compared to using the reference site distribution. The %Error in      
when using the reference site distribution can also be used as an indicator of the 
amount of veer at the target site since larger values indicate greater differences 
between the reference and target site angular distributions. It is interesting to note 
that the largest errors (or veer) occur for the smallest values of    . As noted in 
Section 6.2.4, non-linearity may be associated with variable veer between the 
reference and target sites and hence it is not surprising that the GPR models that 
deviate most from linear (low    ) are found at sites with the greatest veer. 
Averaged across all 22 sites, the %Error in      was found to be 21% and 40% for 
predictions based on GPR(OR) and the reference site distribution respectively. 
Thus, the GPR(OR) approach can be seen to add value through its ability to almost 
halve the percentage error in      compared to using the reference site distribution. 
Ultimately, it would be informative to compare this improvement with other methods 
[115] capable of predicting the distribution of target site wind directions to further 
quantify its value. 
6.4 Conclusions 
An MCP approach based on GPR has been applied in a scalar regression context 
to predict the long-term wind resource at 22 sites based on a short-term training 
period of 3 months. Despite the greater flexibility of the GPR approach, including 
0.84
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
0
10
20
30
40
50
60
70
80
90
L
in
e
a
ri
ty
 
%
E
rr
o
r 
in
 θ
ta
r
GPR(OR) Rf site Linearity
166 
the use of a Bayesian framework and the ability to represent non-linearity, GPR 
failed to outperform the linear LR2 approach. Further investigation revealed that for 
the sites considered, the GPR predictions reduce to a model that is close to linear 
with respect to the reference site wind speeds indicating that non-linearities do not 
emerge from the short-term, noisy training data. Extension of the training period to 
12 m also failed to reveal any significantly different trends.  
The study was extended to the more challenging case of orthogonal regression 
where the correlation between reference/target site wind speeds is more likely to be 
non-linear. In this case the GPR approach was found to perform better than the 
linear LR2 approach across all error metrics. In addition, the difference between the 
GPR and LR2 approaches was found to increase with longer training periods. 
Further investigation revealed that the GPR predictions were based on models that 
were more strongly non-linear than in the case of scalar regression. Thus, the 
improved performance of GPR compared to LR2 is likely related to its ability to 
extract the non-linear relationships present in orthogonal regression.  
An attractive property of the orthogonal regression approach is its potential to 
predict the distribution of wind angles at the target site rather than relying on the 
assumption that the reference and target distributions are equivalent. Application of 
the GPR approach to orthogonal regression was found to almost halve the average 
percentage error in this distribution compared to using the distribution of wind 
angles at the reference site as a predictor of the target site distribution. Thus, in 
cases where the distribution of target site wind angles is required, there is added 
value in using the GPR approach as applied to orthogonal regression. In terms of 
the current thesis however, the benefits of orthogonal regression in predicting the 
target site wind direction are of secondary importance. Hence, while this is an 
interesting topic for future study, this area is not pursued further in this work. 
At this point, it is appropriate to consider in more detail the assumption of Gaussian 
scatter that has so far been used to predict the distribution of target site wind 
speeds using both linear and non-linear approaches. In effect, this assumption 
considers the residual scatter as noise superimposed on some underlying function. 
This noise is assumed to follow a symmetrical Gaussian distribution of constant 
variance, centred on the mean prediction. As highlighted in Sections 5.3 and 6.3, 
real wind speed observations may deviate from these simple assumptions and this 
raises the question of whether a more appropriate model can be developed. To 
develop a more sophisticated approach, the underlying, two-dimensional probability 
distribution that describes correlated wind speeds at the reference/target site pair 
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must be considered. The following chapter will investigate this underlying 
distribution in detail. 
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7 Prediction of Correlated Wind Speeds Using a Bivariate 
Weibull Measure-Correlate-Predict Approach  
7.1 Overview 
Thus far, several data-driven MCP techniques, both linear and non-linear have 
been tested in terms of their ability to predict the long-term wind resource using 
very short-term onsite measurements. It is clear from Chapter 5 that modelling the 
residual scatter about the mean prediction (the LR2 approach) is vital in accurately 
predicting statistics related to the wind speed distribution, including the wind power 
density. The results from Chapter 6 imply that allowing for the possibility of non-
linearity is in fact of secondary importance compared to an accurate representation 
of the scatter. In light of these results, attention is now turned to how this scatter 
may best be represented from a theoretical perspective given certain assumptions 
about the expected form of the wind speed distribution. 
In order to fully understand the form of the residual scatter, a bottom-up approach 
considering the theoretical form of the underlying joint probability distribution 
between the reference and target site wind speeds is required. With a few 
exceptions, [110, 121], such approaches have received relatively little attention in 
the literature. In addition, the MCP techniques implemented in commercial software 
packages [104, 105, 157] are often restricted to top-down regression or scaling 
approaches, presumably due to their simplicity and empirical success.  
The motivation for considering the underlying joint probability distribution arises 
from the observation that simple linear regression approaches are based on the 
assumption of a bivariate Gaussian distribution between two variables [110]. Hence 
the natural way to model the residual scatter is using a zero mean Gaussian 
distribution centred on the mean prediction, as discussed in Chapter 5. However, 
since wind speeds are typically assumed to follow univariate Weibull distributions 
[41], there is a stronger theoretical justification for describing the correlation 
between target and reference site wind speeds using a bivariate Weibull (BW) 
distribution. Such an approach provides a direct mathematical basis for modelling 
the distribution of wind speeds at the target site given a specific input wind speed at 
the reference site. In addition, work by Clive [116] showed that given Weibully 
distributed wind speeds at correlated sites, the relationship between the reference 
169 
and target site wind speeds will not be well described by linear regression except in 
the special case where the Weibull shape factors are equal at both sites. For the 22 
reference/target site pairs used in the current study, the ratio of reference/target site 
Weibull shape factors varied between 0.75 and 1.35, hence, there is cause to 
examine the justification for the widespread use of linear regression in MCP 
applications.  
Recently, Perea et al. [110] used artificially generated wind speed data to 
investigate the utility of an MCP approach based on a BW probability distribution. 
Their results indicated that the approach performed better than several established 
MCP techniques. However, a vital question is whether such a promising approach 
can be successfully applied to real wind speed observations that will frequently 
deviate from idealised correlated Weibull distributions, and which may also include 
correlations that are dependent on the measurement season and wind direction at 
both sites. Of further interest in the context of small-scale wind energy is the 
performance of the technique using short measurement periods of less than one 
year.  
The contribution of the work described in this chapter is a detailed investigation of a 
BW approach to MCP that has not previously been applied to real wind speed 
measurements at correlated sites. Additionally, real wind speed measurements are 
supplemented by artificially generated wind data in order to investigate differences 
between the observed data and idealised BW distributions, as well as the additional 
challenges associated with applying the approach to real wind observations using a 
range of onsite measurement periods. Particular attention is given to the success of 
the technique when applied to very short onsite measurement periods, as is likely 
for small-scale wind installations, and the technique is compared to the linear MCP 
approaches considered in Chapter 5. 
The main objectives of this study can be summarised as follows: 
(i) Application of a theoretical BW framework for MCP and the introduction 
of a new method for estimating the degree of association between the 
reference and target sites. 
(ii) Comparison of the success of the approach when applied to real wind 
observations at 22 target sites, as well as artificial wind data based on 
idealised BW representations of the observed data. 
(iii) An investigation of the efficiency with which the BW parameters may be 
extracted using both real and artificial wind data and the implications for 
short measurement periods. 
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(iv) Comparison of the performance of the BW MCP approach with the 
linear techniques detailed in Chapter 5. 
(v) Quantification of the typical prediction errors that may be expected 
when applying the various MCP approaches to onsite measurement 
periods of between 1 and 12 months. 
This chapter is organised as follows: In Section 7.2 a general bivariate probability 
approach to MCP is described followed by a specific description of the bivariate 
Weibull probability approach. In Section 7.3.1 the BW approach is applied to real 
and artificial bivariate wind speed distributions to investigate the additional 
complexities that arise when using real wind observations. Finally, the performance 
of the BW approach is compared to baseline MCP approaches across 22 sites and 
the effects of measurement length, seasonal variability and goodness-of-fit are 
investigated in Section 7.3.2.  
7.2 Methodology  
The majority of MCP approaches are concerned with predicting a long-term 
historical time series of wind speeds (and possibly wind directions) using short-term 
concurrent wind measurements at a correlated reference and target site pair. The 
short-term concurrent wind measurements are used to model the relationship 
between the two sites, while the long-term historical reference site observations are 
used as an input to this model to enable prediction of the target site wind speeds.  
In the case of simple linear regression, for any input wind speed at the reference 
site there is a corresponding single-valued wind speed prediction at the target site. 
If this process is repeated for the full historical time series of reference site wind 
data, the output is a predicted long-term historical time series at the target site. The 
assumption is made that statistical parameters extracted from this predicted time 
series will be representative of the long-term future wind resource. A similar 
assumption also applies when using a BW probability approach but with the 
following distinctions. Firstly, the BW approach seeks to directly model the 
underlying distribution of wind speeds at the target site rather than predicting the 
historical time series. Secondly, rather than the restriction that a specific reference 
site wind speed input corresponds to a specific target site wind speed output, the 
BW approach predicts a distribution of target site wind speeds for every reference 
site wind speed in the form of a conditional probability distribution. Since wind 
power is proportional to the cube of the wind speed, these characteristics are 
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important in achieving accurate predictions of the wind resource. The BW approach 
will now be described in more detail. 
7.2.1 A bivariate probability approach to MCP 
As a recap of the information given in Section 3.2.3, the starting point for a bivariate 
approach to MCP is a description of the underlying bivariate probability density 
function (pdf) of the reference and target site wind speeds. Given a set of two, 
correlated, random variables, the bivariate pdf may be described by [110]: 
 (    |         
 )  
      
       
      
  
  
Equation 7.1 
where in the current application,      and      represent wind speed observations 
at the reference and target sites respectively and     
  is a specific value of     , 
             is the bivariate pdf and         represents the univariate pdf at the 
reference site.  
The marginal pdf at the target site,        , is obtained by integrating the product of 
the conditional pdf (Equation 7.1) and the marginal pdf at the reference site, 
       , over all reference site wind speeds using [110]: 
        ∫ (    |         
 )  (    )      
Equation 7.2 
The aim of a bivariate probability approach to MCP is to obtain a long-term 
prediction of the target site marginal pdf of wind speeds        . This distribution 
can then be used to extract the key statistical parameters of the target site wind 
resource. 
To implement an MCP approach based on an underlying bivariate pdf, we require a 
prediction of the long-term marginal pdf of wind speeds at the target site, 
           , based on a short-term measurement period. Combining Equation 7.1 
and Equation 7.2 we have: 
            ∫
            
            
     (    )      
Equation 7.3 
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where the subscripts ‘short’ and ‘long’ refer to the short-term training period and 
long-term prediction period respectively. 
In line with the approach proposed by Perea et al. [110], the assumption is made 
that the short-term measurement period is sufficient to determine the form of the 
underlying bivariate pdf,              using some fitting procedure and that this 
function does not change with time. To obtain             from a short-term 
measurement campaign we also require an estimate of the long-term reference site 
wind speed distribution      (    ). This is obtained by fitting a univariate Weibull 
distribution to the long-term wind speed observations at the reference site. In 
practice, the wind speed observations are discrete rather than continuous and the 
integral in Equation 7.3 is replaced with a summation of the function values at 
discrete intervals.  
7.2.2 Application of a bivariate Weibull probability approach to 
MCP 
While a number of BW constructions are possible [158], in the present application 
we require a formulation that yields two-parameter, univariate, Weibull marginals 
and whose likelihood function is analytically tractable. Here the BW previously 
employed by Johnson et al. [159] in relation to strength properties of lumbar, which 
was later applied to artificial wind data by Perea et al. [110] is used. The BW pdf 
contains five parameters and is described by [159]:  
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Equation 7.4 
where   and   are the Weibull shape and scale factors respectively,       
describes the degree of association between wind speed observations at the two 
sites and the subscripts     and     refer to the reference and target sites 
respectively. The magnitude of   is inversely related to the degree of correlation 
between the two sites [158]. 
Johnson et al. [159] showed that the log-likelihood (   ) function for this distribution 
is tractable and may be used to fit the BW to concurrent observations of the two 
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correlated variables using the method of maximum likelihood (MML). The     is 
given by: 
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Equation 7.5 
where   is the total number of wind speed observations,        and        represent 
the     concurrent wind speed observation at the reference and target sites 
respectively and    is the natural logarithm.  
In this work, short-term wind speed observations at the reference and target sites 
were used to obtain the fitted BW pdf by minimising the negative     (equivalent to 
maximising    ) using a multidimensional, non-linear Nelder-Mead search 
implemented in the MATLAB programming environment, as used previously [159]. 
Following the method of Johnson et al. [159], the minimisation was implemented as 
follows: (i) starting estimates of                and      were obtained through fitting 
univariate Weibull distributions to the short-term wind speed observations at the 
target and reference sites and these were used with an initial value of   = 0.5 to 
minimise     with respect to   only, (ii) these starting parameters were used for a 
second minimisation search with respect to all five parameters to obtain the final 
fitted BW distribution,  (         ). The predicted long-term target site wind speed 
distribution             was then obtained using Equation 7.3.  
As an alternative to the MML described above, a second approach was also 
implemented. Final estimates of                and      were extracted through 
univariate Weibull fits to the short-term reference and target site wind observations. 
The association parameter   was then obtained using the relation between   and 
the covariance of      and      given by Lu and Bhattacharyya [158]: 
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Equation 7.6 
where   is the gamma function. 
Equation 7.6 was solved numerically to obtain an estimate for   with the restriction 
     . This approach allows all five parameters to be obtained without fitting 
the full two-dimensional distribution. This modified technique is referred to as BW2 
in the following discussion. As with the BW approach,             was obtained 
using Equation 7.3. 
To determine the statistical parameters of  ̅,  ̅ ,   and   which describe the 
predicted wind resource, 106 random wind speed samples were drawn from the 
predicted            . These were used to calculate the error metrics used to 
assess the success of the approach. Since the angular dependent upwind 
roughness can affect the scaling between the reference and target site wind speeds 
[16], the BW approach was implemented using wind data binned into 90⁰ angular 
sectors with respect to the reference site wind direction, except when investigating 
the convergence efficiency (Section 7.3.1) where no binning was applied. A sector 
width of 90⁰ was chosen based on preliminary tests between 30⁰ and 360⁰. These 
tests indicated that 90⁰ sectors provided a reasonable balance between obtaining 
sufficient data in each sector over a range of training periods and accurately 
capturing the angular variability in the reference/target site correlation. For training 
periods where there were less than 80 observations within an angular bin, the fitted 
BW parameters behaved erratically and hence the data from the full range of 
angles were used. The sector approach results in four predicted wind speed 
distributions, one for each 90⁰ angular sector. Hence, the final values of  ̅ and  ̅  
were obtained as a weighted sum of the predicted values for each sector, with the 
weighting defined by the long-term, observed reference site frequency in that 
sector, using the expression: 
 ̅  ∑     ̅ 
 
   
 
Equation 7.7 
where    is the long-term fractional frequency of wind directions from the  
   
angular sector, and  ̅  is the long-term predicted mean wind speed for the  
   
sector. A similar expression was used to obtain  ̅ . This allowed the overall values 
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of predicted  ̅ and  ̅  to be compared with the observed values across all sectors. 
In the case of the predicted distribution parameters   and  , an estimate was 
obtained for each sector and these were compared with the observed values on a 
sector-by-sector basis. 
The sector width of 90⁰ was chosen based on the performance of the BW approach 
for sector widths of between 30⁰ and 360⁰. Note that using the sector approach the 
final wind speed distribution will be a linear combination of the predicted Weibull 
distributions for each sector, a so-called Weibull mixture distribution. This increases 
the flexibility of the approach and allows for cases where the wind regime is best 
described by a Weibull mixture distribution (Section 2.3.2), as has been proposed 
by several authors [50, 51].  
7.2.3 Generation of artificial wind speed data 
In addition to the long-term observed wind data at multiple sites, which is crucial to 
investigating the performance of the BW approach, samples of artificial data drawn 
from specified BW distributions were also used. The purpose of using additional 
artificial data was (i) to validate the proposed theoretical framework for BW-based 
MCP (ii) to investigate differences in the fitting efficiency of the BW distribution 
using real and idealised data, and thereby infer how observed data differs from 
idealised BW distributions and (iii) to investigate to what extent conclusions based 
on artificial data may be extrapolated to real observations. 
Samples of artificial wind data drawn from specified BW distributions were 
generated using distribution parameters extracted from BW fits to observed wind 
data at each reference/target site pair. Hence they can be considered as idealised 
BW versions of the real wind speed observations covering the same range of shape 
 , scale  , and association   parameters as the observed data. Where the 
characteristics of the observed wind data are close to ideal BW distributions, it 
would be expected that the fitting efficiency and prediction errors for both observed 
and artificial wind data should be comparable. Similarly, large differences in the 
fitting efficiency and error metrics between observed and artificial wind data are an 
indication that the idealised representation may be insufficient. Ultimately, the 
artificial wind data can be thought of as mimicking the results of a short-term 
measurement campaign at two correlated sites with an ideal BW distribution, thus 
providing a first step to validating the methodology. 
The wind speed samples were constructed using an approach previously reported 
by Lu and Bhattacharyya [158] and others [159, 160]. Firstly, correlated, artificial, 
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random variables that represent   pairs of concurrent wind speeds at the two sites 
are denoted as (  [          ],   [          ]) and these are written in terms of 
the independent random variables (  [          ],   [         ]) for the  
   
pair using the expressions [158]: 
     
      
        
Equation 7.8 
         
      
       
Equation 7.9 
where  ,   and   are the BW distribution parameters defined previously,   is a 
random variable distributed uniformly in the interval [0,1] and   has an exponential 
and gamma mixture pdf given by [158]: 
                             
Equation 7.10 
Using the method of Johnson et al. [159], the following procedure was then used to 
generate random samples from the BW distribution. First, five random variables 
                 were generated in the interval [0,1] along with the assignments 
     and: 
  {
                     
        
       
       
 
Equation 7.11 
After defining the variables      , artificial wind speed samples       were 
generated with the desired distribution parameters using Equation 7.8 and Equation 
7.9. Artificial data sets representing 11 years of hourly wind speed entries were 
generated for each of the 22 site pairs considered in this study using distribution 
parameters extracted from BW fits to the observed long-term data records. These 
were used for comparing the performance of the BW approach using artificial 
versus real wind data. 
7.2.4 Baseline MCP approaches 
To assess the utility of the BW approach, its success was compared with two of the 
linear techniques that were implemented in Chapter 5, namely linear regression 
with Gaussian scatter (LR2) and the variance ratio method (VR). The techniques 
are described in more detail in Chapter 3, Section 3.2.3.1 and Section 3.2.2.3. 
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These techniques were chosen based on their performance in Chapter 5 and the 
fact that they are widely used in the literature as baseline approaches against which 
more complex techniques are compared [106, 109, 110]. Note that frequently, new 
MCP approaches are compared against simple linear regression with no 
representation of the residual scatter. However, as demonstrated in Chapter 5, this 
is a somewhat unfair comparison due to the large gains in accuracy that can be 
achieved through modelling the residual scatter. Hence in this work, the baseline 
linear regression approach also includes a representation of the residual scatter.  
As in Chapter 5, each of the baseline approaches was applied sector-wise to data 
which were first binned according to the reference site wind direction. Angular 
sectors of width 30⁰ were used and for angular bins with less than 20 data entries, 
the regression parameters were obtained by applying a global fit to data from all 
bins.  
7.2.5 Meteorological measurements and error metrics 
For consistency and to allow comparison between the different techniques 
discussed in this work, the MCP approaches were implemented using long-term 
wind speed and direction data from the same group of 22 target sites and 15 
reference sites used in Chapter 5 and Chapter 6. Robust statistics averaged over 
all years and training seasons were calculated using the sliding window approach 
detailed in Section 5.2. The error metrics of mean absolute error (MAE), mean bias 
error (MBE) and absolute percentage error (%Error) were used, as described by 
Equation 5.2 to Equation 5.4. One difference should be noted here with respect to 
the distribution parameters of   and  . As described in Section 7.2.2, when using a 
sector approach these cannot easily be combined into a single value. Hence, the 
errors for these parameters were estimated on a sector-by-sector basis by 
comparing the predicted and observed values for each 90 angular sector 
separately. The errors were then combined into a single value using a weighted 
sum, where the weighting factor was obtained from the long-term frequency of 
observations in each sector.  
Clearly, a requirement for the application of a BW approach is that the wind speeds 
at the target and reference sites should be adequately described by univariate 
Weibull distributions. This was assessed by calculating the wind power using both 
the observed data and the fitted univariate Weibull distributions over the entire 11 
year data record. The Weibull fits were applied using four 90⁰ angular sectors as 
described previously. The average and maximum differences in estimated wind 
power were 1.3% and 4.6% respectively, with a difference of less than 2.0% at the 
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majority of sites. This, along with a visible inspection of the Weibull fits, indicated 
that the data were reasonably well represented by Weibull distributions. 
7.3 Results and Discussion  
7.3.1 Convergence efficiency of the bivariate Weibull parameters 
using artificial versus observed wind data 
The efficiency with which the fitted BW parameters converged with respect to the 
sample length was compared using observed versus artificial wind data in terms of 
both the precision and the accuracy of the fitted parameters. To investigate the 
fitting efficiency, four reference/target site pairs (one from each terrain type) were 
chosen, along with their associated artificially generated wind data, for detailed 
investigation. Since similar trends were observed for each of the four site pairs, the 
results of a single site pair Rf4/R3 located in open, flat terrain are presented here.  
The five parameters associated with the fitted BW pdf for the two sites were first 
determined using MML as described in Section 7.2.2 using the full 11 year data 
record. The extracted parameters were      = 2.04,      = 6.01,      = 1.96,      = 
3.98 and   = 0.48. These parameters were used as inputs to create samples of 
artificial data from the same BW distribution using the method described in Section 
7.2.3. To compare the fitting efficiency for the artificial and observed wind data, 
MML was used to extract the five BW parameters using progressively increasing 
sample sizes of observed and artificial data. A step size of 24 data points was used, 
representing one day of hourly averaged wind speeds.  
Here, the artificial data are sampled randomly from the specified distribution, hence, 
for each sample of a particular size, the fitted BW parameters will vary until the 
sample size is large enough for the parameters to converge. In the case of the 
observed wind data, a real wind measurement campaign was replicated by 
choosing samples of consecutive wind data thus introducing additional variability 
due to seasonally varying atmospheric conditions. The variability in the extracted 
parameters was investigated using a Monte Carlo approach, whereby for each 
sample size the fitting procedure was repeated using 200 trials. In the case of the 
artificial data, the 200 trials were generated randomly from the required distribution, 
in the case of the observed wind data, the 200 trials corresponded to consecutive 
observations with random starting points throughout the 11 year data record, thus 
replicating measurement campaigns initiated at different times throughout the year. 
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The Monte Carlo approach was used to extract the predicted mean and standard 
deviation for each distribution parameter and sample size. 
Figure 7.1 shows the results of this procedure for the BW target site parameters of 
    ,      and  . The magnitude of the standard deviation across the 200 trials for 
each sample size may be used as an indicator of the degree of precision. A large 
standard deviation indicates that the value of the fitted parameter is dependent on 
the exact locations of the samples. Hence, a higher fitting efficiency is associated 
with a more rapid reduction in the standard deviation (or equally a more rapid 
increase in precision) as the sample size increases. For all three parameters, 
Figure 7.1 shows that the fitting efficiency, in terms of precision, is considerably 
greater when using artificial wind data compared to observed wind data. In the case 
of the observed data, seasonal variations in both the wind speeds and directions 
are likely to impact the form of the BW distribution leading to the large variations 
across different trials. Hence, significantly longer data samples may be required to 
extract precise distribution parameters when using observed wind data compared to 
artificial data. 
In addition to the precision of the fitted parameters, the mean values from the 
Monte Carlo averaging, are also of interest since they represent the accuracy of the 
fitting. Figure 7.1 shows that for the artificial samples, the mean parameter values 
reach the true distribution values with a sample size of just a few days. In the case 
of the observed wind data, however, there is a large over estimation in the mean 
value of      when using small samples. An increased value of      indicates a 
narrower wind speed probability distribution, likely due to ‘clumping‘ of wind speeds 
in a relatively narrow range related to seasonal weather patterns. Similarly, the 
observed wind data results in an over estimation of the mean fitted value of   when 
using small samples, indicative of poor correlation between the two sites. In 
contrast, the mean value of     , related to the target site mean wind speed, 
remains close to the true distribution value even for small samples of observed 
data. This is not surprising since      is directly related to the mean wind speed 
which can be accurately determined from many snapshots of concurrent wind 
speed observations taken across multiple years (the Monte Carlo approach). For 
observed sample lengths of around 40 days, the mean fitted parameters are 
relatively close to the true distribution values. However, the large standard deviation 
indicates that the extracted parameters lack precision, with large variations possible 
depending on the measurement season. Similar trends were observed in the fitted 
parameters of      and     . 
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Figure 7.1: Variation in the fitted BW parameters of     ,      and   using artificial 
(dotted line, dark shading) and consecutively sampled observed (solid line, 
light shading) wind data from a single reference/target site pair. The lines 
indicate a mean value averaged across 200 trials, the shading represents +/- 
one standard deviation from the mean. The inset shows the full BW probability 
surface. 
To investigate if these results were related to seasonal effects, the Monte Carlo 
procedure was repeated using random, rather than consecutively sampled wind 
speed observations. Using this approach, concurrent pairs of wind speed 
observations at the reference and target sites were drawn at random throughout the 
11 year data record. This random sampling procedure removes the effect of 
seasonal weather patterns and mirrors more closely the random sampling of 
artificial wind data. 
Figure 7.2 shows the results of this procedure for the BW parameters of      and 
    . The mean and standard deviation of      and      follow almost identical 
trends using the artificial and observed wind data with rapid convergence of both 
the Monte Carlo mean value and the standard deviation. Similar trends were 
observed for the remaining three BW parameters, indicating that it is the restriction 
of consecutive sampling, and most likely the associated seasonal weather patterns, 
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which result in the loss of fitting efficiency when using observed rather than artificial 
wind data.  
 
Figure 7.2: Variation in the fitted BW parameters of      and     , using artificial 
(dotted line, dark shading) and randomly sampled observed (solid line, light 
shading) wind data from a single reference/target site pair. The lines indicate 
a mean value averaged across 200 trials, the shading represents +/- one 
standard deviation from the mean. 
These results highlight some important factors related to the implementation of the 
BW approach to observed wind data. Firstly, the convergence time is likely to be 
significantly longer than in the case of artificial data as highlighted by Figure 7.1. 
This could result in relatively large errors in the estimated parameters when using 
short data periods. Secondly, assuming these results can be generalised, the 
values of the parameters   and   may be overestimated on average, when using 
short data periods. Note that when conducting a measurement campaign, 
consecutive sampling of wind speeds is the most likely approach due to the time 
and expense of installing a meteorological mast. However, with the improvement in 
portable measurement devices such as LiDARs (light detection and ranging), and 
where multiple sites are to be investigated, a non-consecutive sampling approach 
such as the ‘Round Robin’ procedure proposed by Lackner et al. [111] is a viable 
alternative, as discussed in Section 3.2.5. While this approach is not equivalent to 
random sampling, it may be possible to develop a procedure which captures 
seasonal variability sufficiently well to enable improved fitting efficiency. 
A final observation is noteworthy regarding the two methods (BW and BW2) 
outlined in Section 7.2.2 for extracting the distribution parameters. Using the 
alternative approach (BW2), for the four sites considered, it was found that the 
extracted values of     ,     ,      and      were almost identical (within ~1.5%) 
using both approaches. However, the BW2 approach resulted in consistently lower 
estimates of   (by around 10% - 40%) compared to MML. This suggests that 
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estimates of   based on the covariance are associated with a higher predicted 
correlation between the reference and target site wind speeds. Interestingly, when 
applied to the artificial wind data this difference almost vanished indicating that the 
effect may be due to deviations of the real wind data from idealised bivariate 
Weibull distributions. 
7.3.2 Comparison between the bivariate Weibull and baseline 
MCP approaches 
7.3.2.1 Percentage error metric 
To compare the success of the BW and BW2 approaches with the existing MCP 
methods of LR2 and VR, each approach was applied to observed and artificially 
generated wind data for the 22 site pairs in order to predict the 10 year wind 
resource. Figure 7.4 shows the percentage error metrics for  ̅ and  ̅  using the 
artificially generated data averaged across all 22 site pairs and all 120 sliding 
window positions for training lengths of 1-12 months. Note that the 22 artificial wind 
data sets represent idealised BW versions of the observations at the 22 site pairs 
since they were generated using Weibull shape and scale parameters extracted 
from the observed data. Figure 7.4 shows that the BW approach clearly performs 
better than the regression approaches for all training lengths, in line with the 
observations of Perea et al. [110]. Equivalent trends were also observed for   and 
 .  
 
Figure 7.3: Percentage error metrics as a function of training period for the wind 
resource parameters of  ̅ and  ̅  using artificially generated wind data. Lines 
show the mean value averaged across 22 site pairs and 120 starting months. 
The shaded region represents +/- one standard deviation in the mean for the 
BW approach. 
Figure 7.4 shows the equivalent error metrics for  ̅,  ̅ ,   and   using observed 
wind data for all 22 site pairs. Note that applying the sliding window approach to 
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observed wind data ensures that the average error metrics are independent of the 
season or year in which the short-term measurements were taken, while the 
standard deviation of the percentage errors (shading Figure 7.4) indicates the 
magnitude of the intra- and inter-annual variations. 
 
Figure 7.4: Percentage error metrics as a function of training period for the wind 
resource parameters of  ̅,  ̅ ,   and   using observed wind data. Lines show 
the mean value averaged across 22 site pairs and 120 starting months. The 
shaded region represents +/- one standard deviation in the mean for the BW 
approach. 
It is immediately apparent that the error metrics behave quite differently when the 
MCP approaches are applied to observed wind data. Generally, for short training 
periods, one or more of the regression approaches results in lower percentage 
errors than either BW or BW2. Using a full 12 month training period, the BW2 
approach performs as well as the best regression approach in terms of the 
percentage error in  ̅ ,   and   and slightly better than the best regression method 
in terms of  ̅. It is of interest that for training periods less than 8 months, the 
relatively simple LR2 method consistently performs as well or better than the other 
approaches in predicting  ̅ and  ̅ , while for longer training periods all the MCP 
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approaches tend to converge. For the parameters   and   which describe the form 
of the wind speed distribution, the VR approach performs better than the other 
approaches at short training periods converging with BW2 at longer training 
periods. For all four parameters, the percentage error metric is notably lower for the 
BW2 approach compared to BW, particularly at short training periods. Since, as 
discussed previously, the BW2 approach only differs in the estimation of the   
parameter, this suggests that the reference/target site covariance provides a more 
suitable indicator for this parameter compared to MML.  
These results indicate that when using real wind data, the MCP approaches of BW 
and BW2 do not consistently produce more accurate predictions compared to 
regression approaches despite their stronger theoretical basis. This is in contrast to 
results obtained when using artificial wind data (Figure 7.3) and could be due to 
deviations of the observed wind data from idealised BW distributions, as well as the 
difficulty in accurately extracting the BW parameters, particularly for short 
measurement periods. It should be noted that the LR2 approach implemented here 
includes a Gaussian model of the scatter term   about the predicted wind speeds, 
which was shown in Chapter 5 to increase the accuracy of predictions [161]. 
Without this term, the LR2 method would be considerably less competitive with the 
BW and BW2 approaches. 
The standard deviation in the %Error metrics (shaded region, Figure 7.4) indicates 
the degree of variability using different training periods, averaged across all sites. 
As mentioned previously, since overlapping training periods are used (Section 
5.2.1) the errors will be correlated and hence +/- two sigma cannot strictly be 
interpreted as a 95% confidence interval.  At training periods of less than one year, 
the error includes contributions from both seasonal and inter-annual variability in 
the predictions. While seasonal effects add considerably to the variability in the 
%Error metric, it is noteworthy that the inter-annual variability at 12 months is still 
relatively large (             ̅  = +/- 0.7% and              ̅   = +/- 3.2%). This 
highlights the importance of using multiple training years when testing the 
performance of new MCP algorithms, even if the training period is a full year. 
Assessing performance using error metrics calculated from a single training period 
or training year, as is sometimes reported in literature [121, 125], may lead to 
erroneous conclusions. 
7.3.2.2 Distribution of percentage errors 
Figure 7.5 shows the residual percentage error distributions across the 22 sites for 
a training length of 3 months using the BW and linear approaches averaged over all 
185 
120 sliding window positions. Since the errors are averaged across all seasons and 
and years, the distributions represent the average variability across different sites, 
as described in Section 5.2.5. The distributions for LR2 and VR were previously 
shown in Chapter 5 and they are included here for comparison with the BW 
approaches. A training period of 3 months is shown since measurement periods on 
these timescales are of interest to small-scale wind installations. Note that the 
conventional expression for the residual error    is used, (Equation 5.5), hence a 
negative residual represents an overestimate and vice-versa.  
 
Figure 7.5: Residual percentage error distributions across 22 target sites for mean 
wind speed  ̅, mean wind power density  ̅  , sample standard deviation  , and 
Weibull shape factor  . The error bars represent the 5th and 95th percentiles, 
the shaded regions encloses the interquartile range. 
It is noteworthy that the error distributions are relatively similar for the BW, BW2 
and LR2 approaches, with all exhibiting similar bias and spread. For these 
approaches, the 95th percentiles cover approximately +/-10% in  ̅ and 
approximately +/-30% in  ̅ . As with the LR2 approach, the BW and BW2 
approaches can be seen to underestimate the width of the wind speed distribution 
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(underestimate   and overestimate  ) resulting in an underestimate of  ̅  when 
using 3 month training periods. 
7.3.2.3 Mean bias errors 
In addition to the percentage error, it is also informative to consider the mean bias 
error (Equation 5.4) which describes the average tendency to overestimate or 
underestimate a particular parameter. Figure 7.6 shows the MBE metrics averaged 
across 22 site pairs and all years and seasons using observed data. For a full 12 
month training period, the BW approach results in the lowest bias in  ̅. However, in 
terms of  ̅ , BW2 performs best, closely followed by LR, BW and VR. Note that 
while BW2 and LR slightly overestimate  ̅, these approaches also underestimate 
the width of the wind speed distribution, as indicated by the MBE in   and  , and 
these two effects may offset each other resulting in a low net negative bias in  ̅ . 
VR exhibits a very small bias in   and   and hence the positive bias in  ̅  is a more 
direct reflection of the positive bias in  ̅ using this approach. As suggested from the 
analysis of artificial data in Section 7.3.1, both BW and BW2 tend to overestimate  , 
especially for short training periods. The behaviour of the bias error across these 
parameters reveals that the resulting errors in  ̅  are due to a relatively complicated 
combination of factors, including possible cancellation of errors. Despite these 
complications, the bias errors are generally small across all MCP approaches for 
training periods of 12 months, with differences becoming more apparent at shorter 
training periods. 
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Figure 7.6: MBE metrics as a function of training period for the wind resource 
parameters of  ̅,  ̅ ,   and   using observed wind data. Lines show the mean 
value averaged across 22 site pairs and 120 starting months.  
The total variability in the bias errors, including intra- and inter-annual as well as 
site-specific variability was considered for the LR2 approach in Section 5.3.3. A 
similar analysis was performed here for the BW2 approach. The 2σ values 
(standard deviation of the bias errors across all sites and years) were calculated as 
0.63 ms-1 and 42 Wm-2 for  ̅ and  ̅  respectively, using a 3 month training period. 
These are similar to, although slightly higher than, the values obtained for LR2 of 
0.58 ms-1 and 36 Wm-2 for  ̅ and  ̅  respectively. As observed in Chapter 5, the 
error distributions were also found to be leptokurtic for the BW2 approach 
highlighting the need for caution in the interpretation of these values. 
Table 7.1 summarises the metrics of %Error, MAE and MBE for training periods of 
3 months and 12 months using the observed wind data. At 12 months, the 
performance of all four MCP approaches is very similar with BW2 performing very 
slightly better on average than the remaining approaches. For completeness, the 
BW approaches were also tested using training data lengths of 18 and 24 months. 
To implement these longer training periods, the training window (Section 5.2.1) was 
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extended to 2 years and the test period was reduced from 10 to 9 years. Only small 
decreases in the error metrics were observed for these training periods, (for 
example, using BW2 with a 24 month training period, %Error in  ̅ = 2.4% and in  ̅  
= 7.1%), indicating that longer training periods are unlikely to significantly improve 
the performance of these approaches.  
For a shorter training period of 3 months there are clearer differences between 
MCP approaches with the regression techniques of LR and VR generally resulting 
in smaller errors than the BW techniques. One possible reason for this is that the 
BW approach requires a greater number of parameters to be extracted from the 
training data compared to regression approaches, thus requiring longer training 
periods. In addition, even if the wind speeds at a site are well described by a 
Weibull distribution, there is no guarantee the wind speeds observed during a 
relatively short training period will also follow a Weibull distribution. Overall, average 
errors are approximately halved by increasing the training period from 3 to 12 
months. 
 
Table 7.1: Error metrics for the wind resource parameters of  ̅,  ̅ ,   and   using 
training periods of 3 months (left) and 12 months (right) averaged across 22 
target sites and 120 starting months.  
7.3.2.4 Seasonal effects 
Seasonal effects, using 3 month training periods, were considered in detail for the 
LR2 and VR approaches in Section 5.3.4. Here, the seasonal variations in the 
prediction errors using the BW and BW2 approaches are briefly compared with 
those associated with the LR2 approach. Figure 7.7 shows the variation in the 
average percentage errors for  ̅,  ̅ ,  , and   using different three month training 
periods throughout the calendar year. As before, the vertical lines mark training 
periods corresponding to the nominal seasons of autumn (Sept-Nov), winter (Dec-
Feb), spring (Mar-May) and summer (June-Aug).  
 
12 M Method ū ?̅?𝒅 σ k 
%Error BW 2.6 8.4 3.9 4.1 
 BW2 2.6 7.8 3.2 3.7 
 LR2 2.8 7.9 4.0 6.7 
 VR 2.9 8.5 3.1 3.6 
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MAE BW 0.11 6.1 <0.1 <0.1 
 BW2 0.11 5.7 <0.1 <0.1 
 LR2 0.12 5.8 0.10 0.12 
 VR 0.12 6.1 <0.1 <0.1 
MBE BW <0.1 -2.3 <0.1 <0.1 
 BW2 <0.1 -1.2 <0.1 <0.1 
 LR2 <0.1 -1.6 <0.1 0.11 
 VR <0.1 2.2 <0.1 <0.1 
 
3 M Method ū ?̅?𝒅 σ k 
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 VR 4.8 15 5.3 4.3 
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MAE BW 0.25 15 0.19 0.15 
 BW2 0.23 13 0.17 0.14 
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MBE BW <0.1 -4.5 -0.13 0.12 
 BW2 <0.1 -3.2 -0.10 0.10 
 LR2 <0.1 -2.8 -0.10 0.13 
 VR <0.1 5.7 <0.1 <0.1 
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Figure 7.7: Seasonal variation of the percentage errors in mean wind speed  ̅, 
mean wind power density  ̅ , sample standard deviation   and Weibull shape 
factor   averaged across 22 target sites and 10 years using three MCP 
approaches. The vertical lines mark the nominal seasons of autumn (Sept-
Nov), winter (Dec-Feb), spring (Mar-May) and summer (June-Aug). The 
horizontal axes show the three month period used for training. 
The seasonal variations in the %Error metrics follow very similar trends for the BW 
and linear LR2 approaches. However, the error peak during the summer months is 
more exaggerated for BW and BW2 compared to LR2. Since the BW approaches 
rely more strongly on accurately extracting the distribution parameters, this effect 
could be associated with the decreased magnitude and variance of the wind speeds 
experienced during the summer months as discussed in Section 5.3.4.  
Figure 7.8 shows the seasonal variation in the MBE for  ̅ and  ̅ . Again, the BW 
and LR2 approaches show very similar trends with  ̅ and  ̅  overestimated in the 
winter and underestimated in summer. The degree of underestimation in these 
parameters is greatest for the summer months in line with the seasonal trends 
observed in the %Error metrics. 
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Figure 7.8: Seasonal variation of the mean bias error in mean wind speed  ̅ and 
mean wind power density  ̅ , averaged across 22 target sites and 10 years 
using two MCP approaches. The vertical lines mark the nominal seasons of 
autumn (Sept-Nov), winter (Dec-Feb), spring (Mar-May) and summer (June-
Aug). The horizontal axes show the three month period used for training. 
It is of interest that the seasonal trends observed in the error metrics are very 
similar for the BW and LR2 approaches despite the fact that they utilise very 
different formulations and assumptions. This indicates that the seasonal factors are 
more strongly related to the representativeness of the data (i.e. how well the short-
measurement period captures the range of meteorological phenomena associated 
with the sites) rather than factors that are specific to the MCP algorithms used. 
7.3.2.5 Errors at individual sites 
Thus far, error metrics have been presented as averaged across all 22 target sites. 
In addition to these average statistics, the performance of the BW and regression 
approaches at each site is of interest. Figure 7.9 shows the %Error in  ̅  for each 
site using 3 months training and the best performing bivarate and regression 
approaches, namely BW2 and LR2. The metrics are averaged across all 120 
window positions. The %Error metrics for BW2 and LR appear to follow very similar 
trends for both approaches, with LR2 generally performing slightly better than BW2. 
This implies that the performance of the bivariate and regression MCP approaches 
is more strongly dependent on the characteristics of the site rather than the MCP 
approaches used. Interestingly, Bass et al. [126] reached a similar conclusion when 
comparing MCP approaches based on ANNs to linear techniques.  
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
M
B
E
 in
 ū
 (
m
s
-1
)
BW
BW2
LR2
A
u
tu
m
n
W
in
te
r
S
p
ri
n
g
S
u
m
m
e
r
ū
-25
-20
-15
-10
-5
0
5
10
15
M
B
E
 in
 p
d
 (W
m
-2
)
A
u
tu
m
n
W
in
te
r
S
p
ri
n
g
S
u
m
m
e
r
pd
191 
 
Figure 7.9: %Error in  ̅  for each of the 22 target sites using the BW2 and LR2 
approaches and a training period of 3 months.  
For completeness, Figure 7.10 shows the equivalent %Error in  ̅  using a full 12 
month training period. Again, the %Error metrics for the BW2 and LR2 approaches 
follow very similar trends. However, for the longer training period the BW2 approach 
is more competitive with LR2 and the two methods outperform each other at an 
approximately equal number of sites. There is a small indication that the BW2 
approach may be slightly more successful at coastal sites as well as at the two 
urban sites, however, these differences are relatively small. Similar trends were 
also observed for the %Error in  ̅. As mentioned previously, work by Clive [116] 
showed that wind speeds described by correlated Weibull distributions will exhibit 
non-linear correlations if the ratio of the Weibull shape factors at the two sites 
differs. However, for the sites considered in the current study, this metric was not 
found to be a reliable predictor of whether the BW approaches would outperform 
linear regression in terms of the %Error in  ̅  or  ̅. 
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Figure 7.10: %Error in  ̅  for each of the 22 target sites using the BW2 and LR2 
approaches and a training period of 12 months.  
Since the BW approaches are based on the assumption that wind speeds at the 
reference and target sites follow univariate Weibull distributions, it is informative to 
investigate whether the performance of these approaches can be related to the 
accuracy of this assumption. To achieve this, some measure must be used to 
determine how ‘Weibull-like’ the wind speed distributions are at each site. 
A number of goodness-of-fit tests are available which allow the null hypothesis (i.e. 
that the data and the model belong to the same statistical distributions) to be tested 
directly by means of a test statistic calculated from the observed and assumed 
distributions. These include: 
 Kolmogorov-Smirnov test (estimates the maximum vertical distance 
between the observed cumulative distribution function (cdf) and the fitted 
cdf). 
 Pearson’s Chi-square test (based on the sum of differences between 
observed and predicted frequencies). 
 Anderson-Darling test (related to the difference between the observed and 
predicted cumulative frequencies). 
These tests have been applied to wind speed data by several authors [42, 48, 162] 
in order to compare different wind speed distributions and numerical methods for 
estimating distribution parameters. However, as pointed out by Ramirez and Carta, 
[38, 40] there is a fundamental issue in applying these tests to wind speed data 
since they assume the observed data are independent. This assumption is 
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generally not supportable on the timescales (≤1hr) typical of observed wind speed 
data.  
A more direct metric for estimating how well the wind speed distributions conform to 
univariate Weibull distributions is to simply calculate the values of  ̅ and  ̅  using 
both the observed data and Weibull fits to the data. The percentage error in these 
parameters can be used to assess how well the data are described by univariate 
Weibull distributions. Using this approach, the percentage error in  ̅  will be more 
heavily weighted to the success of the fit at higher wind speeds due to the cubic 
relationship between wind speed and power. Note that the goodness of fit measure 
can be applied either to the reference or target site observations and either to the 
full 11 year data record or to each of the training periods individually. All these 
options were explored and all produced similar results. The goodness of fit using 
the full 11 year data record at the target sites is presented below. Figure 7.11 
compares the %Error in  ̅  from implementation of the BW2 approach with the error 
in  ̅  from applying a Weibull fit to the target site wind speeds. As before, the 
Weibull fits were applied sector-wise using 90⁰ angular sectors.   
 
Figure 7.11: %Error in  ̅  for the 22 target sites using the MCP approach of BW2 
versus the Weibull fit metric of percentage error in  ̅  using a 3 month (left) 
and 12 month (right) training period. An outlier has been removed (site R1) to 
improve clarity. 
At training periods of both 3 and 12 months there appears to be no clear 
relationship between the success of the BW2 technique and the Weibull error. The 
equivalent relationships were also investigated using the percentage error in  ̅ as a 
Weibull fit metric. In all cases, no clear relationship emerged between the BW2 
error and the success of the Weibull fit. These results indicate that the performance 
of the BW approaches is not especially sensitive to the accuracy of the univariate 
Weibull fits at the reference and target sites. However, as noted in Section 7.2.5, 
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the wind speed observations at the reference and target sites used in this study 
were all relatively well described by univariate Weibull distributions. Hence, it is 
possible that such trends would only emerge for sites with larger deviations from 
univariate Weibull behaviour. It should also be noted that although a successful BW 
fit to a reference/target site pair requires that each site be well described by a 
univariate Weibull distribution, this does not in itself guarantee that the sites will be 
well described by a correlated BW distribution.  
7.4 Conclusions  
An MCP approach based on modelling the underlying BW probability distribution of 
reference and target site wind speeds has been implemented at 22 pairs of UK 
sites using multiple test periods over an 11 year data record. Building on previous 
work that applied the technique to artificial wind data, a detailed comparison 
between the performance of the approach using observed and artificially generated 
data has been carried out. The results indicate that due to seasonal effects, the 
data period required for convergence of the extracted BW parameters is likely to be 
significantly longer when using observed compared to artificially generated wind 
data and that the Weibull shape factor   and association parameter   may be 
overestimated on average when using short measurement periods. In addition, 
estimating   from the covariance of the reference/target site wind speeds was 
found to result in improved performance across all error metrics compared to 
estimations based on MML.  
The performance of the BW approach was compared quantitatively with two linear 
MCP methods using observed wind data at the 22 site pairs as well as artificial wind 
data generated from ideal BW distributions modelled on the same sites. In line with 
a previous study [110], the BW approach outperformed the linear approaches for all 
measurement periods when applied to artificial wind data. However, when applied 
to observed wind data, the regression approaches generally performed better than 
the BW approaches for short training periods, while all approaches performed 
similarly for training periods of 12 months. These results suggest that the improved 
performance of the BW approach when using artificial wind data may not be 
transferable to real wind observations. This is likely due to the fact that real wind 
speed observations deviate from idealised BW distributions, as well as the difficulty 
in accurately estimating the BW parameters from short training periods. 
The MCP approaches considered so far (Chapter 5 – Chapter 7) have been based 
on applying relationships extracted from a short-term training period to long-term 
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meteorological measurements at a nearby reference site. However, in some cases, 
the use of nearby meteorological measurements may not be practical due to cost, 
the absence of a nearby meteorological mast, reliability of the data or differences in 
the wind climate at the reference and target sites. As alluded to previously, the 
latter issue is of particular importance at coastal sites, or other regions of complex 
terrain, where the wind climate may be highly localised and decoupling between 
reference and target site wind speeds may occur over relatively short distances. In 
the following chapter, the application of MCP using local operational forecast data 
in place of nearby reference stations is considered as a means to overcome some 
of these limitations.  
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8 Using Output from an Operational Forecast Model as a 
Tool for Small-Scale Wind Resource Assessment 
8.1 Overview 
In Chapters 4 - 7 various methods, both semi-empirical and data-driven, for small-
scale wind resource assessment have been investigated. In the current chapter, 
attention is turned to the sources of reference data that may be used to drive these 
approaches. 
For the implementation of data-driven MCP approaches, short-term wind data must 
first be obtained at the target site. In addition, suitable long-term data must be 
obtained from a nearby reference site with the same climatology in order to 
establish a correlation between the two sites and to make a long-term prediction at 
the target site. Procuring suitable reference data places an additional burden on the 
site assessment. For example, in some cases, nearby reference sites with similar 
climatology may simply not be available, data records may not be of sufficient 
length or quality control procedures may be inadequate. This will be particularly 
relevant in countries that do not have a long history of meteorological 
measurements. Similarly, for target sites in complex terrain or in coastal areas, 
even reference sites that are relatively close may not be suitable for long-term 
correlations due to highly localised phenomena as discussed in Section 2.4. In 
addition, the cost of obtaining long-term, high quality reference data may prove to 
be a further barrier in implementing a data-driven approach. 
In the case of the semi-empirical boundary layer scaling model described in 
Chapter 4, the data requirements are relatively modest. The model is implemented 
with a single mean wind speed at a reference height. The mean wind speed is 
assumed to be representative of the regional (1 km) area, and includes 
contributions from regional variations in topography and average coastal effects. 
The wind speed databases (NCIC and NOABL) used in Chapter 4 are interpolated 
from surface wind measurements and are subject to uncertainties associated with 
the measurements and the interpolation scheme. Since the databases do not 
include information regarding the wind speed distribution, a generic distribution 
must be applied leading to further uncertainties in the predicted wind power. While 
this may not be the most significant source of error (Section 4.3), applying the 
boundary layer scaling model to a time series of wind speeds rather than a single 
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mean value is one way in which the error due to uncertainty in the wind speed 
distribution could potentially be reduced.   
Given the issues outlined above, it is relevant to consider alternatives to surface 
wind observations as sources of reference data for both data-driven and boundary 
layer scaling approaches to resource assessment. With the ongoing development 
of numerical weather prediction techniques, global data sets of atmospheric 
variables including wind speed and direction are becoming widely available. 
Unsurprisingly, this has led to interest from the wind energy industry seeking 
convenient, low-cost alternatives to long-term reference data. 
In this chapter, output from a state-of-the-art operational forecast model is 
investigated in terms of its ability to provide reference wind data for use in small-
scale wind resource assessment. The data are predominantly investigated in terms 
of their ability to be used in place of long-term reference site observations in the 
MCP approaches outlined in Chapters 5-7. However, the data are also considered 
as an alternative source of reference climatology for the boundary layer scaling 
approach outlined in Chapter 4. The main objectives of this study are summarised 
below: 
(i) An investigation of the ability of forecast data to represent long-term 
wind speed trends at the target sites. 
(ii) Application of forecast data to MCP approaches in place of long-term 
reference site observations. 
(iii) An investigation of the effect of forecast height on the performance of 
the MCP approaches. 
(iv) Quantitative comparison between the performance of MCP approaches 
using meteorological observations and forecast data as a long-term 
reference source. 
(v) Quantitative comparison between the performance of the boundary 
layer scaling approach using forecast data and the NCIC database as 
the reference climatology. 
The chapter is organised as follows: Firstly, alternative sources of reference data 
are considered including low resolution reanalysis data and higher resolution output 
from an operational forecast model. Next, the Met Office Unified Model is 
considered in more detail and factors related to data independence, resolution and 
time alignment are considered. The ability of the forecast data to represent long-
term trends is then investigated through the use of a wind index. Finally, forecast 
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data are applied to MCP and boundary layer scaling approaches to wind resource 
assessment and the performance of the data is compared against a baseline. 
8.2 Alternative Sources of Reference Data 
8.2.1 Reanalysis data 
In the wind energy industry, there is increasing interest in the use of global 
reanalysis data, as well as derived data sets, as long-term reference data for the 
implementation of MCP. In a recent survey of European wind energy developers, it 
was noted that while reanalysis data are increasingly being relied upon in wind 
resource assessments, there is a lack of rigorous validation studies at research 
level. In addition, the surveyed developers rated the development of downscaling  
methods to relate large-scale wind databases to onsite conditions as their number 
one priority [163].  
Reanalysis data are produced by numerical models that describe the evolution of 
atmospheric variables such as temperature, humidity, pressure and wind. The 
models assimilate large amounts of data including observations from satellites, 
weather balloons, aircraft, ships, buoys and surface meteorological stations, to 
produce a three-dimensional grid of modelled atmospheric variables. Reanalysis 
data are so termed because they represent a second analysis of the data following 
the primary use in real-time weather forecasts [164]. The second analysis allows 
incorporation of observations not available to the model when it is run in real-time 
[165], as well as offering a consistent assimilation and analysis model, which is not 
necessarily the case for archived real-time forecasts [166].  
There are several reasons why reanalysis data are seen as an attractive source of 
long-term reference data in place of surface wind observations: 
 Many data sets are in the public domain and data cover the majority of the 
globe thus reducing cost and providing reference data even where surface 
wind observations are sparse. 
 The data cover a number of decades providing the opportunity for much 
longer correlations than may be possible using observed wind data. 
 Compared to surface observations, which are typically taken at 10 m above 
ground level, the wind data are less affected by changes in land-use and 
local obstructions.  
Commercial software tools have started to include direct access to reanalysis data 
sets for use as reference data within their MCP modules. The latest release of 
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WindPro (version 2.9, 2013) for example, includes high resolution (3 x 3 km spatial, 
1 hour temporal) European reference data produced by a mesoscale model driven 
using input from a global reanalysis data set [157]. 
A range of global reanalysis products are currently available with various temporal 
and spatial resolutions. The Climate Data Guide [167] lists a total of 12 data sets, 
10 of which are global. Perhaps the most widely known are NCEP/NCAR [165] 
(National Centers for Environmental Prediction / National Center for Atmospheric 
Research), ECMWF [166] (European Centre for Medium-Range Weather 
Forecasts) and MERRA [168] (Modern Era Retrospective Analysis for Research). 
Note that the data can differ considerably in both spatial and temporal resolution. 
For example, NCEP/NCAR has a geographical resolution (lat/long) of 2.5⁰ x 2.5⁰, 
(approximately 280 x 170 km for UK latitudes) and temporal resolution of six hours. 
MERRA on the other hand has a geographical resolution (lat/long) of 1/2⁰ x 2/3⁰,  
(approximately 56 x 45 km for UK latitudes) and temporal resolution of one hour. 
For wind resource assessments, high spatial and temporal resolution are likely to 
be particularly important. 
At present, despite their increased use, few peer reviewed studies have been 
published regarding the suitability of such data sets for long-term wind resource 
assessment using MCP. However, there have been several recent conference 
papers as well as industry reports that have considered this application. One of the 
more detailed of these studies was carried out by Brower [164] using NCEP/NCAR 
data. Brower points out that a key reason to be concerned about the use of 
reanalysis data in MCP is that the type, quality and quantity of the observational 
data used to drive the models has changed with time and this is likely to produce 
false trends when extrapolating over several decades. Brower used three 
approaches to investigate the suitability of NCEP/NCAR in long-term wind resource 
assessment. Firstly, the annual mean wind speeds were compared with rawinsonde 
data (weather balloons) and carefully chosen surface observations. It was found 
that in some cases, spurious trends existed in the reanalysis data that were not 
reproduced in the observations. Secondly, MCP approaches were applied at 10 
sites using both NCEP/NCAR and nearby meteorological masts as long-term 
reference data. At 8 out of the 10 sites, the mast data resulted in lower errors in the 
long-term predictions compared to the NCEP/NCAR data. Finally, the internal 
consistency of the NCEP/NCAR data was investigated using samples of the 
reanalysis data to predict the long-term average of the same reanalysis data set. At 
a number of sites, it was found that for samples greater than around 10 years, the 
error in the long-term prediction increased due to spurious trends and shifts in the 
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data. For small-scale installations, correlations over a single decade may be 
sufficient, and hence, spurious trends may be less of an issue as the quality of 
assimilated data improves.  
Jimenez et al. [169] compared NCEP/NCAR and MERRA reanalysis data as well as 
data from three commercial mesoscale models (Vortex, WindTrends and 3TIER) for 
use in MCP at six locations. Mesoscale models are derived data sets which attempt 
to increase the spatial resolution of the data by taking account of the local surface 
properties. The study was relatively simplistic, comparing the square of the linear 
correlation coefficient between the reference/target sites for each of the reference 
data sources. In addition, mesoscale data were only available for a limited number 
of the six sites tested. The results suggested MERRA performed better than the 
other data sources although more detailed analysis and a larger number of sites are 
needed to confirm these findings. Liléo and Petrick [170] also compared 
NCEP/NCAR with MERRA as well as a more recent NCEP release NCEP/CFSR, 
which has improved spatial and temporal resolution, using observations at 24 
meteorological stations in Sweden. Their results also indicated that MERRA 
performed better in MCP analysis and was less prone to the spurious trends 
observed in the NCEP data sets. Similar studies have also been carried out by 
Pinto et al. [171] at 20 sites in Portugal. 
Taylor et al. [172] suggested that many of the issues identified by Brower [164] 
could be reduced by the use of a mesoscale model driven by a consistent set of 
observations. Taylor investigated the performance of commercial mesoscale model 
data WindTrends, a reference data set covering North America from 1997-2009. 
The data set has improved spatial and temporal resolution compared to 
NCEP/NCAR (20 km and 1 hour) and is driven only by rawinsonde data in an 
attempt to remove spurious trends due to changes in the assimilated observations. 
Using a large number of meteorological stations in the USA, the mesoscale data 
were shown to better reproduce the annual trends in mean wind speed compared to 
NCEP/NCAR. However, in around 80% of cases, nearby meteorological stations 
were shown to have stronger linear correlations than the nearest WindTrends grid 
point, implying that although the data set may outperform traditional reanalysis 
products such as NCEP/NCAR, it may not offer improvements over nearby 
reference observations.  
These studies highlight both the increasing importance of reanalysis data sets as 
sources of reference data as well as highlighting their limitations. The most recent 
work indicates that in order to overcome some of these limitations, there is a move 
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towards the use of high resolution mesoscale models, driven by reliable data inputs. 
In this sense, the use of operational forecast data which fulfil these criteria may be 
considered as a natural choice for long-term wind resource assessment. 
8.2.2 The Met Office Unified Model  
The Met Office Unified Model (UM) is a world leading operational forecast model 
operated at resolutions of 25 km globally and 4 km (currently transitioning to 1.5 
km) within the UK [173]. The UM is an example of a terrain-following, mesoscale 
model capable of producing, local, site-specific forecasts. This is achieved through 
progressively higher resolution (12 km, 4 km and 1.5 km) models whose boundary 
conditions are provided by the global model. Hence, although primarily designed to 
produce weather forecasts, there is a clear opportunity for using this high resolution 
data in the prediction of the long-term wind energy resource.  
In simple terms, the starting point for numerical weather prediction models such as 
the UM is the background model field which includes assimilated observations and 
the previous forecast state. The background field includes estimates of atmospheric 
variables such as temperature, pressure, humidity and wind speed as well as 
physical parameterisations of the surface orography and roughness averaged over 
a grid [174]. The UM is run in small time steps to solve the equations of motion for a 
rotating fluid, known as the dynamical core, as well as equations governing a whole 
range of atmospheric processes [173]. The output includes predictions of 
atmospheric variables used in weather forecasting in addition to the wind speed 
and direction required for wind resource assessment.  
8.2.2.1 The added value of the Unified Model 
Given the studies outlined in Section 8.2.1, it might be expected that output from 
the UM will provide a more accurate representation of the long-term wind resource 
compared to reanalysis data. This was investigated recently by Wilson and Standen 
[175] who compared the observed and predicted mean wind speeds at 80 sites 
using the UM, reanalysis data sets and the Virtual Met Mast (VMM), a commercial 
product developed by the Met Office as described in the following section. Of the 
reanalysis data, the higher resolution data sets of MERRA and NCEP/CFSR were 
found to yield the smallest bias errors while the UM and VMM predictions 
performed best with the smallest bias and standard deviation of bias. The study 
concluded that the added value of the UM mesoscale model, as well as the VMM 
which includes local downscaling, resulted from improved resolution and more 
accurate representation of the terrain. 
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Note that the study did not investigate the added value of using UM and VMM 
output as reference data in an MCP context. However, the results are promising in 
terms of the ability of mesoscale model data to represent the wind climate more 
accurately than reanalysis data.  
8.2.2.2 The Virtual Met Mast  
Given the potential for using the UM output in wind resource prediction, the Met 
Office are developing a commercial product termed the Virtual Met Mast (VMM) 
[19]. The VMM aims to provide hourly time series of wind speed and direction for 
any UK site. The operational details of the VMM are not in the public domain, 
however the principle is to apply a correction to the UM output, which forecasts the 
large-scale flow, in order to correct for the local terrain. Note that while the VMM is 
a relatively new product, previous work has also considered applying corrections to 
numerical weather prediction models using localised downscaling [176]. 
A feature of many numerical weather prediction models, including the UM, is that 
unresolved orography (orography with a length scale below the resolution of the 
model) is accounted for by parameterisation through an enhanced or effective 
orographic roughness. This correctly represents the drag (and hence the wind 
flows) on a synoptic scale but close to the surface (at tens of metres) the artificially 
enhanced roughness leads to an underestimate of the wind speed. Similarly, 
speed-up close to the surface over unresolved hills is not accounted for and heights 
above ground level may not be accurately represented [91]. The main purpose of 
the VMM is to correct the raw UM output for these effects and hence make realistic 
predictions of wind speeds close to the surface. This is achieved in two stages. 
Firstly, the wind speed close to the surface is corrected to remove the effect of the 
enhanced orographic roughness through the application of a logarithmic wind 
profile (Equation 2.19) from some reference height down to the surface. The 
reference height represents the height to which the orographic roughness 
parameterisation affects the local wind profile, and hence, this varies with terrain, 
with the highest reference heights over hilly or mountainous terrain [91]. Secondly, 
the local effect of the previously unresolved orography is accounted for using a 
linear flow model [89] to represent the orographic effects described in Section 2.4.7. 
The final VMM wind speed predictions are thus more representative of the local 
wind compared to the large-scale flow predictions of the UM.  
The VMM is optimised for use at heights of 50 m or greater in accordance with the 
hub heights of medium to large-scale wind turbines. Verification studies have 
indicated that the VMM consistently underestimates wind speeds at heights below 
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30 m [20]. Unfortunately, this is the very height regime that is of most interest for 
small to medium-scale wind turbines (Section 2.1.1). In addition, while the VMM 
predictions at heights above 30 m have a very low average bias, the study by 
Wilson and Standen [175] reported an average absolute error in the mean wind 
speed of over 1.4 ms-1 across 80 test sites and this will have significant implications 
for wind energy estimates. The most recent implementation of the VMM includes 
the option for the assimilation of short-term onsite measurements to provide a 
correction to the modelled wind speeds [177, 178]. Note that this is conceptually 
very similar to the use of short-term onsite measurements in an MCP approach as 
described in Chapter 5 and is likely to significantly improve the reliability of the wind 
resource estimates. 
Overall, the VMM is a promising wind resource assessment tool particularly in a 
scoping context for large to medium scale wind projects. Ongoing development is 
also likely to improve its accuracy and applicability. However, at present, there is a 
case for supplementing the VMM approach with alternative methods that are more 
suited to the small-scale wind industry and capable of greater accuracy. 
8.2.2.3 The Unified Model as an MCP reference data source 
An alternative method for utilizing the output wind data from the UM in wind 
resource assessment is as a long-term reference source for MCP. Note that in this 
case the requirements placed on the UM output are somewhat less strict. In order 
to be a suitable reference source, we only require that the data represent the same 
climatology as the target site. The data do not need to represent the target site in 
an absolute sense since consistent biases will be corrected by the MCP process. Of 
greater importance is that the reference and target site data feature the same long-
term trends or perturbations from the long-term averages. 
Note that this is the same requirement that is placed on nearby meteorological 
stations when choosing reference sites. However, in the case of meteorological 
stations, a compromise is required between data availability, proximity to the target 
site and terrain similarity. For example, the reference sites used in the MCP 
analysis detailed in Chapters 5 - 7 are located at distances of 12 – 133 km from the 
target sites. An advantage of using UM output as a reference source is that the data 
are available in a relatively high resolution grid and hence data can be interpolated 
from the nearest forecast nodes. For the 4 km UK forecast data, the nearest node 
will typically be much closer than the nearest available surface measurements and 
hence the data could potentially be more representative of the long-term resource 
at the target sites. Even for the global forecast model, the resolution of 25 km is 
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significantly higher than reanalysis data sets opening up the possibility of a high 
quality global reference data source for MCP. 
Such an approach is particularly attractive in the case of small-scale wind energy 
where such a reference data source would allow wind resource assessments to be 
performed using only onsite data collected over a period of months.  
8.3 Methodology 
8.3.1 Measure-correlate-predict 
The results detailed in Chapters 5 - 7, indicate that the LR2 linear MCP approach 
(including a Gaussian scatter term) consistently performs well, particularly with 
respect to predicting the important parameters of  ̅ and  ̅ . Hence LR2 was chosen 
as the core MCP technique for implementation using forecast data. However, in 
order to allow for the possibility that the performance of different MCP approaches 
may be affected by the choice of reference data, error statistics were also 
calculated for the linear VR method and the best performing bivariate Weibull 
approach, BW2. As in previous chapters, the sliding window technique described in 
Section 5.2.1 was also used to calculate reliable error metrics over multiple training 
and test periods. 
In order to put the results in context, the prediction errors were compared with 
baseline values. The ‘baseline’ referred to throughout the remainder of this chapter 
refers to the LR2 approach applied using the meteorological observations at the 
reference sites (Rf) as described in Chapter 5. Hence a direct comparison is 
possible between the errors obtained using either nearby meteorological stations or 
forecast data as a long-term reference data source. 
8.3.2 Boundary layer scaling 
While the current chapter is predominantly concerned with the use of forecast data 
in an MCP approach, it is also informative to investigate its utility when used in the 
boundary layer scaling (BS) approach detailed in Chapter 4. In contrast to the NCIC 
database of mean wind speeds used previously, forecast data includes a complete 
time series of wind speed and direction. Hence, it is possible to apply the boundary 
layer scaling approach to produce a complete time series of predicted wind speeds 
for multiple angular sectors rather than a single-valued mean. This has the potential 
to improve the wind power estimates through a more accurate description of the 
wind speed distribution. 
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To investigate this application, the boundary layer scaling approach detailed in 
Chapter 4 was implemented using the forecast data in place of the NCIC database. 
Rather than applying the scaling to a single mean wind speed and using a fixed 
Weibull shape factor, the scaling was applied to the hourly time series of forecast 
wind speeds at a height of 200 m. The scaling was used to obtain a new time series 
of predicted wind speeds, from which the wind resource statistics were calculated 
directly. 
The fixed forecast height of 200 m was used for consistency with the approach 
applied in Chapter 4 where the NCIC wind speeds were first scaled to a height of 
200 m based on the assumption of a fixed height for the internal boundary layer. 
Additionally, the enhancements detailed in Chapter 4, namely the allocation of an 
increased regional fetch and the calculation of angularly dependent aerodynamic 
parameters, were included. As before, the regional aerodynamic parameters were 
defined for each of four 90⁰ angular sectors. Forecast wind speeds were binned 
according to these sectors before applying the appropriate scaling for each sector. 
8.3.3 Meteorological data 
To facilitate comparisons with the results in Chapters 5 - 7, in the present chapter 
the same set of 22 reference/target site pairs were used (Table 5.1), covering an 11 
year period from August 2001 to July 2012. Note that in some cases the same 
reference site was used for more than one target site hence the total number of 
unique sites, reference plus target, is 37. In addition to this observed wind data from 
the Met Office anemometer network, the UK operational forecast model, operated 
at 4 km resolution, was used as a further source of reference wind data. To avoid 
confusion with the two sources of reference data, the observed wind data at the 
reference sites (as detailed in Table 5.1) are referred to as Rf, while the forecast 
data used as an alternative reference source are referred to as UK4.  
The UK4 data covered the same 11 year period outlined above and were sourced 
directly from the Met Office as part of a collaborative project. The UK4 data 
consisted of a time series of hourly wind speed and direction predictions at eight 
heights, (10, 20, 35, 50, 100, 150, 200 and 500 m above ground level) at each of 
the target sites. The data were interpolated from the forecast nodes to the actual 
site locations as part of the pre-processing carried out by the Met Office. Since UK4 
has only been operational since 2007, the model was hindcast for the period 2001 – 
2006 in order to provide a seamless data set covering the full 11 years.  
For the hindcast period, boundary conditions were initialised using ECMWF ERA-
interim reanalyses, while from 2007 onward, the model was initialised using the 
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operational forecast model which is run several times per day with observations 
assimilated. The effect of using different data sources for initialisation pre- and post-
2007 is considered in more detail in the following sections.  
8.3.3.1 Independence of forecast and observed wind data  
As detailed previously, the current study is based on comparing the predicted wind 
resource with that observed at a range of target sites which form part of the Met 
Office anemometer network. Data from this network is also assimilated for use in 
initialising the background field of the forecast models, along with data from a large 
number of other atmospheric observations. Hence, an important question is 
whether the forecast data can be considered largely independent of the 
observations at the target sites. Here the term ‘independence’ is used to mean that 
the forecast data are not significantly influenced by the target site observations 
since any such influence will tend to cause the success of the MCP approaches to 
be overstated. Note that this issue is only relevant to forecast data post-2007 since 
the ERA-interim used for initialisation of the pre-2007 hindcast data did not include 
observations from this network [179]. There are several factors that must be 
clarified in addressing this issue.  
Firstly, the UK4 assimilates observations of a range of atmospheric variables from a 
large number of sources. These observations are combined in the background 
model field that is optimised to be meteorologically consistent. Hence, while surface 
wind speed observations may influence the background field, the forecast data are 
not forced to fit these observations. Secondly, observations are only used to 
initialise the forecast at the start of a run, as the forecast evolves it knows nothing of 
the actual time evolving wind climate at the locations used for initialisation. Thirdly, 
the UK4 data used in the current study are extracted starting at T+2 hours, where 
T+0 is the time at which the forecast is initialised. Hence there is a gap of two hours 
between any assimilated observations and the first forecast point. These factors 
imply that the forecast wind speeds used in this study are not likely to be strongly 
influenced by the wind speed observations at any given hour. In addition, several 
studies [179-181] have shown that assimilation of the 10 m surface wind speeds 
appears to have very little influence on the forecast output and that other variables 
related to temperature and humidity are of greater importance.  
However, due to the importance of this issue in objectively assessing the 
performance of forecast data as a reference data source, further tests were also 
performed as part of the current study. Current expert opinion among the Met Office 
team responsible for running UK4 is that any influence of the 10 m surface wind 
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speed observations will have completely dissipated within the first six hours (i.e. by 
T+5 hours). Hence, MCP algorithms were implemented using the full data set, and 
after excluding the target site and reference (UK4) data between T+2 and T+5 
hours inclusive (note T+0 to T+1 hours is not included in any case) in order to test 
for differences in the calculated error metrics. The outcome of these tests is 
presented in Section 8.4.3. 
8.3.3.2 Wind speed resolution and time alignment 
The UK4 data were provided with a wind speed resolution 0.00001 ms-1 and 
angular resolution of 0.1⁰. This represents the precision of the data rather than the 
accuracy. The meteorological observations were obtained with a resolution of 0.514 
ms-1 (1 knot) and 10⁰. For consistency, the UK4 data were rounded to the nearest 
knot while the angular resolution was left unchanged since a minimum angular bin 
size of 30⁰ was used in the MCP implementation. The impact of this procedure was 
tested through implementation of the MCP algorithms with and without rounding 
and found to have no significant impact on the error metrics. 
In addition, the meteorological observations represent hourly values, averaged over 
the whole preceding hour. Due to Met Office convention, the actual values usually 
represent the average between HH-70 minutes and HH-10 minutes, where HH is 
the hourly time stamp. In contrast, the UK4 data are instantaneous values on the 
hour at HH. Note that according to Taylor’s hypothesis [182], the actual averaging 
time which these values represent depends on the wind speed and length scale or 
resolution of the model. For example, for wind speeds of 3 – 10 ms-1 and a model 
resolution of 4 km, these values are representative of the preceding 22 – 7 minutes. 
In any case, due to this convention, the UK4 values are likely be at least partly 
ahead of the observational data with the same time stamp. In order to correct for 
this, the UK4 data were shifted by one hour (i.e. the time stamp was set back by 
one hour) to provide better alignment with the observational data. Again, MCP tests 
were carried out to investigate the effect of changing the time alignment and this 
process was found to have very little effect on the overall error metrics.   
8.4 Results and Discussion 
8.4.1 Representativeness of the reference data 
To be suitable for making long-term target site predictions, the meteorological 
trends at the reference site must be consistent with those at the target site, or 
equivalently, the reference data must represent a similar wind climate. For example, 
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if the target site is located in a coastal area and hence subject to mesoscale effects 
such as sea breezes, the reference data should reflect these same meteorological 
patterns in order to effectively predict the long-term wind climate.  
A useful measure for comparing the meteorological trends at two sites is the wind 
index (  ). A    is the mean wind speed calculated over some short averaging 
period compared to the mean calculated over a longer averaging period. In effect, 
the    describes the short-term deviations from a long-term mean. Here the 
monthly    is used to compare the monthly mean wind speed to the long-term 
mean calculated from the entire 11 year data record. Hence, the   is defined as: 
     
 ̅ 
 ̅    
 
Equation 8.1 
where     and  ̅  are the wind index and mean wind speed for month   
respectively and  ̅     represents the mean wind speed over 11 years. 
For two sites with similar wind climatologies, at least on a specified timescale, it 
would be expected that the   would follow similar trends. Figure 8.1 compares the 
monthly    for the target site observations and the UK4 reference data (height 50 
m) at two target sites C5 and R1 between 2001 and 2012. The C5 site is an 
example of very good agreement between the monthly wind climates represented 
by the target and reference data. Site C5 is located on the coat of west Wales in 
relatively flat and open terrain, the climate of which is well predicted by the UK4 
data. The R1 site is an example of relatively poor agreement between the monthly 
wind climates. While the UK4 data approximately follow the long-term trends for this 
target site, there are relatively large differences between the forecast and observed 
   values from month to month. Site R1 is located in a valley within mountainous 
terrain in northern Scotland. Hence the site is likely subject to localised wind 
climates that are not well resolved by the UK4 model.  
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Figure 8.1: Monthly wind indices for the target site observations and UK4 data at 
sites C5 (top) and R1 (bottom). 
As a first step to assessing the suitability of the UK4 forecast data for long-term 
correlation,    plots equivalent to those shown in Figure 8.1 were constructed for 
all target sites. The data were visually checked to ensure no spurious trends or 
discontinuities were present, with a particular emphasis on the period between the 
end of 2006 and the start of 2007 for the reasons described in Section 8.3.3. No 
significant deviations where observed for this period.  
The examples presented in Figure 8.1 are relatively extreme cases. For the majority 
of sites the trends were somewhere between the excellent agreement at site C5 
and the poor agreement at site R1. In addition, poor agreement between the 
forecast and target site data does not necessarily mean that surface wind 
observations at a nearby reference site would perform better, particularly if the wind 
climate is highly localised. 
Figure 8.2 shows   values for the target site observations versus the UK4 data for 
the sites C5 and R1 over the entire 11 year data record. For perfect agreement 
between the monthly wind climates a linear relationship with zero scatter would be 
expected. This is close to the observed relationship shown in Figure 8.2 for site C5 
0.4
0.6
0.8
1
1.2
1.4
1.6
M
o
n
th
ly
 W
I
Target Obs
UK4 forecast
C5
0.4
0.6
0.8
1
1.2
1.4
1.6
M
o
n
th
ly
 W
I
Target Obs
UK4 forecast
R1
210 
while for site R1 there is significantly more scatter and a weaker linear relationship 
representing the poorer agreement between the two wind climates. Similar plots 
can also be made using the    values for the target site observations versus Rf 
observations to compare the degree of similarity between the target site and Rf 
data.  
In order to quantify the degree of agreement between the    for two data sets, it is 
proposed to simply use the linear correlation coefficient (   ) based on a linear fit to 
the    values [98]. For C5 in Figure 8.2,     = 0.98 while for site R1,     = 0.76 
clearly demonstrating the difference in agreement between the two wind climates. 
 
Figure 8.2 Monthly wind indices for the target site observations verses UK4 forecast 
data at sites C5 (left) and R1 (right). The solid line shows a linear fit to the 
data. 
Note that it is common in the wind industry to use the linear correlation between 
concurrent wind speed observations at the reference and target sites as a means of 
comparing reference data sources, either by means of the linear correlation 
coefficient (  ) or the coefficient of determination. However, the metric proposed 
here,     based on a linear fit to the    values, more directly addresses the issue 
of the representativeness of the long-term trends in the reference data, in line with 
the issues highlighted by Brower [164]. In addition,     may be considered more 
general in that it imposes the restriction of linearity only on the long-term trends at 
the two sites rather than the instantaneous wind speeds. A limitation of the     
metric is that it does not provide information regarding the linear correlation on 
timescales of less than one month and thus decoupling of the reference/target sites, 
due to diurnal phenomena for example, will not be identified unless    is also 
considered. Also, while     is a useful metric in a research context, in a real-world 
site assessment the long-term mean wind speed at the target site would not be 
available for calculation of the target site wind index and hence its application would 
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be limited by the length of the short-term data. Table 8.1 compares     (based on 
the monthly wind indices) and    (based on concurrent hourly average wind speeds) 
for the UK4 forecast data and the Rf observations  
For     there is a clear preference for the UK4 data with 15 out of 22 sites 
achieving higher     values compared to the Rf observations and 2 sites showing 
no preference. This indicates that on average the UK4 data better represents the 
long-term climate for these sites, most likely because using forecast data at the 
target site locations removes the effect of spatial separation that is present when 
using the Rf observations. For the wind speed    values, the effect is weaker with 
exactly half the sites having higher    values when using the UK4 data, although the 
UK4 data achieves a higher overall average   .  
The two metrics     and    are most consistent at coastal sites with both metrics 
showing a preference for UK4 reference data at 5 out of 7 sites. This indicates that 
for these sites the UK4 data exhibits a stronger linear correlation to the target sites 
on both monthly and hourly timescales. This is likely because the coastal reference 
sites (Rf), all of which are located at least 30 km from the target sites, are unable to 
fully represent the localised target site climates which may exhibit complex 
seasonal and diurnal variability as described in Section 2.4.5. In contrast, the 
relatively high resolution UK4 data, extracted at the location of the target sites, 
appears better able to represent these processes at the 4 km scale. The largest 
preference for UK4 data, as judged by the     and    metrics, was observed at 
reference target site pair Rf7/C1. This site pair are located in the north of Scotland 
and separated by a distance of 96 km. In addition, while Rf7 is located on the north 
coast, C1 is located on the east coast. This reference/target site pairing, which was 
forced due to the lack of nearby reference sites, is clearly non-ideal both because of 
the large separation and the different coastal orientation at the two sites, which will 
affect the fetch. Hence, it is not surprising that in this case, the local UK4 forecast 
provides a more suitable source of reference data. Similar observations were made 
at a number of coastal sites, C2 for example is located 133 km from the closest Rf 
site, while C3 is forced to use an Rf site located over 15 km inland. For both sites, 
the     and    metrics indicate a strong preference for using UK4 reference data in 
place of the closest Rf sites. Since scarcity of long-term local reference data may 
be common in real-world wind resource assessments, UK4 data may prove to be a 
particularly valuable alternative in such cases. 
For the non-coastal sites the results are mixed with the     metric averaged across 
all remaining sites indicating a small preference for UK4 over Rf, while the average 
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   metric indicates no overall preference. This is a reflection of the lower complexity 
of many of the non-coastal sites, at least on spatial scales resolved by UK4, as well 
as the greater availability of suitable, local reference sites. For example, for the 
sites Rf5/SU4, both are located in gentle terrain and the pair are separated by a 
distance of just 17 km. For this pairing, the     and    metrics both indicate a 
preference for Rf reference data over UK4 since the Rf and target sites experience 
similar wind climates. For the current study, the Rf wind data are collected at the 
same (or very similar) height to the target site data (10 m above ground level). This 
is an advantage in the case of the Rf5/SU4 site pair where the sites located in close 
proximity to each other, with similar fetch and in simple terrain. However, it can be a 
disadvantage related to Rf data if conditions at one site are disproportionately 
affected by the local surface and hence highly localised. The results presented here 
regarding the relative preference for Rf or UK4 data should not be considered 
absolute since they will depend on the choice of Rf site. However, they demonstrate 
the advantages of using UK4 data in cases where nearby reference observations 
are either not available or are located in areas likely to have different climatology to 
the target site. 
 
Table 8.1:     values between the monthly target site wind indices for the UK4 
forecast (50 m height) and Rf observations.    values for concurrent hourly 
wind speeds are also shown. The highlighted cells represent the reference 
data source with the highest correlation to the target sites. 
Wind Index rWI Hourly wind speed ru
Site UK4
Rf
Observed
UK4
Rf 
Observed
U1 0.90 0.81 0.81 0.79
U2 0.88 0.89 0.80 0.87
SU1 0.87 0.78 0.79 0.55
SU2 0.92 0.89 0.81 0.82
SU3 0.91 0.90 0.80 0.85
SU4 0.86 0.94 0.77 0.88
SU5 0.96 0.95 0.82 0.92
SU6 0.75 0.73 0.75 0.73
SU7 0.84 0.89 0.76 0.81
C1 0.92 0.64 0.76 0.51
C2 0.95 0.79 0.78 0.66
C3 0.87 0.71 0.74 0.68
C4 0.89 0.92 0.68 0.70
C5 0.98 0.90 0.85 0.79
C6 0.94 0.82 0.76 0.67
C8 0.87 0.94 0.82 0.88
R1 0.76 0.67 0.68 0.53
R2 0.94 0.94 0.81 0.88
R3 0.92 0.89 0.80 0.79
R4 0.94 0.94 0.79 0.85
R5 0.97 0.94 0.85 0.86
R6 0.96 0.91 0.85 0.73
Average 0.90 0.85 0.79 0.76
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As described in Section 8.3.3, the UK4 data before 2007 consisted of a hindcast 
driven by ECMWF reanalysis data. In order to quantify any effect of this procedure 
on the ability of the forecast to reproduce the climate variability at the target sites, 
the     and    metrics were also calculated separately for the periods 2001-2006 
and 2007-2012. Averaged across all sites, the     metric was found to be the same 
pre- and post-2007, while the averaged    metric was found to be lower for the 
period 2001-2006 compared to the period 2007-2012, (0.76 compared to 0.81). 
This indicates that the hindcast pre-2007 UK4 data may be less successful at 
predicting the variability at the target sites on hourly timescales compared to the 
post-2007 data, while the monthly averages are unaffected. This effect was not 
observed in the Rf observations indicating that it is related to the forecast data and 
not changes in climatology at the target sites post-2007. 
The overall conclusions that can be drawn from this analysis are that the UK4 
forecast data are in general capable of representing the long-term variability at the 
target sites as well as, if not better than, the Rf observations. However, the use of 
hindcast data before 2007 appears to have some impact on the ability of the UK4 
forecast to reproduce the target site variability on hourly timescales, although the 
long-term trends are not affected. 
8.4.2 Choice of reference height for UK4 forecast 
As described earlier, the UK4 data were obtained at eight heights between 10 m 
and 500 m. Hence it is necessary to determine which forecast height provides the 
best reference for applying the MCP algorithms to the targets sites. Note that 
although 20 out of the 22 target sites are located at 10 m above ground level, the 
10 m forecast data does not necessarily best describe the local wind climate due to 
the effects of unresolved orography noted in Section 8.2.2. The most appropriate 
forecast level is one of sufficient height that the effects of the orographic roughness 
parameterisation do not dominate, while remaining within the boundary layer such 
that the forecast winds remain coupled to the surface observations. 
As a first step to identifying this height, the     metric between the reference and 
target site monthly wind indices was calculated for each forecast height and target 
site. Figure 8.3 shows the average of these values across all target sites as a 
function of the forecast height. The     values exhibit a clear peak for forecast 
heights of 35-50 m indicating that UK4 data from these heights are most 
representative of the target site climate variations. A similar trend was also 
observed for the    metric. 
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Figure 8.3:     metric averaged across all 22 target sites as a function of the UK4 
forecast height. The line is a guide to the eye. 
To investigate the effect of forecast height further, the LR2 MCP algorithm (linear 
regression with Gaussian scatter) was applied to predict the 10 year target site wind 
resource as described in Chapter 5. The UK4 forecast data for each height was 
used as the reference data source. Figure 8.4 shows the %Error metrics for  ̅,  ̅ ,   
and   for each reference height averaged across all 22 target sites. The baseline 
%Error metrics are also included. 
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Figure 8.4: %Error metrics for  ̅,  ̅ ,   and   using the LR2 MCP algorithm and UK4 
forecast data of different heights as a reference source. Lines show the mean 
values averaged across 22 site pairs and 120 training periods. The baseline 
using Rf data as a reference source is also shown.  
The %Error in  ̅ and  ̅  can be seen to generally decrease with decreasing UK4 
height before increasing again when using UK4 data below 35 m. Interestingly the 
effect of measurement height appears to be more pronounced when using shorter 
training periods, while at 12 months, the errors related to all heights except 10 m 
tend to converge. For   and   the trend is more straightforward with a decrease in 
error with decreasing height, indicating that the width of the wind speed distribution 
is better predicted when using UK4 data at 10 m. Note that the relationship between 
the UK4 height and the %Error in   and   is also likely to be sensitive to the way in 
which the residual scatter is represented in the MCP algorithm. 
These results are summarized in Figure 8.5 which shows the %Error metrics as a 
function of UK4 forecast height for training periods of 3 and 12 months. The values 
have been normalised by the baseline, hence a value of less than one indicates 
that the using the UK4 data as a reference source resulted in smaller errors than 
using the Rf observations. For  ̅ and  ̅ , the %Error metric follows the inverse of 
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the trends observed in     (Figure 8.3), namely, the highest     and lowest %Error 
are observed for UK4 heights close to 50 m. These trends can also be seen to be 
stronger when using the shorter training period of three months. In addition, the 
%Error in  ̅ and  ̅  is slightly lower using the best UK4 data as a reference source 
compared to the Rf observations (i.e. < 1), particularly for short training periods. 
The %Error in   and   are generally higher when using the UK4 data however, 
except when using a forecast height of 10 m.  
 
Figure 8.5 %Error metrics normalised by the baseline as a function of the UK4 
forecast height for 3 month (left) and 12 month (right) training periods, 
averaged across 22 site pairs. Lines are a guide to the eye. 
In summary, for the current target sites, the most appropriate UK4 height appears 
to be 50 m with reference data at this height capable of outperforming the Rf 
observations in terms of the %Error in  ̅ and  ̅ . This reference height is used for 
the MCP analysis detailed in the following sections. 
8.4.3 Independence test 
As outlined in Section 8.3.3, while there is good reason to assume that the UK4 
forecast data are independent of the target site observations, it is important to 
confirm that the error metrics calculated using the UK4 data as a reference source 
are not overly optimistic due to the effect of the data assimilated to the forecast 
model. 
Based on the arguments given in Section 8.3.3, only UK4 data during the four hour 
period from T+2 to T+5 can be influenced by the assimilations at T+0. In real-time, 
this four hour period corresponds to 05.00 to 08.00 hours. Note also that only UK4 
data from 2007 onwards assimilated surface wind speeds. In order to test for 
independence, further analysis was undertaken using the five year data period 
August 2007 – July 2012. From the full five year data set of UK4 forecasts and 
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target site observations, a second data record was created, termed ‘restricted data’. 
For the restricted data, all entries between 05.00 and 08.00 hours inclusive were 
removed. The LR2 MCP algorithm was then applied using the sliding window 
approach to predict the four year wind resource (one year is reserved for the sliding 
window) at the target sites using both the restricted and the full five year data sets. 
Any improvement in the error metrics calculated using the full data compared to the 
restricted data may be used as an indicator that the forecast data are not 
independent.  
Figure 8.6 compares the %Error metric for  ̅ and  ̅  using the full and restricted 
data. It can be seen that both data sets result in very similar error metrics with no 
indication of any improvement when using the full data compared to the restricted. 
Very similar results were obtained for the parameters of   and   as well as the 
remaining error metrics of MAE and MBE. Hence, it can be concluded that the 
improved performance of the UK4 data compared to Rf observations is not simply 
due to a lack of independent observations. This is also in line with previous studies 
[179-181] that have indicated that the assimilation of 10 m wind data has minimal 
impact on the model predictions beyond the assimilation time. The remaining 
analysis described in this chapter is thus based on using the full 11 year data 
record with no data excluded.  
 
Figure 8.6: %Error metrics for  ̅ and  ̅ , averaged across 22 site pairs using the full 
and restricted data sets over the period August 2007 – July 2012. The UK4 
forecast at 50 m was used as reference data for the LR2 algorithm. 
8.4.4 Performance of the MCP algorithms using UK4 reference 
data 
Having established an appropriate height for the UK4 reference data, as well as 
confirming that the reference data are not unduly influenced by the target site 
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observations, it is now appropriate to investigate the performance of the MCP 
algorithms.  
Figure 8.7 shows  ̅     at each target site using the LR2 MCP algorithm with a 
training period of 3 months. The UK4, 50 m forecast was used as the reference 
data. As previously (Chapter 5, Figure 5.7), the predictions are averaged over 120 
test periods, hence seasonal variations are smoothed out. The error bars, which 
represent +/- 2σ across the 120 training periods, are thus of more relevance to the 
prediction accuracy than the mean values since they give an estimate of the likely 
variability in the predictions across different seasons and years.  
Figure 8.7 also shows  ̅     based on the direct output of the VMM described in 
Section 8.2.2. VMM predicted time series for different heights were obtained from 
the UK Met Office for the same 11 year period as the target site observations and 
these data were used to calculate  ̅     directly. For the majority of sites the VMM 
predictions at 10 m were used. However, for sites U1 (20.6 m above ground level) 
and U2 (22.5 m above ground level), the VMM 20 m predictions were extracted and 
an additional height correction was applied using a logarithmic wind profile as 
described in Chapter 4. In addition, no VMM prediction was available for site R1. 
 
Figure 8.7: Predicted and observed long-term mean wind speeds at 22 target sites 
using the LR2 MCP approach and the VMM. Error bars represent +/-2σ 
across the 120 training periods. The dotted line shows a one-to-one 
relationship. 
It is clear from Figure 8.7 that the MCP approach successfully predicts  ̅ at all sites 
with very little bias using only 3 months measurements. These results are very 
similar to those obtained using Rf observations as reference data, (Chapter 5, 
Figure 5.7). However, the difference in this case is that no long-term reference site 
observations are required since the UK4 forecast provides the reference data. In 
contrast, the VMM tends to consistently underestimate the 10 m mean wind speeds 
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at the majority of sites and in many cases the VMM predictions are outside the LR2 
error bars. It is somewhat unfair to directly compare the MCP and VMM predictions 
at 10 m since firstly the VMM is optimised to work at hub heights of around 50 m 
and secondly, the VMM implementation shown here does not incorporate any 
onsite wind data. However, the results do serve as an illustration that despite 
significant advances such as the VMM, further developments are required to 
provide accurate wind resource predictions for small-scale turbines located close to 
the surface. 
It is of interest to investigate if the conclusions reached in Chapters 5 - 7 regarding 
the relative success of different MCP algorithms still hold when using the UK4 data 
rather than the Rf observations as a reference source. As described previously, the 
performance of the algorithms is primarily assessed using the error metrics of 
%Error, MAE and MBE averaged across all target sites using multiple training 
periods. Figure 8.8 shows the %Error metrics for  ̅,  ̅ ,   and   using the linear 
MCP algorithms of LR2 and VR as well as the bivariate Weibull approach BW2. The 
baseline using the LR2 approach with Rf observations is also shown.  
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Figure 8.8: %Error in  ̅,  ̅ ,   and   for different MCP algorithms using UK4 
reference data at 50 m. Lines show the mean values averaged across 22 site 
pairs and 120 training periods. The baseline using Rf data as a reference 
source is also shown.    
For  ̅ and  ̅  the %Error trends are comparable to those shown in Chapter 7, 
Figure 7.4 where Rf observations were used as a reference source. However, the 
LR2 and BW2 algorithms perform slightly better using the UK4 data, while the VR 
algorithm performs slightly worse. For   and   the trends are also very similar to 
those shown in Figure 7.4 although the %Error in   tends to fall more steeply for 
BW2 when using the UK4 data. Very similar trends were also observed for the MAE 
and MBE metrics as a function of training length. Overall these results indicate that 
the relative success of the three MCP algorithms, LR2, VR and BW2 is not greatly 
affected by use of UK4 data in place of Rf observations. 
Table 8.2 summarises the metrics of %Error, MAE and MBE for training periods of 
3 and 12 months using the UK4 data and all three MCP algorithms. The baseline is 
also included for comparison.  
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Table 8.2: Error metrics for the wind resource parameters of  ̅,  ̅ ,   and   using 
UK4 reference data and training periods of 3 months (left) and 12 months 
(right). The baseline using Rf data as a reference source is also shown. 
Values are averaged across 22 site pairs and 120 training periods    
Overall, the errors across all metrics are very similar to those observed in Chapter 
7, Table 7.1, demonstrating that the UK4 forecast performs similarly to nearby 
meteorological observations as a source of reference data. There is also an 
indication that the UK4 data may lead to slightly reduced errors when using the 
shorter training period of 3 months. 
8.4.5 Seasonal effects 
In order to investigate if the seasonal variations in the error metrics are affected by 
the reference data source, the LR2 MCP algorithm was applied using a training 
period of three months and both UK4 and Rf observations (the baseline) as 
reference data. The %Error metrics were averaged for fixed seasons across all 
years of the data record. Note that this is the same procedure detailed in Chapter 5, 
Section 5.3.4. The results of this analysis are shown in Figure 8.9. 
 
3 M Method ū ?̅?𝒅 σ k 
%Error Baseline 4.8 14 6.2 7.8 
 BW2 4.3 14 6.6 6.1 
 LR2 4.3 13 6.3 8.3 
 VR 4.8 15 4.9 4.6 
  
ū 
(ms
-1
) 
?̅?𝒅 
(wm
-2
) 
σ 
(ms
-1
) 
k 
MAE Baseline 0.21 11 0.16 0.14 
 BW2 0.18 10 0.12 0.15 
 LR2 0.18 9.3 0.15 0.15 
 VR 0.20 10 0.12 <0.1 
MBE Baseline <0.1 -2.8 -0.10 0.13 
 BW2 <0.1 -3.4 <0.1 <0.1 
 LR2 <0.1 -3.1 -0.11 0.14 
 VR 0.11 5.7 <0.1 <0.1 
 
12 M Method ū ?̅?𝒅 σ k 
%Error Baseline 2.8 7.9 4.0 6.7 
 BW2 2.6 8.1 3.3 2.8 
 LR2 3.0 7.6 4.1 7.2 
 VR 3.3 9.2 3.3 4.1 
  
ū 
(ms
-1
) 
?̅?𝒅 
(wm
-2
) 
σ 
(ms
-1
) 
k 
MAE Baseline 0.12 5.8 0.10 0.12 
 BW2 0.11 5.5 <0.1 <0.1 
 LR2 0.12 5.2 <0.1 0.13 
 VR 0.14 6.1 <0.1 <0.1 
MBE Baseline <0.1 -1.6 <0.1 0.11 
 BW2 <0.1 -1.2 <0.1 <0.1 
 LR2 <0.1 -2.2 <0.1 0.13 
 VR <0.1 1.5 <0.01 <0.1 
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Figure 8.9: Seasonal variation of the %Error in  ̅,  ̅ ,   and   averaged across 22 
target sites using the LR2 MCP approach. The vertical lines mark the nominal 
seasons of autumn (Sept-Nov), winter (Dec-Feb), spring (Mar-May) and 
summer (June-Aug). The horizontal axes show the three month period used 
for training. Values are averaged across 22 site pairs. The lines are a guide to 
the eye. 
Overall, the %Error in  ̅ and  ̅  is slightly lower for the UK4 data compared to the 
baseline, in agreement with the results in Table 8.2. For the UK4 data, the %Error 
in  ̅ only has a single peak in late winter/early spring and this is shifted with respect 
to the two peaks in the baseline, this effect is considered in more detail later. The 
UK4 %Error in  ̅  has two peaks, one which appears to be related to the error in the 
wind speed and a second which appears to be related to error in    and  . Note that 
the influence of   and   on the peak  ̅  error in summer was also postulated in 
Chapter 5. The %Error in   and   follow very similar trends to the baseline, 
although the magnitude of the error in   is larger using UK4 data during summer. 
Although not presented here, the seasonal errors for the VR and BW2 methods 
using UK4 data were also computed and found to exhibit similar trends. The MBE in 
 ̅ and  ̅  when using UK4 data were also considered and found to exhibit similar 
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trends to the baseline in that winter and summer training periods tended to result in 
overestimates and underestimates respectively.  
Based on the above analysis, the main consistent differences between the 
seasonal errors using UK4 data compared to the baseline are an overall reduction 
in the seasonally varying error in  ̅ and  ̅  and a shift in the peak error in  ̅ from 
winter to late winter/early spring. To investigate these differences in more detail, 
two factors were considered. Firstly, the relative impact of coastal sites was 
investigated since the results presented in Chapter 5, Figure 5.13, indicated that the 
seasonal error variation may be disproportionately affected by these sites. 
Secondly, the impact of using hindcast data for training periods pre-2007 was 
investigated based on the observation of lower    values for the UK4 data during 
this period. The results are shown in Figure 8.10. 
 
Figure 8.10: Seasonal variation in the %Error in  ̅ using Rf (baseline) and UK4 
reference data. Left: average across all sites (solid lines) and after removal of 
coastal sites (dotted lines) using training periods across the entire data 
record. Right: average across all sites after removal of training periods within 
the pre-2007 hindcast data period (dotted lines). The lines are a guide to the 
eye. 
Figure 8.10 (left) shows that the exclusion of coastal sites results in very little 
change in the %Error when using UK4 reference data, while for the baseline, which 
uses Rf observations as a reference source, both error peaks are substantially 
reduced. This indicates that coastal sites, which were shown in Section 5.3.4 to 
dominate the seasonally dependent errors, have a less significant impact on the 
seasonal errors when using UK4 data as a reference source, and hence, UK4 data 
may be particularly valuable at such sites. 
Figure 8.10 (right) shows the effect of removing training periods covering the pre-
2007 hindcast data. Note that the hindcast data are still used in the prediction 
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phase of the MCP implementation in order to predict the wind resource over a full 
10 year period but average error statistics are only included for training periods 
after 2007. For consistency, the Rf training data pre-2007 was also excluded when 
calculating the baseline predictions. Exclusion of the pre-2007 data has little effect 
on the trends observed for the baseline. For UK4 data there is a strong effect 
however, since the peak error in Feb-April disappears and there is an overall 
reduction in seasonal error variability when excluding the hindcast data. This 
implies that the use of ERA-interim to initialise the UK4 may adversely affect the 
wind speed predictions during late winter into early spring. For the hindcast period, 
the UK4 model was also reinitialised every 48 hours, compared to 24 hours post-
2007, and this could be a further source of reduced performance. In a practical 
sense, these results should not significantly impact on the use of hindcast UK4 data 
for MCP since the training period will almost always be current, rather than 
historical. In addition, exclusion of the hindcast training data was found to only have 
a modest (<1%) impact on the overall error statistics when averaged across all 
seasons. However, when considering seasonal error variability, the trends observed 
post-2007 are more likely to be representative of those that will occur using current 
training periods. Specifically, in contrast to Rf reference data, UK4 data appears to 
result in no strong preference for autumn, winter or spring training periods. 
The effect of excluding coastal sites and the use of hindcast data on the seasonal 
errors in the distribution parameters of   and   was also investigated but this 
analysis revealed no significant effect related to these parameters. 
8.4.6 Errors at individual sites  
To explore the performance of the UK4 data at individual sites, the average %Error 
in  ̅  across all seasons using a three month training period was calculated for each 
site using UK4 and Rf reference data. The results are shown in Figure 8.11.  
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Figure 8.11: %Error in  ̅  for each of the 22 target sites using a training period of 3 
months and UK4 and Rf (baseline) reference data. Values are averaged 
across the 10 year data record. 
Comparison with Table 8.1 shows that the     and    metrics are reasonable 
predictors for the best reference data source at sites exhibiting relatively large error 
differences, although they are less successful when the error differences are small. 
For the urban, sub-urban and rural sites, the results are variable with the Rf data 
(baseline) resulting in reduced errors at 8 sites, compared to 6 sites for the UK4 
reference data. This indicates that while UK4 reference data performs adequately 
overall, it may not outperform Rf at specific sites. This is likely because UK4 data 
are not of sufficiently high resolution to represent local effects caused by complex 
terrain or the built environment and hence cannot add significant value in these 
terrains. However, for coastal sites there appears to be a clear preference for UK4 
reference data with reduced errors at 6 out of 7 sites.  
As described previously, coastal sites may be particular sensitive to (i) the 
separation distance between the reference and target sites (Section 2.4.5) and (ii) 
seasonally varying weather conditions (Section 5.3.4). The use of UK4 data offers 
advantages with respect to both of these effects. Firstly, the use of forecast data at 
the location of the target site avoids the effects of large reference/target site 
separations. Secondly, as shown in Figure 8.10, forecast data (excluding the 
hindcast period) are less subject to seasonal variability in the prediction errors 
compared to Rf data. A possible explanation for the reduced seasonal variability is 
that the UK4 data better represents the local stability conditions and fetch effects at 
coastal locations compared to Rf sites which may be located tens of kilometres 
away. To investigate this further, the diurnal variation in    was compared for the 
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coastal sites using UK4 and Rf reference data. If, as suggested, the UK4 data 
better represent variable stability conditions, this should result in reduced diurnal 
variability in    when using the forecast data. To allow multiple sites to be 
compared, the diurnal    values were first normalised by the average value for each 
site shown in Table 8.1. The normalised values, averaged across the 11 year data 
record, are presented in Figure 8.12. 
 
Figure 8.12: Diurnal variability in the normalised linear correlation coefficient    
between the reference and target site hourly wind speeds using UK4 (left) and 
Rf (right) reference data at coastal sites. Values are averaged over the 11 
year data record. 
For both UK4 and Rf, on average the highest correlations occur around midday, 
presumably due to the higher prevalence of neutral stability conditions around this 
time. However, it is clear from Figure 8.12 that when using UK4 reference data, the 
diurnal variation in    is markedly reduced for many sites. For example, at site C1, 
which was noted in Section 8.4.1 for the large reference/target site separation 
distance and differences in coastal orientation, the significant diurnal fluctuations, 
presumably due to the non-ideal location of the Rf site, are clearly reduced when 
using UK4. Similar observations can be made at a many of the coastal sites. This 
implies that the UK4 data are better able to represent the diurnal changes in 
atmospheric stability at such sites, and by extension, better able to represent 
seasonal variability related to these effects. Similar analysis of the remaining sites 
revealed that the impact of using UK4 data on the diurnal variability in    is much 
weaker at non-coastal sites. This is likely because Rf data are more capable of 
representing the stability conditions at sites not subject to complex coastal climates 
or because the effect of stability is less crucial to the reference/target site 
correlation in non-coastal areas. 
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8.4.7 Extension to 37 test sites 
So far, error statistics have been presented based on the 22 target sites that have 
been used throughout Chapters 5-7 in assessing the performance of the MCP 
approaches. However, for the current study, since UK4 data are used in place of Rf 
observations, there is an opportunity to expand the test sites to include all target 
and reference sites listed in Chapter 5, Table 5.1. Using this approach, both the 
target and reference sites are treated as locations where we wish to predict the 
wind resource and the reference data are obtained solely from the UK4 forecast. 
The additional reference sites are located mostly in rural or coastal areas. To test 
the robustness of the conclusions presented thus far, the LR2 algorithm was 
applied to all 37 sites using the UK4 reference data. The resulting error metrics for 
both data sets (22 target sites and 37 reference plus target sites) are compared in 
Table 8.3 for training periods of 3 and 12 months. 
 
Table 8.3: Error metrics for the wind resource parameters of  ̅,  ̅ ,   and   for 
training periods of 3 months (grey shading) and 12 months (no shading) using 
UK4 reference data. The average metrics are shown for the 22 target sites 
and the combined 37 target plus reference sites.    
It can be seem that the average error metrics remain broadly unchanged even after 
incorporating the additional 15 sites for both 3 and 12 month training periods. This 
increases the confidence that the results presented in this chapter show general 
trends that are broadly representative of UK sites.  
8.4.8 Boundary layer scaling using UK4 data 
The results considered thus far have all been related to the application of UK4 data 
in an MCP approach. However, as detailed in Section 8.3.2, the UK4 data at a 
forecast height of 200 m was also used as a source of reference climatology to 
implement the boundary layer scaling (BS) approach presented in Chapter 4. Using 
 
 No. Sites ū ?̅?𝒅 σ k 
%Error 22 4.3 13 6.3 8.3 
 37 4.1 12 6.1 8.1 
 22 3.0 7.6 4.1 7.2 
 37 2.8 7.3 4.0 7.0 
  
ū 
(ms
-1
) 
?̅?𝒅 
(wm
-2
) 
σ 
(ms
-1
) 
k 
MAE 22 0.18 9.3 0.15 0.15 
 37 0.18 10 0.15 0.15 
 22 0.12 5.2 <0.1 0.13 
 37 0.12 5.7 0.10 0.13 
MBE 22 <0.1 -3.1 -0.11 0.14 
 37 <0.1 -3.5 -0.11 0.14 
 22 <0.1 -2.2 <0.1 0.13 
 37 <0.1 -2.6 <0.1 0.13 
} 3M
}12M
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this approach it was possible to compare the effect of using different reference 
climatologies (UK4 and NCIC) on the wind resource predictions at the 22 target 
sites. Figure 8.13 compares the predicted  ̅ at the target sites using the BS 
approach applied to both UK4 and NCIC reference climatology. The predictions 
obtained using the VMM approach, obtained directly from the Met Office, are also 
shown for comparison. 
 
Figure 8.13: Predicted versus observed mean wind speeds using a boundary layer 
scaling (BS) approach. Left: Comparison between BS (UK4) and VMM 
predictions, Right: Comparison between BS (UK4) and BS (NCIC). The line 
represents a one-to-one relationship. 
Figure 8.13 indicates that when using UK4 data, the BS approach overestimates 
low wind speeds and underestimates high wind speeds. Interestingly a similar 
pattern is seen for the VMM predictions, although it should again be noted that the 
VMM is not optimised to work at such low hub heights. In addition, the principle of 
operation of the VMM is to apply corrections for the effective orographic roughness, 
which otherwise leads to underestimates of the wind speed close to ground level, 
and corrections for local orography using a linear flow model. In contrast, the 
principle of operation of the BS approach is to simply downscale wind speeds 
between the top of the boundary layer and the surface in order to account for 
regional and local roughness. Figure 8.13 also indicates that on average the NCIC 
climatology results in more accurate predictions of  ̅ compared to the UK4 
climatology, as indicated by the reduced scatter and closer proximity to the line that 
represents a one-to-one relationship. 
Calculation of the average error statistics revealed that the UK4 climatology 
resulted in an average %Error across all sites of 13% and 37% in  ̅ and  ̅  
respectively, while for the NCIC climatology the values were 9.5% and 26%. In 
addition, the downscaled UK4 data failed to result in improved predictions of the 
Weibull shape factor  , compared to the previous assumption (Chapter 4) of   = 
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1.89. Hence in its present form it appears that the BS approach is more effective 
when applied to the NCIC climatology compared to UK4. There are a number of 
possible reasons for these observations. Firstly, the UK4 data have a spatial 
resolution of 4 km compared to 1 km for the NCIC data. Hence, the local effects of 
orography (Section 2.4.7), are likely to be better represented in the NCIC data. 
However, application of the recently developed Met Office UKV forecast model with 
a spatial resolution of 1.5 km may go some way to addressing this issue. 
Secondly, the NCIC data have a simple interpretation as the mean wind speed at a 
height of 10 m above open, level terrain, thanks to the way the data set has been 
derived. In contrast, interpretation of the UK4 data is complicated due to 
parameterisation of the orographic roughness. The height to which this impacts on 
the predicted wind speeds will vary with terrain complexity [91], and hence, 
downscaling from a single reference height of 200 m will introduce errors in the final 
wind speed predictions. A more sophisticated application should seek to use a 
variable reference height obtained directly from the forecast model. In addition, it 
would theoretically be possible to output parameters related to stability from the 
forecast data which could be used to apply a stability correction to the neutral log 
law which is used for downscaling in the BS approach. 
The factors noted above, as well as the limitations identified in Chapter 4, offer 
several routes for further investigation before discounting the use of forecast data in 
a simple boundary layer scaling approach. However, it should be borne in mind that 
as the complexity of the BS approach is increased, it will become harder to justify 
its use in place of more sophisticated methods such as the VMM.  
8.5 Conclusions 
Output from a state-of-the-art UK forecast model (UK4) has been investigated in 
terms of its suitability for use as long-term reference data for the implementation of 
MCP approaches to wind resource assessment. In the preparatory stages, 
precautions were taken to ensure independence of the UK4 and observed data as 
well as to investigate factors related to time alignment. Next the ability of the UK4 
data to represent long-term trends in the target site wind data was investigated 
through the calculation of a monthly wind index. It was found that the linear 
correlation coefficient between the monthly wind indices calculated for the target 
and reference data can be used as a metric to quantify the representativeness of 
the reference data. Based on this metric, the UK4 data were shown to be capable 
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of representing the long-term trends in the target site wind speeds, on average, 
slightly better than observations at nearby meteorological stations. 
Further investigations were performed to identify the most appropriate forecast 
height for use in the MCP prediction algorithms. Based on a range of error metrics, 
UK4 data at a height of 50 m was shown to be most appropriate. Using this 
information, MCP algorithms were implemented to calculate the 10 year wind 
resource at 22 target sites (later extended to 37) using both the UK4 data and 
nearby meteorological observations as a reference sources. The UK4 data were 
shown to perform as well as, or slightly better than, the meteorological observations 
when used as a long-term reference source for a range of training periods. At 
coastal sites there appears to be a systematic improvement in the predicted  ̅  
when using UK4 reference data, and further analysis revealed that this is likely due 
to improved representation of the local stability conditions and coastal wind flows 
when using these data. Both linear (LR2, VR) and non-linear (BW2) MCP 
algorithms were tested and the choice of reference data was found to not 
substantially affect the relative success of the different approaches. These results 
are highly promising in that they open up the possibility of assessing the wind 
resource available to small wind turbines using only short-term onsite 
measurements and without recourse to long-term reference observations. The 
approach appears to also offer additional benefits in the prediction of the wind 
resource at coastal sites.  
An investigation of the seasonal variation in the error metrics revealed that while the 
error in the distribution parameters of   and   follow similar seasonal patterns using 
both reference data sources, the pattern of seasonal errors in  ̅ is affected by the 
use of UK4 data. For training periods excluding the pre-2007 hindcast, the seasonal 
variability in the predicted  ̅ is reduced when using UK4 data with only small 
differences observed for the training periods of autumn, winter or spring. 
Additionally, coastal sites appear to have a bigger impact on the seasonal variability 
in the error in  ̅ when using nearby meteorological stations compared to UK4 
reference data, likely due to better representation of localised meteorological 
conditions when using the UK4 forecast. 
Use of the UK4 time series data as a reference climatology in a boundary layer 
scaling model failed to produce improved wind resource predictions compared to 
the use of the NCIC database of mean wind speeds. However, the use of forecast 
data in such a model introduces several complexities that should be considered in 
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more detail before reaching a final conclusion regarding the suitability of this 
approach.  
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9 Overall Summary and Conclusions 
There is currently great potential for harnessing renewable power from carefully 
sited small-scale wind turbines, as concerned stakeholders strive to decarbonise 
the electricity supply. Within the UK there are encouraging signs of a growing small-
scale wind industry thanks to the favourable wind resource and financial incentives 
for small-scale generators. However, in order to maximise carbon savings, financial 
benefit and confidence in the technology, it is crucial that systematic approaches 
are applied to assessing the wind resource at potential turbine sites. Although 
detailed site assessment procedures are routinely applied in the large-scale wind 
industry, such approaches are generally not practical for small-scale turbines due to 
the high costs and long timescales involved. Hence, low-cost approaches capable 
of rapidly and accurately characterising the available wind resource are urgently 
required. 
While the large-scale wind industry has benefited from decades of research into 
wind resource assessment, research related to small-scale installations is still in its 
infancy. Much of the work completed thus far has related to analytical models using 
scaling and/or fluid flow approaches to describe flows over rough surfaces or to 
understand detailed building aerodynamics. These studies have produced 
promising developments but there has been a need for a systematic evaluation of 
the accuracy of analytical models in predicting the wind resource at sites located in 
a range of terrains. In addition, data-driven approaches, particular as applied to 
very short onsite measurement periods, have received very little attention in the 
context of small-scale wind energy despite their promising potential. 
The work described in this thesis has addressed these issues by considering two 
major routes to wind resource assessment applicable to small-scale wind energy: (i) 
an analytical model based on the principles of boundary layer meteorology and (ii) 
data-driven approaches based on short-term measurements correlated to long-term 
reference data. The overall aim of this has been to develop techniques capable of 
accurately predicting the available wind resource without recourse to costly long-
term measurement campaigns and to better understand the uncertainties related to 
both analytical and data-driven approaches. 
In Chapter 4, a detailed evaluation of the performance of an analytical, boundary 
layer scaling approach was carried out using long-term wind data from a large 
number of UK sites located in a variety of terrains. Based on this evaluation, a 
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number of improvements to the approach were proposed and tested. However, due 
to remaining uncertainties in the predicted wind resource, it was suggested that the 
approach is best applied in a scoping context to identify promising sites for further 
study. In Chapter 5, the feasibility of obtaining improved predictions by applying 
data-driven, linear MCP techniques using very short-term onsite measurements 
was investigated. The results indicated that large improvements in accuracy, 
compared to a boundary layer scaling approach, could be obtained with just 3 
months of onsite measurements. The promising results of this study motivated 
further exploration of novel MCP approaches including Gaussian process 
regression in Chapter 6 and a bivariate probability approach in Chapter 7. However, 
despite the attractive theoretical properties of these approaches, they failed to 
consistently outperform the best linear MCP method when applied to short 
measurement periods. Finally, in Chapter 8, output from an operational forecast 
model was investigated as an alternative source of long-term reference data for 
both analytical and data-driven approaches. The results indicated that such data 
can be a valuable source of reference data for MCP but further work is needed to 
investigate its suitability in a boundary layer scaling approach. These results offer 
small-scale wind energy developers several low-cost choices for the systematic 
assessment of the wind energy resource, along with an indication of the likely 
uncertainties using different approaches and measurement periods. 
9.1 Findings 
9.1.1 Boundary layer scaling 
An existing boundary layer scaling approach, first developed by the UK Met Office, 
was investigated in Chapter 4 in terms of its ability to predict the spatially averaged 
mean wind speed and the resultant wind power density. The approach is attractive 
in that it can be implemented using relatively simple parameterisations of the 
surface roughness along with a reference climatology, such as a wind atlas, without 
the requirement of additional onsite measurements or specialist local knowledge. 
These features allow multiple sites to be assessed rapidly and at low cost. 
However, when implemented at 38 UK sites in a variety of terrains, the approach 
was shown to result in relatively large errors in wind speed and power density due 
to uncertainties in the input parameters.  
Several modifications to the methodology were developed including: increasing the 
size of the regional fetch, applying directionally-dependent regional roughness 
parameters and optimizing the value of the Weibull shape factor and these were 
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shown to result in improved predictions. However, even with these improvements, 
the average errors were unlikely to be small enough to allow investment decisions 
to be made with confidence. A global sensitivity analysis revealed that the main 
contributors to the prediction uncertainty were the specified local aerodynamic 
parameters and the choice of Weibull shape factor, highlighting areas for further 
study. Despite these uncertainties, the methodology was shown to perform well 
when applied in a scoping context to judge sites against a viability criterion. Such 
an approach would allow resources to be concentrated at the most promising sites 
in order carry out more detailed site assessments. In this context, the methodology 
was shown to perform noticeably better than the currently legislated NOABL-MCS 
method, which incorrectly excluded many viable sites.  
9.1.2 Linear MCP applied to short measurement periods 
Due to the uncertainties inherent in boundary layer scaling approaches, in Chapter 
5 attention was turned to data-driven MCP techniques. The contribution of this work 
was a rigorous assessment of MCP approaches applied to very short measurement 
periods using multiple training and test periods over a large number of sites. Three 
linear MCP approaches were tested in terms of their ability to predict the 10 year 
wind resource using just 3 months of onsite measurements and long-term 
correlation to a reference site. A sliding window method was used to obtain robust 
error metrics over 120 training/test periods and 22 target sites. Despite the onsite 
measurement period being significantly shorter than that typical recommended for 
MCP, the data-driven approach was shown to result in large improvements in the 
accuracy of predictions compared to the boundary layer scaling approach. 
Specifically, linear regression with a Gaussian scatter model (LR2) was shown to 
result in the most accurate predictions of mean wind speed and power density and 
the dangers of applying linear regression with no representation of the residual 
scatter were highlighted. Seasonal variability in the reference/target site relationship 
was shown to impact both the sign and magnitude of the prediction errors with the 
most accurate predictions at UK sites obtained when onsite measurements were 
obtained during autumn or early spring. An average improvement in the error of the 
predicted wind power density of 8 percentage points was observed when using the 
best seasons for onsite measurements, with much of this improvement related to 
coastal sites. These results indicate that even very short measurement campaigns 
can add significant value to the resource assessment procedure, thus justifying the 
additional time and expense. In addition, where practically possible, measurements 
should be obtained during seasons where the prediction errors are likely to be 
minimised. 
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9.1.3 Gaussian process regression 
Given the encouraging performance of linear MCP approaches applied to very short 
measurement periods, in Chapter 6, a flexible Gaussian process regression (GPR) 
framework was developed for the implementation of non-linear MCP. To the best of 
our knowledge, this was the first application of Gaussian process regression in the 
context of MCP. Since the GPR approach is not restricted to any specific functional 
form, it offers much greater flexibility than traditional regression approaches and is 
able to adapt to the specific form of the reference/target site correlation. However, 
despite its greater flexibility, GPR did not result in improved performance compared 
to the best performing linear approach. Further investigation revealed that for the 22 
sites considered, the GPR framework reduced to a model that was close to linear 
thus offering little advantage over linear regression. The GPR framework was 
further extended to the more challenging case of orthogonal regression, where in 
the presence of veer, correlations are likely to be non-linear. In this case, GPR was 
shown to successfully model non-linearities resulting in more accurate predictions 
of the target site wind vectors compared to linear approaches. Based on the 
predicted wind vectors, GPR was also shown to offer improved predictions of the 
long-term distribution of target site wind angles, compared to the assumption of 
equivalent distributions at the reference and target sites. While such information 
may be of secondary importance for small-scale turbine installations, this is an area 
worthy of further study, particularly in the context of turbine siting.   
9.1.4 Conditional probability approach 
In Chapter 7, an MCP approach was developed based on modelling correlated wind 
speeds at the reference and target sites using a bivariate Weibull probability 
distribution. As far as we are aware, the bivariate Weibull probability approach has 
not previously been applied to MCP using real wind observations. The study was 
motivated by a desire to model the residual scatter, identified as a significant factor 
in Chapter 5, using a more rigorous theoretical basis. Specifically, assuming wind 
speeds at the reference and target sites are described by univariate Weibull 
distributions, the use of a linear model with Gaussian scatter, as implemented in 
Chapter 5, can be considered as a simplified representation of an underlying 
bivariate Weibull distribution. A detailed investigation of the fitting efficiency of the 
bivariate Weibull distribution was undertaken using real wind observations and 
samples drawn from idealised distributions modelled on the observed data. The 
results indicated that while the approach performs well when using idealised data, 
there are significant challenges related to its application to real wind data. In 
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particular, it was found that the distribution parameters, required for implementation 
of the MCP approach, took considerably longer to converge when using real wind 
observations due to seasonal variability. These issues are particularly problematic 
when attempting to implement the approach using training periods of a few months. 
Hence, despite the attractive theoretical properties of the bivariate Weibull 
approach, it was found that it only became competitive with the best linear 
approaches when using training periods of around 8 months or more. These results 
further highlight the excellent performance of linear approaches coupled to a 
Gaussian scatter model despite their inherent simplifications.   
9.1.5 Alternative sources of reference data 
In order to reduce the reliance on long-term reference observations, Chapter 8 
considered the use of output form a state-of-the art UK forecast model (UK4) in 
implementing the short-term MCP approaches, as well as a modified BS model 
applied to a complete time series of wind speeds. The linear correlation coefficient 
between the monthly reference and target site wind indices was proposed as a 
metric to assess the degree to which the UK4 data represented the long-term 
climatology at the target sites. Evaluation of this metric indicated that the UK4 data 
were capable of representing the target site wind climates as well as, or better than, 
nearby meteorological masts. The UK4 data were then used as a long-term 
reference source to implement the MCP approaches developed in previous 
chapters. Based on the performance of the approaches using forecast data at 
heights between 10 and 500 m, an optimal forecast height of 50 m was identified 
and used to calculate average error metrics. The UK4 data were shown to be highly 
competitive with data from nearby meteorological masts as a reference source for 
the application of MCP. Specifically, there were indications that the UK4 data may 
better represent highly localised conditions at coastal sites compared to nearby 
reference observations. In addition, while seasonal variability was observed in the 
correlations between the reference and target site data, the variability was reduced 
when using UK4 data for all seasons except summer. The overall success of the 
UK4 data applied to short-term MCP opens up the possibility of assessing the wind 
resource at potential small turbine sites using only wind data collected over a period 
of months at the target sites. In addition, these findings have the potential to provide 
large improvements when implementing short-term MCP at coastal sites. 
The UK4 data were also investigated as an alternative to the NCIC wind atlas in 
order to implement the boundary layer scaling (BS) approach developed in Chapter 
4. Application of the BS approach to a complete time series of wind speeds, such 
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as UK4, could potentially offer a better representation of the distribution of wind 
speeds and the associated wind power. However, using a simple implementation of 
the BS approach, the UK4 data failed to improve on the predictions obtained using 
the NCIC data. Further study is required in this area to investigate how the 
additional complexities of using forecast data may best be included in the model. 
9.1.6 A cautionary note 
The running theme throughout this work has been the development of indirect 
methods that are capable of predicting the wind resource without the need for long-
term onsite measurements. The motivation for this is that since such measurements 
are time-consuming and generally costly, they may not be practical except in cases 
where large investments are to be made. The systematic application of the best 
available indirect methods, applied with an awareness of their inherent uncertainties 
and the associated risks, is certainly preferable to discounting a proper site 
assessment entirely. However, it should be borne in mind that indirect techniques 
will almost certainly result in larger average uncertainties and errors than long-term 
onsite measurements and in certain cases they can result in large over- or under-
estimates of the wind resource. Hence, indirect methods should not be seen as an 
alternative to a long-term onsite measurement campaign, if such a campaign is 
feasible. Rather, indirect methods can provide valuable information where direct 
methods are simply not practical due to their impact on the total investment cost or 
where decisions must be taken before a long-term measurement campaign has 
been completed. 
9.2 Limitations and Opportunities for Further Work 
Throughout this work, a number of limitations have been identified, some of which 
offer opportunities for further studies. These are discussed in more detail below. 
9.2.1 Boundary layer scaling model 
In the boundary layer scaling approach implemented in Chapter 4, many of the 
limitations are related to the restriction that the methodology should be capable of 
rapid application at multiple sites without detailed, site-specific information. 
An obvious issue with such an approach is that the aerodynamic parameters of the 
surface must be inferred from simple categorisations of regional land cover and 
subjective estimates of the local site characteristics. The sensitivity analysis 
performed in Chapter 4 implied that the wind resource predictions are particularly 
sensitive to the values of the local aerodynamic parameters. For example, within 
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the built environment, the local parameters will be subject to uncertainties due to 
variations in the density, height and heterogeneity of the roughness elements that 
cannot be captured by a simple urban or sub-urban categorisation. Surface 
parameters on a regional scale, such as the regional displacement height, are a 
further source of uncertainty. This parameter is chosen to be the highest of the 
displacement heights identified from the land cover in the regional grid square, an 
assumption that could lead to overestimates in regions with highly heterogeneous 
land cover. In addition, since the flow is assumed to be fully adjusted to the 
local/regional surface below/above the blending height, no allowance is made for 
boundary layer growth at the edge of a roughness change. This will affect 
predictions made close to step changes in roughness that may be encountered at 
coastal sites or close to the boundary between rural and built environments. Small-
scale perturbations to the mean flow caused by local obstructions as well as the 
effects of local orography on scales smaller than the resolution of the reference 
climatology may result in further errors. 
Many of these limitations can be improved upon in the case of a site-specific 
implementation of the methodology, where detailed account is taken of the site 
characteristics. However, this would negate some of the advantages of the 
approach. An area worthy of further exploration is to what extent detailed local 
information could be taken into account while maintaining the broad applicability of 
the overall methodology. The work reported by Millward-Hopkins [87], which utilizes 
detailed building information on the city-scale, is one example of such an approach 
applied specifically to the built environment. 
Additionally, the sensitivity analysis in Chapter 4 indicated that uncertainty in the 
Weibull shape factor is a further significant source of error. Improved estimates of 
this parameter require the use of either a wind atlas that includes estimates of the 
shape factor on a sufficiently local scale, or alternatively, time series wind speed 
data that could be potentially obtained from a forecast model.   
9.2.2 Data-driven approaches 
The limits of the MCP approaches developed in Chapters 5-7 have been explored 
through application to very short training periods; however, there is scope for further 
optimisation of the approaches when using limited data. For example, the presence 
of strong seasonal variability in the error metrics reveals that the reference/target 
site relationships vary depending on the training season. While this variability may 
be reduced by using UK4 reference data, ultimately, seasonal terms could be 
included in the MCP models which take account of the training season. In addition, 
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protocols could be developed which require a threshold angular sector coverage or 
variance to be achieved before the data are considered sufficiently representative 
of the long-term correlation between the reference and target sites.  
A limitation of the MCP approaches explored in this work is the use of angular 
sectors of fixed size and position. A more efficient use of data would be to specify 
sector width and position based on the characteristics of the reference/target site 
correlation. For example, some criterion could be applied whereby a large enough 
change in the regression parameters triggered the definition of a new sector or 
sectors could be intelligently chosen based on the angular variation in roughness at 
the reference and target sites. Note that more efficient use of data may also impact 
on seasonal variability in cases where sector coverage is a significant factor 
(Section 5.3.4). A further limitation of the current study is the use of hourly averages 
of wind speed and direction. Variability on shorter timescales will have important 
impacts for wind power production and it would be informative to investigate 
whether the new MCP techniques (GPR and BW) proposed in this work are better 
able to capture this variability. However, there are barriers to carrying out such an 
investigation, not least the lack of availability of long-term reference/target site data 
with high temporal resolution. The current study was also limited with respect to the 
total number of sites considered in each terrain type. Hence, the impact of the 
terrain type on the performance of short-term MCP should be considered in more 
detail using a larger number of sites.  
Several specific areas for further study can be identified from the Gaussian process 
regression (GPR) approach developed in Chapter 6. While GPR was only 
implemented with a single input, the reference site wind speed, the approach is 
capable of modelling non-linear relationships between multiple variables. Hence, it 
would be informative to investigate the use of inputs of wind speed and direction 
from multiple reference sites as well as parameters related to atmospheric stability. 
In addition, the application in Chapter 6 utilized a single prior mean function and 
covariance function. Hence, there is scope for the application of different prior 
functions which may be tailored to have specific properties. There is also scope for 
further exploration of the promising results obtained using orthogonal regression for 
predicting the distribution of target site wind angles.  
A general point, also of relevance to the large-scale wind industry is the large 
number of MCP approaches that have been proposed in the literature, only a 
fraction of which appear to be used in the wind industry. As discussed in Chapter 3, 
these have been tested to widely varying degrees of rigour, making it hard to 
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objectively assess their performance. It would be beneficial to develop a large 
standardised data set that could be used to rigorously compare all existing MCP 
approaches using consistent criteria. Such a study could also be used as a 
benchmark against which new MCP techniques could be compared. 
9.2.3 Output from an operational forecast model 
The promising results reported in Chapter 8, using operational forecast data as a 
reference source for MCP, highlight several areas that could benefit from further 
study. While the average error metrics appear to be relatively robust (very little 
difference was observed after increasing the sites from 22-37) it would be 
informative to extend the approach to a much greater number of sites. Since no 
nearby reference site observations are required, the approach could be tested 
extensively throughout the UK using, for example, the MIDAS database of long-
term meteorological observations. Such a study would allow a more detailed 
investigation of the effect of terrain type on performance and highlight situations 
where the approach is unlikely to be reliable. In particular, the improved 
performance at coastal sites should be investigated at a larger number of coastal 
locations to determine if the results presented in Chapter 8 are generally applicable. 
In addition, comparisons could be made using reanalysis data as an MCP reference 
source, in order to investigate the added value of the high resolution forecast 
model. It would also be informative to investigate the MCP performance of the 
higher resolution (1.5 km) UKV forecast model recently implemented by the Met 
Office. However, at present, archived UKV data does not cover a sufficiently long 
period to allow a detailed long-term study.     
The application of UK4 data in a boundary layer scaling context is a further area 
where more detailed study is warranted. Simple downscaling methods capable of 
producing site-specific predictions at high resolution based on forecast data could 
have great utility globally, particularly in regions where dense networks of 
meteorological observations do not exist. Hence, work to optimise such methods as 
applied to forecast data, taking account of the issues raised in Chapter 4, as well as 
the complexities of the forecast data, would be particularly useful. 
9.2.4 Energy production estimates 
The scope of this thesis has been the estimation of the long-term wind resource as 
characterised by mean wind speed, distribution of wind speeds and the associated 
wind power density. In order to ensure generality, these were not converted to 
energy production estimates using specific turbine power curves. However, since 
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the efficiency of a turbine will vary with wind speed, the final uncertainty in the 
energy production will not necessarily be identical to the uncertainty in wind power 
density. This study could thus be extended using a selection of small wind turbine 
power curves in order to understand the impact of these uncertainties on energy 
production. In addition, estimates of the uncertainty in energy production would 
allow the financial implications, with respect to production uncertainties, of different 
wind resource assessment approaches to be evaluated. Such information would be 
valuable in weighing the costs and benefits of different assessment approaches. 
9.3 Impacts 
The work presented in this thesis can be seen as a step towards developing 
systematic and consistent approaches to small-scale wind resource assessment, 
while taking account of practical constraints related to costs and timescales.  
The boundary layer scaling model investigated in Chapter 4 provides a low-cost 
and rapid approach that can be used as a scoping tool for testing multiple sites 
against a viability criterion. The methodology was shown to perform better than the 
legislated NOABL-MCS approach, and hence, consideration should be given to 
updating the guidance given in the microgeneration installer standard to take 
account of these developments. In addition, the results presented in Chapter 4 offer 
realistic estimates of the uncertainties likely to arise from applying a simple scaling 
approach and these should be explicitly communicated to investors to allow them to 
make better informed decisions. 
The data-driven MCP approaches developed in Chapters 5-7 can be used to 
significantly reduce the uncertainty in the wind resource predictions, compared to a 
boundary layer scaling approach, using measurement periods as short as 3 
months. The detailed analysis of the likely prediction errors as a function of training 
length and season can be used to make realistic appraisals of the added value of 
onsite measurements as well as the most appropriate training length and season to 
use. This will allow small-scale wind developers and investors to identify the most 
appropriate site assessment procedures to apply, given the funds and timescales 
available. In addition, the observation that linear regression frequently outperforms 
more sophisticated MCP approaches, providing the residual scatter is modelled, 
has implications for the development of new MCP algorithms. Specifically, linear 
regression with no representation of the residual scatter should not be considered 
as a suitable baseline against which to compare more sophisticated techniques.  
242 
The successful application of high resolution, operational forecast data to MCP, as 
detailed in Chapter 8, opens up the prospect of completing long-term wind resource 
assessments using only limited measurements obtained at the proposed turbine 
site. While it is not yet clear whether UK4 forecast data will be made publically 
available, this could have a significant impact on the ability of these approaches to 
be applied in regions where long-term reference data are sparse, or in regions with 
complex climates. 
Overall, it is envisaged that the methodologies developed in this thesis could be 
combined into a systematic approach to small-scale wind resource assessment. As 
a minimum, a boundary layer scaling methodology should be deployed to test 
potential sites against a viability criterion. This would allow a first estimate of the 
available wind resource to be made along with estimates of the uncertainty, as set 
out in Chapter 4. Based on the results of this screening, and depending on the size 
of the investment, the most promising sites could be considered for short-term 
onsite measurements and long-term correlation using the MCP approaches 
described in Chapters 5-7. This would allow more precise wind power projections to 
be made. Such an approach would significantly reduce the chance of small-scale 
turbines being installed in non-viable locations and potentially make investments 
more attractive by reducing the financial risk without recourse to costly and time 
consuming site assessment procedures. 
9.3.1 Taking responsibility 
While the methods developed in this thesis can be considered low-cost, they still 
require investment related to development of expertise, reference data and, in the 
case of data-driven approaches, onsite measurements. Hence, there is an 
important question regarding who should take responsibility for developing and 
implementing these strategies.  
For example, beyond preserving their long-term reputation, there may be little 
incentive for developers to implement systematic resource assessment strategies 
when installing small-scale turbines. It would be significantly easier to simply use a 
website calculator to provide a NOABL wind speed estimate and associated power 
projection based on a customer’s postcode. In a competitive market, developers 
that apply more rigorous assessment procedures, the cost of which must ultimately 
be borne by the customer, may lose out to those that cut costs by using suspect 
methods. This is especially an issue since many potential customers may not have 
the relevant expertise to understand the difference between a NOABL estimate and 
one based on more rigorous assessment procedures.  
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One possible solution to this would be the provision of a free online implementation 
of the boundary layer scaling approach, hosted by a third party, to allow developers 
and customers to quickly and easily make a first estimate of the available wind 
resource. Note this was the original intention of the WYET previously hosted by the 
Carbon Trust. The enhancements to the original methodology outlined in Chapter 4 
could be used to provide an improved implementation as well as realistic estimates 
of the likely uncertainties. This would improve transparency by allowing both 
developers and customers to quickly make a preliminary assessment of a site’s 
potential as well as highlighting the uncertainties inherent in such an approach.  
Such a tool could be coupled to an MCP solver where short-term measurements 
could be uploaded and correlated to long-term reference data for cases where 
increased certainty is required. The error metrics presented in this thesis could be 
used as a guide to the likely uncertainties using different MCP training lengths and 
seasons. The MCP algorithms could most simply be implemented using long-term 
forecast data as a reference source, as described in Chapter 8, since this would 
avoid issues related to identifying and obtaining suitable reference sites. While such 
an approach could in principle be automated, it would require investment in 
appropriate hardware as well as access to a large database of UK forecast data. 
Hence, the question remains as to who would facilitate the development of such a 
tool.  
9.3.2 The big picture 
Overall, even with the trend of increasing turbine size, the energy generated from 
small-scale wind turbines in the UK is likely to provide only a small part of the total 
energy that will be required from low carbon sources in the coming decades. 
However, wind turbines have become a highly visible icon of renewable energy, 
and hence, a thriving small-scale wind industry has the potential to contribute to 
increased awareness of the need for new energy choices as well as a shift in 
cultural norms related to energy use and generation. Clearly, the visibility of poorly 
located turbines that never spin, as well as stories of disenchanted customers, will 
be equally powerful in persuading people that wind energy is an expensive folly. 
Thus, those involved in the small-scale wind industry should work to ensure that the 
best available wind resource assessment approaches are applied systematically to 
potential turbine sites to ensure that turbines are installed at appropriate sites and 
with a full awareness of the uncertainties. 
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