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In this paper, we prove that every cyclically 4-edge-connected graph is upper-embeddable. 
The proof is based on the study of the effect on the maximum genus of a graph when one of its 
subgraphs is collapsed to a vertex. 
The definition of the maximum genus of a connected graph, introduced in [l] 
leads naturally to the concept of upper-embeddable (u.e. for short) graphs [2]. 
It follows from a characterization of u.e. graphs [3] that every 4=edge- 
connected graph is u.e. [4]. 
On the other hand, it is known that there exist infinitely many non u.e. graphs 
with edge-connectivity 3 [7] and that all cyclically 4-edge-connected cubic graphs 
are u.e. [4]. 
Thus it is worth asking whether a cyclically 4-edge-connected graph is u.e. The 
purpose of this paper is to present an affirmative answer to this question. The 
proof is based on the study of the effect on the maximum genus of a graph when 
one of its subgraphs i  collapsed to a vertex. 
2. Notations and definitions 
2.1. All graphs dealt with in this paper are finited, undirected, with parallel edges 
and loops allowed. A graph G will be defined by its vertex-set V(G) and its 
edge-set E(G): G = (V(G), E(G)). Given the vertices x and y, the notation xy 
will be used to designate an edge joining x to y. 
A graph without parallel edges or loops will be called simple. 
For every graph G and every S E V(G) we shall denote by Gs the subgraph of 
G induced by S. 
2.2. A cotree of a connected graph G is a subgraph of G of the form 
(V(G), E(G) - E(T)) where T is a spanning tree of G. Every cotree of G has 
P(G) = /E(G)) -IV(G)] + 1 edges and /3(G) is called the Betti number of G. For 
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every cotree K, we shall denote by Q(K) the number of its odd components (by 
odd component we mean one with an odd number of edges). We set e(G)= 
min MKN. 
2.3. For every connected graph G and every S c V(G!, we shall denote by o(S) 
the set of edges of G with exactly one end in S. By a cocycle of G, we mean a set 
of edges of the form o(S) for some S C_ V(G). In the same manner, a c-cocycle is 
a cocycle U(S) such that Gs and GV(cJ-S each contain an elementary cycle. 
The minimum cardinality taken over all cocycle (resp. c-cocycle) of G is called 
the edge-connectiuity (resp. cyclic edge-connectivity) of G. 
2#4. For every graph G, 8(G) designates the minimum degree of a vertex of G. 
A(G) will denote the maximum degree. 
2.5. Given two graphs G1 and G2, the graph G, n G2 is defined by 
( VW,) n VW,), E(G) n H&N. 
2.6. Any terminology not defined herein may be found in [8]. 
3. Upper-embeddabk graphs 
3.1. Let G be a connected graph. Its maximum genus, y,,,,(G), is defined to be the 
largest genus ol’ any orientable surface in which G has a 2-cell embedding [I]. 
Euler’s formula yields: 
y,,(G) s [%J(G)I 
Call G upper-embeddable if equality holds [2]. 
3.2. In a #combinatorial manner, the maximum genus is given by the following 
genel.al krmula established in [3]: 
YG) = M(G) - I 
where c ,(G) is the minimum number of odd components of a cotree of G. Thus, G 
is u.e. ;ti e(C)< 1, or 
Theorem 1 131. A connected graph G is u.e. ifl if contailzs a catree for which all 
components, e.rcept at most one, have an even rictmber of edges. 
On the other hand, it is a consequence of results appearing in [S] and [6] that 
every 4-edge-connected graph ad:& two disjoint spanning trees (hence with 
connected cotrees). Therefe Ire 
Comllary 1 [4]. Every 4-edge-connected graph is 14.t:. 
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Concerning cubic graphs, Theorem 1 together with a result found in [9] are used 
in [4] to prove the following statement. 
Corollary 2 [41. Every cyclically 4-edge connected cubic graph is we. 
Renu& Let a A-graph [7] be a connected simple cubic graph which has a 
2-factor consisting of triangles. A. Bouchet has proved that the maximum genus 
of a A-graph equals :I V(G)1 + 1, providing thus an infinite class of non u.e. 3- 
edge-connected graphs. 
4. Sumph contraction technique 
Let H = (V(H), E(W)) be a subgraph of a graph G. 
Denote by G/H the graph obtained from G by contracting V(H) to a new 
vertex X, while connecting to x any edge of E(G) - E(H) formerly incident to a 
vertex in V(H): 
IV(G/H)I=(V(G)I-IV(H))+ 1, IE(GIWI =lE(G)l-lE(H)l. 
One can verify easily that G/H is connected if G is. 
Theorem 2. Let H be a subgruph of a comected graph G. If 1 E(H)! - 1 V(H)1 + 1 = 
0 (mod 2), then t( G/H) s e(G). 
Proof. (a) In G, choose a spanning tree T so that the relative cotree K possesses 
e(G) odd components. 
(b) Denote by x the vertex to which V(H) is contracted. It follows from the 
definition of the contraction oper 3tion that, in the graph T/(T n H), every cycle 
must pass through x. Hence, if r is the number of connected components of 
Tn H, we can delete (p - 1) edges incident to x from T/( T n H) to obtain a 
spanning tree T’ of G/H. Denote by K’ the cotree of G/H relative to T’. 
(c) The contraction of V(H) to x keeps unchanged every connected compo- 
nents of K whose vertex-set does not intersect V(H). Therefore, the connected 
components of K’ are made up of the above unchanged connected components of 
K and of the one, say C, containing X. 
Let k be the number of edges in the set of connected components of lS whose 
vertex-sets intersect V(H). We have 
lC(=(p-l)+k-IE(KnH)\ 
=(P-l)+k-(IE(H)I-IE(TnH)/) 
=(P-O+k-(IE(H)I-(IV(H)(-p)) 
= k-(IE(H)J-V(H)+l) 
= k (mod 2). 
74 C. Payan, N.H. Xuong 
Hence, ICI is odd only if there exists an odd component of K whose vertex-set 
intersects V( I-I). Thus 
((G/H) s W) s t(K) = 6(G). 
The proof is achieved. 
From Theorem 1 and Theorem 2, we get 
CoroUary 3. Let H be a subgraph of a connected graph G where (E(H)( - IV(H)1 + 
1 =O (mod 2). If G is u.e., then G/H is u.e. 
5. Degree Lowering technique 
In order to prove the main result, we must derive several preliminary results. 
5.1. Lemma 1. If G is a cyclically 4-edge-connected graph with 8(G) a 3, then the 
following statements hold. 
(i) every cocycle of cardinality ~3 is the set of edges incident to a vertex of degree 
3. 
(ii) G is 3-edge-connected. 
The proof is left to the reader. 
5.2. Consider a vertex v of degree 4 in a connected simple graph G. Let 
{ 1,2,3,4} be the set of neighbors of v. Denote by G(v 1 ij) (i # j, i, j E (1,2,3,4}) 
the simple graph obtained from G by “splitting” the vertex v as shown in Fig. 1. 
<A+Ji-&5~ 
G G(v(ij1 
Fig. 1. 
Formaily, G(v 1 ij) is defined by 
VWv 1 ij)) = WG - v) Uk ~1, 
E(G(v 1 ij)) = E(G - v) U(xy, xi, xj, yk, VI}. 
Remark. It follows from the above definition that 
G(v 1 ij) = G(v I ji) = G(v I kl) = G(v I lk). 
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If I denotes the graph x - y, then: G(u 1 ij)/Z = G. 
Lemma 2. If G is cyclically 4-edge-connecl. *dwith 6(G) 3 3, then there exists a 
pair (i, j) such that G(v 1 ij) is cyclically 4-edge-connected. 
hroof, Suppose that for every {i, j} the graph G(v 1 ij) admits a minimal c-cocycle 
o(Sii)(& s V(G(v 1 ij)) = U) of cardinality ~3. 
(a) Clearly: Vii, j} xy E w(Sij). If not, o(Sii) would be a c-cocycle of G. Then 
lo(&)163 would contradict he cyclic connectivity of G. 
Therefore, we can assume without loss of generality that 
XE$ and ~EU-&. 
We claim 
i E Sij and in &. 
If not, then either 0(&i) would not be a c-cocycle or o(Sii -ix}) would be a 
cocycle of G of cardinal@ ~2: contradiction. 
Similarly 
kEU-&i and lEU-Sij 
In other words, G(v I ii) is of the form shown m Fig. 2. 
__w_________- __ u L’ 
’ 
I 
Hij Hkl 
Fig. 2. 
(b) Since 0(&j) was chosen to be minimal, and since G is 3-edge-connected, 
the two sets Sii -{x} and U - Sii -{y} span IWO disjoint connected subgraphs of G, 
say Hi, and Hkl respectively. 
Moreover, lm(Sii)Js3 requires that there be at most 2 edges (precisely, those 
belonging to o(Sij) - (Xy)) joining Hij to E&l. 
(c) Let 
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Thus i E Ai for each i E (1,2,3,4}. 
It follows from their construction that {A ,, A*, A3, A,} forms a partition of the 
set W--(X, y}= V(G-r:j. 
Since V(H,,) = A 1 U A2 is the vertex-set of the connected graph I&, there 
must exist an edge e joining A, to Al. 
Similarly 
AZ is connected to A4 by an edge f, 
A3 is connected to AJ by an edge g, 
A3 is connected to A, by an edge 11. 
On the other hand, it follows from (b) that the connection between the Ai’s is 
uniquely realized by the set {e, f, g, h). Therefore, the graph G - u is of the form 
shown in Fig. 3. 
Fig. 3. 
(4 IL and H_. 33 are two disjoint connected subgraphs of G - o. Hence, there 
exist a path & joining 1 to 4 and a path & joining 2 to 3. 
Since VW,,) n V(H,,) = $9, p,4 n P,3 = 8. 
But it follows from (c) that 
e,fEP14 or g, hE& 
and 
e, h E & or f, I: E PZ3. 
This implies that Pljn PZJ # g and we obtain a contradiction. 
(e) We have just shown that the assumption leads 13 a contradiction: the 
lemma k proved. 
5.3. ! e 3 be the simple graph defined by (see Fig. 4) 
1 
lizl 
2 
L 3 
Fig. 4. 
WJ)=(1,2,3,4), E(J) = ( 12, 14,23.24,34} 
(i.e. J is isomorphic to & minus one edge). 
Consider in a simple graph G = (V(G), E(G)) a vertex t, of degree 5 or 6. 
Denote by (V)i, I (III= 5 or 6) the set of neighbors of t). 
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Let G’(V) be a graph obtained from G by replacing o by the graph J in the 
manner shown in Fig. 5. 
Formally, G’(u) can be defined as follows: 
V( G’( u)) = V( G - o) u V(J), 
E(G’(u))=E(G-u)UFU{12,23,34,41,24) 
where 
F={lq, lvz, 2u5, 3u,, 42)4) if degree (u) = 5 
F = {lu,, lu2, &, 3+, 311,, 4uJ if degree (u) = 6. 
Remark. Notice that G’(v)}J = G. 
Lemma 3. If G is a simple, cyclically 4-edge-connected graph with 6(G) 2 3 and Q 
is a vertex of a degree 5 or 6, then G’(v) is cyclicdy 4-edge-connected with 
6(G’(v))a3. 
prwof, Assume G’(u) contains a c-cocycle o(S) with lo(S)\ ~3. We proceed to 
obtain a contradiction. 
Indeed, we claim 
Sn{l,2,3,4}#Q) and V(G’(v))-S)n(l,2,3,4}#g, 
Otherwise, o(S) = W( V(G’(u))- S) would be a cocycle of G. Since 
requires, by Lemma 1, that S or V( G’(u)) - S must be reduced to a 
degree ~3, we find that degree (0)~ 3, contrary to the fact that degree 
6. 
Therefore, two cases are considered. 
ldw=~ 
vertex of 
(u)=5 or 
First case. (S f7 { 1,2,3,4}1= 1. Let i be the element of { 1,2,3,4} which belongs 
to S. Clearly o(S -{i}) is a cocycle of G’(u) of cardinal@ ~3, containing no edge 
of J. Therefore, it is a cocycle of, G of cardinality ~3. Then, by Lemma 1, it is 
formed by the edges incident with a vertex of degree 3. Since G is simple, this is 
impossible. 
Second case. IS f7 { 1,2,3,4)1= 2. Let i and j be the two elements of (1,2,3,4} 
which belong to S. Certainly {i, j} # { 1,3} and {i, j) # {2,4) (otherwise, Iw(S)l 
would be 34). Therefore, we have: lo(S)I = 3. 
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Again, o(S -{J, j}) is a cocycle of G’(U) of cardinality s3, containing no edge of 
J. As in the first case, application of Lemma 1 leads to a contradiction. 
In all cases, our assumption was incorrect: the lemma is proved. 
5.4. Let K be the complete graph on five vertices { 1,2,3,4,5}. Consider in a 
graph G = (V(G), E(G)) a vertex 2) of degree 34. Denote by G”(o) a graph 
obtained from G in the following manner. 
- the vertex ZJ is replaced by the graph K 
- every edge incident to u is replaced by an edge incident with some vertex of K 
- every loop incident to u is replaced by an edge joining any two vertices of K. 
It can be seen from the above definitior? that 
1 V(G”@))I = 1 V(G)( + 4, 
IE(G”(u))I = (E(G)1 + (E(K)\, 
G”(u)/F = G. 
Ex~m&e. As an example see Fig. 6. 
G G”(v 1 
Fig. 6. 
Lcmn~a 4 If G is a cyclically 4-edge-connected graph with 8(G) 2 3 and u is a 
USPCX ot degree 4 or nzore, then G”(u) is cyclically $-edge-connected. 
Proof. It suffices to notice that every cocycle of G”(u) which intersects E(K) must 
contain at least 4 edges. The details are omitte3. 
6. The main theorem 
WC are now able to show the main result. 
Thesrem 3. Every cyclically 4-edge-connected graph is u-e. 
PSIC~W~. “Without loss of generality, we can assume S(G) 23. If the result is wrong, 
thc,r: there exist cyclically 4-edge-connected non u.e. graphs. Let G = 
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(V(G), E(G)) be such a graph obtained by mi nimizing successively the followkg 
quantities: 
(i) the number of loops, 
(ii) the number of parallel edges, 
(iii) the maximum degree A(G), 
(iv) the number of vertices with maximum degree. 
We proceed to prove that G is a simple cubic graph and thus, by Corollary 1, we 
obtain a contradiction. 
(a) G has no loops. Otherwise, there exists a vertex v E V(G) to which a loop is 
incident. Since G is cyclically 4-eiige-connected with S(G) 3 3, then v is of degree 
25. Therefore, application of 5.4 provides a graph G”(v) with a loop less than G. 
Moreover, by Lemma 4, G”(v) is cyclically 4-edge-connected. Hence, condition 
(i) implies that G”(v) is u.e. On the other hand, G = G”(v)/K where K satisfies 
IE(K)) - 1 V(K)1 + 1 = 6 = 0 (mod 2). Thus, by Corollary 3, G is ue.: contradiction. 
In conclusion, G has no loops. 
(b) G has no parallel edges (i.e. G is simple). Otherwise, there exists a vertex 
u E V(G) to which a pair of parallel edges are incident. 
Since G is non u.e. it must be different from the graph formed by three parallel 
edges (which is clearly u.e.). Therefore, we may assume that v is of degree 24. 
In this case, application of 5.4 as above gives a graph G”(u) with less parallel 
edges than G. Again, application of Lemma 4, condition (ii) and Corollary 3, 
leads to a contradiction. 
We conclude that G has no parallel edges. 
(c) A(G)s6. If t 1 t b no , e v e a vertex of V(G) with maximum degree A(G) a 7. 
Notice that, in this case 
{$A}+4<A. 
Therefore, application of 5.4 provi;les a graph G”(u) in which the vertices 
1,2,3,4,5 are of degree at most {!A} +4< A. This implies that, in G”(v), the 
number of vertices of degree A is less than that in G. That is to say, by Lemma 4 
and condition (iv), G”(v) is u.e. Then G = G”(v)/K with )E(K)( - IV(K)1 + 1 = 0 
(mod 2) requires that G is u.e., by Corollary 3: contradiction. 
(d) A(G)= 3. If A(G)= 5 or 6, we can apply 5.3 to obtain G’(v) where u is of 
degree A(G). In G’(v), the vertices 1,2,3,4 are of degree ~4. Then, Lemma 3 
and Condition (iv) imply that G’(v) is u.e. Notice that IE(H)l -I V(H)1 + 1 = 2 = 0 
(mod 2). Hence, by Corollary 3, G is u.e. (since G = G’(u)/H). This is contrary to 
the assumption. 
If A(G) = 4, let v be a vertex of degree 4 in G. Then by 5.2 and Lemma 2, v 
can be splitted in such a way that G(v I ij) is cyclically 4-edge-connected. Since x 
and y are of degree 3 in G(v I ij), condition (iv) implies that G(u I ij) is u.e. But 
G = G(v I ij)/I with IE(I)I - IV(I)l+ 1 = 0. Therefore, by Corollary 3, G is u.e.: 
contradiction. 
This completes the proof. 
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Remark. With regard to connectivity the above theorem is best possible. Indeed, 
one can establish the existence of non u.e. graphs with any presaibed minimum 
degree and with connectivity 3. 
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