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Abstract
We investigate a class of nonlinear quadratic integral equation of Urysohn{Stieltjes type. Such a class contains a number
of classical nonlinear quadratic integral equations such as the Chandrasekhar quadratic integral equation. We consider the
solvability of the equations in question in the space of continuous functions under very general assumptions. Several
particular cases of the assumed hypotheses are discussed and numerous applications are indicated. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
The theory of integral operators and integral equations is an important part of nonlinear analysis.
It is caused by the fact that this theory is frequently applicable in other branches of mathematics and
in mathematical physics, engineering, economics, biology as well in describing problems connected
with real world (cf. [14,15,18,19,23,27,28,31,36,38], for example). In the theory in question, several
types of integral operators, both of linear and nonlinear types are investigated. Let us mention,
for instance, the classical linear integral operators of Fredholm or Volterra type and the nonlinear
operators of Hammerstein or Urysohn type. These operators and integral equations associated with
them were considered in numerous papers and monographs (cf. [14,22,23,27,30,35,36,38], among
others).
The classical theory of integral operators and equations can be generalized with the help of the
Stieltjes integral having kernels dependent on one or two variables. Such an approach was presented
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and developed in many research papers and books (see [4{8,11,13,20,24,31,32,37] and references
therein).
The goal of this paper is to investigate the so-called nonlinear quadratic integral equations of
Urysohn{Stieltjes type. The equations of such a kind (or the integral operators associated with these
equations) contain, as the special case, the nonlinear Urysohn{Stieltjes integral equations and their
classical counterparts such as Fredholm, Hammerstein or Urysohn integral equations, among others.
On the other hand, we show that the integral equations of Urysohn{Stieltjes type cover the classical
quadratic integral equations. Let us mention that these equations nd numerous applications in the
theories of radiative transfer, neutron transport and in the kinetic theory of gases [3,15,18,19,25,26].
Especially the so-called quadratic integral equation of Chandrasekhar type can be very often encoun-
tered in several applications (cf. [2,16,17,19,21,29], for example).
The results of this paper generalize a number of results obtained earlier in the above quoted
papers. In particular, they generalize and simplify the results obtained in the papers [5,7] (cf. also
[6,8,10]). In this paper, we discuss in detail the hypotheses assumed in the main theorem and we
point out to the connections between these hypotheses and those assumed in other papers devoted
to the integral equations of Stieltjes type.
Moreover, we also show that the obtained results have a number of relationships with some
problems considered in probability theory.
2. Functions of bounded variation and the Stieltjes integral
In this section we collect a few auxiliary facts concerning, mainly, functions of bounded variation
and the Stieltjes integral.
Let x be a given real function dened on the interval [a; b]. The symbol
Wb
a x will denote the
variation of x on the integral [a; b]. If
Wb
a x is nite then we say that x is of bounded variation on
the interval [a; b]. The properties of functions of bounded variation may be found in the monographs
[23; 33; 34], for example. If u(t; s) = u : [a; b]  [c; d] ! R then the symbol Wqt=p u(t; s) indicates
the variation of the function t ! u(t; s) on the interval [p; q] [a; b], where s is arbitrarily xed in
[c; d]. Similarly we dene the quantity
Wq
s=p u(t; s).
Now, let us assume that x; ’ : [a; b]! R are bounded functions. Then, under some extra conditions
[33,34] there exists the Stieltjes integralZ a
b
x(t)d’(t)
of the function x with respect to the function ’. In this case we say that x is Stieltjes integrable on
the interval [a; b] with respect to ’.
Let us pay attention to two basic cases of Stieltjes integrability (cf. [23,33,34]). Namely, if x is
continuous and ’ is of bounded variation on the interval [a; b], then x is Stieltjes intergrable with
respect to ’ on [a; b]. Moreover, under the assumption that x and ’ are of bounded variation on
[a; b], the Stieltjes integral
R b
a x(t)d’(t) exists if and only if the functions x and ’ have no common
points of discontinuity.
Now we recall a few properties of the Stieltjes integral which will be used later. These properties
are contained in the following two lemmata (cf. [32,33]).
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Lemma 1. If x is Stieltjes integrable on the interval [a; b] with respect to a function ’ of bounded
variation then
Z b
a
x(t)d’(t)
6
 
sup
a6t6b
jx(t)j
!
b_
a
’:
Moreover; the following inequality holds:
Z d
a
x(t)d’(t)
6
Z b
a
jx(t)jd
 
t_
a
’
!
:
Corollary 2. If x is Stieltjes integrable with respect to a nondecreasing function ’ then
Z b
a
x(t)d’(t)
6
(
sup
a6t6b
jx(t)j
)
(’(b)− ’(a)):
Lemma 3. Let x1; x2 be Stieltjes integrable functions on the integral [a; b] with respect to a non-
decreasing function ’ and such that x1(t)6x2(t) for t 2 [a; b]. ThenZ b
a
x1(t)d’(t)6
Z b
a
x2(t)d’(t):
In the sequel, we will also consider the Stieltjes integral of the formZ b
a
x(s)dsg(t; s);
where g : [a; b]  [a; b] ! R and the symbol ds indicates that the integration is taken with respect
to s. Details concerning the Stieltjes integral of this type will be discussed later.
Now, let us assume that f : [a; b]  R ! R is a given function. Then to every real function x
dened on [a; b] we may assign the function (Fx)(t) = f(t; x(t)), t 2 [a; b]. The operator F dened
in such a way is called the superposition operator (generated by the function f(t; x)). For the
properties of this operator we refer to [1,27].
In what follows we will need the following property of the superposition operator in the space
C[a; b] of all continuous functions acting from [a; g] into R with the standard maximum norm [1].
Lemma 4. Let us assume that F is the superposition operator generated by the function f : [a; b]
R! R. Then F transforms the space C[a; b] into itself and is continuous if and only if the function
f is continuous on the set [a; b] R.
Finally we recall the concept of the modulus of continuity. Assume that x belongs to C[a; b].
Then the function ! !(x; ) dened by the formula
!(x; ) = sup[jx(t)− x(s)j: t; s2 [a; b]; jt − sj6]
is called the modulus of continuity of the function x.
Similarly, if p(t; s) = p : [a; b] [c; d]! R, then the formula
!(p; ) = supfjp(t; s)− p(u; v)j: t; u2 [a; b]; s; v2 [c; d]; jt − uj6; js− vj6g
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denes the modulus of continuity of the function p(t; s) with respect to both the variables t
and s.
We will also use the modulus of continuity of the function p(t; s) with respect to one variable,
for example
!(p(t; ); ) = sup[jp(t; s)− p(t; u)j: s; u2 [c; d]; js− uj6];
where t is a xed number in the interval [a; b]. Similar denition can be formulated for functions
of three variables, etc.
3. Measures of noncompactness and a xed point theorem
This section also has an auxiliary character and contains some basic facts concerning measures
of noncompactness which will be needed later. Assume that (E; k  k) is a given Banach space. Let
ME denote the family of all nonempty bounded subsets of E. By the symbol B(x; r) we will denote
the closed ball centered at x and with radius r.
The function  dened on the family ME by the formula
(X ) = inff> 0: X admits a nite − net in Eg
is called the Hausdor measure of noncompactness.
In the literature there exist several other denitions of the notion of a measure of noncompactness
(see [9]). Nevertheless, the Hausdor measure of noncompactness  seems to be the most important
and useful in applications. This is mainly due to the fact that in some Banach spaces it is possible
to express the Hausdor measure  with help of handy formulas [9].
For example, in the Banach space C[a; b] of real continuous functions dened on [a; b] (see
Section 2) the function  can be represented by the formula [9]
(X ) = 12!0(X );
where !0(X )=lim!0 fsup[!(x; ): x2X ]g and !(x; ) denotes the modulus of continuity of x dened
in Section 2.
For the properties of measures of noncompactness we refer to the monograph [9].
In order to recall the xed point theorem associated with measures of noncompactness we shall
need the following denition.
Denition. Let M be a nonempty subset of a Banach space E and let T : M ! E be a continuous
operator that transforms bounded sets onto bounded ones. We will say that T satises the Darbo
condition (with a constant k>0) if for any bounded subset X of M we have
(TX )6k(X ):
In the case k < 1 the operator T is said to be a contraction (with respect to ).
Theorem 5 (Banas and Goebel [9]). Let M be a nonempty bounded closed convex subset of E
and let T : M ! M be a contraction with respect to . Then T has at least one xed point in
the set M .
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4. Main result
In this section we will study the following Urysohn{Stieltjes quadratic integral equation
x(t) = 1 + (Tx)(t)
Z 1
0
u(t; s; x(s))dsg(t; s); (1)
where t 2 I = [0; 1] and T is an operator acting from the space C(I) into itself.
In what follows we will investigate Eq. (1) under the following assumptions:
(i) the operator T : C(I)! C(I) is continuous and satises the Darbo condition with a constant Q,
(ii) there exist nonnegative constants a and b such that
j(Tx)(t)j6a+ bjx(t)j
for each x2C(I) and t 2 I ,
(iii) g : I  I ! R and the function t ! g(t; s) is of bounded variation on I for each xed s2 I ,
(iv) the function s! g(t; s) is of bounded variation on I for each t 2 I and there exists a constant
K > 0 such that
1_
s=0
g(t; s)6K
for any t 2 I ,
(v) for every > 0 there is > 0 such that for t1; t2 2 I , t1<t2 and such that t2 − t16 the
following inequality holds to be true
1_
s=0
[g(t2; s)− g(t1; s)]6;
(vi) the function u : I  I  R! R is continuous and there exist nonnegative constants c and d
such that
ju(t; s; x)j6c + djxj
for all t; s2 I and x2R.
In order to simplify the calculations in the proof of the main result let us introduce the following
notation:
=maxfa; bg; =maxfc; dg:
We will further assume that
(vii) K61=8 and moreover, either
(1) Q< 2
or
(2) Q>2 and Q − > 2Q2K .
Now we can formulate our main existence result.
Theorem 6. Let the assumptions (i){(vii) be satised. Then Eq. (1) is solvable in the space C(I).
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Proof. For our further purposes let us dene the function M : [0;+1)! [0;+1) by putting
M () = sup
"
1_
s=0
[g(t2; s)− g(t1; s)]: t1; t2 2 I; t16t2; t2 − t16
#
:
In view of the assumption (v) we have that M ()! 0 as ! 0.
Next, let us denote by A the operator dened on the space C(I) by the formula
(Ax)(t) = 1 + (Tx)(t)
Z 1
0
u(t; s; x(s))dsg(t; s); t 2 I:
Further, x a number > 0 and take t1; t2 2 I such that t16t2 and t2 − t16. Then, taking into
account our assumptions and applying Lemmas 1 and 3, for an arbitrarily xed function x2C(I)
we obtain
j(Ax)(t2)− (Ax)(t1)j
=
(Tx)(t2)
Z 1
0
u(t2; s; x(s))dsg(t2; s)− (Tx)(t1)
Z 1
0
u(t1; s; x(s))dsg(t1; s)

6
(Tx)(t2)
Z 1
0
u(t2; s; x(s))dsg(t2; s)− (Tx)(t1)
Z 1
0
u(t2; s; x(s))dsg(t2; s)

+
(Tx)(t1)
Z 1
0
u(t2; s; x(s))dsg(t2; s)− (Tx)(t1)
Z 1
0
u(t1; s; x(s))dsg(t1; s)

= j(Tx)(t2)− (Tx)(t1)j 

Z 1
0
u(t2; s; x(s))dsg(t2; s)

+ j(Tx)(t1)j 

Z 1
0
u(t2; s; x(s))dsg(t2; s)−
Z 1
0
u(t1; s; x(s))dsg(t1; s)

6!(Tx; )
Z 1
0
ju(t2; s; x(s))jds
0
@ s_
p=0
g(t2; p)
1
A
+(a+ bkxk)
"
Z 1
0
u(t2; s; x(s))dsg(t2; s)−
Z 1
0
u(t2; s; x(s))d2g(t1; s)

+

Z 1
0
u(t2; s; x(s))dsg(t1; s)−
Z 1
0
u(t1; s; x(s))dsg(t1; s)

#
6!(Tx; )
Z 1
0
(c + djx(s)j)ds
0
@ s_
p= 0
g(t2; p)
1
A
+(a+ bkxk)
"
Z 1
0
u(t2; s; x(s))ds[g(t2; s)− g(t1; s)]

+

Z 1
0
[u(t2; s; x(s))− u(t1; s; x(s))]dsg(t1; s)

#
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6!(Tx; )(c + dkxk)
Z 1
0
ds
0
@ s_
p= 0
g(t2; p)
1
A
+(a+ bkxk)
2
4Z 1
0
ju(t2; s; x(s))j ds
0
@ s_
p= 0
[g(t2; p)− g(t1; p)]
1
A
+
Z 1
0
ju(t2; s; x(s))− u(t1; s; x(s))jds
0
@ s_
p= 0
g(t1; p)
1
A
3
5 : (2)
Now, let us denote
w() = supf!(u(; s; y); ): s2 I; y2 [− kxk; kxk]g;
where the symbol !(u(; s; y); ) was introduced in Section 2.
Then, keeping in mind estimate (2) and using Lemmata 1 and 3 we get
j(Ax)(t2)− (Ax)(t1)j
6!(Tx; )(c + dkxk) 
 
1_
s=0
g(t2; s)
!
+(a+ bkxk)
2
4Z 1
0
(c + dkxk)  ds
0
@ s_
p= 0
[g(t2; p)− g(t1; p)]
1
A
+
Z 1
0
w()ds
0
@ s_
p= 0
g(t1; p)
1
A
3
5
6!(Tx; )(c + dkxk)  K
+(a+ bkxk)(c + dkxk) 
Z 1
0
ds
0
@ s_
p= 0
[g(t2; p)− g(t1; p)]
1
A
+(a+ bkxk)w()
Z 1
0
ds
0
@ s_
p= 0
g(t1; p)
1
A
6!(Tx; )(c + dkxk)  K + (a+ bkxk)(c + dkxk)
 
1_
s=0
[g(t2; s)− g(t1; s)]
!
+(a+ bkxk)w()
1_
s=0
g(t1; s):
Hence we derive the following estimate
!(Ax; )6K(c + dkxk)!(Tx; ) + (a+ bkxk)(c + dkxk)M () + K(a+ bkxk)w(): (3)
Observe that in view of our assumptions from the estimate (3) we derive easily that Ax2C(I) which
means that the operator A maps the space C(I) into itself.
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Now we show that A is a continuous operator. To do this it is sucient to prove the continuity
of the operator B dened on the space C(I) by the formula
(Bx)(t) =
Z 1
0
u(t; s; x(s))dsg(t; s):
Thus, x > 0 and take an arbitrary function x2C(I). Denote T=kxk+. Further, choose y2C(I)
such that kx − yk6. Then xing arbitrarily t 2 I and applying Lemmata 1 and 3 we get
j(Bx)(t)− (By)(t)j6
Z 1
0
ju(t; s; x(s))− u(t; s; y(s))jds
0
@ s_
p=0
g(t; p)
1
A
6
Z 1
0
!T (u(t; s; ); )ds
0
@ s_
p=0
g(t; p)
1
A
6 sup[!T (u(t; s; ); ): t; s2 I ]
1_
s=0
g(t; s)
6Ksup[!T (u(t; s; ); ): t; s2 I ];
where
!T (u(t; s; ); ) = supfju(t; s; x)− u(t; s; y)j: x; y2 [− T; T ]; jx − yj6g
(cf. Section 2). Taking into account that the function u = u(t; s; x) is uniformly continuous on the
set I  I  [ − T; T ] and the above estimate we infer that the operator B (and simultaneously the
operator A) is continuous on C(I).
In what follows let us x an arbitrary x2C(I).
Then, arguing as done previously we obtain
j(Ax)(t)j61 + j(Tx)(t)j 

Z 1
0
u(t; s; x(s))dsg(t; s)

61 + (a+ bjx(t)j)
Z 1
0
ju(t; s; x(s))jds
0
@ s_
p=0
g(t; p)
1
A
61 + (a+ bkxk)
Z 1
0
(c + djx(s)j)ds
0
@ s_
p=0
g(t; p)
1
A
61 + (a+ bkxk)(c + dkxk)
Z 1
0
ds
0
@ s_
p=0
g(t; p)
1
A
=1 + (a+ bkxk)(c + dkxk)
1_
s=0
g(t; s)
61 + (a+ bkxk)(c + dkxk)  K:
Hence we get
kAxk61 + K(1 + kxk)2:
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Taking into account the assumption (vii), from the above estimate we deduce that the operator A
transforms the ball B(; r) into itself for r06r6r1, where
r0 = [1− 2K − (1− 8K)1=2]=2K;
r1 = [1− 2K + (1− 8K)1=2]=2K:
For further reasons, we choose r = r0.
Next, let us take a nonempty subset X of the ball B(; r). Denote
wr() = supf!(u(; s; y); ): s2 I; y2 [− r; r]g:
Obviously lim!0 wr() = 0: Now, using the above assertion, estimate (3) and assumption (i) we
infer that
!0(AX )6K(1 + r)!0(X ):
Since from our assumptions we have that K(1 + r) = K(1 + r0)< 1, the above-obtained esti-
mate yields that A is contraction with respect to the Hausdor measure of noncompactness  (see
Section 3).
Thus, applying Theorem 1 we conclude that there exists a function x2B(; r) being the solution
of Eq. (1). This completes the proof.
Let us pay attention to the fact that the above theorem may be formulated more generally without
introducing the constants  and  but in such a case the calculations are more complicated than in
our proof and the estimates have a very unpleasant form.
On the other hand let us notice that under our assumptions the considered Urysohn{Stieltjes
quadratic integral equation contains as particular cases a number of integral equations investigated
until now.
For example, taking in the assumption (ii) a=1; b=0 and putting Tx  1 for x2C(I) we obtain
the Urysohn{Stieltjes integral equation of the form
x(t) = 1 +
Z 1
0
u(t; s; x(s))dsg(t; s); t 2 I:
The equation of such a type was considered in [5]. Obviously this equation contains as a particular
case the classical Urysohn integral equation
x(t) =
Z 1
0
u(t; s; x(s))ds;
which may be obtained if we put g(t; s) = s:
Another type of a particular case of the considered equation can be obtained by putting u(t; s; x)=
c= const. (i.e. d=0 in assumption (vi)) and taking the operator T to be dened as the superposition
operator (cf. Section 2)
(Tx)(t) = f(t; x(t)):
Moreover, if we consider g(t; s) = s then Eq. (1) has the form
x(t) = h(t; x(t));
where h(t; x)=f(t; x)+1. Observe that the above equation represents the classical functional equation
of the rst order.
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In the next section we show that Eq. (1) contains also (as particular case) the quadratic integral
equation of Chandrasekhar type, for example.
Finally let us note that the property ensuring that the operator A (dened in the proof of Theo-
rem 6) transforms the space C(I) into itself, can be proved under less restrictive assumptions than
those in Theorem 6. Indeed, we have the following theorem.
Theorem 7. Suppose that there are satiseld the assumptions (i); (ii); (iv); (vi); of Theorem 6
and the following one:
(viii) the function t ! g(t; s) is continuous on the interval I for any xed s2 I .
Then the operator A transforms the space C(I) into itself.
Proof. Observe that in view of assumption (i) it is sucient to show that the operator B dened
on the space C(I) by the formula (cf. the proof of Theorem 6)
(Bx)(t) =
Z 1
0
u(t; s; x(s))dsg(t; s)
transforms the space C(I) into itself.
To do this let us x arbitrarily a function x2C(I) and numbers t0 2 I; > 0. Next, take a sequence
ftng I such that limn!1 tn = t0: Using the uniform continuity of the function u(t; s; x) on the set
I  I  [− kxk; kxk] we can choose a natural number n1 such that
sup
s2I
ju(tn; s; x(s))− u(t0; s; x(s))j6 (4)
for n>n1: Now, in view of Lemma 1 for n>n1 we get
j(Bx)(tn)− (Bx)(t0)j
6

Z 1
0
u(tn; s; x(s))dsg(tn; s)−
Z 1
0
u(t0; s; x(s))dsg(tn; s)

+

Z 1
0
u(t0; s; x(s))dsg(tn; s)−
Z 1
0
u(t0; s; x(s))dsg(t0; s)

6
Z 1
0
ju(tn; s; x(s))− u(t0; s; x(s))jds
0
@ s_
p=0
g(tn; p)
1
A
+

Z 1
0
u(t0; s; x(s))dsg(tn; s)−
Z 1
0
u(t0; s; x(s))dsg(t0; s)
 : (5)
Now, taking into account the Second Helly Theorem [34] we can nd a natural number n2 such that
for n>n2 the following inequality holds:
Z 1
0
u(t0; s; x(s))dsg(tn; s)−
Z 1
0
u(t0; s; x(s))dsg(t0; s)
6: (6)
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Finally, taking n>maxfn1; n2g and keeping in mind (4), (5), (6) and Lemma 3 we arrive at the
estimate:
j(Bx)(tn)− (Bx)(t0)j6 +
Z 1
0
ds
0
@ s_
p=0
g(tn; p)
1
A
= + 
1_
s=0
g(tn; s)6(1 + K):
This completes the proof.
Observe that the assumption (viii) replaces the assumptions (iii) and (v) from Theorem 6. Let
us pay attention to the fact that (v) \almost" implies (viii). Indeed, if we assume that there exists
s 2 I such that the function t ! g(t; s) is continuous then this assumption in conjunction with (v)
implies assumption (viii).
To prove this fact x > 0. Let 1> 0 be chosen to  according to the continuity of the function
t ! g(t; s) on the interval I. Further, let 2> 0 be chosen to  according to assumption (v). Take
 = minf1; 2g. Next, let s be an arbitrary xed number in the interval I; s 6= s. Assume, for
example, that s<s. Fix t1; t2 2 I; t1<t2 such that t2 − t16. Let 0 = s0<s1<s2<   <sn = 1
be a partition of the interval I . Assume that s and s are consecutive points of this partition, say
s = sk ; s = sk+1 (06k6n− 1). Then we have
>
1_
s=0
[g(t2; s)− g(t2; s)]
>
nX
i=1
j[g(t2; si)− g(t1; si)]− [g(t2; si−1)− g(t1; si−1)]j
> j[g(t2; sk+1)− g(t1; sk+1)]− [g(t2; sk)− g(t1; sk)]j
> jg(t2; sk+1)− g(t1; sk+1)j − jg(t2; sk)− g(t1; sk)j :
Hence we obtain
jg(t2; s)− g(t1; s)j6+ jg(t2; s)− g(t1; s)j62:
This shows that the function t ! g(t; s) is continuous on the interval I which means that there is
satised assumption (viii).
Let us mention that the assumption on the continuity of the function t ! g(t; s) on the interval I
for some s2 I is essential in the above argumentation. In fact, take the function g= g(t; s) dened
on I  I in the following way:
g(t; s) =
8<
:
0 for (t; s)2 [0; 12 ] I;
1 for (t; s)2 ( 12 ; 1] I:
Then for any s2 I the function t ! g(t; s) is discontinuous at the point t = 1=2. On the other hand
it is easily seen that this function satises assumptions (iii) and (v).
In the next section we show that the assumption being even stronger than (viii) does not imply
assumption (v).
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5. Further discussions, remarks and some applications
The rst part of this section is devoted to a detailed discussion of assumption (v) of Theorem 6.
In the beginning, we show that the assumption that the function g(t; s) is continuous on the set I  I
does not imply that it satises the hypothesis (v). Obviously this requirement is much stronger than
assumption (viii).
Example 8. Consider the function g dened on I  I in the following way:
g(t; s) =
(
t sin st for t 2 (0; 1]; s2 I;
0 for t = 0; s2 I:
Notice that for any xed s2 I the function t ! g(t; s) is continuous on the interval I . Further, let us
observe that the family of functions fgtgt2I , where gt(s) = g(t; s), is equicontinuous on the interval
I . Indeed, for arbitrarily xed t 2 I we have
jgt(s2)− gt(s1)j6js2 − s1j (7)
for all s1; s2 2 I . Thus, from the well-known theorem (cf. [34]) it follows that the function g=g(t; s)
is continuous on the set I  I .
On the other hand we have that the function g satises assumption (iv) since
1_
s=0
g(t; s)61
for each t 2 I . This inequality is an obvious consequence of (7).
Now we show that g(t; s) does not satisfy the assumption (v). In order to do this let us x a natural
number n (big enough) and put t2 = 1=n; t1 = 1=2n. Next, take a partition 0 = s0<s1<s2<   <
sk0<sk0+1=1 of the interval I , where s1=(=2+2)=n; s2=4=n; s3=(=2+4)=n; s4=6=n; : : : ; sk0=
2k0=n and k0 = [n=2] (the integer part of n=2.) Then we have
1_
s= 0
[g(t2; s)− g(t1; s)]>
k0X
k=0
j[g(t2; sk+1)− g(t1; sk+1)]− [g(t2; sk)− g(t1; sk)]j
>
k0
n
>
1
2 −
1
n
:
This estimate shows that assumption (v) is not satised.
In what follows we give the example of conditions guaranteeing that the function g(t; s) satises
assumption (v).
Example 9. Assume that a function g(t; s) satises the following two conditions:
(ix) for all t1; t2 2 I such that t1<t2 the function s ! g(t2; s) − g(t1; s) is nondecreasing on the
interval I ,
(x) the functions t ! g(t; 0) and t ! g(t; 1) are continuous on I .
In order to show that the function g(t; s) satises assumption (v) let us take an arbitrary partition
0= s0<s1<s2<   <sn=1 of the interval I = [0; 1]. Then, keeping in mind the assumption (ix)
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we have
nX
i=1
j[g(t2; si)− g(t1; si)]− [g(t2; si−1)− g(t1; si−1)]j
=
nX
i=1
([g(t2; si)− g(t1; si)]− [g(t2; si−1)− g(t1; si−1)])
=[g(t2; 1)− g(t1; 1)]− [g(t1; 0)− g(t1; 0)]:
Consequently, we get
1_
s=0
[g(t2; s)− g(t1; s)] = [g(t2; 1)− g(t1; 1)]− [g(t2; 0)− g(t1; 0)]:
In view of assumption (x) we conclude that the function g(t; s) satises condition (v).
Now we pay attention to the following two facts. Firstly notice that the assumptions (ix) and
(x) were used in papers [5{8]. where the various types of Stieltjes operators and equations were
discussed.
Secondly, it is worthwhile to mention that in the probability theory the so-called distribution
functions (cf. [12,34], for example) are considered. Obviously, if the function g(t; s) satises the
conditions (ix) and (x) then it is the distribution function of a two-dimensional random variable. The
converse implication is also \almost" true (see [12,34]). Particularly, we may consider the function
g(t; s) being the distribution function of a two-dimensional random variable of continuous type. Such
a function has the form
g(t; s) =
Z s
0
Z t
0
p(z; v)dv

dz;
where p(z; v) is the so-called density function [12]. In this case we have
dsg(t; s) =
Z t
0
p(s; v)dv

ds
and the suitable Urysohn{Stieltjes quadratic integral equation has the form
x(t) = 1 + (Tx)(t)
Z 1
0
u(t; s; x(s))
Z t
0
p(s; v)dv

ds:
Observe that the above equation represents the usual quadratic Hammerstein integral equation.
In order to illustrate the above considerations let us take the function g(t; s) dened on I  I by
the formula
g(t; s) =
8<
: t ln
t + s
t
for t 2 (0; 1]; s2 I;
0 for t = 0; s2 I:
We show that this function satises the assumptions (iii), (iv) and (v) of Theorem 6.
Indeed, xing arbitrarily s2 I and applying the standard methods of dierential calculus we can
easily see that the function t ! g(t; s) is nondecreasing on the interval I which implies that it is of
bounded variation on I for any xed s2 I . This means that assumption (iii) is fullled.
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Similarly, let us x t 2 I and consider the function s ! g(t; s) for s2 I . Since this function is
nondecreasing on the interval I we have
1_
s=0
g(t; s) =
8><
>:
t ln
t + 1
t
for t 2 (0; 1];
0 for t = 0:
Hence
1_
s=0
g(t; s)6ln 2
which means that the function g(t; s) satises assumption (iv).
In order to prove that g(t; s) satises the assumption (v) it is sucient to show that this function
satises the assumptions (ix) and (x). Thus, x t1; t2 2 I; t1<t2. Then we have
g(t2; s)− g(t1; s) =
8>>><
>>>:
t2 ln
t2 + s
t2
for t1 = 0;
t2 ln
t2 + s
t2
− t1 ln t1 + st1 for t1> 0:
Using again the standard methods of dierential calculus we can easily show that the function
s ! g(t2; s) − g(t1; s) is nondecreasing on the interval I . Moreover, the functions g(t; 0)  0 and
g(t; 1) are continuous on I . Thus the function g(t; s) satises the assumptions (ix) and (x).
Finally, consider the functions g(t; s) dened above and the function u(t; s; x) (appearing in
Eq. (1)) having the form
u(t; s; x) = x’(s);
where ’2C(I). In this case Eq. (1) has the form
x(t) = 1 + (Tx)(t)
Z 1
0
t
t + s
’(s)x(s)ds:
This equation represents the famous Chandrasekhar quadratic integral equation (if we additionally
put Tx= x). As mentioned in Introduction (Section 1) the Chandrasekhar equation has a number of
applications and was considered in several works.
Another interesting quadratic integral equation being a special case of Eq. (1) can be obtained by
putting u(t; s; x) = x’(s) and g(t; s) =
R s
0 k(t; z)dz, where k : I  I n f(0; 0)g ! R is continuous and
for each t 2 I there exists the integralZ 1
0
jk(t; z)jdz:
In this case Eq. (1) has the form
x(t) = 1 + (Tx)(t)
Z 1
0
k(t; s)’(s)x(s)ds: (8)
Assuming that the function k(t; s) satises some extra technical conditions we can easily obtain the
existence theorem for Eq. (8).
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We omit the details. Let us only mention that Eq. (8) was investigated in [10]. Obviously the
above assertion allows us to infer that Theorem 6 contains as a particular case the main result proved
in [10].
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