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A GENERALIZATION OF KRONECKER FUNCTION RINGS
AND NAGATA RINGS
MARCO FONTANA AND ALAN LOPER
Abstract. Let D be an integral domain with quotient field K. The Nagata
ring D(X) and the Kronecker function ring Kr(D) are both subrings of the
field of rational functions K(X) containing as a subring the ring D[X] of poly-
nomials in the variable X. Both of these function rings have been extensively
studied and generalized. The principal interest in these two extensions ofD lies
in the reflection of various algebraic and spectral properties of D and Spec(D)
in algebraic and spectral properties of the function rings. Despite the obvious
similarities in definitions and properties, these two kinds of domains of rational
functions have been classically treated independently, when D is not a Pru¨fer
domain. The purpose of this note is to study two different unified approaches
to the Nagata rings and the Kronecker function rings, which yield these rings
and their classical generalizations as special cases.
1. Introduction
Let D be a commutative integral domain with quotient field K. Let X be
an indeterminate over D and let f ∈ D[X ]. We denote by c(f) the content of
the polynomial f , i.e. c(f) is the ideal of D generated by the coefficients of f .
Moreover, if V(D) is the set of all the valuation overrings of D, for each ideal I of
D, we set Ib :=
⋂
{IV | V ∈ V(D)} (cf. [14, page 398] and [30, Appendix 4]).
Two classical rings related toD which have both been well studied are the Nagata
ring D(X) and the Kronecker function ring Kr(D) defined as follows.
Na(D) := D(X) :=
{
f
g
| f, g ∈ D[X ], c(f) ⊆ c(g), c(g) is invertible
}
is the Nagata ring of D. (Note that this is not the most common definition: D(X)
is usually defined by designating that f, g ∈ D[X ] and that c(g) = D, [14, Section
33]. The definition above is equivalent to this one and fits our program better.)
On the other hand, if D is integrally closed, then:
Kr(D) :=
{
f
g
| f, g ∈ D[X ], g 6= 0, c(f)b ⊆ c(g)b
}
is the Kronecker function ring of D, [14, Section 32].
These two rings of rational functions are the same if and only if D is a Pru¨fer
domain [14, Theorem 33.4]. In fact, both rings arose as generalizations of Kro-
necker’s original function rings which specified that D should be a ring of algebraic
numbers or, more generally, a Dedekind domain (and, hence, a Pru¨fer domain), (cf.
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[21], [29] and [6]). When D is any arbitrary integrally closed domain it is easy to
see that Na(D) ⊆ Kr(D), [14, Theorem 33.3].
There are obvious similarities in the two definitions in spite of the fact that they
generally yield different rings. Next we give equivalent definitions (or, characteri-
zations) for each type of ring in which there are also obvious similarities, i.e. both
these rings can be constructed by intersection of families of Nagata rings of quasilo-
cal overrings. (Note: We do assume for both of these results that we know how to
construct the Nagata ring R(X) for a quasilocal domain R; in this situation, the
condition “c(g) is invertible” becomes “c(g) is principal”, [14, Proposition 7.4].)
Theorem/Definition 1.1. [14, Theorem 33.3, Theorem 32.10 and the proof of
Corollary 32.14] Let D be an integral domain, let Max(D) [respectively, Spec(D)]
represent the set of all maximal [respectively, prime] ideals of D and let V(D)
[respectively, Vmin(D)] denote the set of all the valuation [respectively, minimal
valuation] overrings of D.
(1) Na(D) =
⋂
{DM (X) |M ∈ Max(D)} =
⋂
{DP (X) | P ∈ Spec(D)} .
(2) If D is integrally closed, Kr(D) =
⋂
{V (X) | V ∈ V(D)} =
⋂
{W (X) |
W ∈ Vmin(D)} .
Both the Kronecker function ring and the Nagata ring have been generalized and
intensively studied (cf. for instance [22], [3], [4], [1], [19], [27], [9], [11] and[17]).
However, in spite of their common origin, they have been studied separately. There
are generalized Nagata rings and generalized Kronecker function rings which are
distinct objects of study. A major goal of this paper is to define and study a single
construction for a class of function rings which includes the Kronecker function
ring, the Nagata ring and their generalizations as special cases.
Following the double characterization of the Kronecker function rings and Nagata
rings above (Theorem/Definition 1.1), we approach our generalized function rings
from two separate directions, as rings of individually chosen rational functions and
as intersections of Nagata rings of quasilocal overrings.
In generalizing the rational function approach, we note that the standard gen-
eralization of Kronecker function rings, introduced by Krull [22], involves replacing
the b–operation with a more general “star–operation” (for short, ⋆–operation) be-
longing to a special class of star operations known as the “e.a.b. star operations”
(the explicit definitions are recalled in Section 2). The point is that e.a.b. op-
erations have some nice properties in common with the b–operation which make
possible the proof that the Kronecker function ring, as defined by Krull (cf. the
definition after Remark 3.4), is actually a ring for any arbitrary integrally closed
domain.
Note that in the definition of the Kronecker function ring, any nonzero poly-
nomial is eligible to be the denominator of a rational function. Note further that
we do not allow arbitrary nonzero polynomials in the denominators for the Nagata
ring. Rather, we only allow a very restricted class of polynomials, those with invert-
ible content. Finally note that the definition of the Nagata ring given is formally
comparable to the Kronecker definition except that the b–operation is replaced by
“the trivial star–operation”, called the identity operation (for short, d–operation),
acting as the identity map, i.e.
Na(D) =
{
f
g
| f, g ∈ D[X ], c(f)d ⊆ c(g)d, c(g) is invertible
}
.
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A way to combine the ideas of the previous two paragraphs is to view the e.a.b.
property not as a property of a ⋆–operation, as has been done classically, but to view
it as a property of a certain class of ideals. The e.a.b. ⋆–operations should be those
for which every nonzero finitely generated ideal is an “e.a.b.–ideal” (Definition 3.6).
On the other hand, the invertible ideals should be the only e.a.b.–ideals associated
with the identity operation. So given any ⋆–operation, we can combine the two
definitions by specifying that the content ideals of denominators must be e.a.b.–
ideals associated to the given ⋆–operation.
Note that, from the beginning of the present paper, we move from just “star–
operations” to the more general setting of “semistar–operations” introduced by
Okabe-Matsuda in 1994 [26] (the definition is recalled in Section 2). In fact, our
generalizations work directly, and more naturally, in this setting.
We also want to define our generalized function rings using the mehod of inter-
secting Nagata rings of quasilocal overrings as is done above. Suppose then that we
are given a domain D and a semistar operation on D. For the b–operation we chose
the class of all valuation overrings of D to define the Kronecker function ring and
we chose the class of all localizations of D to define the Nagata ring of D. When
we consider our discussion of e.a.b.–ideals above, we note that all finitely generated
ideals of D extend to principal ideals in any valuation overring. On the other hand,
invertible ideals are the only finitely generated ideals which extend to principal
ideals in every localization of D. So the way to proceed seems to be to combine
the overring characterizations of the Kronecker and Nagata rings by choosing the
overrings in which the e.a.b.–ideals extend to principal ideals.
Let D be a domain and ⋆ a semistar operation on D. Given either a collection of
overrings of D or a ring of rational functions, overring of D[X ], it is easy to define
a new semistar operation on D by either extending to all of the overrings of the
collection and intersecting, or by extending to the ring of rational functions and
contracting back to the quotient field of D. We explore both of these mechanisms
for defining new semistar operations associated with the given ⋆ and compare the
properties we obtain with those proven in the classical Kronecker and Nagata set-
tings. In particular, we deepen the study of the ring of rational functions called the
⋆–Nagata ring Na(D, ⋆) (Definition 3.2) and the ⋆–Kronecker function ring Kr(D, ⋆)
(Definition 3.5) and we give a complete positive answer to the following question:
Is it possible to find a “new” integral domain of rational functions denoted by
KN(D, ⋆) (‘‘⋆–Kronecker-Nagata ring”, obtained as an intersection of Nagata do-
mains of quasilocal domains associated to a given arbitrary semistar operation ⋆ )
such that:
• Na(D, ⋆) ⊆ KN(D, ⋆) ⊆ Kr(D, ⋆) ;
• KN(D, ⋆) “generalizes” at the same time Na(D, ⋆) and Kr(D, ⋆) and coincides
with Na(D, ⋆) or Kr(D, ⋆), when the semistar operation ⋆ assumes the “extreme
values” of an interval ⋆′ ≤ ⋆ ≤ ⋆′′ (i.e. KN(D, ⋆′) = Na(D, ⋆′) = Na(D, ⋆) and
KN(D, ⋆′′) = Kr(D, ⋆′′) = Kr(D, ⋆)?
2. Background
In this section we give some definitions and some basic results, some new and
some not.
We begin by designating the following terms.
• f (D) is the set of all nonzero finitely generated fractional ideals of D.
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• F (D) is the set of all nonzero fractional ideals of D.
• F (D) is the set of all nonzero D submodules of K.
In 1994 A. Okabe and R. Matsuda [26] introduced the notion of a semistar
operation. A semistar operation is a map ⋆ : F (D) → F (D) , E 7→ E⋆ which
obeys the following axioms, for all z ∈ K , z 6= 0 and for all E,F ∈ F (D).
(⋆1) (zE)
⋆ = zE⋆ ;
(⋆2) E ⊆ F ⇒ E
⋆ ⊆ F ⋆ ;
(⋆3) E ⊆ E
⋆ and E⋆⋆ := (E⋆)⋆ = E⋆ .
The classical notion of a star operation [14] involves a map from F (D) to F (D)
which requires, in addition to the semistar axioms, that (αD)⋆ = αD, for each
nonzero principal ideal αD of D.
The key difference here is that if ⋆ is a star operation then D⋆ = D, whereas
D⋆ may be properly larger than D (possibly, D⋆ ∈ F (D) \F (D)) if ⋆ is a semistar
operation. Note that if ⋆ is a semistar operation on a domain D then we obtain a
classical star operation on D⋆ when we restrict ⋆ to F (D⋆).
Now we give some basic information concerning definitions/terminology, gene-
ral properties of semistar operations, and concerning the construction of specific
semistar operations on integral domains.
• As in the classical star operation setting, we associate to a semistar opera-
tion ⋆ of D a new semistar operation ⋆f as follows. Let ⋆ be a semistar
operation of a domain D . If E ∈ F (D) we set:
E⋆f := ∪{F ⋆ | F ⊆ E, F ∈ f (D)} .
We call ⋆f the semistar operation of finite type of D associated to ⋆ . If
⋆ = ⋆f , we say that ⋆ is a semistar operation of finite type of D . Note
that ⋆f ≤ ⋆ and (⋆f )f = ⋆f , so ⋆f is a semistar operation of finite type
of D .
• A (semi)star operation ⋆ on D is a semistar operation on D such that
D⋆ = D; i.e. a semistar operation such that:
⋆|F (D): F (D)→ F (D)
is a “classical” star operation [14, Section 32].
• dD denotes the identity (semi)star operation on D.
• If ι : D →֒ T is the canonical embedding of D in the overring T of D and
if ⋆ is a semistar operation on D, then ⋆ι is the semistar operation on T
defined, for each E ∈ F (T ) (⊆ F (D)), by
E⋆ι := E⋆ .
• If T is an overring of D, we denote by ⋆{T} the semistar operation on D
defined as follows: for each E ∈ F (D):
E⋆{T} := ET .
Obviously, (⋆{T})ι = dT (where dT denotes the identity semistar operation
on T ) .
• If {⋆λ | λ ∈ Λ} is a family of semistar operations on D then ∧{⋆λ | λ ∈ Λ}
is the semistar operation on D defined as follows: for each E ∈ F (D):
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E∧{⋆λ|λ∈Λ} :=
⋂
{E⋆λ | λ ∈ Λ} .
In particular, if T := {Tλ | Tλ ∈ Λ} is a given family of overrings of D,
then ∧T denotes the semistar operation ∧{⋆{Tλ} | λ ∈ Λ}.
• bD is the b–semistar operation on D, i.e.
bD := ∧{⋆{V } | V is a valuation overring of D} .
It seems natural in the context of the “∧–construction” above, i.e. ∧T , to
view semistar operations “extensions to the overrings” , i.e. ⋆{Tλ}, as canonical
components of the semistar operation on D. We have defined the b–operation as a
∧–construction using the valuation overrings. In that setting we can think of the
b–operation as being decomposed into component semistar operations, each defined
by extension to a valuation overring.
A question that seems not to have been dealt with in the literature (in either
the star or semistar setting) is the extent to which a given star (or semistar) op-
eration on D can be approximated by one built from component parts of the type
“extensions to the overrings” of D in the above manner. One use for our general-
ized Kronecker-Nagata theory is to associate in a natural way a semistar operation
defined by a ∧–construction to a given semistar operation.
In the setting of star operations, the class of ⋆–ideals (i.e. those ideals I such
that I⋆ = I) assume a role of great importance. When ⋆ is a semistar operation
there frequently are no integral ideals of D which are ⋆–ideals. Instead we use the
following more general concept.
Definition 2.1. Let I ⊆ D be a nonzero ideal of D and let ⋆ be a semistar
operation on D . We say that I is a quasi–⋆–ideal of D if I⋆ ∩D = I . Similarly,
we designate by quasi–⋆–prime [respectively, ⋆–prime ] of D a quasi–⋆–ideal [re-
spectively, an integral ⋆–ideal] of D which is also a prime ideal. We designate by
quasi–⋆–maximal [respectively, ⋆–maximal ] of D a maximal element in the set of
all proper quasi–⋆–ideals [respectively, integral ⋆–ideals] of D .
Note that if I ⊆ D is a ⋆–ideal, it is also a quasi–⋆–ideal and, when D = D⋆
the notions of quasi–⋆–ideal and integral ⋆–ideal coincide.
We then give the following designations related to quasi-star ideals.
• QSpec⋆(D) is the set of all the quasi–⋆–prime ideals of D.
• M(⋆) is the set of all the maximal quasi–⋆–ideals of D.
It is well known that if ⋆ is a semistar operation of finite type then M(⋆) is
nonempty [11, Lemma 2.3 (1)].
A particular important semistar operation (of finite type) on D is the following:
• ⋆˜ := ∧{⋆{DQ} | Q ∈ M(⋆f )} (= ∧S , where S := {DQ | Q ∈M(⋆f )}) .
For the motivations, examples and the basic properties of this type of semistar
operation cf. for instance [11, Corollary 2.7 and Remark 2.8].
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3. e.a.b.–ideals
In this section we give the promised modification of the e.a.b. condition moti-
vated by the definitions of the Nagata rings and Kronecker function rings.
We begin by giving more general definitions of the Kronecker function ring and
the Nagata ring.
Recall that, for general semistar operations, we can consider the notion of semis-
tar invertible ideals.
Definition 3.1. A fractional ideal I ∈ F (D) is called ⋆–invertible if (II−1)⋆ = D⋆.
For the motivations, examples and the basic properties of this type of invertibility
see [13].
Definition 3.2. Let D be a domain with quotient field K and let ⋆ be a semistar
operation on D. Set
Na(D, ⋆) :=
{
f
g
| f, g ∈ D[X ], c(f)⋆ ⊆ c(g)⋆, c(g) is a ⋆f–invertible ideal of D
}
.
This is called the ⋆–Nagata ring of D. If the semistar operation is the identity
operation, i.e. ⋆ = dD, then Na(D, dD) coincides with the “classical” Nagata ring
D(X) of D.
It is known that, for each E ∈ F (D),
E⋆˜ = E Na(D, ⋆) ∩K , [11, Proposition 3.4 (3)] .
The definition of an e.a.b. semistar operation is as follows.
Definition 3.3. Let D be a domain and let ⋆ be a semistar operation on D. Then
we say that ⋆ is an e.a.b. semistar operation provided (IJ)⋆ ⊆ (IH)⋆ implies
J⋆ ⊆ H⋆ whenever I, J,H ∈ f(D). (We say that ⋆ is an a.b. semistar operation if
we weaken the hypotheses to only require that J,H lie in F (D).)
Remark 3.4. (1) The paper [12, in preparation] is devoted to a deeper study on
the relations between the e.a.b. and the a.b. semistar operations.
(2) Recall that the e.a.b. semistar operation on D of finite type ⋆
a
associated to
a semistar operation ⋆ is defined on D by setting for each G ∈ f(D):
G⋆a :=
⋃
{ ((GH)⋆ : H⋆) | H ∈ f(D)}
[18], [15] and [16]. It is known that a semistar operation of finite type is e.a.b. if
and only if ⋆ = ⋆
a
(cf., for instance, [9, Proposition 4.5]).
Let D be an integrally closed domain with quotient field K and let ⋆ be an e.a.b.
semistar operation on D. Set
Kr(D, ⋆) :=
{
f
g
| f, g ∈ D[X ], g 6= 0, c(f) ⊆ c(g)⋆
}
.
In the case where ⋆ is an e.a.b. star operation on (an integrally closed domain) D
this definition yields the classical Krull’s extension of the Kronecker function ring
of D associated with ⋆ [14, Section 32 ].
This is not the most general definition of the Kronecker function ring, but it is
the one most suited to our program. Recall that the reason customarily given for
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the assumption that ⋆ be e.a.b. in the Krull’s definition of the Kronecker function
ring is that the classical proof that Kr(D) is a ring does not work unless ⋆ is assumed
to be e.a.b.. The use that the e.a.b. property is put to in this context is to show
that an equation of the form (c(g)J)⋆ = (c(g)H)⋆ implies that J⋆ = H⋆ where
J,H ∈ f (D) and g is a nonzero polynomial in D[X ] and the denominator of a
rational function f
g
in Kr(D, ⋆).
A general definition for the Kronecker function ring, without restrictions on D
and ⋆, is recalled next.
Definition 3.5. Let D be any integral domain (not necessarily integrally closed)
with quotient field K and let ⋆ be any semistar operation on D (not necessarily
e.a.b.). Set
Kr(D, ⋆) :=
{
f
g
|
f, g ∈ D[X ], g 6= 0, such that there exists h ∈ D[X ],
h 6= 0, with c(fh) ⊆ c(gh)⋆
}
.
This is called the ⋆–Kronecker function ring of D, [9, Theorem 5.1]. Obviously
if ⋆ is an e.a.b. semistar operation on D, then this definition coincides with the
previous one.
It is known that, for each E ∈ F (D),
E⋆a = EKr(D, ⋆) ∩K , [11, Proposition 4.1 (5)] .
Since invertible ideals can be cancelled in any conceivable context, it is clear
that the “modified” e.a.b. property, that we want to introduce for generalizing
semistar Nagata rings and Kronecker function rings, should be a “cancellation–
type” property.
The definition is actually quite straightforward.
Definition 3.6. Let D be an integral domain and let ⋆ be a semistar operation
on D. If F is in f(D), we say that F is a ⋆–e.a.b–ideal if (FG)⋆ ⊆ (FH)⋆, with
G, H ∈ f(D), implies that G⋆ ⊆ H⋆. As with the semistar operations, we say
that F is an a.b.–ideal if the conclusion holds with the requirement weakened to
say that G, H ∈ F (D).
It is clear that a semistar operation ⋆ on a domain D is e.a.b. if and only if every
finitely generated ideal of D is a ⋆–e.a.b. ideal.
Remark 3.7. It is clear that invertible ideals are ⋆-e.a.b. for any semistar operation
⋆. In fact, if the semistar operation in question is the identity operation d, the d–
e.a.b. ideals of a domain D correspond to what D.D. Anderson and D.F. Anderson
called quasi-cancellation ideals. They proved that, in the finitely generated setting,
the d–e.a.b. ideals are exactly the invertible ideals [2, Lemma 1 and Theorem 1].
It is easy to see that, in general, a finitely generated ⋆–invertible ideal is also ⋆–
e.a.b.. Unlike the case for the identity operation though (Remark 3.7), it is not true
in general that all (possibly, finitely generated) ⋆–e.a.b. ideals are ⋆–invertible. For
instance, let D be a Noetherian domain of dimension greater than one and letM be
a maximal ideal of D of height greater than one. Since the b–operation is an e.a.b.
star operation on D, then M (which is finitely generated) is a b–e.a.b. ideal, by the
observation preceding Remark 3.7. However, since M has height greater than one,
it is not an invertible ideal of D. HenceMM−1 =M . Then (MM−1)b =M b =M .
Hence, M is not b–invertible.
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We close this section with a collection of basic results concerning ⋆–e.a.b. ideals,
invertible ideals, and ⋆–invertible ideals.
It is known that if ⋆ is an e.a.b. star operation on an integral domain D, then
there exists an a.b. star operation ∗ on D such that ⋆|f(D)= ∗|f(D) [14, Corollary
32.13]. This motivates our next statement proven in [12].
Lemma 3.8. Let D be an integral domain and let ⋆ be a semistar operation on D.
(1) If ⋆ = ⋆
f
, then:
⋆ is an e.a.b. semistar operation if and only if ⋆ is an a.b. semistar operation.
(2) Let F ∈ f (D), then:
F is ⋆–e.a.b. if and only if F is ⋆
f
–a.b. ✷
The following result is known [13, Theorem 2.23].
Lemma 3.9. Let ⋆ be a semistar operation on an integral domain D. Let F ∈
f(D), then the following are equivalent:
(i) F is ⋆
f
–invertible;
(ii) FDQ is invertible as a fractional ideal of DQ, for each Q ∈ M(⋆f );
(iii) F Na(D, ⋆) is invertible as a fractional ideal of Na(D, ⋆). 
Remark 3.10. (1) Let F ∈ f (D). As a consequence of Lemma 3.9, note that,
since M(⋆
f
) =M(⋆˜) [11, Corollary 3.5] (2), then:
F is ⋆
f
–invertible if and only if F is ⋆˜–invertible,
cf. [13, Proposition 2.18].
(2) Let F ∈ f (D). From [12] recall that F is ⋆–e.a.b. [respectively, ⋆–a.b.] if and
only if ((FH)⋆ : F ⋆) = H⋆, for each H ∈ f (D) [respectively, for each H ∈ F (D)].
(Note that ((FH)⋆ : F ⋆) = ((FH)⋆ : F ), and so the previous equivalences can be
stated in a formally slightly different way.)
4. Some distinguished classes of overrings
We begin by considering a class of overrings of a domain D associated with a
semistar operation ⋆ which have already been well studied.
Definition 4.1. Let ⋆ be a semistar operation on an integral domain D. We say
that an overring T of D is a ⋆–overring of D provided for each F ∈ f (D) we have
F ⋆ ⊆ FT (or equivalently F ⋆T = FT ).
The following lemma gives some basic results concerning ⋆–overrings.
Lemma 4.2. Let D be an integral domain with quotient field K and let ⋆ be a
semistar operation on D.
(1) The following are equivalent:
(i) T is a ⋆–overring of D ;
(ii) T is a ⋆
f
–overring of D ;
(iii) ⋆
f
≤ ⋆{T} , (i.e. E
⋆
f ⊆ ET , ∀ E ∈ F (D) ).
(iv) (⋆
f
)ι = dT .
In particular, if T is a ⋆–overring of D, then D⋆ ⊆ T ⋆f = T .
(2) Every overring of a ⋆–overring is a ⋆–overring.
(3) K is a ⋆–overring of D, for each semistar operation ⋆ on D.
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(4) D⋆ is a ⋆–overring of D if and only if ⋆
f
= ⋆{D⋆}. More generally, T is a
⋆–overring of D and T = D⋆ if and only if ⋆
f
= ⋆{T}.
(5) If ⋆1 ≤ ⋆2 are two semistar operations on D, then:
T is a ⋆2–overring of D ⇒ T is a ⋆1–overring of D .
(6) A Be´zout overring B of D is a ⋆–overring of D if and only if B = B⋆f I˙n
particular, a valuation overring V of D is a ⋆–overring of D if and only if
V = V ⋆f (in this situation, V is called a ⋆–valuation overring of D).
(7) The valuation overrings of a ⋆–overring T of an integral domain D coincide
with the ⋆–valuation overrings of D containing T .
(8) Let T be a ⋆–overring of D and let ι : D →֒ T be the canonical inclusion.
Then:
Kr(D, ⋆{T}) = Kr(T, dT ) = Kr(T, (⋆f )ι) = Kr(T, bT ) .
(9) If N is a prime ideal of a ⋆–overring T of D and if N ∩D 6= 0, then N ∩D
is a quasi–⋆
f
–prime of D.
(10) Let T := {Tλ | λ ∈ Λ} be a family of overrings of D. The semistar
operation ∧T (defined in Section 2) is such that:
ETλ = E
∧T Tλ = (ETλ)
∧T ,
for each E ∈ F (D). In particular, each Tλ is a ∧T –overring of D.
Proof. (1) (i) ⇔ (ii) ⇔ (iii) are obvious consequences of the definition.
(iii) ⇒ (iv): dT ≤ (⋆f )ι ≤ (⋆{T})ι = dT .
(iv) ⇒ (iii): For each E ∈ F (D), ET = (ET )(⋆f )ι = (ET )⋆f ⊇ E⋆f .
(2) is an easy consequence of (1).
(3) and (5) are obvious.
(4) follows from (1) and from the fact that, in general, ⋆{D⋆} ≤ ⋆f .
(6) The “only if” part is obvious from (1). For the “if” part recall that, for
each F ∈ f(D), there exists a nonzero element x ∈ K such that FB = xB, thus
F ⋆ ⊆ (FB)⋆f = (xB)⋆f = xB⋆f = xB = FB.
(7) follows from (2) and (6).
(8) Since T is a ⋆–overring of D, then, by (1), (⋆
f
)ι = dT . Therefore, by (7),
V is a (dT –)valuation overring of T if and only if V is a ⋆–valuation overring of D
containing T if and only if V is a ⋆{T}–valuation overring of D. The conclusion is
a straightforward consequence of the fact that, if ∗ is a semistar operation on an
integral domain R, then Kr(R, ∗) = ∩{W (X) | W is a ∗–valuation overring of R}
[10, Theorem 3.5].
(9) (N ∩D)⋆f ⊆ (N ∩D)T ⊆ N , hence N ∩D ⊆ (N ∩D)⋆f ∩D ⊆ N ∩D.
(10) Note that (ETλ)
∧T =
⋂
{ETλTµ | µ ∈ Λ} = ETλ ∩ (
⋂
{ETλTµ | µ ∈
Λ , µ 6= λ}) = ETλ. ✷
Corollary 4.3. Let ⋆ be a semistar operation on an integral domain D, let F ∈
f(D) be ⋆
f
–invertible and let (L,N) be a local ⋆–overring of D. Then FL is a
principal fractional ideal of L.
Proof. Recall that an invertible ideal in a local domain is principal [20, Theorem
59]. By Lemma 3.9, we know that FDQ is principal in DQ, for each Q ∈ M(⋆f ).
Hence, FDN∩D is principal in DN∩D, because N ∩D is a quasi–⋆f–prime ideal of D
(Lemma 4.2 (9)), hence N ∩D ⊆ Q, for some Q ∈ M(⋆
f
). The conclusion follows
immediately, since (L,N) dominates (DN∩D, N ∩D). 
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Remark 4.4. Let D be an integral domain and let ⋆ be a semistar operation on
D.
(1) An overring T of D such that T = T ⋆f is not necessarily a ⋆–overring of D.
For instance, let F be a localizing system of D, and let ⋆ := ⋆F be the semistar
operation on D, defined by E⋆F := EF := ∪{(E : I) | I ∈ F}, for each E ∈ F (D)
(cf. [7, Proposition 2.4]). Set T := D⋆F = DF , then in general, EDF ( EF . More
precisely, ⋆{D⋆F } = ⋆F if and only if D
⋆F is D–flat and F = {I ideal of D | ID⋆F =
D⋆F} (cf. [7, Proposition 2.6]).
(2) We have mentioned in the proof of Lemma 4.2 (8) that:
Kr(D, ⋆) =
⋂
{V (X) | V is a ⋆–valuation overring of D} [10, Theorem 3.5].
From this property and from the observation following Definition 3.5 it is possible
to prove that:
⋆a = ∧V(D,⋆) , where V(D, ⋆) := {V | V is a ⋆–valuation overring of D} .
In the introduction we alluded to classes of quasilocal overrings of a domain
D that are associated with a given semistar operation on D. The two classes of
quasilocal overrings that arise in the Kronecker and Nagata settings are localizations
and valuation overrings. Note first that a finitely generated ideal of a domain D is
invertible if and only if it is locally principal. Also note that every finitely generated
ideal of D extends to a principal ideal in any valuation overring of D. Since the
collection of ideals we have been concerned with are the ⋆–e.a.b. ideals it seems
reasonable that what we need are quasilocal overrings of D in which each ⋆–e.a.b.
ideal extends to a principal ideal. It turns out that assuming just this property is
not quite sufficient. We give two refinements, each of which we will use to create
separate generalized function rings.
Definition 4.5. Let ⋆ be a semistar operation on an integral domain D and let T
be a quasilocal overring of D.
We say that T is a ⋆–monolocality of D provided T ⋆f = T and every ⋆–e.a.b.
ideal of D extends to a principal ideal in T .
We say that T is a strong ⋆–monolocality of D provided T is a ⋆–overring of D
and every ⋆–e.a.b. ideal of D extends to a principal ideal in T .
Let ⋆ be a semistar operation on a domain D and let T be a ⋆–overring of D.
Then T ⋆f = T . It follows then that a strong ⋆–monolocality is a ⋆–monolocality.
Also note that if ⋆ is the identity semistar operation on a domain D then every
quasilocal overring of D is a strong ⋆–monolocality (and hence they are all ⋆–
monolocalities). At the opposite extreme, if ⋆ is the b–operation on a domain
D, then the collection of all strong ⋆–monolocalities and the collection of all ⋆–
monolocalities are both equal to the collection of all valuation overrings of D.
Our goal for this concept then is to identify semistar operations such that the
collection of ⋆–monolocalities (strong or not) is not all quasilocal overrings and does
not consist entirely of valuation domains. Or, conversely, to identify collections of
overrings and associate semistar operations, using the ∧–constructions, which will
give the collection of overrings back as (strong) ⋆–monolocalities.
We adopt the following notation.
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Set:
L := L(⋆) := L(D, ⋆) := {L | L is a ⋆ –monolocality of D} ,
L
′ := L′(⋆) := L′(D, ⋆) := {L′ | L′ is a strong–⋆–monolocality of D} .
Note that the set: V := V(⋆) := V(D, ⋆) (= {V | V is a ⋆–valuation overring of D})
is obviously a subset of L′.
Lemma 4.6. Let ⋆ be a semistar operation on an integral domain D.
(1) L(⋆) = L(⋆
f
) and L′(⋆) = L′(⋆
f
).
(2) A quasilocal overring T of a ⋆–monolocality of D is also a ⋆–monolocality
of D if and only if T = T ⋆f .
(3) A quasilocal overring S of a strong–⋆–monolocality of D is always a strong–
⋆–monolocality of D.
(4) Let F := (a1, a2, . . . , an)D ∈ f (D) be ⋆–e.a.b. and let L be a ⋆–
monolocality of D. Then
FL = F ⋆L = (FL)⋆f = aiL ,
for some i, with 1 ≤ i ≤ n.
Proof. (1) is obvious and (2) and (3) follow from Lemma 4.2 (1) and (2).
(4) We start by recalling the following well known fact:
Claim. Let F = (a1, a2, . . . , an)D ∈ f(D) and let L be a quasilocal overring
of D. If FL is principal in L, then, for some i, with 1 ≤ i ≤ n, FL = aiL.
If FL = (a1, a2, . . . , an)L = zL, for some z ∈ L then, for each i, with 1 ≤
i ≤ n, we can find a nonzero xi ∈ L, such that xiz = ai. Therefore, zL =
(a1, a2, . . . , an)L = (x1, x2, . . . , xn)L · zL, hence (x1, x2, . . . , xn)L = L. Being L
quasilocal then, for some i, with 1 ≤ i ≤ n, we have that xi is a unit in L, thus
zL = xizL = aiL.
Now we conclude the proof of (4). Since F is ⋆–e.a.b. and L ∈ L, then FL is
principal, and thus, for some i, with 1 ≤ i ≤ n, (FL)⋆f = (aiL)
⋆
f = aiL
⋆
f = aiL
(being L = L⋆f ). Therefore aiL ⊆ FL ⊆ F
⋆L ⊆ (FL)⋆f = (aiL)
⋆
f = aiL. ✷
5. Generalized Kronecker–Nagata rings
Now we turn to the construction of the generalized Kronecker and Nagata rings.
We define two classes of rings which we refer to as Kronecker-Nagata ring (for short,
KN) and Strong Kronecker-Nagata ring (for short, KN′) according to whether we
use monolocalities or strong monolocalities.
Proposition 5.1. Let ⋆ be a semistar operation on an integral domain D. Set:
KN(D, ⋆) := ∩{L(X) | L ∈ L(D, ⋆)} , KN′(D, ⋆) := ∩{L′(X) | L′ ∈ L′(D, ⋆)} ,
then:
Na(D, ⋆) ⊆ KN′(D, ⋆) ⊆ Kr(D, ⋆) ,
KN(D, ⋆) ⊆ KN′(D, ⋆) .
Proof. By Lemma 4.2 (9) and [11, Proposition 3.1 (4)], we know that Na(D, ⋆) =
∩{DQ(X) | Q ∈ QSpec
⋆
f (D)} ⊆ ∩{DN ′∩D(X) | (L
′, N ′) ∈ L′} ⊆ KN′(D, ⋆). The
inclusions KN(D, ⋆) ⊆ KN′(D, ⋆) ⊆ Kr(D, ⋆) follow from the fact that V(D, ⋆) ⊆
L
′(D, ⋆) ⊆ L(D, ⋆). ✷
We have shown that the Strong ⋆–Kronecker-Nagata ring KN′(D, ⋆) lies prop-
erly in between the ⋆–Nagata ring and the ⋆–Kronecker function ring. We have
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also shown that the ⋆–Kronecker-Nagata ring KN(D, ⋆) lies inside the ⋆–Kronecker
function ring. We will show later (Theorem 5.11 (7)) that, in general, Na(D, ⋆) ⊆
KN(D, ⋆).
Proposition 5.1 gives a positive result concerning containment relations for KN
and KN′. The containment/inequality relations between these concepts is not al-
ways as clean as we would like however. For example, it seems reasonable that if
⋆1 ≤ ⋆2 are semistar operations on a domain D then we would have KN(D, ⋆1) ⊆
KN(D, ⋆2) and KN
′(D, ⋆1) ⊆ KN
′(D, ⋆2). In Example 7.7 we give an example of
a star operation ⋆ on a two-dimensional Noetherian local integrally closed domain
D such that b < ⋆ and yet KN(D, ⋆) = Na(D, ⋆) = D(Z) ( KN(D, b) = Kr(D, b).
Hence, in general, we do not get the containment we wish for KN. We do not know
whether KN′ behaves well with regard to containment and inequality or not. We
can give a positive result in this direction when ⋆2 is a stable semistar operation.
Recall that a semistar operation ⋆ is stable on D provided
(E ∩ F )⋆ = E⋆ ∩ F ⋆, for all E,F ∈ F (D) .
Corollary 5.2. Let ⋆1 ≤ ⋆2 be two semistar operations on an integral domain D.
For i = 1, 2, set:
Li := L(D, ⋆i) , L
′
i := L
′(D, ⋆i) .
Assume that ⋆2 is stable.
(1) Let F ∈ f (D). If F is ⋆1–e.a.b. then F is also ⋆2–e.a.b..
(2) L1 ⊇ L2 and L
′
1 ⊇ L
′
2.
(3) KN(D, ⋆1) ⊆ KN(D, ⋆2) and KN
′(D, ⋆1) ⊆ KN
′(D, ⋆2).
Proof. (1) is a consequence of Remark 3.10 (2), since:
((FH)⋆1 : F ) = H⋆1 ⇒ ((FH)⋆1 : F )
⋆2 = (H⋆1)
⋆2 ,
therefore, by the stability of ⋆2 [7, Theorem 2.10 (B)]:
H⋆2 ⊆ ((FH)⋆2 : F ) =
(
((FH)⋆1)⋆2 : F
)
= (((FH)⋆1 : F ))⋆2 = H⋆2 ,
for each H ∈ f(D).
(2) follows from (1), from Lemma 4.2 (5) and from the fact that, if T is a
quasilocal overring of D such that T = T (⋆2)f , then necessarily T = T (⋆1)f .
(3) is a trivial consequence of (2). ✷
We have noted that the KN and KN′ constructions are not always well behaved in
terms of preserving relationships between distinct semistar operations. Nonetheless,
it seems worthwhile to pursue this idea with regards to the operations ⋆a and ⋆˜
associated to the semistar operations ⋆ on a domain D. The semistar operations
⋆a and ⋆˜ are generally well behaved and the results work out as we would hope.
We need a preparatory lemma first.
Proposition 5.3. Let ⋆ be a semistar operation on an integral domain D. Then:
(1) For each Q ∈M(⋆
f
), DQ is strong–⋆˜–monolocality of D.
(2) If F ∈ f(D), then F is ⋆˜–e.a.b. if and only if F is ⋆˜–invertible.
Proof. (1) It is clear from the definition of the semistar operation ⋆˜ that, for
each Q ∈M(⋆
f
) (=M(⋆˜), [11, Corollary 3.5]), DQ is a quasilocal ⋆˜–overring of D
since, for each F ∈ f (D), F ⋆˜ ⊆ FDQ.
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Note, more generally, that for each Q ∈ M(⋆
f
) and for each E ∈ F (D):
EDQ = E
⋆˜DQ = (EDQ)
⋆˜ ,
(Lemma 4.2 (10), since ⋆˜ = ∧S , with S := {DQ | Q ∈ M(⋆f }).
(2) Let F ∈ f (D) be a ⋆˜–e.a.b., thus
(
(FH)⋆˜ : F
)
= H ⋆˜ and so:
HDQ = H
⋆˜DQ =
(
(FH)⋆˜ : F
)
DQ =
(
(FH)⋆˜DQ : FDQ
)
= (FHDQ : FDQ) ,
for each H ∈ f (D), i.e. FDQ is a quasi–cancellation ideal of DQ or, equivalently,
it is a principal fractional ideal of DQ, for each Q ∈ M(⋆f ) (Remark 3.7).
From Lemma 3.9 and Remarks 3.10 (1) and 3.7, we deduce that if F ∈ f (D),
then F is ⋆˜–e.a.b. if and only if F is ⋆˜–invertible. ✷
Proposition 5.4. Let ⋆ be a semistar operation on an integral domain D, then:
(1) Na(D, ⋆) = Na(D, ⋆˜) = KN′(D, ⋆˜) .
(2) KN′(D, ⋆a) = Kr(D, ⋆a) = Kr(D, ⋆) .
Proof. (1) By Proposition 5.3 we know that L′(D, ⋆˜) ⊇ {DQ | Q ∈ M(⋆f )}
and if (L′, N ′) ∈ L′(D, ⋆˜) then L′ ⊇ DN ′∩D ⊇ DQ, where Q is any prime ideal in
M(⋆
f
) (=M(⋆˜)) which contains the quasi–⋆˜–prime ideal N ′ ∩D.
(2) If ⋆ = ⋆
f
is e.a.b., then each F ∈ f (D) is ⋆–e.a.b., thus every quasilocal ⋆–
overring (in particular, a strong–⋆–monolocality) is necessarily a valuation domain,
hence L′(D, ⋆) = V(D, ⋆). Therefore, in this situation, KN′(D, ⋆) = Kr(D, ⋆).
Using the previous argument (and [11, Proposition 4.1 (2)]), for each semistar
operation ⋆, passing to the e.a.b. semistar operation of finite type ⋆a, we have:
KN′(D, ⋆a) = Kr(D, ⋆a) = Kr(D, ⋆) . ✷
Corollary 5.5. Let ⋆ be a semistar operation on an integral domain D. Then D
is a P⋆MD if and only if KN′(D, ⋆˜) = KN′(D, ⋆a).
Proof. This statement is a straightforward consequence of Proposition 5.4 and
[8, Theorem 3.1 and Remark 3.1]. ✷
We have defined and done some analysis on the generalized Kronecker–Nagata
rings using the (strong) monolocalities. This was motivated by characterizations
of the classical Kronecker and Nagata rings. Both the Kronecker and Nagata rings
have definitions involving rational functions, content ideals, and semistar opera-
tions. We turn toward generalizing along these lines now.
Proposition 5.6. Let ⋆ be a semistar operation on an integral domain D with
quotient field K and let L′ = L′(D, ⋆) be the set of all the strong–⋆–monolocalities
of D. Set:
KN′#(D, ⋆) := {z ∈K(X) | ∀ L
′ ∈L′, ∃ gL′ ∈D[X ], gL′ 6= 0, with
zgL′ ∈D[X ], c(zgL′) ⊆ c(gL′)L
′ and
c(gL′)L
′ is principal in L′} .
Then KN′(D, ⋆)= KN′#(D, ⋆) .
Proof. Let z ∈ KN′#(D, ⋆), let L
′ ∈ L′ and let gL′ ∈ D[X ] be such that
c(gL′)L
′ is a nonzero principal ideal of L′ and c(zgL′) ⊆ c(gL′)L
′. Set fL′ := zgL′.
Write gL′ := a0+a1X+ . . . +anX
n ∈ D[X ]. Since L′ is a (strong–)⋆–monolocality
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of D and c(gL′)L
′ is principal then, by the Claim in the proof of Lemma 4.6 (4), we
have c(gL′)L
′ = aiL
′ for some ai. Hence,
fL′
ai
∈ L′[X ] and gL′
ai
∈ L′[X ]. Moreover,
gL′
ai
is a primitive polynomial of L′[X ] (since one of its coefficients is a unit in L′),
hence:
z =
fL′
gL′
=
fL′
ai
gL′
ai
∈ L′(X) .
Therefore, we have proven that KN′#(D, ⋆) ⊆ KN
′(D, ⋆) .
In order to complete the proof, we need to show that KN′(D, ⋆) ⊆ KN′#(D, ⋆). If
z ∈ KN′(D, ⋆), then, for each strong–⋆–monolocality L′ of D, there exist ϕ
L′
, ψ
L′
∈
L′[X ], with ψ
L′
6= 0, such that z =
ϕ
L′
ψ
L′
and c(ψ
L′
) = L′. Therefore, we can find
f
L′
, g
L′
∈ D[X ] and two nonzero elements α
L′
, β
L′
∈ D such that f
L′
= α
L′
ϕ
L′
,
g
L′
= β
L′
ψ
L′
and thus:
z =
ϕ
L′
ψ
L′
=
f
L′
α
L′
g
L′
β
L′
=
β
L′
f
L′
α
L′
g
L′
with c(f
L′
)L′ ⊆ α
L′
L′ and c(g
L′
)L′ = β
L′
L′. Therefore, z ∈ KN′#(D, ⋆), since
c(β
L′
f
L′
)L′ = β
L′
c(f
L′
)L′ ⊆ β
L′
α
L′
L′ = α
L′
c(g
L′
)L′ = c(α
L′
g
L′
)L′ and c(α
L′
g
L′
)L′
is principal in L′, for each L ∈ L′. ✷
Note that it follows immediately from the definition that D[X ] ⊆ KN′#(D, ⋆) ⊆
K(X). Hence the quotient field of KN′#(D, ⋆) = KN
′(D, ⋆) is K(X).
Our next result gives a basic property of KN′(D, ⋆) reminiscent of Kronecker
function ring and Nagata ring properties.
Proposition 5.7. Let ⋆ be a semistar operation on an integral domain D. For
each J := (a0, a1, . . . , an)D ∈ f(D), with J ⊆ D and J ⋆–e.a.b., let g :=
a0 + a1X + . . . + anX
n ∈ D[X ], then:
J KN′(D, ⋆) = J⋆KN′(D, ⋆) = gKN′(D, ⋆) .
Proof: First note that, by definition, J = c(g)D. Moreover, for each k, with 0 ≤
k ≤ n, we have ak/g ∈ KN
′
#(D, ⋆) (= KN
′(D, ⋆)), since c(g)L′ is principal in L′,
for each L′ ∈ L′. Hence J KN′(D, ⋆)) ⊆ gKN′(D, ⋆). Clearly, g ∈ J KN′(D, ⋆) =
c(g)KN′(D, ⋆). It follows that J KN′(D, ⋆) = gKN′(D, ⋆).
On the other hand, let α = d/d′ ∈ J⋆, with d, d′ ∈ D and d′ 6= 0. Then, by
Lemma 4.6 (4), for each (strong–)⋆–monolocality L′ of D we have dD = d′αD ⊆
d′αL′ ⊆ d′J⋆L′ = d′JL′ = d′c(g)L′, thus α/g = d′α/d′g ∈ KN′#(D, ⋆) (=
KN′(D, ⋆)), since c(g)L′ = JL′ is principal in L′, for each L′ ∈ L′. Hence, we
have that J⋆ ⊆ gKN′(D, ⋆) = J KN′(D, ⋆), thus J⋆KN′(D, ⋆) = J KN′(D, ⋆). ✷
The rational function definition of the strong Kronecker–Nagata ring is somewhat
cumbersome. We introduce now the notion of an “almost e.a.b.–ideal” in an effort
to make the definition cleaner.
Definition 5.8. Let ⋆ be a semistar operation on an integral domain D and let F ∈
f(D), we say that F is an almost–⋆–e.a.b.–ideal if, for each strong–⋆–monolocality
L′ of D, FL′ is a principal fractional ideal of L′.
We collect in the following statement some of the basic properties of the almost–
⋆–e.a.b. ideals.
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Proposition 5.9. Let ⋆ be a semistar operation on an integral domain D and let
F ∈ f(D)
(1) If F is ⋆–e.a.b. then F is almost–⋆–e.a.b..
(2) F is almost–⋆–e.a.b. if and only if F is almost–⋆
f
–e.a.b..
(3) If F is almost–⋆–e.a.b. then FL′ is ⋆ι–e.a.b., for each strong–⋆–monolocality
L′ of D, with ι (= ι
L′
) : D →֒ L′ being the canonical embedding.
(4) Let F := (a1, a2, . . . , an)D be an almost–⋆–e.a.b.–ideal, then, for each
strong–⋆–monolocality L′ of D,
FL′ = F ⋆L′ = (FL′)⋆f = aiL
′ ,
for some i, with 1 ≤ i ≤ n.
(1) and (2) are obvious since if F is ⋆–e.a.b., then FL′ is principal, for each
strong–⋆–monolocalityL′ of D, and since the strong–⋆–monolocalities coincide with
the strong–⋆
f
–monolocalities.
(3) If G, H ∈ f(L′) and F ∈ f (D) is an almost–⋆–e.a.b., then FL′ = zL′, for
some nonzero element z, and thus (FG)⋆ι = (FL′G)⋆ ⊆ (FL′H)⋆ = (FH)⋆ι , then
(zL′G)⋆ ⊆ (zL′H)⋆. Hence, G⋆ι = G⋆ ⊆ H⋆ = H⋆ι .
(4) This statement is a consequence of the Claim in the proof of Lemma 4.6 (4).
✷
This allows us to state a new definition.
Definition 5.10. Let ⋆ be a semistar operation on an integral domain D with
quotient field K. Then we define
KN′c(D, ⋆) := {z ∈K(X) | ∃ g ∈D[X ], g 6= 0, with zg ∈D[X ], c(zg) ⊆ c(g)
⋆ and
c(g) is an almost–⋆–e.a.b. ideal of D} ,
KNc(D, ⋆) := {z ∈ K(X) | ∃ g ∈ D[X ], g 6= 0, such that zg ∈ D[X ] , and
c(zg) ⊆ c(g)⋆, c(g) is a ⋆ –e.a.b. ideal} .
It is clear that, in general, we have KN′c(D, ⋆) ⊆ KN
′(D, ⋆) (= KN′#(D, ⋆)).
In fact, note that, for each g ∈D[X ], g 6= 0, and for each L′ ∈ L′, c(g)⋆L′ =
c(g)L′; moreover, c(g) is an almost–⋆–e.a.b. ideal of D if and only if (by definition)
it is a principal ideal of L′, for each L′ ∈ L′.
We suspect that in fact KN′c(D, ⋆) = KN
′(D, ⋆), but we do not have a proof.
We do demonstrate below that KNc(D, ⋆) = KN(D, ⋆).
We turn now to investigating the properties of KN(D, ⋆). With this ring we
will have more luck demonstrating properties that reflect the classical properties
of the Kronecker function rings and Nagata rings. In particular, when we localize
a Kronecker function ring Kr(D, ⋆) at a maximal ideal we obtain V (X) for some
(⋆–)valuation overring V of D. Similarly, when we localize a Nagata ring Na(D, ⋆)
at a maximal ideal we obtain DQ(X) for some (quasi–⋆–)prime ideal Q of D. We
obtain similar results with KN(D, ⋆).
Theorem 5.11. Let ⋆ be a semistar operation on an integral domain D with
quotient field K.
(1) KNc(D, ⋆) is an integral domain with quotient field K(X).
(2) Na(D, ⋆) ⊆ KNc(D, ⋆) ⊆ KN
′
c(D, ⋆) (⊆ KN
′
#(D, ⋆) = KN
′(D, ⋆)) .
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(3) For each J := (a0, a1, . . . , an)D ∈ f(D), with J ⊆ D and J ⋆–e.a.b., let
g := a0 + a1X + . . . + anX
n ∈ D[X ], then:
J KNc(D, ⋆) = J
⋆KNc(D, ⋆) = gKNc(D, ⋆) .
(4) For each prime ideal p of KNc(D, ⋆) and for each J := (a0, a1, . . . , an)D ∈
f (D), with J ⊆ D and J ⋆–e.a.b., let g := a0+a1X+ . . . +anX
n ∈ D[X ],
then there exists an index i, with 0 ≤ i ≤ n, such that:
J KNc(D, ⋆)p = J
⋆KNc(D, ⋆)p = gKNc(D, ⋆)p = aiKNc(D, ⋆)p .
For each prime ideal p of KNc(D, ⋆), set L(p) := KNc(D, ⋆)p ∩K.
(5) For each prime ideal p of KNc(D, ⋆), then L(p) is a ⋆–monolocality of D
(with maximal ideal P := pKNc(D, ⋆)p ∩ L(p)).
(6) For each prime ideal p of KNc(D, ⋆), the localization KNc(D, ⋆)p coincides
with the Nagata ring L(p)(X) (with maximal ideal P(X) := PL(p)(X))
and p coincides with P(X) ∩KNc(D, ⋆).
(7) Every ⋆–monolocality of an integral domain D contains a minimal ⋆–mono-
locality of D. If we denote by L(D, ⋆)min, or simply by Lmin, the set of
all the minimal ⋆–monolocalities of D, then L(D, ⋆)min = {L(m) | m ∈
Max(KNc(D, ⋆))} and
KNc(D, ⋆) = KN(D, ⋆) = ∩{L(X) | L ∈ Lmin} .
In particular, Na(D, ⋆) ⊆ KN(D, ⋆) (⊆ KN′(D, ⋆) ⊆ Kr(D, ⋆)) .
Proof. (1) Note that:
Claim 1. If g and h are two nonzero polynomials of D[X ] and c(g) is a ⋆–e.a.b.
ideal of D then (c(g)c(h))⋆ = c(gh)⋆. Furthermore, if c(h) is also a ⋆–e.a.b. ideal
of D, then c(gh) is a ⋆–e.a.b. ideal of D.
The previous claim is straightforward consequence of the Dedekind-Mertens
Lemma [14, Theorem 28.1] and of the definition of ⋆–e.a.b. ideal.
Let z := f/g, z′ := f ′/g′ ∈ KNc(D, ⋆), with c(f) ⊆ c(g)
⋆, c(f ′) ⊆ c(g′)⋆ and
c(g) and c(g′) ⋆–e.a.b. ideals of D. From Claim 1, we deduce immediately that
zz′ = ff ′/gg′ ∈ KNc(D, ⋆).
In order to see that z − z′ belongs to KNc(D, ⋆), it is sufficient to observe that
z − z′ = (fg′ − f ′g)/gg′ and
c(fg′ − f ′g) ⊆ c(fg′ − f ′g)⋆ ⊆ (c(fg′)⋆ + c(f ′g)⋆)⋆ ⊆ c(gg′)⋆ .
Clearly, D[X ] ⊆ KNc(D, ⋆) ⊆ K(X), hence the quotient field of KNc(D, ⋆) is
K(X).
(2) To prove that Na(D, ⋆) ⊆ KNc(D, ⋆), note that the definition of KNc(D, ⋆)
generalizes the definition of Na(D, ⋆) (Definition 3.2) by replacing ⋆f–invertible
ideals with the larger class of ⋆–e.a..b. ideals. The result is then clear. The
second inclusion is an easy consequence of the fact that, if c(zg) ⊆ c(g)⋆ and
c(g) is ⋆ –e.a.b. then, for each L ∈ L, c(g)⋆L = c(g)L is a principal ideal of L
(Lemma 4.6 (4)). Therefore we have KNc(D, ⋆) ⊆ KN
′
c(D, ⋆) (Definition 5.8).
(3) Mutatis mutandis the proof ot the equality J KNc(D, ⋆) = c(g)KNc(D, ⋆)
= gKNc(D, ⋆) is analogous to the proof of Proposition 5.7.
More precisely, first, note that by definition J = c(g)D. Moreover, for each k,
with 0 ≤ k ≤ n, we have ak/g ∈ KNc(D, ⋆). Hence J KNc(D, ⋆) ⊆ gKNc(D, ⋆).
Clearly, g ∈ c(g)KNc(D, ⋆) = J KNc(D, ⋆), and so J KNc(D, ⋆) = gKNc(D, ⋆).
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On the other hand, let α := d/d′ ∈ J⋆, with d, d′ ∈ D, d′ 6= 0 Then α/g =
d′α/d′g = d/d′g ∈ KNc(D, ⋆), since dD ⊆ d
′J⋆ = d′c(g)⋆. Hence, J⋆ ⊆ gKNc(D, ⋆)
= J KNc(D, ⋆) and so J KNc(D, ⋆) = J
⋆KNc(D, ⋆).
(4) All the equalities follow trivially from (3) except the last one, involving
ai. This equality holds because KNc(D, ⋆)p is quasilocal and gKNc(D, ⋆)p =
J KNc(D, ⋆)p = (a0, a1, . . . , an)KNc(D, ⋆)p is a principal. By a standard tech-
nique (Claim in the proof of Lemma 4.6 (4)), an invertible ideal of a quasilocal
domain which is generated by a finite list of elements is actually generated by one
of those elements.
(5) It is clear that L(p) is a quasilocal overring of D, with maximal ideal P. In
order to show that L(p) is a ⋆–monolocality of D, take J := (a0, a1, . . . , an)D
which is a nonzero ⋆–e.a.b. ideal of D. It is clear that akL(p) ⊆ J
⋆L(p), for each
0 ≤ k ≤ n. Let α ∈ J⋆. Since, by (4), J⋆KNc(D, ⋆)p = aiKNc(D, ⋆)p, for some i,
then α/ai ∈ KNc(D, ⋆)p ∩K = L(p). Therefore, J
⋆ ⊆ aiL(p) ⊆ JL(p) ⊆ J
⋆L(p)
and so aiL(p) = J
⋆L(p).
(6) We start by proving the following:
Claim 2. Let L be a ⋆–monolocality of D, then KNc(D, ⋆) ⊆ L(X). In partic-
ular, KNc(D, ⋆) ⊆ KN(D, ⋆).
Let f/g ∈ KNc(D, ⋆) with c(g) a ⋆–e.a.b. ideal of D and c(f) ⊆ c(g)
⋆. Write
g := a0 + a1X + . . . + anX
n ∈ D[X ]. Since L is a ⋆–monolocality of D then, by
Lemma 4.6 (4), we have:
c(g)L = c(g)⋆L = (c(g)L)⋆f = aiL
for some ai. Hence,
f
ai
∈ L[X ] and g
ai
∈ L[X ]. Moreover, g
ai
is a primitive
polynomial in L[X ] (since one of its coefficients is a unit in L). Hence
f
g
=
f
ai
g
ai
∈ L(X) ,
and so Claim 2 is proven.
Note that, by (5) and Claim 2, we have L(p)(X) ⊇ KNc(D, ⋆). Note also that,
since L(p) ⊆ KNc(D, ⋆)p and X ∈ KNc(D, ⋆), then L(p)[X ] ⊆ KNc(D, ⋆)p and
hence P[X ] = (pKNc(D, ⋆)p ∩ L(p)) [X ] = pKNc(D, ⋆)p ∩ (L(p)[X ]), recalling
that P = pKNc(D, ⋆)p ∩ L(p). Clearly, P(X) ∩KNc(D, ⋆) is a proper prime ideal
of KNc(D, ⋆).
Claim 3. With the notation introduced above, P(X) ∩KNc(D, ⋆) ⊆ p.
Let ϕ ∈ P(X) ∩KNc(D, ⋆). Then, we can write ϕ = h/k where h, k ∈ L(p)[X ]
and h ∈ P[X ] and k is primitive in L(p)[X ]. We can also write ϕ = f/g where
f, g ∈ D[X ] , g 6= 0, c(f) ⊆ c(g)⋆ and c(g) is a ⋆–e.a.b. ideal of D. Since L(p) is
a ⋆–monolocality of D (by (5)), it then follows from Lemma 4.6 (4) that g has a
coefficient ai such that c(g)L(p) = aiL(p) and, hence, c(f) ⊆ aiL(p). Then:
f
g
=
f
ai
g
ai
=
h
k
with f
ai
, g
ai
∈ L(p)[X ]. Therefore
k
f
ai
= h
g
ai
.
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Since k and g
ai
are primitive in L(p)[X ] and h ∈ P[X ], then we must have f
ai
∈
P[X ] ⊆ pKNc(D, ⋆)p. Since
g
ai
is a unit in KNc(D, ⋆)p this implies that f/g (=
h/k = ϕ) belongs to pKNc(D, ⋆)p ∩KNc(D, ⋆) = p.
We conclude the proof of (6). By Claim 3, the prime ideal p′ := P(X) ∩
KNc(D, ⋆) is contained in p, thus it is clear that:
L(p)[X ] ⊆ KNc(D, ⋆)p ⊆ KNc(D, ⋆)p′ ⊆ L(p)(X) = L(p)[X ]P[X] .
Moreover, pKNc(D, ⋆)p ∩ (L(p)[X ]) = P[X ]. Therefore,
L(p)[X ]P[X] = KNc(D, ⋆)p = KNc(D, ⋆)p′ = L(p)(X) ,
hence we deduce that p′ = p.
(7) is an easy consequence of (5) and (6). In fact, let L ∈ L(D, ⋆) and let N
be the maximal ideal of L. We know by Claim 2 that L(X) ⊇ KNc(D, ⋆). Set
n := N(X) ∩ KNc(D, ⋆). Let m be a maximal ideal of KNc(D, ⋆) containing the
prime ideal n. Then, by (5) and (6), we know that:
L(m)(X) = KNc(D, ⋆)m ⊆ KNc(D, ⋆)n ⊆ L(X) .
This fact implies that L(D, ⋆)min = {L(m) | m ∈ Max(KNc(D, ⋆))}, and so:
KNc(D, ⋆) = ∩{KNc(D, ⋆)m | m ∈ Max(KNc(D, ⋆))} =
= ∩{L(m)(X) | m ∈ Max(KNc(D, ⋆))} =
= ∩{L(X) | L ∈ L(D, ⋆)min} =
= ∩{L(X) | L ∈ L(D, ⋆)} = KN(D, ⋆) .
The last statement of (7) follows from (2). ✷
6. New semistar operations
Given a semistar operation ⋆ on a domain D we have associated two collections
of overrings L (= L(D, ⋆)) and L′ (= L′(D, ⋆)) and using these collections we have
constructed two rings of rational functions KN(D, ⋆) and KN′(D, ⋆). We can use
these two collections of overrings and two rings of rational functions to construct
four new semistar operations associated to ⋆.
Definition 6.1. Let D be a domain with quotient field K and ⋆ a semistar opera-
tion on D. We define new semistar operations on D as follows. For each E ∈ F (D),
(a) ∧L′ defined by E
∧L′ =: ∩{EL′ | L′ ∈ L′} ;
(b) ∧L defined by E
∧L =: ∩{EL | L ∈ L}´;
(c) ⋆
ℓ
defined by E⋆ℓ := EKN(D, ⋆) ∩K ;
(d) ⋆
ℓ′
defined by E⋆ℓ′ := EKN′(D, ⋆) ∩K .
Next we give some simple relations between these operations.
Proposition 6.2. Let D be a domain and ⋆ a semistar operation on D. Then ⋆
ℓ
and ⋆
ℓ′
are semistar operations of finite type of D and
∧L ≤ ∧L′ , ⋆ℓ ≤ ∧L , ⋆ℓ′ ≤ ∧L′
⋆
ℓ
≤ ⋆
ℓ′
, ⋆
f
≤ ∧L′ .
Proof: It is easy to verify that, for each integral domain R with quotient field
K(X), such that D ⊆ R ∩ K, the operation 	R defined by E
	R := ER ∩ K,
for each E ∈ F (D) is a semistar operation of finite type on D. As a matter
of fact, note that, for each nonzero element x ∈ K and for each E ∈ F (D),
we have (xER) ∩ K = x(ER ∩ K), ER =
⋃
{FR | F ⊆ E , F ∈ f(D)} and
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(
⋃
{FR | F ⊆ E , F ∈ f (D)}) ∩K =
⋃
{FR ∩K | F ⊆ E , F ∈ f (D)}. Therefore,
in particular, ⋆
ℓ
(=	KN(D,⋆)) and ⋆ℓ′ (=	KN′(D,⋆)) are semistar operations of finite
type on D. For each strong–⋆–monolocality L′ of D, we have that F ⋆ ⊆ FL′, thus
F ⋆L′ = FL′, hence in particular F∧L′ = (F ⋆)∧L′ . Therefore, ⋆
f
≤ ∧L′ . Moreover,
FKN′(D, ⋆) ∩K =
(
F (
⋂
{L′(X) | L′ ∈ L′})
)
∩K
⊆
(⋂
{FL′(X) | L′ ∈ L′}
)
∩K⋂
{FL′(X) ∩K | L′ ∈ L′} =
⋂
{FL′ | L′ ∈ L′} .
We conclude that ⋆
ℓ′
≤ ∧L′ . Similarly, it can be shown that ⋆ℓ ≤ ∧L. Finally, since
KN(D, ⋆) ⊆ KN′(D, ⋆) (Proposition 5.1), then ⋆
ℓ
≤ ⋆
ℓ′
. ✷
If we restrict to just ⋆
ℓ
and ∧L we can prove more.
Proposition 6.3. Let D be a domain and ⋆ a semistar operation on D. Then ⋆
ℓ
of D satisfies
⋆˜ ≤ ⋆
ℓ
= ∧L ≤ ⋆f .
Proof: For each E ∈ F (D):
E⋆ℓ = EKN(D, ⋆) ∩K = (∩{EKN(D, ⋆)m | m ∈Max(KN(D, ⋆)}) ∩K
= ∩{EKN(D, ⋆)m ∩K | m ∈ Max(KN(D, ⋆)}
= ∩{EL(m)(X) ∩K | m ∈Max(KN(D, ⋆)}
= ∩{EL(m) | m ∈Max(KN(D, ⋆)} = E∧Lmin = E∧L .
Let J := (a1, a2, . . . , an)D ∈ f(D). Suppose that α ∈ J
⋆
ℓ . Since KNc(D, ⋆) =
KN(D, ⋆), then in KN(D, ⋆) we can write:
α = a1
(
f1
g1
)
+ a2
(
f2
g2
)
+ · · ·+ an
(
fn
gn
)
with c(fi) ⊆ c(gi)
⋆ and c(gi) a ⋆–e.a.b. ideal of D, for each i, 1 ≤ i ≤ n.
Let g := g1g2 · · · gn and, for each i, let gˇi := g1g2 · · · gi−1gi+1 · · · gn = g/gi. Then
we can write:
gα = a1f1gˇ1 + a2f2gˇ2 + · · ·+ anfngˇn .
Therefore
c(gα)⋆ = c(a1f1gˇ1 + a2f2gˇ2 + · · ·+ anfngˇn)
⋆ ⊆
⊆ c(a1f1gˇ1)
⋆ + c(a2f2gˇ2)
⋆ + · · ·+ c(anfngˇn)
⋆ ⊆
⊆ c(a1g1g2 · · · gn)
⋆ + c(a2g1g2 · · · gn)
⋆ + · · ·+ c(ang1g2 · · · gn)
⋆ ⊆
⊆ (a1, a2, · · · , an)c(g1g2 · · · gn)
⋆ = (a1, a2, · · · , an)c(g)
⋆ ⊆
⊆ ((a1, a2, · · · , an)c(g))
⋆ .
Since each c(gi) is a ⋆–e.a.b. ideal ofD, then we know that (c(g1)c(g2) · · · c(gn))
⋆
=
c(g1g2 · · · gn)
⋆ = c(g)⋆ and that c(g) is a ⋆–e.a.b. ideal of D (Claim 1 in the proof
of Theorem 5.11). It follows that:
(c(g)α)⋆ ⊆ ((a1, a2, · · · , an)c(g))
⋆ ⇒ α ∈ ((a1, a2, · · · , an)D)
⋆ = J⋆ .
Therefore J⋆ℓ ⊆ J⋆.
Finally, since Na(D, ⋆) ⊆ KN(D, ⋆) (Theorem 5.11 (7)) then, for each E ∈ F (D),
E⋆˜ = ENa(D, ⋆) ∩K ⊆ EKN(D, ⋆) ∩K = E⋆ℓ . ✷
The statements (1), (2) and (3) of our next result are essentially the “KN–
analogues” of Proposition 5.4 and Corollary 5.5; the statements (4) is an “L–
analogue” of Lemma 4.2 (9).
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Corollary 6.4. Let ⋆ be a semistar operation on an integral domain D and let
L = L(D, ⋆) be the set of all ⋆–monolocalities of D. Then:
(1) Na(D, ⋆) = Na(D, ⋆˜) = KN(D, ⋆˜) , (in particular, ⋆˜ = (⋆˜)ℓ).
(2) KN(D, ⋆a) = Kr(D, ⋆a) = Kr(D, ⋆) , (in particular, ⋆a = (⋆a)ℓ).
(3) D is a P⋆MD if and only if KN(D, ⋆˜) = KN(D, ⋆a).
(4) For each (L,N) ∈ L, N ∩D is a quasi–⋆˜–prime of D.
Proof. (1) is an easy consequence of Theorem 5.11 (7) and Proposition 5.4 (1).
(2) follows from the fact that, for the e.a.b. semistar operation ⋆a, each F ∈
f(D) is ⋆a–e.a.b., hence L(D, ⋆a) is the set of all the ⋆–valuation overrings of D
(since T ∈ L(D, ⋆a) is necessarily a valuation overring of D and T = T
⋆a , i.e. T is
a ⋆a–valuation overring (Lemma 4.2 (6)), or equivalently a ⋆–valuation overring, of
D [10, Proposition 3.3]).
(3) follows from (1), (2) and [8, Theorem 3.1 and Remark 3.1]. .
(4) Using Theorem 5.11 (6) and (7), we have (N∩D)⋆˜ = (N∩D)Na(D, ⋆)∩K ⊆
(N ∩ D)KN(D, ⋆) ∩ K ⊆ (N(X) ∩ KN(D, ⋆)) ∩ K. Therefore (N ∩ D)⋆˜ ∩ D ⊆
((N(X) ∩KN(D, ⋆)) ∩K) ∩D = ((N(X) ∩KN(D, ⋆)) ∩ L) ∩D = N ∩D . ✷
Remark 6.5. So far we have given no indication that KN(D, ⋆) and KN′(D, ⋆) are
ever different. In Example 7.7 we exhibit a (semi)star operation (of finite type) ⋆ on
a Noetherian integrally closed integral domain D such that KN(D, ⋆) ( KN′(D, ⋆)
and thus, in particular, L(D, ⋆) ) L′(D, ⋆) (and so ∧L = ⋆ℓ  ⋆ℓ′ ≤ ∧L′). Moreover
in this example we will see that:
(⋆ =) ⋆
f
 ⋆
ℓ′
(= ⋆a = tD) ,
(dD =) ⋆˜ = ⋆ℓ  ⋆f .
Moreover, it is not difficult to give an example of a semistar operation ⋆ such
that ⋆˜  ⋆
ℓ
(cf. the following Example 7.8).
Now that we have made note that L and L′ are not always the same we inves-
tigate the implications of assuming that they or the related rational function rings
or the related semistar operations are the same.
Corollary 6.6. Let ⋆ be a semistar operation on an integral domain D. Then the
following are equivalent.
(i) L = L′ ;
(ii) ∧L = ∧L′ ;
(iii) ⋆
f
≤ ⋆
ℓ
;
(iv) ⋆
ℓ
= ⋆
f
;
(v) ⋆
ℓ
= ∧L = ∧L′ = ⋆ℓ′ = ⋆f .
Proof. (v) ⇒ (iv) ⇒ (iii) and (i) ⇒ (ii) are trivial.
(iii) ⇒ (i) because (iii) implies that each L ∈ L(D, ⋆) is a ⋆–overring of D, since
⋆
ℓ
= ∧L.
(ii) ⇒ (iv) because we know that, in general, ∧L ≤ ⋆f ≤ ∧L′ (Propositions 6.2
and 6.3).
(i) ⇒ (v) is obvious, using the fact that we already know that (i) ⇔ (iv). ✷
Corollary 6.7. Let ⋆ be a semistar operation on an integral domain D. If ⋆
f
is
stable (i.e. ⋆˜ = ⋆
f
[7, Corollary 3.9]) then KN(D, ⋆) = KN′(D, ⋆) and ⋆
ℓ
= ∧L =
∧L′ = ⋆ℓ′ (= ⋆f = ⋆˜).
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Proof. The result follows from Corollary 6.6 and the fact that, in general,
⋆˜ ≤ ⋆
ℓ
≤ ⋆
f
(Proposition 6.3). ✷
7. Constructions and Examples
Thus far, we have focussed on the situation where we begin with a semistar oper-
ation and investigate related overrings determined by the e.a.b.–ideals associated to
the semistar operation. Now we reverse that and begin with a collection of overrings
and use them to defined a semistar operation. The major questions will concern
how the (strong) monolocalities relate to the defining collection of overrings.
Proposition 7.1. Let T := {Tλ | λ ∈ Λ} be a family of quasilocal overrings of an
integral domain D and let F ∈ f(D). Then F is ∧T –e.a.b. if and only if FTλ is
principal as a fractional ideal of Tλ, for each λ ∈ Λ .
Proof. The “only if” part.
Claim. Let λ ∈ Λ and let F,G,H ∈ f(D). Assume that F is ∧T –e.a.b. and
FGTλ ⊆ FHTλ , then GTλ ⊆ HTλ.
Note that FGTλ ⊆ FHTλ implies that (FG)
∧T ⊆ (FGTλ)
∧T ⊆ (FHTλ)
∧T .
Since F is ∧T –e.a.b., thus also (∧T )f –a.b. (Lemma 3.8 (2)), then G
(∧T )f = G∧T ⊆
(HTλ)
(∧T )f ⊆ (HTλ)
∧T . Therefore GTλ = (G
∧T )Tλ ⊆ ((HTλ)
∧T )Tλ = HTλ
(Lemma 4.2 (10)) .
The conclusion of the “only if” part follows from the previous Claim and Remark
3.7, since Tλ is quasilocal and each finitely generated Tλ–submodule of K, Gλ ∈
f(Tλ), is of the type GTλ, for some G ∈ f(D).
For the “if” part, assume that F,G,H ∈ f(D), (FG)∧T ⊆ (FH)∧T and FTλ
is principal as a fractional ideal of Tλ, for each λ ∈ Λ . Then, clearly, FGTλ =
(FG)∧T Tλ ⊆ (FH)
∧T Tλ = FHTλ. Since FTλ is principal, then GTλ ⊆ HTλ, for
each λ ∈ Λ , and thus G∧T ⊆ H∧T . ✷
We digress momentarily to give a corollary to the last result which illustrates
some nice closure properties of the (−)ℓ operation.
Corollary 7.2. Let ⋆ be a semistar operation on an integral domain D.
(1) Let F ∈ f (D). If F is ⋆–e.a.b. then F is ⋆ℓ–e.a.b..
(2) L(D, ⋆) ⊆ L(D, ⋆ℓ) (more precisely, L(D, ⋆) = {L ∈ L(D, ⋆ℓ) | L = L
⋆
f }).
(3) KN(D, ⋆) = KN(D, ⋆ℓ) .
(4) (⋆ℓ)ℓ = ⋆ℓ .
Proof. Recall that ⋆ℓ = ∧L, where L = L(D, ⋆) (Proposition 6.3).
(1) Assume that F is ⋆–e.a.b. then, by definition of ⋆–monolocality, FL is
principal for each L ∈ L(D, ⋆). Therefore, by Proposition 7.1, F is ∧L–e.a.b. (=
⋆ℓ–e.a.b.).
(2) Let L ∈ L(D, ⋆) and let F be ⋆ℓ–e.a.b. (= ∧L–e.a.b.). As above, by
Proposition 7.1, we know that FL is principal, thus L belongs also to L(D, ⋆ℓ),
since L = L⋆f and ⋆ℓ ≤ ⋆f (Proposition 6.3).
For the parenthetical statement, let L ∈ L(D, ⋆ℓ) and let F be ⋆–e.a.b.. By (1) F
is ⋆ℓ–e.a.b. (= ∧L–e.a.b.), thus FL is principal, for each L ∈ L(D, ⋆) (Proposition
7.1). We conclude that L ∈ L(D, ⋆ℓ) belongs to L(D, ⋆) if and only if L = L
⋆
f .
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(3) From (2) we deduce that KN(D, ⋆) ⊇ KN(D, ⋆ℓ). The opposite inclusion
follows from Theorem 5.11 (1) and (7), since if g ∈ D[X ] is such that c(g) is
⋆–e.a.b. then c(g) is also ⋆ℓ–e.a.b. by (1).
(4) is a straightforward consequence of (3). ✷
We now turn back to the special case where we begin with a collection of overrings
of a domain D and use them to define a semistar operation.
Proposition 7.3. Let T := {Tλ | λ ∈ Λ} be a family of quasilocal overrings of an
integral domain D and set ∗ := ∧T . Then:
(1) T ⊆ L′(D, ∗) ⊆ L(D, ∗) .
(2) ∧L ≤ ∧L′ ≤ ∗ and (∧L′)
f
= ∗
f
.
(3) KN(D,∧L) = KN(D,∧L′) = KN(D, ∗) and KN(D, ∗) = KN
′(D, ∗) .
(4) ∗
ℓ
= ∗
ℓ′
= ∧L ≤ (∧L′)f = ∗f and ∗ℓ = (∗ℓ′ )ℓ = (∧L)ℓ = (∧L′)ℓ .
Proof. (1) Each Tλ is obviously a ∗–overring of D, since if F ∈ f(D) then
FTλ = F
∗Tλ = (FTλ)
∗ (Lemma 4.2 (10)). Furthermore, note that if F ∈ f(D) is
∗–e.a.b. then FTλ is principal in Tλ, for each λ ∈ Λ. As a matter of fact, if G,H ∈
f(D) are such that FGTλ ⊆ FHTλ, then (FGTλ)
∗ = FGTλ ⊆ FHTλ = (FHTλ)
∗,
thus (GTλ)
∗ = GTλ ⊆ HTλ = (HTλ)
∗, because F is ∗–e.a.b.. Therefore FTλ is
quasi-cancellative and so it is principal in Tλ (Remark 3.7).
(2) From (1), we deduce immediately that:
∧L ≤ ∧L′ ≤ ∧T = ∗ .
Moreover, ∗
f
= (∧L′)
f
, since for each F ∈ f(D), we have:
F∧L′ = (
⋂
{FTλ | λ ∈ Λ}) ∩ (
⋂
{FL′ | L′ ∈ L′ \ T })
= F ∗ ∩ (
⋂
{FL′ | L′ ∈ L′ \ T })
= F ∗ ∩ (
⋂
{F ∗L′ | L′ ∈ L′ \ T }) = F ∗ .
(3) Since KN(D, ∗) = KN(D, ∗ℓ) (Corollary 7.2 (3)), ∗ℓ = ∧L (Proposition 6.3),
and ∗
f
= (∧L′)
f
by (b), then we easily deduce that KN(D,∧L) = KN(D, ∗ℓ) =
KN(D, ∗) = KN(D,∧L′) .
From Lemma 4.2 (10) we deduce immediately:
Claim 1. Let g ∈ D[X ], g 6= 0, then c(g)∧T = D∧T if and only if c(g)Tλ = Tλ,
for each λ ∈ Λ .
Claim 1 implies:
Claim 2. Na(D,∧T ) =
⋂
{Na(D, ⋆{Tλ}) | λ ∈ Λ} =
⋂
{Tλ(X) | λ ∈ Λ} .
From Claim 2 and from the fact that T ⊆ L′(D, ∗) we deduce that KN′(D, ∗) =⋂
{L′(X) | L′ ∈ L′(D, ∗)} ⊆
⋂
{Tλ(X) | λ ∈ Λ} = Na(D,∧T ) ⊆ KN(D,∧T ) =
KN(D, ∗). Since in general, KN(D, ∗) ⊆ KN′(D, ∗), we conclude that KN(D, ∗) =
KN′(D, ∗) .
(4) From (3) and from Proposition 6.3, we have that ∗
ℓ
= ∧L = ∗ℓ′ and so, by
Corollary 7.2 (4), ∗
ℓ
= (∧L)ℓ = (∗ℓ′ )ℓ From (b) we know that (∧L′)f = ∗f . Since
∧L (= ∗ℓ) is a semistar operation of finite type then, clearly, ∧L ≤ (∧L′)f . Finally,
note that ((∧L′)
f
)
ℓ
= (∧L′)
ℓ
and (∗
f
)
ℓ
= ∗
ℓ
. ✷
If we assume in addition to the hypotheses of Proposition 7.3 that each Tλ is
integrally closed we can prove a little more.
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Corollary 7.4. Suppose in addition to the hypotheses of Proposition 7.3 that each
Tλ is integrally closed. Then KN(D, ∗) = KN
′(D, ∗) =
⋂
{Tλ(X) | λ ∈ Λ} .
Proof. We already know that KN(D, ∗) = KN′(D, ∗). Since each Tλ is a strong
∗-monolocality (Proposition 7.3 (1)), it follows immediately from the definitions
that KN′(D, ⋆) ⊆
⋂
{Tλ(X) | λ ∈ Λ}. We will finish the proof by showing that⋂
{Tλ(X) | λ ∈ Λ} ⊆ KN(D, ∗). Let f/g ∈
⋂
{Tλ(X) | λ ∈ Λ} and suppose that
f, g ∈ D[X ], with g 6= 0, and that they have no common factors over K[X ]. Choose
a particular Tλ. We will consider content ideals of polynomials as ideals of Tλ. By
definition, we know that f/g = h/k where h, k ∈ Tλ[X ] and cTλ(k) = Tλ. Since
f, g have no common factors over K[X ], by Euclid’s Lemma we know that g is a
factor of k in K[X ]. If we rewrite h/k as dh/dk for an appropriate nonzero constant
d ∈ Tλ, we have g being a factor over Tλ[X ] of dk and cTλ(dk) = dTλ. Then since
Tλ is integrally closed we know that g has invertible (hence principal) content [25,
Theorem 1.5]. Finally, since cTλ(h) ⊆ cTλ(k) = Tλ and f/g = h/k it follows easily
that cTλ(f) ⊆ cTλ(g).
Since we have been working with an arbitrary Tλ we have proven:
• cD(f)
∗ ⊆ cD(g)
∗ (with content ideals considered now as ideals of D).
• cD(g) is a ∗-e.a.b. ideal of D since its extension to each Tλ is principal.
This proves that f/g ∈ KN(D, ∗) which finishes the proof. ✷
In the setting where we begin with a collection of overrings of a domain D it
can seem that differences between strong monolocalities and monolocalities and the
associated constructions should disappear. In particular, we could hope that the
inequality in part (4) of Proposition 7.3 should be an equality. We next give an
example to demonstrate that this inequality can be strict.
Example 7.5. Let k be a field and let {X,Y,W,X ′1, Y
′
1 , X
′
2, Y
′
2 , . . . ;Z} be an infi-
nite family of indeterminates over k. Set R := k[X,Y,W,X ′1, Y
′
1 , X
′
2, Y
′
2 , . . .]. LetM
be the maximal ideal of R generated by {X,Y,W,X ′1, Y
′
1 , X
′
2, Y
′
2 , . . .}, let D := RM
and let K be the quotient field of D. For each positive integer i define
Ti := D
[
W
XX ′i + Y Y
′
i
]
.
Let T := {Ti | i > 0} and set ∗ := ∧T (i.e. E
∗ :=
⋂
i≥1ETi, for each E ∈ F (D)).
Also, let PW be the prime ideal ofD generated byW . Note that k := DPW /PWDPW
is isomorphic to k(X,Y,X ′1, Y
′
1 , X
′
2, Y
′
2 , . . .). Let ϕ be the canonical homomorphism
from DPW to k = DPW /PWDPW . Let V be a minimal valuation overring of D :=
D/PW (in its quotient field isomorphic to k) and let V = ϕ
−1(V ). Then V is a
minimal valuation overring of D which has DPW as an overring.
(1) V is a minimal valuation overring of each Ti.
(2) V (Z) is a minimal valuation overring of each Ti(Z).
(3) KN(D, ∗) = KN′(D, ∗) =
⋂
i≥1 Ti(Z)
(4) Let MV be the contraction of the maximal ideal of V (Z) to KN(D, ∗).
Then MV is a maximal ideal of KN(D, ∗).
(5) MV is the only maximal ideal of KN(D, ∗).
(6) D∗ = D.
(7) (KN(D, ∗) = KN′(D, ∗) =)
⋂
i≥1 Ti(Z) = D(Z).
(8) D is a ∗–monolocality but not a strong ∗–monolocality.
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(9) The (semi)star operation ∗ is such that the inequality in Proposition 7.3
(4) is strict (i.e., ∧L(∗)  (∧L′(∗))f ).
Proof. (1) is a consequence of the fact that if W
XX′i+Y Y
′
i
/∈ V then
XX′i+Y Y
′
i
W
∈
V ⊆ DPW , which is a contradiction.
(2) follows from (1) and (3) is a consequence of Corollary 7.4, since each Ti is
integrally closed. (The claim that each Ti is integrally closed follows easily from
[28, Theorem 2].)
(4) Proposition 7.3 implies that each Ti is a ∗-monolocality. It follows then from
Theorem 5.11 that Ti(Z) is an overring of KN(D, ∗) for each i. Hence V (Z) is an
overring of KN(D, ∗) We assumed V to be a minimal valuation overring of D. It
follows that V (Z) is a minimal valuation overing of D(Z). It is clear then that
V (Z) is also a minimal valuation overring of any ring properly in between D(Z)
and V (Z). In particular, V (Z) is a minimal valuation overring of KN(D, ∗). The
result follows immediately.
(5) Let d ∈ MV . Then d ∈ KN(D, ∗). As we noted above, Ti(Z) is an overring
of KN(D, ∗). Also recall that V (Z) is a minimal valuation overring of each Ti(Z).
In particular, d is a nonunit in each Ti(Z). Hence, 1+ d is a unit in each Ti(Z) and
so, by (3), it is a unit in KN(D, ∗).
(6) It is easy to see that
⋂
i≥1 Ti = D, hence D
∗ =
⋂
i≥1DTi =
⋂
i≥1 Ti = D .
(7) Combine Theorem 5.11 (6) and (7) with the fact that we already know that
KN(D, ∗) is quasilocal and that KN(D, ∗) ∩K =
⋂
i≥1 Ti(Z) ∩K =
⋂
i≥1 Ti = D.
(8) D being a ∗–monolocality follows from the fact that KN(D, ∗) = D(Z)
(Theorem 5.11 (5)). D is not a strong ∗–monolocality because it is not a ∗–overring:
let J = (X,Y )D, then W ∈ J∗ but W 6∈ JD = J .
(9) Since D itself is a ∗–monolocality (by (8)), then ∧L is the identity function.
However, the proof of (8) above demonstrates that ∗f (= (∧L′)f by Proposition
7.3 (4)) is not the identity.
So we have an example of a semistar operation ⋆ on a domain D of the form ∧T ,
derived from a family T of overrings of D, such that KN(D, ⋆) = KN′(D, ⋆) but
there exists a ⋆–monolocality which is not strong (Example 7.5).
We next give an example of a semistar operation, also defined by a ∧–construction,
in which things work exactly as one might hope.
Example 7.6. Let k be a field and let R := k[X,Y ] be the ring of polynomials
over k in the two variables X and Y . Let P := (X,Y ) be the maximal ideal of R
generated by the variables and let D := RP . Let M denote the maximal ideal of
the local ring D. Set
• D1 := D[X/Y ] , D2 := D[Y/X ] ;
• T := {Tλ | Tλ ∈ Λ} is the collection of all localizations of D1 and D2 at
their maximal ideals.
Set ∗ := ∧T . Then ∗ is an example of a semistar operation on a integrally closed
Noetherian local domain D such that:
(1) ∗
ℓ
= ∧L = ∧L′ = ∗ℓ′ = ∗f = ∗ (i.e. L = L
′, by Corollary 6.6).
(2) ∗˜  ∗  ∗a .
We know by Proposition 7.3 (1) that T ⊆ L′(D, ∗) ⊆ L(D, ∗). Suppose then
that T is a ∗–monolocality of D. It is clear from Proposition 7.1 that the ideal
I = (X,Y ) is a ∗–e.a.b. ideal of D. Hence the ideal I must extend to a principal
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ideal in T . Since T is quasilocal it follows that IT is generated by either X or Y .
Hence either Y/X or X/Y lies in T . Hence Tλ ⊆ T for some Tλ ∈ T . It follows
that T consists exactly of the minimal ∗–monolocalities of D. It follows from this
then that the ∗–monolocalities and the strong ∗–monolocalities coincide. This is
sufficient to prove that
∗
ℓ
= ∧L = ∧L′ = ∗ℓ′ = ∗f = ∗ .
Now observe that the Tλ’s are neither localizations of D nor valuation overrings
of D. This proves that ∗˜  ∗  ∗a. Suppose that, in fact, ∗˜ = ∗. Then Corollary
6.4 indicates that KN(D, ∗) = Na(D, ∗). Recall that the localizations of Na(D, ∗)
at maximal ideals have the form DP (X) where P is a prime ideal of D. Similarly,
if ∗ = ∗a then Corollary 6.4 indicates that KN(D, ∗) = Kr(D, ∗). Recall that
the localizations of Kr(D, ∗) at maximal ideals have the form V (X) where V is a
valuation overring of D. In the present setting the localizations of KN(D, ⋆) are
exactly the rings Ti(X). The result follows immediately.
Example 7.6 is significant because we indicated that an important objective of
this article was to demonstrate that the Nagata ring construction and the Kro-
necker function ring construction were at opposite ends of a spectrum. For the
generalization to have any real power we need to demonstrate that we can find
something which is properly in between these two extremes. We also indicated that
we wanted to give a method for approximating a given semistar operation by a
semistar operation which was constructed by means of extension to a collection of
overrings. We have given such a mechanism, but again we need to show that this is
meaningful by demonstrating that the semistar operation obtained can turn out to
be associated with a collection of overrings which consists neither of localizations
nor of valuation overrings of the domain D. In this example we have a star opera-
tion ∗ such that ∗ is equal to all four of the approximations developed in this work
(Definition 6.1 ). And yet we also have
∗˜  ∗  ∗a .
This indicates that ∗ and all of its KN and KN′ derivatives lie properly in be-
tween “ the localization constructions” associated to ∗˜ and “the valuation domain
constructions” associated to ∗a.
Example 7.7. Example of a (semi)star operation ⋆ on a Noetherian integrally
closed domain D such that ⋆
ℓ
 ⋆ (= ⋆
f
)  ⋆
ℓ′
and so KN′(D, ⋆) ( KN(D, ⋆), in
particular L(D, ⋆) ( L′(D, ⋆).
Let k be a field, D := k[X,Y ](X,Y ) M := (X,Y )D and let K := k(X,Y ) . Using
the techniques of [14, (32.4)], we construct a new (semi)star operation ⋆ on D as
follows:
1. If dD is any nonzero principal ideal of D , then (dD)⋆ := dD .
2. If J ⊆ D is a nonzero ideal of D which is not contained in any proper
principal ideal of D , then J⋆ :=M .
3. If J ⊆ D is a nonzero ideal of D which is not principal, but is contained
in a principal ideal, then we factor J as J = αI , where α is a GCD of a
set of generators of J and I := (J :D αD) is not contained in any proper
principal ideal of D by the choice of α . Then J⋆ := αM .
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4. If J is a nonzero fractional ideal of D which is not contained in D ,
choose a nonzero element β ∈ D such that βJ ⊆ D . Then define J⋆ :=
(1/β)(βJ)⋆ .
5. If J ∈ F (D) \ F (D) we define J⋆ := K .
Since D is Noetherian, then ⋆ is a (semi)star operation of finite type on D.
Henceforth, it is clear that M(⋆
f
) = {M} . Thus, ⋆˜ coincides with the identity
semistar operation dD , i.e.:
dD = ⋆˜  ⋆f = ⋆ .
Moreover, we have already proved in [11, Example 5.3] that (˜⋆a) = ⋆a = tD .
Therefore, if we denote by Z a (new) indeterminate over the field of quotients K of
D, by W the set of all rank one discrete valuation overrings of D, then tD = ∧W ,
thus:
Na(D, ⋆) =Na(D, ⋆˜) = Na(D, dD) = D(Z) ,
Kr(D, ⋆) =Kr(D, ⋆a) = Kr(D, tD) = Kr(D,∧W ) =
⋂
{W (Z) |W ∈W} .
Claim 1. Let J ∈ f (D). If J is ⋆–e.a.b. then J is principal.
Without loss of generality we can assume that J ⊆ D. If J is not principal
then either J is not contained in any principal ideal of D or J is contained in a
principal ideal of D in both cases J = δI, for some nonzero ideal I of D such
that I⋆ = M and for some nonzero element δ ∈ D (eventually δ = 1). Therefore,
J⋆ = (δI)⋆ = δI⋆ = δM . On the other hand, since by definition of ⋆ we have that
(M2)⋆ =M⋆ =M , then:
(JI)⋆ = (δI2)⋆ = δ(I⋆I⋆)⋆ = δ(M2)⋆ = δM = J⋆ = (JD)⋆ .
If J is ⋆–e.a.b. (since I is finitely generated) then I⋆ = D⋆ = D, which is a
contradiction.
Claim 2. Let V(D, ⋆) be the set of all ⋆–valuation overrings of D. If L′ is a
strong–⋆–monolocality of D then L′ is a localization of D at a height-one prime
ideal of D, thus L′(D, ⋆) = W = V(D, ⋆). In particular,
KN′(D, ⋆) =
⋂
{W (Z) |W ∈W} (= Kr(D, ⋆)) .
As a matter of fact M = (M2)⋆ ⊆ M2L′ and, since M is finitely generated,
by Nakayama’s Lemma we have ML′ = L′. Therefore, for some element f ∈ M ,
fL′ = L′ and thus Df ⊆ L
′. Since Df is a one-dimensional Krull domain and L
′ is
a quasilocal overring of Df , then necessarily L
′ is a localization of D at a height-one
prime ideal of D, hence L′ ∈ W , i.e. L′ ⊆ W . Conversely, if Q is an height-one
prime ideal of D, then from the definition of ⋆ it follows immediately that the
discrete valuation overringW := DQ is a strong–⋆–monolocality of D. Note that in
general L′(D, ⋆) ⊇ V(D, ⋆) and, in this case, eachW ∈W is a ⋆–valuation overring
of D (by [10, Theorem 3.5], since W (Z) ⊇ Kr(D, ⋆)), that is V(D, ⋆) ⊇W .
Claim 3. We have that bD  ⋆a (= (˜⋆a) = tD) and L
′(D, bD) ) L
′(D, ⋆a) thus,
in particular,
(Kr(D, ⋆) = Kr(D, ⋆a) =) KN
′(D, ⋆a) ) KN
′(D, bD) (= Kr(D, bD) = Kr(D, dD)) .
(cf. also Proposition 5.4 (2)).
We have observed above that ⋆a = (˜⋆a) = tD = ∧W and thus it is easy to see that
L
′(D, ⋆a) = L(D, ⋆a) = W = {DQ | Q is an height one prime ideal of D}. On the
other hand, bD coincides by definition with ∧V , where (in the present Example) we
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set V := V(D, dD) (= V(D, bD)) is the set of all the valuation overrings of D and
thus it is easily seen that L′(D,∧V ) = L(D,∧V) = V . Since there are plenty of two
dimensional valuation overrings of D, then clearly L′(D, bD) ) L
′(D, ⋆a). Finally,
by [11, Proposition 4.1 (5)], it is clear that bD  ⋆a if and only if Kr(D, bD) (
Kr(D, ⋆a).
Claim 4. We have that ⋆  ⋆a (more precisely, every nonprincipal ideal of D is
⋆a–e.a.b., but not ⋆–e.a.b.) and L
′(D, ⋆) = L′(D, ⋆a). In particular, KN
′(D, ⋆) =
KN′(D, ⋆a).
Note that every nonzero ideal of D is clearly ⋆a–e.a.b. but from Claim 1 we
know that if an ideal of D is ⋆–e.a.b. then it is a principal ideal. We have observed
in the previous Claim 2 and 3 that L′(D, ⋆) = W = L′(D, ⋆a).
Claim 5. L(D, ⋆) ) L′(D, ⋆) and KN(D, ⋆) ( KN′(D, ⋆). More precisely:
KN(D, ⋆) =D(Z) (= Na(D, ⋆)) (
(KN′(D, ⋆) =
⋂
{DQ(Z) | Q ∈ Spec(D) and ht(Q) = 1} (= Kr(D, ⋆)) .
By the previous considerations it is sufficient to show that KN(D, ⋆) = D(Z).
This is an easy consequence of Claim 1, since each J ∈ f(D) which is a ⋆–e.a.b. is a
principal fractional ideal of D and, by definition D is quasilocal and D = D⋆, thus
D is a ⋆–monolocality of D. Therefore L(D, ⋆) = {L | L is a quasilocal overring of
D such that L = L⋆f } and D ∈ L(D, ⋆) \L′(D, ⋆) .
Claim 6. L(D, ⋆a) = L
′(D, ⋆a) (= L
′(D, ⋆) = W) thus (KN(D, tD) =
KN(D, ⋆a) = KN
′(D, ⋆a) (= KN
′(D, ⋆)) and so KN(D, ⋆) ( KN(D, ⋆a).
This is a consequence of Corollary 6.7 since in this case we know that ⋆a = (˜⋆a)
is a stable (semi)star operation on D.
In conluding, in this example, we have:
dD = ⋆˜ = ⋆ℓ = ∧L  ⋆f  ⋆ℓ′ = ∧L′ = ⋆a = tD .
We end with an easy example announced in Remark 6.5.
Example 7.8. An example of an Noetherian integrally closed domain D with a
(semi)star operation ⋆ such that ⋆˜  ⋆
ℓ
.
Let D be as in Example 7.7. Note that, in this case, tD = ∧W and bD = ∧V ,
where W is the set of all the rank 1 valuation overrings of the Krull domain D [14,
Proposition 44.13] and V is the set of all the valuation overrings of D. Therefore
tD and bD are both (e.)a.b. (semi)star operations on D.
Let ⋆ := bD. Since it is easy to see thatM(bD) = Max(D) [11, Theorem 4.3 (3)],
then b˜D = dD. Moreover, we have already seen (in the proof of Claim 3, Example
7.7) that L(D, bD) = L
′(D, bD) = V, thus (bD)ℓ = (bD)ℓ′ = bD.
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