Physical layer security (PLS) is a promising technology to enhance security performance of wireless communication systems, while the analyzing of PLS abnormal user detection is an important aspect of PLS research. Considering random matrix theory (RMT) is a time-efficient and theory-mature method, we will utilize RMT to analyze the abnormal user detection problem from the perspective of physical layer data analysis, where the carrier frequency offset (CFO) data is used as an indicator for abnormal user detection. Specially, the ring law theory and empirical spectral analysis of RMT are adopted for the analysis of CFO data, which is time-efficient and can be implanted in other detection methods. The proposed abnormal user detection method can provide a guidance for the appropriate choice of security enhancement technologies, so as to improve the utilization efficiency of different PLS technologies.
I. INTRODUCTION
Due to the open nature of wireless channel, the physical layer of wireless communication is directly facing the security threat of abnormal users. To deal with security threat, physical layer security (PLS) has been extensively studied in recent years [1] , [2] . At present, the precondition of the research of PLS is to assume that there are specific potential abnormal users in the system, after which the security performance of the system is analyzed [3] . However, since the threats of abnormal users are diversity, it is difficult to identify the existence of abnormal users and to adopt effective PLS technologies, which may result in the waste of physical layer resources when inappropriate security technologies are applied. Therefore, the detection of security threat is of great significance in PLS.
Normally, abnormal users can affect the system passively or actively. Considering the methods for the passive abnormal user detection are limited, this paper considers the active abnormal user detection scenario. Specially, active abnormal users can be divided into two categories: superposition interference abnormal user [4] and interpolation interference The associate editor coordinating the review of this manuscript and approving it for publication was Mervat Adib Bamiah . abnormal user [5] . Superposition interference means that the interference signal is superimposed on the legitimate user signal, which can be detected by signal processing method, e.g., detecting the signal strength and using hypothesis testing to judge the existence of abnormal user [4] . Interpolation interference means that the interference signal and legitimate user's signal are not in the same transmission slot, where abnormal user can imitate the transmitting signal of legitimate users, resulting in the interpolation interference much more difficult to be detected than that of the superposition interference.
For the detection of interpolation interference, one method is to add an identification information in the transmission signal of legitimate users to distinguish legitimate users from abnormal users. For instance, literature [6] encodes the cyclic prefix of legitimate to identify abnormal users. The other method is to adopt the intrinsic physical layer characteristics of different users to detect abnormal users, which has less impact on the original system. The physical layer characteristics of users can be divided into two categories: the first is channel-related indicators, e.g., angle of arrival (AOA) [7] , and the second is device-related indicators, e.g., carrier frequency offset (CFO) [8] . In practice, channel-related indicators are greatly affected by channel environment, resulting the inaccuracy of abnormal user detection. On the contrary, since CFO information is less affected by the environment but closely related to the specific transceiver, thus we will analyze the problem of abnormal user detection based on CFO information.
In practice, CFO is unavoidable due to oscillators mismatch and Doppler shift, which has great impacts on the performance of wireless communication systems. For instance, in OFDM systems, if the problem of CFO is not solved, the CFO can weaken the orthogonality of the OFDM subcarriers. Therefore, practical systems usually need to estimate the CFO [9] . Furthermore, based on the existing estimated CFO data, literature [8] , [10] , [11] adopt the CFO data to detect the abnormal users. Specifically, literature [8] adopts Kalman filter to predict the time-varying CFO, where the abnormal user can be detected by comparing the predicted result with the actual result. Literature [10] artificially generates a given CFO of the legitimate user, thus the abnormal user can be detected by comparing the CFO of the received signal. Moreover, literature [11] adopts CFO information to generate secret keys at the transceiver to avoid the access of abnormal user. These CFO-based detection methods do not need the practical system to make too many changes to the signal transceiver, which is conducive to the practical application and deployment.
The above researches are based on single variable CFO to detect abnormal users, which does not make full use of the performance gain brought by multiple antennas. Meanwhile, the above mentioned abnormal user detection methods require high estimation accuracy of the CFO, or there will be some deviations between the predicted value and the estimated value if the estimation of CFO is inaccuracy, which will lead to a wrong abnormal user detection result [9] . Considering that random matrix theory (RMT) is robust to the estimation errors and can be applied to the related multidimensional data analysis [12] , we will adopt RMT to analyze multi-dimensional CFO data, where the background and benefit of RMT are stated in the following two paragraphs.
RMT was first proposed in the 1940s to solve large-scale data problem in quantum mechanics [13] . Then, it has been widely adopted in the other fields, e.g., social data analysis [14] , economic prediction [15] , smart grid monitoring [16] and wireless communication signal processing [17] . In the aspect of RMT data analysis, literature [18] , [19] use the connection matrix model of RMT to analyze the characteristics of complex networks, revealing the intrinsic attributes of data in several complex network applications, e.g., protein interaction network [18] and collaboration network of scientific researchers [19] ; Literature [15] studies the relationship between financial market data and social network behavior data by using covariance matrix model of RMT, which can predict the trend of financial data from social network data; Literature [16] , [20] adopt spectrum distribution theory of RMT to analyze the monitoring data of smart grid.
Based on the above analyses, we propose a PLS detection algorithm based on RMT, where the differences between traditional data and our analyzed data are illustrated in Fig. 1 . The significance of the application of RMT in this problem lies in the following four aspects. i) Our RMT based method is time-efficient and cost-effective, which can be implanted in other detection methods to save time and memory. ii) The detection rate of our method can be improved by increasing the number of antennas or/and by sliding the sampling time windows (shown in Fig. 1 ) to accumulate more abnormal data, which can provide a flexible trade-off between the source consumptions (number of antennas and response time) and the detection accuracy, while the detection rate of the former works are deterministic based on one single sample data which is highly relied on the estimation accuracy and the gap of the sampled characteristic between legitimate user and abnormal user. iii) The RMT analysis method does not require the number of samples is much larger than that of the features, which is conducive to obtaining more accurate statistical results in the case of limited sampling data, and can guarantee the detection accuracy. iv) Moreover, the research of RMT based on CFO PLS detection method can be extended to other physical layer properties of PLS technologies.
In a nutshell, this paper is summarized as follows:
1) The multi-antenna CFOs are adopted to detect abnormal user in the aspect of PLS, which can provide a guidance for the appropriate choice of PLS technologies. 2) The RMT is used to analyze the CFO data in different time windows, and real-time analysis of the estimated CFOs are carried out to detect abnormal user.
3) The effectiveness of the proposed method is verified by comparing the simulation results with the RMT results.
The remainder of this paper is organized as follows. In Section II, we introduce the adopted RMT. In Section III, we introduce the system model. In Section IV, we give the data analysis algorithms. In Section V, we introduce the data simulation model. In Section VI, we give the simulation results. Section VII summarizes this paper.
II. RMT PRELIMINARY
In this section, we will provide a background of RMT in preparation for the theoretical analysis of physical layer data. Generally, the basic purpose of using RMT in this paper is to derive the spectral distribution of a large-dimension random matrix. The basic techniques of RMT involved in this paper are the empirical spectral distribution, the ring law theory and the mean spectral radius (MSR), which will be stated in details in the following parts. 
A. EMPIRICAL SPECTRAL DISTRIBUTION
The empirical spectral distribution (e.s.d.) is an important concept of RMT to describe the property of a random matrix, since spectral of a matrix plays an important role and can be applied in many areas, e.g., image processing and clustering [12] . The definition of the e.s.d. is given as follows.
Definition 1 (Empirical Spectral Distribution [13] ): Consider a Hermitian matrix T N ,N . The e.s.d.
where 1 {x,λ j ≤x} (·) is the indicator function over the set {x, λ j ≤ x}, and λ 1 , . . . , λ N are the eigenvalues of matrix T N ,N . The definition of e.s.d. is a mathematical description of the average number of eigenvalues that are smaller than the threshold x.
Remark 1: Based on the definition of e.s.d., we can derive the e.s.d. of a matrix (non-necessary random matrix), which can be utilized to analyze the eigenvalue distribution of our CFO matrix. Moreover, in the following Theorem 1, we will show the limit e.s.d. result of a simple covariance matrix.
Theorem 1 (Marcenko-Pastur Law (M-P Law) [13] ): Consider a matrix X N ,n with i.i.d. entries ( 1 √ n x i,j ), with x i,j having zero mean and unit variance. As n, N → ∞ with N n → c ∈ (0, ∞), the e.s.d. of R N ,N = X N ,n X † N ,n converges weakly and almost surely to a nonrandom distribution function F c (·) with density function f c (·) given by:
is the indicator function, and (·) + denotes max(0, ·).
Noting that the domain of the ratio c is (0, ∞), the relationship between N and n is unrestricted. The expression of the M-P law can provide a deep understanding of the e.s.d.. Fig. 2 shows the classic M-P law in Theorem 1 with different ratios c. The three curves are the limit e.s.d. of the pure noise covariance matrix. Fig. 1 shows that as the ratio c decreases, the support of the distribution decreases and converges to a single value 1, which can be derived theoretically from (2) as c tends to zero. Moreover, we can derive this result intuitively: when the ratio c tends to zero, the number of columns in the matrix tends to infinity, the result converges to the traditional statistical problem, and all eigenvalues tend to be the same in probability.
Remark 2: In real data matrix, N stands for the number of features while n stands for the number of samples. Traditional probability theory, e.g., the law of large numbers, requires n N , i.e., c → 0, so that R n = 1
, where y 1 , y 2 , · · · , y N ∈ C N is randomly derived from a N -variate zero mean random process, R n is called the sample covariance matrix, and R is called the population covariance matrix [17] . However, the result derived by traditional probability theory is not fulfilled when the condition n N is not satisfied. In this condition, considering y 1 ∼ CN(0, I N ), then R = I N , but the eigenvalues of R n are distributed around 1 and do not converge to a single value 1 [17] , which can be derived from Fig. 2 . Since c ∈ (0, ∞) in Theorem 1, it can be found that RMT can solve the problem that the number of samples is not much larger than or even less than the number of features.
Remark 3: Theorem 1 shows the limit e.s.d. result of a simple covariance matrix. This theorem will be utilized to distinguish the entries of our CFO matrix are i.i.d. or not.
B. RING LAW THEORY
The details of ring law theory are given in the following theorem.
Theorem 2 (Ring Law Theory [21] ): Let the entries of X N ,n be i.i.d. with zero mean and variance 1 N ; then, the e.s.d. of the singular value equivalent of X N ,n converges almost surely to:
where c N n is fixed, and X u is singular equivalent to X N ,n . The theorem above gives the equivalent singular value distribution of a matrix. The distribution is uniformly distributed in an annulus, with an inner circle radius of √ 1 − c and an outer circle radius of 1. The singular equivalent matrix maps the real singular values of matrix X N ,n into the complex singular values of matrix X u since the complex singular values can be drawn on the complex plane. The definition of a singular value equivalent matrix is given in the following definition [16] .
Definition 2 (Singular Value Equivalent Matrix): Consider the matrix H N ,n . Let the N × N matrix V H be a Haar unitary matrix and free of H N ,n H T N ,n . The singular equivalent of matrix H N ,n is given by:
Then, H u H T u and H N ,n H T N ,n follow the same singular value distribution.
Note that a Haar unitary matrix is a random unitary matrix sampled uniformly from all unitary matrices of size N × N . The definition of a Haar matrix and its free property is given in [17] .
Remark 4: Theorem 2 shows the ring law theory of a random matrix. This theorem can be utilized to show the entries of our CFO matrix are i.i.d. or not. Different from Theorem 1, Theorem 2 shows the eigenvalue distribution on the two-dimension complex plane, which can be regarded as a supplement of Theorem 1.
C. MEAN SPECTRAL RADIUS
Based on the analysis of ring law theory, the distribution of equivalent eigenvalues of a random matrix can be derived. To further show the distribution of eigenvalue in a numerical form, the MSR measurement is used to quantify the mean of the equivalent eigenvalues of matrix X u . The formula of MSR is as follows:
where eigenvalue λ X u,i represents the ith equivalent eigenvalue of matrix X u with i ∈ (1, N ), and |λ X u ,i | denotes the radius of the equivalent eigenvalue on the complex plane. The theoretical MSR of an independent identically distributed matrix can be obtained by integrating the theoretical eigenvalue distribution function of the matrix (2). Equation (2) is the joint distribution density of the equivalent singular value λ X u in the two-dimensional complex plane. By transforming the Cartesian coordinate system into the Polar coordinate system, equation (2) can be converted into the joint probability density function of angle θ and radius r:
Therefore, the distribution of |λ X u | can be characterized by the distribution of radius r. The distribution of r is the marginal distribution of the joint distribution, which can be obtained by integrating the angle θ as follows:
Hence, the theoretical MSR of the matrix X u can be calculated as:
where R D (c) is a function of parameter c, which is constant when the dimension of the matrix is determined. Remark 5: Equation (8) is the mean value of (3) derived in Theorem 2. If there are some abnormal data existed in our CFO matrix, the practical MSR will be different from (8) . Hence, the variation of MSR can be regarded as an indicator of abnormal data.
Based on the above theories of RMT, an abnormal user detection method is proposed in the following section.
III. SYSTEM MODEL
Distributed antenna system (DAS) can keep closer distance with users, which can improve the energy efficiency and spectrum efficiency of the system. Therefore, DAS has been widely studied in large-scale Machine-Type communication scenario [22] and energy harvesting scenario [23] , etc., resulting in a wide concern of PLS performance analysis for DAS [23] . As shown in Fig. 3 , we consider the scenario that a single antenna legitimate user communicates with a base station (BS) deployed with N distributed antennas [24] , [25] , together with some potential abnormal users in the system. Note that the massive MIMO system with separate oscillators has the sample CFO data distribution type with that of DAS, we choose the DAS as an example to analyze abnormal user detection method based on RMT. The abnormal user sends deceptive signals to the BS in an attempt to obtain legitimacy access opportunities. In this scenario, besides communicating with legitimate users, the BS also needs to detect whether the user communicating with itself is an abnormal user, to ensure the security of the system [26] . To ensure security performance of the system, we assume that the BS estimates the CFO data of the user from the DAS and detects whether the current user is abnormal user or not according to the distribution characteristics of CFO data. In practice, CFO exists in the received signals, which needs to be estimated and complemented to improve the system performance. Therefore, there are a large number of literature have studied CFO estimation in wireless communication systems [8] , [27] . Hence, in the security analysis of this paper, it is assumed that the CFO information of the users is known.
According to the CFO estimated by the system, we analyze the CFO data on the N antennas in n continuous sampling time, to detect whether there is an abnormal user in the system. The n consecutive sampling times will be continuously updated over time, which can be regarded as a sliding time window of length n. Thus, at sampling time t, the CFO matrix of N BS antennas can be expressed as
Since the CFO estimation error is related to the specific estimation method, we take the method in literature [8] as an example to analyze the impact of CFO estimation error, where the CFO is estimated with assistance of pilot sequence and the pilot sequence is designed to be multiple repetitive pilot sequence segments with length of L t . Therefore, the relationship between the actual value of an element of the CFO matrix X N ,n and the estimated value can be expressed as [8] :
where x i,j is the actual value,x i,j is the estimated value, ω i,j is the estimation error, and ω i,j follows Gaussian distribution of with zero mean and variance of
, L t is the length of the pilot sequence, T s is the sampling interval, and γ is the signal-to-noise ratio (SINR).
As the time window sliding, the sampling matrix X N ,n will be updated continuously, which will be analyzed using RMT to detect the abnormal user in following section.
IV. ABNORMAL USER DETECTION METHODS
In this section, we will analyze the properties of the CFO matrix using three RMT Algorithms. Then, we will adopt hypothesis testing to detect the abnormal user. Finally, we will analyze the complexity of our proposed algorithms.
A. PROPERTIES OF THE CFO MATRIX
Assuming that the initial access user of the system is a legitimate user, as the time window sliding, the CFO matrix X N ,n can be divided into two scenarios according to whether there is abnormal user or not.
1) ANOMALY-FREE SCENARIO
There is no abnormal user in the n continuous sampling period, where the CFO matrix is expressed as X 0 N ,n .
2) ANOMALY-EXISTED SCENARIO
There is an abnormal user in the n continuous sampling period, where the previous n − T 0 period is the the CFO data with oscillator precision error vector g, and the following T 0 period is the abnormal user with oscillator precision error vector e. Then the CFO matrix in this sampling time window can be expressed as X
In practice, the CFO matrix X N ,n may contain the above two scenarios, respectively. In the following section, the sampling matrix X N ,n is analyzed by three methods: empirical spectral distribution analyzing, equivalent singular value analyzing and MSR analyzing. These three methods can show the distribution differences of CFO data with or without abnormal user.
a: CALCULATION OF EMPIRICAL SPECTRAL DISTRIBUTION
The empirical spectrum distribution is calculated on the basis of the normalized matrixX N ,n , which is given in Algorithm 1.
Algorithm 1 Calculation of Empirical Spectral Distribution
Step 1: The CFO matrix X N ,n is normalized into matrix X N ,n ∈ C N ×n according to each row, that is:
where 1 ≤ i ≤ N , 1 ≤ j ≤ n,x i and σ (x i ) is the mean and variance of i-th raw of matrix X, respectively.
Step 2: Calculating the covariance matrixX N ,N = 1 NX N ,nX T N ,n of the normalized matrixX N ,n in (10). Then, calculating the set of eigenvalues of the covariance matrix X N ,N , which can be expressed as {λ cov }.
Step 3: Comparing the histogram of the eigenvalue set {λ cov } of the covariance matrix with the theoretical distribution of M-P Law in (2) .
b: CALCULATION OF EQUIVALENT SINGULAR VALUE
Based on the ring law theory of RMT, this part compares the equivalent singular value distribution of actual data with the theoretical distribution, where the equivalent singular value distribution is derived based on the equivalent matrix X u . Thus, the presence of abnormal user can be detected, where the calculation method is given in Algorithm 2.
Algorithm 2 Calculation of Ring Law Distribution
Step 1: Calculating the normalized matrixX N ,n according to (10) .
Step 2: According to (4), the normalized matrixX N ,n is mapped into its singular value equivalent matrix X u = V H X N ,nX T N ,n , where V H is a random Haar matrix.
Step 3: The eigenvalues of X u are calculated, and then the set of eigenvalues is mapped into the complex plane according to the real and imaginary parts, where the mapping result is the equivalent singular value distribution of the sampled matrix X N ,n .
c: CALCULATION OF MEAN SPECTRAL RADIUS
Base on Algorithm 2, we will calculate the MSR over time, which is given in Algorithm 3.
B. HYPOTHESIS TESTING
Based on the MSR λ MSR derived in Algorithm 3, we use the following binary hypothesis test to detect abnormal user: 
Specially, this detection scheme can be detected by calculating the MSR of the CFO matrix X N ,n :
where R D (c) is the theoretical result derived in (8); λ MSR is derived by step 1 of Algorithm 3; S t is a constant threshold,
Algorithm 3 Calculation of Mean Spectral Radius
Step 1: According to (5) , the MSR λ MSR of X u can be obtained, where X u is derived by step 2 of Algorithm 2.
Step 2: According to the continuous sliding of the time window, the sampling matrix X N ,n is continuously updated, and the MSR λ MSR of the sampling matrix is calculated, which can be expressed as a function of time, i.e., λ MSR (t).
Step 3: Comparing the theoretical results with the actual statistical results of λ MSR (t) in (8), we can derive whether the λ MSR (t) of the system is changed. If λ MSR (t) is less than the MSR in (8), i.e., λ MSR (t) < R D (c), that means the user is an abnormal user.
which can be obtained empirically by Monte Carlo simulations.
To evaluate the performance of binary hypothesis test, we adopt the miss detection rate P m as the evaluation metric:
Note that the proposed abnormal user detection method can only figure out whether there is abnormal user or not, but cannot figure out the number of abnormal users and the position of abnormal users in the sampled matrix X N ,n , which can be seen from the calculation process of λ MSR . Hence, we only adopt the miss detection rate P m as the performance metric.
As a comparison, we will adopt the kernel K-means clustering (KMC) method proposed in reference [28] to show the advantage and disadvantages of our proposed abnormal user detection method, where the comparison results will be show in Section VI.
C. COMPLEXITY ANALYZING
Note that no iteration is needed in our three Algorithms, and the time-complexity and memory requirements are only cost by three types of matrix analysis, i.e., matrix multiplication, eigenvalue computation, and square root computation. Specially, the time-complexity of matrix multiplication M N ,N X N ,nX (N 3 ) , while the memory requirements are O(N 2 ). Moreover, the matrix dimension N is the number of antennas, which is finite in practice.
As a comparison, per-iteration of kernel KMC is consisted of the fundamental matrix analyses, where the time-complexity and memory requirements are the same with that of our proposed method [28] .
Since no iteration is needed in our proposed Algorithms, so that no further complexity and memory are needed, while the iteration process of kernel KMC needs additional complexity and memory. Hence, our proposed method is time-efficient and cost-effective [14] . Moreover, since time-complexity is low, the proposed method can be deployed as an early anomaly detection to trigger other detection algorithms.
V. CFO DATA MODEL
According to the above three Algorithms, we will adopt uniform distribution model [11] , [30] for the analysis of the CFO data. The main consideration of this CFO distribution model is that CFO is mainly caused by the mismatch of the oscillators at the signal transceiver. The reasons for the oscillator mismatch include: the manufacturing tolerance in the generation of an oscillator, and the influence of working environment and working time of an oscillator.
Uniform Distribution CFO Model: Considering the uniform CFO distribution model, each element of the frequency offset matrix X N ,n is uniformly distributed [9] , [31] :
where f i = g e i f c , f c is carrier frequency, i ∈ [1, N ], parameter g e i ∈ {g i , e i } represents the oscillator accuracy error of legitimate or abnormal user related to the i-th BS antenna, and the unit of parameter g e i is PPM (Parts per million, 1 × 10 −6 ). Since the BS is deployed with DAS and different antennas have different oscillators, so the CFOs detected by the same user are different in different antennas. Suppose that the oscillator accuracy error vector of legitimate users on the N antennas is g = (g 1 , · · · , g N ) ∈ R 1×N , where that of the abnormal user is e = (e 1 , · · · , e N ) ∈ R 1×N .
Moreover, the Doppler Effect is another factor of CFO. The differences of oscillator mismatch and the Doppler Effect lies in the following factors. First, based on the user's moving speed, the Doppler shift is much smaller than the frequency shift caused by the oscillator's accuracy error. For example, when the user's moving speed is v = 120 km/h and the carrier frequency is f c = 2 GHz, then the Doppler shift is f d = f c v/v 0 ≈ 222 Hz, where v 0 = 3 × 10 8 m/s is the speed of light. According to IEEE 802.11a, the accuracy error of the oscillator is not higher than κ = ±20 PPM. Hence, the maximum CFO brought by the device itself can be as large as f 0 = κf c = 40 kHz, where the carrier frequency is also f c = 2 GHz. Second, the CFO sampling time considered in this paper is usually in milliseconds, which leads to a great correlation between two adjacent Doppler sampling data. For example, in literature [8] , the correlation coefficient β = 0.99 is adopted, and in literature [32] , the correlation coefficient β = 0.9999 is adopted. In this paper, the Doppler shift can be regarded as a constant within the time window, where this constant will be normalized in the data processing of this paper. Hence, we do not consider the influence of Doppler in this paper.
VI. RESULTS
In this section, the three Algorithms in section IV will be adopted to analyze the CFO data. The CFO considered is f i = g e i f c , where carrier frequency f c = 2 GHz is adopted [31] , g e i is the oscillator accuracy of legitimate user or abnormal user. In this section, it is assumed that the oscillator VOLUME 7, 2019 deviation between legitimate user and abnormal user is different, and its value will be specified in the following different simulations.
For the convenience of simulation, we assume the accuracy of each antenna oscillator is not significantly different since the distributed antenna may be produced in the same batch [27] . Therefore, we consider that the oscillator accuracy of distributed antennas related to legitimate user is uniformly distributed around g 0 , i.e., g i ∼ U ((1 − α) 
where α is the difference percentage of the oscillator accuracy of each distributed antenna. Similarly, for the abnormal user, considering the uniform distribution of oscillator accuracy error is around e 0 , i.e., e i ∼ U ((1 − α)e 0 , (1 + α)e 0 ). Moreover, it is assumed that the detection result on each antenna is independent of each other, since the DAS is considered in this paper. Fig. 4 is the ring law distribution of matrix X 0 N ,n based on Algorithm 2, in which the outer circle is a unit circle, the inner circle is calculated by (3), the dotted circle in the middle is derived by (3) , and the plus marks represent the scenario without CFO estimation error while the dot marks represent the scenario with CFO estimation error. In Fig. 4 , the equivalent singular values of the analysis data are completely distributed in the ring, which shows that the elements of the data matrix follow independent and identical distribution, and no abnormal user existed. At the same time, the CFO estimation error has no effect on Algorithm 2, since the estimation errors are independent of each other and do not affect the result of RMT. Fig. 5 is the eigenvalue distribution graph calculated by Algorithm 1, where the histogram is obtained by statistical eigenvalue distribution of covariance matrix, and the dashed line is the theoretical result of (2). From Fig. 5 , it can be seen that the statistical histogram of the graph coincides with the theoretical distribution curve, which shows that the elements in the data matrix follow independent and identical distribution, and no abnormal situation occurs at this time, corresponding to the result derived in Fig. 4 . Fig. 6 is the ring law theory of matrix X T 0 N ,n , where the outer circle is unit circle. The plus marks represent the scenario without CFO estimation error while the dot marks represent the scenario with CFO estimation error, respectively. From Fig. 6 , it can be seen that the equivalent singular value of the analysis data is distributed beyond the inner circle, and the radius of the MSR circle is less than the MSR radius in Fig. 4 , which shows that the analyzed matrix is not completely independent and identical distribution, and means there is abnormal user. At the same time, the CFO estimation error has no effect on the Algorithms, since the estimation errors are independent of each other and do not affect the analysis of RMT. Fig. 7 is the eigenvalue distribution graph calculated by Algorithm 1. The histogram is obtained by the eigenvalue distribution of the statistical covariance matrix, and the dashed line is the theoretical result of (2). From Fig. 7 , it can be seen that some results of the statistical histogram do not in conformity with the theoretical distribution curve, which shows that there are abnormal user in the system, corresponding to the result derived in Fig. 6 . Fig. 8 describes the MSR curve derived by Algorithm 3 as the time window sliding. The dotted line with triangle marks is the MSR value with abnormal user derived by Algorithm 3, which is only related to the matrix dimension ratio. In this figure, the oscillator accuracy error in Scenario A is g 0 = 10 PPM, that of Scenario C is e 0 = 10 PPM, and that of Scenario E is e 0 = 5 PPM, which corresponds to the same user data in the same sampling time window, where the statistical MSR is the same with the theoretical MSR value. Scenario B and Scenario D correspond to scenarios that different users existed in the time window, where the CFO matrix X T 0 N ,n can be divided into two parts, i.e., X T 0 N ,n = [X N ,n−T 0 , X N ,T 0 ], which does not satisfy the characteristics of independent and identical distribution, so that the MSR of the CFO matrix varies with the varying of length T 0 . From Fig. 8 , it can be seen that the minimum MSR value of scenario B is smaller than that of scenario D, since scenario B is the transition from user data with oscillator precision error of g 0 = 10 PPM to that of e 0 = 1 PPM, with difference g e = |g 0 − e 0 | = 9 PPM, while Scenario D is the transition from user data with oscillator precision error of e 0 = 1 PPM to that of e 0 = 5 PPM, with difference g e = |e 0 − e 0 | = 4 PPM. This phenomenon will be further illustrated in Fig. 9 . From the time varying curve of Fig. 8 , the abnormal user can be divided by Algorithm 3, which can provide a theoretical guidance for usage of appropriate PLS technologies. N ,n , where N = 32, n = 60, T 0 = 50, g 0 = 10 PPM, and e 0 ∈ (0, 10) PPM. From Fig. 9 , it can be seen that the greater of the oscillator accuracy difference between abnormal user and original user is, the greater of the MSR difference is. Intuitively, when the difference between the two users is small, the distribution of each element of the sampling matrix changes slightly, and the matrix X T 0 N ,n tends to be independent and identical distribution, thus its MSR value accords with the theoretical result of (8). Fig. 10 describes the miss detection rate versus oscillator accuracy difference for RMT method proposed in Section IV-B and kernel KMC method proposed in [28] . The simulation data corresponds to matrix X T 0 N ,n , where N = 16, n = 20, g 0 = 10 PPM, T 0 ∈ {2, 4, 6}, and e 0 ∈ (1, 10) PPM. In addition, we define attack ratio α = T 0 /n to explicitly show the proportion of the number of abnormal vectors T 0 in the length of time window n. The figure shows the following: i) When the oscillator accuracy difference is smaller than a threshold, e.g. |g 0 − e 0 | < 7 PPM, the performance of our RMT method is better than that of kernel KMC method, which is because that the gap between normal data and abnormal data is too small, and kernel KMC method cannot pick out the abnormal user resulting that the miss detection is P m = 1. ii) When the oscillator accuracy difference is bigger than a threshold, e.g. |g 0 − e 0 | > 7 PPM, the performance of our RMT method is worse than that of kernel KMC method, but our RMT method can also have a good detection performance. iii) The detection performance of RMT method can be improved significantly even with a small increment of α, which can be verified by the result of Fig. 8.   FIGURE 11 . Simulation of miss detection rate P m versus number of antennas N and attack ratio α, respectively. Fig. 11 describes the miss detection rate versus number of antennas N and attack ratio α = T 0 /n, where Fig. 11(a) is with parameters n = 64, g 0 = 10 PPM, e 0 = 4 PPM, and T 0 ∈ {4, 8, 12}, and Fig. 11(b) is with parameters n = 20, g 0 = 10 PPM, e 0 = 4 PPM, and N ∈ {12, 14, 16}. Fig. 11 shows the following: i) In Fig. 11(a) , the miss detection rate can be significantly decreased with the increment of the number of BS antennas N . ii) In Fig. 11(b) , the miss detection rate is first decreased with the increment of attack rate α (corresponding to the increment of the number of abnormal vectors T 0 ), then the miss detection rate is increased with the increment of attack rate α. This is because that the analyzed data can be divided into two parts, i.e., X T 0 N ,n = [X N ,n−T 0 , X N ,T 0 ], and the change of T 0 will change the value of MSR of X T 0 N ,n and change the detection rate, which can be verified by the result of Fig. 8 . iii) In Fig. 11(b) , when the time window is sliding, the miss detection rate can be very small, and the abnormal user will be detected before the miss detection rate turning to be higher. For example, for N = 16, the abnormal user can be detected before attack ratio is larger than 0.5, i.e., α < 0.5, since the miss detection rate is about 10 −4 . iv) The detection rate can be improved by increasing the number of antennas or/and by sliding the sampling time windows to accumulate more abnormal data, which can provide a flexible trade-off between the source consumptions (number of antennas and response time) and the detection accuracy.
VII. CONCLUSION
We adopt RMT to detect abnormal user in the wireless communication systems from the perspective of physical layer data analyzing. The accuracy of the theoretical analysis is verified by simulation method. The advantage of this method is that the algorithm is time-efficient and theorymature, which can be implanted in other detection methods to save time and memory. Moreover, the detection rate of our method can be improved by increasing the number of antennas or/and by sliding the sampling time windows to accumulate more abnormal data, which can provide a flexible trade-off between the source consumptions (number of antennas and response time) and the detection accuracy. At the same time, the research method of this paper is based on the specific random matrix model. The next step of this paper can be extended to research applications that are not based on specific mathematical models, such as using random matrix factor model [33] .
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