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Abstract
A relation between ET0L systems and parallel multiple context-free grammars (PMCFGs) is
considered. It is shown that there is a subclass of PMCFGs which is equivalent to the family of
EDT0L systems. It is also shown that the family of PMCFLs (languages generated by PMCFGs)
and the family of ET0L languages are mutually incomparable. A new extension of ET0L systems,
grouped partial ET0L systems is dened in order to characterize PMCFLs. There is a subfamily
of grouped partial EDT0L languages which coincides with the family of PMCFLs. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
The dierences between parallel and sequential rewriting systems have been ex-
tremely interesting issues in the formal language theory. From the very beginning of
the eld, various results have been obtained [6, 8, 12, 13, 15]. The theory of L systems,
especially ET0L systems, has brought a lot of insight into the problems and settled
conjectures [10, 14]. Moreover, recently it is proved that limitations imposed upon the
parallelism of the L systems, proposed by D. Watjen [16{18], have unexpectedly strong
generative power, indeed such systems may be computationally universal [4].
In this paper we will consider a parallel extension of the context-free grammars
which is introduced by Seki et al. [11]. They have dened parallel multiple context-
free grammars (PMCFGs) as a subclass of generalized context-free grammars which
are introduced by Pollard [7] in order to get more powerful grammar by relaxing
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the denition of a CFG for the syntax description of natural languages. The class of
PMCFGs might be quite attractive not only in the linguistics but also in the formal
language theory because the family of PMCFLs properly includes that of CFLs and
the membership problem for PMCFLs is solved in polynomial time [11]. But the
denition of a PMCFG given in [11] is terribly complicated and PMCFGs do not have
the notion of derivation, although they inherit \parsing tree" from CFGs. So there
are very few results known about the relationship between PMCFLs and the various
parallel languages investigated so far.
We will give a reformulation of a PMCFG (Denition 3), which will give the notion
of a derivation to a PMCFG. Now a PMCFG generates terms which are composed of
function and nonterminal symbols. Every term generated by a PMCFG, in turn, has
an assignment which is a tuple of words over the terminal and nonterminal alphabets.
Since the components of a tuple are catenated to a single word after all, derivations
in a PMCFG seem to be iterations of partially dened morphisms. This consideration
brings our main results. We will show that the family of languages generated by a
subclass of PMCFGs, unary argument PMCFGs, coincides with the family of EDT0L
languages (Theorem 3). Then we will show that the family of PMCFLs and the family
of ET0L languages are mutually incomparable (Theorems 8 and 11). Next, we will
introduce an extension of the ET0L system, called the grouped partial ET0L (gpET0L
for short) system, which is an ET0L system with a kind of restricted parallelism. Then
we show, in Theorem 18, that there is a class of canonical gpEDT0L systems which
is equivalent to the class of PMCFGs. Thus the family of PMCFLs is characterized in
the family of EDT0L languages.
2. Parallel multiple context-free grammars with term and tuple notations
We assume that the readers are familiar with the rudiments of the theory of L
systems (see [9]). The original denition of parallel multiple context-free grammars is
found in [11]. We will rene it using the tuple notation and the notions of a substitute
function and a term.
Let V be a set. Let X1; X2; : : : ; Xn be d1-; d2-; : : : ; dn-tuples over V , respectively. For
i=1; : : : ; n, let Xi have the following components:
Xi=(Xi1; Xi2; : : : ; Xidi)
T;
where Xij 2V for j=1; : : : ; di. Then we denote by at(X1; X2; : : : ; Xn) the set
at(X1; X2; : : : ; Xn)= fY 2V jY is in tuple Xi for some 16i6ng:
The set of all n-tuples over V is denoted by Vn.
Now, we will dene the concept of a term which consists of nonterminal symbols
and function symbols. Let V be an alphabet which represents nonterminals. Let F be an
alphabet of function symbols with V \F = ;. Associated with each f in F , there exist
two integers, a(f)>0 and d(f)>0, and one list of positive integers, (d1; : : : ; da(f)).
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The integer a(f) is called the arity, d(f) is the dimension, and the list is called
the parameter list. The dimension of a function symbol f behaves as a length of a
d(f)-dimensional vector in the following denitions.
Denition 1. A multidimensional term over V with function symbols F is dened
inductively as follows:
1. An element of Vm is a multidimensional (or more precisely an m-dimensional) term.
2. Let T1; T2; : : : ; Tn be d1; d2; : : : ; dn-dimensional terms, respectively, and let f2F be a
function symbol which has arity n, dimension m, and parameter list (d1; d2; : : : ; dn).
Then, f(T1; T2; : : : ; Tn) is an m-dimensional term. In the above denition, m=d(f)
is arbitrary, while n and (d1; d2; : : : ; dn) must correspond to those of T1; T2; : : : ; Tn.
3. Nothing else is a multidimensional term.
The set of all multidimensional terms over V with function symbols F is denoted by
Term(F; V ).
Example 1. Let A=(A1; A2)T be a 2-tuple and B be a 1-tuple where A1; A2; B2V .
The f2F with a(f)= 2; d(f)= 2, and parameter list (2; 1) may form the following
two-dimensional terms:
f(A; B); f(f(A; B); B); f(f(f(A; B); B); B); : : : :
Now we give semantics to a function symbol so that it represents a function.
Denition 2. Let  be an alphabet such that \V = ;=\F . For a function symbol
f in F with a(f)= n, d(f)=m, parameter list (d1; : : : ; dn), and tuples X1; X2; : : : ; Xn
over V; f(X1; X2; : : : ; Xn) has an assignment if there is an m-tuple0
BBB@
v10Xp11 ; q11v11    v1(l1−1)Xp1l1 ; q1l1 v1l1
v20Xp21 ; q21v21    v2(l2−1)Xp2l2 ; q2l2 v2l2
...
vm0Xpm1 ; qm1vm1    vm(lm−1)Xpmlm ; qmlm vmlm
1
CCCA ; (1)
where vij 2 and Xpij ; qij is the qijth component of the pijth parameter of f for
16i6m and 06j6li. With its assignment, f is called an m-dimensional n-ary sub-
stitute function from ()d1  ()d2      ()dn to ()m. The substitute function
f maps (w1; w2; : : : ; wn) to
f(w1; : : : ; wn)=
0
BBB@
v10wp11 ; q11v11    v1(l1−1)wp1l1 ; q1l1 v1l1
v20wp21 ; q21v21    v2(l2−1)wp2l2 ; q2l2 v2l2
...
vm0wpm1 ; qm1vm1    vm(lm−1)wpmlm ; qmlm vmlm
1
CCCA ;
where wi 2 ()di i=1; 2; : : : ; n.
We may denote (1) by kf(X1; X2; : : : ; Xn)k and call it the assignment of term f(X1;
X2; : : : ; Xn). We extend this notion of assignment to any term in Term(F; V ):
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1. An m-tuple (V1; : : : ; Vm)T has the assignment itself, i.e.,
k(V1; : : : ; Vm)Tk=(V1; : : : ; Vm)T:
2. An m-dimensional n-ary substitute function has the assignment as dened above.
3. Let f(T1; : : : ; Tp) be a term in Term(F; V ) and let
Tj = g1(: : : ; g2(: : : ; gi(: : : ; X; : : :); : : :); : : :)
for some 16j6p where X 2V k and g1; g2; : : : ; gi 2F . Let T be a k-dimensional
term which has the assignment
kTk=
0
B@
w1
...
wk
1
CA :
If f(T1; : : : ; g1(: : : ; g2(: : : ; gi(: : : ; X; : : :); : : :); : : :); : : : ; Tp) has the assignment0
BBB@
v10Xq11v11    v1(l1−1)Xq1l1 v1l1
v20Xq21v21    v2(l2−1)Xq2l2 v2l2
...
vm0Xqm1vm1    vm(lm−1)Xqmlm vmlm
1
CCCA ;
where Xq is the qth component of X , then
f(T1; : : : ; g1(: : : ; g2(: : : ; gi(: : : ; T; : : :); : : :); : : :); : : : ; Tp)
has the assignment
kf(T1; : : : ; g1(: : : ; g2(: : : ; gi(: : : ; T; : : :); : : :); : : :); : : : ; Tp)k
=
0
BBB@
v10wq11v11    v1(l1−1)wq1l1 v1l1
v20wq21v21    v2(l2−1)wq2l2 v2l2
...
vm0wqm1vm1    vm(lm−1)wqmlm vmlm
1
CCCA :
We also extend the denition to a function symbol f with zero arity and some dimen-
sion m. A function f is an m-dimensional 0-ary substitute function, or an m-dimensional
constant function, with the assignment kfk=(w1; w2; : : : ; wm)T where wi 2; i=1;
2; : : : ; m.
We note that an assignment does not preserve the structures of terms. For example,
let f(f(A; B); A) and f(A; f(B; A)) be terms in Term(ffg; fA; Bg) and f(A; B) be 2-ary
two-dimensional substitute function with parameter list (2; 2) which has the assignment
kf(A; B)k=

A1B1
A2B2

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where A=(A1; A2)T and B=(B1; B2)T. Then the 2-tuple (A1B1A1; A2B2A2)T is the as-
signment of dierent terms f(f(A; B); A) and f(A; f(B; A)).
Now we give the denition of a parallel multiple context-free grammar.
Denition 3. Let  be a nite alphabet and V be a nite set of symbols such that
\V = ;. An m-parallel multiple context-free grammar or m-PMCFG is a 5-tuple
G= h; V; R; F; Si where:
1.  is the terminal alphabet.
2. V is the nonterminal alphabet. The subset C of
Sm
i=1V
i with the property that every
X =(X1; : : : ; Xk)T 2C satises the condition that Xi 6=Xj if i 6= j is called the set of
categories of G. For a category X =(X1; : : : ; Xk)T; Xi is said to be (ith) component
of X .
3. F is a nite set of substitute functions.
4. R is a set of rules of the form
A!f(B1; B2; : : : ; Bn);
where A2V k is a k-dimensional category and f is in F and it is a k-dimensional
n-ary substitute function for some k6m.
5. S is a distinguished 1-tuple in C, called the start symbol.
A rule is called a terminating rule if its right-hand side is a constant function. Let
A!f be a terminating rule and let kfk=(w1; : : : ; wk)T 2 ()k be its assignment.
Then we sometimes denote the rule by A! (w1; : : : ; wk)T.
An m-PMCFG G derives k-dimensional terms in Term(F; V ), where k6m. Let X 2C
be a k-dimensional category.
1. X derives itself in 0 steps, denoted by X )0GX .
2. If X derives a term T 2Term(F; V ) in n− 1 steps and a category A appears in T
and if A!f(B1; B2; : : : ; Bn) is a rule. Then
X )nG Tf(B1 ;:::; Bn)=A
is a derivation in n steps, where Tf(B1 ;:::; Bn)=A is a term which is obtained by replacing
an occurrence of A with f(B1; : : : ; Bn).
We denote by )G (resp. )+G) the reective and transitive (resp. transitive) closure of
)G. We write ); ), and )+ instead of )G; )G, and )+G , respectively, whenever
G is understood.
Let X be a k-dimensional category. The language generated from X , denoted by
L(G; X ), is the set of k-tuples on  which are assignments of terms derived from X ,
i.e.,
L(G; X )= fw2 ()k j 9T 2Term(F; V ) s:t: X )+G T and w= kTkg:
The language generated by G, denoted by L(G), is the language generated by S, i.e.
L(G)=L(G; S). A PMCFG is an m-PMCFG for some m>1. A language is called a
parallel multiple context-free language (PMCFL) if it is generated by a PMCFG.
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A PMCFG h; V; R; F; Si is said to be an MCFG if for every rule A!f(B1; : : : ; Bn)
each component symbol Bij 2 at(B1; : : : ; Bn) has at most one occurrence in the assign-
ment kf(B1; : : : ; Bn)k. The following relations are shown in [11]:
L(CFL)=L(1-MCFL)L(MCFL)L(PMCFL);
where L(X ) denotes the family of all X languages.
3. Discussions and examples of the denition of a PMCFG
There is a subtle problem between the \formal parameters" of the substitute functions
and the \actual parameters" used in the rules of a PMCFG. If a rule has more than
one occurrences of the same parameter symbol on the right-hand side, for example, if
A!f(B; B); B! b; B! a
are rules (where A and B are one-dimensional categories and a and b are terminals)
and f has the assignment
kf(X; Y )k=XY;
then there might be two interpretations:
1. The parameters which have the same name are treated separately, for example,
A)f(B; B))2 ff(a; a); f(a; b); f(b; a); f(b; b)g
is a legal derivation and we have faa; ab; ba; bbgL(G; A).
2. The parameters which have the same name are always replaced with the same
object and hence the right-hand side of the rule becomes a new function with fewer
parameters, for example, f(B; B) is regarded as a one parameter function
f(B; B)=f0(B) and kf0(B)k=BB
and derivations must be
A)f0(B))ff0(a); f0(b)g
so that we have faa; bbgL(G; A).
Originally, a PMCFG is dened with the rst interpretation, although in the literature
[11] this is only expressed at an example implicitly.
We must be careful with the parameters. The rst interpretation is quite natural in
the theory of term and string rewriting systems. But parameters in a mathematical
function are treated in the second manner, for example, if B=3 and X and Y are
replaced with B in function f(X; Y )=X Y , then f(B; B)=f(3; 3)=9, where  means
the multiplication. The two interpretations, however, do not make dierence because we
can show that the second interpretation can do the same things as the rst interpretation.
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Proposition 1. If a PMCFG G has a rule which has k occurrences of a parameter
symbol B on a right-hand side
A!f(: : : ;
kz }| {
B; : : : ; B; : : : : : : ; B; : : :)
and G derives a set of terms T with the rst interpretation; then there is a PMCFG
G0 which derives exactly the set T with the second interpretation.
Proof. Let B1; B2; : : : ; Bk be k new parameter symbols. We obtain G0 by replacing the
rule
A!f(: : : ; B; : : : ; B; : : : : : : ; B; : : :)
in G with the kk rules
A!f(: : : ; B1; : : : ; B1; : : : : : : ; B1; : : :)
A!f(: : : ; B1; : : : ; B1; : : : : : : ; B2; : : :)
...
A!f(: : : ; Bk ; : : : ; Bk ; : : : : : : ; Bk ; : : :)
and all B rules in G
B! g(: : :)
with k rules
B1! g(: : :); : : : ; Bk! g(: : :):
Then obviously every term derived by G with the rst interpretation is derived by G0
with the second interpretation and vice versa.
Now, we give a few examples of m-PMCFGs which generates languages that are
not context-free.
Example 2. Let G= hfag; fSg; fS!f(S); S! ag; ffg; Si be a 1-PMCFG where f
has the assignment
kf(S)k= SS:
Then obviously L(G)= fa2n j 06ng.
Example 3. Let G= hfai j 16i6mg; fAi j 16i6mg[ fSg; R; ff; gg; Si be an m-
MCFG for some m>1, where R consists of
S!f(A);
A = (A1; A2; : : : ; Am)T! g(A);
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A! (
mz }| {
; : : : ; )T;
where  is the empty word. The substitute functions have the assignment
kf(A)k=A1A2   Am;
kg(A)k=(a1A1; : : : ; aiAi; : : : ; amAm)T
Then G generates L(G)= fan1an2    anm j 06ng. Of course, for m>3, L(G) is not context-
free.
Example 4. Let G= hf[; ]; [; ]g; fS; A; B; A0; B0g; R; ff; g; h; sg; Si be a 2-MCFG in which
R consists of the following rules:
S! s

A
B


A
B

!

[ ]
[ ]
 
A
B

!f

A
B
 
A
B

! g

A
B

;

A0
B0


A0
B0

! h

A
B

and f, g, h, and s have the following assignments:∥∥∥∥f

A
B
∥∥∥∥=

[A]
[B]

∥∥∥∥g

A
B

;

A0
B0
∥∥∥∥=

AA0
BB0

∥∥∥∥h

A
B
∥∥∥∥=

A
B

∥∥∥∥s

A
B
∥∥∥∥=AB:
Then
S) s

A
B

) s

g

A
B

;

A0
B0

) s

g

f

[ ]
[ ]

; h

[ ]
[ ]

=T
is an example of derivations and
kTk= [ [ ] ] [ ] [ [ ] ] [ ]
is a member of L(G). It is easily seen that
L(G)= fw w jw2Dyck(f[; ]g)g
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where Dyck(f[ ; ]g) is the Dyck language over f[; ]g and w is dened by
w= a1 a2    an
provided w= a1a2    an.
Example 4 is easily generalized.
Theorem 2. Let L be a CFL over  and let  be a disjoint copy of . Then the sets
fw w jw2Lg and fww jw2Lg are 2-MCFLs.
Proof. Let G= h; V; R; F; Si be a 1-MCFG which generates L and let V be a dis-
joint copy of V . The coding  : ([V )+! ( [ V )+ is dened by (a)= a for every
a2[V and  : ([V )+! ([ V )+ is dened by
(a)=

a; a2;
a; a2V:
For every one-dimensional substitute function f(Y1; : : : ; Yn), the two-tuples kf(Y1; : : : ; Yn)k
(kf(Y1; : : : ; Yn)k)

and
 kf(Y1; : : : ; Yn)k
(kf(Y1; : : : ; Yn)k)

are the assignments of two-dimensional substitute functions
f

Y1
Y1

; : : : ;

Yn
Yn

and f0

Y1
Y1

; : : : ;

Yn
Yn

;
respectively, that is,∥∥∥∥ f

Y1
Y1

; : : : ;

Yn
Yn
∥∥∥∥ =
 kf(Y1; : : : ; Yn)k
(kf(Y1; : : : ; Yn)k)

and ∥∥∥∥f0

Y1
Y1

; : : : ;

Yn
Yn
∥∥∥∥ =
 kf(Y1; : : : ; Yn)k
(kf(Y1; : : : ; Yn)k)

where f and f0 are new function symbols. Then the set fww jw2Lg is generated
by the 2-MCFG h; V [ V [fS0g; P0; F 0; S0i where S0 is a new nonterminal and P0
consists of the following rules:
S0! g

S
S

where
∥∥∥∥g

S
S
∥∥∥∥ = S S
and 
X
X

!f0

Y1
Y1

; : : : ;

Yn
Yn

for X !f(Y1; : : : ; Yn)2R:
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And the set fw w jw2Lg is generated by the 2-MCFG h[ ; V [ V [fS0g; P; F; S0i
where S0 is a new nonterminal and P consists of the following rules:
S0! g

S
S

where
∥∥∥∥g

S
S
∥∥∥∥ = S S
and 
X
X

! f

Y1
Y1

; : : : ;

Yn
Yn

for X !f(Y1; : : : ; Yn)2R:
4. Unary PMCFGs and EDT0L systems
If every function in F is unary or constant, then there is a close relation between
PMCFGs and EDT0L systems. Indeed, we have the following theorem.
Theorem 3. L(unaryPMCFL)=L(EDT0L).
In order to prove this theorem, we rst consider properties of terms which composed
of unary function symbols.
Let G= h; V; R; F; Si be a unary PMCFG. Every term derived by G has the form
of f1(: : : fn(A) : : :). Its assignment
kf1(: : : fn(A) : : :)k=(w1; : : : ; wk)T (2)
is a k-tuple over ([V ). Since every nonterminal symbol on the right-hand side of
(2) is a component symbol of the parameter A of the left-hand side of (2), for a rule
A!f(B) the following two operations yield the same results:
1. Replace A on the left-hand side of (2) with f(B).
2. Replace every occurrence of the ith component symbol Ai of A on the right-hand
side of (2) with the corresponding ith component kf(B)ki of kf(B)k.
Since Ai 2V is a symbol and kf(B)ki is a word over [V for every i=1; : : : ; n, the
operation 2 is an iteration of the morphism hf over [V dened by
hf(Ai)= kf(B)ki ; (3)
where Ai is the ith component symbol of A and kf(B)ki is the ith component of
kf(B)k for i=1; : : : ; m, and
hf(X )=X
for every X 2[ (V − at(A)).
Then, we have the following proposition.
Proposition 4. Let G= h; V; R; F; Si be a unary PMCFG and let f1(: : : fn(A) : : :) be
a term generated by G. If there is a rule A!f(B) in R; then
kf1(: : : fn(f(B)) : : :)k= hf(kf1(: : : fn(A) : : :)k);
where hf is the morphism dened by (3).
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Now the following two theorems prove Theorem 3.
Theorem 5. Let Gm= h; V; R; F; Si be a PMCFG. If every function in F is a unary
or constant substitute function; then Gm generates an EDT0L language.
Proof. For every rule A!f(B)2R, we construct the morphism hf over V [ by (3).
Let P be the collection of those morphisms constructed. Then G= h[V; P; S; i is an
EDT0L system. Now we will prove that L(Gm)=L(G). First, we prove by induction
on the length of the derivation n that kf1(  fn(An)   )k= hfn(   hf1 (S)   ) holds for
every n. By the denition of hf, we have kf1(A1)k= hf1 (S) whenever S )Gm f1(A1)
is a derivation in Gm. Let us assume that the assertion is true for some n. Let
S )nGm f1(  fn(An)   ))Gm f1(  fn(fn+1(An+1))   )
be a derivation in Gm, then a rule r : An!fn+1(An+1) is in R and there is a morphism
hfn+1 2P such that we have
kf1(  fn(fn+1(An+1))   )k= hfn+1(kf1(  fn(An)   )k)
by Proposition 4. Then by the inductive hypothesis,
kf1(  fn(fn+1(An+1))   )k= hfn+1(hfn(   hf1 (S)   )):
Thus we have shown that L(Gm)L(G).
Next, let w= hfn(   hf1 (S)   )2 ([V ) be a word generated by G. If w is a word
over , then w is not changed by any table, i.e., w= h(w) for every h2P. Therefore,
we can assume that once a word over the terminal alphabet is derived, the derivation
is terminated at the word. If w has an occurrence of V but has no occurrences of the
component symbols of the argument of some function f, then we have that w= hf(w).
Thus, we can assume a table hf is applied to a word w if and only if w has an
occurrence of a component symbol of f’s argument.
Then we prove by induction on the length of the derivation n that for every word
hfn(   hf1 (S)   ) which is derived in G, there is a derivation S )nGm f1(  fn(An)   )
in Gm such that kf1(  fn(An)   )k= hfn(   hf1 (S)   ). By the denition of hf1 , we
have a derivation S )Gm f1(A1) in Gm such that kf1(A1)k= hf1 (S), for every hf1 (S).
Let us assume that the assertion is true for some n. Let w= hfn+1(hfn(   hf1 (S)   )) be
a word derived by G in n+1 steps. By the inductive hypothesis, there is a derivation
in Gm
S )nGm f1(  fn(An)   )
such that kf1(  fn(An)   )k= hfn(   hf1 (S)   ). Then there is a rule An!fn+1
(An+1) in R because of the denition of hfn+1 . Now, Gm derives
S )nGm f1(  fn(An)   ))Gm f1(  fn(fn+1(An+1))   )
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such that
kf1(  fn(fn+1(An+1))   )k= hfn+1(hfn(   hf1 (S)   )):
by Proposition 4.
Hence we have shown that L(G)L(Gm).
Theorem 6. Every EDT0L language is a unary PMCFL.
Proof. Let L be an EDT0L language. We can assume that L is generated by the EDT0L
system G= hV; P; S; i which satises:
1. S is a letter in V − .
2. There is a table hI 2P such that hI (S)2V − ([fSg) and hI (a)= a for a 6= S.
3. There exists r 2V − ([fSg) (the rejection symbol).
4. There is a table hT 2P such that hT (a)2[frg for a2V − ([fS; rg) and
hT (a)= a for a2[fr; Sg.
5. For h2P−fhI ; hTg, h(a)2 (V − ([fS; rg)) if a2V − ([fS; rg) and h(a)= a
if a2 ([fS; rg).
(See, for example [9] Theorem V 1.4, p. 237. This theorem is valid for EDT0L
systems because its proof preserves determinism.) Now let N =V −  and N −
fS; rg= fA1; : : : ; Ang, and let A=(A1; : : : ; An)T be a category. For every h2P−fhI ; hTg,
let
A!fh(A) and kfh(A)k=
0
B@
h(A1)
...
h(An)
1
CA
be a rule and its assignment, respectively. As for hI and hT , let S!fI (A) and A!fT
be rules where fI and fT are new function symbols such that fI (A) is a substitute
function with the assignment kfI (A)k= hI (S) and that fT is a constant function with the
assignment kfTk=(hT (A1); : : : ; hT (An))T. Then Gm= h; N; R; F; Si is a unary PMCFG
where
R= fA!fh(A) j h2P − fhI ; hTgg[ fS!fI (A); A!fTg:
By a similar argument with the proof of Theorem 5, L(G)=L(Gm) is proved.
Thus the proof of Theorem 3 is completed.
5. PMCFGs and ET0L systems
In this section we will show that L(PMCFL) and L(ET0L) are mutually incom-
parable.
The next theorem which is shown in [3], the proof is also found in [9], is
useful.
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Theorem 7. Let 1 and 2 be two disjoint alphabets. Let L1+1 ; L2+2 and let
h be a bijection from L1 onto L2. If L= fwh(w) jw2L1g is an ET0L language; then
L1 is an EDT0L language.
First we prove L(PMCFL) 6L(ET0L).
Theorem 8. There is a language in L(PMCFL)−L(ET0L).
Proof. Let L be an -free CFL over  which is not an EDT0L language (there exists
such a language, for example, the Dyck language, see [2]). Let  be a disjoint copy
of  and let h : +! + be a coding dened by h(a)= a for every a2. It is trivial
that h is a bijection from L to L= f a1    al j a1    al 2Lg.
Then the set K = fwh(w) jw2Lg is a 2-MCFL by Theorem 2. But K cannot be an
ET0L language by Theorem 7.
The membership problem for PMCFLs is solved in polynomial time [11] and that
for ET0L languages is known to be NP-complete [5, 9]. Theorem 8 indicates that it is
very likely that L(PMCFL) and L(ET0L) are mutually incomparable, because if for a
given ET0L grammar we could eectively (in polynomial time) construct an equivalent
PMCFG then the inclusion L(ET0L)L(PMCFL) would imply the unbelievable fact
P=NP. In fact, we will directly prove that L(PMCFL) and L(ET0L) are mutually
incomparable.
Denition 4. Let G= h; V; R; F; Si be a PMCFG. A category A2V k is said to be
nite if card(L(G; A))<1, otherwise A is called innite, where card(X ) denotes the
cardinality of the set X .
Lemma 9. Let G= h; V; R; F; Si be a PMCFG. If every rule A!f(B1; : : : ; Bk) of R
has at most one innite category Bi on the right-hand side; then there exists a unary
PMCFG G1 such that L(G)=L(G1).
Proof. Since every nite language is an EDT0L language, we can assume that L(G)
is innite and hence G has some innite categories. Let r : A!f(B1; : : : ; Bk)2R be
a rule, where A has dimension n, and let Bi be the innite category. Then L(G; Bj) is
a nite set for i 6= j and the set
Lr = fw jw= kf(w1; : : : ; Bi; : : : ; wk)k; wj 2L(G; Bj); j=1; : : : ; k; j 6= ig
is a nite set. If every category of f(B1; : : : ; Bk) is nite, let
Lr = fw jw= kf(w1; : : : ; wk)k; wj 2L(G; Bj); j=1; : : : ; kg:
Therefore every n-tuple w2Lr is an assignment of a constant or a unary substitute
function with the argument symbol Bi, that is, w= kfwk or w= kfw(Bi)k. Let
Pr =
S
w2Lr
fA!fw(Bi)g (or fA!fwg):
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Now G1 = h; V 0; R0; F 0; Si is a unary PMCFG, where
V 0= fB2V jB is a component of an innite categoryg
and
R0=
S
r2R
Pr:
It is obvious, by the construction of G1, that L(G)=L(G1).
Let L be a language. The length of a word w2 is denoted by lg(w).
Let x be a k-tuple over . Then lg(x) is given by lg(x)= Pkj=1 lg(xj) provided
x=(x1; : : : ; xk)T. The length set of L, denoted by len(L), is dened by
len(L)= flg(w) jw2Lg:
Lemma 10. Let L be a PMCFL. If len(L)= fcn j n>1g for some c>1; then L is a
unary PMCFL.
Proof. Let G= h; V; R; F; Si be a PMCFG which generate L. Let us assume a rule
A!f(B1; B2; : : :) of G has two innite categories B1 and B2 on the right-hand side
and that the rule is used in a derivation which generates a terminal word. That is,
S)+f0(: : : ; f(B1; B2; : : :); : : :))+w
is a derivation and kwk 2 . For i=1; 2, let ki be the dimension of Bi. Since Bi is
an innite category, there exist derivations
Bi)+w(1)i and Bi)+w(2)i
where kw(1)i k; kw(2)i k2 ()ki such that lg(kw(1)i k)= (1)i <lg(kw(2)i k)= (2)i , for i=1; 2.
Then len(L(G)) has the following members:
(1)1 + 
(1)
2 + = c
i11 ; (2)1 + 
(1)
2 + = c
i21 ;
(1)1 + 
(2)
2 + = c
i12 ; (2)1 + 
(2)
2 + = c
i22
for some i11<i21<i22 and i11<i12<i22. By erasing 
( j)
i ’s, we have
ci22−i11 = ci21−i11 + ci12−i11 − 1:
But this equation is impossible for every integer c>1. Therefore every rule of G has
at most one innite category. Hence G is a unary PMCFG by Lemma 9.
Theorem 11. There is a language in L(ET0L)−L(PMCFL).
Proof. Let L= fw2fa; bg+ j lg(w)= 2n; n>1g be a language over = fa; bg. Then
L is an ET0L language because the ET0L system h[fSg; fh1; h2g; SS; i, where
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h1(S)= SS, h2(S)= fa; bg, and hi(x)= x for x2 and i=1; 2, generates L. But L
is not an EDT0L language by Corollary 2 in [1] (it is also found as Corollary IV 3.4
in [9]). Now the theorem follows from Theorem 3 and Lemma 10.
Since L in the above proof is obtained from the unary PMCFL fA2n j n>1g by
applying the inverse of the morphism h(a)= h(b)=A, the next corollary is also proved.
Corollary 12. The family of PMCFLs is not closed under inverse morphism and
hence it is not closed under substitution. The family of PMCFLs is not an AFL.
Thus Theorem 3.9 of [11] is invalid. The family of MCFLs may be closed under
inverse morphism or even under substitution because for c>1 the set fcn j n>1g cannot
be a length set of an MCFL. But the closure property under inverse morphism for
MCFLs would not be \easily shown from denition".
6. Grouped partial ET0L systems and PMCFGs
We introduce another interpretation of derivations in a PMCFG, which releases us
from the term and tuple notations. Then a PMCFG naturally becomes a kind of ET0L
system with restricted parallelism.
We denote by N the set of nonnegative integers. Let  be an alphabet. A pair (a; n)
where a2 and n2N is said to be a leveled letter and a string (a1; n1)    (al; nl)
where a1; : : : ; al 2 and n1; : : : ; nl 2N is called a leveled word over . The function
 :  N! (N) and the morphism  : (N)! dened by
(a1    al; n)= (a1; n)    (al; n);
((a1; n1)    (al; nl))= a1    al
are said to be the level function and the strip morphism, respectively.
Let G=h; V; R; F; Si be a PMCFG. We dene leveled derivation, denoted by 7)G,
as follows:
1. S 7)G (w; 1), where w= kf(A1; : : : ; Al)k is an assignment of a right-hand side of a
rule S!f(A1; : : : ; Al)
2. Let S 7)nG w be a leveled derivation and let w have the following factorization:
w= u0(xp1 ; )u1    (xpj ; )uj
where 166n and xpi is the pith component symbol of a category A for i=1; : : : ; j.
Let A! v be a rule for A. Then
w 7)G u0(vp1 ; n+ 1)u1    (vpj ; n+ 1)uj;
where vpi is the pith component of kvk for i=1; : : : ; j.
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Lemma 13. If S )n T is a derivation in G; then there is a leveled derivation S 7)n w
such that (w)= kTk and that for every category A in T all component symbols of
A have the same level in w.
Proof. We prove this lemma by induction on the length of derivations. For n=1 the
lemma obviously holds.
Assume that the assertion is satised for every derivation of length less than n. Let
S )n−1 T ) Tf(B1 ;:::; Bl)=A be a derivation of length n in which A!f(B1; : : : ; Bl) is
the rule used at the last step. By the inductive hypothesis, there is a leveled deriva-
tion S 7)n−1 w such that (w)= kTk and that all component symbols of A have the
same level in w. The assignment kTf(B1 ;:::; Bl)=Ak is obtained from kTk by replacing
every occurrence of component symbol of A with the corresponding component of
kf(B1; : : : ; Bl)k. Since all occurrences of A’s component symbols have the same level
in w, using rule A!f(B1; : : : ; Bl); G derives by the leveled derivation w 7) w0 so
that (w0)= kTf(B1 ;:::; Bl)=Ak and all components of Bi (i=1; : : : ; l) have the same level.
Lemma 14. If S 7)n w is a leveled derivation; then there is a derivation S)n T such
that (w)= kTk and that for every category A in T all component symbols of A have
the same level in w.
Proof. The lemma is also proved by induction on the length of derivations. The con-
clusion is obvious for derivations of length 1.
Assume that the assertion is satised for every derivation of length less than n. Let
S 7)n−1 w0 7) w be a leveled derivation of length n in which A!f(B1; : : : ; Bl) is the
rule used at the last step. By the inductive hypothesis, there is a derivation S)n−1T 0
such that (w0)= kT 0k and that all component symbols of A in T 0 have the same level
in w0. Then T)T 0f(B1 ;:::; Bl)=A is a regal derivation. Since the assignment kT 0f(B1 ;:::; Bl)=Ak
is obtained from kT 0k by replacing every occurrence of component symbol of A with
the corresponding component of kf(B1; : : : ; Bl)k, we have (w)= kT 0f(B1 ;:::; Bl)=Ak and all
components of Bi (i=1; : : : ; l) have the same level in w.
Now we dene a grouped partial ET0L system, which has partially dened substi-
tutions and whose derivations are leveled derivations.
Denition 5. A grouped partial ET0L, or gpET0L, system is a 4-tuple G= hV; P;
!; i, where:
1. V is a nite alphabet.
2. P= fh1; h2; : : : ; hng is a set of nite partial substitutions over V , called the partial
tables.
3. !2V is the axiom.
4. V is the terminal alphabet.
For a partial table h, we denote by dom(h) the domain of h.
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Denition 6. A derivation in a gpET0L system is dened on the leveled words over
V N. Let w=(a1; i1)(a2; i2)    (ak ; ik) be a leveled word over V N. Let h be
a partial table in P and m be a level in fi1; : : : ; ikg. Let (aj1 ; ij1 ); : : : ; (ajl ; ijl) for
j1<j2<   <jl be all occurrences of leveled letters satisfying
faj1 ; : : : ; ajlg dom(h) and ij1 =    = ijl =m:
Then w directly derives a set h(w;m) of leveled words as follows:
h(w;m) = (a1; i1)    (aj1−1; ij1−1)
 S
wj12h(aj1 )
(wj1 ; n+ 1)
!
(aj1+1; ij1+1)   
(ajl−1; ijl−1)
 S
wjl2h(ajl )
(wjl ; n+ 1)
!
(ajl+1; ijl+1)    (ak ; ik);
where n= maxfi1; : : : ; ikg. If we are not interested in the level which rewritten letters
have, we denote the derivation by h(w) instead of h(w;m). The language generated by
G, denoted by L(G), is given by
L(G)= (fw jw2 hn(   h1((!; 0))   ) for some hn; : : : ; h1 2Pg)\
where  is the level function and  is the strip morphism.
A gpET0L system hV; P; !; i is called deterministic, or gpEDT0L system, if every
h2P is a partial morphism.
Example 5. Let hfA; A; B; B; [ ; ]; [ ; ]g; P; A A; f[ ; ]; [ ; ]gi be a gpEDT0L system where P
is given by
P= fh1; h2; h3; h4; h5; h6g
and
h1(A)= [A] h2(A)= [ ] h3(A)=AB h4(B)= [B] h5(B)= [ ] h6(B)=AB;
h1( A)= [ A ] h2( A)= [ ] h3( A)= A B h4( B)= [ B ] h5( B)= [ ] h6( B)= A B:
Then the following leveled words are derived:
w1 = (A; 1)(B; 1)( A; 1)( B; 1)= h3((A A; 0); 0);
w2 = ([; 2)(A; 2)(]; 2)(B; 1)([; 2)( A; 2)(]; 2)( B; 1)= h1(w1; 1);
([; 2)([; 3)(]; 3)(]; 2)([; 4)(]; 4)([; 2)([; 3)(]; 3)(]; 2)([; 4)(]; 4)= h5(h2(w2; 2); 1):
It is easily seen that L(G)= fw w jw2Dyck(f[; ]g)g.
Because an ET0L system is a gpET0L system with all tables being totally dened,
the following proposition is obvious.
Proposition 15. Every ET0L language is a gpET0L language.
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Let G= hV; ; F; R; Si be an m-PMCFG. We construct, for every rule A!f(B1; B2;
: : : ; Bn)2R, a partial morphism hf as follows:
hf(A1) = v10Ba11v11    v1(l1−1)Ba1l1 v1l1 ;
...
hf(Ak) = vk0Bak1vk1    vk(lk−1)Baklk vklk ;
where k is the dimension of A; A1; : : : ; Ak are the component symbols of A, and
vi0Bai1vi1    vi(li−1)Baili vili is the ith component of kf(B1; B2; : : : ; Bn)k for i=1; : : : ; k.
And hf is not dened on letters in (V [)− fA1; : : : ; Akg.
Theorem 16. Every PMCFL is a gpEDT0L language.
Proof. Let Gm= hV; ; F; R; Si be an m-PMCFG. Then G= hV [; P; S; i is a
gpEDT0L system where P is given by
P= fhf jA!f(B1; : : : ; Bn)2Rg
in which hf is the partial morphism constructed above.
Now it is obvious, by the construction of G and the denition of the leveled
derivation, that S 7)nGm w if and only if w2 hn(   h1((S; 0))   ) for every n where
hi 2P i=1; 2; : : : ; n. Therefore we have L(G)=L(Gm) from Lemmas 13 and 14.
The converse of Theorem 16 is true for a subclass of gpEDT0L systems, which is
dened in the next denition.
Denition 7. A gpEDT0L system G= hV; P; !; i is said to be canonical (or
cgpEDT0L) if it satises the following conditions:
1. For every h2P; dom(h)\= ;.
2. For every h1; h2 2P; dom(h1)= dom(h2) or dom(h1)\ dom(h2)= ;.
3. != S where S is a nonterminal letter.
4. There is a table hI which satises dom(hI )= fSg.
5. For every h2P − fhIg; S 62 dom(h).
Theorem 17. Let G= hV; P; S; i be a cgpEDT0L system. Then there is a PMCFG
Gm= h; N; R; F; Si such that L(G)=L(Gm).
Proof. For every partial morphism h2P, let Ah=(A1; A2; : : : ; Ak)T be an enumeration
of domain symbols of h. We call Ah the tuple form of h’s domain. Then the k-tuple0
BBB@
h(A1)
h(A2)
...
h(Ak)
1
CCCA (4)
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Fig. 1. Relations of language families. Solid lines indicate proper inclusion and dashed lines indicate mutually
incomparable.
is the assignment of a term fh(B1; : : : ; Bl) where B1; : : : ; Bl are the tuple forms of do-
main symbols which actually appears in (4). Now fh(B1; : : : ; Bl) is a substitute function
and
Ah!fh(B1; : : : ; Bl)
is a rule of PMCFG. Let N = − V; R= fAh!fh(B1; : : : ; Bl) j h2Pg, and F = ffh j
h2Pg. Then Gm= h; N; R; F; Si is a well-dened PMCFG because S is the only do-
main symbol of hI and hence S is a 1-tuple. By Lemmas 13 and 14, L(G)=L(Gm) is
easily proved.
Now we have the following theorem.
Theorem 18. L(PMCFL)=L(cgpEDT0L).
Proof. Because the gpEDT0L system constructed in the proof of Theorem 16 is canon-
ical, this theorem immediately follows from Theorems 16 and 17.
Fig. 1 shows the relations of families discussed in this paper.
It is open whether the canonical condition properly restricts generative powers of
gpEDT0L systems or not, that is, whether L(cgpEDT0L)=L(gpEDT0L) or
L(cgpEDT0L)L(gpEDT0L). We conjecture L(cgpEDT0L)=L(gpEDT0L). An-
other interesting open problem is the characterization of gpET0L languages in various
parallel language families.
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