Abstract-An ultrasound imaging method using unfocused frequency-randomized transmissions and image reconstruction from data received by a single element is experimentally demonstrated. The elements of an ultrasound imaging array are randomly assigned different frequencies and driven by a multicycle sinusoidal burst. The resulting acoustic field is spectrally unique and target localization is possible based on the a priori knowledge of this field. 
I. Introduction I n conventional pulse-echo ultrasound imaging, axial resolution is primarily determined by signal bandwidth, whereas lateral resolution is dependent upon the signal's center frequency. because ultrasound absorption increases with frequency, achieving a clinically relevant resolution while maintaining appreciable signal strength becomes problematic for highly absorbing structures. This is particularly relevant to applications in transcranial imaging, for which frequencies must be reduced at the expense of resolution.
conventional b-mode ultrasound imaging employs focused transmission schemes for spatial discrimination. similarly, delay-and-sum beamformers are used to reconstruct images from the received data [1] . Various transmission or receive beamforming configurations have been explored for improved resolution [2] [3] [4] [5] [6] or spatial coverage [7] , [8] ; even unfocused transmission approaches have been suggested for insonifying the entire region of interest with a single transmission (i.e., flash transmit method using unfocused transmit pulses). These transmission configurations use seemingly coherent signals across the aperture: single-frequency transmission, unified pulse shape, and programmed phase delays to appropriately focus or steer the beam. similarly, interpretation of the received signals using a delay-and-sum beamforming technique relies on a coherent sum of signals across the aperture. reconstructions based on such beamforming algorithms depend on the signal magnitude at the transmit frequency, or its harmonics for tissue harmonic imaging [9] . In addition to its use for receive beamforming, phase information can be used as a secondary source of information to correct for aberrations resulting from speed of sound changes in the imaging field [10] , [11] .
In 2007, two alternative approaches were described which were designed to make radial resolution independent of center frequency [12] , [13] . In both cases, it was hypothesized that an array of simultaneously transmitted, but spatially separated, frequencies could produce a complex phase relation between different frequencies at any given point in space. If sufficiently complex, this would result in a nearly unique time-domain waveform at any given position. In [12] , wedge-shaped, single-element transducers were used to produce spatially-separated frequencies, resulting from the tapered thickness of the piezoelectric element. Image reconstruction from a single point-like receiver was possible by correlating the signal with the waveforms expected at each point in space. Using this method, it was reported that target localization using ultrasound wavelengths substantially larger than the scatterer size was achieved.
In the second approach [13] , elements of a linear array were randomly assigned frequencies over a given bandwidth. a single element was then used to receive the backscattered signal. resolution of multiple scatterers could be achieved by repeating this process with different randomized transmission sets to converge on the scattering strength at a given point in space. The reconstruction algorithm described in [13] The present work provides experimental verification of a random-frequency imaging method. Experiments were performed using point targets to evaluate the performance of the method based on characteristic measurements such as point spread function (PsF) and snr. reconstructed images and their corresponding characteristic measurements are presented in the results section. The method is evaluated by comparing the measured PsF with theoretically calculated values of a b-mode imager. acquisition and reconstruction parameters are further discussed for optimizing the method. axial and lateral resolution of the method is assessed using multiple point targets. Finally the findings, advantages, and limitations of the method are discussed, along with possible future work.
II. Theory
The random-frequency imaging approach is devised to encode a region of interest (roI) such that the phase over the frequency spectrum is a unique function of position. It is argued in [13] that such a field can be approximated using an array of continuously driven elements, each driven at a unique randomly-selected frequency. scattering within the roI is recorded by a single point-like receiver and the inverse kernel associated with each point in space is applied to this signal to produce an image.
The basis of the method is illustrated by considering a series of frequency-randomized point-like sources, s, located at r s . The pressure at a receiver at r r caused by a frequency-independent scattering field q(r′) is approximated by
where the Green's functions change as a function of the source location because of uniqueness of the transmission frequency. applying the known inverse function corresponding to a specific point in space,
to both sides of (1) allows the scattering strength at a given point q( ) r m ′ to be isolated: 
The method proceeds by re-randomizing the field M times and summing the results. With each successive summation, the scattering term in (2) will increase linearly, whereas the second term on the right hand side, being random over the frequency spectrum, is confined to a distribution centered about zero. because the scattering strength has been assumed independent of frequency, its value would contribute to the point t = 0 of the inverse Fourier transform of the equation with respect to frequency:
where it is assumed in this idealized case that the second term in (2) approaches zero. This process is performed over the roI to produce an image.
III. methods
The theory would most efficiently be tested by simultaneous transmissions from an array of transducer elements, but because of limited hardware resources, the acquisition scheme was simplified into an ex post numerical superposition of transmissions from individual channels.
Using the center frequency and bandwidth of the transducer as constraints, a set of frequencies were randomly assigned sequentially to transducer elements in M different randomized patterns. In the simplified acquisition scheme, two waveform generators, each connected to one transducer element at a time, sequentially actuated through the set of M frequencies, leaving enough time for propagation through the roI, receive, and data transfer with each iteration. once M acquisitions for an element pair were done, the waveform generators were manually switched to the next element pair and a new set of M frequencies was scanned. For each of the M acquisitions, only one a-line signal was obtained by superimposing the backscattered signals originating from different transducer elements. because of hardware limitations, the receiver could not be fully randomized; only a constant number of receivers were available in this simplified scheme. The receive element was switched between these channels at each set of M acquisitions to ensure that consecutive acquisitions were not using the same receiver. a schematic diagram of the acquisition sequence is given in Fig. 1 .
A. Experimental Setup and Data Acquisition
Experiments were performed with a 64-element phased cardiac array (P4-2, aTl Ultrasound Inc., bothell, Wa) submerged in deionized water at sTP. The pulse-receive frequency responses of transducer elements were measured using an electronic pulser-receiver (5072Pr, olympus, Panametrics, Waltham, ma); the averaged frequency response over all elements was calculated (Fig. 2) . Two arbitrary waveform generators (33220a, agilent Technologies Inc., santa clara, ca) were programmed to generate multi-cycle bursts of sinusoids at frequencies between 2 mHz and 2.64 mHz. Function generators were phase synchronized and each one was connected to one element of the transducer array at a time (1st and 33rd, 2nd and 34th elements, etc.). The backscattered signal from the roI was received by one of the three elements distributed across the aperture (elements 16, 32, or 48). receive elements were directly connected to a four-channel oscilloscope (Tektronix Inc., beaverton, or), where the signal was digitized and averaged. The oscilloscope signal was sent to a personal computer and saved for further processing and image reconstruction. data processing and image reconstruction was done with matlab (The mathWorks Inc., natick, ma).
B. Reconstruction Method
a pulse transmitted from a single element source located at r s , s(t), can be represented by its Fourier transform S(ω (r s )). an image was reconstructed for each acquisition using a single a-line signal, p(t), received at r r . This is similar to the expression in (1) with the addition of pulse functions S(ω),
The summation term g g q tion method in [13] compares these two projections by dividing them. The quotient can be regarded as a new projection, whose inverse Fourier transform into time domain returns q( ) r m ′ at t = 0. Instead of comparing two projections to obtain a pixel value, this study does a back-projection onto the entire roI. The algorithm starts by computing the cross-correlation of the received signal, p(ω,r r ), and one of the transmitted signals, S(ω(r s )). correlation with a single pulse, p(ω, r r )S * ( ( )), ω r S acts like a narrowband filter, removing everything but the center frequency of transmitted pulse from the received signal. The filtered projection is obtained by inverse Fourier transform and elliptically backprojected using points r s and r r .
alternatively a frequency-normalized cross-correlation: p(ω, r r )S * ( ( )) ω r S /(|p(ω, r r )| |S(ω, r s )|), which returned the same phase as correlation and unity amplitude across the spectrum, can be used to obtain the filtered projection.
Even though both of these methods relied heavily on phase, the cross-correlation approach also took the amplitude of the signals into consideration; therefore, it will be called the amplitude-based reconstruction, whereas the normalized cross-correlation will be called the phase-based reconstruction. both amplitude-and phase-based reconstruction algorithms could process the inversion problem one pulse at a time; i.e., instead of computing the inversion function for all the points in the roI, the signal was cross-correlated with one pulse and a one-dimensional projection was obtained by inverse transforming. This was computationally less expensive than the alternative of computing the inversion functions. The inverse Fourier transform gave a peak at t = t o in the presence of a scatterer at r. t o and r are related to each other as t o = c 0 (|r′ − r s | + |r′ − r r |). The envelope detected radial projections, i amp (r) or i phs (r), depending on the correlation method utilized, were obtained by Hilbert transform and used for back-projection onto the 2-d imaging grids of the roI. an elliptical back projection method analogous to tomography was used [14] , [15] ; i.e., if the pair of transmit and receive elements were coincident with the foci of an ellipse, the value of i(r) corresponded to the intensity of all points on the ellipse whose major axis was r. It was further assumed that the rectangular apertures of the transducer array elements had acoustic field distributions which could be represented by sinc functions [16] . The addition of this distribution function to the back-projection improved the image by reducing the effects of side lobes. This computation, which was based on a single transmit-receive pair, was repeated for all the transmitted pulses to obtain an image from a single acquisition. subsequent acquisitions were accumulated to obtain a final image.
reconstructions from both methods were combined to give a single image that was superior to either image. The amplitude image acted as a weight on the phase image. a schematic diagram summarizing the reconstruction algorithm is presented in Fig. 3 .
C. Point Spread Function and Signal-to-Noise Ratio
The PsF was measured using a monofilament nylon string (d = 0.27 mm) as a point target in the imaging plane. The effects of various acquisition parameters-such as the number of acquisitions, number of cycles in the transmitted burst, and number of receive channels used in an experiment-on the image quality were evaluated based on the PsF. The PsF consisted of a main lobe and lateral side lobes, whose intensities were compared for various parameters. The snr was defined as the ratio of the mean image intensity of the point target within the full-width at half-maximum (FWHm) to the standard deviation of intensities outside this area. The snr was calculated for all cases and used to optimize the parameters.
The transmit pulse length was controlled using the number of cycles within each burst, and set between 3 and 16 cycles. The setup allowed for the use of three receive channels, which was further extended to 6 and 9 receive channels by combining data from the series of experiments with different receivers (elements 8, 40, and 57 for 6 receive channels; elements 24, 33, and 60 for 9 receive channels). data from these series of experiments was reorganized to obtain artificial data sets of experiments mimicking different numbers of receivers, from 1 to 9. This provided the ability to measure snr as a function of the number of acquisitions as well as the number of receivers.
D. Comparison With B-Mode
The same array geometric and mechanical properties were used to computationally estimate the axial and lateral resolution of an ideal b-mode image. These estimations were compared with the experimental results of random frequency acquisition. The lateral resolution was estimated based on the beamwidth of a geometric focus at the point target depth. axial resolution was based on the temporal pulse width at the transducer center frequency, which was measured to be 1.21 μs, corresponding to 1.8 mm. 
E. Axial and Lateral Resolution Assessment With Multiple Targets
Two nylon strings were positioned at various distances (1, 2, and 4 mm) in the axial and lateral directions. The ability to localize multiple targets close to each other was evaluated using this setup. Three receive channels were used with 32 random acquisitions.
IV. results

A. Transducer Array and Data Acquisition
The frequency response of the transducer array is given in Fig. 2 . according to these initial results, the transducer elements had an average central frequency of 2.2 mHz and an average −6-db fractional bandwidth of 22%. To transmit at 64 different frequencies, an extended bandwidth of 29% was used. corresponding transmit frequencies were between 2 mHz and 2.63 mHz with 10 kHz steps.
B. Image Reconstruction Method
In all images, the transducer array is located at the top, with the axis of forward propagation oriented downward. The origin of rectangular coordinate system is located on the transducer array at its leftmost point. The images were reconstructed using the amplitude-and phase-based reconstruction algorithms from a single random frequency acquisition (M = 1); these are given in Fig. 4 , together with a combined image. The snrs in these figures are very low and successful localization of the point target was not possible. However, accumulation through reconstruction of successive random sets demonstrates significant improvement. Images reconstructed from multiple random sets (M = 48) with both reconstruction approaches are presented in Fig. 5 ; a combined image is also given. The first two images demonstrate the successful localization of the point target with sufficient snr and the combined image has substantially higher snr (34.7 versus 14.4 or 15.1). 
C. Point Spread Function and Signal-to-Noise Ratio
The data from Hereafter, amplitude-and phase-based methods will no longer be separated and only the combined method will be considered for analyses.
The effect on image quality of various acquisition parameters, such as the number of transmitted cycles or the number of receivers, was evaluated based on PsF measurements and side lobe sizes. The side lobes mentioned here are not related to the radiation pattern of the acoustic source; they are actually imaging artifacts that are observed on two sides of the target point location. Within this context, these lateral artifacts are called side lobes; also the target point is called the main lobe. Fig. 6 displays four images acquired with different parameters, as well as vertical and horizontal section cuts from these im- ages. The first image, Fig. 6(a) , is a benchmark image acquired with 3 receivers and a 16-cycle transmit burst. The snr for this image is 29.7 and side-lobes are at 14.3% of the main lobe. The second image, Fig. 6(b) , uses 3-cycle transmit pulses. The dramatic increase in the side-lobes, up to 48.3%, and therefore reduction in the image quality, snr down to 18.5, can be observed, resulting from the reduction in the number of cycles in the burst length from 16 to 3 cycles. Figs. 6(c) and 6(d) were reconstructed using a series of experiments to mimic 6 or 9 receiver channels, and both display slightly better images compared with the benchmark image; the snr is 31.9 for the 6-receiver case and 36.1 for the 9-receiver case. both of these images present reduced lateral side-lobes, 8.9% and 4.0% respectively, which can be observed in Fig. 6(f) . The main lobe has a lateral width of 1.36 mm for the benchmark image and it was unaffected by a change in the number of receivers. However, for the 3-cycle transmit burst case, the main lobe widened to 1.95 mm. The axial width of the PsF main lobe was 0.68 mm, which was equal to a wavelength, for the first two images with 3 receivers, and drops down to 0.45 for the 6-and 9-receiver images.
The snr was measured as a function of number of acquisitions for these four cases; results are presented in Fig. 7 . It can be observed from the figure that with increasing number of acquisitions, the snr asymptotically approached a constant for each case. The snr reaches a constant value with lower number of acquisitions when there are fewer receiver channels at the expense of lowered snr. conversely, a higher snr was obtained when more receivers were used; however, more acquisitions were required before the snr reached a final value. The number of acquisitions versus snr behavior can be approximated by an exponential curve: A(1 − exp (−νm)), where A is the snr convergence value, m is the number of acquisitions, and ν is an exponential constant denoting the convergence speed.
Parameters A and ν, characterizing the snr curves, are further analyzed as functions of the number of receive channels as well as the number of acquisitions. artificially organized data sets from three different experiments that were used to mimic different cases with from 1 to 9 receivers were analyzed based on the parametric curves. Images reconstructed from these data sets and their snr were calculated for every m. snr-versus-m plots were obtained and fitted with exponential curves. results for the best-fit parameters are presented in Fig. 8 .
as can be seen from Fig. 8 , increasing the number of receivers increases the measured snr. However, Fig. 8 indicates that reaching this snr required an increased number of acquisitions. Even though the receive channels for this analysis were not selected randomly-rather, they were handpicked to create an equally spaced distribution of receivers across the aperture-the figure shows the convergence behavior of snr as a function of the number of receivers.
D. Axial and Lateral Resolution Assessment With Multiple Targets
acquisitions with multiple targets aligned vertically or horizontally were reconstructed to assess the method's ability to localize multiple targets. Images are given in Fig. 9 .
Even though the PsF had a measured axial FWHm of 0.68 mm, in the presence of multiple targets aligned vertically with 1 mm between them, the method performs poorly, and cannot localize both targets. as the distance between two targets was increased to 2 mm and 4 mm, both target points became resolvable in the image. This is summarized in the vertical-section cuts shown in Fig.  9(d) . similar findings were observed when the points were aligned horizontally. This time, however, it was predicted that objects closer than 1 mm to each other would not be resolved based on the lateral FWHm of the PsF, which was 1.35 mm. multiple points could be successfully localized when they were 2 mm or 4 mm apart. another noted difference is about the resulting intensities; even though both targets were identical, they appeared in the image with different intensities.
V. discussion a method similar to the one which was previously described as two-dimensional image reconstruction with unfocused randomized signals [13] is demonstrated using a low-frequency clinical transducer array and basic data acquisition hardware. This method relies heavily on the unique phase field crated by randomly assigned transducer frequencies. a backscattered signal can be processed to reconstruct a two-dimensional image based on its phase if the random phase field is known. In the earlier study, the random-frequency methodology was simulated using a hypothetical ultrasound transducer array of 202 elements and 1.15 mHz bandwidth centered at 675 kHz. an array with these specifications was not readily available; however, to provide proof of concept of the method. For the experiments, a clinical array from the low end of the frequency spectrum was chosen to obtain a high fractional bandwidth. Pulse-echo frequency response of the transducer array shows some degradation; therefore, a limited range of frequencies was used in the experiments. The selected frequency range still shows a variation greater than 10 db. despite these less-than-ideal conditions for the transducer array, the random-frequency method was successfully implemented and demonstrated.
The reconstruction algorithm presented in this research is slightly different from the original algorithm proposed for random-frequency imaging; however, it provides a close approximation to the solution. of the two approaches presented, the amplitude-based reconstruction provides better lateral and amplitude resolution, whereas the phase-based reconstruction has superior axial resolution. Using the amplitude of the former approach to window the reconstruction obtained by the latter approach results in images superior to either method, which was demonstrated through PsF analysis and justifies the combination of the two methods.
PsF measurements can be compared with the theoretical calculations of ideal b-mode performance of the same array. such an array can geometrically focus to cre- ate a beam with a lateral FWHm of 1.36 mm. This is almost equal to 1.35 mm (error less than 1%), which is demonstrated through PsF analysis of this study as its lateral resolution limit. similarly, the best axial resolution obtained was presented as 0.45 mm, which is again superior to the axial resolution that can be obtained using a b-mode imager, which is the temporal pulse width at the transducer's central frequency, and measured to be 1.8 mm for the array used. However, the performance of the random-frequency method is still to be experimentally determined for diffuse scatterers (speckle targets) and medical and biological applications, where the field is complex compared with the point targets studied in this paper.
The potential advantages provided by the random-frequency method are not limited by the image resolution. The hardware and acquisition sequence of random-frequency imaging method is much simpler than ultrasound scanners that use transmit-and-receive beamformers to create b-mode images. although hardware beamformers are very efficient in term of computation, the method demonstrated here eliminates this stage altogether, reducing the necessary hardware components significantly. a typical b-mode image is created with the current transducer array using 64 focused transmit elements and 64 receive elements. This requires more hardware resources than the acquisitions demonstrated here for random frequency with optimum M (M = 32), which uses 32 random transmissions from all elements and 32 a-line signals received from single elements. additionally, there is no time concern because the acquisition of 32 a-line signals requires half the time required for 64 beamformed b-mode acquisitions.
another counterintuitive fact is the ability to improve spatial resolution by using longer transmit bursts instead of a time-localized pulse. originally, it was proposed that continuous wave (cW) be used for transmission, however because of the hardware used in the study, this was replaced by a longer burst at a specific frequency. maximum transmit amplitude is obtained at a minimum of 3-cycle transmit; therefore, 3 is the minimum number of cycles used for transmission. alternatively, pulses consisting of more than 16 cycles are so long that they overlap the acquisition time window and saturate the receivers, preventing the recording of backscattered signals from the roI. comparison from the two extreme cases of transmission burst lengths concludes that the longest possible burst length is advantageous over shorter bursts.
one of the main shortcomings of the presented study was the limited number of receive channels; instead of access to all 64 channels, only 3 were used for the experiments. However, the parametric analysis of the snr from a series of 3 experiments with different receivers shows little snr improvement with the addition of these receive channels. For instance, going from 3 receive channels to 6 means doubling the receive hardware or acquisition time. This increase of channels provides only a 15% increase in the highest obtainable snr. similarly, increasing the number to 9 receive channels improves the highest snr by 24%. This improved snr comes at the expense of increasing the number of acquisitions, and thus reducing imaging speed. Fig. 8 verifies that the current setup, despite the limited number of receivers, provides sufficient acquisition flexibility for optimum snr. It is validated through this analysis that simplifying the random-frequency acquisition into 3 receive channels does not result in a drastic reduction of the image quality. one interesting fact about the snr is that it approaches an asymptotic limit as the number of acquisitions increases. This is due to the lim- ited bandwidth, variation of response within this limited range, and number of elements on the array. The strength of the method comes from the uniqueness of the sound field at each acquisition; however this was not satisfied because of the limitations mentioned earlier.
The resolution limitation of the random frequency method with the current setup is evaluated using multiple targets in the axial and lateral dimensions. Findings confirm the results of PsF analysis in lateral resolution, and demonstrate that the PsF overestimates the axial resolution performance. an interesting addition from these multiple target images is the difference of intensities of two identical targets. This kind of deconstructive interference is an issue when the points are aligned horizontally, but not vertically; therefore, is believed to be a product of the poor lateral resolution of the system.
The theory suggests that the random-frequency imaging method is sensitive to the changes in speed of sound and density; therefore, it can be used to reconstruct separate maps of sound speed and density of the medium. This would be a significant contribution to medical ultrasound and requires some modifications of the reconstruction algorithm to be implemented, leaving much work to be still performed.
obtaining high image resolution using a low-frequency broadband transducer array can be suitable for applications in which frequency-dependent absorption and phase aberrations present a challenge; for example, lowering the transducer frequency to penetrate the human skull results in a significant loss in b-mode image resolution. random frequency imaging may present a solution to this challenging problem by achieving improved resolution while keeping the transmitted frequencies low enough for transcranial penetration, minimized absorption, and reduced phase aberrations.
Finally, the method presented here does not require any advanced circuitry, which could be a significant barrier as the number of transducer elements increases, such as two-dimensional matrix transducers for three-dimensional ultrasound imaging. Therefore, random frequency imaging presents new opportunities to be used in three-dimensional ultrasound imaging.
VI. conclusions
This study demonstrates experimental verification of the random-frequency imaging method using a clinical transducer array. The method is effective in imaging point targets smaller than the wavelength, with axial and lateral PsF dimensions of 0.45 and 1.35 mm, respectively. These results indicate that improved imaging performance in the axial direction and comparable performance in lateral direction compared with b-mode images can be obtained while using fewer hardware resources. a broadband transducer array is essential in creating unique phase fields resulting from randomized transmissions; therefore, future experimental work should investigate the performance of a dedicated random-frequency transducer. additionally, all of the presented work, both simulation and experimentation, is based on frequency-independent point targets. Investigating the performance of the method on homogenous scatterer fields, where scattering is a function of frequency, is essential for this method to be presented as a clinical tool. references
