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Abstrakt
Cílem této diplomové práce bylo vytvorˇit 3D virtuální prohlídku areálu VŠB s vysokou
mírou interaktivity ze strany koncového uživatele. Rovneˇž byly vytvorˇeny prostrˇedky
pro tvorˇení prezentacˇních materiálu jako výstup z aplikace. Výsledek obsahuje jak sa-
motnou interaktivní aplikaci tak vizualizaci areálu VŠB. Soucˇástí práce jsou výkonnostní
testy na ru˚zných platformách. Projekt byl realizován v Unreal Engine 4.
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Abstract
The goal of this master thesis is to create a 3D virtual tour of the VŠB areal with a high
level of interactivity for the end user. It includes tools providing users with the ability
to efficiently create presentation material as application output. This project consist of
an interactive application and a visualization of the VŠB areal. Additionaly there are in-
cluded, performance tests performed in multiple hardware environments. This project
was realized in Unreal Engine 4.
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Seznam použitých zkratek a symbolu˚
PBR – Physically based rendering
UE – Unreal Engine
OASIS – Organization For The Advancement Of Structured Infor-
mation Systems
HTML – Hyper Text Markup Language
HLSL – High Level Shader Language
GLSL – OpenGL Shading Language
RT – Render thread
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51 Úvod
Virtuální prohlídky slouží k interaktivní prezentaci existujících nebo plánovaných ob-
jektu˚. Pojem samotný je opravdu široký, i panorama s možností otácˇení lze považovat
za virtuální prohlídku, nicméneˇ dnešní informacˇní doba a pokrok technologií umožnˇuje
interaktivitu podstatneˇ rozšírˇit a dát uživateli do rukou nástroj, který umožní lepší po-
chopení prostrˇedí. To je požadováno jak z hlediska vytvorˇení pozitivní prezentace, tak
možnosti usnadnit navigaci cˇi prˇedat obdobné informace prˇedtím, než se daný uživatel
do objektu skutecˇneˇ vydá.
V prˇípadeˇ požadavku na opravdu interaktivní prohlídku je možno prˇistupovat k pro-
jektu obdobneˇ jako k pocˇítacˇové hrˇe. Cílem uživatele, tedy hrácˇe, je získat informace, cí-
lem vývojárˇe je poskytnout uživatelsky prˇíveˇtivou, graficky a technologicky zvládnutou
cestou dané informace.
K realizaci zadání, virtuální prohlídky, bylo rozhodnuto využití herního enginu, který
obstará základní funkcionalitu jakožto renderování, zachycování vstupu ze strany uži-
vatele, umožní rychlé vkládání nových grafických objektu˚ a rychlé vývojové iterace za
úcˇelem dosažení požadované stylizace.
Prostrˇedek na virtuální prohlídku mu˚že byt využit i samotným vývojárˇem, cˇi jiným,
nekoncovým uživatelem. V tomto prˇípadeˇ mu˚že software, v prˇípadeˇ, že má požadovaný
výstup, sloužit k tvorbeˇ statických prezentacˇních materiálu. Možnosti jako naprˇíklad vy-
znacˇení cesty a porˇízení snímku obrazovky, jenž lze umístit na web, kde jej mu˚že shléd-
nout uživatel za využití minimálních prostrˇedku˚, byly beˇhem této práce zhodnoceny a
dle možností implementovány.
Volbu vhodného enginu ovlivnˇuje mnoho faktoru˚, které budou shrnuty a porovnány
v následující kapitole. Patrˇí mezi neˇ schopnost enginu vyporˇádat se s rozsáhlou scénou,
kvalita a zpu˚sob renderování, platformy, na které je možné výsledný produkt nasadit a v
neposlední rˇadeˇ licencˇní podmínky.
62 Enginy
Enginy jsou nástroje pro vývojárˇe nabízející vestaveˇné funkce pro tvorbu interaktivních
projektu˚, nejcˇasteˇji her na rozlicˇné platformy. Nabízí prostrˇedky pro renderování, správu
assets, tedy modelu˚, textur, animací a zvukových efektu˚. Rovneˇž rˇeší hiearchii úrovní.
V soucˇasné dobeˇ je na trhu k dispozici mnoho realtime enginu˚ jež jsou dlouhodobeˇ
vyvíjeny špicˇkovými studii a za jistých licencˇních podmínek poskytnuty menším vývo-
járˇským studiím a nezávislým vývojárˇu˚m. Enginy se liší jak renderovací pipeline, nástroji
a prˇístupem ke zdrojovému kódu, který umožnˇuje vývojárˇu˚m provést jakoukoliv úpravu
funkcionality.
2.1 Unity
Poprvé oznámen roku 2005, vyvíjen spolecˇností Unity Technologies [18]. Tento engine
byl vyvíjen jako aplikacˇneˇ všestranný a zameˇrˇený na segment nezávislých vývojárˇu˚. Z
prˇedních enginu˚ technologicky nejslabší, rozšírˇený mezi malými nezávislými studii, jen
velmi vzácneˇ použit pro profesionální tituly. Engine samotný je vytvorˇen v C++, scripto-
vání probíhá beˇžneˇ skrz vestaveˇné Mono v C# [22] cˇi Javeˇ, alternativneˇ je možno využít
Visual Studio. Práveˇ díky podporˇe C# si engine udržuje stabilní uživatelskou základnu.
Populariteˇ rovneˇž pomáhá velký internetový sklad grafických, zvukových a jiných as-
sets, tedy objektu˚, textur a materiálu˚. Vývoj materiálu˚ je obtížný pro využití takzvaného
shaderLab. Tvu˚rci Unity ocˇekávají nákup materiálu˚ na jejich skladu. V prˇípadeˇ této práce
nehrál sklad roli, jelikož veškeré potrˇebné objekty a materiály byly vytvorˇeny na míru
projektu.
Jakožto silneˇ multiplaformní engine umožnˇuje nasazení na Microsoft Windows, iOS,
Android, BlackBerry, Windows Phone 8, Mac OS, Linux, PS3, PS4, Xbox One, WiiU, PS
Vita a rovneˇž skrz web player.
Základní licencˇní verze unity je zdarma pro vývojárˇe s rocˇním ziskem do 100 000
USD. Unity pro je možno jednorázoveˇ licencovat za 1500 USD nebo za 75 USD meˇsícˇneˇ,
avšak neˇkteré platformy, konkrétneˇ android a iOS vyžadují vlastní licenci stejné ceny.
V soucˇasné dobeˇ nejznámeˇjší projekt beˇžící na Unity je Hearthstone od Blizzard En-
tertainment, z nezávislých titulu˚ pak Endless Space od Amplitude Studios.
72.2 Cryengine
Vyvíjen firmou Crytek [20]. Pu˚vodneˇ jako first person shooter engine pro hru Far Cry.
Jedná se o velmi pokrocˇilý engine a konkurenci Unreal Enginu, nabízí realtime dyna-
mické osveˇtlení, deferred lightning rendrovací pipeline, pokrocˇilé efekty jako screen space
reflections a GPU tesselaci. Engine je vyvíjen v C++.
CryEngine lze nasadit na Microsoft windows, Playstation 3 a4, Xbox 360, Xbox One,
Wii U, Android, iOS a Linux. Engine je poslední dobou kritizován za nedostatecˇnou pod-
poru ze strany Cryteku a za citelneˇ pomalejší vývoj v porovnání s Unreal Enginem a
Unity.
Základní licence poskytované za 10 Euro meˇsícˇneˇ dostane vývojárˇ Development kit,
tedy engine samotný a vývojový editor. C++ a LUA api interface pro prˇipojení vlastních
rožšírˇení. Royalty fee jsou v prˇípadeˇ této licence nulové. Zneˇní licencˇních podmínek ke
zdrojovému kódu CryEnginu je krytý NDA (dohoda o mlcˇenlivosti).
Nejznámeˇjšími prˇíklady nasazení jsou zde hry série Crysis a série FarCry. Obeˇ re-
prezentují schopnost enginu zvládat rozsáhlé otevrˇené úrovneˇ. Tento fakt tvorˇí CryEn-
gine vhodným kandidátem pro virtuální prohlídky rozsáhlých, realisticky zpracovaných
ploch.
2.3 Ogre
Engine šírˇení pod licencí MIT [12], yyvíjen Torus Knot Software Ltd [21] . Díky tomu je
aktivneˇ vyvíjen komunitou uživatelu˚. V komercˇním prostrˇedí se jedná o vzácneˇ využí-
vaný engine. Renderovací vlastnosti zaostávají za Unity, CryEngine a UnrealEnginem.
Výhodou zu˚stává malá základní hardwarová nárocˇnost.
Ogre lze nasadit na Microsoft Windows, Linux, Mac OSX, Android, iOS a Windows
Phone.
Díky MIT [12] licenci se jedná o opravdový Open Source engine. Není nutno platit
žádné meˇsícˇní poplatky ani poplatky ze zisku. Vývojárˇ není povinen zverˇejnit svu˚j zdro-
jový kód. V projektu je nutno uvést prohlášení o Open Source licenci enginu.
Jako prˇíklad nasazení aplikace stojí za zmínku OpenMW, projekt, který rovneˇž rˇeší
zpracování rozsáhlých ploch, avšak prˇi nižší kvaliteˇ zpracování než Unreal Engine cˇi
CryEngine.
82.4 Monogame
Open source engine vyvíjen MonoGame Team [10]. Vznikl roku 2009 jako náhrada XNA
od Microsoftu. Pu˚vodneˇ zameˇrˇen pouze na 2D hry, v dnešní dobeˇ podporující moderní
renderovací postupy vcˇetneˇ DX11. V soucˇasné dobeˇ se jedná o open source. Vývoj zde
není tak intuitívní jako v Unreal Enginu, Unity cˇi CryEnginu, avšak nechává vývojárˇi
úplnou kontrolu nad renderováním. Celkoveˇ se dá k monogame prˇistupovat spíše jako
k souboru knihoven usnadnˇující vývoj díky již implementované, cˇasto používané, funk-
cionaliteˇ. Oproti ostatním enginu˚m se zameˇrˇuje více na vývoj na konzole vydané firmou
Microsoft, cˇímž pokracˇuje v zameˇrˇení XNA. Osobneˇ tento engine z vlastní zkušenosti do-
porucˇuji vývojárˇu˚m, kterˇí pracovali s XNA a plánují velmi specifický prˇístup k rendero-
vání neobvyklý pro ostatní enginy, naprˇíklad 2.5D hry cˇi implementaci experimentálních
prˇístupu˚. Dále je výborný pro modernizaci existujících XNA projektu˚, jelikož používá
stejné api.
Z 3D aplikací je vhodné zmínit Infinite Flight, což je simulátor letadel beˇžící na mobil-
ních zarˇízeních. MonoGame však nebyl komercˇneˇ využit pro projekt zameˇrˇený na roz-
sáhlé projekty vysoké kvality.
Monogame lze nasadit na Microsoft Windows, Linux, Mac OSX, Android, Xbox 360 a
Xbox.
Jedná se o úplný opensource software s verˇejným prˇístupem prˇes GitHub.
2.5 Unreal Engine 4
Nejmoderneˇjší a nejrychleji vyvíjející se engine. Jeho první prˇedchu˚dce vznikl již v roce
1998, naprogramován firmou Epic Games [19]. Pu˚vodneˇ urcˇen pro žánr first person sho-
oter, tedy strˇílecˇky z pohledu vlastních ocˇí, engine se rychle rozšírˇil a jeho úpravy byly
využity naprˇícˇ všemi herními žánry. Aktuální verze, Unreal Engine 4.0, byla vydána v
kveˇtnu 2014.
V rámci velmi dostupné licence dostane uživatel prˇístup ke kompletnímu zdrojo-
vému kódu, smeˇr vývoje do jisté míry díky tomu urcˇuje komunita. Renderovací pipeline
je kompletneˇ deferred 3.1 s translucentními materiály a možností vlastních G-bufferu˚. En-
gine je implementován v C++. V rámci scriptování poté nabízí takzvané Blueprinty, jedná
se o druh grafického programování a hlavneˇ debuggování s vizualizací datových toku˚ za
beˇhu programu. V rámci vývoje je možno provést zmeˇnu kódu (naprˇíklad skrz Visual
Studio) prˇímo beˇhem testování bez nutnosti vypínat engine a ihned videˇt výsledky, tato
9funkce se nazývá Hot Reload. Tato možnost znacˇneˇ zrychluje iteraci vývoje a ladeˇní vý-
sledného produktu.
Unreal Engine 4.0 lze nasadit na Microsoft Windows, Linux, Mac OS, Android a iOS,
Playstation 4 a Xbox One, do budoucna je plánována podpora Windows phone. Rovneˇž
je možné projekt prezentovat skrz webový prohlížecˇ za využití HTML5 a OpenGL.
Licence byla po vypušteˇní poskytována formou prˇedplatného s cenou 20 euro za meˇ-
síc v rámci Evropy. V jejím rámci byly poskytovány pravidelné updaty a rozšírˇení. Od
2.3.2015 byl zrušen poplatek a používání Unreal Enginu 4 je zdarma. Stále však platí
Royalty fee, tedy poplatek ze zisku, cˇiní 5% z rocˇního zisku nad 3000 USD.
Vzhledem k datu vydání enginu není v soucˇasné dobeˇ jednoduché uvést dokoncˇený
projekt, jenž by dobrˇe prezentoval schopnosti enginu. Jako open source projekt ve vývoji
je vhodné zmínit Unreal Tournament. Z dalších prˇipravovaných titulu˚ potom DreadNou-
ght a Eve: Valkyrie, který se zameˇrˇuje na experimenty v oblasti virtuální reality.
V soucˇasné dobeˇ má kdokoliv volný prˇístup ke zdrojovému kódu Unreal Enginu.
Díky tomu se prˇímo nabízí jako výborný zdroj informací o špicˇkových rˇešeních v oblasti
realtime grafiky.
Updaty jsou distribuovány skrze spoušteˇcí aplikaci, takzvaný Launcher. Po prˇihlá-
šení získá registrovaný uživatel prˇehled o aktuální verzi, mu˚že spravovat nainstalované
instance enginu. Rovneˇž má prˇístup ke všem svým existujícím projektu˚m. Dále Laun-
cher nabízí prˇístup k marketplace, tedy místu sloužícímu pro nákup a prodej modelu˚,
materiálu˚, zvukových efektu˚, blueprintu˚, cˇi celých projektu˚.
Samozrˇejmeˇ renderování není jediná schopnost enginu, mnoho lidí by rˇeklo, že ani
hlavní. Stejneˇ tak zdrojový kód obsahuje sít’ové rˇešení, optimalizaci vstupu uživatele,
multithreading, doslova vše co je trˇeba k vybudování špicˇkové hry cˇi projektu založené
na stejné technologii.
Prˇístup ke zdrojovému kódu je však prˇínosný i pro autory Unreal Enginu. Komunita
se aktivneˇ podílí na vývoji, prˇidávání nových možností a vylepšování stávajících. Díky
tomu se Unreal Engine stal nejrychleji vyvíjejícím se herním enginem soucˇasnosti a nutno
podotknout, že již na trh vešel ve své dobeˇ jako nejmoderneˇjší.
Zdroj UE je napsán v C++ jak již bylo drˇíve zmíneˇno, je možno použít libovolné vý-
vojové prostrˇedí.
Prˇístup ke zdrojovému kódu probíhá prˇes GitHub. Pozvání uživatele probeˇhne po
registraci ucˇtu, bližší informace jsou k dispozici na oficiální webové stránce [8].
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Epic využívá platformy AnswerHub [9] pro rˇešení dotazu˚ uživatelu˚, feedback a hlá-
šení chyb. Využívá systém reputace pro hodnocení prˇíspeˇvku˚ uživatelu˚ a jedná se o mo-
derovaný systém.
2.6 Volba enginu pro realizaci práce
Pro realizaci tohoto projektu jsem zvolil Unreal Engine 4.0. Du˚vody jsou použité tech-
nologie, efektivní renderovací pipelne, pokrocˇilý navigacˇní mesh, silná základní AI, jenž
je nabízí potencionální využití prˇi hledání cest, zpu˚sob realizace shaderu, kompletní prˇí-
stup ke zdrojovému kódu a rychlý vývoj díky hot build, tedy možnosti editace zdrojo-
vého kódu za beˇhu enginu a výhodné licencˇní podmínky.
Unreal Engine umožnˇuje efektivneˇ spravovat rozsáhlé scény, aktualizace objektu˚ je
jednoduchá a v prˇípadeˇ zmeˇny reálného objektu, který je cílem virtuální prohlídky, je
triviální provést adekvátní zmeˇnu ve scéneˇ a prˇedávat tak uživateli aktuální informace.
Dále je možno v rámci OpenGL nasadit projekt na web a zprˇístupnit jej prˇes webový
prohlížecˇ.
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3 Renderování v reálném cˇase
Tato kapitola se bude zabývat rˇešením renderování samotného, tedy zpu˚sobu prˇevodu
informací v podobeˇ modelu˚, textur, fontu˚ a shaderu do výsledné rastrové podoby.
Vzhledem k vytvorˇení možnosti spojitého procházení areálu je nutné renderování v
reálném cˇase. Všechny zmíneˇné herní enginy jsou tohoto schopny, prˇedpoklad je hard-
ware schopný renderovat danou scénu prˇi dostatecˇné snímkové frekvenci vytvárˇející
iluzi plynulého pohybu.
Efektivní renderování v reálném cˇase [23] je umožneˇno díky pro to urcˇeným gra-
fickým kartám, gpu. Renderování v reálném cˇase je rychle vyvíjející se oblast. Prˇedešlý
takzvaný forward rendering [2] byl nahrazen deferred renderingem, avšak trend se nyní
upíná k novým alternativám kvu˚li omezením, jenž deferred rendering prˇinesl.
3.1 Deferred rendering
Jedná se o technologicky pokrocˇilejší alternativu forward renderingu [2]. Základní myš-
lenka forward renderingu byla postupné kompletní renderování jednotlivých objektu˚. V
rámci jednoho pru˚chodu tedy byla vyrenderována geometrie, aplikovány textury a vypo-
cˇítáno sveˇtlo, po dokoncˇení objektu se grafická karta prˇesunula na následující objekt, kde
byl opeˇt proveden kompletní výpocˇet. Deferred rendering se oznacˇuje jako screen space
technika, což znamená, že veškerá data prˇímo relevantní k výslednému osveˇtlení jsou
zpracovány v rámci rozlišení a rozsahu výsledné obrazovky, osveˇtlení se tedy renderuje
pro všechny viditelné objekty zárovenˇ. Postupneˇ jsou vyrendrovány potrˇebné pru˚chody,
základní:
• Diffuse Buffer - difuzní buffer obsahuje informace o barveˇ objektu˚, at’ už základní
barva získaná na základeˇ obarvení vertexu˚ nebo textur.
• Emission / Self illumination Buffer- emisní buffer obsahuje informace, jenž jsou
renderovány additivneˇ k výsledku po vypocˇtení osveˇtlení. V tomto projektu vyu-
žito naprˇíklad pro zvýrazneˇní parkovacích míst.
• Depth Buffer - hloubkový buffer zachovává hloubku scény s vysokou prˇesností,
beˇžneˇ je použit jeden kanál o 24 až 32 bitové hloubce.
• Normal Buffer - normálový buffer obsahuje informace o normálách objektu, tedy
orientaci normál prˇepocˇítaných a renderovaných ve World space.
12
Následneˇ je v kombinaci s informací o sveˇtlech spocˇítán výsledný obraz.
Ve forward renderingu bylo potrˇeba pro každý objekt pocˇítat sveˇtlo individuálneˇ,
tedy
O(FnLn) (1)
kde Fn je pocˇet geometrických fragmentu˚ a Ln pocˇet sveˇtel. Zárovenˇ je hodneˇ výpocˇtu˚
zbytecˇných naprˇíklad kvu˚li prˇekrytí objektu˚.
Naproti tomu nárocˇnost Deferred renderingu
O(ScreenrLn) (2)
kde Screenr je rozlišení obrazovky, tedy pocˇet viditelných pixelu˚, pro které je trˇeba spo-
cˇítat osveˇtlení.
Nevýhodou deferred renderingu je složitost rˇešení pru˚hledných objektu˚. Ty je možno
rˇešit v rámci omezených možností ve speciálních bufferech, je tedy nutno je rendrovat
zvlášt’ a rovneˇž pro neˇ pocˇítat zvlášt’ stínování. V du˚sledku toho není možno provádeˇt
antialiasing beˇhem renderování geometrie, jelikož by i na nepru˚hledných objektech zpu˚-
sobila cˇástecˇneˇ pru˚hledné fragmenty v oblasti hran. Je tedy rˇešen v rámci postprocessu,
v prˇípadeˇ Unreal Enginu je využit algoritmus FXAA [16].
Obrázek 1: Ukázka hlavních bufferu deferred renderingu, difuzní, hloubkový a normá-
lový
https://docs.unrealengine.com/latest/INT/Engine/Rendering/Materials/HowTo/Transparency/index.html
3.2 Fyzikálneˇ založené renderování
Jedná se o poslední dobou rozširˇující se prˇístup k renderování a materiálu˚m v real time
grafice. Cílem PBR [11] je prˇiblížení se k chování sveˇtla v reálném sveˇteˇ a vytvorˇení více
univerzálních materiálu˚, které mají stabilní kvalitu naprˇícˇ ru˚zným prostrˇedním.
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PBR chápe každý materiál jako reflexivní, specularity tedy není dodatecˇný efekt ma-
teriálu, ale je prˇímo vázán k ostatním atributu˚m. Konkrétneˇ specularity a specularity
power jsou nahrazeny jedním parametrem zvaným roughness, tedy drsnost povrchu.
Ten urcˇuje drsnost povrchu, prˇi nižší hodneˇ se materiál stává více reflexivním, odráží jak
silné zdroje sveˇtla, tak své okolí. Díky využití zákonu o zachování energie je možno do-
sáhnout reálných odrazu˚ sveˇtla za použití jediného parametru, at’ už je ním konstanta cˇi
textura v odstínech šedi.
Jednou z implementací odrazu˚ sveˇtla v PBR je Cook - Torrance [17]. Jedná se o tak-
zvanou biderectional reflectance distribution function, tedy funkce s obousmeˇrnou distri-
bucí odrazivosti, alternativy této funkce jsou více známé Blinn cˇi Phong stínování, které
ale nesplnˇují podmínky pro PBR. Všeobecneˇ jakýkoliv model, který vyžaduje pro vý-
pocˇet odlesku sveˇtla, specularity, dva parametry, porušuje zákon zachování energie. Na
obrázku 2 lze videˇt ovládání odlesku pomocí jednoho parametru, intenzita celkového
odlesku snížena úmeˇrneˇ ploše odlesku.
Pro vypocˇítání Cook - Torrance stínování potrˇebujeme vypocˇítat trˇi termy: fresnel,
geometrický a drsnost. V prˇíloze A je k dispozici má implementace Cook - Torrance s
komentárˇi . Prˇesto že se nejedná prˇímo o implementaci použitou v Unreal Enginu mu˚že
posloužit pro lepší pochopení fyzikálneˇ založeného stínování.
Stejneˇ jako veˇtšina beˇžneˇ používaných modelu˚ je možno i tento akumulovat a použít
jej tedy v deferred renderingu.
Obrázek 2: Ukázka chování odrazu sveˇtla v PBR, roughness z leva doprava od 0.0 do 1.0
odstupnˇováno po 0.2 krocích
3.3 Postprocessing
Postprocessing, jak název napovídá, probíhá na konci renderovacího cyklu. Umožnˇuje
ovlivnˇovat celkový vzhled a ladit atributy jako kontrast scény, saturace, globální illumi-
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naci, 3D LUT gradient cˇi prˇidat další efekty jako ambient occlusion, antialliasing, scre-
enspace reflections. K realizaci využívá prˇístupu k offscreen bufferu˚m, zejména depth
bufferu a scene bufferu. Scene buffer obsahuje data, která by byla bez postprocessingu
prˇímo rendrována na obrazovku.
V rámci stylizace projektu bylo vytvorˇeno neˇkolik ru˚zných postprocessu˚, které jsou
mezi sebou prˇepínány dle zvolené stylizace. Nejzajímaveˇjší z nich je postprocess využit
pro "cartoon"vzhled. Využívá vlastního shaderu, který je dále rozebrán v kapitole Mate-
riály 3.4.
Na obrázku 3 je možno videˇt efekt ru˚zných postprocesu na stejné scéneˇ. Obrázek
vpravo obsahuje:
• Depth of field - simulace hloubky ostrosti za využití hloubkového bufferu
• Saturation - snížení sytosti barev
• Shadow crush - potlacˇení stínu a tmavých míst
Obrázek 3: Ukázka dvou ru˚zných post procesu˚ na stejné scéneˇ
3.3.1 Screen space reflections
Obrazy v prostoru obrazovky jsou moderní prvek nejnoveˇjší generace realtime enginu
[4]. Zvyšují realitu prostrˇedí a objektu, poprˇípadeˇ umožnˇují rozšírˇit stylizaci, jak je tomu
v prˇípadeˇ tohoto projektu.
Jedná se o soucˇást postprocessu, pokud tedy máme potrˇebné grafické buffery, cˇímž
je depth buffer, normal buffer a buffer obsahující informace o mírˇe odrazivosti povrchu,
tedy v PBR roughness, mu˚žeme spocˇítat odrazy.
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Realizace probíhá následovneˇ: Je spocˇítán vektor odrazu pro každý renderovaný pi-
xel za využití depth bufferu a normal bufferu. Podél daného vektoru je vytvorˇen racast.
Jsou vytvorˇeny vzorky a je oveˇrˇeno, jestli je paprsek stále v rámci hloubky scény. Pokud
ano, je získán vzorek barvy.
Samozrˇejmeˇ jsou zde jistá omezení, samotný fakt, že se jedná o odrazy v prostoru již
vyrenderovaného obrazu znamená, že není možno za normálních okolností odrážet ob-
jekty mimo neˇj. Jako rˇešení se zde nabízí takzvané Reflection Capture. Na prˇedem zada-
ném místeˇ je uložena informace, která obsahuje nasnímaný okolní prostor. Tato informace
je statická, nezahrnuje tedy dynamický pohyb, prˇesto mu˚že znacˇneˇ pomoc výsledku jak
je možno videˇt na obrázku 5.
Obrázek 4: Screenspace odrazy
3.3.2 Bloom
Zajímavým i praktickým efektem je bloom. Jedná se o simulaci prˇírodního jevu prˇi po-
hledu na velmi sveˇtlý objekt. V tomto projektu je bloomu využito prˇi stylizaci Cartoonu
a je velmi viditelný prˇí zvýrazneˇní parkovacích míst. Vytvárˇí zárˇí v okolí objektu, dále
zdu˚raznˇující daný objekt.
16
Obrázek 5: Vlevo odraz prostrˇedí na kouli bez použití Reflection Capture, vpravo s ní
Obrázek 6: Porovnání zvýrazneˇní parkovacích míst bez využití bloom efektu a s ním
Obecneˇ efekt samotný probíhá v realtime grafice následovneˇ:
• Na bufferu výsledné scény je aplikován shader, jenž izoluje cˇásti nad urcˇitou sveˇt-
lost. Výsledek je uložen do docˇasného bufferu.
• Na výsledku je provedeno dvou pru˚chodové Gaussovo rozostrˇení.
• Výsledek prˇedchozího kroku je rendrován aditivneˇ3.1 na buffer scény.
Definice 3.1 Aditivní renderování je prˇicˇtení barevné hodnoty daného fragmentu k hodnoteˇ již
existujícího fragmentu. Pokud naprˇíklad máme pu˚vodní hodnotu fragmentu v ColorRGB =
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(50, 10, 0) a na neˇj aditivneˇ renderujeme ColorRGB = (0, 60, 10), výsledná hodnota fragmentu
bude ColorRGB = (50, 70, 10).
Gaussovo rozostrˇení je relativneˇ drahý proces, který vyžaduje velký pocˇet vzorku˚
textury, cˇi v tomto konkretním prˇípadeˇ bufferu.
Obecneˇ se Gaussovo rozostrˇení rˇeší pomocí konvoluce s jádrem využívajícím všeo-







Kde x je horizontální vzdálenost daného pixelu od pu˚vodního pixelu a y je vzdále-
nost vertikální, σ je standardní odchylka Gaussovy funkce. Výsledkem je vážený pru˚meˇr
okolních pixelu˚ v každém bodeˇ.
Vzhledem k tomu, že se jedná o filtrování 2D obrazu s diskrétními body, tedy pixely,
je možné jádro konvoluce definovat pomocí 2D matice.
Následneˇ je využito separabilnosti jádra 3.2. Díky tomu se dá 2D konvoluce rozložit
na dva pru˚chody 1D konvolucí, vertikální a horizontální, což sníží výpocˇetní složitost z
O(MNmn) na O(MN(m+ n)).
Definice 3.2 Jádro filtru je separabilní pokud h(x, y) = h1(x) · h2(y) = δ ∗ h1(x, ·) ∗ h2(·, y),
kde δ je Diracova funkce.
Vzhledem k cˇasové nárocˇnosti je trˇeba tento proces rˇešit na GPU.
• Na CPU jsou prˇedpocˇítány offsety a váhy dle požadované míry rozostrˇení, tvorˇící
2D matici.
• Offsety, váhy a požadovaná textura, cˇi buffer jsou poslány shaderu zajišt’ující hori-
zontální pru˚chod 2.
• Na základeˇ offsetu a vah dochází k 1D konvoluci.
• Výsledek je obdobneˇ zpracován shaderem zajišt’ujícím vertikální pru˚chod.
for ( int i=1; i<sampleCount; i++) {
outputTexture +=
tex2D(TextureSampler, ( PSIn.TexCoord+float2(offset[i], 0.0) /viewport.x ) )
∗ weight[ i ];
outputTexture +=
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tex2D(TextureSampler, ( PSIn.TexCoord−float2(offset[i], 0.0) /viewport.x ) )
∗ weight[ i ];
}
Výpis 1: Kód pro výpocˇet horizontálního pru˚chodu Gaussova rozostrˇení v HLSL
Díky tomu, že probíhá na GPU, je možno využít redukci pocˇtu vzorku˚ díky lineár-
nímu vzorkování textury [13].
Pokud prˇi vzorkování textury na GPU nepoužíváme prˇímo strˇed pixelu, je vzorkem
pru˚meˇr z okolních pixelu˚ v závislosti na vzdálenosti jejich strˇedu od námi vzorkovaného
bodu, v prˇípadeˇ dvoupru˚chodového Gaussova rozostrˇení, kdy každý pru˚chod je jedno-
rozmeˇrný, je pro nás relevantní hodnota mezi dveˇma pixely. Tento prˇístup tedy snižuje
pocˇet vzorku˚ na polovinu prˇi zachování stejného množství informací.
Pro využití tohoto faktu je trˇeba prˇepocˇítat jádro filtru pro Gaussovo rozmazání. Váhy
jsou vypocˇítány dle vztahu
weightL(t1, t2) = weightD(t1) + weightD(t2) (4)
Offsety pak
offsetL(t1, t2) =
offsetD(t1) ∗ weightD(t1) + offsetD(t2) ∗ weightD(t2)
weightL(t1, t2)
(5)
Univerzální implementaci obsahující HLSL shader a vypocˇítání lineárních offsetu˚ a
vah založené na cˇlánku [13] mu˚žete najít v prˇíloze A.
3.4 Materiály
Materiál je v terminologii enginu struktura shaderu kompletní tak, aby v rámci daného
Enginu umožnila vyrenderování objektu. Moderní shader má neˇkolik cˇástí:
• Vertex shader - Je proveden na vertexech vstupní geometrie. Urcˇuje transformuje
pozici na základneˇ projekcˇních matic. Dále umožnˇuje transformovat na základeˇ li-
bovolné matematické funkce, jenž mu˚že být za beˇhu ovládána parametrem, v tomto
projektu využito pro materiál budov3.4.4.
• Geometry shader - Volitelná cˇást shaderu, jenž existuje od DirectX 10. Umožnˇuje
prˇidávat geometrii, tedy vertexy do již existujících objektu˚. Vhodné naprˇíklad prˇi
tvorˇení 2D spritu. V moderní grafice cˇasto využíváno pro GPU cˇástice, jelikož umož-
nˇuje dále snížit využití CPU a tvorˇit cˇást geometrie na GPU.
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• Pixel(Fragment) shader - Urovenˇ shaderu starající se o rasterizaci, pracuje s pixely
renderované scény, tedy kompletneˇ 2D. V moderní grafice je zde provedeno pocˇí-
tání sveˇtla a dalších efektu˚. Základní funkcˇnost je naprˇíklad aplikace textur.
• Hull shader / Domain shader / Tessellation control shader - podobneˇ jak Geome-
try shader slouží k prˇidávání geometrie. Jsou optimalizované na prˇidání velkého
pocˇtu vertexu˚ díky hardwarové strukturˇe GPU. Slouží k prˇidávání detailu˚, jež není
možné rˇešit prˇes normálové mapy v Pixel shaderu.
• Compute shader - Slouží k provedení všeobecných algoritmu˚ na GPU a tedy prˇe-
sunutí cˇásti záteˇže z CPU na GPU. Využito naprˇíklad prˇi takzvaném Box Blur, což
je alternativa ke Gaussovu rozostrˇení.
Vzhledem k deferred renderingu je aplikováno na jeden objekt neˇkolik shaderu˚. Nejdrˇíve
shadery v rámci materiálu prˇirˇazenému konkrétnímu objektu. Následneˇ pak v rámci
screen space jsou na celou obrazovku aplikovány shadery rˇešící stínování objektu˚. Ná-
sledneˇ pak volitelneˇ shadery pro post procesing.
V UE jsou materiály rˇešeny neˇkolika zpu˚soby. Hlavní vývojovým nástrojem je zde
material editor, využívající uzly (nody) k vytvorˇení materiálu. Tyto materiály je možno
zkompilovat jako HLSL [24] cˇi GLSL [25]. Tento krok je rˇešen automaticky prˇi buildu pro-
jektu. Uzly reprezentují jednotlivé funkce shaderu, jež tvorˇí materiál, využívají stejnou
syntaxi jako HLSL a jsou kompatibilní. Pomocí tohoto souboru je rovneˇž možno prˇidávat
další nové uzly a rozširˇovat tím možnosti enginu, nové uzly je možno tvorˇit rovneˇž v
rámci material editoru samotného, v tom prˇípadeˇ se beˇžneˇ nazývají makry. Faktem zu˚-
stává, že materiál vytvorˇený v node editoru je naprosto roven materiálu napsaném rucˇneˇ
co se týcˇe výkonnosti. Naopak co se týcˇe uživatelské prˇíveˇtivosti, umožnˇuje node edi-
tor real time preview, tedy náhled v reálném cˇase, výsledného materiálu a jednotlivých
nodu˚.
3.4.1 Výstup shaderu
V následující cˇásti budou strucˇneˇ shrnuty výstupy materiálu použity v rámci toho pro-
jektu, kompletní prˇehled je uveden v oficiální dokumentaci.
• Color Basic - Výstup do prvního renderovacího bufferu, zpravidla difuzní, neboli
albedo, urcˇuje barvu a intenzitu daného pixelu prˇed aplikací sveˇtla.
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Obrázek 7: Výstupu shaderu
• Metallic - Urcˇuje kovový vzhled povrchu, konkrétneˇ míru aplikací vlastní barvy v
porovnání s prostrˇedím, tedy naprˇíklad vliv odrazu. Vstup v rozsahu 0 až 1, pro
cˇisté povrchy se používají pouze hodnoty 0 až 1 dle daného typu, pro realistic-
kou simulaci kombinovaného povrchu, tedy naprˇíklad zaprášeného, se využívají
hodnoty mezí. Tento projekt využívá metallic parametr u neˇkterých shaderu˚, ne za
úcˇelem reálnosti, ale za úcˇelem dosažení požadovaného vzhledu konkretní styli-
zace.
• Roughness - Urcˇuje drsnost povrchu z pohledu fyzikálneˇ založeného renderování
sveˇtla3.2. Nahrazuje specularity a glossiness mapu.
• Emission - Rendrováno do bufferu, jenž je aplikován aditivneˇ k pixelu s již vy-
pocˇteným sveˇtlem. Tato informace samotná je tedy neovlivneˇna okolním sveˇtlem
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a je vhodná pro simulaci objektu˚ emitujících sveˇtlo v rámci materiálu, za normál-
ních okolností neovlivnˇuje okolní objekty jako samostatný zdroj sveˇtla, nicméneˇ
existující jisté technologie které toto umožnˇují, byt’ nepracují dynamicky, nejsou
renderovány realtimoveˇ, ale prˇedpocˇítány a uloženy do textur.
• World position offset - Oproti prˇedcházejícím se jedná o operaci ve Vertex Sha-
deru. Umožnˇuje modifikovat vertexy v závislosti na informaci materiálu, beˇžneˇ se
používá v kombinaci s GPU tesselaci objektu, v tomto projektu byl využit k auto-
matickému otácˇení textu a snižování budov.
3.4.2 Vytvárˇení shaderu
Prˇesto, že realizace probíhá pomocí uzlu˚, každý uzel prˇedstavuje funkci, jenž lze repre-
zentovat naprˇíklad HLSL cˇi GLSL kódem.
Uzly se deˇlí na trˇi typy.
• Vstupní - vytvárˇení vstupní informace pro daný shader, mu˚že se jednat o konstanty
cˇi parametry.
• Funkce - uzly, které zpracují vstup a poskytují výstup pro další zpracování
• Výstupní - méneˇ používané uzly, které smeˇrují výstup do speciálních, uživatelem
vytvorˇených grafických bufferu˚, umožnˇují tak prˇedávání informací mezi jednotli-
vými shadery.
Postupným prˇidáváním uzlu˚ je tedy budován shader, jenž je možno následneˇ zkom-
pilovat pro požadovaný jazyk jako naprˇíklad HLSL cˇi OpenGL.
Prˇímo v editoru je rovneˇž možno zobrazit HLSL kód daného shaderu. Možnost ko-
mentovat cˇásti shaderu je samozrˇejmostí usnadnˇující dokumentaci a znovupoužitelnost
v budoucích projektech.
3.4.3 Parmetrizace shaderu
Pro demonstraci shaderu budou rozebrány trˇi materiály vytvorˇeny pro tento projekt, ma-
teriál použitý na budovy, jenž zahrnuje parametrizaci s propojením na interaktivní blue-
print uživatelského rozhraní, material collection, PBR vlastnosti, world position offset a
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Obrázek 8: Ukázka materiálu použitého na budovách
využití depth bufferu. Dále materiál využit ve stylizaci pojmenované "Cartoon"pro vy-
tvorˇení cartoon hran objektu a sjednocení barev. Jako poslední prˇíklad materiál stopy,
který je využit v jednoduchém cˇásticovém systému.
Projekt meˇl požadavky v rámci vizuální informace, které bylo nutné rˇešit skrz využití
materiálu. Jedním z nich byla informace o budovách, základní vzhled meˇl byt jednodu-
chý v málem rozsahu barev, rovneˇž však je trˇeba zobrazit barevné rozlišení budov na vy-
žádání uživatele. Pro tento prvek bylo využité lineární interpolace mezi dveˇma barvami
v závislosti na vstupu dynamického parametru.
3.4.4 Materiál budov
Steˇžejním materiálem je materiál budov. Budovy samotné jsou dominantou areálu a mají
hlavní vliv na výsledek virtuální.
Obarvení na základeˇ vzdálenosti probíhá následovneˇ. Dle informací získaných z Depth
Bufferu je zjišteˇna hloubka pixelu, tedy vzdálenost od kamery samotné. Pomocí funkce
Depth Fade je vybudován gradient za využití dynamických parametru˚. Funkce Depth
Fade pracuje následovneˇ:
1. Je vypocˇítán vektor Camera Position - Absolute World Position
2. Dále je hloubkový vektor transformován z View do World
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Obrázek 9: Ukázka využití parametru shaderu, vlevo hodnota prˇechodu barvy 10,
vpravo 25
3. Následuje skalární soucˇin mezi smeˇrovým vektorem získaným v prvním kroku a
transformovaným hloubkovým vektorem
4. Je zjišteˇna délka vektoru vypocˇítaného v prvním kroku, výsledek je vynásoben se
skalárním soucˇinem
5. Tímto je urcˇena pozice kamery vzhledem k sveˇtu v rámci hloubky
6. Nyní je využita informace z Depth Bufferu upravená na základeˇ vstupních para-
metru˚, jenž urcˇí vzdálenost a ostrost výsledného prˇechodu
7. Odecˇtením takto upravené hodnoty od hloubky pohledu samotného získáme ska-
lární hodnotu urcˇující hodnotu prˇechodu na základeˇ vzdálenosti a vstupních para-
metrech prˇechodu.
Na základneˇ výstupu z této funkce je provedena lineární interpolace mezi kódovou
barvou budovy a barvou budovy, výsledek lze videˇt na obrázku 10 .
Další funkcí je plošné zobrazení barevného kódování na všech budovách bez ohledu
na vzdálenost od kamery. Zde byla využita absolutní pozice ve sveˇteˇ, jenž je vynáso-
bená konstantou, cˇímž je urcˇena ostrost prˇechodu. Následneˇ je prˇicˇten dynamický pa-
rametr, cˇímž je urcˇena výška prˇechodu. Poté je z absolutní pozice pomocí maskování
vybrán pouze trˇetí koordinát, tedy Z, respektive B. Nakonec je daný kanál omezen po-
mocí funkce Clamp mezi 0 a 1. Výsledek je použit jako maska lineární interpolace mezi
základní barvou a barvou konkrétní budovy v prˇípadeˇ viditelného barevného kódování.
24
Obrázek 10: Ukázka využití Depth Fade pro obarvení budov v závislosti na vzdálenosti
1
Materiál umožnˇuje dynamické snížení budov pro zlepšení viditelnosti znacˇení budov
pomocí písmen prˇi pohledu z vlastních ocˇí. Je využito skalárního dynamického vstup-
ního parametru, jenž násobí absolutní Z pozici vertexu. Pochopitelneˇ se jedná o operaci
ve vertex shaderu a výstup tohoto shaderu je World Position Offset popsán v podkapitole
3.4.1.
Další skalární parametr ovlivnˇuje roughness jenž je blíže popsán v kapitole 3.2.
Soucˇástí konceptu bylo zpru˚hlednˇování materiálu prˇi prˇiblížení. Bohužel vzhledem
k deferred renderování pru˚hledné materiály mají velký pocˇet omezení a není vhodné je
používat jako materiály cˇástecˇneˇ nepru˚hledné. Nabízí se zde experimentální rˇešení v po-
dobeˇ funkce DitherTemporalAA. Jedná se o metodu, prˇi které se využije náhodneˇ genero-
vaný vysokofrekvencˇní šum, cˇímž vytvorˇí úplnou pru˚hlednost na náhodných pixelech.
Postprocess antialiasing následneˇ povrch zahladí a vytvorˇí tak iluzi cˇástecˇneˇ pru˚hled-
1 Dynamický parametr mu˚že být pouze typu Vector4, který je vždy cˇtyrˇkanálový. Tento vstup je v tomto
materiálu cˇasto používán v lineární interpolaci s barvou v druhém kanálu, aby bylo možno provést lineární
interpolaci, je nutno z dynamického parametru odstranit cˇtvrtý kanál, naprˇíklad za pomocí funkce Brea-
kOutFloat4Components a následné MakeFloat3.
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ného materiálu. Výsledek si mu˚žete prohlédnout na obrázku 11. Tuto funkci je možno
zapnout skrz uživatelské rozhraní za beˇhu virtuální prohlídky. Krom viditelných arte-
faktu˚ je dalším omezením témeˇrˇ nulová kontrola nad mírou pru˚hlednosti a nutnost pou-
žívat TemporalAA.
Obrázek 11: Ukázka využití Depth Fade pro obarvení budov v závislosti na vzdálenosti
3.4.5 Postprocessing materiál
Jeden z materiálu byl navržen pro použití v rámci postprocessu. Využívá tedy vyrende-
rovaných bufferu˚ a na jejich základeˇ provádí operace.
Konkrétním cílem toho shaderu bylo dosáhnout "kreslený"vzhled scény. Využívá de-
tekci hran v depth bufferu. Hrany jsou dále testovány na hloubku vu˚cˇi Depth bufferu,
velmi vzdálené hrany jsou odrˇíznuty, bylo zabráneˇno artefaktu˚m na sky dome. Takto
získané hrany jsou použity jako maska mezi dále prˇedzpracovanou vstupní scénou a
barvou hran.
Scéna samotná je prolnutá a prˇednastavená barvou pro podtrhnutí stylizace a sladeˇní
barev tvorˇící pastelový efekt.
26
Obrázek 12: Ukázka artefaktu˚ vzniklých tvorˇením hran na sky dome
3.4.6 Materiál stopy
Peˇší pawn byl navržen tak, at’ za sebou zanechává stopu. Jedná se o barevný pruh, který
zu˚stavá po urcˇitou dobu po pru˚chodu pawna. Cesta se skládá z meshu˚, obdobneˇ jako
znacˇení cest blíže popsaných v podkapitole 5.2.2.
Každý segment v tomto prˇípadeˇ mizí postupneˇ skrze postupneˇ se snižující viditel-
nost v závislosti na uplynulém cˇase. Tento efekt je rˇešen na GPU, prˇi vytvorˇení segmentu
cestu je do každého vertexu uložen údaj o cˇasu jeho vytvorˇení. Prˇí renderování je da-
nému shaderu zodpoveˇdnému za tento efekt poslán aktuální cˇas. Následneˇ je spocˇítán
normalizovaný cˇas:





Duration je doba, po kterou má být vytvorˇený segment viditelný. Pomocí normalizo-
vaného cˇasu je poté spocˇítána viditelnost, v prˇípadeˇ lineární zmeˇny viditelnosti:
opacity = lerp(1.0, 0.0, normalizedAge); (8)
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Obrázek 13: Ukázka stopy
Opacity je výsledná viditelnost v daný cˇas, lerp je univerzální funkce jak v HLSL, tak
GLSL pro lineární interpolaci mezi dveˇma hodnotami. Drˇíve bylo zmíneˇno, že v rámci
renderovací pipeline jsou možnosti pru˚hlednosti omezené. Tento materiál se renderuje v
jiném pru˚chodu než materiály aplikované na základní objekty scény, po dokoncˇení výpo-
cˇtu osveˇtlení a nemu˚že prˇíjmat sveˇtlo, což umožnˇuje pocˇítání pru˚hlednosti bez zveˇtšení
pocˇtu pru˚chodu˚ renderu.
Materiál samotný obsahuje možnost prˇednastavit barvu stopy a dále dynamický pa-
rametr, který umožnˇuje vypnutí viditelnosti stopy skrze uživatelské rozhraní.
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4 Vytvárˇení assets
V této kapitole následuje shrnutí informací o vytvárˇení modelu˚ vizualizovaného areálu.
Dále pak informace o importování vytvorˇených modelu˚, textur a prvku˚ uživatelské roz-
hraní do enginu samotného.
Pro vytvorˇení potrˇebné 3d grafiky byl použit 3D Studio Max 2012. Díky cílové styli-
zaci bylo vytvárˇení assets samotných snadné a jelikož se jedná o vedlejší cˇást této práce,
zmíním pouze strucˇneˇ základní principy.
Vzhledem k použití v realtime enginu bylo nutné zachovávat cˇistou topologii me-
she a optimalizovat UV mapování. Prˇesto, že ve finální verzi nejsou použity textury, UV
koordináty jsou využity k zapecˇení sveˇtla a statických stínu˚ do finální scény, jakékoliv
prˇekrývání je tedy neprˇípustné a zpu˚sobilo by lehce viditelné artefakty.
K odlišení materiálu od sebe v rámci jednoho objektu bylo využito Material Id, který
následneˇ v UE umožnil aplikovat neˇkolik materiálu˚.
Beˇhem tvorby byly sjednoceny objekty pro cesty, chodníky a budovy, což umožnilo
velmi rychlé iterace.
Obrázek 14: Ukázka vytvárˇení optimalizovaného modelu s UVW mapováním pro virtu-
ální prohlídku
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4.1 Importování do UE
Pro importování 3D objektu˚ byl využit formát .fbx, jenž je vyvíjen spolecˇností Autodesk.
Jedná se o moderní, široce rozšírˇený binární souborový formát pro prˇenášení 3D modelu˚.
Vcˇetneˇ informací o vertexech, normálách a UVW sourˇadnic umožnˇuje prˇenášet skeletal
mesh, tedy informací o kostech objektu sloužících k animaci, což bylo v tomto projektu
využito prˇi tvorbeˇ peˇšího Pawna5.2.1 ovládaného uživatelem.
Jako formát textur využitých naprˇíklad v uživatelském rozhraní byl PNG. Jedná se o
bezztrátový 32 bitový formát využívající 8 bitu˚ na barevný kanál. Zde je nutno pamato-
vat, že se jedná o formát prˇed importem, Unreal Engine samotný v rámci svého content
manageru konvertuje textury dle požadavku˚ zadaných prˇi importu. V prˇípadeˇ uživa-
telského rozhraní bylo využito bezztrátové komprese a potlacˇení vytvárˇení automatické
úrovneˇ detailu vzhledem k jejich relativneˇ nemeˇnné velikosti. Pro vytvárˇení mipmap 4.1
bylo využito bilinearního algoritmu zveˇtšujícího ostrost.
Definice 4.1 Mipmapy jsou prˇedem vypocˇítané a uložené optimalizované sekvence textur, které
jsou použity zárovenˇ s texturou pu˚vodní. Výška a šírˇka každé následující textury je polovicˇní
oproti prˇedchozí. Slouží ke zvýšení rychlosti renderování a k potlacˇení aliasingu. Mipmapy je
možno vytvorˇit pouze z textur, jejichž výška a šírˇka jsou mocniny dvou.
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5 Blueprinty - Vizuální programování
V této kapitole následuje popis použité metody implementace funkcionality za využití
moderního prostrˇedku v podobeˇ vizuálního programování, jenž Unreal Engine nabízí.
Jedná se o scriptovací systém založený na uzlech. Jedná se o velmi flexibilní nástroj,
který umožnˇuje vytvárˇet mechanismy a funkcionalitu.
Jednotlivé uzly reprezentují vše od matematických funkcí, prˇes marka až po celé trˇídy
napsané v C++, které jsou at’ už soucˇástí zdrojového kódu, cˇi napsány vývojárˇem.
Blueprint mu˚žeme chápat jako trˇídu, jejíž instance jsou pozdeˇji vytvárˇeny ve hrˇe dle
potrˇeby. Mohou definovat cˇi ovlivnˇovat ovládání hrácˇe, herního sveˇta, objektu˚, umeˇlou
inteligenci cˇi uživatelské rozhraní.
Jednou z velkých výhod blueprintu je vizualizace datových toku˚, což je velmi dobrˇe
využitelné prˇi ladeˇní projektu a odstranˇování chyb. Jak mu˚žete videˇt, na obrázku 15 je vi-
zualizace konkrétní instance trˇídy za beˇhu programu. Ladeˇní blueprintu umožnˇuje stejneˇ
jak ladeˇní kódu vytvárˇet breakpointy, cˇi procházet kód rˇádek po rˇádku, v tomto prˇípadeˇ
node po nodu.
Obrázek 15: Ukázka vizualizace datového toku v rámci blueprintu
Rovneˇž výsledky veˇtvení a cykly jsou velmi dobrˇe zobrazeny a umožnˇují snadnou
kontrolu datových toku˚.
Problémem u komplexních projektu˚ mu˚že být prˇehlednost cˇi chybeˇjící funkcionalita.
V obou prˇípadech je rˇešení v rozšírˇení stávajících nodu cˇi prˇidání vlastních skrz progra-
mování v jazyce C++. Tento úkon vyžaduje použití source verze Unreal Enginu, kterou
je pochopitelneˇ trˇeba zkompilovat. Unreal Engine od verze 4.5 umožnˇuje takzvaný Hot
reload, tedy kompilovat zdrojový kód za beˇhu editoru a plynule tím propojit vývoj v
blueprintu a C++ programování.
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5.1 Komunikace mezi blueprinty
Pro prˇedávání dat mezi blueprinty slouží takzváné Custom events, neboli vlastní události
definované vývojárˇem. Aby bylo možno vyvolat Custom event jednoho blueprintu, v
druhém musí daný blueprint znát referenci na instanci požadovaného blueprintu, k jehož
eventu, události, chce prˇistoupit.
Získat referenci je možno neˇkolika zpu˚sobu, cˇasto se k tomu využívá takzvaný le-
vel blueprint. Jedná se o vždy existující blueprint aktuální herní plochy. Je zde možno
prˇistupovat k referencím všech objektu˚ v herním sveˇteˇ, tedy od statických meshu˚ až po
instance blueprintu˚.
Pro funkcionalitu tohoto projektu bylo nutno vytvorˇit neˇkolik takovýchto propojení.
Prˇedávání reference prˇes level blueprint bylo využito pro prˇedání referencí požadová-
ného typu postprocesu trˇídeˇ PresenationControll, dále pak propojení této trˇídy na uživa-
telské rozhraní umožnˇující ovládání prˇes grafický interface. Funkce pro prˇedání referencí
je zavolána jednou za využití Event Begin Play, tedy událost vyvolána prˇi spušteˇní virtu-
ální prohlídky.
Obrázek 16: Ukázka prˇedání referencí prˇes level blueprint
Další možností získání reference na daný objekt cˇi blueprint se nabízí, pokud blue-
print daný objekt dynamicky vytvárˇí. Této varianty bylo využito v Controlleru, jež umož-
nˇuje prˇepínání mezi ru˚znými zpu˚soby pohybu v areálu, jak je blíže popsáno v podkapi-
tole 5.2.1. Controller samotný vytvárˇí instance Pawnu, mezi nimiž je prˇepínáno za beˇhu
virtuální prohlídky, beˇhem jejich vytvorˇení dochází zárovenˇ k uložení referencí, které
jsou k této funkcionaliteˇ využity.
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Obrázek 17: Ukázka získání referencí prˇi tvorˇení instancí
5.2 Implementace interaktivity
Hlavním du˚vodem volby herního enginu pro vytvorˇení virtuální prohlídky bylo poskyt-
nout uživateli možnost projít daný areál dle svého uvážení, zvolit nastavení vizualizace
a zvýraznit významné objekty dle potrˇeby. Unreal Engine implementaci znacˇneˇ ulehcˇil,
prˇesto pochopitelneˇ jeho základní funkcionalita nepocˇítá s neˇkterými možnostmi, které
byly požadovány v tomto prˇípadeˇ.
Vzhledem k nasazení na mobilní zarˇízení jako jsou tablety, bylo nutností zprˇístup-
nit základní uživatelské funkce skrze grafické rozhraní tak, aby nebyla nutnost používat
teˇžce prˇístupné klávesové zkratky jak je dále popsáno v podkapitole zabývající se grafic-
kým rozhraním 6.2.
5.2.1 Pohyb
Pro vytvorˇení architektury ovládání pohybu byla využita základní struktura ovládacích
prvku˚ Unreal Enginu, která byla dále modifikována. Struktura se skládá z následujících
cˇástí:
• Player - slouží k jednoznacˇné identifikaci daného hrácˇe, tedy uživatele.
• Controller - actor, jenž je prˇideˇlen hrácˇi a který ovládá Pawna cˇi jiného actora, který
je odvozen z trˇídy Charakteru. Úzce komunikuje s pawnem, kterého ovládá a na-
vzájem mezi sebou synchronizují rotaci, prˇesneˇji rotace pawna je veˇtšinou rˇízena
rotací controlleru, která je odvozena z požadavku pawna, tedy naprˇíklad du˚sledku
kolizí. Prˇebírá input, at’ již z klávesnice cˇi jiného ovladacˇe jako naprˇíklad game-
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padu, což je relevantní pro tento projekt, jelikož ovládání skrz tablet využívá twin
stick principu. Potom, co je input prˇebrán ovladacˇem, je poslán pawnu, který se
dále rozhodne dle svých atributu˚, jak s daným vstupem naložit.
Controller beˇžneˇ ovládá jednoho pawna, v jistých prˇípadech mu˚že controller ovlá-
dat neˇkolik entit, cˇi v konkrétním prˇípadeˇ toho projektu umožnˇuje prˇepínání mezi
ru˚znými druhy pawnu.
• Pawn - trˇída, z níž jsou odvozeny actors, které ovládá hrácˇ cˇi AI a tvorˇí reprezen-
taci daného uživatele prˇímo v herním sveˇteˇ, cˇasto se jedná prˇímo o herní charakter.
Základní trˇída umožnˇuje definovat a limitovat velké množství atributu˚ pohybu,
jakožto rychlost chu˚ze, výška výskoku, akcelerace, cˇi rychlost rotace. Stejneˇ tak
umožnˇuje omezit osy pohybu. Skrze blueprinty cˇi modifikaci zdrojového kódu je
možno dále upravovat chování naprˇíklad pro následování vyznacˇených cest.
V rámci této struktury je beˇžné, že se každý prvek v rámci jednoho hrácˇe vyskytuje
práveˇ jednou, neboli jeden hrácˇ má prˇideˇlen jeden Controller, jenž má prˇideˇlen jednoho
pawna. Tato struktura byla pro potrˇeby této virtuální prohlídky nedostatecˇná.
Ve finální verzi jsou Controlleru prˇideˇleni trˇi pawni, tak aby nabídli komplexní, ale
intuitivní prohlížení areálu.
První možností je peˇší Pawn, simulující procházení areálu z pohledu první osoby,
tedy cˇloveˇka vcˇetneˇ vizualizace postavy a reálné výšky ocˇí.
Druhou možností je volný pohyb, jedná se o Pawna, který se dá prˇirovnat k léta-
jící sondeˇ. Zde byla využita základní fyzika, akcelerace objektu a decelerace pu˚sobením
vzduchu pro simulaci hladkého pohybu. Dále bylo implementováno ovládání uhlu po-
hledu pomocí pohledu myší. Vzhledem k prˇedpokládanému požadavku ze strany uži-
vatele prˇistupovat k uživatelskému rozhraní existuje možnost docˇasneˇ vypnout pawna
ovládání myši, tato funkce byla prˇirˇazena klávesové zkratce a není zahrnuta v grafic-
kém uživatelském rozhraní jelikož není relevantní pro ovládání na mobilních zarˇízeních.
Poslední možností je kolmý pohled z vrchu s možností rotací kamery v ose Z.
5.2.2 Kreslení cest
Jednou z funkcí této virtuální prohlídky je kreslení cest uživatelem v prostoru. Tyto cesty
je následneˇ možno zachytit na screenshotu a usnadnit navigaci návšteˇvníku˚m areálu.
Funkcionalita byla realizována následovneˇ:
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Obrázek 18: Cesta vložená uživatelem do virtuální prohlídky
1. Prˇi stisku prˇednastavené klávesy, pu˚vodneˇ F, je vytvorˇena instance trˇídy Path a
umísteˇna do pocˇátku sourˇadnicového systému. Reference na tuto instanci je ná-
sledneˇ uložena.
2. Prˇi stisknutí pravého tlacˇítka myši je vytvorˇen raycast ze smeˇru pohledu uživa-
tele na kurzor myši. Vzhledem k neznámé vzdálenosti, ze které je raycast použit,
mu˚žou nastat problémy s prˇesností, tedy detekcí zásahu objektu, z tohoto du˚vodu
dochází k oveˇrˇení raycastu, neúspeˇšný raycast je zahozen.
3. Po úspeˇšném raycastu jsou prˇedány informace o zásahu instanci trˇídy Path, na níž
ukazuje reference uložena v prvním bodeˇ.
4. Po obdržení informací instance Path vytvorˇí bod spline na daném místeˇ s pevneˇ
prˇideˇlenou výškou Z. Následneˇ projde všechny existující spline body a na jejich
základech vytvorˇí cestu z prˇedem nastaveného meshe podél dané spline. Pokud
již existovala vytvorˇená cesta, jsou její viditelné meshe odebrány tak, aby bylo za-
bráneˇno redundantní geometrii. Vzhledem ke strukturˇe navázání meshe na spline
není možno pouze prˇidávat a upravovat prˇedchozí stav meshe a je proto nutno je
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odebrat a provést kompletní rekonstrukci, nicméneˇ se jedná o relativneˇ nenárocˇnou
operaci, která probíhá pouze prˇi vstupu ze strany uživatele.
5. V prˇípadeˇ vytvorˇení nové instance path je prˇedchozí instance odebrána. Prˇesto, že
aktuální verze umožnˇuje mít pouze jednu aktivní instanci Path, reference jsou ulo-
ženy do pole, je tedy možné velmi lehce modifikovat projekt tak, aby umožnil neˇ-
kolik nezávislých cest. Tato možnost byla ponechána v prˇípadeˇ zmeˇny požadavku
na funkcionalitu v budoucnu.
5.2.3 Pru˚let
Efektní implementovanou funkcí je pru˚let kamery vytvorˇenou cestou. Beˇhem pru˚letu
kamera následuje poslední uživatelem vytvorˇenou cestu, rotace kamery je nastavena dle
smeˇru cesty v každém jejím bodeˇ, jedná se tedy o úplné následování cesty.
Realizace probíhá následovneˇ:
1. Po spušteˇní následování cesty je hrácˇ prˇesunut do volného pohledu
2. Dojde k prˇemísteˇní na zacˇátek krˇivky, které definuje tvar cesty
3. Je spušteˇna cˇasová funkce, prˇednastavená na 10 sekund, funkce vrací hodnotu od
0,0 do 1,0 v závislosti na ubeˇhlém cˇase
4. V závislosti na výstupu cˇasové funkce je vypocˇítána pozice. Tedy výstup cˇasové
funkce vynásoben délkou krˇivky, takto získaná hodnota je vstupem funkce Get
World Position at Distance Along Spline, jenž vrací pozici v závislosti na vzdálenosti
5. Dle aktuální pozice na krˇivce je prˇemísteˇn pohled kamery
6. Aktuální pozice je dále použita k vypocˇtení smeˇru krˇivky v daném bodeˇ, jenž je
prˇeveden na rotaci a dle neˇj je nastavena hodnota controlleru, jenž ovládá rotaci
kamery
7. Po dokoncˇení pru˚beˇhu cˇasové funkce, tedy kdy její výstup dosáhne hodnoty 1,0, je
ovládání uvolneˇno a navráceno zpeˇt uživateli
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5.2.4 Vyznacˇování objektu˚
Uživatel má možnost zobrazit vyznacˇení du˚ležitých objektu˚, jedná se o barevné rozlišení
budov a zvýrazneˇní parkovacích míst. Obeˇ tyto funkce pomáhají k vizuální komunikaci
s uživatelem a prˇedávání informací, pomocí níž se mu˚že uživatel orientovat19.
Barevné vyznacˇení budov probíhá dveˇma zpu˚soby, prˇicˇemž oba jsou interaktivní:
• Uživatel mu˚že zapnout a vypnout obarvení všech existujících budov. Tato funkce
byla realizována vytvorˇením blueprintu PresentationControl, jenž v závislosti na
vstupu ovládá parametrizovaný materiál popsaný v podkapitole materiál budov3.4.4.
• Dále je možnost zobrazit barevné vyznacˇení budov v závislosti na vzdálenosti ka-
mery, tedy pozice uživatele a daného objektu.
Obdobným zpu˚sobem funguje vyznacˇení parkovacích míst, vstup uživatele je opeˇt
zpracován v blueprintu PresentationControl.
5.2.5 Volba stylizace
Významnou možností je volba jedné z neˇkolika prˇednastavených stylizací. Tato funkcio-
nalita umožnˇuje zvolit nejvhodneˇjší vizuální stylizaci pro daný úcˇel prezentace.
V základní verzi projektu existují trˇi prˇedem vytvorˇené stylizace. Prˇepínání mezi nimi
probíhá skrz uživatelský interface a je opeˇt rˇízeno pomocí blueprintu PresentationCon-
trol. Na základeˇ prˇepínacˇe je vybrána série prˇednastavených konstant, které jsou prˇi-
rˇazeny Material Parameter Collections, jenž ovládaní dané materiály, rovneˇž dochází k
volbeˇ odpovídajícího postprocessingu.
Systém byl postaven tak, aby bylo v budoucnu možné lehce prˇidat další stylizace,
nicméneˇ je trˇeba pamatovat, že hlavní výzvou zde zu˚stává správné použití a nastavení
materiálu k dosažení požadovaných výsledku˚.
Dosáhnutí vzhledné stylizace není jednoduché. Prˇes znacˇný vliv subjektivního dojmu
je trˇeba akceptovat a aplikovat objektivní kvality. Jedná se zejména o harmonii barev a
kontrast. V této vizualizaci, jenž nevyužívá textur, jsou hlavním pu˚vodcem kontrastu
stíny objektu˚. Ve stylizaci cartoon bylo dosaženo snížení kontrastu pomocí prˇekrytí vý-
sledného obrazu jednolitou barvou o vysoké pru˚hlednosti.
Stylizace high end naopak nabízí vysoký kontrast. Cílem zde bylo dosáhnout mo-
derního, technologicky pokrocˇilého vzhledu. Stylizace využívá odrazu v prostoru ob-
razovky3.3.1.
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Obrázek 19: Porovnání vizualizace s barevným znacˇením budov a bez neˇj
Stylizace basic nabízí základní, ale prˇehledný vzhled za využití kontrastu tmavých
budov na sveˇtlém podkladu. Z pohledu renderingu se jedná o nejjednodušší stylizaci.
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Obrázek 20: Ukázka trˇí ru˚zných stylizací virtuální prohlídky
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6 Uživatelské rozhraní
Uživatelské rozhraní slouží k ovládání aplikace uživatelem a lze rozdeˇlit na dveˇ cˇásti.
Samotné ovládání skrz prˇíkazy z klávesnice cˇi pohyb myši a dále grafické, tedy ovládání
skrze ikony cˇi jiné grafické prvky, zpravidla kliknutím myši.
6.1 Klávesové prˇíkazy
Ovládání prˇes klávesnici je v UE rˇešeno pomocí událostí vzniklých prˇi stisku klávesy.
Všechny vstupy z klávesnice v rámci tohoto projektu jsou rˇešeny uvnitrˇ vlastní definice
trˇídy Controller, prˇesto je obecneˇ možno využít i Level blueprint.
Vzhledem k požadavku o možnosti nasadit tento projekt na prˇenosné zarˇízení jako
tablety, byla snaha omezit nutnost použití klávesnice na minimum.
V prˇípadeˇ, že je projekt spušteˇn na tabletu, je pro ovládání postavy použit dotykový
joystick zobrazený na obrazovce tabletu.
Uživatelé na stolních pocˇítacˇích, cˇi zarˇízeních s klávesnicí, mohou stále využít zkratek
zobrazených v nápoveˇdeˇ, jedná se naprˇíklad o prˇepínání mezi ru˚znými druhy pohledu,
cˇi tvorˇení nových vyznacˇení cest.
6.2 Grafické rozhraní
Požadavkem byl moderní interface, který nebude prˇekážet vizualizaci samotné. Byl zvo-
len jednoduchý design, dále je možno grafické rozhraní skrýt. Grafické rozhraní není
zahrnuto na screenshotech porˇízených skrz program samotný.
GUI bylo rozdeˇleno do cˇtyrˇ oblastí:
• Ikony pro základní ovládání jako prˇepínání pohledu˚, porˇízení screenshotu, zobra-
zení nápoveˇdy cˇi vypnutí aplikace
• Vizuální nastavení zobrazení, prˇedevším prˇepínání funkcionality materiálu budov,
zvýrazneˇní parkování cˇi obarvení budov
• Nastavení Pawna obsahující zobrazení smeˇrové šipky a stopy
• Volba celkové stylizace vizualizace
Samotné GUI je inicializováno prˇi vytvorˇení prvního, tedy peˇšího Pawna, tato vlast-
nost se dá lehce zmeˇnit, jen je trˇeba ji brát v potaz v prˇípadeˇ budoucí zmeˇny v projektu,
konkrétneˇ systému Pawnu.
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Využito je klasických OnClickEvent, tedy událostí prˇí kliknutí na specifický ovládací
prvek. Daná událost vyvolá vlastní událost vytvorˇenou v požadovaném blueprintu, vy-
tvorˇení reference na instanci blueprintu je blíže popsána v kapitole 5.1.
V aktuální verzi aplikace je veškerá komunikace GUI jednosmeˇrná, tedy volby v GUI
ovlivnˇují vizualizaci, nikoliv naopak. Neobsahuje tedy žádnou HUD funkcionalitu, tedy
zmeˇnu informací v závislosti na stavu aplikace. Vytvorˇená struktura GUI však tuto funk-
cionalitu umožnˇuje a je možné ji i implementovat jako budoucí rozšírˇení projektu.
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7 Výkonnostní testy
Výkonnostní testy v této kapitole slouží k porovnání výkonu na ru˚zných zarˇízeních a k
urcˇení, zda je aplikace pro dané zarˇízení o daném výkonu vhodná. Pomáhá najít proble-
matické cˇásti logiky aplikace a renderování, prˇípadneˇ odhalit prˇíliš komplikované mate-
riály, cˇi dokonce prˇípadnou nekompatibilitu funkcí s urcˇitým zarˇízením.
7.1 Metodika testování
Pro úcˇely porovnání výkonu byla vytvorˇena funkce Benchmark, využívá již implemen-
tovaného následování cesty popsané v kapitole 5.2.3. Po aktivaci kamery následuje 10
sekund dlouhý pru˚let prˇednastavenou krˇivkou. Na zacˇátku je spušteˇno ukládání údaju˚
pomocí funkce StatFPSstart, po dokoncˇení krˇivky prˇednastavené dráhy je ukládání ukon-
cˇeno, na základeˇ toho Engine vygeneruje csv tabulky s daty, jenž byly dále zpracovány a
vyhodnoceny. Na každém zarˇízení byl test spušteˇn trˇikrát, jednou pro každou z prˇedna-
stavených stylizací. Stylizace se liší složitostí využitých shaderu˚ a postprocessingu˚, byl
tedy prˇedpokládán rozdíl v celkové dobeˇ renderování snímku.
Seznam zarˇízení, na kterých bylo provedeno výkonnostní testování je uveden v ta-
bulce1.
Pro zachování perfektní plynulosti, tedy 60 snímku˚ za sekundu, je trˇeba, aby bylo
možno vyrenderovat snímek pod 16, 7ms. Za prˇijatelné se považuje snímková frekvence
nad 30 snímku˚ za sekundu, tedy do pru˚meˇru 32, 4ms na snímek.
Funkce StatFPS ukládá cˇtyrˇi údaje pro každý vyrenderovaný snímek.
1. Frame - Celková doba vykreslení snímku.
2. Game (Game thread)- Vlákno logiky aplikace, tedy cˇišteˇ CPU.
3. Draw (Render thread) - Vlákno renderovaní z pohledu CPU, drawcalls, nastavení
parametru˚, occlusion culling, nastavování a cˇišteˇní bufferu˚.
4. GPU - Cˇas, jenž potrˇebovalo GPU k vykreslení daného snímku
7.2 Výsledky testování
Na grafech obrázku 21 je možno videˇt výsledky pro testování na hardwaru Desktop 1.
Snímková frekvence je velmi stabilní pro veškeré testované stylizace. Ve všech prˇípadech
42
Název zarˇízení CPU RAM GPU VRAM Rozlišení
Desktop 1 i7-4770k 16 GB EVGA GTX 770 4 GB 1920x1200
Desktop 2 i5-2500k 8 GB Radeon HD 6970 2 GB 1920x1200
Tablet Samsung Quad, 2.3GHz 3 GB Adreno 330 sdílená 2560x1600
Notebook Acer i7-4702MQ 16 GB Nvidia GTX 760M 2 GB 1600x900
Tabulka 1: Tabulka testovaného hardwaru
se pohybuje nad 120 snímku˚ za sekundu, tedy pru˚meˇrnou dobu potrˇebnou na vyren-
derování snímku pod 9ms. V oblasti kolem sedmé sekundy je možno pozorovat znacˇné
snížení cˇasu potrˇebného pro Rendering thread. V této oblasti kamera docˇasneˇ zamírˇí na
oblohu a pocˇet renderovaných objektu˚ se prudce sníží. Prˇesto výkon zu˚stává stabilní, je
to dáno zejména celkovou optimalizací modelu areálu a Render Thread samotný tedy
není omezujícím faktorem.
Game thread, tedy logika hry si po celou dobu benchmarku vyžádala pouze velmi
nízký potrˇebný cˇas a není z pohledu výkonu nijak problematická a v rámci desktopu
nenabízí prostor pro optimalizaci.
Rychlost vykreslování snímku˚ je tedy limitována schopností GPU. Prˇes rozdílnost po-
stprocessu a materiálu˚ jsou rozdíly naprˇícˇ stylizacemi v rámci odchylky meˇrˇení. Rychlost
vykreslování je tedy ovlivneˇna zejména minimální nutnou funkcˇností deferred rende-
ringu a opeˇt nenabízí mnoho prostoru pro optimalizaci prˇi zachování vizuální kvality.
Obrázek 22 nabízí grafy výkonnostního testování pro zarˇízení Dekstop 2. Na tomto
zarˇízení byl problém s rychlostí Rendering thread. Cˇas je stabilneˇ prˇíliš nízký a je pravdeˇ-
podobné, že není možno jej korektneˇ meˇrˇit na daném zarˇízení v rámci použitého enginu.
Výkonnost je však opeˇt omezena GPU. Pru˚meˇrná snímková frekvence byla 66,5 snímku˚
za sekundu a splnˇuje podmínku pro absolutní plynulost.
Prˇes stabilneˇ stejný celkový výkon naprˇícˇ stylizacemi lze pozorovat rozdíl v cˇasech
Game thread. Vzhledem k tomu, že volba stylizace nijak neovlivnˇuje logiku hry, je tento
výsledek neocˇekávaný. S nejveˇtší pravdeˇpodobností se jedná o du˚sledek automatického
prˇetaktování CPU, jenž se snaží prˇizpu˚sobit aktuální záteˇži. Rovneˇž v tomto prˇípadeˇ
Game thread nevytvárˇel žádné omezení výkonnosti a hlavním omezujícím faktorem byla
GPU.
Viditelné špicˇky cˇasu potrˇebného pro vykreslování snímku jsou vzhledem k nízkému
potrˇebného cˇasu ocˇekávány a jedná se o vlastnost GPU. Vzhledem k jejich nízkému pocˇtu
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a z pohledu absolutního cˇasu malé odchylky neprˇedstavují viditelné snížení kvality a
neporušují iluzi plynulého pohybu.
Výsledky testování na zarˇízení Tablet Samsung lze videˇt na obrázku 23. Na tomto za-
rˇízení byl problém s meˇrˇením GPU, což je prˇicˇítáno sdílené pameˇti a celkoveˇ jednodušší
architektu˚rˇe GPU v mobilních zarˇízeních, v tomto prˇípadeˇ Adreno 330.
Cˇasy pro render thread jsou velmi nízké. Práveˇ ten je cˇasto omezující pro výkon 3D
aplikací na zarˇízeních tohoto typu. Teˇchto výsledku˚ bylo dosaženo díky optimalizaci
modelu a využitím instancí parametrizovaných materiálu˚, což vedlo ke snížení pocˇtu
drawcallu, jenž mají nejveˇtší dopad na cˇas render threadu.
Game thread vyžadoval neocˇekávaneˇ dlouhý cˇas, je pravdeˇpodobné, že nezmeˇrˇený
GPU je zapocˇítán do Game thread, cˇemuž nasveˇdcˇují i celkové potrˇebné cˇasy.
I prˇes vysoké rozlišení se snímková frekvence udržuje v oblasti 30 snímku˚ za sekundu
a splnˇuje podmínku pro iluzi plynulého pohybu a i na tomto zarˇízení je virtuální pro-
hlídka vizuálneˇ obstojná.
V grafu lze videˇt cˇasteˇjší výkyvy, avšak díky svojí relativneˇ malé cˇetnosti a hodno-
tám nemají viditelný negativní dopad, nezpu˚sobují viditelné zaseknutí na konkretním
snímku.
Pru˚beˇh testování na druhém mobilním zarˇízení, Notebook Acer, je k dispozici na ob-
rázku 24. Pru˚meˇrná snímková frekvence 45,02 snímku˚ za sekundu je dostacˇující pro efekt
plynulého pohybu.
Obdobneˇ jak u zarˇízení Desktop 2 nebylo možno získat cˇas pro Render Thread, avšak
vzhledem k optimalizaci je jisté, že není omezujícím faktorem.
Celková snímková frekvence je velmi stabilní. Viditelný je pouze drobný rozdíl v ob-
lasti kolem jedné sekundy, kde je celkový pocˇet renderovaných objektu˚ nižší a v oblasti
kolem deváté sekundy, kde se do zábeˇru dostane nejveˇtší cˇást areálu v nadhledu kamery.
Prˇesto je rozdíl v potrˇebném cˇasu na snímek mezi teˇmito oblasti pod 3 ms.
7.3 Shrnutí výsledku˚ testování
Testy ukázaly, že provoz na moderních i lehce zastaralých desktopových zarˇízeních je
bezproblémový a výkon vysoký. Rovneˇž pro moderní notebook není aplikace problém a
nabízí stabilní výkon.
Na testovaném zarˇízení z kategorie tabletu byl výkon dostacˇující, avšak ne ideální.
Pro vylepšení výkonu se nabízí snížení renderovacího rozlišení. Pro další optimalizaci
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by bylo nutné snížení vizuální kvality omezením použitých materiálu˚ a hlavneˇ vypnutím
postprocessingu, jenž je všeobecneˇ pro zarˇízení typu tablet nejveˇtší výzvou.
Logika hry, tedy Game Thread, je vysoce optimalizovaná a není problematická, stejneˇ
tak Render thread díky nízkému pocˇtu objektu˚ a unikátních materiálu˚. Výkon grafické
karty má tedy nejveˇtší vliv na plynulost této aplikace, což odpovídá ocˇekávání v rámci
použití herního enginu aktuální generace.
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Obrázek 21: Výkonnostní test pro zarˇízení Desktop 1
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Obrázek 22: Výkonnostní test pro zarˇízení Desktop 2
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Obrázek 23: Výkonnostní test pro zarˇízení Tablet Samsung
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Obrázek 24: Výkonnostní test pro zarˇízení Notebook Acer
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8 Záveˇr
Hlavním cílem bylo vytvorˇit funkcˇní aplikaci virtuální prohlídky areálu Vysoké školy
bánˇské. Výsledkem je aplikace sloužící pro uživatele pro prohlídku areálu umožnˇující
získat prˇehled o jeho areálu a usnadnˇující navigaci prˇi reálné návšteˇveˇ. Aplikace je spus-
titelná a ovladatelná jak na desktopových pocˇítacˇích tak výkonneˇjších mobilních zarˇíze-
ních.
Pro dosažení tohoto cíle bylo vyhodnoceno neˇkolik alternativ nabízejících se pro im-
plementaci dané aplikace. Na základeˇ zkušeností a dostupných informací byla vybrána
její nejvhodneˇjší varianta.
Dalším úkolem bylo výkonnostní testování. Výkon byl testován na cˇtyrˇech zarˇízeních.
Výsledky jsou vyhodnoceny a mohou posloužit jako orientacˇní potrˇebný hardwarový
výkon pro uživatelsky pohodlné ovládání této aplikace.
Unreal Engine se osveˇdcˇil jako výborný, flexibilní prostrˇedek pro projekty požadující
vysokou kvalitu vizuálního zpracovaní. Vzhledem k jednoduché stylizaci nejsou mož-
nosti enginu testovány na samotnou hranu a nechávají prostor pro veˇtší areály, cˇi do-
konce rozsáhlá území.
Text diplomové práce mu˚že posloužit jako nahlédnutí do oblastí rychle se vyvíjející
moderní grafiky. Prˇes plánovanž prˇíchod Directu 12, jenž rˇeší vykreslování velkých pocˇtu˚
objektu˚, zu˚stane mnoho veˇcí relevantních.
Demonstrace komplexnosti enginu však poukazuje, že pro neˇkteré projekty, hlavneˇ
graficky jednoduché, je stále vhodné takzvaneˇ ušít engine na míru. Tedy za využití grafic-
kých knihoven, jenž nabízí naprˇíklad Ogre nebo Monogame vytvorˇit vlastní renderování
a jádro optimalizované cˇisteˇ na úcˇely projektu.
Rád bych rovneˇž poukázal na du˚ležitost uživatelského rozhraní. Beˇhem projektu byl
oveˇrˇen fakt, že navrhovat uživatelské rozhraní a projekt cˇástecˇneˇ nezávisle a následneˇ
propojovat je nepraktický prˇístup. Obeˇ cˇásti je v každém kroku nutno navrhovat jako
funkcˇní celek, v jiném prˇípadeˇ mohou vzniknout omezení vynucující kompromisy, prˇí-
padneˇ prˇedeˇlávání veˇtších cˇástí projektu.
Z pohledu uživatelského rozhraní je rovneˇž du˚ležitá odezva uživatelu˚ samotných.
Prˇipomínky testeru˚ jsou velmi užitecˇný prostrˇedek pro vylepšení ergonomie rozhraní,
rozšírˇení cˇi dokonce neˇkdy omezení rozhraní, veˇtšinou z du˚vodu zjednodušení.
V neposlední rˇadeˇ práce s vizuálním programováním, tedy blueprinty v prostrˇedí
UE, byla velmi rychlá a efektivní. Iterace bylo možno provádeˇt rychleji než v prˇípadeˇ
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práce se samotným zdrojovým kódem a prototypování funkcionality prˇímo prˇed kon-
covým uživatelem bylo velmi názorné, umožnˇující lepší vzájemné pochopení. Veˇrˇím,
že tento prˇístup je velmi praktický pro rozsáhlé týmy, jenž mají rozdílneˇ specializované
cˇleny jakožto grafiky a programátory a umožnˇuje lehcˇí pochopení funkcionality a ome-
zení projektu prˇi prezentaci cˇlenu˚m jenž mají menší znalosti v oblasti programování.
Aplikace byla navržena jako robustní sytém, který je dále možno v rámci budoucího
vývoje rozširˇovat. Nabízí se možnost vytvorˇit systém pro tvorˇení více cest, dále nechat
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A Linearní Gaussovo rozostrˇení














float4 Position : POSITION;
float2 TexCoord : TEXCOORD0;




float4 Color : COLOR0;
};
VertexToPixel FullVertexShader(float4 color : COLOR0, float2 texCoord : TEXCOORD0, float4
position : POSITION0)
{
VertexToPixel Output = (VertexToPixel)0;
float4 positionL = position ;
position .xy −= 0.5; // half pixel offset for corret texel rendering
// Vertex position mapping into screen space
position .xy = position .xy / viewport;
position .xy ∗= float2 (2, −2.0);
position .xy −= float2(1, −1);
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// Set vertex shader output structure





PixelToFrame HorizontalBlur(VertexToPixel PSIn) : COLOR0
{
PixelToFrame Output = (PixelToFrame)0;
float4 diffuseMap = tex2D(TextureSampler, float2(PSIn.TexCoord.x, PSIn.TexCoord.y)) ∗
weight[0];
float4 final ;
for ( int i=1; i<sampleCount; i++) {
diffuseMap +=
tex2D(TextureSampler, ( PSIn.TexCoord+float2(offset[i], 0.0) /viewport.x ) )
∗ weight[ i ];
diffuseMap +=
tex2D(TextureSampler, ( PSIn.TexCoord−float2(offset[i], 0.0) /viewport.x ) )





PixelToFrame VerticalBlur(VertexToPixel PSIn) : COLOR0
{
PixelToFrame Output = (PixelToFrame)0;




for ( int i=1; i<sampleCount; i++) {
diffuseMap +=
tex2D(TextureSampler, ( PSIn.TexCoord+float2(0.0, offset[i ]) /viewport.y ) )
∗ weight[ i ];
diffuseMap +=
tex2D(TextureSampler, ( PSIn.TexCoord−float2(0.0, offset[i ]) /viewport.y ) )
∗ weight[ i ];
}
Output.Color = diffuseMap ;
return Output;
}




float [] offsetsL = new float[(offsets .Length + 1) / 2];
offsetsL [0] = offsets [0];
float [] weightsL = new float[(weights.Length + 1) / 2];
weightsL[0] = weights[0];
for ( int i = 1; i < weightsL.Length; i++)
{
weightsL[i ] = (weights[( i ∗ 2) − 1] + weights[i ∗ 2]) ;
}
for ( int i = 1; i < offsetsL .Length; i++)
{
offsetsL [ i ] = (( offsets [( i ∗ 2) − 1] ∗ weights[( i ∗ 2) − 1] + offsets [ i ∗ 2] ∗
weights[i ∗ 2]) / weightsL[i ]) ;
}
offsets = offsetsL ;
weights = weightsL;
}
Výpis 3: prˇepocˇet offsetu˚ a vah na lineární samplování
