Calibration models have been developed for determination of trace elements, silver for instance, in soil using laser-induced breakdown spectroscopy (LIBS). The major concern is the matrix effect. Although it affects the accuracy of LIBS measurements in a general way, the effect appears accentuated for soil because of large variation of chemical and physical properties among different soils. The purpose is to reduce its influence in such way an accurate and soil-independent calibration model can be Machine learning has been used to develop the model. After a necessary pretreatment where a feature selection process reduces the dimension of raw spectrum accordingly to the number of available spectra, the data have been fed in to a back-propagation neuronal networks (BPNN) to train and validate the model. The resulted soilindependent calibration model allows average relative error of calibration ( ) and average relative error of prediction ( ) within the range of 5-6%.
Introduction
Soil test occupies a particularly important place in environment-related activities, such as agriculture, horticulture, mining, geotechnical engineering, as well as geochemical or ecological investigations 1 . It becomes also crucial when an area needs to be decontaminated with respect to human activity-caused pollutions 2 . Such test may often concern elements, especially metals, since a number of them are established as essential nutrients for plants and animals 3 and some others, heavy metals for example, are determined as toxic, even highly poisonous, in large amounts or certain forms for any living materials 4 . It is therefore of great importance to develop techniques and methods for efficient access to elemental composition of soil. Established atomic spectroscopy techniques often offer good performance for quantitative elemental analysis in soil.
Atomic absorption spectroscopy (AAS) offers limit of quantification (LOQ) in the order of ppm for soil samples prepared in solution 5 . Similar performances can be realized with inductively coupled plasma-optical emission spectrometry (ICP-OES) 6 , while inductively coupled plasma-mass spectrometry (ICP-MS) presents for digested soil solutions, lower LOQ below 100 ppb for most of the elements found in soil 7 . Beside the abovementioned techniques which can rather considered as laboratory-based ones characterized by need of sample pretreatment with certain degree of complexity, other techniques have been developed with significantly less requirements of sample preparation, so being better suitable for in situ and online detection and analysis.
Among them, X-ray fluorescence (XRF) allows determining concentrations of major and trace elements in soils 5, 8 . Better performance has been demonstrated with total reflection X-ray fluorescence spectroscopy (TXRF) 9 . Techniques based on plasma emission spectroscopy, such as spark-induced breakdown spectroscopy (SIBS), have been developed to enhance the analytical capability of light elements like carbon 10 .
Recent developments focus on laser-induced breakdown spectroscopy (LIBS), a laser ablation-based plasma emission spectroscopy 11 . The general attractive features of LIBS include direct laser sampling and excitation without need of complex sample pretreatment; stand-off excitation and detection capability, and high sensitivity for simultaneous element detection and determination, for heavy as well as light elements.
LIBS analysis of soil has contributed to several important aspects of soil test. Total carbon quantification in soil has been reported with portable LIBS systems for CO2
leakage from underground storage of greenhouse gases 12, 13 and for carbon cycle study in Amazonian forest 14, 15 . Analysis of soil nutrients and fertilizer-related soil pollutions is another area covered by LIBS with the analysis of relevant elements such as P, N, S, Mg, Ca, K, Zn, Cu, Fe, Mn, Na [16] [17] [18] . LIBS technique and associated data treatment methods have also been developed for monitoring and analyzing metals, especially heavy metals in polluted soils, showing good performance for elements such as Ba, Co, Cr, Cu, Mn, Ni, Pb, V, and Zn [19] [20] [21] [22] . Although the importance of the targeted applications leaves no room for doubt, the above demonstrations have not yet today led to large scale applications in real situation. The limited measurement precision and accuracy 23 that can be guaranteed by a LIBS instrument would represent a bottleneck issue for application of the technique, especially in the case of soil test. Indeed, the quantitative analysis capability of LIBS is still considered as its Achilles' heel 24 .
In particular, for soil test, precision and accuracy of the measurements would be affected by a mediocre sample-to-sample repeatability of different measurements on i)
samples of a given type of soil and ii) samples from different types of soil. Such repeatability is greatly influenced by the complex nature of laser-sample interaction, which depends upon both the laser characteristics and the sample material properties 25 .
In a measurement, any uncontrolled change of the conditions of laser-sample interaction (laser pulse energy, laser pulse focusing, laser pulse space and/or temporal profile …) can lead to changes in the property of generated plasma (ablation rate, atomization yield, excitation temperature…), causing the so-called emission source noise 26 . Furthermore, inhomogeneity of a soil sample, even prepared in pellet after being ground into fine particles (of about 100 µm in size), can also induce changes in the plasma property and thus contribute to emission source noise 27 , when different positions on the surface of a soil sample pellet are ablated by laser. In other frequent cases of analyzing different types of soil, the change of plasma property under the same experimental condition because of change of sample matrix, more specifically refers to matrix effect, which leads the emission intensity of a given element to change according to its compound speciation in the sample and the composition of the soil 28 . Although the matrix effect represents a general issue in LIBS 29, 30 , its influence in analysis of soil becomes much more pronounced because of the complex physical and chemical property and the associated wide range of different types of soil 31,32 .
It is therefore crucial, for LIBS analysis of soils, to reduce and correct fluctuations of spectral intensity caused by the emission source noise and the matrix effect. Judicious sample preparation and correct use of internal reference may lead to significant improvement of the repeatability of a LIBS instrument, thus the precision and the accuracy of the measurements 33 , although such preparation is not always possible nor efficient in case of soil analysis because of the abovementioned complexity of soil and practical constraints related to in situ and/or online measurements. Post-acquisition data treatment remains often the only efficient way for analytical performance improvement.
Multivariate regression based on chemometry, principally partial least-squares regression (PLSR) and neuronal networks analysis (NNA), has been demonstrated being able to provide robust calibration models for soil samples, with furthermore a reduced dependence of such models on the specific soil chemical and physical properties [34] [35] [36] [37] [38] .
In this work, we use artificial intelligence approach to further significantly improve the data processing of LIBS spectrum of soil with a particular concern in the establishment of a soil-independent calibration model able to efficiently take into account samples from different types of soil, and in the same time to significantly reduce the influence of emission source noise. One of the key points is to introduce the concept of generalized spectrum which includes usual spectral intensities and additional parameters containing the information about the sample (type of soil, sample preparation method…). A machine learning algorithm which offers a flexible and versatile framework to deal with heterogeneous data types has been used to develop multivariate calibration models. In the following, we will first present the raw experiment data and the analytical performances with a univariate calibration model. For this purpose, the intensity data from the 4 soils are plotted as a function of Ag concentration in a same figure as shown in Fig. 3 . We can see in this figure that a large dispersion of emission intensities for a given Ag concentration due to the matrix effect leads to a much reduced 2 value of the univariate calibration curve. Line intensities from the validation sample set in Table 1 are then used to evaluate the accuracy and the precision of prediction using the established calibration models.
These intensities are represented by crosses in Fig. 2 and Fig. 3 . Table 2 sums up the figures of merit 35, 39 of quantitative analysis performance using the univariate model with both the soil-specific and the soil-independent calibration curves, where (
is average relative error of calibration, (%) average relative error of prediction, (%) relative standard deviation of the predicted concentrations, and (ppm) limit of detection. The definitions of the above quantities are given in the section "Methods".
We can see in Table 2 Table 2 .
Figures of merit of quantitative analysis performance of the univariate calibration model with the both soil-specific and soil-independent calibration curves.
When the soil-independent calibration curve is assessed, we can find a degraded 2 value, indicating a significant influence of matrix effect. The extracted calibration curve slope logically corresponds to the average value of the slopes of the 4 soil-specific calibration curves. We can also see that the mentioned matrix effect also degrades the accuracy of calibration ( ) due to a larger dispersion of the line intensities participating in the construction of the soil-independent calibration curve. The degraded calibration accuracy becomes comparable to the prediction accuracy ( ) when all the soil types are considered, since both of them are directly influenced by the matrix effect. Due to the same influence, the all-soil-type prediction precision ( ) is decreased compared to the mean value of the soil-specific calibration curves. At the same time, the limit of detection ( ) does not record significant change with respect to the soil-specific calibration models, since it is more sensitive to the fluctuation of replicate measurements due emission source noise. 
Analytical Performances with Multivariate
In our experiment, machine learning is used through a training process, to establish mapping between the collection of generalized spectra and the ensemble of element concentrations of the corresponding reference samples. The result of such training process leads to a calibration model which is able to predict the concentration of the analyte in a validation sample when its generalized spectrum is used as the input of the model. The physical basis of the existence of mapping between generalized spectra and elemental concentrations is the interaction between the different species in a laser-induced plasma, which leads to the correlation of the concentration of a specific element contained in the plasma to the whole plasma emission spectrum. Step 1. Data set organization, pretreatment and formatting. The experimental data are organized in this step in the way shown in Table 3 Pretreatment is performed on the raw spectra, which consists in i) normalization and ii) feature selection. Normalization, applied to all the raw spectra of the laboratory-prepared reference samples, is a simple operation which transforms the intensity rang of each pixel of all the raw spectrum into the interval between 0 and 1:
Implementation
where ∈ {1,2,3,4,5,6,7}, and are respectively the minimum and the maximum of the pixel among the same pixels of all the individual spectra (4 × 7 × 6 = 168 spectra). Such normalization reduces the contrast among the pixel intensities of a raw spectrum, which can exceed one order of magnitude for a large part of the pixels as shown in Fig. 1 . Since one could expect smaller variations among the intensities of the different individual spectra for a given pixel, unless a physical reason, analyte concentration variation for example, make them to change in a correlated way. After the normalization, all the pixels, whatever their initial physical intensities, should contribute in a more statistically equivalent way, to characterize an individual spectrum with respect to the others. 
where = {1,2,3,5,6,7}, = 6 × 4 × 6 = 144 is the number of the individual spectra in the calibration sample set, 0 ̅̅̅̅̅̅̅ stands the mean value of normalized intensity of the pixel 0 (hence the corresponding wavelength) with respect to the measurement replicates , the soil types and the prepared concentrations of the calibration sample set; and refers to the mean value of the prepared concentrations of the calibration sample set. In the case of model training with a given type of soil, the above sums with respect to reduce to a single corresponding term. The threshold value applied to ( 0 ) for feature selection takes into account the number of individual spectra included in the calibration sample set, for instance = 6 × 4 × 6 = 144. In this work, 150 pixels were selected over the initial 21915 ones, so that the reduced normalized spectrum have a dimension of 1 = 150. Such dimension is comparable to the total number of spectra used in the calibration sample set, avoiding thus overfitting.
The spectrum of selected features is shown in Fig. 6 . We can see that pixels In our experiment, the type of soil is the only significant information which distinguishes the 4 soils (the same preparation procedure), it is thus concatenated with the normalized and reduced spectrum to form generalized spectrum:
. Numerical values of 1 =1, 2, 3 and 4 are arbitrarily chosen for representing the 4 soil types, N1, N2, U1 and U2 respectively.
Step 2. Model initialization. Back-propagation artificial neural networks (BPNN) 42 is chosen in this work to provide the algorithm which maps generalized spectra and corresponding analyte concentrations. The number of hidden layers _ and the number of nodes in a layer n_nodes are selected as the externally adjustable parameters to optimize the performance of the model. The model starts with its default state denoted by (0) .
Step ii) For one of the data configurations (in total (6!) 24 possible and statistically equivalent ones) generated in the above way, performing a dynamic cross validation training process of 6 iterations. In each of these iterations, successively one layer of the data, for example the top layer, then the second, then the third…, up to the bottom one, is considered as test data set, while the rest as calibration data set as shown in Fig. 7b . In such iteration, the algorithm corresponding to a training model, (1) , is trained, with the calibration data set, in order for the output generalized modules of the individual generalized spectra to be as close as possible to the corresponding target silver concentrations. These iterations generate 6 different BPNNs.
iii) In the end of the above 6-fold iterative training and cross validation process, another randomly and independently arranged data configuration is generated for a new 6-fold iterative cross validation training of the algorithm. In the experiment, we fixed the considered number of randomly and independently arranged data configurations to 10, because a larger number of data configurations would not significantly enrich useful information that we can extract from the given ensemble of raw experimental spectra. In the end of the 10-data-configuration training, 60 different BPNNs are generated.
iv) The average relative error of calibration ( ) is calculated. If the value is larger than the fixed threshold, the process goes back to the training step of (1) . Otherwise a calibration model for test, (2) , is generated. v) (2) is then tested by the test data set in a similar way as the above training process. The average relative error of test ( ) is calculated.
vi) The resulted and are compared to the fixed threshold values. If they, or one of them, are larger than the threshold value(s), the process goes to the external loop. Otherwise a calibration model for validation, (3) , is generated.
In this experiment, the threshold values were fixed for 10-data-configuration The external loop of this step is aimed to optimized the externally adjustable parameters of the algorithm, BPNN for instance. The used method is grid-search parameter tuning, which is known as an efficient method of optimization for constructing a calibration model. In this method, for given ranges of the selected adjustable parameters, the performance of the model is evaluated for all the possible combinations of the adjustable parameters in an exhaustive way. The combination generating the best performance is retained. In our experiment, the ranges of the 2 externally adjustable parameters, _ and _ , both positive integer, were respectively fixed being 1 to 2 and 3 to 8, 12 combinations were therefore evaluated.
When the values of and are simultaneously smaller than 5.50%, the iteration in the external loop stops. A calibration model for validation (3) is obtained as the output of the step 3.
Step 4. Model validation with an independent validation sample set. The output model of the step 3, (3) , is validated in this step using generalized validation spectra obtained from the validation sample set which is not involved in the model training process. Average relative error of prediction ( ) and average relative standard deviation ( ) are calculated for individual generalized validation spectra of the validation sample set to respectively evaluate the prediction accuracy and precision of the model. The resulted is compared to a threshold value, which is fixed in our experiment at 5.50%. When is larger than this threshold, the process returns back to the step 3, leading to further optimizations of the externally adjustable parameters and the algorithm by training and cross-validation. The process continues until becomes smaller than the threshold value to generate the final calibration model, . In our experiment, the final calibration model was generated with externally adjustable parameters of = 1 and = 5.
Results and discussions. Soil-specific and soil-independent calibration curves are respectively shown in Fig. 8 and Fig. 9 . We use here a similar presentation as in Fig. 2 and Fig. 3 to easy the comparison with the univariate models. And the parameters showing the analytical performances of the multivariate models are presented in Table   4 . We can see that the soil-specific calibration curves exhibit all a When the spectra from all the soils are used to build a calibration model, the soilindependent calibration curve is obtained as shown in Fig. 9 . We can see a 2 value very close to the unit as in the case of soil-specific multivariate calibration curves. This not only means an efficient improvement of the repeatability from a sample to another for a given type of soil, but more importantly shows the ability of the multivariate model to take into account the specific matrices between the different soils and to reduce the matrix effect. In fact, the data from the different types of soil can be fitted with a unique linear model with a determination coefficient 2 very close to those of soil-specific calibration curves. The allowed by the soil-independent multivariate model remains quite low in the order of 5 ppm. A slight increase of this value with respect to those of soil-specific calibration curves would indicate a residual matrix effect. The same residual matrix effect should contribute to slightly reduce the calibration accuracy compared to the soil-specific calibration curves, as indicated by the values of and in the order of 5% for the soil-independent model. Compared to the univariate model, the performance of the calibration curve is greatly improved with a matrix effect reduced within an acceptable level.
Concerning the prediction capacity of the multivariate soil-independent model, great improvements can be observed with respect to the univariate model for accuracy as well as for precision, although degradations are observed compared to the multivariate soil-specific models. Such degradations should be related to the above mentioned residual matrix effect, which would lead to, sometimes, unexpected large values of and for specific soils, which is the case for 1 (specified with an informative Ag initial concentration of 40 ppm weight from NIST) with a large and 2 with a large . Nevertheless, when the validation is extended to all the soils, the "average" prediction capacity exhibits an excellent level, as indicated by the values of corresponding and in the range of 5 -6%, which is order-ofmagnitude improved compared to the univariate model. The degradations observed for the soil-independent model with respect to the soil-specific models seem suggesting possible improvements with a better correction of matrix effect, which might need an enlarged number of soil types used to train the multivariate model.
Conclusions
In this work, a multivariate calibration model has been developed using spectra from sample-to-sample repeatability for a given soil type further allows the soil-specific calibration curves exhibiting a 2 value exceeding 0.9999, a calibration accuracy reaching 1% level, and a being down to the order of ppm. When being validated by independent samples, the prediction capacity of the soil-specific models presents high performance in terms of accuracy (mean = 2.59% ) as well as precision (mean = 2.04% ). When soil-independent calibration model is considered, the result of matrix effect correction is impressive with order-of-magnitude improvements with respect to the univariate model, for the calibration model as well as its validation with independent samples. Thereby, the accuracy and the precision of prediction are both improved into the range of 5 -6%. Within the multivariate models, degradations can be observed for the soil-independent model when compared to the soil-specific models, the performance of the calibration curve ( 2 , calibration accuracy and limit of detection) as well as the results of its validation (prediction accuracy and precision) are weakened, although staying satisfactory for quantitative analysis. This may indicate a residual matrix effect, a further reduction of which may need more soils with different matrices to be used in training of the multivariate model. Last but not least, once the model has been properly trained (it can take hours), the prediction for a spectrum from an unknown sample can be performed within a second using a standard personal computer.
Our work therefore demonstrates the pertinence and the advantage of applying machine learning to treat LIBS spectra of soils. In addition, the implementation schema of such approach is described in detail to easy any new applications of this method. The perspective to generalize the developed method to LIBS analysis of other materials, and furthermore to other spectroscopies is certainly worth to be mentioned here. Such generalization will indeed allow spectroscopic techniques, in the large sense of the term, benefiting from the wonderful progresses realized today and to be foreseen tomorrow in artificial intelligence. We believe therefore a breakthrough with the described approach for many applications, especially for online and/or in situ detection, monitoring and analysis, where experimental condition and wished sample preparation cannot be ideally controlled nor properly applied. Experimental setup and measurement protocol. The experimental setup used to produce the LIBS spectra has been described in detail elsewhere 33, 43 . The following experimental parameters were used for the spectrum acquisition in this experiment:
Methods
laser wavelength 1064 nm; laser pulse energy 60 mJ; diameter of the focused laser spot on the sample surface ~ 300 µm, estimated laser fluence on the sample surface 85 J/cm -Determination coefficient 2 (the square of the correlation coefficient ), a usual criterion of the performance of a calibration model:
where is the sum of squares of the experimental intensities corrected by their mean value, is the sum of squares of the residuals with respect to the calibration model:
where = {1,3,4,5,7} referring to the calibration sample set.
-Average relative error of calibration (%) for calibration accuracy evaluation :
-Average relative error of prediction (%) for prediction accuracy evaluation:
where = {2,6} referring to the validation sample set. 
where = {2,6} referring to the validation sample set.
-Limit of detection (ppm), deduced by fitting the experimental intensity 
where is the standard deviation of , such variation is due to the dispersion of (Ag I 328.1 nm). is thus determined by the sensibility of the technique (the slope ) and the repeatability and precision of intensity measurements among the different reference samples and different replicates for given samples (standard deviation of , ).
In the case of consideration of a specific soil type, the variable takes the corresponding given value and the concerned sum reduces to a specific term in the above definitions. 
Assessment
The following parameters are defined to assess the performance of the multivariate model:
= 4: total number of soil type; 
where = {1,2,3,5,6,7} referring to the calibration sample set, [̂(
is the predicted concentration corresponding to the targeted concentration by (1) in a given iteration for a given randomly and independently arranged data configuration ( , ):
( 
.
̂= + × ,
where is the standard deviation of , such variation is due to the dispersion of ̂. is thus determined by the sensibility of the technique (the slope ) and the accuracy and precision of concentration prediction by the model for the different reference samples and different replicates for a given sample (standard deviation of , ).
In the case of consideration of a specific soil type, the variable takes the corresponding given value and the concerned sum reduces to a specific term in the above definitions.
Back-propagation neuronal networks (BPNN).
A single hidden layer BPNN used in this work consists of an input layer, a hidden layer, and an output layer as shown in 
