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Perceptual Criteria and Design Alternatives
for Low Bit Rate Video Coding
V. Ralph Algazi, CIPIC, University of California, Davis, and
Norimichi Hiwasa, CIPIC-HQUL and Mitsubishi Electric Corp., Of una, Japan
Abstract
The design of very low bit rate coders, below 64 kilo-
bits per second, presents a number of new challenges.
Such low bit rate coders are targeted to small size images,
say 176 X 144, or below and are limited to head and
shoulders scenes.
In this paper, we compare and rate the performance of
several still image encoding methods such as DC!: Sub-
band and Wavelets, using a new quality scale based on
properties of human vision. These still image coders are
embedded into video coders such as the H261 coder. The
relative importance of intra frame and interframe quality
and contributions to the total bit rate provide an overall
design framework for these low bit rate video coders.
We discuss and illustrate, for the encoding of low bit
rate video. the still image and nwtion impairments that
are perceptually most important.
1. Physical basis and design parameters in
video coding.
The coding of video sequences is based on both the
properties of human perception and on properties of the
data that make it possible. Without repeating here an ex-
position of these basic properties, we will discuss im-
mediately the typical structure and some of the options in
video coding, and discuss the underlying principles and
properties as needed.
Video coders have several components. An intraframe
coder which embodies one of several methods for the re-
presentation and coding of still images. We will discuss
and compare some of them later in this paper. Frame to
frame redundancy is quite high in video. Thus motion
compensation (MC) is used to estimate one of the frames
in the sequence from one or several adjacent frames. The
interframe coder is the embodiment of the efficient repre-
sentation and coding of the motion compensation resid-
uals, that will be generally quite small.
4. Compression Goals and Means.
Let's consider briefly reasonable ranges of compression
for tl1e intraframe and interframe portions of tl1e coder.
Intraframe coding will provide substantial compression for
tl1e restricted type of scenes of interest. Clearly, we are
not targeting here a very high quality image and a com-
pression of 10 for a still image tl1at is not too busy is rea-
sonable. Below.3 bit/pixel, most of tl1e known metl1ods
will result in images tl1at are not generally acceptable. We
target, for discussion, a compression of 20 for tl1e intra-
frame portion of the coder, so that factors of 5 to 32 addi-
tional compressionare needed to lower the range of output
rates to 64-10 kbps. An improvement factor of 5 C2I1 be
achieved by inter frame coding, but not a factor of 32.
2. Design alternatives.
Consider, as a reference, the raw digital data rate of a
standard television image sequence. For typical image
size of 640 X 480 pixels, or 525 lines video, the number
of pixels is about 0.25 Megabytes per frame. At 30
frames/second, the raw data rate is 60 Mbps, and some-
what more to account for chrominance. Means and options
available for the drastic decrease of the bit rate, which is a
primary interest in this paper are shown in Table I. We
consider in our discussion a subset of the options listed,
with emphasis on the effect on performance and image
quality.
3. Some proposed standards for low bit rate
video.
Some images sizes have been adopted as tentative stan-
dards in a hierarchical format framework known as H.261,
which consider video encoding at rates p* 64 kbps, where
p is an integer [1].
Two of these video standards, known as Common In-
termediate Format (CIF) and Quarter CIF (QCIF) are
shown in Table 2.
Note that the raw bit rates at 30 frames per second are
slightly more than 24 Mbps for CIF and 6 Mbps for QCIF.
For a final bit rate at or below 64 kbps, we require a com-
pression ratio slightly larger than 100:1 for QCIF video, at
10 kbps, the compression required would be more than
640: 1. The targeted compression mandates strong restric-
tions on the type of image sequences that can be consid-
ered, following the framework of options of Table 1. The
image size has to be a QCIF or smaller, limited camera
motion is allowed, the scene is a simple "head and shoul-
ders" video conference scene, and motion is limited.
Therefore, low bit rates will require decreases of both the
frame rate and the image size, as well as interframe cod-
ing. Note however that lowering the frame rate will de-
crease the correlation between frames and, thus the
effectiveness of interframe coding by motion
compensation.
5. Image compression techniques and image
quality for intraframe coding.
As discussed, we are targeting a compression ratio of
20 for the intraframe portion of the video coder, and there-
fore, we compress a QCIF image to about .4 bit/pel. Let
us consider the elements of image quality at such a low bit
rate taking as a prototypical example the H.261 coder.
Distortion factors Fl and F2 are of the fonn
F2-~
-111112
where IIIlf is the mean square value of the image and lIewll2
is the weighted M.S. value of the error.
b) End of block effect: This effect is commonly observed
in block transfonn coding. Define horizontal end of block
discontinuity as
Aew(m,N)~[ew(m,N) -ew(m,N + 1)]2
where N is the block size. With a similar definition for
the vertical discontinuity, we evaluate the end of block
distortion factor as
F3~[IIAew(M,n)112 -t-IIAew(m,N)112]1/2
c) Structured errors in any part of the image. We com-
pute the average local correlation of weighted errors,
Ry(M,N) in 8 X 8 neighborhoods to detennine local error
structure, and we define the distortion factor for these
structure errors as
F4 = [IIRyI12 + IIRxI12]1/2
Thus, if errors are uncorrelated. F4 is zero.
d) Structure errors in the vicinity of high contrast edges.
In the vicinity of high contrast transitions, visual impair-
ments will be masked by the activity of the image. How-
ever, the largest errors due to the ocr also occur in the
same portions of images. We define a distortion factor F5
that includes a masking function as well as a measure of
image activity.
B. A composite quality metric: The Picture Quality
Scale: (PQS)
The five distortion factors are highly correlated and a
numerical Picture Quality Scale (PQS) is defined as
3
PQS ~bo + L biZi
Ii==I
where Zj are the principal components of tl1e covariance
matrix of tl1e Fi's and tl1e b's are partial regression
coefficients.
By multiple regression analysis, a correlation of 0.88
witl1 tl1e Mean Opinion Score (MaS) taken on a five point
scale is determined. (The five point impairment scale is:
5=imperceptible; 4=perceptible but not annoying;
3=slightly annoying; 2=annoying; and l=annoying.) This
l1QS provides a useful quality metric for still monochro-
matic images [2,3].
c. Comparison of intraframe coding techniques
with PQS.
A. Quality Factors:
This subjective quality evaluation is based on a number
of impairments that can be observed in the encoded
image. We identify the types of impairments and define
corresponding distortion factors that can be objectively
quantified.
Distortion factors are perceptually weighted measures
of image impairments. These distortion factors are sug-
gested by experience in observing artifacts due to coding
and by knowledge of properties of the human visual sys-
tem. A global subjective measure, the Mean Opinion
Score (MOS), is a subjective assessment or ranking of a
composite image quality.
We assume that MOS is a linear combination of ob-
served disturbances Di and that MOS is approximated by
an objective picture quality scale (PQS) which is of linear
combination of measurable distortion factors Fi.
The distortion factors Fj are functions of the difference
between the original and reconstructed encoded image, so
that PQS will be a measure of the degradation from an
original. Properties of the visual system with respect to
perception of luminance, contrast transfer function. and
anisotropy of vision are used to weight the error e(m,n)
between the original image and its encoded version [2].
We denote such perceptually weighted errors by ew(m,n).
a) Random Errors: Some random errors are visible in en-
coded images. We use two quality factors for these errors,
obtained by weighted mean square errors measures. Fl.
makes use of the standard error weight used in television.
F2 makes use of a more complete, two-dimensional and
anisotropic perceptual weight [2].
We have observed that random errors are seldom the
dominant factors in coded still frames. This is because the
human visual system is more sensitive to patterns and
structured misalignment errors in image than to random
disturbances.
By using PQS we compare the quality versus bit rate
curves of several coders at about 0.4 bit/pixel. Results are
shown in Figure I and indicate that all three coding meth-
ods have comparable performance, with a advantage for
the DCT coder. Note that the performance of such coders
depend on the quantization matrix used as well as on the
error free coding strategy. We have used in each case
methods reported in the literature [4,5,6]. However, the
quality of the coded still image does not correlate well
with observed quality of video as we construct image se-
quence from these still frames. For instance, we are quite
sensitive to temporal changes in the average gray scale
value in flat portions of images.
sensitivity function. A major result is that the perception
of moving detail is higher if the moving detail is being
tracked visually. The major effects used in coding tempo-
ral changes are to control rapid temporal changes of low
spatial impairments, and to allow errors at higher spatial
frequencies for rapid temporal changes.
The importance of these results to our discussion are in
the change in perceptual effects when forming an image
sequence from coded still images, which exhibit the types
of visual impairments discussed in a previous section. To
address the specifics of image quality, we consider the
H.261 coder, designed for low bit rate video.
6. Coding techniques and quality effects
in video and image sequence coding. 7. The H 261 Coder.
In the H.261 coder, 8 X 8 blocks are transformed with
the DCT. Intraframe coding follows closely the JPEG still
image standard [7]. A 2 X 2 group of blocks or macro-
blocks, representing an array of 16 X 16 pixels is used to
determine motion compensation (MC). For each macro-
block, the decision is made to encode it either by inter-
frame or intraframe methods. The decision is also made,
based on the motion compensated macroblock residual en-
ergy, whether to use motion compensation or not. The
H.261 may be used as a fixed rate coder, so that the vari-
able rate digital bit stream resulting of the encoding pro-
cess feeds a buffer that maintains a fixed output rate.
Buffer overflow results in drastic decisions in order to
maintain the fixed bit rate. These range from adaptation of
the quantizer step size to discarding whole macroblock
data.
We now discuss briefly some techniques and quality
factors in image sequence coding. Of necessity, the dis-
cussion is now more qualitative.
The intraframe coding of image sequences take advan-
tage first of the small incremental information from frame
to frame. If large changes occur from frame to frame,
then spatial details cannot be perceived. If image motion
is small and smooth, then the incremental information in a
new frame can be predicted from previously encoded ad-
jacent frames. This motion compensation (MC) is an es-
timation process. Because of the accumulation of
distortions in interframe coding and because of the disas-
trous effect of transmission errors in the quality of images
that have been coded differentially, some intraframe
coded image are included periodically in the overall en-
coding scheme.
Quality factors for sequences: Experimen~ with the 8.261 Coder. To examine t11e
combined effect of all t11e possible causes of image im-
painnents at low bit rates, we encoded a standard video
sequence "Miss America" using t11e H.261 coder, with
some of the options that will be of use in illustrating the
image quality issues. The 8.261 coder simulator is made
available by t11e portable Video Research Group (PVRG)
at Stanford University [8]. For a target bit rate, say 64
kbps, we have the option of buffer size, initial quantiza-
tion step, and frame rate. We chose a 16,000 bit buffer
t11at does not result in buffer overflow for our experi-
ments, and thus allows nonnal operation of t11e coder.
We now consider several frame rates for this target bit
rate. For high frame rates, t11e rendition of motion is im-
proved, while for lower frame rates, t11e distortion of the
isolated frames will be decreased, at the expense of in-
creasing the jerkiness of motion.
Intraframe and Interframe Coding. It is infonnative to
consider the contribution to the total bit rate in the H.26 I
coder. AtlS frames/sec, the interframe coder achieves ap-
proximately 3.5 higher compression than t11e intraframe
Flicker. A very objectionable degradation of quality oc-
curs when flicker is present. Although the flicker effect
depends of somewhat of viewing conditions, keeping the
flat field rate at 60 frames per second will reduce the
flicker effect to tolerable limits. For a low frame rate vid-
eo, the flat field rate is maintained above this limit by re-
peating the frames at the display.
Reproduction of motion. It is generally accepted that
smooth motion can be approximated in an perceptually
acceptable fashion if a sequence of 24 motion frames per
second is sustained. Thus, if interlaced scan is not re-
quired, a frame rate of 24 frames per second is as high as
needed for a smooth motion rendition. For low bit rates,
such a frame rate cannot be achieved, and jerky motion
will result.
Perceptual Sensitivity to Temporal Changes. We are
interested in the combined spatial and temporal sensitivity
of human visual perception. Combined spatial-temporal
sinusoids can be used to study this 3 D contrast
coder. Accounting for the chrominance information, the
compression factor for the intraframe coder is about 20 as
anticipated. The bits needed to encode both the intraframe
and interframe information increase as the frame rate
decreases.
8. Discussion of Image Quality issues.
H.261 coder with a smaller image, say 128 X 128, and
achieve 20 kbps. Below that rate, it does not appear that
the H.261 OCT based coder is suitable, or either is the
block based motion compensation. Subband and wavelet
coder may provide some incremental advantages because
distortions track more closely the moving object. Other
methods, such analysis based motion compensation or
careful use of spatia-temporal visual perception, may have
more promise, without going to the complexity of an
image synthesis coder [9].
One of the objectives at CIPIC, is to pursue the de-
velopment of quality metrics for image sequences coding.
The current study was of help in providing a rough cut
ilirough some major issues.
Rererenc~
The goals of our srudy were two-fold:
1. To determine the relative importance of each of the
distortion factors, identified for still image coding,
when these images are displayed in a time sequence.
2. To determine the importance of jerky motion at re-
duced frame rates.
With respect o the still image distortion factors, some
conclusions are easy to reach for the low bit rate we have
to maintain. The random error factors, Fl and F2 are not
important because other effects are much larger. The end
of block factor F3 may be quite detrimental, principally
when the entire macroblock is suddenly degraded because
of buffer overflow. It is not yet clear to us that this effect
could not be mitigated by careful quantizer selection, and
with acceptable buffer size and delay. The structured er-
ror factors F4 and F5 are the dominant factors in all cases.
In smooth portion of the image, such as the face of Miss
America, tile factor F4 measures image blotchiness. The
factor F5, measures visible blocking artifacts near higher
contrast transitions, such as in tile neck area of Miss
America.
With respect to tile effects due to motion, we also
reach readily some preliminary conclusions. For a "head
and shoulders" scene such as Miss America, the smooth-
ness of motion is not a critical issue. Frame rates of 10 or
even 5 frarnes/sec are more acceptable tilan a poor still
image quality. If tile structured impairments measured by
F3, F4 and F5 are significant in tile frames of an image se-
quence, their perceptual impact is increased. Structured
errors move across portions of tile image in a slow, ran-
dom fashion are quite annoying. Thus tile trade-off seems
to favor strongly higher quality still images and a low
frame rate £0 achieve the overall goals of a very low bit
rate system.
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