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In this paper, the authors present a cubic spline with Invariant Imbedding 
method for numerically solving linear two-point boundary value problems for cer- 
tain ordinary differential equations having singular coefftcients. These problems 
arise when reducing partial differential equations to ordinary differential equations 
by physical symmetry. To remove the singularity, the series olution is used in the 
neighborhood of the singular point and the boundary condition at a point Y = 6 
away from the singularity isderived. The resulting regular boundary value problem 
is then effmiently treated by employing cubic splines coupled with Invariant 
Imbedding method for obtaining numerical solutions. The stability of some 
recurrence relations involved in the method is investigated. Some numerical 
experiments have been included and the comparison of the numerical results made 
with other methods. ‘(’ 1985 Academic Press, Inc 
1. I NTR~DUCTION 
Numerical treatment of boundary value problems in ordinary differential 
equations has received a great deal of attention in the past few years. 
However, comparatively less effort has been made in effectively dealing 
with singular boundary value problems in ODE’s Typically, these 
problems arise when reducing partial differential equations to ordinary dif- 
ferential equations by physical symmetry. Jamet [8] has examined the 
usual three-point difference scheme for singular BVP’s and proved con- 
vergence, but it turns out that the convergence is slower than that for 
regular equations. Gustafsson [7] has studied the problem by writing a 
series olution in the vicinity of the singularity and employing several com- 
pact and non-compact difference schemes in the remaining part of the 
interval. Cohen and Jones [S] have used the Chebyshev expansion to over- 
come the slow convergence of the series olution and employed finite dif- 
ference deferred correction outside the range of economized expansion. 
Natterer [ 1 l] has treated a first-order system with a singularity ofthe first 
kind and used the projection methods involving appropriate generalized 
spline functions which are proved to converge faster than the usual three- 
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point difference scheme. However, Brabston and Keller [3] have treated 
such problems by the standard procedure of expanding about the 
singularity to get a non-singular p oblem and applied the trapezoidal nd 
centered Euler difference scheme for the regular problem. Also De Hoog 
and Weiss [6] have investigated the appreciation f certain difference 
schemes for such problems. Russel and Shampine [ 131 have used the 
traditional finite differences, patch bases, and collocation procedures and 
compared them as computational methods. Reddien [12] has studied the 
collocation method for the numerical solution of such problems. In an 
earlier paper [9], the authors have used a continuous version of Invariant 
Imbedding algorithm combined with variable step size initial value routines 
to solve such problems. 
In the present paper, the cubic spline approximation combined with 
Invariant Imbedding method is examined for numerically solving singular 
boundary value problems. An advantage of the method is that the coef- 
ficient matrix of the system is tridiagonal and the method has an order of 
convergence O(h4), where h is the step size. In the neighborhood of the 
singularity, we use a series expansion about the singular point, solve a 
regular boundary value problem over a reduced interval excluding the 
singular point, and match the solution to the expansion. Cubic spline 
procedure is developed for discretizing theresulting regular problem and 
the Invariant Imbedding method is applied to efficiently solve the algebraic 
problem. Some numerical examples have been solved to demonstrate the 
efficiency of the method. 
2. REMOVAL OF SINGULARITY 
Consider a second-order linear differential equation 
LY@) f Y” +f(x) Y’ + g(x) Y = W), a-cx<b 
subject to boundary conditions 
Y(a) = a 
(2.1) 
(2.2) 
y(b) = B (2.3) 
where the coefficient functions f(x) and g(x) fail to be analytic at x = a. 
Singularities are of two kinds: regular singularity and an irregular 
singularity. The point x = a is said to be a regular singular point of (2.1) if 
(x- a)f(x) and (x-u)~ g(x) are analytic at x= a; otherwise x = a is 
called an irregular singularity. Our concern here is to find the solution of a 
boundary value problem given by (2.1)-(2.3) with a regular singularity at 
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one end of the interval. A similar method that is to follow ould apply for 
singular problems with a regular singularity at both ends of the intervals. 
To remove the singularity at the point x = a for the problem given by 
(2.1)-(2.3) we make use of series expansion in a small interval near x = a, 
viz., [a, S], so that Eq. (2.1) has a solution of the form 
y(x)=(x-a)” =f b,(x-a)” b,#O. (2.4) 
n = 0 
Differentiating (2.4) and substituting in (2.1) and comparing the coef- 
ficients ofthe powers of (x-u) on both sides, the values of m as the roots 
of the indicial equation and the recurrence r lations for the coefftcients b, 
are obtained. Depending upon the nature of the roots of the indicial 
equation, the general solution of (2.1) can be written as 
Y(X) = i AiR(X) + Rkf I(X), k<2 
for XE [a, S], where R,(x) and R,(x) are two linearly independent 
solutions of the homogeneous equation corresponding to (2.1) and 
Rk+ r(x) is the particular solution to (2.1). The derivation of R,(x), in 
general, is treated in Coddington and Levinson [4] and the basic 
theoretical results about these series expansions about a singular point 
have been reviewed by Keller [lo]. To derive the boundary condition at 6, 
where 6 is any point in the interval (a, b), we proceed as follows: 
From Eq. (2.5) we have 
A,R,(6)+A,R,(6)=y(6)-R,+,(6) (2.6) 
and 
A,R;(6)+A,R;(6)=y’(6)-R;+,(6) (2.7) 
where the primes denote differentiation. Solving Eq. (2.6) and (2.7) for A, 
and A,, we get 
A, = b’(~)-&+,(6)] R;- [.Y’(~)-R;+I(~)I R,(d) 
RI(~) R;(4 - &(d) R’,(a) 
(2.8) 
and 
A, = b’(6) - Kc+ I(S)I R,(b) - b(@ - &+ i(h)1 RX@ 
R,(h) R;(a) - R,(6) R’,(h) 
(2.9) 
From Eq. (2.2) and (2.5), we also have 
A,R,(u)+A,R,(a)=y(u)-R,+,(u). (2.10) 
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From Eq. (2.8), (2.9), and (2.10) we have 
P(4 K(d) - P’(4 R*(J) 
44 
R,(a) +P’@) R,(6) - P(S) RX4 R,(a) 
4th) 
=M:-&+1(a) 
where 
P(x)=.Y(x)-&+,(x) 
q(x) = R,(x) K(x) - R*(X) K(x). 
Equation (2.11) can be conveniently written as 
By(d) + Cy’(6) = D 
where 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
B= CR;(d) R,(a) - R’,(d) &(a)1 (2.15) 
c= CR,(4 R*(Q) - M@ RI(a)1 (2.16) 
D=q(G)Ca-R,+,(a)l+BR,+,t6)+CR;+,tS). (2.17) 
Equation (2.14) gives the boundary condition at x= 6 and thus the 
regular boundary value problem defined over [S, 61 is given by Eq. (2.1) 
subject to boundary conditions (2.14) and (2.3). 
3. CUBIC SPLINE FORMULATION 
In order to solve the regular boundary value problem as obtained above, 
consider a uniform mesh with knots such that 
S=x,<x, <x2< ... <x,=b 
with h=xi-xi-, > 0. Ahlberg et al. [l] have shown that the cubic spline 
S(x) interpolating thefunction J(X) at the knots xi = x0 + ih (i = 0, l,..., n)
which is continuous together with the first and second derivatives on the 
interval [S, b], corresponds to a cubic polynomial in each sub-interval 
Xi-, <x < xi and satisfies S(?ri) = yi. The spline function S(x) also 
approximates J(X) to fourth order in h at all points in [S, b]. 
If S(x) is a cubic polynomial on [xi- , , x,], then, in general, S(x) can be 
written as 
(xi-x)’ 
s(x) = Mi- 1 6h 
+ M- Cxexi- 1J3 - I 6- 
> 
(xi-x) 
h 
+(,.-$) (y-l) (3.1) 
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where M, = S”(.ui) and y, = J$x,). The unknown derivatives M, are related 
by enforcing the continuity condition on S’(X) in such a way that 
X(x,’ ) = S/(x, ) 
where S’(x,- ) and S’(x: ) are the left-hand and right-hand derivatives over 
the intervals [x, , , xi] and [-ui, xi+ ,I, respectively. We find, for 
i = 0, 1) 2 )..., n - 1 , 
and for i = 1, 2,..., n 
(3.2) 
(3.3) 
so that the continuity condition of first-order ivatives implies 
i= 1, 2 ,..., n- 1. (3.4) 
Additional relationships and convergence proofs are given in detail in 
Ahlberg et al. [ 1). 
For Eq. (2.1), the spline approximation with (3.2) and (3.3) can now be 
written as 
-gi4i-~M.+, +“‘yyl > + giy,=h, (3.5) 
or 
and 
i=O, 1, 2 ,..., n- 1 (3.6) 
01 
i= 1, 2 ,..., n  (3.8) 
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By adding (3.6) and (3.8), we get an additional relationship 
~f,Mi-l+ZMj-~f,Mi,l=Z(hj-giyi)-~(yi+,-).j--l). 
i= 1, 2 ,...) n- 1. (3.9) 
It is easy to verify from Eqs. (3.6) and (3.8) that the expressions for Mjm , 
and M,,, can be obtained as 
---- 
and 
i=O, 1,2 ,..., n- 1 (3.11) 
where 
(3.13) 
Equations (3.6) and (3.8) lead to a system of 2n equations with (2n+2) 
unknowns M, ,..., M, and y, ,..., y,. Eliminating M,‘s leads to a system of 
(n - 1) equations with (n + 1) unknowns. The two given boundary con- 
ditions together with (n - 1) equations are then sufficient to solve for the 
unknowns. 
After straightforward but long calculations, thethree-term recurrence 
relationship for the spline approximation can be written as 
EiYi+ I -Fiy,+G;y;--l=Hi, i = 1, 2,..., n - 1 (3.14) 
where 
1 +;A+, +;gi+, 1 (3.15) 
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F,=[a,(l+~~+,)+bi(*-~~~ ,)-yg[d;] (3.16)
Gi=hi l-~~-~+~glp, 
i 1 (3.17) 
H;=~(h;h, -1+4djhi+aihi+I) (3.18) 
with 
(3.19) 
The boundary conditions (2.14) and (2.3) can be written in the dis- 
cretized form as 
and 
where 
~OYO=~lYl+~* (3.20) 
Yn = B (3.21) 
(3.22) 
(3.23) 
and 
(3.24) 
with B,, Co, and D, obtained by evaluating the expressions (2.15)-(2.17) 
at x0 (=6). 
4. INVARIANT IMBEDDING METHOD 
In order to solve the difference system given by Eq. (3.14) subject to two- 
point condition (3.20)(3.21), we make use of the method of Invariant 
Imbedding [2]. We seek a difference relation f the form 
Yi= wl Yi+ I + si> i = 0, 1, 2 )..., n - 1 (4.1) 
where wi and sj correspond to w(xi) and s(xi) and are to be determined. 
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By using (4.1) in (3.14), we see that the recurrence r lations for wi and si 
for i = 1, 2,..., n - 1 are obtained as 
Ei 
Wi=Fi-GiWi-, (4.2) 
and 
G,sip, - H; 
Si=F,-G,“ip,. (4.3) 
To solve these recurrence relations for wi and si, we need to know the 
initial conditions for w,, and sO. These initial values can be easily verified to
be written as 
wo = TdTo (4.4) 
and 
so = Tz/To (4.5) 
where To, T,, and T2 are given by Eqs. (3.22)-(3.24). Using these initial 
values, we compute wi and si for i = 1, 2,..., n - 1 from Eqs. (4.2) and (4.3) 
in the forward sweep and then obtain the solution y; in the backward 
process from Eqs. (4.1) and (3.21). 
5. STABILITY 
We will now show that the method is computationally stable. By 
stability we mean the effect ofan error made in one stage of calculation is 
not propagated into larger errors at latter stages of computation. Inother 
words, local errors are not magnified by further computation. 
Let us now examine the recurrence relation given by (4.2). Suppose a 
small error e, has been made in the calculation ofwi, then we have 
wi=wj+e, 
and we are actually solving 
Ei 
From Eqs. (4.2) and (5.2), we have 
4 Ei 
ei=Fi-Gi(wi-l+e;-l)-Fi-G,“i_, 
=EiGie,-,[Fi-Gi(wi_, +e,-,)I-’ [Fi-Giwi-,]-’ 
= Wi g f?- 1 
(5.1) 
(5.2) 
(5.3) 
under the assumption that initially theerror is small. 
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Let us assume that E, > 0 and G, > 0 for i = 1,2 ,..., n - 1. Then from the 
definitions f E,, Fi, and G, and the assumption that g(x) < 0, it can easily 
be verified that F, > E, + G, for 1 Q i 6 n - 1. From Eq. (4.4), we have 
w. = T,/To 
and Iw,( < 1, provided M> 0 and T, > -M/2, where 
(5.4) 
Under this condition and making use of the assumptions on EL, Fi, and G,, 
it follows from (4.2) that 
(U’;( < 1 for i= 1, 2 ,..., n - 1. (5.5) 
It then follows from Eq. (5.3) that 
< Ipi 119 provided IG,( d / E;( (5.6) 
and thus the recurrence r lation (4.2) is stable. Similar arguments will show 
that the recurrence r lation (4.3) is also stable. 
6. NUMERICAL EXAMPLES AND RESULTS 
EXAMPLE 1. We solve 
u”(X) + f u’(x) - 524(x) = 0, O<o<l,r>O 
with boundary conditions 
u(0) = I.0 
u( 0) = 0.0. 
This problem has been studied earlier by Jamet [8] and by Kadalbajoo 
and Raman [9]. 
EXAMPLE 2. As the next example, we solve 
u”(x)+~d(x)= -x’p”cosx-(2-a)xm Osinx, O<o<l 
X 
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with boundary conditions 
u(0) = 0 
u(l)=cos 1 
This example has been treated earlier by Gustafsson [7] and Kadalbajoo 
and Raman [9], and has the exact solution U(X) = X’ D cos x. 
7. DISCUSSION 
Before we proceed with the discussion fthe numerical results, it may be 
noted that the test examples considered inthis paper have also been treated 
in an earlier paper [9] by the authors. While solving regular singular 
boundary value problems in that paper, a continuous form of Invariant 
Imbedding has been employed, after emoving the singularity, o reduce 
the resulting boundary value problem to initial value problems in ordinary 
differential equations, which have been solved by the Runge-Kutta- 
TABLE I 
Numerical Result for Example 1 ((T = 0.5, 5= 1.0, 6 = 0.1) 
x 
Step 
size (h) 0.1 0.4 0.5 
Cubic 
spline 
1 
40 
0.64721838 
1 
so 
0.64792567 
1 
160 
0.64810288 
Invariant 
imbedding [9] 
1 
40 
0.65448407 
(a) Fixed 
step size 
1 
80 
0.65139019 
1 
i60 
0.64979254 
(b) Variable 
step size - 0.6481644 
0.32142398 0.25 148052 
0.321953010 0.25190191 
0.32208490 0.25200698 
0.32763799 0.25654750 
0.32493973 0.25433911 
0.32354857 0.25320180 
0.3221308 0.2520429 
- 
0.9 
0.04233461 
0.0424078 1
0.04242604 
0.04326129 
0.04285415 
0.04264503 
0.0424318 
409.‘112 1-3 
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Fehlberg scheme with step size control. Inthe present study, we make use of 
cubic spline approximation for the given problem, after treating the 
singularity separately, anddevelop discrete Invariant Imbedding algorithm 
for the solution of the resulting algebraic problem. Since it is sometimes 
misleading to compare the results obtained by fixed step size routines to 
that obtained by variable step size initial value software, we have solved 
the initial value problems for ODE’s obtained in an earlier paper [9] by a 
fixed step routine based on the Runge-Kutta-Gill method. Table I presents 
numerical results for Example 1 at different values of X and for different 
step sizes by the present method and also by the method given in [9] with 
respect o both fixed and variable step size routines as mentioned above. 
These correspond to the value of 6 = 0.1. It can be verified from the 
analytical solution that the results obtained by the present method are 
much more accurate than the results obtained by fixed step size routine 
(Runge-Kutta-Gill method) for the initial value ODE’s in [9]. However, 
in the case of robust initial value software (Runge-Kutta-Fehlberg 
schemes) for the solution of these initial value ODE’s, the accuracy is a 
shade better (in the lifth and sixth places) as compared to the results 
obtained by the present method for the step size h= l/160, but at a much 
Method 
TABLE 11 
Numerical Results for Example 1 (u = 0.5, 7 = 1.0, 6 = 0.5) 
x 
Step 
size (h) 0.5 0.7 0.8 0.9 
Cubic 
spline 
1 
40 
0.25202106 0.13685309 0.08771952 0.04242571 
1 
so 0.25203675 0.13686619 0.08772882 0.0424305 1
1 
- 
160 
0.25204068 0.13686947 0.08773115 0.04243 172 
Invariant 
imbedding [9] 
1 
40 
0.25248043 0.13724500 0.08800273 0.04257544 
(a) Fixed 
step size 
1 
80 
0.25226124 0.13705835 0.08786779 0.04250404 
1 
- 
160 
0.25215161 0.13696460 0.0877999 0.042468 15 
(b) Variable 
step size 0.2520425 0.1368716 0.08773251 0.0424322 
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TABLE III 
Comparison of Numerical Results for Example 1” (u = 0.5, r= 1.0, X= 0.5) 
N= l/h 
Cubic spline 
method 
Invariant 
imbedding 
method [9] 
Jamet’s 
method [S] 
Reddien’s 
method [ 123 
8 0.251528189 0.254211753 0.29038211 0.25305 
16 0.251911709 0.253135863 0.27825809 0.25223 
32 0.252009305 0.2525899484 0.27009658 - 
64 0.252033814 0.252316047 0.26456227 - 
128 0.252039948 0.252179019 0.26077219 - 
256 0.252041482 0.252110500 0.25815416 - 
’ The solution at X= 0.5 correct up to live decimal places is 0.25204. 
TABLE IV 
Numerical Results for Example 2 (a = 0.5, 6 = 0.1) 
x 
Method 
Step 
size (h) 0.1 0.4 0.6 0.9 
Cubic 
spline 
1 
40 
0.31552275 
1 
iti 0.31486698 
1 
160 0.31470272 
Invariant 
imbedding [9] 
1 
40 
0.31031532 
(a) Fixed 
step size 
1 
80 
0.31242849 
1 
160 0.31352531 
(b) Variable 
step size - 0.3146484 
0.58320581 
0.58269863 
0.58257221 
0.57949535 
0.58097162 
0.58174047 
0.5825314 
0.63972164 
0.63940682 
0.63932835 
0.63762320 
0.63843979 
0.63886521 
0.6393035 
0.58980612 
0.58973471 
0.58971692 
0.58936249 
0.58953233 
0.58962054 
0.5897116 
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higher computational cost. The numerical results for Example 1 with 
6 = 0.5 (a point away from the singularity) arepresented in Table II. The 
results obtained by the present method are again seen to be much better 
than those obtained by the method given in [9] with respect to fixed step 
size routine and are accurate up to at least five decimal places (for step size 
h = l/160) when compared to the analytical solution. The comparison of 
numerical results for Example 1 at x= 0.5 obtained by different methods 
for different s ep sizes is given in Table III. In addition to the results 
obtained by the present method and the method given in [9] (with respect 
to Gill’s method), the results obtained by Jamet [S] (using finite dif- 
ference) and Reddien [ 121 ( using collocation method) are also presented. 
The superiority ofthe solutions obtained by the present method is again 
evident here as compared to the solutions obtained by other methods for 
each mesh size. The numerical results for Example 2 with 6 = 0.1 and 0.4 
and for different step sizes are given in Tables IV and V, respectively. The 
same comment holds for the results ofthis example obtained by the present 
method as mentioned for Example 1 above. 
TABLE V 
Numerical Results for Example 2 (u = 0.5, 6 = 0.4) 
Method 
Step 
size (h) 
X 
0.4 0.5 0.7 0.9 
Cubic 
sphne 
1 
40 
0.58255645 0.62057037 0.63992834 0.58971547 
1 
so 0.58253670 0.62055102 0.639916740 0.58971210 
1 
El 0.58253175 0.62054618 0.63991384 0.58971127 
Invariant 
imbedding [9] 
1 
40 
0.58294403 0.62099550 0.63974092 0.58984514 
(a) Fixed 
step size 
1 
7% 
0.58273962 0.62077302 0.64010232 OS8977947 
1 
- 
160 
0.58263552 0.62065956 0.64OQO836 0.58974558 
(b) Variable 
step size 0.5825301 0.6205446 0.6399 129 05897109 
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In conclusion, the variable step size routine based on the Runge-Kutta- 
Fehlberg scheme to solve initial value ODE’s given in [9] gives better 
accuracy as compared to the present method, but at a relatively much 
higher cost of computational time. Where computer time is prohibitive and 
more precious, the present method appears to be one of the best choices for 
solving regular singular boundary value problems in a much simpler and 
more efficient manner. 
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