Abstract-We propose a new method for the construction of nearest prototype classifiers which is based on a Gaussian mixture ansatz and which can be interpreted as an annealed version of Learning Vector Quantization. The algorithm performs a gradient descent on a cost-function minimizing the classification error on the training set. We investigate the properties of the algorithm and assess its performance for several toy data sets and for an optical letter classification task. Results show´ µ that annealing in the dispersion parameter of the Gaussian kernels improves classification accuracy,´ µ that classification results are better than those obtained with standard Learning Vector Quantization (LVQ 2.1, LVQ 3) for equal numbers of prototypes and´ µ that annealing of the width parameter improved the classification capability. Additionally, the principled approach provides an explanation of a number of features of the (heuristic) LVQ methods.
I. INTRODUCTION
L EARNING Vector Quantization (LVQ) ( [1] , [2] , [3] ) is a class of learning algorithms for nearest prototype classification (NPC). LVQ was introduced by T. Kohonen ([4] ) almost 20 years ago, and has since then been widely used (see [5] for an extensive bibliography). Like the K-nearest neighbor method ( [6] ) NPC is a local classification method in the sense that classification boundaries are approximated locally. Instead of making use of all the data points of a training set, however, NPC relies on a set of appropriately chosen prototype vectors. This makes the method computationally more efficient, because the number of items which must be stored and to which a new data point must be compared for classification is considerably less.
NPCs have been motivated in the literature in two ways. One motivation comes from Bayesian decision theory which is a fundamental approach to classification problems. Construction of the classifier involves two steps,´ µ the construction of models for the probability densities of the different classes and´ µ the construction of the classification boundaries using the criterion of maximum a posteriori (MAP) probability. Iffor example -probability densities are well approximated by Gaussian mixtures [7] and if all components are assumed to be of equal strength and variance, the MAP classifier reduces to a NPC based on Euclidean distances between the data points and the centers of the components. Approaches of this kind can work well [7] but have to cope with the disadvantage that a more difficult problem (estimation of probability densities) has to be solved than necessary (estimation of the classification boundary) and more training data are needed.
The second motivation comes from the idea of directly estimating the discriminant functions for multiclass classification problems. In NPC, the discriminant functions are parametrized using a set of prototype vectors for each class, and classification is based on the distance between a data point and the class to which its closest prototype belongs to. Often an Euclidean distance measure is used. One of the most common methods for the construction of prototype-based discriminant functions is Learning Vector Quantization (LVQ) [1] , [2] for which several variants have been developed in the past. The constructed classifiers work well in many classification tasks [5] , but the selection ("learning") rules have the disadvantage of being heuristic and may not be optimal.
In order to improve classification performance, costfunctions have been proposed for model selection. Katagiri et al. [8] , [9] , [10] , [11] have investigated cost-functions which were derived in a two step procedure. First a family of parametrized discriminant functions was constructed and then a measure of performance was defined which is related (but not equal) to the rate of misclassification leading to an individual loss for every data point. Model selection is performed by (stochastic) gradient descent on the total loss over the training set. A continuous loss function was used in order to apply gradient-based optimization and several hyperparameters were introduced for this purpose.
Discriminant function whose parametrization is based on prototypes and cost-functions whose minimization is related to LVQ learning procedures have been proposed by McDermott [11] and Komori et al. [10] . These approaches provide good classification results for various applications [10] , [11] and the derivation of LVQ-like learning procedures using a cost-function approach is valuable when it comes to the analysis of convergence properties. But a disadvantage remains, because the choice of the discriminant and cost functions is still a heuristics. Both were constructed with the goal in mind to derive LVQ as an optimization procedure, but it may be hard to judge whether their particular form is the best choice for the data at hand.
In our contribution we try to overcome some of the abovementioned difficulties by combining an explicit ansatz for the probability densities of the classes (cf. the Bayesian approach) with a criterion for model selection which directly minimizes the rate of misclassification (cf. the discriminant function approach). On the one hand, this ansatz helps to make the assumptions underlying the choice of discriminant functions and model selection more explicit -because the underlying generative model is made explicit. On the other hand, we expect the method to make more efficient use of the information which is contained in the class labels of the training set, because the discriminant function is optimized directly. Using a Gaussian mixture ansatz as an example we derive a LVQ learning procedure and we show that:´ µ Classification results indeed im-prove compared to previously proposed LVQ methods.´ µ It is possible to define an annealing schedule for optimization which leads to classifiers with improved performance.´ µ Because underlying model assumptions are made explicit, the method can be adapted (different distance measures, different parametrization of the discriminant function, etc.) more easily to different kinds of data.
II. NEAREST PROTOTYPE CLASSIFICATION AND LEARNING VECTOR QUANTIZATION
In this section we briefly review the standard LVQ approach to the construction of nearest prototype classifiers, which will serve as our standard benchmark method in the following sec-
tions. An NPC consists of a set Ì ´ µ Å ½ of labelled prototype vectors. The prototype vectors ¾ Ê are vectors in data space, and the ¾ Á, ½ AE Ý are their corresponding class labels (typically Å AE Ý ). The class of a new data point Ü is determined: 1) by selecting the prototype Õ which is closest to Ü,
where ´Ü µ is the distance measure, and
2) by assigning the label Õ of this prototype to the data point Ü.
A popular choice for is the Euclidean distance
but other distance measures may be chosen depending on the problem at hand. Ð× is an abbreviation of Ð×´´Ü Ý µ Ì µ. Equation (6) shows that the individual loss of a data point Ü is the sum of the assignment probabilities of the data point Ü to all the prototypes of the incorrect classes. Because the individual costs are continuous and bounded by ¼ Ð×´´Ü Ýµ Ì µ ½ with respect to ¢, the cost function, eq. (5), can be minimized by stochastic gradient descent [12] , [13] ,
where Ø is the iteration number and «´Øµ, ½
is the learning rate. Using
we then obtain the learning rule Ð´Ø · ½µ Ð´Ø µ «´Øµ¡´ Ð µ´Øµ (10) ¡´ Ð µ´Øµ
Because of the "soft" assignment probabilities, eq. (4), the prototypes are modified for a given data point according to the data-dependent learning rate È´Ð Üµ´AE´ Ð Ý Ø µ Ð× Ø µ. Once the prototypes are determined, new data points Ü can be classified using
If the distance measure emphasizes the local neighborhood, then eqs. (11) and (4) reduce to a NPC (eq. 1 and below).
B. The Gaussian Mixture Ansatz
Let us assume that the probability density Ô´Üµ of the data points Ü can be described by a mixture model, and that every component of the mixture is homogeneous in the sense, that it generates data points which belong only to one class . The probability density of the data is then given by:
where AE Ý is the number of classes and is the class label of the data points generated by component . Ô´ µ is the probability that data points are generated by a particular component and Ô´Ü µ is the conditional probability that this component generates a particular data point Ü.
Let us now consider a data point Ü and its true class label Ý and let us define the restricted probability densities
Ô´Ü Ý Ì µ is the probability density that a data point Ü is generated with the correct class label Ý, and Ô´Ü Ý Ì µ is the probability density that a data point Ü is generated with another class label Ý. Then we can define the cost function of the classification problem via the rate
of misclassification which should be minimized (i.e. the probability that a data point is assigned to the "correct" class is implicitly maximized.) Because classification using NPCs depends only on the relative distances between data points and prototypes, we assume that every component has the same width and strength i.e. 
we obtain
is the posterior probability that the data point Ü was generated by the component . The individual cost given by eq. (17) is a special case of the individual cost given by eq. (6) 
with « £´Ø µ «´Øµ ¾ . In contrast to the algorithms of the LVQfamily, which are based on hard assignments (only the two winner prototypes from the correct and incorrect class are affected), all of the prototypes with the correct labels are attracted towards the data point Ü proportional to their distance and weighted by the factor È´Ð Üµ ¡Ð×, whereas all of the incorrect prototypes are repelled from the data point Ü proportional to their distance and weighted by the factor È´Ð Üµ´½ Ð×µ.
¾ is a hyperparameter of the learning rule (19) . In the spirit of deterministic annealing, which is a useful optimization procedure for clustering problems (cf. [14] , [15] ), ¾ is set to a large value initially and is decreased during optimization ("annealing") until an optimal value is reached. Figure 1 summarizes the learning algorithm, which we will call soft nearest prototype classification (SNPC) in the following.
C. The "Window Rule"
Equations (19) show, that SNPC -like the other algorithms of the LVQ family -performs an update of the prototype vectors 
where È Ý´Ð Üµ and È Ý´Ð Üµ,
denote the posterior probabilities that data point Ü belongs to component Ð with label Ý or Ý, respectively (see appendix for a brief derivation).
The common factor ¼ Ð×´½ Ð×µ ¼ ¾ is data-dependent and gives rise to the fact that only datapoints, which fall into a particular area of input space, contribute to the update of prototypes. This area is characterized by Ð× being sufficiently larger than zero and sufficiently smaller than one. It covers all datapoints close to the current classification boundary of the SNPC. This "active area" corresponds to the window of the LVQ 2.1 and LVQ 3 methods and performs a similar function (making the methods more robust) as we will see below. Figure 2 shows the size of the active region for a twodimensional toy example with four prototypes (white symbols) from four classes, for different values of the dispersion parameter ¾ . Gray values indicate the strength of the factor Ð×´½ Ð×µ for datapoints, which have the same label as their closest prototype. The figure shows that the width of the active area grows with increasing ¾ and that the value of Ð×´½ Ð×µ decreases with increasing distance from the current class boundaries. To accelerate the learning process one can define a threshold value ¼ ¼ ¾ for update and change a prototype only if Ð×´½ Ð×µ . The emergence of a window zone for the update of prototypes can also be exploited by active learning strategies [16] , [17] , [18] : Only data points which fall into the window region must be labelled.
IV. NUMERICAL EXPERIMENTS FOR TOY EXAMPLES
We first consider two simple one-dimensional classification problems (Fig. 3) . In problem no. 1 (Fig. 3 a) , datapoints are drawn independently and identically distributed (iid) from two Gaussian distributions, which are located at ½ ½ (class 1) and ¾ ½ (class 2) and whose widths are ½. The classifier consists of two prototypes ½ ¾ , one for each class. In problem no. 2 ( Fig. 3 b) , datapoints are drawn iid from three Gaussian distributions, which are located at ½ ¿ ¿ ¿ (class 1), and ¾ ¼ (class 2) and whose widths are ½.
The classifier consists of three prototypes, two ( ½ ¿ ) for class 1 and one ( ¾ ) for class 2. figs. 3 e,f) . Learning may thus be terminated as soon as crosses a given threshold. Next we consider a two-dimensional classification problem (Fig. 4) . 300 data points are drawn iid from each of four Gaussian components for training (Figs. 4 a,b) ; the classifier consists of two prototypes for every class. The final prototypes are determined using SNPC with annealing in the dispersion param- Figure 4 c shows the log of the "soft" test error, eq. (21), and the log of the "hard" test error, eq. (22), as a function of the log of the inverse of the dispersion parameter ¾ . The test set contained AE Ø ¼¼¼ data points (1000 data points drawn iid from class). Figure 4 shows´ µ that annealing leads to a better generalization performance of the classifier (cf. Fig. 4 c) ,´ µ that annealing optimizes the structure of the model (the number of prototypes is reduced from 8 to 5, cf. Fig. 4 b) , and´ µ that there is an optimal value for the dispersion parameter ¾ (cf. arrow in Fig. 4 c) . The latter can be understood as follows: For large values of ¾ prototypes are located outside the data distribution (in order to minimize ×´Ë Ì µ). Therefore, the classification boundary is quite different from the optimal boundary of a Bayes classifier, and the values for Ì remain large. If, however, ¾ becomes too small, only very few data points are located within the window zone and overfitting due to noise increases the generalization error again.
V. BENCHMARKS WITH REAL WORLD DATA
We investigated the performance of the algorithms, LVQ 2.1, LVQ 3, SNPC with a fixed value of the dispersion parameter, and SNPC with annealing using the data set letter from the UCI Machine Learning Repository 1 . The dataset is generated from a large number of black-and-white rectangular pixel displays of the 26 capital letters in the English alphabet. The letters were taken from 20 different fonts and each symbol was randomly distorted. Each pixel image was afterwards converted into 16 primitive numerical attributes (statistical moments and edge counts) which were then scaled to fit into a range of integer values between 0 and 15. The dataset contains a total of 20,000 items.
For the investigation of the performance of the methods LVQ 2.1, LVQ 3, and SNPC with fixed value of the dispersion parameter, we split the data set into two subsets with the same number of data points for each label. The first subset, the training set, was used to find the optimal values of the hyperparameters (window width for LVQ 2.1 and LVQ 3, and parameter for SNPC without annealing). 10-fold cross-validation was performed on the training set for several values of the hyperparameters, and the values which gave rise to the minimal error were selected. The generalization error for the optimal hyperparameters was estimated by 10-fold cross-validation on the second (test-) set.
For the investigation of the performance of the annealed variant of SNPC, SNPC-AN, we split the data set into two subsets which contained 80% (for training) and 20% (for the determination of the test error) of the total amount of data. Using the training set the optimal parameters were selected by 10-fold cross-validation and the generalization error of the optimal parameters was estimated on the test set.
The prototypes of a each class were initialized by adding ran- where ¾ was chosen from ¼ ¼ ℄ depending on the number of prototypes per class. Learning was terminated after all training data points were used 30 times. Fig. 5 shows the average rate of misclassification, eq. (22) and the standard deviation obtained on the test set. With all parameters optimized, LVQ 2.1 performs better than LVQ 3, despite the heuristic correction rule for the divergence of prototypes. SNPC, however, consistently performs better than LVQ and the annealed version provides better results than the version for constant value of ¾ , even for optimized values of the hyperparameters.
VI. RELATION TO OTHER WORK
In this section we compare the performance of the SNPC algorithms with the performance obtained with the Bayes classifier approach by [7] and the LVQ algorithm derived from the cost function approach of [9] , [11] .
Kambhatla and Leen [7] constructed a Bayes classifier (Gaussian Mixture Bayes classifier, GMB), which assigns a data point Ü to a class Ý Õ according to
where Ô´Ý µ denotes the prior probability of the Ø class and Ô´Ü Ý µ denotes the corresponding class conditional density functions. They approximated the density functions by mixtures
AE denotes the number of components of the Ø class and and ¦ are the mean and the covariance matrix of the Ø component of the Ø class. The centroids and covariance matrices are estimated separately for each class using the expectation maximization method [19] . In order to obtain comparable benchmark results we assume that all components of the GMB mixtures have similar strengths and widths, i.e. ¦ ¾ Á and Ô´ µ ½ Å ½ Å, and we treat ¾ as a hyperparameter which has to be optimized. In this case, the Bayes classifier reduces to the NPC Figure 6 shows the rate of misclassification, eq. (22), as a function of the number of prototypes for NPCs, eq. 1, which were constructed using the GMB learning procedure for the data set letter. The dispersion parameter ¾ was optimized using 10-fold cross-validation on the training set (50% of the data). The optimization of the centroids was performed separately for each class , and learning was terminated when the average Euclidean distances between the "new" and the "old" parameter vectors was less than ½¼ .
The worse classification performance is related to the fact, that GMB solves the more difficult estimation problem and makes less efficient use of the information contained in the labels of the training data w.r.t. classification boundary than SNPC. If the model complexity of GMB is increased, i.e. if the full covariance matrices are estimated from the data, the performance of the GMB classifier improves. However, classification results are no longer directly comparable with SNPC because of the different complexity of the model classes which underlie GMB and SNPC.
Katagiri et al. [8] , [9] , [10] , [11] constructed their classifiers using a two-step procedure which they called the minimum classification error (MCE) and generalized probabilistic decent (GPD) methods. First a parametrized set of discriminant functions ´Ü Ì µ is constructed for each class , where Ì denotes the set of parameters. Then an individual loss ls ´Ü Ì µ is constructed for each data point Ü, based on its distance ´Ü Ì µ from the discriminant function, such that´ µ the loss is continuous and differentiable w.r.t. the parameters in Ì and´ µ the loss is monotonously related to the rate of misclassification obtained with hard classification using the final classifiers. For the following benchmarks we used the method described in [11] . Let Ì Å ½ be a set of labelled prototypes. Then
where AE Ý is the number of classes, is an abbreviation of ´Ü Ì µ and , , are positive constants (the hyperparameters of the method). The average loss over the training set is then minimized using gradient descent methods. For large values of and the resulting classifier is equivalent to a NPC based on a Euclidean distance measure, and the following learning rule is obtained:
Ý is an abbreviation of Ð× Ý´Ü Ì µ, ÕÝ is the nearest prototype of the correct class while Õ Ý is the nearest prototype of the incorrect classes. Equation (28) describes a LVQ learning rule; the window rule of LVQ 2.1 is implemented via the prefactor Ð× Ý´½ Ð× Ý µ. Figure 6 shows the rate of misclassification, eq. 22, as a function of the number of prototypes for NPCs constructed using the MCE/GPD learning procedure, eqs. 28, for the data set letter. Results were obtained in the limit of large values of and , and the hyperparameter was optimized using 10-fold cross-validation on the training set (50% of the data).
The figure shows that the MCE/GPD method performs as well as SNPC for fixed values of the hyperparameters (see fig.  5 ) but that SNPC provides better classification results if annealing is used. Both methods have been compared using Euclidean distance measures. Because SNPC is related to a generative model approach, however, the distance measure can be related to the properties of the probability distribution of the data, and the classifier and its selection procedure can be adapted if prior knowledge about the density functions is available.
VII. SUMMARY
In this paper we investigated a principled approach to Learning Vector Quantization. Starting from a cost function which can be interpreted as the rate of misclassification for the case of fuzzy assignments of data points to prototypes, we derive a learning algorithm for those prototypes using stochastic gradient descent. On the one hand, the principled approach provides an explanation of several features of the (heuristic) LVQ methods, including the divergence of prototypes and the role of the window region. On the other hand, the learning algorithm generates nearest prototype classifiers with reduced test error for the same number of prototypes, and may therefore be beneficial in applications. Because of the emergence of a window region in SNPC, active learning strategies can be used minimizing the number of labelled data points necessary for learning. 
