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Abstract
A common engineering practice is the use of approximation models in place of expensive computer simulations to drive
a multidisciplinary design process based on nonlinear programming techniques. The use of approximation strategies is
designed to reduce the number of detailed, costly computer simulations required during optimization while maintaining the
pertinent features of the design problem. This paper overviews the current state of the art in model management strategies
for approximate optimization. Model management strategies coordinate the interaction between the optimization and
the delity of the approximation models so as to ensure that the process converges to a solution of the original design
problem. Approximations play an important role in multidisciplinary design optimization (MDO) by oering system
behavior information at a relatively low cost. Most approximate MDO strategies are sequential, in which an optimization
of an approximate problem subject to design variable move limits is iteratively repeated until convergence. The move limits
or trust region are imposed to restrict the optimization to regions of the design space in which the approximations provide
meaningful information. In order to insure convergence of the sequence of approximate optimizations to a Karush{Kuhn{
Tucker solution, a trust region model management or move limit strategy is required. In this paper recent developments
in approximate MDO strategies and issues of trust region model management in MDO are reviewed. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
The complexity of engineering design has introduced the need to account for interdisciplinary in-
teractions in the design process. This has led to the development of design strategies which provide
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for multidisciplinary design, in which design variables from dierent disciplines can be manipulated
simultaneously in a coordinated fashion. The increasing demand for improved designs within shorter
product development cycle times, requires the incorporation of optimization theory, tools and prac-
tices developed in the mathematical community, into the design process. The formal methodologies
which incorporate these features are referred to collectively as multidisciplinary design optimization
(MDO).
The incorporation of traditional optimization tools into engineering design problems is not an easy
task and is still and active area of research. The main challenges are associated with the problem
dimensionality and the high computational cost associated with the computation of objective and
constraint functions. These two characteristics of engineering systems, along with the organizational
issues related to data sharing and inter-discipline communications, prohibit the use of traditional
optimization techniques in the optimal design process. Consequently, approximation models must be
introduced into the multidisciplinary design methodology and proper model management frameworks
must be developed to drive the optimization of these engineering systems.
This paper concentrates on research related to system approximation and the model management
strategies used to drive design improvement and the convergence of multidisciplinary design opti-
mization. The paper begins by dening MDO, its characteristics, and its implications in engineering
design optimization strategies. With the background of MDO established, the issue of system approx-
imation is visited, making reference to response surface approximation (RSA) methodologies and
global design space approximation methodologies based on nonlinear interpolation techniques, which
have been vigorously pursued in recent years. Since the focus of this work is approximate model
management, Sections 4 and 5 are devoted to this topic. Section 4 focuses on a review of move
limit heuristics used to manage approximations in approximate optimization algorithms. Section 5 is
dedicated to model management frameworks with strong global convergence properties. Even though
Section 5 is primarily focused on trust region based algorithms, alternative rigorous frameworks are
also reviewed.
2. Multidisciplinary design optimization
What is MDO? MDO can be described as a methodology for the design of systems where
the interaction between several disciplines must be considered, and where the designer is free to
signicantly aect the system performance in more than one discipline. Comprehensive reviews of
MDO are given in a number of publications including [22].
Large-scale engineering design problems, such as an aircraft design or an automobile design, are
often characterized by multidisciplinary interactions in which participating disciplines are intrinsi-
cally linked to one another. Designers have long recognized the need to decompose such systems
into a set of smaller more tractable disciplines. This decomposition is usually based either on the
engineering disciplines or on the mathematical models governing the system. As a result, the design
of such complex systems often involves the work of many specialists (engineering teams) in various
disciplines, each dependent on the work of other groups and knowing little about the analysis and
software tools available to the other groups.
Fig. 1 shows the connections between various disciplines (Structures, Aerodynamics, Occupant
Dynamics, etc.) in a graph-theoretic format for an automobile system design. Fig. 2 shows the
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Fig. 1. Interdisciplinary system decomposition with coupling.
Fig. 2. Dependency diagram of a coupled system.
same automobile system design in a more structured format, called the dependency diagram. The
boxes indicate various disciplines (design teams or subspaces) working on a given automobile and
the arrows indicate the multidisciplinary interactions between disciplines. Some of the disciplines
in an automobile design problem are structures, aerodynamics, occupant dynamics, fuel economy,
etc. The arrows in Fig. 2 on the right or upper side are feed-forwards and the arrows on the left
lower side are feed-backs. For instance, in the above example, the aerodynamic drag coecient is
fed-forward into fuel eciency; the crash-worthiness design team feeds crash loads forward into the
elastic structures, the occupant dynamics and the fuel economy. Note that there is an iterative loop
between suspension and elastic structures since feed-back exists.
Because of this coupling these design teams cannot work in isolation; instead they must work in
harmony to arrive at a consistent design. Such systems are known as networked or nonhierarchic
systems. A system is a nonhierarchical network if there is no inherent mathematical reason to place
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one box above another as in hierarchic systems. Note that in Fig. 2, the sequential hierarchic ow is
broken by the feed-back between suspension and elastic structures. To obtain a consistent behavior
output y for a given initial base line design x it is necessary to invoke an iterative solution to the
coupled problem which loops through the feed-backs and feed-forwards until the convergence criteria
are met. This iterative solution is referred to as a system analysis (SA). For each SA the disciplines
are called in a serial manner and each discipline has to execute its analysis tools a number of times.
If one is merely interested in the proper functioning of the disciplines so as to yield a properly
functioning system for the given discipline (as judged by the specications), the problem is one of
sequential design. The design obtained by this approach, however, will not necessarily be a superior
solution since the interactions of the subsystem are often overlooked. This leads to less than optimal
functioning or, in some cases, nonfunctioning of the system. An iterative approach to design (i.e.,
MDO) overcomes the problem of a lack of interaction between the various subsystems to a certain
extent, leading to a certain degree of optimality, although this requires a considerable amount of
time, eort and resources.
Current research in the area of system decomposition in MDO has focused on developing formal
measures of accounting for system interactions and couplings. The goal is to improve the iterative
design of complex systems by making the process systematic and basing it on a set of consistent
mathematical concepts.
The interdisciplinary coupling inherent in MDO tends to present additional challenges beyond those
encountered in a single-discipline optimization. It increases the computational burden, and it also
increases complexity and creates organizational challenges. The increased computational burden may
simply reect the increased size of the MDO problem, with the number of analysis variables and the
number of design variables increasing with each additional discipline. Each disciplinary optimization
may have a single-objective function, but the MDO problem may require multiple objectives with
an attendant increase in optimization cost. In the MDO of complex systems we also face formidable
organizational challenges. The analysis codes for each discipline have to interact with one another for
the purpose of system analysis and system optimization. Decisions on the choice of design variables
and on whether to use single-level optimization or multi-level optimization have profound eects on
the coordination and the transfer of data between analysis codes. These decisions also impact the
choice of the optimization tool and the degree of human interaction required.
Traditional single-level optimization of coupled systems requires the optimizer to invoke a SA of
the coupled system many times. The application of formal optimization techniques to the design of
these systems is often hindered because the number of design variables and constraints is so large
that the optimization is both intractable and costly and can easily saturate even the most advanced
computers available today. Therefore, the use of approximations to represent the design space is
essential to the eciency of MDO algorithms. Approximations provide information about the sys-
tem necessary for the optimization process without the cost of executing CPU-intensive analysis
tools. Moreover, the use of approximations allows for the temporary decoupling of disciplines which
avoids the constant transfer of information among disciplines required during an iterative system
analysis. Consequently, most MDO algorithms couple, in an iterative fashion, a traditional optimiza-
tion code to lower-cost computational models of the objective function and constraints (i.e., system
approximation). A solution to the approximate problem is found, a full system analysis is executed
at this new design, the approximate model is updated and the process repeated until convergence to
a solution of the original problem is achieved. Lower-cost computational models can be categorized
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as: lower complexity models which are less physically faithful representations of the actual physical
problem; and model approximations which are algebraic representations obtained from design sites
at which objective and constraints are known (e.g. low-order polynomial response surface approx-
imations and kriging estimates). Most MDO algorithms dier in how the approximate models are
built and managed in order to drive convergence to a solution of the original problem.
3. Approximation models
As discussed in the previous section, a common engineering practice is the use of approximation
models in place of expensive computer simulations to drive a multidisciplinary design process based
on nonlinear programming techniques. Two main alternatives have been investigated in the MDO
community to approximate physical systems. The rst approach has been the use of a simplied
physical representation of the system to obtain less costly simulations as described in [4]. A second
alternative for system approximation which has grown in interest in recent years, are RSAs based
on polynomial and interpolation models.
Polynomial RSAs employ the statistical techniques of regression analysis and analysis of variance
(ANOVA) to determine the approximate function. Consider a function f(x) of nv design variables,
for which its value is known at ne design sites. A quadratic model, ~f(x), of the function f(x) at
the pth design site is given by
f(p) = c0 +
nvX
i=1
ci x
(p)
i +
nvX
i=1
nvX
j=1
cijx
(p)
i x
(p)
j ; (1)
where p = 1; : : : ; ne; f(p) is the pth observation; x
(p)
i and x
(p)
j are the design variables; and c0; ci,
and cij are the unknown polynomial coecients. For the quadratic model, if cij = cji, there are a
total of nt =(nv+1)(nv+2)=2 unknown coecients. Therefore, a necessary condition for the proper
characterization of model (1) is that ns>nt . Under this condition, the estimation problem for the
unknown coecients ck ; k = 1; : : : ; nt , is formulated in matrix form as
f = Xc; (2)
where f is the vector of ne observations, and X is a matrix of rank nt given as
X =
2
664
1 x(1)1 x
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...
...
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1 x(ne)1 x
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2 : : : (x
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nv )
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3
775 : (3)
Since ne>nt , the vector of unknown coecients c is obtained from a least-squares solution of (2).
If the rows of X are linearly independent (i.e., dierent design sites), the least-squares solution of
(2) is unique and is given by
~c = (XTX)−1XTf : (4)
When (4) is substituted into (1), values of f(x) can be predicted at any design x. Note that since
in general ~c is obtained from a least-squares solution, the value of the ~f(x) at the original design
sites may be dierent from the true value f(x) at the same location.
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The relatively simple procedure to characterize polynomial RSAs have stimulated their use in
approximate optimization algorithms of multidisciplinary systems. However, the simple polynomial
representation also limits the accuracy of the RSA to relatively small neighborhoods in nonlinear
design spaces.
Global approximations of the design space can be achieved by the use of multipoint approximations
which successively improve the model by adding more information to the current approximation
[19], or by interpolation and kriging models. In interpolation models, the predicted response ~f(x)
is more strongly inuenced by true data close to the current design x than for those points further
away. Note that this is not the case in polynomial RSAs where all the ne observed values of the
response are equally weighted. Among the large number of interpolation techniques (i.e., Legendre
polynomials, Newton polynomials, splines, etc.), are the class of interpolation techniques based
on Bayesian statistics termed kriging models [21]. The conventional kriging model expresses the
unknown function as
~f(x) =  + Z(x); (5)
where  is an estimate of the mean of the data, and Z(x) is an Gaussian-random function of zero
mean and with variance 2 which makes ~f(x) interpolate f(x) at the observation sites x(p). In order
to construct the kriging model, the spatial covariance, Cov[Z(x(i)); Z(x( j))], has to be specied, which
is given as
Cov[Z(x(i)); Z(x( j))] = 2R(x(i); x( j)); (6)
where R(x(i); x( j)) is the correlation matrix which is assumed to be the product of one-dimensional
exponential correlation functions
R(x(i); x( j)) = exp
"
−
nvX
k=1
k(x
(i)
k − x( j)k )2
#
; (7)
where k is the vector of unknown correlation parameters.
Since the kriging model has to agree with the observed data f(p), the term Z(x) is given by
Z(x) = r(x)TR−1(f − I); (8)
where,
r(x)T = [Cov(x; x(1)); : : : ;Cov(x; x(ne))]T;
Rij = Cov(Z(x(i)); Z(x( j)));
f = [f(x(1)); : : : ; f(x(ne))];
I = [1; : : : ; 1]:
The remaining parameters ; 2, and k , in the kriging model are determined via maximum likelihood
estimation [12], which is equivalent to maximize over ; 2, and k , the log-likelihood given by
L(; 2; ) =− 12

ne ln(2) + ne ln(2) + ln(jRj) + 12 (f − I)
TR−1(f − I)

: (9)
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Fig. 3. Orthogonal array.
Maximization over  and 2 yields
() =
ITR−1f
ITRI
(10)
and
2() =
1
ne
(f − I)TR−1(f − I): (11)
Substitution of (10) and (11) into (9), reduces the estimation of  to the following optimization
problem:
max
2Rnv
(−1=2)[ne ln(2()) + ln jRj];
>0:
(12)
Thus, by solving this maximization problem, the kriging model (5) is completely dened. Note that
for any design x, the predicted value ~f(x) given by (5) is a linear combination of the data f(p),
where the coecients depend on the value of x. Moreover, these coecients weigh the contribution
of sampling points nearby x more than those points farther away.
In both RSA methodologies discussed above, one of the important issues for the construction of
accurate models is choosing a proper set of initial design sites. For the case of polynomial RSAs a va-
riety of techniques have been used to generate the data required to obtain the unknown coecients c.
Sampling patterns based on design of experiments methodology (i.e., factorial and fractional fac-
torial experiments), as well as optimal sampling techniques based on D-optimal criteria [7] have
been extensively used. Also, variable delity data generated during concurrent subspace optimiza-
tions (CSSOs) have been employed to build local quadratic RSAs of multidisciplinary systems [26].
In the case of interpolation models, it is important that the experimental designs ll the design space
in order for the kriging to be accurate. For this reason, optimal sampling strategies [21] based on
design and analysis of computer experiments (DACE) are usually implemented. However, fractional
factorial experiments based on orthogonal arrays (OAs) [17] also oer a valid alternative for pro-
viding the initial design sites, due to their appealing space-lling property called strength. An OA
of strength t, for a k level experiment, represents, for every subset of t independent variables, a kt
grid. This is shown in Fig. 3, where the design sites for a four-level factorial OA of strength 2 for
three independent variables are depicted.
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Note that even though the design sites represent a \cloud" in the whole of the design space, the
grid pattern is observed in the projections. This property gives the designer the condence that the
design are inltrating the design space.
Through the use of design space approximations, optimization of large complex systems is made
more practicable. It is important that these approximations accurately portray the design space so
that the infeasible region is avoided and the design objective is continuously improving. In the
case of local approximations, they will tend to stray from the actual system response surface as
the design moves away from the data point(s) about which the approximation was formed. There-
fore, design variable move limits are imposed to restrict the approximate optimization to regions of
the design space in which the approximations are accurate. After each sequence of approximate
optimization, the approximations of system behavior are updated with new information about the
current design. Thus, many iterations of such algorithms may be required before convergence of
the optimization process is achieved, and every additional iteration adds to the cost of the process.
In light of this, a primary concern in developing an approximate optimization strategy is the proper
choice of a move limit management strategy.
4. Model management
The standard form of a nonlinear optimization process is shown in Eqs. (13){(16). The lower
and upper bounds (x(L) and x(U)) in Eq. (16) are global variable bounds imposed by the designer:
min f(x); x= [x1; : : : ; xn] (13)
s:t: gi(x)>0; i = 1; : : : ; p; (14)
hj(x) = 0; j = 1; : : : ; m; (15)
x(L)6x6x(U): (16)
Approximate optimization algorithms typically build approximations of the objective ~f(x) and the
constraints ~g(x) and ~h(x) and then solve a sequence of approximate optimizations as given in Eqs.
(17){(20). In Eq. (20) additional move limits (x(s)(L) and x
(s)
(U)) about the current design iterate x
(s)
are placed on the design variables in an attempt to ensure approximation accuracy.
min ~f(x); x= [x1; : : : ; xn] (17)
s:t: ~gi(x)>0; i = 1; : : : ; p; (18)
~hj(x) = 0; j = 1; : : : ; m; (19)
max[x(L); x
(s)
(L)]6x6min[x
(s)
(U); x(U)]: (20)
These limits are temporary bounds applied at each design iterate and may change as the optimization
proceeds, but they are always restricted by the original global bounds of the problem (x(L) and
x(U)). If the allowed changes in the design variables are too liberal, the discrepancy between the
approximations and the actual response surface may eventually become unacceptable and adversely
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aect the optimization process. Common maladies are cycling about a minimum or about a constraint
boundary, inability to recover from an infeasible region, and visiting physically unrealistic designs. If
the allowed changes in the design variables are too stringent, the overall progress of the optimization
will be unnecessarily slowed and more algorithm iterations will be required, increasing the cost of
the process.
It can be reasoned that the amount that design variables should be allowed to change at any given
time is related to the nature of the design space at the current location, the accuracy of the current
approximation, and=or possibly even the history of previous movements. Thus, the development of
a strategy to account for the aforementioned concerns in setting design variable move limits is a
worthy task.
Many move limit strategies or model management schemes have been employed in an eort
to insure that design decisions made based on lower delity information (i.e., response surface
approximations) will yield improvements in the actual system. For example, in [26] xed percentage
move limits are used to manage the approximate design optimization. A strategy which accounts for
the history of the design is oered in [23]. The method combines global move limit adjustment with
individual move limit adjustment strategies. Global move limits are set based on the accuracy of the
approximation and maximum constraint violation. Individual move limits, introduced to overcome the
problem of premature or slow convergence caused by the global move limit strategy, are adjusted if
the given design variable hits its move limit bound. Even though the strategy accounts for individual
move limits for each design variable, the move limit settings are driven by bounds rather than overall
design improvement. Bloebaum et al. [5] introduce a move limit methodology based on design space
sensitivity. The strategy works by giving less restrictive move limits to those variables that have
larger impact on design improvement. In this methodology, the impact of a particular design variable
on design improvement is measured by an eectiveness coecient based on the sensitivity of the
objective and constraints to the design variables. The resulting eectiveness coecients dene an
eectiveness space in which upper and lower bounds are used to assign move limits to each design
variable. Chen [8] proposes a number of dierent methods for calculating design variable move
limits for use in the sequential linear programming (SLP) algorithm. The Chen method utilizes
linear approximations of the constraints to determine when the bounds will be reached. The strategy
is applicable to both equality and inequality constraints. One of the disadvantages of the strategy
is that it does not account for the nonlinearities of the constraints and objective functions which
might lead to diculties in convergence. Fadel et al. [14] also developed a strategy which relies
on gradient information to adjust individual move limits in the design variables. The method is
based on the two-point exponential approximation (TPEA) which is an extension of the Taylor
series which accounts for the matching of the derivatives at consecutive design points through an
exponential correction factor. The exponents computed from the TPEA are used as a measure of
nonlinearity of the objective and constraints with respect to each design variable. These exponents
are then used to compute individual move limits. In most cases these model management or move
limit strategies are heuristic and in general lead to improved designs but not necessarily converged
Karush{Kuhn{Tucker (KKT) designs.
In each of the aforementioned studies the primary consideration has been that the application of the
approximate optimization strategies should lead to improved designs. Improved designs are obtained
in each of the approximate optimization studies as measured by the design objective employed
for each respective study. The attribute of achieving improved designs is laudable and obviously
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relevant for practicing designers. However, from a mathematics stand point, it is equally important
that approximate optimization methods be developed that insure convergence to a Karush{Kuhn{
Tucker solution.
A model management strategy which falls into this category is the trust region approach. This is a
classical method prevalent in nonlinear programming [13] which provides a framework for adaptively
managing the amount of movement allowed in the design space using approximate models. Trust
region methods were originally introduced as a way of ensuring global convergence for Newton-like
methods. The name is derived from the fact that the trust region denes the region in which one may
trust the approximate model to accurately portray the actual design space. Quite simply, the trust
region is merely another name for the region of the design space dened by the design variable move
limits. Recent work has focused on the development of trust region models management strategies
to insure convergence to KKT designs when employing approximate optimization strategies.
5. Trust region model management
Trust region methods were originally introduced to apply to modern nonlinear unconstrained op-
timization algorithms with a robust global behavior. Robust global behavior infers the mathematical
assurance that the optimization algorithm will converge to a stationary point or local optimum of
the problem, regardless of the initial iterate.
In trust region methods, a second-order approximation, ~f(x), of the objective, f(x), is successively
minimized with the trust region regulating the length of the steps in each iteration. The global
convergence properties of these methods relies primarily, on the assumption that the approximation
~f(x) and the actual function f(x) match up to the rst order, i.e.,
~f(x(s)) = f(x(s)); (21)
r ~f(x(s)) =rf(x(s)): (22)
On the other hand, the length of the steps or size of the trust region is controlled based on how
well the quadratic model predicts the decrease in f. A reliability index, (s), which monitors how
well the current approximation represents the actual design space is dened as
(s) =
f(x(s))− f(x(s+1))
~f(x(s))− ~f(x(s+1)) : (23)
This is simply the ratio of the actual change in the function to the change predicted by the approx-
imation. After each optimization iteration (s), the trust region radius is updated according to the
following principles:
1. If the ratio is negative or small, the iteration is considered unsuccessful since either the actual
objective increased (it is known that ~f will not increase) or it did decrease, but not nearly as
much as predicted by the approximation. In either case, the approximation is certainly poor and
the trust region must be reduced. For the case of a negative ratio, most algorithms actually reset
the design to the previous iterate and repeat that optimization iteration. This is done in order to
guarantee convergence of the algorithm.
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2. Conversely, if the ratio is large, a reasonable decrease in the objective function has been observed
relative to the approximate decrease, and the iteration is considered successful. It should be noted
that if the ratio is signicantly larger than one, the objective function actually decreased more than
had been predicted, and the approximation is actually a poor representation of the design space.
However, since this scenario is actually favorable as more reduction is gained than expected, an
increase in the trust region radius is justied.
3. Finally, if the ratio is an intermediate value, the wisest choice of action may be to leave the size
of the trust region as it is.
Mathematically, the above rules for updating the trust region radius may be described by choosing
constants to dene the ranges of the ratio value for which reduction or enlargement are necessary.
The positive constants R1<R2< 1 and c1< 1; c2> 1 are chosen so that the trust region radius is
updated as
(s+1) =
8<
:
c1(s) if (s)<R1;
c2(s) if (s)>R2;
(s) otherwise:
(24)
Typical values used for the limiting range values are R1 = 0:25 and R2 = 0:75. The trust region
multiplication factors c1 and c2 are usually chosen to be in the range between 0.25 and 0.5 for c1,
and 2 for c2 suggests 0.5 and 2. These limits are usually adjusted for the cases when the steps
kx(s+1) − x(s)k are smaller than the current trust region radius (s).
In [13], an additional mechanism for regulating the trust region is given to adjust the size of
the radius to be consistent with the magnitude of the steps taken. When the step taken to solve
the approximate optimization problem is a Newton step (a step to the minimum of the quadratic
approximation) which is shorter than the current trust region radius, the radius is immediately reduced
to the length of the Newton step.
A choice for the initial trust region size is left for the user to determine. It may be based on
knowledge of the problem or on some other criteria such as the length of the Cauchy step, a step to
the minimum of the approximation in the steepest descent direction. Another option is to choose the
initial radius to be proportional to the norm of the gradient of the objective, A(0) = kdf=dxx0 k,
although proper choice of the proportionality constant  must still be dealt with. Although an algo-
rithm may recover from a bad initial trust region radius, this value has an eect on the eciency
of the algorithm since extra iterations may be required.
Besides the arbitrary setting of the limiting range constants (R1; R2) and the adjustment factors
(c1; c2), one obvious drawback to this method is the fact that it is dened for unconstrained optimiza-
tion. It necessarily compares the change in a single quantity to the predicted change in that quantity.
For use in constrained optimization, this is often overcome by the use of a penalty function, such
as the augmented Lagrangian function, , in which the constraints of the problem are included with
the original objective function to form a new objective function of the form
(x; ;w) = f(x) + Tg(x) + 12g(x)
TWg(x); (25)
where  is a vector of Lagrange multipliers and W is a diagonal matrix of penalty weighting
terms. This type of problem modication is acceptable as long as the optimization algorithm may be
adapted to approximate and use the desired penalty function. In many cases, however, the problem
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is formulated such that approximations are available only for the objective function and constraints
individually. These approximations can be combined to form an approximate penalty function, with
the only additional burden being the calculation and updating of penalty parameters (Lagrange mul-
tipliers, etc.).
The most promising aspect of the trust region approach is its excellent global convergence prop-
erties. Global convergence is dened as the ability to converge to a local optimum from any starting
point. In [9], a proof of global convergence is oered for constrained approximate optimization
algorithms in which design variable movement from iteration to iteration is governed by the trust
region. This characteristic is important to avoid cycling and to provide steady convergence in the
design process.
One can see that the trust region method encompasses many of the ideas of the move limit
strategies previously discussed. It uses a constant reduction=enlargement scheme based on the history
of the previous iteration and on how well the convergence of the approximation conformed to the
actual convergence. That is, the model used to approximate the design space might be found to
perform exceptionally well, so that use of a model with less accuracy but lower computational cost
could be considered. In CSSO for example, it might be found that the quadratic formed from the
subspace data is extremely accurate in the coordination procedure. As a result it may be decided
that either less data is required in the next iteration or the subspace optimizations may be bypassed
altogether and SLA performed until it is determined that a quadratic model is again required. Thus, it
can be seen that a trade-o exists between reducing the required level of approximation or expanding
the trust region for use with a highly accurate model.
The strong convergence properties of trust region methods make them an ideal tool for model man-
agement. Several model management frameworks for approximate constrained minimization based on
trust region methods have been developed in the last few years. In these algorithms the high-delity
analysis tools interact with lower delity system approximations during the optimization process
through a trust region model management strategy which controls the accuracy of the approxima-
tion. Fig. 4 shows a ow chart of the provably convergent trust region model management algorithm
for constrained approximate minimization using RSAs developed in [20].
In this particular model management framework, the problem (13){(16) is solved by successively
minimizing quadratic approximations of the augmented Lagrangian. The quadratic approximation,
satisfying (21){(22) is built using variable-delity data generated using the concurrent subspace
approach of Wujek et al. [26]. The performance of this algorithm has been improved by introducing
a continuous relationship between  and the trust region adjustment factor [25]. The Wujek and
Renaud approach provides a more consistent and exible mechanism for controlling the error in the
variable delity approximations used in [20]. The strategy developed provides a logical quantitative
measure for enlarging=reducing the size of the trust region based on gradient information. Alexandrov
et al. [3] develop a framework for managing approximation models in unconstrained minimization.
The Alexandrov et al. trust region based optimization algorithm is not restricted to quadratic models
of the objective function as in the case of traditional trust region methods, but the algorithm requires
the models to satisfy conditions (21){(22) which are enforced using a -correlation approach. The
framework allows the approximation model to change during the optimization, which adds exibility
over traditional trust region algorithms in the sense that it makes improvement of the model by
either changing the model itself or adjusting the trust region radius, a model management decision.
Extension of the work in [3], to the case of constrained optimization is performed in [1]. In this
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Fig. 4. Trust region augmented Lagrangian model management algorithm.
framework, the problem (13){(16) is solved by successively optimizing linear system approximations
using a methodology based on a class of multilevel methods for constrained optimization described
in [2]. The length of the trial steps is also controlled by a trust region which provides this algorithm
with the global convergence characteristics. The framework has been tested on a number of analytical
problems and is currently being implemented on a subset of the MDO Test Suite [18].
All of the algorithms and frameworks for model management described above assume that rst-
order information for building the approximations is available. However, this is not always the case.
Evaluation of objective functions and constraints may imply a high computational cost, which for a
typical multidisciplinary engineering problem might require hours even in highly parallelized plat-
forms. Besides this practical limitation, accuracy is another issue. Values obtained for the objective
and constraints may have few correct signicant digits and be noisy which makes gradient calcu-
lations dicult using the nite dierence method. Consequently, the development of derivative-free
model management frameworks has captured great interest among the MDO community. Conn et al.
[10] propose a derivative-free algorithm for minimizing a function without constraints. The algorithm
uses an interpolation set to build a quadratic model which is minimized in a trust-region framework.
152 J.F. Rodrguez et al. / Journal of Computational and Applied Mathematics 124 (2000) 139{154
The key point of their algorithm is the denition of the interpolation set in the neighborhood of the
current iterate, since it controls the accuracy with which the true objective function is approximated.
The \goodness" of the interpolation set is measured by the linear independence of the interpolating
basis as dened in [10]. The algorithm has been proven to be globally convergent when Newton
fundamental polynomials are used [10]. Computational results for a number of analytical problems
and for the Boeing helicopter problem [11], are encouraging. In a recent paper, Booker et al. [6]
have proposed a framework for optimization of expensive functions by surrogates. The methodology,
which is able to handle nonlinear optimization problems with variable bounds, is based on global
convergence results for pattern search methods presented by Torczon [24] and Lewis and Torc-
zon [15,16]. The framework has been developed to accommodate a variety of surrogates: (i) lower
complexity physical models of the high-delity simulation; (ii) approximation of the high-delity
simulation by interpolating or smoothing known values of the objective; or (iii) model-approximation
hybrids. The framework has been successfully applied to the Boeing helicopter problem [6] where
surrogates constructed by kriging were used. Initial interpolating sites for the kriging model were
selected using design and analysis of computer experiments (DACE).
6. Closure
As computers advance in speed, more ecient data sharing and exchange algorithms are devel-
oped. One observes that an increasing number of discipline sets are being encompassed in actual
engineering optimization process. Problem complexity is observed to grow at a pace which taxes the
limits of the advances in processing powers. Therefore, the dimensionality and complexity of MDO
problems may always necessitate the use of approximations and decomposition strategies to make
the optimization a practical task. In this regard, RSAs have emerged as useful tools for reducing
computational cost while handling designs of variable complexity in an ecient manner. Both local
and global RSA strategies based on local and accumulated design data of variable delity have been
proposed and investigated. Moreover, in recent years, there has been a growing interest in the use of
global approximations based on kriging and interpolating models built with high-delity information
at design sites usually given by DACE methodologies.
The introduction of approximations in MDO has led to the need to develop ecient model manage-
ment strategies. These model management strategies have focused on controlling the model accuracy
within the context of optimization. In practice, many of these strategies were based on heuristics and
design experience which only guarantee improved designs; however a vigorous movement toward
the generation of converged designs rather than improved designs in MDO is evidenced in the sig-
nicant number of references devoted to the development of MDO frameworks with strong global
convergence properties. These MDO frameworks, which use a variety of system approximations, are
based on the common trust region methodology for managing the approximate models.
One observes an increasing collaboration between the mathematical and engineering communities
in the development of new MDO frameworks. This collaboration has lead to algorithms which
provide for the needs of designers while incorporating the rigor and robustness of mathematical
programming. Consequently, many new algorithms and frameworks being developed account for the
limitations and data communication diculties usually encountered in multidisciplinary engineering
applications, without sacricing convergence properties.
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