The problem of eigenoscillations of beam-mass systems is investigated and four examples are developed. For such systems the corresponding Sturm-Liouville problems contain the eigenvalue parameter in the boundary conditions. It is shown that the eigenfunctions for the systems considered form a basis of the appropriate Hilbert space. Rayleigh-Ritz formulas are also developed. Some lower bound estimations for eigenfrequencies are also found.
Introduction.
As is well known, the set of eigenfunctions of a positive selfadjoint second-order differential operator on L2[0, d] forms a basis of the space involved [1, p. 167] . There exists diverse literature [1] devoted to the problem of determining when a system of eigenfunctions forms a basis for the appropriate Hilbert space. The goal of this work is to contribute to this eigenfunction problem for certain mechanical systems that are defined by a Sturm-Liouville problem with an eigenvalue appearing in the boundary conditions. The intention of this paper is to show how known methods and results from the theory of operators on a Hilbert space can be applied to a class of eigenoscillation problems in mechanics.
Appropriate subspaces of the Sobolev spaces Hk[0, d], k = 1,2 are used with alternative inner products that are equivalent to the Sobolev inner product and yet that allow the operator to be selfadjoint on the space. The examples presented are taken from the recent engineering and physics literature (see, for example, [2] - [5] ) and, it is thought, progressively show the applicability of these operator-theoretic methods to such eigenoscillation problems.
The basic mechanical system considered is that of free oscillations of a string with fixed end points. and corresponding norm ||u||//fc = (u,u)^k. The complex conjugation of u is denoted by u. The notation (1x1,1/2) is used for the standard inner product in L2[0, d\, and ||u|| is used for the corresponding norm. In various sections of this work, additional inner products will be introduced to fit the situation being discussed in that section. Each of these inner products will be denoted by (u,v) 1. 
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Then integrate the first term in the integral identity (1.4) by parts. Since 77 is arbitrary, it follows from the Variational Lemma [8, p. 18 ] that u will solve the Sturm-Liouville problem (1.3). Now introduce a new inner product in if0,1 [0, d] {u,r}) 1= / (u'fj' -q(z)ufj) dz.
(1.5) J 0
This inner product generates a norm that is equivalent to the standard norm produced by (1.2) for k = 1. The Riesz representation theorem [1] guarantees that rd ufjdz = (Au,rj)i (1.6) / Jo for an appropriate linear operator A:
The operator A is positive because of the integral definition (1.6). The compactness of A can be shown using the embedding theorems for Sobolev spaces (Sobolev inequalities) [1] , [6], [7] . As an example, by using the explicit representation for A in terms of the Green's function for the operator L = d2/dz2 + <7(2:) it can be shown that all properties of A mentioned hold.
Equations ( The mechanical systems considered in Section 2 have the characteristic property that their eigenoscillations are formulated as a Sturm-Liouville problem with an eigenvalue parameter contained in the boundary conditions. Therefore, the previous classical techniques do not directly apply. In this case the spectral problem (1.7) must be replaced by a problem for an operator polynomial according to the terminology introduced by M. V. Keldysh [9] , [10] .
In the paper [9] , Keldysh considers operator polynomials of an arbitrary order m. These operator polynomials will be important in the examples of Section 2. The main idea of [9] is the conversion to a new Hilbert space, denoted by Em, which is the orthogonal sum of m copies of the original space E. As a result, an equation is obtained in which the spectral parameter appears linearly. In case m = 1, the simplest operator polynomial Here I is the identity; T and V are operators acting on E. This operator polynomial will be central to the results of Section 2. Some terminology is needed to state Keldysh's result. Namely, a selfadjoint operator V in S is complete if the equation Vip = 0 has only a trivial solution. The operator V has finite order if for its eigenvalues An, n = 1,2,, there exists some finite p such that the following series converges:
La-<oo. The vectors un, n = 1,2,... ,k, in E are said to be associated with the eigenvector u defined by L(X)u = 0 provided that L(X)ur = Vur-i, r -l,...,k, uq = u. Theorem 1.2 (Keldysh) . If V is a selfadjoint complete operator of finite order and T is a compact operator, then the system of eigenvectors and associated vectors of the spectral problem (1.8) is complete in E.
The literature for Sturm-Liouville problems where the spectral parameter appears in the boundary conditions is diverse. The case where the spectral parameter appears linearly in the boundary conditions is discussed first.
Pulton in [11] , [12] employed the residue calculus in a manner similar to Titchmarsh [13] to give a direct proof of the convergence properties of the eigenfunction expansion. In [12] the well-known problem of cooling a thin solid bar one end of which is placed in contact with a finite amount of liquid is considered.
It is assumed that heat flows from the bar only into the liquid and is convected from the liquid to a surrounding medium; Newton's law of cooling is assumed at the liquid-solid interface. One special case of this problem was considered by Langer [14] (see also Friedman [15] ). The general problem was the motivation for [11] - [12] , [14] - [16] , as well as other authors. Walter [16] obtained the expansion theorem using the selfadjointness of the operator associated with the Sturm-Liouville problem. Note, it is important to emphasize that the Hilbert space S = L2[0,d] © C is used systematically in [11] , [12] , [15] , [16] to get a selfadjoint operator. Bobrovnitskii [17] considered oscillations of some mechanical systems and established the orthogonality relations for eigenfunctions of the corresponding Sturm-Liouville problems with the spectral parameter in the boundary conditions. Those relations contain the terms outside the integral. Note, the structure of functional space mentioned above evidently suggests the presence of these terms. The problem of completeness of eigenfunctions is not discussed in [17] . Hinton [18] , [19] considered the same family of Sturm-Liouville problems as Fulton [11] , [12] , but he included the case of a singular end point. He obtained the convergence theory, uniform and absolute on compact intervals, for the eigenfunction expansions associated with the operator of the SturmLiouville problem. For the case where all eigenvalues of this operator are nonnegative, he proved that the class of functions where convergence takes place is the domain of the square root of the operator (energy space). In [20] , [21] Hint on and Shaw consider the Sturm-Liouville problem for a vector with the spectral parameter in the boundary conditions. They prove the existence of a Titchmarsh-Weyl coefficient M(A) and use it to construct the Green's function and resolvent operator. The spectrum of the operator is found to be connected with the singular structure of M(A). Hinton and Shaw also give a list of some engineering models where such Sturm-Liouville problems appear. Some of those problems will be mentioned below. Steinriick [22] considered the singular perturbed Sturm-Liouville problem for a couple of functions. He gave an asymptotic analysis of the problem but did not consider completeness of eigenfunctions. Binding and Ye [23] considered the operator polynomial L(A) = A -XB, which is similar to (1.8). Here A and B are selfadjoint. The pair (A, B) is simultaneously diagonalizable, in a certain sense, and a variational approach is developed.
The case where the spectral parameter appears nonlinearly in the boundary conditions is more complex. The general results about operator polynomials including the multidimensional case can be found in monographs by Gohberg and Krein [10] and Rodman [24] (see also Radzievskii [25] ). Greenberg and Babuska [26] , [27] considered Sturm-Liouville problems for second-order and fourth-order differential equations.
Here the eigenvalue may occur nonlinearly in the differential operator and in the boundary conditions. Using variational properties of eigenvalues and the Sturm comparison theorems, the authors found bounds for eigenvalues. Among many other papers, we would like to mention only Kostyuchenko and Shkalikov [28] , [29] who considered an operator-differential equation in connection with oscillations of an elastic semi-infinite cylinder. They reduced the problem to an operator polynomial equation of the second order L{X)u -0 with L(A) = A + XB + X2C.
(1.9)
Here A is bounded and selfadjoint, and B and C are compact and selfadjoint. The authors assume the existence of a constant c such that the operator L(c) is positive and invertible.
They proved the completeness of eigenfunctions by studying the resolvent (see [13] , [11] , [12] ). Note, this assumption will be proved for the operator polynomials considered in Section 2. Additional related references from the Russian literature can be found in [10, 25, 28, 29] .
Chen et al [30] analyzed the spectrum of two identical coupled beams with dissipative joints.
In particular, the asymptotic behavior of the eigenvalues is found. Chen did not consider the problem of the completeness of eigenfunctions.
However, the case of dissipation of energy is not considered in this paper. The technique developed here does not apply (at least not directly) to problems where the corresponding operators are not selfadjoint.
The above description shows that diverse experience has been accumulated in operator theory for the proof that a set of eigenfunctions of the Sturm-Liouville problem with the spectral parameter in the boundary conditions forms a basis. Note especially the methods of [10] .
The last result to be mentioned deals with Riesz bases [10] . Theorem 1.3. Every bounded invertible operator transforms any orthonormal basis of E into another basis of E, a so-called Riesz basis.
The main objective of this paper is to prove that the set of eigenfunctions for certain Sturm-Liouville problems arising from mechanics forms a basis for the corresponding space. Note that the Sturm-Liouville problems considered in this work cannot be reduced to the problems considered in [11] , [12] , [15] , [16] , though the equations in these references also contain the spectral parameter in boundary conditions. In Section 2, a cable-mass and several beam-mass systems are considered. The main result from abstract operator theory used in that section is Theorem 1.3. The development is such that the associated vectors of Keldysh are not needed in order to obtain a basis of the space E. The examples are arranged in order of increasing complexity.
The following result is a direct consequence of the polar identity [31, p. 4] . This inequality is used below in various places to show that an operator is positive. [5] . However, these authors deal only with eigenfrequencies and their calculations are formal. No existence theorems for eigenfrequencies are proved and no properties of eigenfunctions are discussed except for some numerical results.
In this work, the corresponding Sturm-Liouville problem for each of the cable-mass and beam-mass systems of [2] - [5] is used to define the generalized solution utilizing integral identities.
The identity is then reduced to an operator equation in the appropriate Hilbert space. The operator techniques mentioned above are used to prove that the set of eigenfunctions of each system forms a basis of the corresponding Hilbert space. Some estimations for eigenfrequencies from below are found. 2.1. A beam of non-uniform cross section with one end elastically restrained and the other end carrying a guided mass. Bambill and Laura [2] conduct numerical experiments for determining the fundamental frequency of vibration for this system using the Rayleigh-Ritz method.
Such a system is described by the Sturm-Liouville problem
The mechanical parameters E, Iq, h, M are assumed to be positive constants that do not contain the spectral parameter u>. The function (3(z) is assumed to be bounded, measurable, Lebesgue integrable, positive definite on the interval [0, d] and reduces to a (positive) constant near the point z = 0. Note that (3 was taken to be piecewise constant by Bambill and Laura [2] 
Now introduce a new inner product on E as follows:
This inner product generates a norm that is equivalent to the original norm of u € E; see (1.2) for k = 2. Though the spectral parameter lo2 is contained in the boundary conditions (2.1b), the final equation (2.6) has the simple structure of (1.7). Theorem 2.1 then follows immediately as in Theorem 1.1.
Let r] = u in (2.2) and assume the eigenfunctions are real valued. Then Eq. [33] , [34] , [35] ). By using the notation from [20] the corresponding Sturm-Liouville problem has the form
Here c and 7 are constants such that c272 = q(0). The method developed by Hinton and Shaw [20] , [21] allows them to include this problem in the general scheme and to get important results about the spectrum.
Here the basis property of the eigenfunctions is discussed briefly because the construction is similar to those used in Section 2. has the form A -f° ((z")2 + q(x)(z')2) dx fo z2 dx + 72z(0)2 2.3. A sagged cable supporting a discrete mass. Cheng and Perkins [3] derive the system of equations for an asymptotic model for such a system with small attached mass. A dispersion equation is considered, and frequencies and the shape of the eigenfunctions (modes) are numerically calculated.
Additional references related to the problem of behavior of an oscillating cable with tip mass can be found in [20] . In particular, this problem is associated with the feedback control of large flexible space structures [36] . 
Here e and £1 are two arbitrary positive numbers. Using (2.34), yields 
Recall that a\ = k~2 and that aga^ > (ki)2 from (2.30). Thus, the denominator is positive.
2.6. Estimations for eigenfrequencies from below. The formulas (2.7), (2.19), (2.28), and (2.36) allow the estimation of lower bounds for the eigenfrequencies (2.37) This estimation for problems in Sections 2.1 and 2.3 is now derived explicitly in terms of mechanical parameters of the corresponding systems. Such estimations exist for the problems in Sections 2.4 and 2.5 but are sufficiently more complex to derive. The corresponding estimation for the problem in Section 2.2 is similar to those in 2.1.
For the beam (Section 2.1) the derivation is based on the representation (2.7) and the inequalities [32] . This approach is especially important when the parameters of the system are not constant. Second, the spectral analysis of the above mechanical systems is the first step in the development of a theory of control for those models. In particular, the asymptotic representation of eigenfrequencies for large numbers is important in such an analysis. Third, the corresponding eigenfunction expansions allow the consideration of the oscillations of systems under the action of random forces [40] . Current research on these three topics by the authors uses the techniques and results developed in this paper. Remark 2.2. After this work was complete the authors became aware of the work of Laura, Reyes, and Rossi [41] on cable-payload systems. The corresponding SturmLiouville problem contains a spectral parameter in the boundary conditions and presents a sixth example to which the technique developed in this paper can be applied. The methods of Fulton [11, 12] and Hinton [18, 19] can also be applied to this system. (2.4) ). Now the compactness of the operator A will be proven [6] . Let the sequence {ttfc} converge weakly in E to an element u £ E. It will be shown that the sequence {Av,k} converges strongly in E. The boundedness of A implies the weak convergence of {Auk} to Au in E. Moreover, the compactness of the embedding operator of E into L2 The inequality (3.7) and the inequalities (2.53), (2.54) imply |A2(w,r])\ < c8||u||illr/H]..
The further proof is essentially the same as for Lemma 2.1. As a result, the representation (2.16) is justified for k = 2. The proof for the case k -1 is easier and does not differ essentially from the proof for Lemma 2.1.
