I[NTRODUCTION]{.smallcaps} {#sec1-1}
==========================

Biomedical practitioners have leveraged a plethora of imaging tools to measure physiologic and phenotypic details. Many of these imaging modalities were highly manual and either very time consuming or cost prohibitive. For example, in the pioneering years of radiology practice, plain X-ray radiography employed time consuming, and arduous chemical processes to develop film-screen images.\[[@ref1]\] Today, medical professionals have a large arsenal of advanced imaging tools available. Such imaging tools rely on computer vision, algorithms, and graphics.

Imaging methods that dominate the biomedical field include ultrasonic evaluation, X-ray computed tomography (CT), positron emission tomography----CT (PET-CT), and magnetic resonance imaging (MRI). These methods are capable of producing sets of two-dimensional (2D) images and three-dimensional (3D) reconstructions for interpretation.\[[@ref2][@ref3][@ref4]\] 3D imagery provides a better way to visualize and accurately measure a patient\'s phenotypic characteristics.\[[@ref5][@ref6]\] Within the context of pathology, volumetric display, and mesh reconstruction techniques are particularly alluring for examination of clinical tissue specimens. 3D imaging could also enhance the study of disease processes, especially those involving structural changes, and in which spatial relationships are relevant.\[[@ref7][@ref8][@ref9]\]

Currently, there is no clear "best" 3D imaging method, especially in regards to medical imaging. Rather, each of the available methods involves tradeoffs in image size, accuracy, and resolution. Thus, determining which 3D imaging method is most appropriate often depends on the medical question under investigation. Herein, we summarize current 3D imaging and 3D scanning methods, with an emphasis on techniques that enable 3D histopathologic reconstruction, such as serial 2D scanning, 3D scanning, and whole slide imaging (WSI). Emerging platforms that combine robotics, sectioning and imaging in their goal of digitizing, and automating the entire microscopy workflow are discussed. Future applications of current and novel 3D imaging methods within the context of pathology are also addressed.

T[HREE-DIMENSIONAL]{.smallcaps} S[CANNING AND]{.smallcaps} T[HREE-DIMENSIONAL]{.smallcaps} I[MAGING]{.smallcaps} {#sec1-2}
================================================================================================================

It is important to review the semantic differences between 3D imaging and 3D scanning. In computer science, "image scanning," often abbreviated to just "scanning," describes the process by which a detector traverses an object, surface, or body part and uses electromagnetic radiation (EMR) to obtain images and convert them into a digital format. 3D scanners typically contain image sensors that capture light reflected off an object as pixel data. In this sense, an image is a 2D arrangement of pixels, which often corresponds to the resolution of the image sensor.

Laser technology was initially introduced in the 1960s. Following their invention, lasers were coupled with image sensors and used by computer vision software for image segmentation and reconstruction. Popular usage of the term "3D scanner" denotes a specific type of 3D laser scanner, which relies on nonionizing EMR, primarily visible light. In contrast to these 3D scanners, there are other 3D devices that employ high (X-ray, PET-CT) or low (radio, ultrasound) frequency EMR. The majority of this review is concerned with 3D scanners of the former type, as defined above since they are becoming increasingly popular, cheap, and relatively easy to use. However, before moving on to 3D scanners, it is worthwhile to review more conventional methods of 3D histopathologic analysis, like those offered by WSI platforms.\[[@ref10]\]

W[HOLE]{.smallcaps} S[LIDE]{.smallcaps} I[MAGING]{.smallcaps} {#sec1-3}
=============================================================

Whole slide images are the digital equivalent of traditional glass slides and contain high-resolution representations of the same scanned material found on glass slides.\[[@ref11]\] In the past, WSI was mostly focused on 2D analysis at the expense of 3D structural analysis.\[[@ref12][@ref13]\] More recently, 3D reconstruction of whole slide histological data has demonstrated value in the visualization and diagnosis of disease.\[[@ref14]\] High-resolution 3D histopathologic imagery is, especially advantageous in discovering diagnostic patterns, due to its improved correlation between imaging modalities such as MRI, conventional CT, and WSI.\[[@ref15][@ref16][@ref17][@ref18]\]

The WSI process begins with the creation of serial, glass slide-mounted tissue sections, obtained either through traditional or automated histology sectioning. Automated robotic microtomes, which automatically trim and section blocks, are particularly useful for 3D reconstruction of tissue sections. Benefits afforded by automated sectioning compared to traditional manual sectioning include the near-uniform thickness of sections, uniform orientation of sections (i.e., alignment of tissue between sections), and fewer sectioning artifacts.\[[@ref19][@ref20]\] All these factors facilitate interpolation of structure between sections, resulting in high fidelity 3D reconstructions.

Serial sections are typically acquired at a thickness of 4--6 μ. They are then mounted on glass slides. While a minimum of fifty sections are recommended, an optimal 3D reconstruction is obtained with at least 100-200 serial sections. Such sections all need to be stained, using routine histologic and/or immunohistochemical techniques. Next, the stained glass slides need to be digitized using a WSI scanner, to generate a series of digital images, each corresponding to a different scanned level of the tissue block. These serial digital images are then run through commercially available or custom software, to generate 3D models \[[Figure 1](#F1){ref-type="fig"}\]. Examples of WSI-compatible 3D reconstruction software include Voloom (microDimensions, Munich, Germany) and Image-Pro Premier 3D (Media Cybernetics, Rockville, MD, USA). In general, 3D reconstruction software involves the following steps: Registration, segmentation, interpolation, and volumetric rendering.\[[@ref11]\]

![Three-dimensional reconstruction of lung adenocarcinoma from serial two-dimensional whole slide images. H and E-stained glass slide-derived whole-slide images are run through commercially available or custom software, in order to generate three-dimensional models through registration, segmentation, interpolation and volumetric rendering or serial two-dimensional sections](JPI-8-36-g001){#F1}

L[ASER]{.smallcaps} S[CANNING]{.smallcaps} {#sec1-4}
==========================================

3D laser scanning, often abbreviated to just 3D scanning, has been used for reverse engineering and part inspection in the manufacturing industry, as well as a digital actor, prop, and set recreation in the visual effects industry. However, 3D scanners, like other emerging technologies, have experienced a dramatic decrease in equipment costs, making 3D scanning more accessible to a wider audience.\[[@ref21][@ref22]\] 3D scanners analyze real-world objects to gather data on their shape and color. Data collected from the scanner is then used to construct a 3D mesh, which can be printed using various additive manufacturing (3D printing) methods. 3D models, which include 3D meshes, are best defined as "numerical description(s) of an object that can be used to render images of the object from arbitrary viewpoints and under arbitrary lighting conditions."\[[@ref23]\] A list of common terminology, within the realm of 3D scanning, is provided in [Table 1](#T1){ref-type="table"}.

###### 

Common terminology for three-dimensional scanning

![](JPI-8-36-g002)

T[HREE-DIMENSIONAL]{.smallcaps} R[ECONSTRUCTION]{.smallcaps} {#sec1-5}
============================================================

The 3D reconstruction process for laser scanners begins with the conversion of raw data elements into point clouds (or vertices) of geometric samples from the surface of the object, which are viewed and manipulated using graphics applications \[[Figure 2a](#F2){ref-type="fig"}\]. A meshing process then takes place, whereby the vertices (points) in the point cloud are algorithmically connected to form a manifold surface called a mesh \[[Figure 2b](#F2){ref-type="fig"}\]. That mesh is then generally stored as a series of components which define each polygon that make up its surface.\[[@ref24][@ref25]\] At this point, the 3D model, which is typically a polygonal mesh, is further refined using one of several different 3D modeling applications. Next, images called textures are mapped onto the surface of the mesh in order to faithfully represent the original color of the object that was scanned \[[Figure 2c](#F2){ref-type="fig"}\]. This is achieved by mapping each 3D vertex coordinate onto a corresponding coordinate within a 2D parametric (UV) unit plane. During the rendering process, this UV mapping is used to broadcast a 2D texture across the 3D surface of the model.

![Three-dimensional model generation pipeline through point clouds, meshes, and texture Maps for three-dimensional scanners. (a) For three-dimensional scanners, the reconstruction process begins with the conversion of the raw data elements into point clouds of geometric samples from the surface of the object. (b) A meshing process then takes place, whereby the points are algorithmically connected to form a manifold surface called a mesh. (c) Next, UV mapping is used to broadcast and map two-dimensional images, called textures, onto the surface of the three-dimensional polygonal mesh in order to faithfully represent the original color of the object scanned](JPI-8-36-g003){#F2}

For many 3D scanners, multiple scans are required to produce a high fidelity and complete 3D representation of the object being scanned. Generally, in between scans, the object is oriented along a different axis, to ensure that point clouds are obtained from as many different directions as possible; this ensures that information is obtained from all sides of the object. After multiple scans are obtained, the individual scans are brought into a common reference system through a process that is usually referred to as alignment or registration. After the scans are registered, they are subsequently merged to create a more complete 3D model (i.e., more dense point cloud).\[[@ref24]\]

There are a wide range of potential approaches to 3D scanning, each with its own advantages and limitations. In this review, we mostly focus on nondestructive methods in which the object is left largely unaltered during digitization. Within this limited scope, 3D scanners fall into one of two broad categories: contact and noncontact data capture methods.\[[@ref26]\] [Figure 3](#F3){ref-type="fig"} contains a broad classification scheme for both contact and noncontact 3D digitization methods. [Table 2](#T2){ref-type="table"} provides additional characteristics associated with commonly used noncontact, volumetric, and surface scanning methods.

![Classification of three-dimensional digitizing method. Three-dimensional scanners fall into broad contact and noncontact based categories. Contact three-dimensional scanners are sub-classified according to whether or not the scanning method is a destructive (i.e., knife-edge scanning microscopy, focused ion-beam scanning electron microscopy, etc.) or nondestructive process (i.e., coordinate measuring machine, articulate arms with encoders, etc.). Noncontact three-dimensional scanners are sub-classified by the type of electromagnetic radiation utilized. Within visible light-based noncontact scanning, methods can be further divided devices that emit or absorb radiation](JPI-8-36-g004){#F3}

###### 

Characteristics of commonly used noncontact three-dimensional technologies

![](JPI-8-36-g005)

C[ONTACT]{.smallcaps} T[HREE-DIMENSIONAL]{.smallcaps} S[CANNING]{.smallcaps} {#sec1-6}
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Contact 3D scanners probe objects through physical touch, usually while the objects are mounted or laid upon a flat surface.\[[@ref27][@ref28]\] The touching of the contact probe to various points on the surface of the object results in data capture. This method of data collection is generally more accurate for defining the geometric form of an object rather than organic freeform shapes. Mechanical contact-based digitizing is also more suitable for highly reflective, mirroring, or transparent objects and for objects with difficult-to-reach areas.\[[@ref29]\] Contact 3D scanners are, especially, useful for industrial reverse engineering applications when precision is the most important factor. Limitations of contact scanning include the relatively slow scan speed and the necessity for physical contact, which may modify or permanently damage the object. As mentioned above, contact 3D digitization requires physically interacting with the object, such that contact 3D scanners are further split into one of two subtypes: destructive and nondestructive \[[Figure 3](#F3){ref-type="fig"}\]. Nondestructive scanners require physical touch but leave the object largely intact. Many popular, commercially available 3D scanners, especially those employed for industrial applications, are of the nondestructive type. An example of such would include a coordinate-measuring machine, which is commonly employed for reverse engineering, rapid prototyping, and large-scale part inspection. Destructive scanners, like automated serial block-face or serial section microscopy, produce volumetric data by consecutively removing minute layers of material, while digitizing each layer as it is processed. The process is repeated until the entire object has been fully digitized, and thus fully destroyed. Examples of destructive contact scanning include knife-edge scanning microscopy (KESM), micro-optical serial tomography, light-sheet microscopy, and focused-ion-beam scanning electron microscopy (FIBSEM). These platforms combine robotics, computer vision, and advanced optics for high-throughput imaging and computational analysis.\[[@ref30][@ref31][@ref32]\] For example, 3Scan\'s (San Francisco, CA, USA) commercial KESM platform \[[Figure 4](#F4){ref-type="fig"}\] couples automated sectioning with light microscopy for imaging whole-mounted organs and large tissue volumes at speeds that are 1000 times faster than manual histology. These methods are popular among researchers in the medical and health sciences like connectomics, wherein high-resolution images are used to create structural maps of neural connections.\[[@ref33][@ref34][@ref35]\]

![Mark I knife-edge scanning microscopy platform (3Scan, Inc.)](JPI-8-36-g006){#F4}
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Noncontact methods offer a faster and more simple option for obtaining 3D scans. Since the 1980s, the optical (or light-based) noncontact scanners have become the preferred method for certain kinds of objects. Some include large, freeform, flexible or fragile objects, objects with numerous features, and objects where probe contact is not feasible (e.g., rare artifacts).\[[@ref36]\] Optical, noncontact 3D scanning is further divided into active and passive subtypes. For both subtypes, the concept is more or less the same. Light is reflected off an object\'s surface through an array of lenses and then onto an image sensor. Passive scanners illuminate objects using an undirected light source, such as ambient light. Passive scanning methods are simple to set up, have rapid measurement times, and some commercial versions provide automated surface matching. In contrast, active scanners employ a directed light source, such as lasers and light patterns. Computer\'s are able to calculate the 3D coordinates of points of an object\'s surface by comparing the image of an object light by directed light to what would have been captured under known conditions (i.e., no object). Active scanning is the more popular method.

Many commonly used noncontact, active 3D scanning microscopes use fluorescence imaging to provide contrast. Confocal, multi-photon, and light-sheet microscopy is often used in research laboratories to image small tissue samples at a limited depth. A fundamental challenge for currently available 3D fluorescence microscopy systems is the need to image large volumes of tissue at high resolution in a reasonable time frame. Confocal and multi-photon microscopy systems provide excellent resolution and contrast but can be prohibitively slow for imaging clinical specimens. For example, a recent study required 30 h to image a single kidney biopsy specimen.\[[@ref37]\] Light-sheet microscopy \[[Figure 5](#F5){ref-type="fig"}\] offers superior speed of imaging compared to confocal and multi-photon microscopy systems while maintaining good resolution. These properties of light-sheet microscopy have led to high impact studies in neuroscience and developmental biology.\[[@ref38][@ref39]\] However, current commercially available light-sheet microscopy systems are ill-suited to imaging larger clinical specimens, which is an area of active research.

![Three-dimensional light-sheet microscopy image of a prostate biopsy measuring (2 cm in length by 1 mm in diameter). The biopsy specimen was chemically cleared with 2, 2\' thiodiethanol to enable three-dimensional imaging, then stained with DRAQ5 (nuclear) and eosin (cytoplasmic) fluorescent dyes. A custom-built light-sheet microscope imaged the biopsy in three-dimensions. The total time for clarification, staining, and imaging was \<20 min. The nuclear and cytoplasmic channels were false-colored and volume rendered using Imaris software](JPI-8-36-g007){#F5}

F[ILE]{.smallcaps} F[ORMATS]{.smallcaps} {#sec1-8}
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Once an object is "captured" by a 3D scanner, it is turned into a 3D model through a computer-based reconstruction process. 3D modeling and computer-aided design software can be used for further modification of the model. There are three primary methods of 3D modeling: organic modeling, hard surface modeling, and procedural modeling \[[Table 3](#T3){ref-type="table"}\].\[[@ref40]\] These models are then formatted in one of many 3D file types, some of which are compatible with 3D printers and commercial 3D printing vendors \[[Table 4](#T4){ref-type="table"}\]. It is important to note that only a few file formats will support the full gamut of geometry, colors, and textures. For example, the stereolithography format (.stl), which is arguably the most popular 3D file format for 3D printing, only supports geometric features. In addition, many commonly used 3D microscopy visualization software packages including Vaa3D\[[@ref41]\] and ImageJ\[[@ref42]\] use raster image formats such as tiff. These raster image formats are much more computationally expensive than the vector formats listed in [Table 4](#T4){ref-type="table"} and are not accelerated by the rapid advances in graphical processing units.\[[@ref43]\]

###### 

Various types of three-dimensional computer-aided design modeling

![](JPI-8-36-g008)

###### 

Popular 3D File Formats

![](JPI-8-36-g009)

P[RACTICAL]{.smallcaps} A[PPLICATIONS]{.smallcaps} {#sec1-9}
==================================================

Research and clinical pathology both use 3D reconstruction of whole slide images. Recent clinical examples include classification of lung adenocarcinomas, diagnosis of colorectal pathologies from small biopsies, and metastasis of breast cancer to lymph nodes.\[[@ref7][@ref44][@ref45]\] Other applications include anatomical and micro-architectural features of normal tissue, tumor invasion, growth factor expression, and localization of therapeutic targets in relation to microvasculature.\[[@ref9][@ref46]\] The reconstruction of whole slide images is hindered by digital artifacts from tissue sectioning and image capture, inconsistency of image qualities, and the arduous process of manual tissue sectioning. Serial tissue sectioning is the most significant obstacle due to the labor and time-intensive nature associated with optimizing the process of alignment of tissue sections.\[[@ref9]\] Due to these limitations, careful analysis of the cost to benefit is need when considering this method for scientific inquiry.

3D scanning is relatively prevalent across many nonmedical domains. High-end commercial scanners are used by archeologists and preservationists to acquire models of remains, historical artifacts and large excavations.\[[@ref47][@ref48][@ref49]\] Aerospace, mechanical, and structural engineering sectors rely on 3D scanners to document structural dimensions, monitor structural deformations, and for reverse engineering of objects.\[[@ref50][@ref51][@ref52]\] Industrial manufacturing utilizes 3D scanning for quality assurance and inspection.\[[@ref50][@ref53][@ref54]\] 3D scanning has also been a major part of the visual effects and gaming industry for over 20 years.\[[@ref55]\] In the medical field, 3D scanners are also used for several reasons, including the modeling of intricate anatomical structures, planning of complex surgical procedures, custom fabrication of medical devices, and the diagnosis of rare medical conditions.\[[@ref56][@ref57][@ref58][@ref59][@ref60][@ref61][@ref62][@ref63][@ref64][@ref65][@ref66][@ref67][@ref68]\]

However, 3D scanners are currently nearly absent in anatomic and clinical pathology. An exception to this would be their use in forensic pathology, for the documentation of specific injuries and as means of virtual autopsy.\[[@ref69][@ref70]\] Virtual autopsies (virtopsy) routinely combine surface (i.e., photogrammetric) and volumetric (i.e., CT or MRI) scans as a means of examining deceased tissues in a digital environment.\[[@ref71]\] Recent investigations into the use of 3D printing in anatomic pathology have driven the use of 3D scanners for gross surgical specimen capture.\[[@ref72]\] 3D scanners for automated capture of gross surgical specimens is potentially feasible for digital archiving of specimens (e.g., in the laboratory information system), telepathology, education, medicolegal documentation, and experimental research.

Presumably, 3D scanning of gross surgical pathology specimens can reproduce realistic models of pathologic entities. These models can be used in medical training, clinical research, education, and clinicopathological correlation at multidisciplinary conferences. Furthermore, the application of 3D scanning techniques need not be confined to the macro level. Destructive 3D scanning of entire tissue blocks, through KESM, serial block face scanning-electron microscopy and FIBSEM, can also provide microscopic and ultrastructural 3D models of patient specimens. Datasets of varying levels of resolution, from sub-millimeter radiographic studies to sub-micron pathologic investigations, can be combined and rendered into an integrated, fully-comprehensive 3D model. These models would undoubtedly prove useful for many processes including tumor staging, margin assessment, pathologic-radiologic correlation, macro-microscopic correlation, and better insights into disease processes.\[[@ref73]\]

C[ONCLUSION]{.smallcaps} {#sec1-10}
========================

3D scanning and 3D imaging are emerging disruptive technologies. Their broad range of applications has the potential to expand into pathology practice. Driven by technological advances these tools continue to get cheaper, smaller, more reliable, and easier to use. Future 3D scanners will benefit from significant gains in scan rates. Currently, low scan rates represent a major technical bottleneck for many low-end desktop and handheld 3D scanners. Recently, Kadambi *et al*. described an innovative method of 3D scanning using high-quality depth sensing with polarization cues.\[[@ref74]\] Their findings allow for the creation of high-resolution 3D images, from only a sparse number of 2D pictures, taken by cameras with polarized lenses. Furthermore, the resolution of the images produced by this form of 3D scanning is much higher than that produced by high-precision laser scanners. While still in development, techniques like polarized 3D scanning will inevitably usher in the higher-resolution 3D models that can be acquired rapidly and cost effectively. Related technologies are also materializing and poised to profoundly change how we view and interact with 3D data. Chief among them are virtual and augmented reality wearable headsets and controllers (e.g., Oculus rift, HoloLens).\[[@ref75]\]

S[UPPLEMENTARY]{.smallcaps} {#sec1-11}
===========================

Downloadable 3D image of murine vasculature from the forebrain, created using the KESM platform: <https://sketchfab.com/models/9757aed6ddf14265aaf94f936086c372>.
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