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CFD (Computational Fluid Dynamics) ist heutzutage ein zuverlässiges Werkzeug für die 
Analyse von Strömungen und kommt deshalb in der Luftfahrtindustrie mehr und mehr 
zum Einsatz. Ein Flugzeugflügel ist jedoch ein Aero-Struktur-System, weshalb die durch 
die aerodynamischen Kräfte verursachte statische Deformation des Flügels während 
seines Entwurfes berücksichtigt werden muss. Wenn der Entwurf mittels 
deterministischen gradientenbasierten Optimierungsverfahren erfolgt, müssen 
demzufolge die statisch elastischen Effekte bei der Sensitivitätenberechnung mit 
einfließen und modelliert werden. Um sowohl auf der Struktur als auch auf der 
Aerodynamikseite hochgenaue und damit rechen- und zeitaufwändige 
Berechnungsverfahren verwenden zu können, wir ein gekoppeltes Aero-Struktur-
Adjungiertenverfahren hergeleitet, implementiert sowie validiert und für den so 
genannten AMP-Flügel erprobt. Auf der Strömungsseite wird der DLR-Löser FLOWer 
und auf der Strukturseite der kommerzielle FEM-Löser MSC-NASTRAN verwendet. 
Schließlich wird eine multidisziplinäre Reichweitenoptimierung, mit der Breguet-Formel 
für die Reichweite als Zielgröße, für den AMP-Flügel durchgeführt – und zwar unter 
Berücksichtigung der statischen Deformation und der aerodynamischen Nebenbedingung, 
dass der Auftrieb konstant bleiben muss. Hierbei ermöglicht das effiziente gekoppelte 
Aero-Struktur-Adjungiertenverfahren die Parametrisierung des Flügels mit einer großen 






Computational fluid dynamics is today a reliable tool for the analysis of the flow past 
wings, and is increasingly used in aircraft design. Since the wing is a coupled fluid-
structure system, stationary elastic deflection has to be taken into account during the 
design. If the design is performed by means of gradient-based optimization techniques, it 
is necessary to include the effect of static elasticity in the gradient computation, since this 
can significantly alter the values of the sensitivities. On the other hand, the prediction of 
highly non-linear effects such as shock arise in transonic flow, and shock-shock 
interaction in supersonic flow is critical to perform a detailed optimization; this demands 
the use of high fidelity flow models. Since these models are extremely computationally 
expensive, an efficient computation of the gradient in turn requires the use of an 
advanced mathematical tool: the adjoint method. Both these critical requirements can be 
met by a coupled aero-elastic adjoint formulation, where the coupling is carried out firstly 
in the physical variables of the two systems, and then in the adjoint variables, which are 
subsequently used to calculate the sensitivity. The multidisciplinary extension of the 
adjoint method also allows the evaluation of gradients of cost functions or constraints 
containing terms coming from the structure side, as in the case of the Breguet formula for 
aircraft range. In the present work, a completely continuous formulation of the aeroelastic 
coupled adjoint method is presented and applied to test cases relevant to aircraft design, 
through an implementation within the software FLOWer from DLR and MSC-Nastran. 
The test cases are based on the AMP wing in the transonic regime, while the shape 
parametrization is based on the free-form deformation method. A comparative study of 
optimization histories is presented, showing the necessity of a high number of design 
variables to maximize the effectiveness of the optimization, as well as the necessity for 
accurate sensitivities that contain the effect of aeroelasticity. The sensitivities obtained 
from the coupled adjoint have allowed to perform in relatively short time optimizations 
with high number of design variables, aimed to reduce drag at constant lift and angle of 
attack and to increase range by means of the Breguet formula, assuming a stress penalty 
for the structural weight and again constant lift and angle of attack. A comparison of 
these two cases shows that the aerodynamically optimal minimal drag design differs from 
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The following conventions will be adopted in the text: 
 
R  Residual flux for the fluid problem, 5 dimensional field, partial 
differential operator acting on the flow field ω. 
1 2 3, ,fi=  Convective Flux along the i space direction for the Euler flow 
equation in Cartesian coordinates, 5 dimensional field. 
ω  Vector of the conservative flow variables in Cartesian coordi-
nates, 5 dimensional field. 
1 2 3, ,Fi=  Convective Flux along the i space direction for the Euler flow 
equation in body-fitted coordinates, 5 dimensional field. 
W Vector of the conservative flow variables in body-fitted coordi-
nates, 5 dimensional field. 
P, E, H, ρ Fluid pressure, energy density, enthalpy density, mass density. ψ  Vector of the adjoint to the conservative flow variables, 5 di-
mensional field. 
V or Ω Flow volume. 
S Solid wall flow boundary (wing surface). 
nˆ  Unitary ingoing normal to the wing surface in Cartesian coor-
dinates (x1,x2,x3). 
 
Nˆ  Unitary ingoing normal to the wing surface in body fitted 
coordinates (ξ1,ξ2,ξ3). 
 




⎛ ⎞⎜ ⎟⎝ ⎠
G
. 
zG  Translational part of the structural generalized displacement 
field, 3 dimensional. 
z  Rotational part of the structural generalized displacement field, 
3 dimensional. 
( )S z   Residual of the structural PDE, 6 dimensional field, ordered in 
the same way of , partial differential operator acting on the 
displacement field . 
z
z
φ  Field adjoint to the structural generalized displacement field, 6 
dimensional, ordered as φφ
⎛ ⎞⎜ ⎟⎝ ⎠
G
. 
φG  Translational part of the field adjoint to the structural general-
ized displacement field, 3 dimensional. 
φ  Rotational part of the field adjoint to the structural generalized 
displacement field, 3 dimensional. 
T
G
 Traction applied to the structural surface. 
Ω´ Structure volume. 
N Number of structural nodes. 
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6 6N NK ∈ ⊗\ \  Structural stiffness matrix. 
a  design variable. 
 
A=(a1,...,an) Vector of design variables. 
B CT  Scalar product of the vectors B and C. 




i i i i
i
b c b c
=
= ∑ ). 
aω∆  Finite variation of ω caused by a∆ . 
aδ  Variation of a. 









Partial derivative of the function F with respect to a. 
RDω  Fréchet derivative of the operator R with respect to ω. 
Jδ
δω  
Variational derivative of the functional J with respect to ω. 
 
 
   
3  Introduction 
 
2 Introduction 
2.1 A new discipline 
Multidisciplinary Design Optimization (MDO) has evolved as new discipline that provides a 
body of methods aimed at seeking an optimal engineering design when the interaction be-
tween several disciplines must be considered, and when the designer is free to significantly 
modify the system performance in more than one discipline. The coupling between different 
disciplines, which reflects the physical behaviour of the system, is usually paid for with an 
increased size, complexity and solution time of the problem and often by methodological and 
practical problems in the coupling of different solvers. Furthermore, not only the computa-
tional cost of multidisciplinary analysis is often much higher than the sum of the computa-
tional costs of the single disciplines solutions, but also the coupling itself can give rise to non-
linear behaviour, even if the individual codes show linear behaviour. For example, the cou-
pling of aerodynamics and elasticity can be obtained at a low accuracy level using a linear 
aerodynamics code, which gives the pressure distribution, and a linear elastic code, which 
gives the displacement as function of the pressure distribution. Since the dependence of the 
pressure on the displacement can be non-linear, this problem shows a higher level of non-
linearity than the individual disciplines. In some cases the coupling of single discipline codes 
can give an ill-conditioned system that requires special treatment in order to obtain conver-
gence. 
On the other hand, the struggle to carry out an MDO is often worth it, since multidisciplinary 
optimal designs have been shown in numerous cases to be better than designs obtained with 
singledisciplinary optimization methods, especially when the optimal design implies a trade-
off between the different disciplines. For example the goal of minimizing the cost of a vehicle 
while maintaining some acceleration capability can be reached either reducing the structural 
weight or adding engine power, but the cost of these two operations can be different. This is 
thus a multidisciplinary optimization problem that involves propulsion and structural design. 
In similar way, electronic packaging optimization involves coupling between electronic and 
thermal analysis. But the most important example of a multidisciplinary optimization prob-
lem, and historically the one that has sparked research in this field, comes from aerospace 
design and deals with aero-structural optimization. In this case, slender shapes are associated 
with lower drag values but are heavier than stubby, more draggy shapes. The trade-off be-
tween the exigency of light structure and the exigency of low drag is reached in a multidisci-
plinary optimal design point, which is different from the design obtained with singlediscipli-
nary (e. g. pure aerodynamic) methodology. Furthermore, this bidisciplinary design problem 
is part of the wider multidisciplinary problem of aircraft design, which can include, beyond 
aerodynamics and static elasticity, fluttering, propulsion, mission design, and flyover noise. In 
a similar way, ship design involves the disciplines of hydrodynamics, structures, propulsion, 
and cost estimation and automotive design implies the analysis of noise and vibration, crash 
performance and weight. 
All these problems, which are very varied in disciplines and solution techniques, share thus a 
common formal structure and have been the motivation for the development of a great num-
ber of multidisciplinary optimization strategies. A survey of such strategies and their applica-
tions can be found in the work of Kodiyalamand and Sobiesky [1] or in the reports [2] and 
[3], while in Sobiesky and Haftka [4] the focus is in particular on methods and test cases that 
are relevant for aircraft design. 
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2.2 Computational fluid dynamic analysis and optimization in aircraft design 
 
Before entering into the matter of multidisciplinary optimization, which is one of the latest 
developments for aircraft design, it is worth seeing how the computational science has entered 
into the aircraft design process. The fruitful interaction of computational science and engi-
neering has generated computational fluid dynamics based analysis and optimization tools 
that are today widely used for the design of engineered products like airplanes and vehicles. 
An established CFD based optimization methodology is the prerequisite to its extension to 
multidisciplinary optimization and the two methods often make use of the same optimization 
strategies. 
2.2.1 Computation fluid dynamics from analysis to optimization 
The first aircraft that has been designed using also a CFD technology was probably the An-
glo-French supersonic transport aircraft Concorde. Designed in the late 1960s, of which the 
last exemplar was retired, after 30 years of duty, during the development time of this work. 
The great sensitivity of the supersonic wave drag to the details of the design made necessary 
to support the empirical cut-and-try method with computational methods, while the super-
sonic flow over a slender body was susceptible to being described by the linearized super-
sonic models embedded in the first CFD codes. These codes ran on an IBM7094 machine, 
which was equipped with 32 Kilobytes memory and cost about 3.5 million dollars. 
By the mid 1970s, several panel-method codes were implemented and researchers started to 
use them in conjunction with optimization strategies, based on finite-difference gradient 
evaluation [5]. One of the successful applications of this technology was the design of the 
B747 Space Shuttle Carrier Aircraft [6]. This technology also provided a better understanding 
of the interference phenomenon between wing and turbine nacelle that led to the design of 
longer engine bodies. However it required about ten years to overcome all difficulties associ-
ated with boundary conditions, numerical problems and geometry definition. Panel codes with 
automatic panelling tools are in use still today in preliminary design and MDO [7]. However, 
the inability of the potential (Laplace) equation to predict non-linear phenomena like shocks 
in transonic flow and shock interaction in supersonic flow seriously limits their applicability 
[6]. A first step to overcome this problem was taken with the formulation of a fully conserva-
tive finite volume scheme to solve the full potential equation, performed by Jameson and 
Caughey in 1977 [8]. The full potential equation is a non-linear partial differential equation 
for the potential flow derived assuming compressible, irrotational, isentropic flow, and mass 
and energy conservation at potential jumps, but not momentum conservation. Since the last 
assumption is unphysical, it is no wonder that this equation is unable to correctly predict 
shock strength and position even in case of moderate shocks. It has been recently shown [9] 
that replacing the isentropic assumption with a non-isentropic one and enforcing momentum 
conservation leads to solutions much closer to that of the Euler equations, which, by making 
use of the Rankine-Hugoniot conditions, correctly describe the behaviour across flow discon-
tinuities. Despite this limitation, tools based on the full potential equation coupled with a 
boundary-layer model were intensively used in 1980s to study transonic flow for complex 
wing-body-nacelle geometries. The non-linear behaviour of this equation posed for the first 
time the problems of convergence speed and of the volume mesh generation, features which 
are also today critical for the solution of high-fidelity flow equations. In the middle of 1980s, 
the parallel developments in computational power and in numerical methods, allowed the so-
lution of the Euler equations with a finite volume formulation on structured grids [10]. In the 
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early 1990s, thanks to the development of turbulence models, Navier Stokes solvers based on 
finite volume schemes on structured grids were available for use in design. However the ex-
tremely high computational cost of the solution of the Euler and Navier-Stokes equations lim-
ited the applicability of these achievements to optimization problems until the major break-
through of shape sensitivity analysis through the continuous adjoint formulation (sometimes 
called also control theory), in 1996. This method allowed the simultaneous use of a high-
fidelity model and a high number of design variables in conjunction with a gradient-based 
optimization strategy [11]. In the following years, this method has been widely applied to 
transonic and supersonic design. The continuous adjoint method was later extended to the 
Reynolds Averaged Navier-Stokes equations with the Baldwin-Lomax turbulence model [12], 
[13]. In the meantime, the technology for the calculation of these high fidelity flow models 
and their sensitivities has been enriched by two alternative methodologies, namely the un-
structured grid finite volume formulation and the discrete adjoint method for the sensitivity 
evaluation. The unstructured grid methodology is based on grid cells that are not necessarily 
orthogonal with respect to a body-fitted coordinate system. Its main advantage is the much 
shorter time required to generate an unstructured grid as compared to a structured one. In the 
continuous adjoint formulations one formulates the optimization problem prior to the discreti-
zation, while the discrete adjoint method is obtained by discretizing the flow equations and 
then deriving the sensitivities, in order to perform the optimization. Both of these new meth-
odologies have been used in design, so that we can find discrete adjoint methods based on 
structured solver [14] and continuous adjoint methods based on unstructured solvers [15], 
[16], as well as discrete adjoint methods based on unstructured solvers. A study on the rela-
tive merits of the two approaches for can be found in [17]. 
Once a reliable and efficient methodology to evaluate sensitivities from high-fidelity flow 
models via the adjoint approach has been achieved, the next step has been to include the effect 
of static elasticity in these sensitivities, in order to transfer all the advantages of the adjoint 
formulation into an MDO framework. This method, which requires some analytical effort to 
formulate a system of coupled adjoint equations for the flow and for the structure, has been 
recently successfully applied to gradient based optimization of a supersonic business jet using 
a continuous adjoint formulation for inviscid flow, a discrete formulation for the coupling, 
and taking an approximation of the Breguet range formula as cost function [18]. The same 
coupled sensitivities approach, but based on the three field-formulation for aeroelasticity and 
using a totally discrete adjoint formulation, was applied to the aero-structural optimization of 
a transonic wing, assuming inviscid flow [19]. All the optimizations reported above were 
based on the evaluation of the sensitivity of cost functions and constraints with respect to a set 
of design variables, they were thus gradient-based optimizations. However, this is not the only 
strategy that leads to a wing shape optimization or even a multidisciplinary optimization. Evo-
lutionary strategies and Nelder-Mead Simplex methods have also been successfully applied to 
many optimization problems, based on single and multidisciplinary analysis, as reported in 
the following paragraphs. 
2.2.2 Optimization strategies 
To give an overview on the rich and constantly evolving field of optimization techniques is 
beyond the scope of this work. What the reader can find here is a very concise exposition of 
the most common techniques and their applicability to problems in aircraft design. The expo-
sition does not pretend to be exhaustive, but just to offer to the reader a perspective for the use 
of a gradient-based adjoint approach, which is the subject of the present work. Optimization 
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strategies can be divided in the two big classes: deterministic and non-deterministic, accord-
ing whether or not they use information from preceding sets of design variables to evaluate 
the new set or they apply a random perturbation  [20]. 
2.2.2.1 Evolutionary strategies 
These methods, belonging to non-deterministic methods, replicate the biological processes of 
mutation-crossover-selection in a population of individuals belonging to the same species but 
with different genetic characters. The genetic character is embodied by a design vector, which 
is randomly altered during mutation, randomly crossed with other design vectors belonging to 
the actual “population” during the crossover phase, and subsequently selected according to 
some cost function criterion. In this way the population evolves toward fitter designs. If con-
straints are present, they are taken into account by introducing penalty terms in the cost func-
tion. Since the whole procedure contains a considerable number of random operations, it tends 
to become inefficient with large numbers of design variables (and thus with big design vec-
tors). On the other hand, the optimal designs obtained in this way are likely to be global op-
tima, which is not necessarily true for deterministic strategies. A wide number of different 
kinds of genetic algorithms have been developed and applied to aircraft design optimization. 
Some of them use gradient information to drive the mutation process, increasing the effec-
tiveness of the method [21]. Another possibility is to use an evolutionary strategy to “explore” 
a wide number of configurations in the design space and then to use a gradient-based strategy 
to perform the final, detailed optimization. Such multi-strategic approach has been applied 
recently to the multidisciplinary optimization of a supersonic transport aircraft [22]. 
2.2.2.2 Nelder-Mead Simplex method 
The Nelder-Mead Simplex is a widely used deterministic approach, due to its simplicity and 
robustness [23]. The optimizer builds a regular simplex with n+1 points in the n-dimensional 
design space, and evaluates the cost function on these points. The point with the worst value 
of the cost function is replaced with its mirror image with respect to the geometric mean of 
the other points, and the procedure restarts. In this way the optimizer performs a search in the 
design space, following a path that leads to the nearest minimum of the cost function. Since 
the number of evaluations required increases linearly with the number of dimensions, the 
method becomes extremely inefficient in high dimensional design spaces. An interesting way 
to overcome this problem is given by Multilevel Shape Parametrization [24]. By using a set of 
shape functions that support easily degree-elevation, the optimization is started with the 
coarser set of design variables, and reaches the finest level - the most accurate and expensive - 
only in the final stage. In this way many evaluations are saved and the convergence is greatly 
improved. 
2.2.2.3 Gradient based methods 
Gradient-based methods are determistic methods which require the evaluation not only of the 
value of cost functions and constraints at a given design point, but also the evaluation of their 
sensitivities to small perturbations in the neighbourhood of the design point. The gradients are 
used to build a linear approximation of the cost function and of the constraints. For this rea-
sons, these methods are termed 1st order determistic methods, while the Nelder-Mead Simplex 
algorithm use only 0th order information. Once values and gradients are evaluated, the gradi-
ent-based optimizer faces the problem of finding a search direction that will bring the maxi-
mum decrease of the cost function. If the problem is unconstrained, this is achieved simply by 
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moving in the direction opposite to the gradient, according the steepest-descent method. The 
optimizer performs thus a line-search until the cost function starts to increase. At this point, 
the search direction is updated with new gradient evaluation followed by a new line search, 
until convergence to a local minimum. Often it is more efficient to retain some information 
from the past gradients in establishing a new search direction, as in the conjugate-gradient 
method. These methods apply to unconstrained optimization. If constraints are present, the 
direction-finding problem must reject all directions that decrease the cost function causing a 
violation of the constraints, and thus an infeasible design. This is realized by the method of 
feasible direction. Also the line search must take into account the presence of constraints be-
fore a new gradient evaluation is requested. This is accomplished by adding some push-off 
factors in the direction-finding problem that prevent the optimizer from violating the con-
straint [25].  
Gradient-based methods are the methods that most efficiently move in the design space to-
wards the nearest minimum. However, the cost of a gradient evaluation conducted by direct 
evaluation of the perturbed states (finite-differences) can seriously limit its applicability to a 
low number of design parameters. Therefore gradient-based methods are often paired with 
efficient gradient evaluation methodologies like automatic differentiation, direct differentia-
tion or adjoint methods. 
2.2.2.4 Higher order methods 
The convergence criterion for unconstrained optimization problems requires that the gradient 
of the cost function F with respect to  a set of design variables 1A ( , ..., )Na a= vanishes at the 
optimal design point. In the neighbourhood 0A d A+  of a design point , the gradient of F 
can be found to the first order in dA as function of the gradient of F in  and of the Hessian 












∂= ∂ ∂ . Such gradient takes the form:  
 
 . (1) 20 0 0(A A) (A ) ( )(A ) A ( A )F d F H F d O d∇ + = ∇ + +
 
Imposing this expression for the gradient to be zero, a condition that is fulfilled only in the 
local optimal design point, leads to a value for  that points towards the sought minimum 
for F, provided that the Hessian of F is positive definite. The procedure is thus iterated, giving 
a Newton’s method. Since the Hessian matrix is in practice very expensive to evaluate, it is 
often replaced by an approximation iteratively updated on the basis of the previous values of 
F and , and the procedure takes the name of the Quasi-Newton method. In case of con-
strained optimization, the equality constraints, expressed by 
Ad
F∇
0(A)C = , can be taken into ac-
count using a Lagrangian formulation, namely by seeking the unconstrained stationary points 
(points of vanishing gradient) of the functional 
 
 (A, ) (A) (A)L F Cλ λ= −  (2) 
 
in the space (A, )λ . This implies the first order optimality condition (Kuhn-Tucker condition) 
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 0(A, )L λ∇ = , (3) 
 
Where the gradient is evaluated with respect to (A, )λ . The Lagrangian multiplier λ has the 
same dimension of the number of constraints. Since a constrained minimum for F is not an 
unconstrained minimum for L, but only a stationary point, the search for the optimal design 
point must be lead under additional assumptions on the Hessian of L: 
 ( ) 0( )Td H L d > , (4) 
 
where d is such that . If one applies Newton’s method to the Lagrangian L, the re-
sult is a quadratic minimization problem, and the method takes the name of Sequential Quad-
ratic Programming. Alternatively, the Lagrangian can be augmented by a penalty factor that 




(A, ) (A) (A) (A)L F C Cρλ λ= − + . (5) 
 
It can be shown that a value 0ρ exists, such that for 0ρ ρ> the constrained minimum of F is 
also an unconstrained minimum of the augmented Lagrangian L. In this way, the same meth-
ods used for unconstrained optimization problems can be applied to constrained ones. This 
method, however, can be extremely sensitive to the choice of the value of 0ρ . An exhaustive 
treatment of various optimization methods can be found in [26]. 
2.2.2.5 Optimization strategy adopted 
In the work of the following sections, a modification of the method of the feasible direction 
was used [27]. The modification consists of adding a constraint recovery routine, which is 
activated if the line search, despite the push-off factors, brings the design point into a violated 
constraint zone. In that case, the successive line search is aimed principally at recovering the 
constraint and only in the second instance to decrease the cost function. The method of feasi-
ble direction is maybe not as efficient as higher-order methods, but the absence of the Hessian 
matrix and associated approximations is likely to make the method more robust in high di-
mensional (∼102 parameters) design spaces. 
2.2.3 Shape parametrization for optimization in aircraft design 
Once a strategy to move in the design space has been chosen, it is necessary to choose a pa-
rametrization of the wing geometry that defines the design space for a particular test case. 
Here, many different approaches have been successfully applied. The most simple geometry 
parametrization can be obtained by simply taking every mesh point coordinate as design vari-
able. This approach has the principal drawback that the sensitivity of a cost function with re-
spect to point coordinates is of a lower smoothness class than the wing shape. This implies 
that successive deformations of the shape according to this sensitivity degrade the smoothness 
of the surface, possibly giving unusable “corrugated” surfaces. A solution to this problem has 
been found in so-called gradient smoothing [28]. Another drawback is that a wing surface is 
discretized usually by order 103 points, which gives 3x103 design variables, a number that 
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cannot be considerably reduced without risk of decreasing the efficiency of the optimization. 
For this reason, this method can be used only in conjunction with an adjoint sensitivity 
evaluation that allows the evaluation of gradients independently of the number of design vari-
ables. Alternatively, one can choose a set of smooth functions that create a basis for the 
bumping applied to the surface. The bumping method is more likely to preserve the smooth-
ness of the surface but, on the other hand, if the set of bumping functions is not wide enough, 
the optimal design point obtained will be only an approximation of the real optimal design. If 
the set of bump functions supports the degree-elevation, the already cited Multivelel Shape 
Parametrization [24] is a possible solution of this problem. Within this approach, a huge num-
ber of algorithms have been written to parametrize the deformation of the wing, based on 
functions sets like nonuniform rational b-splines (NURBS) [29], Hicks-Henne bump func-
tions [30] and Bezier Polynomials. The bumping can be applied to the wing surface or to the 
thickness, camber-line, and twist distributions, depending on the constraints that are pre-
scribed for the geometry, which can be sometimes quite complex. In this case, it is essential to 
choose a geometry parametrization compatible with the geometrical constraints, in order to 
perform a successful optimization, as for example in Ref. [31].Lately, a method firstly devel-
oped for visual editing [32], called free-form deformation, has been also successfully applied 
to aircraft design [33]. The method is based on a 3D generalization of a Bezier curve defined 
by n control points, giving thus a 3D mesh of control points that enclose the object to be de-
formed [34]. 
A separate citation is due to the optimization of high-lift devices of commercial planes. Here, 
design variables are principally the positions of extended slat and flap, target are again lift and 
drag, and constraints come from various aspect of the mission design, like climb and glide 
path angles, or flyover noise [20]. 
2.2.4 Gradient evaluation methods 
Several methods are available to evaluate the sensitivities of cost functions and constraints 
that are used in gradient-based optimization of airfoils. In the pioneering works on this topic 
[35], [36] the method used was finite-differencing of the solution of the full-potential flow 
equation on an airfoil. A method derived from finite-difference is the complex step method, 
which supposes all calculations in the CFD code to be extended in the complex field C [37]. 
The geometry alteration is thus obtained by applying an increment in the imaginary direction. 
The error in the so obtained sensitivity shows a better behaviour as the step size goes to zero 
with respect to the real finite differencing. The use of finite-difference with high-fidelity flow 
models limits drastically the number of design variables, thus this method has been aban-
doned in favour of the more powerful approaches described in the following paragraphs, and 
it is used as reference for the validation of sensitivities. 
2.2.4.1 Analytic differentiation 
Let’s consider an optimization problem defined by a function ( , )F aω  that is to be mini-
mized, being a vector of state variables and nWω∈ ⊂ \ a∈\ a design variable. Given a 
function that is continuously differentiable, called state equation, let a 
point 
R( , ) : na Wω × →\ \
0 0( , )aω  in W exist, such that A× 0 0 0R( , )aω = . By the implicit function theorem, if 
0R( , )det( )Aωω
∂ ≠∂ , then R( , )aω  implicitly defines a mapping such :h H V W⊂ → ⊂\
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that  for every . The mapping h describes the dependence of ω from a 
and has the property 





− R∂ ∂ ∂⎛ ⎞= −⎜ ⎟∂ ∂ ∂⎝ ⎠ . (6) 
 
 We can write the total derivative of the function F(h(a),a) with respect to a as 
 
 dF F h F
da a aω
∂ ∂ ∂= +∂ ∂ ∂ , (7) 
 
In optimization context, such quantity is usually referred as sensitivity of F with respect to a. 
Using Eq. (6) the expression for the total derivative becomes 
 
 
1R RdF F F
da a aω ω
−∂ ∂ ∂ ∂⎛ ⎞= − +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ . (8) 
 
Since F does not appear in Eq. (6), the same solution of Eq. (6) can be used to evaluate sensi-
tivities of different cost functions. However, Eq. (6) must be solved for every component a of 
the design variables set . In the case of large iterative problems, like in CFD, the cost 
of solving Eq. (6) is likely to be the same as for solving the state equation 
A m∈\
0R( , )aω = . This 
approach is thus not competitive in terms of CPU time with respect to the finite differences 
method. In the case that the terms in Eq. (6) are derived analytically, however, the outcome is 
not dependent from the choice of a stepsize for the design parameters, as in the case of finite 
differences. 
2.2.4.2 Adjoint methods 
These approaches are derived from an analytic differentiation, when Eq. (6) is multiplied by a 
Lagrangian multiplier ψ  and then added to the expression for the sensitivity Eq. (7) obtaining 
 
 RTdF F h F h
da a a a a
ψω ω
∂ ∂ ∂ ∂ ∂ ∂⎛= + + +⎜∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
R ⎞⎟  (9) 
 
 If one imposes the Lagrangian multiplier to be a solution of the adjoint equations 
 
 0RTF ψω ω
∂ ∂+ =∂ ∂ , (10) 
 
then the sensitivity can be calculated as 
   




ψ∂ ∂= +∂ ∂ . (11) 
 
Since this expression does not contain h
a
∂
∂ , but only the adjoint field ψ , the solution of the 
adjoint Eq. (10), the sensitivity of F can be obtained from Eq. (11) without solving the state 
equation n times for n design parameters as in the case of Finite Differencing. In the case that 
the state equation is a high fidelity flow equation like the Euler or Navier-Stokes equations, 
this method allows a great increase in the computational efficiency. 
2.2.4.2.1 Continuous adjoint and discrete adjoint 
In the case of high-fidelity CFD models, like the ones given by the Euler and Navier-Stokes 






ωωω ∂∂= +∂ ∂ = , (12) 
 
where ω(t,xi) is the vector of conservative variables and fi(ω) are the residual flux vectors 
which contains the convective and viscous flux terms. In the numerical solution of Eq. (10), 
one can choose to first discretize Eq. (12) and then calculate the derivatives with respect to the 
discrete flow field ωh, which are necessary to assembly the adjoint equation: 
 
 0




∂ ∂+ =∂ ∂ . (13) 
 
In particular for a finite volume scheme the divergence term in Eq. (12) is replaced by a sum 
of fluxes of fi(ω) at the cell boundaries, evaluated on the basis of a stencil of values of the 
discrete flow vector ωh  in the nearby cells. To evaluate the discrete adjoint Eq. (13) this sum 
of fluxes and the discretized cost function Fh have then to be differentiated with respect to the 
discrete flow field ωh . Alternatively, one can evaluate the derivative with respect to ω in Eq. 
(10) analytically and discretize the obtained expression according the same discretization 
scheme used for the solution of the primal problem. In this case, the method takes the name of 
continuous adjoint. 
2.2.4.3 Automatic differentiation 
In the automatic differentiation (AD) method, a program automatically differentiates every 
relevant quantity in the main code using the chain-rule, as done e.g. in Eq. (7), in order to ob-
tain an expression to be solved for the sensitivity. The so obtained code is usually much big-
ger than the original one and requires much more memory. The cost of a sensitivity evaluation 
is the same as a finite difference evaluation in “forward mode”, while it is independent of the 
number of design variables if the “reverse mode” is used. The reverse mode is equivalent to a 
discrete adjoint formulation, where the derivatives of the quantities appearing in the adjoint 
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equation with respect to the discrete flow field ωh are obtained by automatic differentiation. 
The applicability of this method is nowadays limited by the complexity of the code to be dif-
ferentiated. A survey on various AD programs on Fortran CFD codes can be found in [38], 
while theoretical foundations can be found in [39]. 
 
2.3 Multidisciplinary optimization in aircraft design 
The definition of multidisciplinarity is in some way blurred.  In some cases, it refers to the 
mere exchange of information between discipline analysis codes, or as a methodology for 
design and analysis of complex engineering systems and subsystems which coherently exploits 
the synergism of mutually interacting phenomena [40]. Aside from abstract definitions, the 
multidisciplinary optimization implemented for aircraft design can practically be divided in 
two big classes. To the first class, and historically the oldest, belong problems for which 
quantities belonging to different disciplines are to appear in the optimization cost function or 
constraints. The second class is embodied by problems which take also the name of multi-
field or multi-physics problem, like aeroelasticity, thermoelasticity, aeroacustics, etc., where 
the physical system of interest is made of two interacting sub-systems, and a complete analy-
sis of this interaction is carried out. These two definitions are not mutually exclusive, never-
theless often a multidisciplinary optimizations of the first class has been performed without, 
or on the base of approximated, analysis of the second class. Only recently have the two 
methodologies been applied together in fully consistent multidisciplinary frameworks like the 
ones described in [18] and [19]. 
2.3.1 Optimizations with a multidisciplinary cost function 
Multidisciplinary issues have been constantly present in aircraft design. The elliptic lift distri-
bution law, which 1915 was derived analytically by L. Prandlt using a potential flow model, 
has been later modified with a correction factor to allow for constraining the root bending 
moment, which is a measure of the stress the structure must undergo [41]. A meaningful ap-
plication of this correction is represented by the optimization of the airplane range. The range 






⎞⎟ , (14) 
 
where L is the Lift, D the drag, W the weight of the aircraft and MF is the fuel weight. In the 
search for an optimum for such cost function, a trade-off must be made between the require-
ment for an elliptical distribution (aerodynamics) and the requirement for a low bending mo-
ment (structure). The result is that the lift distribution appears more “triangular” with respect 
to the elliptic loading, while the total lift, represented by the area under the distribution, re-
mains unchanged. The outcomes of the analytic calculations discussed above are associated to 
simplifications in the flow (lifting line theory) and in the structure (absence of structure 
model, since only the bending moment is taken into account) modelling, so that a computa-
tional analysis is necessary to increase the accuracy of the result. Some CFD panel codes [42], 
[43], [44] have been extended to the treatment of the root bending constraint, based on differ-
ent structural beam models. Since an analytic solution of the multidisciplinary optimization 
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problem is not possible, these codes use an iterative approach to evaluate a lift load distribu-
tion associated with a bending moment that does not exceed a maximum value. The weight of 
the wing is assumed to be linear function of the local bending moment. These procedures 
have been then tested on a realistic design of long-range commercial airplane. The result is 
again a more triangular distribution (see Figure 1). 
 
 
Figure 1. Span load distribution for minimum induced drag and for an 11% root 
bending moment reduction for a B-777 type configuration, picture from ref. [42] 







⎛ ⎞∝ −⎜⎝ ⎠⎟
. (15) 
 
We see that it is possible to reduce the fuel consumption, assuming an increase in the drag, if 
we get an appropriate decrease in the weight. According to the calculations of [42], this trade-
off between weight and aerodynamics reflects a 0.5% fuel saving for a Boeing-777 class air-
craft. This ratio is better for smaller, shorter-range aircraft, because of the smaller R  factor 
that multiply the drag penalty in (15), or if the aircraft is optimized for reduced range mis-
sions. According to a recent paper [45], commercial airplane wings designed in the ´70 and 
´80 are poorly optimized, and a RANS multipoint optimization based on sensitivities evalu-
ated with adjoint approach and analytical weight model lead to a range improvement of more 
than 10%. 
2.3.2 Optimizations with multidisciplinary (multi physics) coupling 
An aircraft in flight is subject to complex interactions between aerodynamics, structures, con-
trol and propulsion systems. Traditionally, these disciplines were uncoupled and solved sepa-
rately. In the early 1990s started the first organic programs aimed, like the NASA series on 
High Speed Civil Transport, to a multidisciplinary optimization that covers all these disci-
plines. Due to the great number of task to be integrated, these early studies relied on some 
approximations of the coupling between the disciplines. For example, the aeroelastic coupling 
was taken into account only during a single aeroelastic analysis before the optimization, and 
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then supposed constant [46]. A systematic analysis performed on coupled CFD and CSM 
codes showed that coupled sensitivities for shape design can show big deviations with respect 
to singledisciplinary sensitivities, showing sometimes also changes in sign [47]. The first 
study was based on the transonic small disturbance equation and for an analytic flat plate 
model for the structure, while a few years later a similar task was performed using unstruc-
tured Euler flow solver and finite element structural modelling [48]. As a consequence, 
NASA´s and similar multidisciplinary frameworks [49], [29] now make use of a complete 
sensitivity analysis by finite-difference, according the so-called all-in-one or multidisciplinary 
feasible approach. The extremely high computational costs of a gradient evaluation by finite-
differences, however, forces these frameworks to be run on supercomputers even for a low 
number of design variables, or, alternatively, to make use of response surface approximations 
of the high-fidelity flow models [50]. 
2.3.3 Collaborative optimization and other distributed approaches 
Although probably the most popular, the inclusion of the elasticity effect into the sensitivity is 
not the only way to carry out a multidisciplinary optimization in presence of aeroelastic cou-
pling. Several methods have been developed, in order to decompose a multidisciplinary 
optimization into many linked single discipline optimizations, controlled by a global operator, 
that operates at the higher level (system-level), and defines the single discipline optimization 
targets. These approaches present the advantage that each single discipline optimization can 
be carried out with its own strategy and code, eliminating thus the necessity of building a 
global sensitivity. This can be done if the coupling variables, which carry the coupling be-
tween disciplines, are considered as design variables of which the “optimal” value is the one 
that minimizes a given interdisciplinary inconsistency. By introducing interdisciplinary con-
sistency functions the single disciplines are thus decoupled. In collaborative optimization, the 
disciplines are given the autonomous task of minimizing system-level inconsistency while 
maintaining disciplinary design feasibility. In optimization by hierarchical decomposition, 
reversely, the disciplines are given the task of minimizing disciplinary infeasibility while 
maintaining system-level consistency [51]. In general these methods require many system-
level iterations to reach an optimal design, and the computational cost is significantly higher 
than using a tightly coupled method like the multidisciplinary feasible approach. A typical 
way of alleviating the computational cost is to use this method with simpler discipline models 
like response surfaces [52], or to use a modal analysis to reduce the exchange of information 
(the so-called bandwidth) between the codes [53]. The idea of using the coupling variables as 
design variables characterizes also the simultaneous aerodynamics and structural design opti-
mization (SASDO) approach, in which the convergence is brought simultaneously in the 
analysis and in the optimization, as in the singledisciplinary one-shot approaches. This ap-
proach allows reducing the cost of a multidisciplinary aeroelastic optimization, as shown in 
[54], but the gain is limited to a 26% saving in the CPU-time. A survey on the application of 
such methods to MDO in aircraft design can be found in [40]. 
2.3.4 Recent developments in sensitivity-based MDO 
Once the necessity of including in the sensitivity the effect of elasticity is recognized, the 
most challenging task is finding a way to compute it efficiently. The problem is similar to the 
singledisciplinary one, but with a rise in complexity due to the fact that aeroelastic coupling 
problem is usually solved by two different codes, each with it’s own discretization method 
and mesh. The use of automatic differentiation tools for the whole problem is thus evidently 
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impossible. An analytic differentiation that gives the sensitivity for a coupled system has been 
carried out by Sobiesky [55], and applied to a 3D wing in transonic regime by Newman et al. 
[56] and to the HSCT test case by Giunta and Sobiesky [57]. In general, this method presup-
poses to obtain the sensitivity matrices (1st term of Eq. (6)) from the two codes, which can be 
done analytically or using some automatic differentiation tool. These matrices are then used to 
assemble a system of global sensitivity equations, of which the solution is the coupled sensi-
tivity. Unfortunately, this system can be solved by explicit factorisation methods only for 
small sized problems, due to the excessive memory requirements. For larger problems, the 
Gauss-Seidel iteration must be used, and the computational cost is not dissimilar to a finite-
difference evaluation of the primal problem.  
2.3.4.1 Sensitivity evaluation by coupled adjoint method 
An alternative to the solution of the global sensitivity equations and to finite-differences can 
be found in the coupled adjoint formulation. The derivation is similar to that of the singledis-
ciplinary adjoint, but the presence of two state equations requires the use of two Lagrangian 
multipliers, which are solutions of a system of two coupled adjoint equations. If a three-field 
formulation for the aero-elastic coupling is used, the three state equations (fluid equation, 
structure equation and mesh movement pseudo-structural equation) give rise to a system of 
three coupled adjoint equations. The choice between a discrete and a continuous adjoint for-
mulation must be made, or a mixture of both. Maute et al. [19] built the adjoint of the system 
of discrete equations associated with the three field formulation of aeroelasticity, and applied 
it to the optimization of a wing in the transonic regime aimed at increasing the lift/drag ratio, 
assuming constraints on the lift and on the stress. Martins et al. [58], [59], [60], [18], used a 
continuous adjoint formulation for the Euler flow problem and a discrete formulation for the 
adjoint structural problem and for the coupling terms. The test case was the optimization of 
the range of a supersonic business jet at constant lift and assuming constraints on the element 
stresses, expressed through a functional (lumping functional) of the stress distribution, instead 
that constraining the stress element by element. Design variables were in both cases shape 
parameters and thickness parameters for the structure. The necessity of using a functional to 
lump the element stress constraints can be explained by the fact that an adjoint formulation is 
much more efficient than the global sensitivity approach in the case that the number of con-
straints (for each of which an adjoint problem must be solved) is smaller than the number of 
design variables. Adjoint based optimizations are thus efficient in the case of few constraints 
and several hundreds of design variables, while the global sensitivity approach make it possi-
ble to handle hundreds of constraints but only few (e. g. several tens) of design variables. 
2.4 Aim of the work 
This work is aimed at the development and implementation of a completely continuous cou-
pled adjoint formulation for the evaluation of sensitivities in presence of static aeroelastic 
interaction and to its testing on cases relevant to aircraft design, like drag reduction at con-
stant lift and angle of attack, and range increase by means of the Breguet formula, assuming a 
stress penalty for the structural weight, and again constant lift and angle of attack. To offer a 
justification for the development of such an approach a comparative study of optimization 
schemes and strategies has been performed, showing the necessity of a high number of design 
variables to maximize the effectiveness of the optimization, as well as the necessity of accu-
rate sensitivities that contain the effects of aeroelasticity. The implementation is based on the 
block structured flow solver for the Euler and Navier-Stokes equations FLOWer, which has 
  
Introduction  16 
   
   
been developed within the MEGAFLOW project [61], and on the finite element structural 
solver MSC-NASTRAN [62]. During the development of this work preliminary results have 
been presented as proceedings in the papers [63],[64],[65] and [66].  
2.4.1 CFD model 
All optimization schemes and strategies have been tested using the AMP wing model [67], 
with a value of 2.83° for the angle of attack and at Mach 0.78. With these parameters, the 
flow presents a strong normal shock on the upper surface of the wing. To make use of the 
FLOWer single-disciplinary adjoint feature, the flow has been assumed inviscid, governed by 
the Euler equation; although, given a Navier-Stokes adjoint option in FLOWer, an extension 
of the method to the viscous case should not present any difficulties. The CFD domain has 
been discretized through a two block structured mesh with a total number of 280000 nodes, 
generated with the DLR software MEGACADS [68].  
2.4.2 CSM model 
The wing structure, assumed linearly elastic, has been modelled using 126 nodes, all lying on 
the wing surface, connected by 422 tria/quad shell and 198 beam elements, as shown in 
Figure 2. Such model, unlike its fluid counterpart, does not represent the state of the art, but is 
sufficient to demonstrate the features of the method. Moreover, since realistic CSM wing 
models can have thousands of nodes, it is common procedure to extract a simplified model 
with the same properties of bending and torsional stiffness, the so-called stick models [69], 
which can be more easily used in aero-elastic analysis. In order to make clear the effect of 
aero elasticity, the thickness of the bar elements of the wing has been tuned in order to reach a 
deflection at wing tip of about 10% of the wing span. Such deflection is large enough to 
model a realistic cruise flight condition, but also small enough to allow using a pseudo-elastic 
mesh movement algorithm to deform the mesh, which cannot be done in case of large defor-
mations. 
 
Figure 2. AMP wing structural model. 
2.4.3 Comparison of optimization schemes 
With optimizations schemes different ways of combining coupling information during the 
optimization are indicated. The inclusion of the aeroelastic coupling effect into the state and 
sensitivities evaluation gives rise to the multidisciplinary feasible (MDF) approach, where no 
approximations are made. In all other cases, we talk of low fidelity optimization, not referring 
to the flow model, but to the use of approximations in the coupling. All test cases are based on 
the previously described CFD and CSM models. In the preliminary study, a comparison is 
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made between the performance of low fidelity optimizations and MDF optimization, with the 
same shape parametrization and strategy. The strategy used is the method of feasible direc-
tion, while the parameterisations are typically obtained by bumping functions or with the free-
form deformation method. In the second part of this work, a study is performed to select the 
most effective shape parametrization, and the use of the method of feasible direction is com-
pared with the simpler projection strategy. 
Finally, the MDF sensitivities are applied to optimizations with a purely aerodynamical cost 
function (drag) and with multidisciplinary cost function (a range-like expression), both with 
constant lift. 
2.4.3.1 Low fidelity optimization schemes 
The adjoint approach allows obtaining the sensitivities of cost function and constraints effi-
ciently in the case of large number of design variables. In the case of a single discipline (aero-
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After the solution of the flow equations (Flow solver main mode), a solution of the adjoint flow equations 
is calculated (Flow solver adjoint mode) from which the sensitivities can be derived (gradients). These are 
used by the optimizer to update the design (Updated design). On the updated configuration a new flow 
calculation is performed and, if requested by the optimizer, a new adjoint flow and sensitivity evaluation. 
The sequence of gradients evaluations, design updates and state evaluations gives the optimization history. 
Since in a modern commercial airplane the aeroelastic deflection can alter the shape of the 
wing, affecting the value of quantities like drag and lift up to 20% with respect to the unde-
flected shape, this effect must be taken into account in some way during the design of the 
wing. The simplest method consists in performing an initial multidisciplinary analysis to 
evaluate the effect of the elastic deflection, and then to assume that loads, and thus deflec-
tions, are constant for design changes made during the optimization. This assumption has 
been tested in the present work by implementing the following optimization scheme: 
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Up. Design deflected 
 
First, we observe that the presence of the aeroelastic coupling loop forces us to distinguish between the 
shape of the wing before and after the aeroelastic deflection. Design updates are performed on the first 
one, while aerodynamic values like drag and lift are read on the second one. As shown in the scheme, we 
first perform a coupling loop (stage A) that gives a deflected geometry and a flow solution, and we store 
the value of the deflection for future use. From the deflected geometry and flow solution a singlediscipli-
nary adjoint solution is evaluated, which gives singledisciplinary sensitivities. These are used to update the 
design. Now the effect of coupling must be taken into account. This is done by assuming a constant deflec-
tion (evaluated in the initial analysis at stage A). On the thus obtained geometry, a new flow solution, and 
eventually adjoint solution, are evaluated. The value of deflection calculated at stage A is used in all the 
state and sensitivities evaluations occurring during the optimization. 
An optimization aimed at reducing drag at constant lift and angle of attack has been per-
formed following this scheme. To test the consistency of the scheme, after the optimization 
the optimized wing was brought to an aeroelastic stationary state, by applying a flow-structure 
coupling loop. This caused a variation in the lift value of about 7%, bringing the wing into an 
off-design condition from which it can be difficult to recover. 
A more sophisticated approach consists in performing a multidisciplinary analysis each time 
the design is altered, but keeping the sensitivities singledisciplinary. This method is referred 
to as 0-th order coupling [47]. Since the sensitivities are assumed to be singledisciplinary, 






   
























In this scheme, we introduce a consistent aeroelastic analysis. This means that for each design updating, a 
new coupling loop is performed and a new stationary state (characterized by a new deflection value) is 
calculated. 
Nevertheless, the lack of information about the aeroelastic effect in the sensitivities translates 
into a low gradient accuracy, which caused for this test case a 60% decrease in effectiveness 
of the optimization, defined as the amount or drag decrease obtained. This is due to the fact 
that the optimizer tries to keep the constraint (in this case the lift) constant on the base of in-
accurate gradient information, and this causes a reduction of the step in the feasible direction. 
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2.4.3.2 High fidelity optimization scheme using coupled adjoint approach 
To coherently extend the adjoint approach to the coupled case requires the solution of a direct 
coupling loop to get the aeroelastic stationary state followed by the solution of an adjoint 
coupling loop to obtain two adjoint fields, which are used to evaluate the sensitivities. The 























According to the scheme, a design updating is applied to the undeflected shape. The execution of the 
aeroelastic coupling (flow-structure coupling loop) gives then the associated deflection and flow solution, 
which constitute the stationary state. On the basis of these, an adjoint coupling loop is performed and 
sensitivities evaluated. In the adjoint loop, the flow adjoint equation is coupled to the structural adjoint 
equation through the boundary conditions. As result, after convergence of the system, the adjoint flow 
field contains information about the effect of elasticity, and the sensitivities are accurate. 
On a typical optimization involving about 100 state evaluations and 15 sensitivities evalua-
tions, this scheme allows an increase in CPU time-efficiency of about 1800 % with respect to 
the same optimization performed with finite difference sensitivity evaluation. The relatively 
high CPU time-efficiency of the adjoint method thus allowed testing different strategies and 
shape parameterisations, as described in the following section. 
2.4.4 Comparison of different optimization strategies and shape parameterisations 
Various gradient-based optimization strategies in conjunction with two different shape 
parameterisations have been applied to the problem of drag reduction at constant lift. Firstly, a 
pure sequence of line searches in the feasible direction has been performed, to get an idea of 
the behaviour of the cost function (drag) and of the constraint (lift). The wavy behaviour of 
the lift indicates the necessity of using an optimizer to assure the constancy of the constraint. 
A commercial implementation of the method of modified feasible direction has thus been 
chosen. Secondly, the effect on the optimization of two different shape parameterisations, a 
bumping based on Bernstein polynomials constrained to be zero on the leading and trailing 
edges, and a unconstrained free-form-deformation method has been evaluated. The compari-
son indicated, given a fixed number of 120 design variables, a net superiority of the uncon-
strained free-form-deformation with respect to the bumping. Thirdly, the number of design 
parameters, in this case the control points of the free-form-deformation algorithm, has been 
increased from 120 to 240, causing a superlinear increase in the effectiveness of the optimiza-
tion (drag decrease). This shows the necessity of using a high number of design variables. 
Applying all these improvements, an optimization has been performed leading to a 26 % drag 
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decrease with constant lift, both evaluated at an aeroelastic stationary state. The value of drag 
decrease, associated with a smearing of the shock, is consistent with similar results obtained 
using singledisciplinary adjoint-based optimization for rigid wings in a transonic regime [11], 
[70]. 
 
Figure 3. Pressure distribution for the baseline (dashed line) and for the minimal drag optimized design 
(cont. line). The pressure profiles are from six spanwise equally spaced stations (root station at bottom). 
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2.4.5 Application to multidisciplinary cost function  
The outcome of the previous study leads to the definition of a methodology for shape optimi-
zation that allows a successful drag reduction at constant lift and angle of attack for the cho-
sen test case. The successive and final step has been to apply the same combination of strat-
egy, shape parametrization and number of design parameters to the optimization of an aircraft 
range-like cost function, expressed by the Breguet formula, with a weight penalty factor 
linked to the bending stress of the structural elements. As discussed before, in this case the 
multidisciplinarity is not only “hidden” in the sensitivities but also “explicit” since the cost 
function contains a term that is directly dependent on structural displacements. The trade-off 
between low drag and low stress instances causes the optimal design point to be different 
from the pure minimal drag optimal design. The difference can be appreciated in the spanwise 
lift distribution (Figure 4), showing a more triangular shape (associated with 7% stress reduc-
tion for the most stressed structural element), and in the pressure distribution (Figure 5) that 
shows a slight increase in the shock in the inboard station of the wing (associated with 4% 
drag increase). The so-obtained design showed an increase of 7% in range with respect to the 
minimal drag design. The magnitude of the stress decrease (and consequently of the drag in-
crease) can be changed by altering the parameters of the stress penalty in the expression for 
the weight that enters the Breguet range formula. 
 
 
Figure 4. Spanwise lift distribution for the minimal drag and optimal range configurations. The optimal 
range design presents 7% stress reduction on the most stressed element and 4% drag penalty with respect 
to the minimal drag design. 
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Figure 5. Optimal pressure distribution for the purely aerodynamical (minimal drag – cont. line) and for 
the multidisciplinary (range optimal – dashed line) optimizations. The pressure profiles are from six 
spanwise equally spaced stations (wing root station at bottom). 
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2.5 Structure of the work 
The exposition is structured in the following way: 
In Chapter 3 the established formalism and implementation of a continuous singledisciplinary 
adjoint method for the case of inviscid flow is described, as basis for the extension to the cou-
pled case. The sensitivities are validated by comparison with finite-differences. 
In Chapter 4 the aeroelastic coupling is introduced and the solution procedure for the station-
ary state defined. The so obtained aeroelastic coupling loop is used in conjunction with 
singledisciplinary optimization procedures, but without introducing the effect of elasticity in 
the sensitivity evaluation. A comparison with the outcome of an optimization based on exact 
sensitivities shows the necessity of embodying the effect of elasticity in the sensitivity evalua-
tion. This instance, together with the need for a high number of design variables, motivates 
the formulation and implementation of a coupled adjoint method. 
In Chapter 5 the continuous adjoint formalism for a general coupled system is defined, and 
particularized in the case of coupling between inviscid flow and linearly elastic structure. The 
implementation of the adjoint coupling loop is described and the so obtained sensitivities are 
validated against finite-differences. 
Chapter 6 describes the application of the adjoint coupled sensitivities to drag minimization at 
constant lift. A preliminary study shows the necessity of using an optimizer based on the 
method of feasible direction to assure constant lift. Subsequently, combinations of different 
shape parameterisations and number of design variables are compared to maximize the effec-
tiveness of the optimization. The best combination is then applied to the optimization of the 
range, as expressed by the Breguet formula with a stress penalty for the weight, at constant 
lift. A comparison between the range-optimal and the drag-optimal configurations is per-
formed. 
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3 Singledisciplinary adjoint-based optimization 
In this section, the adjoint equations for a single discipline are established and formulated for 
the case of an inviscid compressible flow. The accuracy of the adjoint sensitivities, obtained 
with two different formulas, is then evaluated for the 3D transonic test case by comparison 
with finite differencing. The matter of this section is mainly a recasting of the established 
formalism as exposed in [74], which is reported here as requirement for the further extension 
to the coupled adjoint case. 
3.1 Formulation of the adjoint equations for the inviscid flow 
Let a∈? be a design variable that describes the wing’s shape S(a) and determines the associ-
ated fluid flow ω(a), ω is the vector field of state variables belonging to some normed space 
Ο, and assumed to be the solution of the governing equations of fluid flow 
 
 ( ) 0R , ( )a aω = . (16) 
 
(R , ( )a aω ) \
)
 is thus a map from . If the shape geometry is now perturbed from 
 to , it holds that 
O× →\
( )S a ( )S a a+ ∆
 
 ( 0R , ( )a a a aω+ ∆ + ∆ = . (17) 
 
This equation links the variation of ω  to the variation of a, thus we can define 
 




If we assume the map  to be Fréchet differentiable [(R , ( )a aω 71] with respect toω , it is 
possible to expand Eq. (17) in a Taylor series at the point ( , ( ))a aω  and subtracting 
on both sides, one ends up with (R , ( )a aω )
 
 ( ) 2 0RR R( , ( ) ) R( , ( )) R ( )a a aa a a a a a D O aa ωω ω ω ω
∂∆ = + ∆ + ∆ − = ∆ + ∆ + ∆ =∂ , (19) 
 
where R( )Dω ω is the Fréchet derivative of R with respect toω . Taking the limit of Eq. (19) 







da a a aω
ω
∆ →
∆ ∂ ∂≡ = +∆ ∂ ∂ . (20) 
 
Let now ( , )F a ω denote the cost function of the optimization problem. Such function is typi-
cally a functional of the form 
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 ( , ) ( , )F a f a dω ω
Ω
= Ω∫ . (21) 
 
For a gradient-based optimization procedure, we have to determine the total derivative (also 
referred as sensitivity) of F with respect to a as 
 




∂ ∂= +∂ ∂∫ Ω . (22) 
 
Fδ
δω  is the variational derivative of the functional F, which in standard variational calculus 








∂ ∂ ∂⎛= − ⎜∂ ∂ ∂⎝ ⎠
⎞⎟ . (23) 
 
In the case that f has no dependence from the time t and from the time derivative of ω , indi-
cated as ω´, Eq. (23) yields 
 
 F fδδω ω
∂= ∂ , (24) 
 
and finally Eq. (22) reduces to 
 




∂ ∂ ∂= +∂ ∂ ∂∫ Ω . (25) 
 
 
The first term of this expression contains the direct effect of the geometry perturbation (due to 
the variation of the normal vectors to the surface) on the cost function F, while the second 
embodies the indirect effect, mediated by the alteration of the flow field ω . In order to deter-
mine the sensitivity of the cost function with the method of finite-differences, using 
 
 









+ ∆ + ∆ −= ∆ , (26) 
 
one has to solve Eq. (16) once and Eq. (17) n times for n design parameters. The computa-
tional cost is thus proportional to the number of design variables. Alternatively, if we add now 
Eq. (20), multiplied by an arbitrary Lagrangian multiplier function µ, to Eq. (25), we get: 
 
 ( )R RTdF F f d D
da a a a aω
ω µωΩ Ω
∂ ∂ ∂ ∂ ∂⎛= + Ω + +⎜∂ ∂ ∂ ∂ ∂⎝ ⎠∫ ∫ d
ω ⎞ Ω⎟ , (27) 
 
which can be reordered as 
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 ( )R RT TdF F fd D
da a a aω
ωµ µωΩ Ω
⎛ ⎞∂ ∂ ∂ ∂⎛ ⎞ d= + Ω + +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠∫ ∫ Ω . (28) 
 




since its evaluation requires a new flow solution. This can be achieved if µ is assumed to be 
identical with ψ , the solution of the adjoint equations 
 
 ( ) 0RTf Dωψω
∂ + =∂ . (29) 
 
The vectorψ  is called the adjoint to ω and finally we have 
 




∂ ∂= +∂ ∂∫ Ω . (30) 
 
In order to evaluate the adjoint sensitivity, we have to solve Eq. (16) once, and the adjoint Eq. 
(29) once, operations that are independent of the number of design variables, and finally we 
have to evaluate Eq. (30) for every design parameter a, which requires calculations much less 
expensive than a flow solution. As a result, we get the sensitivity at a computational cost that 
is almost independent of the number of design variables. 
3.2 Discretization and solution of the primal problem 
By neglecting viscous effects, the transonic flow over a wing is described by the Euler equa-




ω ∂∂ + =∂ ∂
f , (31) 
 






















⎛ ⎞⎛ ⎞ ⎜ ⎟⎜ ⎟ +⎜ ⎟⎜ ⎟ ⎜⎜ ⎟= = +⎜ ⎟⎜ ⎟ +⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎟ . (32) 
 
 
Where , , , ,iu E H Pρ  are the density, the velocity components in a Cartesian reference frame, 
the energy, the enthalpy and the pressure of the flow respectively, and δij is the Kronecker´s 
delta. In the far field, free stream conditions are assumed. For a perfect gas the pressure is 
equal to 
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 21( 1) ( ( ))
2 ii
P Eγ ρ= − − ∑ u , (33) 
 
where γ is the ratio of specific heats. The enthalpy H is defined as /H E P ρ= + . The aero-
dynamic quantities of interest for the flow past a wing are the drag, lift and pitching moment 
coefficients, defined as: 
 
 1 2
1 ( cos sin )D P
S
C C n n
S
α α= +∫ dS , (34) 
 
 1 2
1 ( sin cos )L P
S
C C n n
S
α α= − +∫ dS , (35) 
 
 2 1 1 1 2 22
1 ( ( ) ( ))M P m m
S
C C n x x n x x
S
= − − −∫ dS . (36) 
 
where x1m and x2m are the coordinates of the moment reference axis, S is the wing surface area 









−= , (37) 
 
where M∞ and P∞ the Mach number and the pressure at the far field. To solve Eq. (31), the 
flow solver FLOWer has been developed at the DLR and is intensively used by the DLR it-
self, the German aircraft industry and universities. FLOWer is a block structured parallel 
solver for the Euler and Navier-Stokes equations. It makes use of a cell-centered finite volume 
scheme with a blend of artificial dissipation of 1st and 3rd order following the scheme of 
Jameson, Schmidt and Turkel [73] to damp high frequency oscillations and obtain conver-
gence. The finite volume scheme is the most suited to capture shocks in the flow. According 
to this scheme, Eq. (31) is integrated within a control volume Ωijk, belonging to some parti-
















∂∂ Ω = − Ω∂ ∂∫ ∫ . (38) 
 
By applying the Gauss divergence theorem, the volume integral on the r.h.s. of Eq. (38) is 
turned into a sum of fluxes across the cell boundaries 
 
   










∂ Ω = −∂ ∑ dS∫ ∫ , (39) 
 
where the index e spans the six faces of the ijk cell and ˆdS ndS=G is the oriented surface dif-










= Ω∫ , (40) 
 
where  is the volume of the cell. In the evaluation of the r. h. s. of Eq. (39), the flux ijkh f ( )i ω at 
the boundary face Se of the ijk-cell, the value ofω  is approximated using the average of the 
values of ijkω  at the centers of the cell facing the surface Se. The r. h. s. of Eq. (39), once 
evaluated the sum over the Cartesian index i and over the cell face index e, give rise to a 5 
dimensional quantity associated with each cell, named the residual flux Rijk, that is dependent 
on the values of ijkω  in the near cells. It holds: 
 
 Rijkijk ijkh t
ω∂ = −∂ . (41) 
 
Since a central averaging of ijkω  is used, the finite volume discretization is on a uniform Car-
tesian grid equivalent to a second order central difference scheme stabilized by artificial dissi-
pation terms. If the grid is nonuniform, the accuracy depends on the smoothness of the grid. 
For sufficiently smooth grids, the accuracy is almost second-order. Convergence to steady 
state is improved using the multi-grid convergence acceleration technique, as well as implicit 
residual smoothing and local time stepping. For steady flows the unsteady Eq. (31) are inte-
grated using a time-marching 5-stage Runge-Kutta scheme until a steady solution is reached. 
The calculation can be stopped according to lift convergence or averaged residual magnitude 
criteria. 
3.3 Discretization and solution of the adjoint problem 
We can assume the cost functional to be an integral of the flow field ω of the form 
 
 ( , ) ( , )F a f a dω ω
Ω
= Ω∫ . (42) 
 
If we define a system (ξ1,ξ2,ξ3) of locally orthogonal body-fitted coordinates such that in such 
coordinates the wing surface is described by ξ2=0, we can write the drag under the form (42), 
with 
 1 22
2( )1( , ) ( cos sin ) ( )
P P
f a n n
S M P 2
ω α α δγ
∞
∞ ∞
ξ−= + , (43) 
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Where  is the wing surface normal in Cartesian coordinates and δ is the Dirac delta func-
tion. We suppose that the fluid obeys the Euler equation already defined in Eq. (31), which in 
the body fitted coordinates (ξ
nG




∂∂ + =∂ ∂
FW , (44) 
 















⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
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⎛ ⎞⎜ ⎟+⎜ ⎟⎜= = +⎜ ⎟+⎜ ⎟⎜ ⎟⎝ ⎠
F f P ⎟
 




⎛ ⎞∂= ⎜ ⎟⎜ ⎟∂⎝ ⎠
, 1Q JB−= and i ijU Q u j=  are the fluid velocities in body fitted 
coordinates. Since the surface normal vector in body-fitted coordinates is by definition 
, the slip boundary condition ˆ (0,1,0)N = 0i iU N = in this coordinates is simply . As 
we have already seen in Eq. (29), the adjoint equation takes the form: 
2 0U =
 
 ( ) 0RTf Dωψω
∂ + =∂ . (46) 
 
 









⎛ ⎞ ∂∂ =⎜ ⎟∂ ∂⎝ ⎠
 (47) 
 
with the boundary conditions on the wing surface (in the case of the drag) 
 
 (2 1 3 2 4 3 1 221 cos( ) sin( ) 0
ref
n n n n n
S M P
)ψ ψ ψ α αγ ∞ ∞+ + + + = . (48) 
 
To show this, it is convenient to bring the differential equation for ψ , Eq. (46) back in inte-
gral form, by integrating in the flow domain Ω 
 
 ( ) 0RTf D dωψωΩ
∂ + Ω =∂∫ . (49) 
 
Let’s write explicitly the second term of Eq. (49) as 
   





FF FT Dωψ ξ ξ ξΩ
⎛ ⎞∂∂ ∂
d+ +⎜ ∂ ∂ ∂⎝ ⎠∫ Ω⎟ . (50) 
 
Integrating by parts with respect to ( )iξ and dropping the far field surface term, since it is mul-
tiplied by ψ  which is stated to be zero at the far field, Eq. (50) is equivalent to 
 
 ( )1 1 2 2 3 3F F F FTT i
iS
D N N N dS D dω
ψψ ξΩ
⎛ ⎞∂+ + − ⎜ ∂⎝ ⎠∫ ∫ ω Ω⎟ . (51) 
 
Since the fluxes Fi are algebraic point wise functions of ω, the Fréchet derivative Dω  reduces 
to a partial derivative, and Eq. (51) is equivalent to 
 
 
( )1 1 2 2 3 3F F F FTT i
iS
N N N
dS dψψ ω ξΩ
∂ + + ⎛ ⎞∂∂
ω− Ω⎜ ⎟∂ ∂⎝ ⎠∫ ∫ ∂  (52) 
 
 
Imposing the second term of Eq. (52) to be zero is equivalent to Eq. (47). Now all the surface 
terms in Eq. (49) have to be collected, in order to obtain the equation in integral form 
 
 ( )2 1 3 2 4 3 1 221 cos( ) sin( ) 0
refS
Pn n n n n dS
S M P
ψ ψ ψ α α ωγ ∞ ∞




which is equivalent to Eq. (48). Since U2=0 on the wing surface S, F2 is just function of P, 





∂ ∂ ∂=∂ ∂ ∂ , (54) 
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⎛ ⎞⎜ ⎟∂⎜ ⎟ ⎛ ⎞⎜ ⎟∂ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂∂ ⎜ ⎟ ⎜ ⎟= =⎜ ⎟∂∂ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂⎜ ⎟ ⎜ ⎟⎝ ⎠⎜ ⎟∂⎜ ⎟⎜ ⎟⎝ ⎠
F , (57) 
 
it follows that Eq. (55) takes the form 
 







P dS n n n dSn
n
ψ ψ ψ ψω ω
⎛ ⎞⎜ ⎟⎜ ⎟ ∂⎜ ⎟ = + +∂ ∂⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
∫ ∫ P∂ . (58) 
 
By substituting Eq. (43) in the first term of Eq. (49) we get again a surface integral, which 
summed to the term coming from Eq. (58) gives Eq. (53), in the case of the drag. Boundary 
conditions for lift and pitching moment coefficients can be derived easily in the same way. 
The adjoint method has been implement in the DLR code FLOWer for a cell centred scheme, 
using the same artificial dissipation scheme as for the primal problem. Also multi grid capa-
bility has been implemented in the latest version. For more details on the derivation, the theo-
retical background of the adjoint Euler equations, and the implementation see [74]. The ad-
joint mode has been used to carry out a number of singledisciplinary optimizations [31]. 
3.4 Sensitivity for a stress functional in a one-way coupling 
As for purely aerodynamic functions, an adjoint formulation as described by Eq. (29) and Eq. 
(30) is possible for every functional of the form ( , )F aω , also not analytically known, for 





∂ ∂ . (59) 
 
As first step prior to a multi discipline feasible sensitivity formulation, one can be interested 
in calculating how the bending stress of an aerodynamically loaded structure varies according 
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to variations in shape or structural design. This approach, in conjunction with an analytical 
model for the structure has been used in the redesign of the Boeing 747 wing in Ref. [45], and 
is in line with the “one-way” coupling philosophy of taking into account the influence of 
aerodynamics on the structure, but neglecting the effect of the structure (elastic deflections) 
on aerodynamics. This can be considered a first approximation to the fully coupled (two-way) 
adjoint approach first proposed in [18]. In this work, a modification of the method will be 
proposed, based on a CSM structural model instead that on an analytical structural model. 
Let’s suppose the cost function or constraints to be a functional of the stress distribution 
associated with a given geometry and flow named G. Since the stress distribution is a function 
of the flow field ω along the wing´s surface S, G can be written as 
 
 . (60) ( , ) ( , )
S
G a g a dSω ω= ∫
 
We are interested in the sensitivity of ( , )G aω , which according Eq. (30) is 
 




∂ ∂= +∂ ∂∫ Ω , (61) 
 
where we have to solve the adjoint equation 
 
 ( ) 0RT
S
g dS D dωψω Ω
∂ + Ω =∂∫ ∫ . (62) 
 
Since we already know how to treat the second term of Eq. (62), we need only to derive the 
form of the boundary condition associated with the first term in Eq. (62). Now, G is a function 
of the traction (force per unit surface) applied to the structure, which depends on the pressure 
on the surrounding surface according to 
 T Pn=G G , (63) 
 
where is the normal to the wing surface. So G can be taken as functional of P(ω). As in Eq. 














∂ ∂ ∂ ∂= =∂ ∂ ∂ ∂∫ ∫ ∫ ω . (64) 
 
This equation together with Eq. (58), implies that the boundary condition for the adjoint prob-
lem of the G function is given by 
 
 1 2 2 3 3 4
Gn n n
P
δψ ψ ψ δ+ + = − . (65) 
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The variational derivative on the r. h. s. of Eq. (65) can be easily evaluated with a finite dif-
ference procedure by varying the value of the discrete pressure distribution in the ij cell of the 
wing surface mesh. Such surface scalar field can be thus read in by the adjoint flow solver to 
enforce the boundary condition Eq. (65). 
3.5 Reconstruction and validation of the sensitivities 
From the adjoint formulation it follows that the sensitivity of some cost function F with re-
spect to some design parameter a is 
 




∂ ∂⎛ ⎞= + ⎜ ⎟∂ ∂⎝ ⎠∫ Ω , (66) 
 
where R is the stationary Euler equation already defined in Eq. (31) and ψ  the adjoint field. 
The first term is the effect of the mesh perturbation on the cost function associated with a 
shape variation, while keeping the flow field constant. The second term represents the volume 
integral of the scalar product of the adjoint field ψ  and the partial derivative of the flow op-
erator R(a,ω(a)) with respect to a mesh perturbation induced by a change in a, keeping the 
flow field constant. Since early implementations of adjoint methods in flow solvers, there 
have been some attempts to replace the volume integration that occurs in the expression Eq. 
(66) in the case of purely aerodynamical cost functions, with some expression containing a 
surface integral, such as 
 




xx xdF div u n n n dS
da a a a
ϕ ω ψ ∂∂ ∂= + ⋅ + +∂ ∂ ∂∫ G G  (67) 
 
where , ( )1 2 3 TH u u u Hω ρ ρ ρ ρ ρ= ϕG  is defined by ˆ
S
F nϕ= ⋅∫ dSG and ixa∂∂ are the sur-
face mesh sensitivities with respect to the shape parameter a. The motivation for such expres-
sion is that the volume integration over the whole volume mesh in Eq. (66) is a relatively ex-
pensive operation, while the surface integration is computationally much cheaper. Such for-
mulas have been derived by Weinerfelt [75] and by Jameson [76], or by Gauger [74]. Al-
though the volume and surface formulas are analytically equivalent, the agreement with the 
finite-difference sensitivities at the computational level is better for the volume formula, and 
the discrepancy with the surface formula decreases as the mesh is refined. The differences are 
mainly localized in regions with high pressure gradients and high mesh curvature, such as 
occurs at the leading edge, or with rapid variations of the adjoint field, as occur at the stagna-
tion point near the trailing edge. 
 
The matter is relevant also for the implementation of a fluid-structure coupled adjoint method 
that is discussed later in this work. A term of the form of Eq. (66) occurs not only in the cou-
pled adjoint sensitivity evaluation, but also in the coupled adjoint loop, and it’s the most ex-
pensive operation after the flow and adjoint flow calculations, requiring 3N mesh-deformation 
operations each coupling step, where N is the number of structural nodes. The use of faster 
formulations for evaluating the volume integral would highly benefit also the coupled adjoint 
calculation. Unfortunately, the surface integral discussed above is not accurate enough for this 
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purpose, and by experience it causes divergence in the fluid-structure adjoint coupling loop. 
Thus, the volume formulation has been adopted in this work. Recent developments show that 
it is possible to eliminate mesh sensitivities from the formula Eq. (66) using an appropriate 
auxiliary adjoint field [77]. The use of this method in the coupled adjoint would lead to a 
three-field coupled adjoint formulation probably even more computationally efficient than the 
two-field formulation, but at price of additional complexity in the implementation. 
3.5.1 Volume formulation for the sensitivity evaluation 
Once an adjoint solution has been obtained we numerically evaluate the sensitivity of F to any 








⎛ ⎞≈ ∆ + ∆ Ω⎜⎝ ⎠∫ ⎟ , (68) 
   
where the subscript ω=ω0 on the r. h. s. means that the finite variations ∆aF and ∆aR are 
evaluated keeping the flow field fixed. We can break the volume integral into a sum of inte-
grals over cells volumes 
 




∆ Ω∑ ∫ . (69) 
 
After the discretization we can rearrange the integration as 
 




∆ Ω∑ ∫ . (70) 
 
The integral in Eq. (70) is the residual flux and it’s evaluated by FLOWer on every iteration 
step according the finite volume scheme Eq. (41). Evaluating its variation with respect to a 
mesh alteration is thus possible using the same routines of FLOWer and a fictitious time step 
on the deformed mesh, provided that the original residual field has been previously saved and 
can be read in. A loop over all cells indexes involving the sum of the scalar products of ψ  and 
∆R gives the scalar value represented by Eq. (70). The effect of the geometry variation on the 
cost function, represented by the first term in Eq. (68), can be evaluated in similar way. The 
division by the step ∆a gives the sensitivity. 
3.5.2 Validation of the volume formulation sensitivity 
The sensitivity has been evaluated based on primal and adjoint Euler solutions both con-
verged to seven orders of magnitude in the residual, by making use of the finite volume for-
mulation and residual fluxes implemented in the solver FLOWer and according to the surface 
formulation Eq. (67). As design variables the coefficients of a set of bump functions were 
used, that were added to the camber line of the wing. The bump functions were Bernstein 
polynomials in the indices (i,j), spanning the surface mesh. Both results, together with a for-
ward step finite-difference, are shown in Figure 6. As seen in similar results reported in [76], 
the volume integration is more exact with respect to the surface integration (67), showing a 
mean absolute deviation of 2.3 % against the 4.2 % of the surface method, with respect to the 
finite difference result, which, after some tuning is assumed to be the reference value for the 
  
Singledisciplinary adjoint-based optimization  36 
   
   
sensitivities. The biggest discrepancies occur at the trailing edge (points 1-5 in Figure 6) and 
at the leading edge  (points 11-15 in Figure 6). However, the volume integration is also much 
more computationally expensive. The mean absolute deviation with respect to finite differ-
ence method is shown in Figure 7. Compared applications to optimizations test cases also 
shows that the volume integration is more robust for handling particularly the design of the 
trailing edge of a 3D wing, which is often linked with big values in the sensitivities. 
 
 
Figure 6. Sensitivity of the drag (3x5 Bernstein bump functions). 
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Figure 7. Mean absolute deviations of adjoint sensitivities with respect to finite differences. 
3.5.3 Validation of the one-way sensitivity of the Kreisselmeier-Steinhauser functional 
The validation proceeds in this case in a very similar way as before, but the cost function is 
evaluated from the stress distribution associated with the applied forces coming from the pres-
sure distribution. The deflection that the structure undergoes under aerodynamic load causes a 
stress to arise in every element of the wing structure. Without loss of generality, we can limit 
our analysis only to one type of element, for example the beams, of which we consider the 
bending stress at one end. The beam element  is a two-nodes finite element related to the clas-
sical (Euler-Bernoulli) beam theory [78]. It describes a linear structure that shows a bending 
after an applied transverse load. The bending is described by a displacement field z(x), normal 
to the longitudinal direction x, x∈[0,L]. The application of several kinematics, constitutive 









where p is the transverse applied force per unit length, E is Young´s modulus and I is the 
moment of inertia of a beam section around the neutral axis. In particular, only the stress σxx 
relative to the longitudinal direction x, which is related with the bending z(x) is considered, 
and the other stress components, as well as the displacements in the other directions, are ne-
glected. To uniquely define the function z(x) over the element four boundary conditions are 
necessary of the form 0 0( ), ( ), ( ), ( )dz dzz z L
dx dx
⎛⎜⎝ ⎠L
⎞⎟ . The quantity dzdx  is equivalent by the nor-
mality assumption to the rotation angle θ of the beam cross section around the neutral axis z. 
In a one-dimensional element, each node i is thus associated with two degree of freedom 
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(zi,θi) describing displacement and rotation of that node. In a 3-dimensional element, we have 
a total of six degrees of freedom for each node. A structure wing model of N beam-connected 
nodes thus possesses a 6N-dimensional Stiffness matrix. The application of the aerodynamic 
load to such structure causes a bending stress in each beam. The resulting stress distribution, 
obtained from the bending stress at one end of each element, is depicted in Figure 8. 
 
 
Figure 8. Bending stress distribution for beam elements. 
 
The same distribution (apart from a sign) is shown in Figure 9. 
 
 
Figure 9. Bending stress and displacement distributions after Nastran calculation. 
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As may be seen from Figure 9, the stress varies continuously along the wing span, reaching 
the maximum at the wing root leading and trailing edges and it is very small (in black in the 
picture) after the middle station of the wing. This implies that the structural model is evidently 
sub-optimal, since assembled with beams of identical thickness. An internal optimizer exists 
in Nastran, which can size the elements according the stress, with the aim of reducing the 
weight of the structure. What Nastran cannot do, is to modify the pressure distribution, and 
thus the wing shape, in order to constrain the stress to not exceed some maximal value. This 
could be the task of a multidisciplinary optimization, making use of a cost functional associ-
ated to the stress distribution. Since we wish to evaluate the first variation of it, it is also ad-
visable for this functional to be differentiable with respect to the stress of the elements. To 
examine the beam maximum stress, which is a combination of the absolute values of bending 
and axial stresses, is in this sense not a good choice and can cause wrong results in the adjoint 
reconstruction of the sensitivity. We thus build a functional of the distribution of the bending 




1( ) ln exp( )nn
n
G
σ σσ ρρ σ
−= ∑ , (71) 
 
σ0 being the maximum allowed stress and ρ a parameter. The functional is smaller than 
ln(n)/ρ if no element has stress bigger than σ0, and bigger in the opposite case (all elements 
have stresses bigger than σ0). Furthermore it behaves like a “magnifying glass”, showing a 
high sensitivity, adjustable by ρ, to variations of the stress in an interval around σ0, and being 
in fact transparent if the variation of the stress involves values far below σ0 . This functional 
is usually used to lump the stress constraints in structural optimization problems [79]. The 
sensitivity of it can be thus evaluated according the adjoint formulation of the problem de-
scribed in Chapter 3.4. A comparison with the same sensitivity evaluated with finite forward 
differencing is shown in Figure 10. 
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Figure 10. Sensitivity of the Kreisselmeier-Steinhauser stress function for shape alterations based on FFD 
and for beam thickness alterations,  according finite differencing and adjoint formulation. 
 
 
There is an extremely good agreement between finite-differences and adjoint, with a mean 
absolute deviation of about 0.4 % for the shape design variables. For the thickness design 
variable the deviation is identically 0 %, which is obviously due to the fact that thickness al-
terations does not involve, in the one-way approach, an alteration of the flow field, and thus 
the effect on the cost function is purely geometric. Although consistent within the “one way” 
approach, this sensitivity has not been used to carry out any optimization. A two-way cou-
pling will be instead introduced in the following section. 
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4 Introducing aeroelasticity 
The aero-elastic coupled system of interest is part of the class of problems relating to fluid-
structure interaction. In these problems, the coupling between the two fields (fluid flow and 
structural displacement) is not in general limited to the exchange of boundary conditions. 
However, solution schemes based on single discipline solvers, the so-called partioned ap-
proaches, are preferred to the monolithic approaches, which require the development of dedi-
cated discretization and solution processes. In establishing the coupling between two different 
solvers, care must be taken in the definition of the singledisciplinary problems and boundary 
conditions, which are discretized and solved according to different methodologies and even 
different coordinate frames. In particular for fluid-structure interaction problems, the struc-
tural problem is formulated and solved in a Lagrangian coordinate frame, while for a fluid 
flow a Eulerian coordinate frame is used. Since the latter is usually a body-fixed coordinate 
system, thus possessing a motion associated with the structural displacement, the Eulerian 
formulation must be changed in an Arbitrary Lagrangian Eulerian or ALE formulation that 
takes into account the movement of the body. Since this movement is described by an arbi-
trary field, coupled by some equation with the structural displacement, this is also called the 
three-field formulation for fluid-structure interaction. If one is interested in calculating the 
static aero-elastic deflection of an elastic body in a fluid flow, the formulation is simplified 
and a weak coupling procedure can be used to calculate the stationary state. The coupling 
procedure gives rise to an aeroelastic coupling loop that that after a certain number of itera-
tions between the flow and structural solver converges to the stationary, deflected wing shape. 
This configuration is generally characterized by values of drag and lift that are substantially 
different from those of the initial, undeflected geometry. The coupling loop can be thus identi-
fied with a multidisciplinary analysis procedure. The incorporation of this procedure into an 
optimization process can be done in a variety of different ways, the simplest of which consists 
in performing just one multidisciplinary analysis prior to the optimization. On the other hand, 
the most accurate approach presupposes the inclusion of the aeroelastic effect in the sensitiv-
ity evaluation, according to the so-called multidisciplinary feasible approach. In the following 
chapters, after describing how the aeroelastic coupling is defined and implemented, a com-
parison of various optimization chains that make use of multidisciplinary analysis is pre-
sented. 
4.1 Definition of fluid-structure coupled system 
In an arbitrary Lagrangian-Eulerian coordinate frame, the Euler equation describing a com-
pressible inviscid flow maintains the form of Eq. (31), but in order to take into account the 
mesh movement, the flux vectors are corrected according to take into account the convection 
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⎟ , (72) 
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where ( )iX is the velocity of the ALE coordinate system (CFD mesh). The structure obeys 
some linear PDE describing linear elasticity, which can be generically written as 
 
 0 ,     with      ( , , , , ...)t i i jS z z z z∂ ∂ ∂ ∂ =     1 6, , ...,i j = . (73) 
 
The displacement of the mesh is described by 1 2 3X X Xχ = ( , , )G  and is coupled to the struc-
tural displacement by some pseudo-elastic PDE: 
 
 0( , , , ..., )i i jA zχ χ χ∂ ∂ ∂ =G G G  ,     with     1 6, , ...,i j = . (74) 
 
The system is completed by the boundary conditions 
 
 0ˆ ˆ( ( )) ( , )tu t n z x t nχ ⋅ = ∂ ⋅GG GG , with 0 0( ) ( , )t x z x tχ = +G G GG , (75) 
 
where  is the flow velocity and  the unit normal vector to the surface. This equation de-
scribes the slip condition between the flow media and a moving solid surface. The traction 
balance between the two media is represented by 
uG nˆ
 
 ,     with     i i jPn n= Θ j 1 3, , ...,i j = . (76) 
 
where is the stress tensor for the displacement field , and P the pressure of the fluid. In 
general, solving the system given by Eq. (72), Eq. (73) and Eq. (74) plus b.c., or similar fluid 
structure interaction systems, by partitioned procedures, and assuring time-accuracy and con-
vergence is a challenging task of computational science, see for example [
i jΘ z
81]. Since we are 
interested in the stationary solution of the coupled system, some simplifications are possible 
in the solution algorithm. Firstly, the terms in ( , , )X Y Z   disappear from Eq. (72), giving back 
the usual Euler flow equations. The time derivative disappears also from Eq. (73) and Eq. (75)
, giving in the latter the usual slip-condition. The fields ω , χG and are supposed dependent 
on a pseudo-time stepping, and the system can be solved by a serial staggered fixed-point 
iterative scheme. 
z
4.2 Discretization and solution of an aero-elastic coupled system 
In order to solve the coupled equations of the fluid-structure system for the stationary state, a 
serial staggered partitioning as described in [82] and [58] has been implemented, where forces 
are transferred from the flow mesh to the structure mesh to give the nodal loads, and deflec-
tions are transferred back from the structure mesh to the flow mesh, which is consequently 
deformed. The equation that links the mesh movement χG  to the structural displacement 
field , Eq. (74), is obtained from the stationary solution of a spring model, assuming fixed 
far field boundaries. The fluid flow around the body described by the Euler equation is solved 
by the DLR solver FLOWer, while the structural problem is solved by MSC-Nastran. The 
transfer of information between CFD and CSM meshes is traditionally managed using finite 
element interpolation techniques, as described in [
z
83] or [84]. Here, we adopted a new method 
following [85], based on the B-spline volume interpolation assuming a linear radial basis 
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function. This algorithm is conservative and consistent, and has been adequately validated by 
comparison with tunnel testing data using the AMP wing model. Typically, 12 exchanges of 
information between the two codes are enough to reach a converged aero elastic solution, as 
shown in Figure 11. The remaining small oscillations in the residual are probably due to nu-
merical round-off error in the calculation of forces and displacements, and can be damped 
using the under-relaxation technique, that is using a weighted mean of the last two displace-
ment to evaluate the new CFD mesh, as done for example in [86]. However this is for our test 
case not strictly necessary, since the oscillation is so small that it has no effect on the value of 
lift and drag. In order to obtain convergence, a damping factor has been instead applied to the 
aerodynamic force in the first three coupling steps. 
 
Figure 11. Plot of residual (log scale) of flow equation, lift and drag, during coupled computation. Jumps 
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Preliminary to the loop is the generation of the two exchanging meshes for the interpolation of forces and 
displacements. The CFD exchanging mesh is structured and is derived from the cell center wing surface 
mesh read from the output of the flow solver on the initial mesh. The CSM exchanging mesh is unstruc-
tured and consists of the nodes from the structure model. After a flow solution on the initial grid, the pres-
sure distribution is read in by the interpolation module, which creates a force distribution on the CSM 
nodes. The structural solver gives the associated displacement field on the CSM nodes, which is interpo-
lated to the CFD side. The mesh movement module reads the displacement field on the CFD surface and 
extrapolates it to the whole CFD mesh. On the so obtained deformed mesh a new flow calculation is 
started. 
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4.3 Need for accurate sensitivity 
The fluid-structure coupling loop defined in the preceding Chapter can be inserted into an 
optimization chain in different ways. If the aeroelastic effect is taken into account in the sensi-
tivity evaluation, we have complete consistency and the method is called multidisciplinary 
feasible. An evaluation of such a sensitivity by means of finite-differences follows the 





















A coupling loop started from the baseline geometry evaluates the stationary deflected state that gives the 
reference value for the drag. The geometry is then altered by increasing the i-th design variable by a finite 
(small) amount ∆. The fluid structure coupling loop evaluates the new stationary state and the new value 
of the drag is obtained. The difference, divided by the finite step ∆, gives the value of the sensitivity of the 
drag with respect the i-th design parameter. The procedure is thus repeated for each design parameter. 
This procedure is extremely expensive, since a fluid structure coupling loop is about 6-times 
more expensive than a flow solution, and it must be repeated for every design parameter. A 
less accurate approach can be investigated to avoid this expensive procedure. The simplest 
method consists of performing one multidisciplinary analysis prior to the optimization, and 


























Up. Design deflected 
 
To preserve high computational efficiency, this scheme makes use of the adjoint method to 
evaluate the sensitivities (gradients) of drag and lift with respect to the shape parameters. The 
design obtained with this kind of process is optimal from a single disciplinary viewpoint, thus 
only for the deflection calculated in the previous analysis. Since the design has been altered 
during the optimization, it is not assured that such a deflection is still physically motivated. In 
fact, a new application of the flow structure coupling loop to the optimal design gives a dif-
ferent value of the deflection, which in turn causes different values of drag and lift. The out-
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come of the optimization and of the subsequent recoupling is summarized in Figure 12. The 
optimization was aimed at drag reduction at constant lift and angle of attack, by means of the 
method of feasible direction (the choice of this strategy will be better motivated later on). 
 
Figure 12. Values of drag and lift during the optimization history (line and spots) and after the recoupling 
(big spots). 
The values of both drag and lift after the recoupling are substantially different from that com-
ing from the optimization. The lift in particular, shows a decrease of about 6%, bringing the 
wing into an off-design condition. We conclude that to obtain a consistent set of design and 
deflection that characterize a stationary state, the fluid-structure coupling must be taken into 
account during the optimization, at every design update and not just once before the optimiza-
























Here a complete multidisciplinary analysis is performed at every design update. The sensitiv-
ity, however, is evaluated using a singledisciplinary adjoint method. This introduces an incon-
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sistency, since the sensitivity does not contain information about the effect of elastic coupling. 
For this reason, this method is called 0-th order coupling. The resulting optimization history is 
compared in Figure 13 with an optimization that uses the same strategy, but complete gradient 
information, according the 1st order coupling (multi discipline feasible) scheme. 
 
Figure 13. Drag percentage variation during optimizations performed using 0th order coupling (red) and 
1st order coupling (blue). The optimization was aimed to drag reduction by constant lift and angle of at-
tack. 
Although neither of the two optimizations has been brought to complete convergence, it’s 
evident that the lack of information in the sensitivity about the effect of elasticity reduces the 
effectiveness of the optimization, diminishing of about 60% the drag decrease. We conclude 
that to maximize the effectiveness of the optimization, a multidisciplinary feasible formula-
tion must be used. This is in principle possible using the previous discussed finite difference 
scheme, or other approaches discussed in the introduction like the global sensitivity method. 
If a high number of design parameters are used, however, the only way to maintain the com-
putational cost acceptable is to use an adjoint formulation. In order to obtain accurate sensi-
tivities, which take into account the fluid structure coupling, the singledisciplinary adjoint 
method previously discussed must be extended to a coupled aero-structure adjoint method, 
following the scheme: 
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According to this method, after a fluid-structure coupling loop (direct coupling), an adjoint 
coupling loop is performed and two adjoint fields (one for the flow, one for the elastic dis-
placement field) are calculated. These adjoint fields allow the evaluation of accurate sensitivi-
ties. As in the singledisciplinary case, the adjoint coupling loop has to be performed for every 
cost function and constraint. In the following section, a continuous adjoint formulation for the 
aero-elastic coupling is presented and explicitly formulated for the case of the Euler equation 
and linear elasticity. 
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5 Adjoint formulation for the aeroelastic coupled system 
5.1 Formulation of the continuous adjoint equations for a coupled system 
The derivation of the adjoint equations in the case of a multidisciplinary problem is similar to 
that which has been carried out for the purely aerodynamic case, with the difference that we 
will end up with a dual adjoint variable for each set of state variables of the problem. An ad-
joint formulation is possible for any problem involving the calculation of the sensitivity of a 
function of one or more sets of variables obeying one or more state equations. We will restrict 
ourselves to the case of two sets: one represents the flow variables, the other the structure 
nodal displacement. ( , , )F a zω  denotes the cost function of the optimization problem, depend-
ent now also on the 6-dimensional displacement field , the solution of the structural prob-
lem. Following the notation of Eq. (25), the sensitivity takes the form 
z
 
 dF F f f z d
da a a z a
ω
ωΩ
∂ ∂ ∂ ∂ ∂⎛= + +⎜∂ ∂ ∂ ∂ ∂⎝ ⎠∫


⎞ Ω⎟ , (77) 
or , in terms of first variations, 
 
 a a
F f fdF a z d
a z
δ δ ω δωΩ
∂ ∂ ∂⎛= + +⎜∂ ∂ ∂⎝ ⎠∫  ⎞ Ω⎟ . (78) 
 
The fields , zω   are the solution of the system of partial differential equations and b. c. 
 
 0R( , , )a zω =  in Ω, (79) 
 ( , ) 0S a z =   in Ω´, (80) 
 ˆ( ) ( ) ( ) ( )z n a P n aˆωΘ =  in S, (81) 
 0ˆ( ) ( )Tv n aω =G in S. (82) 
 
Here Ω indicate the flow field volume, and Ω´ the wing internal volume. The two open vol-
umes have a common boundary S, which represents the wing surface. Eq. (79) are the flow, 
and Eq. (80) the structural equations, while Eq. (81) represents the boundary condition for the 
structural equation, assigned by equating the structural stress normal to S with the aerody-
namic force, being  the structural stress tensor and P(ω) the aerodynamic pressure. Eq. 
(82) represents the usual slip boundary condition for an inviscid flow. Just as in Eq. (19), we 
take the first variation of the PDEs and of the boundary condition Eq. (81) consequent to the 
variation δa of the design variable a: 
( )zΘ 
 
 ( ) ( ) 0RR R Ra z ad a D D za ωδ δ ω δ
∂= + +∂   = , (83) 
 ( ) 0SS Sz ad a D za δ δ∂= +∂ 
   = , (84) 
 ( ) 0( )ˆ ˆ( , ) ( ) ( )z a aPD a z n a z n aωδ δω ω
∂Θ − ∂   = . (85) 
 
  
Adjoint formulation for the aeroelastic coupled system  50 
   
   
We multiply Eq. (83) with the Lagrangian multiplier ψ  and we perform a volume integration 
in Ω. Similarly we multiply Eq. (84) for the Lagrangian multiplier φ  restricted to the open Ω´ 
and integrate over Ω´. To take into account the boundary condition Eq. (85), which is a 3-
dimensional equation defined on the boundary of Ω´, S, we multiply it for the Lagrangian 
multiplier φ  restricted to its traslational part φG and integrate over S. We add these three terms 
to the expression  Eq. (78) , obtaining after a reordering of terms: 
 
 ( )




( ) ˆR ( )








FdF d d a
a a a
f PD d n a dS




ωψ φ δ ωω ω




⎛ ⎞⎛ ⎞∂ ∂ ∂⎛ ⎞= + Ω + Ω⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠
⎛ ⎞∂ ∂⎛ ⎞+ + Ω −⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠⎝ ⎠
⎛ ⎞+ + Ω + Ω + Θ⎜ ⎟⎝ ⎠
∫ ∫
∫ ∫
∫ ∫ ∫  

G
G   δ
 (86) 
 
Since we want to avoid recalculation of the ( , )zω   fields, we cancel the terms multiplying 
aδ ω  and a zδ   in aFδ  by imposing the fields φ ,ψ  to be solution of the equations 
 
 ( ) 0( ) ˆR (T T
S
f PD d n a dSω
ωψ φω ωΩ




 ( ) ( )( ) ( )( ) ( ) 0
´
ˆR S ´ ( )T T Tz z z
S
D D f d D d D z n a dSωψ φ φ
Ω Ω
+ Ω + Ω + Θ∫ ∫ ∫   ( ) =G   . (88) 
 
These are the adjoint equations in integral form for the problem of coupled aero elasticity. 




R S ´T TFdF a a d a d
a a a
δ ψ δ φ δ
Ω Ω
⎛ ⎞∂ ∂ ∂⎛ ⎞= + Ω + ⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠∫ ∫





R S ´T TdF F d
da a a a
ψ φ
Ω Ω
⎛ ⎞∂ ∂ ∂⎛ ⎞= + Ω + Ω⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠∫ ∫
 d . (90) 
  
5.2 Form of the equations for the fluid-structure coupling 
At this point, no hypothesis has been yet made concerning the form of the flow or structure 
state equations, or their discretization. In the following paragraphs, this will be done in two 
distinct steps. First, the continuous adjoint formulation will be carried out for the coupling of 
an Euler flow and a linear elastic structure. Then, the so obtained equations will be discretized 
and solved.  
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5.2.1 Continuous coupled adjoint formulation 
In the previous Section the continuous adjoint equations for a general coupled system have 
been derived: 
 
 ( ) 0( ) ˆR (T T
S
f PD d n a dSω
ωψ φω ωΩ




( ) ( )( ) ( )( ) ( ) 0
´
ˆR S ´ ( )T T Tz z z
S
D D f d D d D z n a dSωψ φ φ
Ω Ω
+ Ω + Ω + Θ∫ ∫ ∫   ( ) =G   , (92) 
 




( , , ) R S ´T TdF z a F d
da a a a
ω ψ φ
Ω Ω
⎛ ⎞∂ ∂ ∂⎛ ⎞= + Ω + Ω⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠∫ ∫
  d . (93) 
 
In this paragraph, the specialization to the case of Euler flow and a linear elastic structure is 
derived. The formulation is continuous with respect to both state equations, which means that 
no discretization is assumed at this stage. Let’s examine first Eq. (91), which expresses the 
adjoint flow equation and its boundary conditions. It has been already shown in Section 3.3 
that the second term in the volume integral on the l. h. s. of Eq. (91) after integration by parts 







⎛ ⎞⎛ ⎞ ∂∂⎜ ⎟ Ω =⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠⎝ ⎠∫ , (94) 
 
and a surface term expressed by 
 
 ( )2 1 3 2 4 3
S
Pn n n dψ ψ ψ ω S
∂+ + ∂∫ . (95) 
 
Thus, the adjoint flow equation remains identical with respect to the uncoupled case given by 
Eq. (47) and Eq. (48). This implies that although Euler flow has been assumed, no substantial 
differences arise in the adjoint coupling procedure when viscous adjoint equations are as-
sumed. The coupling with the structural adjoint equation follows thus from the boundary con-
ditions. These are expressed by the first and third term of Eq. (91) and by the term of Eq. (95). 




1 2 ( cos sin )
S S
f f Pd dS n n
S M P
α αω ω ω γ ∞ ∞Ω
∂ ∂ ∂Ω = = +∂ ∂ ∂∫ ∫ ∫ dS . (96) 
 
 
Collecting all the surface integrals in Eq. (91), namely Eq. (95), Eq. (96) and the third term of  
Eq. (91), we get (in the case of drag sensitivity) 
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These are the boundary conditions for the adjoint flow coupled with the adjoint structure 
equation. Compared to the single discipline case, the boundary conditions are enriched by a 
term which contains the coupling, and which depends of the translational part of the structural 
adjoint displacement field φ , indicated byφG . If the cost function does not contain explicit 
dependency on ω , the term of Eq. (96) is zero, and the boundary condition becomes 
 
 2 1 3 2 4 3 ˆ 0
Tn n n nψ ψ ψ φ+ + − =G . (98) 
 
This is the case, for example, for a structural cost function like the function G defined in (71). 
The use of the above described boundary condition differentiates the method from the already 
implemented coupled adjoint methods. In particul r, the evaluation of the coupling term in the 
adjoint flow equation in the continuous form 
a
ˆT nφG  is likely to be more efficient than its 






⎛ ⎞∂ ∂ ∂⎛ ⎞= ⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠
 S , (99) 
 
which involves the calculation of wide matrices and the differentiation of the interpolation 
algorithm. Let’s now consider Eq. (92), which represents the structural adjoint equation and 
its boundary conditions. The derivative in Eq. (92) represents the Fréchet derivative of 




φ , giving the equation 
 




z zD d D f D dφ ψ
Ω Ω
RzΩ = − + Ω∫ ∫    . (100) 
 
By equating the remaining term in (92) to zero, we obtain 
 
 ( ) 0ˆ( ) ( )Tz
S
D z n a dSφΘ =∫  G . (101) 
 
This completes the continuous adjoint formulation for the coupled fluid-structure interaction. 
However, the discretization to be adopted still remains to be discussed. 
5.2.2 Discretization and solution of the coupled adjoint system 
As for the primal problem, the coupling between the two state equations occurs by means of 
the boundary conditions. This makes it possible to solve the system by a serial staggered itera-
tive scheme, and to preserve existing discretization and solution techniques for the singledis-
ciplinary problems. In particular, the treatment of the coupled adjoint flow equations does not 
present any difference to the singledisciplinary case, except for the presence of a coupling 
term that must be evaluated at every step of the coupling procedure. The FLOWer code in 
adjoint mode has thus been modified to be able to read a scalar field defined on the surface of 
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the wing, and to add it to the boundary conditions according Eq. (97). The coupled adjoint 
structure Eq. (100) deserves more explanation. If we discretize the structural part of the equa-








⎛ ⎞∂ ∂= − Ω− Ω⎜ ⎟∂ ∂⎝ ⎠∫ ∫´
R
 
T d , (102) 
 
where hφ  is the discrete structural adjoint field and H the stiffness matrix associated with the 
operator . To lighten the notation, the aerodynamical part is not discretized, understood 
that it follows the same discretization already discussed. Since is now a discrete quantity, the 
Fréchet derivatives with respect to have been replaced by partial derivatives to be evaluated 
numerically. On the other hand, since S(  is a linear operator with respect to , its Fréchet 
derivative with respect to coincides with the operator itself, and thus H coincides with the 






 Since this is a symmetric matrix, the product T hK φ  







⎛ ⎞∂ ∂= − Ω− Ω⎜ ⎟∂ ∂⎝ ⎠∫ ∫´
R
  d . (103) 
 
 
Thus, the same solver can be used for the structural direct and adjoint equation. Eq. (101) can 
be seen as the following boundary condition in integral form:  
 
 ( ) 0ˆ( ) ( )TzD z n aφΘ = G on S. (104) 
 
Since the stress tensor Θ is a linear differential operator, this is equivalent to 
 
 ( ) 0ˆ( ) ( )n aφΘ =G on S, (105) 
 
which simply prescribes that no stress must be transmitted to the adjoint structural field 
through the surface S. The force applied to the adjoint problem is instead represented by the 






∂− ∂G , (106) 
 
that is minus the partial derivative of the cost function with respect to a structural degree of 








⎛ ⎞∂− Ω⎜ ⎟∂⎝ ⎠∫  , (107) 
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represents the integral of the scalar product of the adjoint field ψ  and the partial derivative of 
the flow operator R( , , )a zω  with respect to a structural degree of freedom, thus keeping con-
stant the flow field and the design variables. Since the fluid mesh, and thus R( , , )a zω  , does 









⎛ ⎞∂ Ω⎜ ⎟∂⎝ ⎠∫ G . (108) 
 
As for the second term of the single discipline sensitivity Eq. (66), it may be evaluated by 
making use of the finite volume formulation implemented in FLOWer. We observe that this 
term is responsible for the most time-consuming computations during the solution of the ad-
joint equations, since it requires a complete mesh deformation for every structural degree of 
freedom in . In the implementation the strategy of saving 3N deformed meshes has been 
adopted. In this way it is possible to spare computation time, but a large amount of storage 
space is required. The problem is of the same kind of the previously discussed calculation of 
volume mesh sensitivities in the singledisciplinary sensitivity evaluation. An accurate surface 
formulation, or alternatively a mesh movement adjoint formulation would be helpful in this 
case. The staggered serial partitioning gives rise to a convergence plot for the adjoint residual 
as shown in Figure 14. 
zG
 
Figure 14. Adjoint flow residual during a coupled adjoint computation for the drag sensitivity, log scale. 
Experience shows that a coupling every 100 flow calculation steps is enough to assure con-
vergence in the case of the drag or lift. In the case of a coupled adjoint computation for the G 
stress function, however, longer calculations are necessary before performing a coupling step, 
or the procedure shows divergence. 
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5.3 Reconstruction and validation of sensitivities 
After the solution of the system of discretized adjoint equations, the sensitivity may be nu-







da a a a
ψ φ
Ω
⎛ ⎞⎡ ⎤ ∂∂ ∂⎛ ⎞≈ + Ω + ⎜⎢ ⎥⎜ ⎟ ⎜∂ ∂⎝ ⎠⎣ ⎦ ⎝ ⎠∫
 T ⎟⎟∂ . (109) 
 
 
The subscript on the square parenthesis of the first term on r. h. s. means that it has been 
evaluated on the basis of the discrete solution of the flow primal and adjoint problem. The 
evaluation has already been discussed in the singledisciplinary adjoint flow formulation. The 








∂ ∂∂= −∂ ∂ ∂
 
 , (110) 
 
where K is the stiffness matrix of the primal problem and hM the applied generalized six-force 
coming from the aerodynamic side. Eq. (110) represents the variation in the residual of the 
structural equation after applying a geometry deformation aδ , keeping the displacement 
and the aerodynamical pressure P constant. It has been evaluated numerically by means of 
a sequence of input files making use of the Nastran programming facility that evaluate K on a 
deformed CSM mesh and by calling the interpolation module on deformed CSM and CFD 
geometries, by keeping constant the pressure information evaluate by the CFD code. The con-
tribution of this term to the sensitivity with respect to shape alterations is in general negligible 
for aerodynamical quantities, being about 1% with respect to the total. When Eq. (109) is used 
for the sensitivity of the G function (stress envelope), this is instead the dominating term. 
hz
5.3.1 Validation against finite differences 
The validation of both the theory and the implementation of the adjoint formulation for the 
aeroelastic system is achieved as in the singledisciplinary case by comparison with the finite 
difference method. This means that, after a deformation of the baseline shape of the CFD and 
CSM meshes, an aero elastic coupling is called and a stationary state is reached. The compari-
son of the values of drag, lift and stress function with the values where no design has been 
altered gives thus the sensitivities as shown in Chapter 4.3. The operation is repeated for 
every design parameter, which is in this case represented by the x or y coordinate of a free 
form deformation control point. The comparison of finite difference and coupled adjoint sen-
sitivities for the G function, drag and lift are shown in the following pictures. 
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Figure 15. Sensitivities of the G stress function after aeroelastic coupling with respect to shape design 
variables, from adjoint calculation and finite differencing. 
 
 
Figure 16. Sensitivities of lift after aeroelastic coupling, with respect to shape design variables, from ad-
joint calculation and finite differencing. 
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Figure 17. Sensitivities of drag after aeroelastic coupling, with respect to shape and thickness design vari-
ables, from adjoint calculation and finite differencing. 
The accordance between finite-differences and adjoint for shape design variables is in all 
three cases good, and very good in the case of the drag, which has the smallest values of sen-
sitivity. In all the sensitivity calculations based on continuous adjoint formulation there is a 
small systematic error due to the fact that the adjoint discrete equation solved represents the 
discretization of the continuous adjoint equation, and not the adjoint of the primal discrete 
equation, as outlined in [87]. In computing the mean deviation, care must be taken for values 
of the sensitivity near to zero. For such design parameters, this systematic error is amplified 
by the division, giving large values of absolute fractional deviation. These parameters, like 
design parameters 7 and 8 in the Figures, increment the mean value of absolute deviation, but 
have in reality no effect on the optimization, and can be removed from the computation of the 
mean deviation. With this caveat, the mean absolute deviation remains under 2% for all shape 
design variables for all the three cases shown in Figure 15, Figure 16 and Figure 17. Due to 
the inclusion of term (110) in the calculation of the sensitivity, also structural parameters can 
be used as design variables, and the associated sensitivity calculated in the very same way as 
for shape parameters. In fact, the last term in Eq. (109) contains the effect of the design pa-
rameter a on the applied generalized force M  and on the structural stiffness matrix K. If the 
alteration involves the structural model nodes coordinates, as for shape design, both these 
terms are different from zero. But the alteration can also involve structural element parame-
ters, like beams thickness, the variation of which has effect only on the stiffness matrix. In 
this case, sensitivity is obtained with respect to this purely structural design variables, as 
shown in Figure 18 for the drag. 
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Figure 18 Sensitivity of drag with respect to beam thickness from adjoint and from finite differencing. 
The agreement with the central finite-difference is good (mean absolute deviation 3%). This 
type of design variable has not been used in the optimization test cases. 
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6 Application to multidisciplinary shape optimizations 
In this section, the previously described method for the efficient evaluation of sensitivities in 
presence of static aeroelastic interaction is applied with several kinds of shape parameterisa-
tion and optimization strategies, in order to find a combination that maximizes the effective-
ness of the optimization. The test case is the AMP wing in transonic flight regime as de-
scribed in the Introduction. The optimization goal is drag reduction at constant lift that is ex-
pected to lead to a shock-smeared flow with an up to 30% decreased value of the inviscid 
drag. Once this task has been successfully completed, the same strategy is applied to an opti-
mization aimed at increase range in terms of the Breguet formula, assuming a stress penalty 
for the structural weight and again constant lift and angle of attack. 
6.1 Effect of the shape parametrization and number of design parameters 
In a first optimization run, Bernstein polynomials as bumping function have been chosen. The 
bumping functions have been calculated using the (i,j) indexing instead of the wing surface 
nodes coordinates. The use of the (i,j) indexing in the calculation of the bumping allows keep-
ing the planform fixed (since the planform is defined by fixed values of i and j), and to con-
centrate the bumping in the median zone of the wing. This also permits avoiding the alteration 
of zones that are known as “critical”, like the leading and trailing edges. Later experience has 
shown that this restriction is not necessary, and that the sensitivity is robust enough to treat 
also leading and trailing edge alterations. Examples of geometry deformations that can be 
realized with this method are show in Figure 19. 
 
Figure 19. Geometry deformation obtained with Bernstein polynomial as bumps functions. 
The number of bump functions is 60 for each surface of the wing, giving a total of 120 design 
variables. According to the steepest descent strategy, a line search in the direction of the sen-
sitivity of the drag projected on the space orthogonal to the sensitivity of the lift, gave the 
output shown in Figure 20. 
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Figure 20. Drag and lift percentage variation during the line search in the direction of projected drag 
sensitivity. Filled spots correspond to a new sensitivity computation. 
Every five steps, the direction was updated according a new gradient evaluation and projec-
tion. After 22 state evaluations and 6 sensitivities evaluations, the drag showed a decrease of 
about 10%, while the lift decreased of about 0.8 %. This is a nice result from theoretical point 
of view, confirming that the gradients are accurate and the projection strategy is effective. The 
variation of the lift can be understood from the fact that the projected gradient assures a con-
stancy of the constraint only locally in the neighbourhood of the design point where it has 
been evaluated. However, as the design point moves away from the point where the gradients 
have been evaluated, also the lift start to decrease. This behaviour can be depicted in the fol-
lowing 2D idealization. 
 
 
Figure 21.  2D idealization of the path in the design space spanned by A according steepest descent strat-
egy with projected gradient. 
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In mathematical terms, if l(A) is the constraint and g(A) the cost function to be decreased, a 









∇ ∇∇ − ∇∇ l , which is the projection 
of∇g(A) onto the orthogonal to∇l(A), assures a constancy of l(A) to the first order in dA. 
Since the real step ∆A taken by the optimizer is finite, this realizes a variation in the constraint 
given by ∆l(A)=l(A)-l(A+∆A), which is a small but finite quantity. Once the constraint is vio-
lated, the method has no way of recovering the violation. The new line step taken according 
the gradients evaluated the design point A+∆A will assure a small variation of the lift with 
respect to the value l(A+∆A) , thus conserving the error introduced in the first step. A se-
quence of such steps is likely to accumulate errors of the same sign, giving at the end a sub-
stantial, although not big, variation of the lift. Thus, this strategy is well suited for a slowly 
varying constraint. From Figure 20 it can be noted instead the wavy behaviour of the lift, 
which requires many sensitivity evaluations to be captured. This is very different from the 
behaviour of the lift in a transonic 2D case, where the lift varies slowly. Since from a designer 
point of view, the 0.8 % variation of the lift is not acceptable, the strategy must be modified to 
take control of the constraint value. For this reason, an optimizer has been chosen, that relies 
on the method of modified feasible directions [27]. According to this method, the optimizer 
seeks a direction in the design space to realize the maximal cost function decrease by keeping 
constant the constraint(s), and performs a series of steps in this direction. After realizing a 
decrease in the cost function, the optimizer checks if the constraint (in this case the lift) has 
been violated. If this is the case, the next direction-finding problem is augmented with a pen-
alty factor that is proportional to the amount of constraint violation. As consequence, the next 
step will bring back the design to an acceptable value (within some allowed tolerance which is 
usually 0.3 %). This behaviour is schematised in Figure 22: 
 
 
Figure 22. 2D idealization of the path in design space according feasible direction strategy. 
The resulting optimization history is shown in Figure 23. 
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Figure 23. Optimization history for drag reduction with constant lift, method of feasible directions and 
surface bumping. Percentage variation of drag ad lift is shown. Filled spots represent state and gradients 
evaluations. 
After 33 state evaluations and 6 sensitivity evaluations the wing showed a decrease of about 
6.5 % in drag, with a decrease of 0.3 % in lift, which corresponds to the amount of constraint 
violation allowed by the optimization algorithm. Despite the high number of design variables 
used, the amount of drag decrease was unsatisfactory, indicating that the choice of limiting 
the bumping to the median zone of the wing, where the shock occurs, is invalid, and that the 
geometry must be altered in a more extensive way to obtain a successful optimization. One 
solution could have been to extend the polynomials to a bigger part of the wing, and to add 
twist deformation to the set of design variables. Instead, a completely new geometry deforma-
tion module has been written, based on the free form deformation algorithm. This method is 
based on a rectangular 3D grid of control points surrounding the shape. The displacement of 
such points generates a volumetric deformation in the entire domain. In this case the grid was 
of 6x2x5 points along respectively x, y and z (spanwise) directions. The control points were 
allowed to move on the (x, y) plane, giving again a total of 120 design variables, as depicted 
in Figure 24. 
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Figure 24. Free form deformation control points box used in the optimization. 
The optimization history is shown, with adjusted scaling, in Figure 25. 
 
Figure 25. Optimization history for drag reduction at constant lift, method of feasible directions and free 
form deformation with 120 control points. Percentage variation of drag and lift is shown. Filled spots rep-
resent state and gradients evaluations. 
After 48 state evaluations and 7 sensitivity evaluations the drag has been decreased by about 
8.5%, while the lift remained constant within a bound of 0.3%. With the same number of de-
sign variables, the FFD approach has been thus more efficient in reducing the drag of the tran-
sonic wing profile. Nevertheless, an inspection of the pressure distribution across the wing 
surface shows the persistence of the shock, as can be seen in Figure 26.  
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Figure 26. Pressure distribution on baseline (continuous) and optimized wing (dashed) at six stations uni-
formly spaced from the wing´s root (bottom) to wing´s tip (top). Also the baseline and optimized pressure 
distribution as contour plots are shown. The optimization was based on free from deformation with 120 
control points allowed to move in the x and y directions, and lead to a 8.5 % decrease in drag. 
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The addition of the angle of attack to the set of design variables has not been of appreciable 
effect, evidently due to the fact that this variable is not linearly independent of a collective 
motion of the control points. Thus, a further optimization was performed, based on FFD as 
before, but with double the number of control points in th x direction, for a total of 240 in-
stead of 120. The outcome of the optimization is shown in Figure 27. 
 
Figure 27. Optimization history for drag reduction with constant lift, method of feasible directions and 
free form deformation with 240 control points. Percentage variation of drag and lift is shown. Filled spots 
represent state and gradients evaluations. 
Doubling the number of design variables is associated with an increase of the effectiveness of 
the optimization by a factor 3, giving in this case a decrease of the drag of about 26%. The lift 
has been kept constant within 0.1 %, thus not only the efficiency but also the fulfilment of the 
constraint is increased by the doubling of design parameters. The number of steps necessary 
to reach convergence scales linearly with the number of design parameters, going roughly 
from 50 to 100. The cost of a single gradient evaluation, according to the adjoint method, is 
instead only weakly dependent on the number of design variables. An inspection of the pres-
sure distribution on the wing surface shows an evident reduction of the shock on the upper 
side and a general smoothing of the distribution, shown in Figure 28. 
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Figure 28. Pressure distribution on baseline (dashed) and optimized wing (cont. line) at six stations uni-
formly spaced from the wing´s root (bottom) to wing´s tip (top). Also the baseline and optimized pressure 
distribution as contour plots are shown. The optimization was based on free from deformation with 240 
control points allowed to move in the x and y directions, and lead to a 26 % decrease in drag. 
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The sensitivity of the cost function (drag), projected onto the hyperplane orthogonal to the 
sensitivity of the constraint (lift) showed a reduction of about 75 % in the Euclidean norm, 
suggesting the effective approach to the nearest constrained minimum design point, where this 
vector is formally zero. Such a sensitivity evaluated at the beginning and at the end of optmi-
zation, is shown in Figure 29. 
 
 
Figure 29. Projected sensitivities of drag at start (blue) and at end (green) of the optimization. In the con-
strained minimum design point, the projected sensitivity is expected to be zero. 
Figure 30 shows the lift distribution of the baseline and optimized wing. A comparison with 
the outcome of the optimization with constant deflection previously performed in Chapter 4.3 
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Figure 30. Lift distribution for the baseline, optimized and rigidly optimized wing. 
 
Also the CFD surface meshes obtained in the two optimizations are almost coincident, as 
shown in Figure 31. 
 
Figure 31. Optimal wing shape for minimal drag obtained by singledisciplinary adjoint (black mesh) and 
coupled adjoint (red mesh) optimizations. 
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This indicates that the same, or a nearly equivalent, geometrical optimum has been reached by 
both processes, and that no essential loss in accuracy has been introduced by the coupling and 
adjoint coupling formalism with respect to a singledisciplinary optimization. It must be noted 
that the optimized shape is sum of two effect, deflection (from elasticity) and deformation 
(from design update), which are not the same for the two cases. For the singledisciplinary 
optimized wing the deflection was assumed constant from beginning, and the optimization 
was essentially singledisciplinary while for the actual aero-elastic optimization the deflection 
is updated with the design. Only the sum of deformation and deflection is the same in both 
cases, giving almost identical final wing shapes. As previously shown, the optimum obtained 
with the singledisciplinary procedure is not an aeroelastic stationary state, because the deflec-
tion has not been taken into account during the optimization, as has been done during the 
coupled aeroelastic optimization. The almost coincidence of drag optimal shapes can be 
viewed as a realization of the jig design method, that presupposes to know an optimal wing 
shape and is aimed to find a shape that after elastic deflection coincides with that optimal 
shape. A similar result has been obtained for an elastic cylinder in incompressible viscous 
fluid, as reported in [88]. It must be noted that it is possible to achieve this optimal design also 
without using a multidisciplinary feasible approach, but with a serial optimization procedure 
that alternates singledisciplinary drag optimizations at constant deflection and structural op-
timizations with constrained deflection. 
6.1.1 Efficiency gain with respect finite differencing 
The optimization shown above required 14 sensitivity evaluations and 100 state evaluations, 
taking about 18 days to complete on a Pentium IV 2,08 GHz desktop machine. Obtaining the 
same result with the finite difference method, where the computational cost of a sensitivity 
evaluation is linearly dependent on the number of design variables, would have required about 
288 days of computation. 
6.2 Range optimization at constant lift 
Having at disposal an efficient method for the evaluation of coupled sensitivities of both 
aerodynamical and structural cost functions with respect to both shape and structural design 
variables, it is in principle possible to assemble and solve in an efficient way MDOs with cost 
functions or constraints obtained from combinations of terms belonging to the two disciplines, 
provided that the terms are defined by means of differentiable functions. Unlike in the case of 
pure aerodynamical cost function, the optimal design for such kind of cost function cannot be 
achieved by a series of alternating singledisciplinary optimizations. Our goal in this Chapter is 
to show that a coupled-sensitivities approach allows the solution of this kind of multidiscipli-
nary optimization problem in natural way, and that the result is a multidisciplinary optimum, 
different from the aerodynamical optimum for minimal drag obtained in the previous Chapter. 
The choice of Ref. [58] for the range optimization of a supersonic business jet was maximiz-
ing the range as function of drag, lift and weight, with constraints on the stress of the structure 
and on the lift and keeping free the angle of attack. However, one must observe that the lump-
ing the constraint on the stresses with a single Kreisselmeier-Steinhauser enveloping function 
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does not allow a complete optimization of the structure, leaving elements under-stressed. We 
will instead incorporate the stresses inside an analytical model for the weight, and constrain 
the lift and the angle of attack to be constant by using the modified feasible direction strategy, 
as done in previous optimizations. Although the structure is not directly optimized, it is possi-
ble in this way to avoid an over-stressing of the elements, which is paid for with an increase 
of the weight. To model this penalty, we can assume the total gross weight W to be a linear 
function of the type 
 
  
 0 1(TW W G)α= + , (112) 
 
where α  is some parameter to be set and G is evaluated on aero-elastic stationary state. The 
Kreisselmeier-Steinhauser functional is usually used as lumped constraint in structural opti-
mization problems. We will instead use it as penalty function for the weight. This choice has 
the purely demonstrative value of showing that the method is able to handle this kind of prob-
lem, and has not to be intended as corresponding to some realistic design problem. With this 
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where we introduced the fuel fraction FF as the ratio of fuel mass F to the total gross weight 
WT. Having available the sensitivities of lift, drag and of G from the coupled adjoint formula-
tion, the sensitivity of the range is easily found by differentiating Eq. (113) as 
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As numerical parameters, the value of FF=0.476 and 20α =  have been taken. The first is the 
value of the fuel fraction for an Airbus A310 or a Boeing 747, the second is an arbitrary 
weighting of the stress penalty. As parameters for the G function, 0 20000σ = −  and 
20ρ = have been taken. An optimization has been run, taking the range as cost function to be 
maximized and the lift as a constraint and using the same modified feasible direction strategy 
in conjunction with 240 free form deformation control points used in the previous Chapter. 
The optimization history is shown in Figure 32. 
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Figure 32. Optimization history for range optimization with constant lift, method of feasible directions 
and free form deformation with 240 control points. Percentage variation of drag, range, G stress function 
and lift is shown. Filled spots represent state and gradients evaluations. 
After 98 state evaluations and 16 sensitivity evaluation the Range showed an increase of 
about 50%, due to a decrease of the Drag of about 22% and of the G function of about 17%. 
As usual the Lift has been kept constant within the 0.3 %. More meaningful than the range 
gain with respect to the initial configuration, is the comparison of the range optimal value 
with the value calculated by means of Eq. (113) on a minimal drag configuration, like that 
obtained in the previous Chapter. Such a calculation shows that range increased of about 7%. 
This is due to the trade-off between the instances of low drag and low stress that the penalty 
factor in the cost function introduced into the optimization. For this aspect, the comparison 
between the drag and stress value histories of the drag minimal optimization and the present 
one is meaningful. The comparison is shown in Figure 33. 
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Figure 33. Drag (red spots) and stress (blue spots) values during a drag minimization (filled spots) and a 
range optimization (empty spots). 
The presence of a stress term in the cost function and in its sensitivity, leads to a different 
(although simiar in form) optimization history. At the end of the range optimization, the result 
is that the drag has been increased of about 4% with respect the optimal drag design, while the 
stress, expressed by means of the G function, has been decreased of about 6%. In order to 
obtain a stress-reduced configuration, the optimizer found a shape, characterized by a differ-
ent lift distribution with respect to the minimal-drag lift distribution. A comparison of the 
drag minimal and range optimal lift distributions is shown in Figure 34. 
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Figure 34. Optimal range and minimal drag lift distributions. 
 
The range optimal lift distribution shows a span load shifted towards the root of the wing, in 
qualitative accordance with analytical [41] and computational [42], [18], [58-60] results from 
the literature. The value of the shifting depends on the value adopted for the penalty parame-
ter α , as well as on the parameters in the G function. The decrease of the stress can be appre-
ciated also by looking directly at the bending stress distributions, as shown in Figure 35. 
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Figure 35. Beam bending stress distribution for the minimal drag and optimal range designs. 
 
The distribution shows a decrease of 7% of the stress of the most stressed element (element 
532), with respect to the minimal-drag design. The decrease of the stress has been realized at 
cost of some drag increase, caused by a different pressure distribution, showing some resur-
gence of the shock in the root-near section of the wing. The minimal drag and optimal range 
pressure distributions are shown in Figure 36. 
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Figure 36. Pressure distribution on the minimal drag (cont. line) and optimal range (dashed) wing at six 
stations uniformly spaced from the wing root (bottom) to wing´s tip (top). Also the pressure distributions 
as contour plots are shown. Both optimizations were based on free from deformation with 240 control 
points allowed to move in the x and y directions. 
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7 Conclusions 
A consistent method of evaluating sensitivities of cost functions and constraints in the pres-
ence of aero-elastic stationary coupling by means of the solution of coupled flow and struc-
ture adjoint equations has been presented. The method is based on a completely continuous 
adjoint formulation for the fluid-structure coupling, while existing approaches are either com-
pletely discrete, or only partially continuous. This formulation allows some saving of compu-
tational time and disk storage with respect to the other formulations. As for other coupled 
adjoint formulations, the multi discipline feasible sensitivities (including the effect of elastic-
ity) are evaluated with a greater efficiency with respect to the method of finite-differences. 
The coupled adjoint method is able to handle cost functions and constraints of pure aerody-
namical type like lift and drag, of purely structural type, such as lumped functions of the 
stress distribution, or combinations of the both. The design variables may be of both types, 
topological (shape) or structural (e.g. beam thickness), although the test case presented in-
volved only shape design. The necessity of calculating high fidelity (multi discipline feasible) 
sensitivities that contain information about the elasticity for maximizing the effectiveness of 
the optimization has been demonstrated. The effectiveness of the free form deformation 
method in conjunction with a high number of design variables has also been shown, justifying 
the effort of building a coupled adjoint framework aimed at the efficient evaluation of sensi-
tivities. Test cases have involved the Euler inviscid transonic flow on a 3D transonic geome-
try and a structural model assembled with linear elastic elements, associated with a 10% wing 
span-tip deflection ratio. Optimization results generated a shock-free flow in the case of drag 
minimization and a stress-reduced lift distribution in the case of range optimization. 
 
Extension of the method to the Navier-Stokes equations can be performed if a Navier-Stokes 
adjoint option of the FLOWer-code is available. An unstructured CFD code with adjoint op-
tion (e. g. the DLR code TAU) can be adapted to the method with some work on the defini-
tion of the boundary conditions that embody the adjoint coupling. The use of a higher defini-
tion CSM model with a high N, number of nodes, is possible but it implies a large number of 
mesh deformation operations during the coupled adjoint computation, since on every adjoint 
coupling step either the flow mesh has to be deformed 3N times, or 3N deformed meshes have 
to be stored. This can be avoided either using a very accurate surface formulation or an ad-
joint formulation for the evaluation of mesh-sensitivity terms. Extension to non-linear elastic-
ity, which requires the evaluation of the derivative of the stiffness matrix and the modification 
of the problem solved by the CSM solver, requires an extensive modification of the input files 
implemented within Nastran for the solution of the primal and adjoint coupling loops. Exten-
sion to the treatment of a combined wing-body CFD/CSM geometry is possible, since all 
codes involved are multi-block capable. 
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