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The periodic decomposition problem
Ba´lint Farkas and Szila´rd Gy. Re´ve´sz
Dedicated to Imre Z. Ruzsa on the occasion of his 60th birthday.
Abstract If a function f : R→ R can be represented as the sum of n periodic
functions as f = f1 + · · ·+ fn with f(x + αj) = f(x) (j = 1, . . . , n), then it
also satisfies a corresponding n-order difference equation ∆α1 . . . ∆αnf = 0.
The periodic decomposition problem asks for the converse implication, which
may hold or fail depending on the context (on the system of periods, on the
function class in which the problem is considered, etc.). The problem has
natural extensions and ramifications in various directions, and is related to
several other problems in real analysis, Fourier and functional analysis. We
give a survey about the available methods and results, and present a number
of intriguing open problems.
Key words: Periodic functions, periodic decomposition, difference equation,
almost periodic and mean periodic functions, transformation invariant func-
tions, functions with values in a group, operator semigroups.
1 Introduction
Let f : R→ R be a function with
f = f1 + · · ·+ fn, fj(x + αj) = fj(x) ∀x ∈ R, j = 1, . . . , n, (1)
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where αj ∈ R are fixed real numbers, we call this an (α1, . . . , αn)-periodic
decomposition of f . For α ∈ R let∆α denote the (forward) difference operator
∆α : R
R → RR, ∆αg(x) := g(x+ α)− g(x).
Then the αi-periodicity of fi above means ∆αifi = 0. The difference opera-
tors commute, so
∆α1∆α2 . . . ∆αnf = 0. (2)
Problem 1.1 (I.Z. Ruzsa, 70s). Does the converse implication “(2)⇒ (1)”
hold true?
Naturally, this question can be posed in any given function class F ⊆ RR.
Definition 1.2. Let F ⊆ RR be a set of functions. With n ∈ N, n ≥ 1, and
α1, . . . , αn ∈ R given, the function class F is said to have the decomposition
property with respect to α1, . . . , αn if for each f ∈ F satisfying (2) a peri-
odic decomposition (1) exists with fj ∈ F (j = 1, . . . , n). Furthermore, the
function class F has the n-decomposition property if it has the decomposition
property for every choice of α1 . . . , αn ∈ R, and F has the decomposition
property if it has the n-decomposition property for each integer n ≥ 1.
Note that RR or C(R) (space of continuous functions) do not have the
n-decomposition property for n ≥ 2. Indeed, let n = 2 and α1 = α2 = α.
The identity function id(x) := x satisfies ∆α∆αid = 0, but it fails to be α-
periodic. So the implication “(2) ⇒ (1)” fails. As a matter of fact, a function
class containing the identity does not have the decomposition property.
The above choice for α1, α2 hides the nature of the problem a bit: The
existence of periodic decomposition may depend on the system α1, . . . , αn of
prescribed periods. If we take α1 = 1 and α2 =
√
2 the arguments above do
not work. And in fact, if α1 and α2 are incommensurable (i.e., α1Z ∩ α2Z =
{0}) then f = id : R→ R has a decomposition as f = f1 + f2, ∆αjfj = 0.
Proposition 1.3. Let α1, α2 ∈ R be incommensurable. Then each function
f : R → R satisfying (2) can be written as f = f1 + f2, with f1, f2 being
α1 and α2 periodic, respectively. That is, R
R has the decomposition property
with respect to any system of two incommensurable reals.
Proof. Using the axiom of choice, we can select one representative from each
of the classes of the equivalence x ∼ y ⇔ x− y ∈ α1Z+ α2Z.
On each class we construct our fj as follows. For the fixed class represen-
tative y ∈ R take f1(y+kα1+mα2) := f(y+mα2) and f2(y+kα1+mα2) :=
f(y + kα1)− f(y). Then fj are αj-periodic and by (2)
f(y + kα1 +mα2) = f(y +mα2) + f(y + kα1)− f(y)
= f1(y + kα1 +mα2) + f2(y + kα1 +mα2).
This ends the construction of a periodic decomposition. ⊓⊔
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The above decomposition can be far worse, than the function itself. E.g.,
f = id is continuous, while f1 and f2 are certainly not, for continuous periodic
functions, hence also their sums, are necessarily bounded. That f = id does
not even have a measurable decomposition, is proved in [34] by a somewhat
involved argumentation.
In fact, no function with limx→∞ f(x) =∞ can have a measurable periodic
decomposition. Indeed, let ε, η > 0 be fixed arbitrarily, and assume that f
has a measurable decomposition (1). Then for each j = 1, . . . , n, fj must be
bounded on [0, αj ] by some constant Kj < ∞ apart from an exceptional set
Aj ⊆ [0, αj ] of measure |Aj | < η. Therefore, on any interval I of length ℓ
(large), f is bounded by K := K1+ · · ·+Kn <∞ apart from an exceptional
set A ⊆ I of measure |A| < (⌈ℓ/α1⌉+ · · ·+ ⌈ℓ/αn⌉)η < εℓ, if η is chosen small
enough. So f is “locally almost bounded”: for any ε > 0 there is K <∞ such
that on any sufficiently large interval I, |{x ∈ I : |f(x)| > K}| < ε|I|.
One would think that the bug here is with the axiom of choice, the huge
number of “ugly”, non-measurable functions, so that once a continuous func-
tion has a relatively nice—say, measurable—decomposition, then it must also
have a continuous one. However, the contrary is true:
Proposition 1.4 (T. Keleti [24]). There exists f ∈ C(R) having measur-
able decomposition (1) but without a continuous periodic decomposition.
For the proof see [23, Thm. 4.8].
We can also look for further immediate solutions of (2): For example poly-
nomials of degree m < n satisfy this difference equation. So, we can ask for
quasi-decompositions with periodic functions and polynomials
f = p+f1+ · · ·+fn, with ∆ajfj = 0 and deg p < n a polynomial. (3)
Theorem 1.5 (I.Z. Ruzsa, M. Szegedy (unpublished)). There exist
continuous, unbounded solutions of (2) with limx→∞ f(x)/x = 0.
As a consequence C(R) does not have the quasi-decomposition property ei-
ther. For a discussion see [29, pp. 338–339]. It can be precisely described
which functions in C(R) have continuous periodic quasi-decompositions (3).
Theorem 1.6 (M. Laczkovich, Sz. Re´ve´sz [29]). For a function f ∈
C(R) the existence of a quasi-decomposition (3) is equivalent to (2) together
with the Whitney condition
δn(f) := sup
{ n∑
j=0
(−1)j
(
n
j
)
f(x+ jh) : x, h ∈ R
}
<∞.
Proof. Obviously, (3) implies both (1) and δn(f) <∞. Conversely, a result of
H. Whitney [38] says that δn(f) <∞ entails that f can be approximated by a
polynomial p of degree deg p < n within a bounded distance: ‖f − p‖∞ <∞.
Thus, for g := f − p ∈ BC(R) we have ∆α1 . . . ∆αng = 0 and it remains to
establish the decomposition property of BC(R), postponed to §2 below. ⊓⊔
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2 Continuous periodic decompositions
In view of the foregoing discussion it is natural to pose the boundedness
condition on the occurring functions and look at subclasses F of the space
BC(R) of bounded continuous functions on R. Note that if f has a continuous
periodic decomposition it is uniformly almost periodic (alternatively, Bohr or
Bochner almost periodic), i.e., the set
{
f(·+ t) : t ∈ R} ⊆ BC(R)
of its translates is relatively compact with respect to the supremum norm
‖f‖∞ := supx∈R |f(x)|. Denote by UAP(R) the set of all such functions,
which becomes a Banach space, actually a Banach algebra, if endowed with
the supremum norm and pointwise operations, see [2, Ch. I.]. Evidently, a
solution of (2) in F ⊆ BC(R) must be contained by UAP(R) if F has the
decomposition property.
Proposition 2.1. The space UAP(R) has the decomposition property.
At this point, we give a proof only for the case of incommensurable periods
to illustrate the use of Fourier analytic techniques. The complete proof will
be given in §3 as a special case of a more general result.
Proof. Suppose α1, . . . , αn are incommensurable and let f ∈ UAP(R). Any
f ∈ UAP(R) has a mean value
Mf := lim
t→∞
1
t
∫ t
0
f(s)ds
by [2, Sec. I.3], and M is a continuous linear functional on UAP(R). More-
over, the Fourier coefficients of f can be calculated as (0 6=)ck := a(λk) :=
M(f(s)e−isλk) for some uniquely determined sequence (λk), and f has the
Fourier series f ∼∑∞k=1 ckeixλk . Now for any α ∈ R
∆α
(
M(fe−isλk)eixλk
)
=M(∆αf(x− t)e−itλk) =M(∆αf(s)e−isλk)eixλk .
So that the difference equation (2) implies ∆α1 . . .∆αncke
ixλk = 0. Since
ck 6= 0, this is only possible if λk = 2πℓ/αj for some ℓ ∈ Z and j ∈ {1, . . . , n}.
Since α1, . . . , αn are incommensurable there can be at most one such j. On the
other hand, by Section I.8.6◦ in [2] 1N
∑N
j=1 f(s + kαj) converges uniformly
(in s) to a bounded continuous function fj which is αj-periodic and whose
Fourier coefficients are precisely those Fourier coefficients a(λ) of f for which
λ ∈ (2π/αj)Z. We see therefore that f1+· · ·+fn and f have the same Fourier
coefficients, hence they coincide by Theorem I.4.7◦ in [2]. ⊓⊔
That is to say if we a priori know that f is uniformly almost periodic, then
the difference equation (2) implies the periodic decomposition (1).
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The next step is to deduce this almost periodicity. Let µ ∈ Mc(R), i.e., a
compactly supported finite (signed) Borel measure on R, and let f ∈ C(R).
Then
f ∗ µ(x) :=
∫
R
f(x− t)dµ(t)
defines a continuous function, the convolution of f and µ. The convolution
of two measures µ, ν ∈ Mc(R) is defined by f ∗ (µ ∗ ν) := (f ∗ µ) ∗ ν (for
f ∈ C(R)): As a continuous linear functional on the locally convex space
C(R), µ ∗ ν is a compactly supported measure, i.e., µ ∗ ν ∈ Mc(R). It is also
easy to see that convolution is commutative and associative in Mc(R).
Now denote µα := δ−α−δ0, where δβ is the Dirac measure at β ∈ R. Then
f ∗ µα = f ∗ (δ−α − δ0) = ∆αf . With this equation (2) takes the form
f ∗ (µα1 ∗ · · · ∗ µαn) = f ∗
(
(δ−α1 − δ0) ∗ · · · ∗ (δ−αn − δ0)
)
= 0.
Definition 2.2 (L. Schwartz [35]). A function f ∈ C(R) is mean periodic
if there exists a compactly supported Borel measure µ on R with f ∗ µ = 0.
Let us recall from [21, p. 44] the following.
Proposition 2.3 (J.-P. Kahane). A bounded uniformly continuous mean
periodic function is uniformly almost periodic.
An immediate consequence of this and of Proposition 2.1 is the following.
Proposition 2.4 (Z. Gajda [13]). BUC(R) has the decomposition property.
Gajda proved this results with a different argument (using Banach limits)
that can be easily extended to the case of translations on locally compact
Abelian groups (see Corollary 5.2 below).
However, the result of Gajda for BUC(R) falls short of the complete truth,
in the extent that it does not tell that a continuous function satisfying (2)
is necessarily uniformly continuous, a fact that would imply even the decom-
position property of the whole BC(R) itself.
No direct proof of the implication “f ∈ BC(R) & (2) ⇒ f ∈ BUC(R)”
is known, so the decomposition property of BC(R) lies deeper. In fact, to
prove that a bounded continuous solution of (2) is uniformly continuous, we
have no other known ways than this periodic decomposition result on BC(R)
itself.
Before proceeding let us formulate the following more general question
than Problem 1.1.
Problem 2.5. Let µ, ν be given Borel measures of compact support on R.
Clearly, if
f = g + h with g, h ∈ C(R) such that g ∗ µ = 0, h ∗ ν = 0, (4)
then f ∗ (µ ∗ ν) = 0. Find conditions, under which we have the converse
implication: If f ∈ C(R), and f ∗(µ∗ν) = 0, then (4) holds. Or find conditions
on µ ensuring that a solution f ∈ BC(R) of f ∗ µ = 0 is almost periodic.
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In this formulation we use no assumption on boundedness or uniform conti-
nuity. Clearly, then additional assumptions are needed. E.g. additional func-
tional equations must also be satisfied? Spectra must be simple? Spectra of
µ and ν should be distinct? Several variations may be considered.
Remark 2.6. In the problem above f is by default mean periodic. However,
convergence of mean periodic Fourier expansions was shown only in a compli-
cated, complex sense. Perhaps, recent developments in the Fourier synthesis
and representation of mean periodic functions can be used, see Sze´kelyhidi
[37]. Then again, boundedness and uniform continuity could be of use by
means of Proposition 2.3 of Kahane.
M. Wierdl [39] showed that BC(R) has the 2-decomposition property. Sub-
sequently, Laczkovich and Re´ve´sz proved this for general n as the main result
of [29], which was the first internationally published paper in this topic (but
see also the preceding paper [28]).
Although many generalizations and interpretations have since been de-
scribed and various tools could be invoked depending on the setup, oddly
enough this first non-trivial result could be covered by neither extensions.
To date, we have no other proof than the essentially elementary yet tricky
original argument, which we will describe also here below.
Theorem 2.7 (M. Laczkovich, Sz. Re´ve´sz [29]). The Banach space
BC(R) has the decomposition property.
We devote the rest of this section to the proof of Theorem 2.7. We slightly
differ from the original proof of [29], in exploiting Proposition 2.1.
For n = 1 the statement is trivial, so we argue by induction. Suppose f ∈
C(R) satisfies (2). We group the steps according to commensurability:
{α1, . . . , αn} = {α1, . . . , αa} ∪ {β1, . . . , βb} ∪ . . . {ρ1, . . . , ρr}.
Denote the least common multiple of these by α, β, . . . , ρ, i.e., α is the non-
negative generator of the cyclic group
⋂a
j=1 αjZ etc. Then from (2) we obtain
∆aα . . . ∆
r
ρf = 0. (5)
Lemma 2.8. Let f ∈ B(R) and α ∈ R, n ∈ N. If ∆nαf = 0, then ∆αf = 0.
Proof. Obviously, it suffices to work out the proof for n = 2. Let g := ∆αf .
By condition, ∆αg = 0, so g is α-periodic. Therefore,
f(x+Nα) = f(x) +
N−1∑
i=0
∆αf(x+ iα) = f(x) +Ng(x),
thus ‖g‖∞ ≤ 2N ‖f‖∞ → 0 (N →∞). That is, g := ∆αf = 0, as needed. ⊓⊔
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As a consequence, from (5) we obtain
∆α . . . ∆ρf = 0. (6)
Hence in case α1, . . . , αn are not all pairwise incommensurable then f is also
a solution of a difference equation of order less than n. We can therefore apply
the induction hypothesis providing that f has an (α, . . . , ρ)-decomposition.
So in particular f ∈ UAP(R), which space has the decomposition property
in view of Proposition 2.1, and so we are done.
It remains to handle the case when α1, . . . , αn are pairwise incommensurable.
The crux of the proof is thus the following:
Lemma 2.9. Let α1, . . . , αn be pairwise incommensurable, and let f ∈ BC(R)
satisfy (2). Then f has an (α1, . . . , αn)-decomposition in BC(R).
To prove this lemma it is natural to get rid of one period and reduce the situ-
ation to a difference equation of order n−1 by considering g := ∆αnf, which
then satisfies ∆α1 . . .∆αn−1g = 0, and thus by the induction hypothesis
g = g1 + · · ·+ gn−1 (∆αjgj = 0, j = 1, . . . , n− 1).
If f were subject to the representation (1), then we could guess ∆αnfj = gj .
So we try to “lift up” the gj to some functions fj with ∆αjfj = ∆αjgj = 0
and ∆αnfj = gj . Suppose this works, we find such fj ∈ BC(R). Then
fn := f − (f1 + · · ·+ fn−1) ∈ BC(R),
and ∆αnfn = g − (g1 + · · ·+ gn−1) = 0, so f has a decomposition (1). So it
remains to see the possibility of a lift-up for any incommensurable periods.
Lemma 2.10. Let g ∈ C(R), let β, γ ∈ R be incommensurable, and suppose
∆βg = 0. Then the following are equivalent:
(i) There exists K > 0 such that
∣∣∣
k−1∑
j=0
g(x+ jβ)
∣∣∣ < K (for x ∈ R, k ∈ N).
(ii) There is h ∈ C(R) such that ∆βh = 0 and ∆γh = g.
Proof. This is a special case of a well-known ergodic theory result, see [14,
Thm. 14.11, p. 135], as putting Y := R/γZ, the homeomorphism Θ(x) :=
x+ β mod γ has minimal orbit-closure Y for every x. ⊓⊔
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3 Generalizations to linear operators
For α ∈ R the translation by α acts as a homeomorphism on R. Consider
the so-called Koopman (or composition) operator, in this case called the shift
operator,
Tα : R
R → RR, Tαf(x) := f(x+ α).
Observe that the solutions of the difference equation (2) form the subspace
ker(Tα1 − I) · · · (Tαn − I)
while the functions having a periodic decomposition (1) are the elements of
ker(Tα1 − I) + · · ·+ ker(Tαn − I).
Then Problem 1.1 can be rephrased so as whether the equality
ker(Tα1 − I) · · · (Tαn − I) = ker(Tα1 − I) + · · ·+ ker(Tαn − I) (7)
holds? Of course, one can restrict the question by considering linear subspaces
of RR that are invariant under the occurring operators. The equality then
means the decomposition property of F. Or more generally one can ask the
following:
Problem 3.1. Let E be a linear space and let T1, . . . , Tn : E → E be com-
muting linear operators. Find conditions such that
ker(T1 − I) · · · (Tn − I) = ker(T1 − I) + · · ·+ ker(Tn − I). (8)
Remark 3.2. For a system of pairwise commuting operators T1, . . . , Tn the
inclusion “ker(T1 − I) · · · (Tn − I) ⊇ ker(T1 − I) + · · ·+ ker(Tn − I)” trivially
holds. This corresponds to the trivial implication “(1) ⇒ (2)”.
We start with a model result. Let E be a Banach space and denote by L (E)
the space of bounded linear operators on E. Recall that T ∈ L (E) is mean
ergodic if its Cesa`ro means
1
N
N∑
j=1
T j
converge in the strong operator topology, i.e., pointwise for x ∈ E. In this
case the limit P is the so-called mean ergodic projection onto ker(T − I) and
one has E = rgP ⊕ kerP and kerP = rg(T − I), where rg(T ) denotes the
range of the operator T , see [5, Sec. 8.4].
Proposition 3.3. Let E be a Banach space and T1, . . . , Tn ∈ L (E) be com-
muting mean ergodic operators with. Then the equality (8) holds.
Proof. Since the operators T1, . . . , Tn commute, so do the mean ergodic pro-
jections P1, . . . , Pn, and actually all occurring operators commute with each
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other. A moment’s thought explains that the direct decomposition
E = rgP1 ⊕ rgP2(I− P1)⊕ · · · ⊕ rg
(
Pn(I− Pn−1) · · · (I− P1)
)
⊕ rg((I− Pn)(I− Pn−1) · · · (I− P1))
is valid, i.e. for any x ∈ E we can write x = x1+ · · ·+xn+y with xi ∈ rgPi =
ker(Ti− I) and y ∈ rg(I−P1) · · · (I−Pn). Let now x ∈ ker(T1− I) · · · (Tn− I):
then (T1 − I) · · · (Tn − I)y = 0. It follows that y ∈ ker(T1 − I) · · · (Tn − I) ⊆
ker(I−P1) · · · (I−Pn), thus y ∈ rg(I−P1) · · · (I−Pn)∩ker(I−P1) · · · (I−Pn).
However, (I− P1) · · · (I− Pn) is a projection, so from this y = 0 follows. ⊓⊔
Actually, the proof above and the result itself appears in [19] in a slightly
more general form, and as a matter of fact even much earlier in [30]. None of
the papers however formulated it by using the notion of mean ergodicity.
Example 3.4. Since shift operators Tα are all mean ergodic on E = UAP(R)
we obtain another proof of Proposition 2.1. To see that Tα is mean ergodic it
suffices to note that {T nα : n ∈ N} is compact in the strong operator topology
and to invoke [5, Thm. 8.20]; or alternatively one can use [2, Sec. I.8.6◦] as
in the proof of Proposition 2.1.
Remark 3.5. a) One trivially has ‖Pj‖ ≤ ‖Tj‖ and ‖I − Pj‖ ≤ 1 + ‖Tj‖.
Suppose ‖Tj‖ ≤ 1 for j = 1, . . . , n. The proof above yields that the de-
composition obtained is actually
x = P1x+ P2(I− P1)x+ · · ·+ Pn(I− Pn−1)(I− P2)(I− P1)x.
Hence x has a decomposition x = x1 + · · ·+ xn with xj ∈ ker(Tj − I) and
max
j=1,...,n
‖xn‖ ≤ 2n−1‖x‖.
b) If E is a Hilbert space, then the mean ergodic projections Pj are or-
thogonal, see [5, Thm. 8.6]. So that I − Pj is also an orthogonal, hence
contractive, projection. This implies that x ∈ ker(T1− I) · · · (Tn− I) has a
decomposition x = x1 + · · ·+ xn with xj ∈ ker(Tj − I) and
max
j=1,...,n
‖xn‖ ≤ ‖x‖.
c) In the original setting of the decomposition problem Laczkovich and
Re´ve´sz have shown that on E = BC(R) with Tj being translations by
aj a function f satisfying (2) has a decomposition f = f1 + · · ·+ fn with
max
j=1,...,n
‖fj‖∞ ≤ 2n−2‖f‖.
The estimate is sharp for n = 2, see [29].
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Problem 3.6. Find the best constant Cn such that any x ∈ ker(T1 −
I) · · · (Tn− I) has some decomposition x = x1+ · · ·+xn with xj ∈ ker(Tj − I)
and
max
j=1,...,n
‖xn‖ ≤ Cn‖x‖.
We saw Cn ≤ 2n−1 in general, Cn ≤ 2n−2 for translations on BC(R). Are
these estimates sharp? Is it true that Cn = 1 for translations on BC(R) for
every n? Under which conditions on E and/or T1, · · · , Tn does Cn = 1 hold?
Example 3.7. It is a classical result that a power bounded operator on a
reflexive Banach space E is mean ergodic. As a consequence, commuting
power bounded operators on a reflexive Banach space E fulfill the conditions
of Proposition 3.3, hence (8) holds true. See also [30, Cor. 2.6]
Theorem 3.8 (M. Laczkovich and Sz. Re´ve´sz [30]). Let X be a topo-
logical vector space and T1, . . . , Tn be commuting continuous linear operators
on X. Suppose that for every x ∈ X and j ∈ {1, . . . , n} the closed convex hull
of {Tmj x : m ∈ N} contains a fixed point of Tj, that is
conv{Tmj x : m ∈ N} ∩ ker(Tj − I) 6= ∅.
Then (8) holds.
The crux of the proof is same as for Proposition 3.3. Instead of proving this
theorem (for the proof see [30]), we only remark that if X = E is a Banach
space and T1, . . . , Tn are power bounded, the fixed point condition in Theorem
3.8 means precisely the mean ergodicity of T1, . . . , Tn, see [5, Theorem 8.20].
Corollary 3.9. Let X be a Banach space and let T1, . . . , Tn ∈ L (X) be
commuting power bounded operators. Suppose an additional vector topology
τ is given on E such that the unit ball B := {x ∈ X : ‖x‖ ≤ 1} is τ-compact,
and the operators Tj are τ-continuous. Then (8) holds.
The proof is the application of the foregoing result and the Markov–Kakutani
fixed point theorem (see, e.g., [5, Sec. 10.1]) to the closed convex hull
conv{Tmj x : m ∈ N}, which was assumed to be τ -compact.
The above together with the Banach–Alaoglu theorem yields the following:
Proposition 3.10. Let X be a normed space, E = X∗ and let τ = σ(X∗, X)
be the weak∗ topology on E∗. If T1, . . . , Tn ∈ L (E) are commuting, power
bounded weakly∗ continuous operators, then (8) holds.
Definition 3.11. Let E be a Banach space, or, more generally, a topological
vector space. We say that E has the decomposition property with respect to
the pairwise commuting operators T1, . . . , Tn ∈ L (E) if (8) holds. Moreover,
if A ⊆ L (E) and E has the decomposition property for each system of n
pairwise commuting operators T1, . . . , Tn ∈ A , then E is said to have the n-
decomposition property with respect to A . Finally, if this holds for all n ∈ N,
then E is said to have the decomposition property with respect to A .
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So that e.g. Example 3.7 means that a reflexive Banach space has the de-
composition property with respect to (commuting) power bounded operators.
This new terminology shall not cause any ambiguity in connection with the
decomposition property of function classes F ⊆ RR (in Definition 1.2).
Remark 3.12. If 1 is not an eigenvalue of say T1, then the questioned equality
(8) reduces to ker(T2− I) . . . (Tn− I) = ker(T2− I)+ · · ·+ker(Tn− I). That is
to say the order n reduces to order n− 1. In particular, if 1 is not a spectral
value for every T1, . . . , Tn, then (8) is satisfied trivially, both sides being {0}.
Note the following border-line feature of our subject matter. It is only inter-
esting to look at cases when ‖T1‖ ≥ 1, . . . , ‖Tn‖ ≥ 1 (since I−T is invertible
for ‖T ‖ < 1). On the other hand, if T1, . . . , Tn are power bounded and com-
mute, we can equivalently renorm E by ‖|x‖| := supk1,...,kn∈N
∥∥T k11 . . . T knn x∥∥,
such that for the new norm each operator becomes a contraction. Hence in
the end with the assumption ‖T1‖ = · · · = ‖Tn‖ = 1 one loses no generality
(for the particularly fixed power bounded operators T1, . . . , Tn).
Recall that a Banach space E is called m-quasi-reflexive if E has codimen-
sion m in its bidual E∗∗.
Theorem 3.13 (V.M. Kadets, S.B. Shumyatskiy [20]).
a) A 1-quasi reflexive Banach space E has the 2-decomposition property with
respect to any pair of commuting linear transformations S, T of norm 1.
b) If E is m-quasi reflexive with m > 1, then there exist commuting linear
transformations S, T ∈ L (E) of norm 1 such that E fails to have the
2-decomposition property with respect to S, T .
Also Kadets and Shumyatskiy proved the following:
Theorem 3.14 (V.M. Kadets, S.B. Shumyatskiy [19]). Neither the
space c0 of null sequences, nor ℓ
1 has the 2-decomposition property with re-
spect to operators of norm 1.
See [19] for the proofs and for further information on averaging techniques
which can be used in connection with the periodic decomposition problem.
Several natural questions arise, see [20]:
Problem 3.15. 1. Is it true that in a 1-quasi reflexive space E has the decom-
position property with respect to any finite system of commuting operators
of norm 1?
2. Does the 2-decomposition property with respect to contractions imply the
n-decomposition property with respect to contractions?
3. Does the 2-decomposition property with respect to power bounded opera-
tors characterizes m-quasi reflexive Banach spaces with m ≤ 1?
Let us finally remark that a recent result of V.P. Fonf, M. Lin and P. Woj-
taszcyk [12] states that a separable 1-quasi reflexive space can be equivalently
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renormed such that every contraction with respect to the new norm becomes
mean ergodic. Also a classical result of theirs, see [11], is that a Banach space
E is reflexive if (and only if) every power bounded operator is mean ergodic.
These indicate the possible difficulty of Problem 3.15.
3.1 Applications to Lp spaces
We first discuss immediate consequences of the previous operator-theoretic
results. Let (X,Σ, µ) be a a measure space. In this section our standing
assumption is as follows:
Condition 3.16 For j = 1, . . . , n let Tj : X → X be pairwise commuting
measurable mappings such that µ(T−1j (A)) ≤ µ(A) for every A ∈ Σ.
Then the Koopman operators, denoted by the same letter and defined by
Tjf := f ◦ Tj
are contractions on all of the spaces Lp(X,Σ, µ). In particular the condition
above is fulfilled if the Tj are measure-preserving, in which case the Koopman
operators Tj become isometries on each of the L
p spaces.
For the reflexive range the next corollary of Proposition 3.3 is immediate:
Corollary 3.17. Let 1 < p < ∞. Under Condition 3.16 consider the Koop-
man operators Tj on L
p(X,Σ, µ). Then (8) holds true.
The same result is true for the case p = 1, but the proof is different since
infinite dimensional L1 spaces are non-reflexive. We remark however that if
(X,Σ, µ) is finite, then the Koopman operators Tj are simultaneous L
1 and
L∞ contractions, so-called Dunford–Schwartz operators, that are known to
be mean ergodic on L1, see, e.g., [5, Sec. 8.4].
Proposition 3.18 (M. Laczkovich, Sz. Re´ve´sz [30]). Under Condition
3.16 consider the Koopman operators Tj on L
1(X,Σ, µ). Then (8) holds true.
We do not give the proof here, but note that the mean ergodicity of the
operators can be replaced by an application of Birkhoff’s pointwise ergodic
theorem, see, e.g. [5, Ch. 11]. See [30] for the detailed proof.
The case of p =∞ is more subtle. Let us recall the following notion.
Definition 3.19. A measure space (X,Σ, µ) is called localizable if the dual of
the Banach space L1(X,Σ, µ) is L∞(X,Σ, µ) (with the usual identification).
As a matter of fact, the original definition of Segal (see [36, Sec. 5]) was
different, but is equivalent to the one above. Known examples of localizable
measure spaces include:
Example 3.20. 1. σ-finite measure spaces,
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2. (X,Σ, µ) with X a set Σ = P(X) the power set, µ the counting measure,
3. (X,Σ, µ) purely atomic,
4. (X,Σ, µ), X a locally compact group, Σ the Baire algebra, µ a (left/right)
Haar measure.
Hence, in all of these cases the results below apply. In particular if one con-
siders commuting left- (or right) translations on some locally compact group
G, then the respective Koopman operators will satisfy (8). Note that the left
and the right Haar measures are absolutely continuous with respect to each
other, so we can fix any of them for our considerations below.
Theorem 3.21 (M. Laczkovich, Sz. Re´ve´sz [30]). Let (X,Σ, µ) be a
localizable measure space, and suppose that for the pairwise commuting mea-
surable mappings Tj : X → X (j = 1, . . . , n) the push-forward measures
µ ◦ T−1 are all absolutely continuous with respect to µ. Then for the Koop-
man operators Tj on L
∞(X,Σ, µ) (8) holds true.
The proof relies on the fact that under the conditions of localizability of
(X,Σ, µ) and absolute continuity of the push-forward measures, the operators
Tj will be weak
∗ continuous on L∞(X,Σ, µ) hence one can apply Proposition
3.10. For the details see [30].
Problem 3.22. Can one drop the localizability assumption?
Corollary 3.23 (Z. Gajda [13], M. Laczkovich, Sz. Re´ve´sz [30]). The
space B(X) of bounded functions on a set X has the decomposition property
with respect to any system of commuting Koopman operators.
This follows from Theorem 3.21 and from Example 3.20.2 above. The proof
of Gajda uses Banach limits, see also §5 below. Let us collect the previous
results in a final corollary:
Corollary 3.24. The Banach spaces Lp(R) (1 ≤ p ≤ ∞, Lebesgue measure)
have the decomposition property.
Of course, 0 is the one single periodic function in Lp(R) if p < ∞, hence
the message of the previous result is that (2) has 0 as the only Lp-solution if
p <∞. This follows also from a more general result of G.A. Edgar and J.M.
Rosenblatt [4, Cor. 2.7] stating that the translates of a function f ∈ Lp(Rd),
p < 2d/(d− 1) are linearly independent.
3.2 More spaces with the decomposition property
Proposition 3.25 (M. Laczkovich, Sz. Re´ve´sz [30]). The following
spaces of real-valued functions on R have the decomposition property:
a) BV1b(R) :=
{
f : f ∈ B(R) with unif. bdd. variation on [x, x+ 1], x ∈ R}
b) Lipb(R) :=
{
f : f is bounded and Lipschitz continuous
}
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c) Lipkb (R) :=
{
f : f ∈ BC(R) k times differentiable with f (k) Lipschitz}
The cases a) and b) can be handled by introducing an appropriate norm
turning the spaces under consideration into Banach spaces, then by noting
that the unit ball is compact for the pointwise topology. Hence Theorem 3.8 is
applicable. Details are in [30]. Part c) relies on he following result interesting
in its own right:
Proposition 3.26 (M. Laczkovich, Sz. Re´ve´sz [30]). Let F ⊆ C(R) be a
function class with the property that whenever f ∈ F and c ∈ R then f+c ∈ F.
Let k ∈ N and define
G :=
{
f : f ∈ BC(R) is k-times differentiable with f (k) ∈ F}.
If the function class F has the decomposition property so does G.
Problem 3.27. There are several interesting Banach function spaces. Which
of them do have the decomposition property? Just take your favorite non-
reflexive translation invariant Banach function space on R. Does it have the
decomposition property? Denote by L1p(R) the set of functions with
‖f‖1,p := sup
x∈R
(∫ 1+x
x
|f(t)|pdt
)1/p
<∞,
and by Sp(R) the closure of trigonometric polynomials in this norm. The
elements of Sp(R) are called Stepanov almost periodic functions, see [2]. Does
the Banach space L1p(R) have the decomposition property? If the answer were
affirmative it would follow that f ∈ L1p(R) and (2) imply that f ∈ Sp(R).
(This is because periodic functions belong to Sp(R).) So, is an L1p(R) solution
of (2) Stepanov almost periodic?
3.3 One-parameter semigroups
The original setting of the decomposition problem has a special feature,
namely that the translation operators Tt on translation invariant subspaces
E of RR form a one-parameter (semi)group of linear operators. In this section
we shall study this aspect from a more general point of view. Given a Banach
space E, a one-parameter semigroup T is a unital semigroup homomorphism
T : [0,∞) → L (E), i.e., T (t + s) = T (t)T (s) and T (0) = I are fulfilled for
every t, s ≥ 0. Whereas a one-parameter group defined analogously as group
homomorphism (into the group of invertible operators). On B(R) one can
define the translation group by T (t)f(x) = f(t + x) which is then, as said
above, a one-parameter group.
Problem 3.28. Under which conditions does a Banach space E have the
decomposition property with respect to operators T1, . . . , Tn coming from a
one-parameter (semi)group T as Tj = T (tj) for some tj > 0, j = 1, . . . , n?
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A one-parameter (semi)group is called a C0-(semi)group if it is strongly con-
tinuous, i.e., continuous into L (E) endowed with the strong (i.e, pointwise)
operator topology. The translation group is not strongly continuous on B(R)
or on BC(R), but it is strongly continuous on BUC(R). A one-parameter
(semi)group is called bounded if ‖T (t)‖ ≤ M for all t ∈ [0,∞) (or t ∈ R).
See [6] for the general theory.
Theorem 3.29 (V.M. Kadets, S.B. Shumyatskiy [20]). Let T be a
bounded C0-group, and let t1, t2 > 0. Then
ker(T (t1)− I)(T (t2)− I) = ker(T (t1)− I) + ker(T (t2)− I). (9)
Translations on BUC(R) is a C0-group of isometries, providing another proof
of the 2-decomposition property of BUC(R), formulated in Proposition 2.4.
In general the idea is to find a closed subspace F ⊆ E invariant under
the semigroup operators T (t), such that one can apply Proposition 3.3 to the
restricted operators. Concerning the nature of the problem there is one imme-
diate candidate for this subspace. In what follows T will be a fixed bounded
C0-semigroup. A vector x ∈ E is called asymptotically almost periodic (with
respect to the semigroup T ) if the orbit {T (t)x : t ≥ 0} is relatively compact
in E. Denote by Eaapthe collection of asymptotically almost periodic vectors,
which is easily seen to be a closed subspace of E invariant under the semi-
group operators. It can be proved that if T is a bounded C0-group then for
x ∈ Eaap one actually has also the relative compactness of the entire orbit
{T (t)x : t ∈ R}. The proof of Theorem 3.29 by Kadets and Shumyatskiy
establishes actually the fact that ker(T (t1)− I)(T (t2)− I) ⊆ Eaap.
The only known extensions/variations of the Kadets–Shumyatskiy result
follow the same strategy (or some modifications of it) and are the following:
Theorem 3.30 (B. Farkas [8]). Let E be a Banach space and let T be a
bounded C0-group. Suppose that E does not contain an isomorphic copy of the
Banach space c0 of null sequences. Then for every n ∈ N and t1, . . . , tn ∈ R
we have
ker(T (t1)− I) · · · (T (tn)− I) = ker(T (t1)− I) + · · ·+ ker(T (tn)− I). (10)
It is not surprising that Bohl–Bohr–Kadets type theorems (see [18] and [1])
play an important role here. In this regard let us mention just the following:
Theorem 3.31 (B. Basit [1], B. Farkas [7]). A separable Banach space
E does not contain an isomorphic copy of c0 if and only if for every x ∈
E, T ∈ L (E) invertible with T and T−1 both power bounded the following
statements are equivalent:
(i)
{
T n+1x− T nx : n ∈ N} is relatively compact.
(ii)
{
T n+mx− T nx : n ∈ N} is relatively compact for some m ∈ N, m ≥ 1.
(iii)
{
T n+mx− T nx : n ∈ N} is relatively compact for all m ∈ N.
(iv)
{
T nx : n ∈ N} is relatively compact.
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The next class of C0-semigroups for which the decomposition problem has
positive solution is of those that are norm-continuous at infinity, including
also eventually norm-continuous semigroups, see [31] or [6, Sec. II.4] for these
notions.
Theorem 3.32 (B. Farkas [8]). Let T be a bounded C0-semigroup that is
norm-continuous at infinity. Then for all n ∈ N and t1, . . . , tn ≥ 0 (10) holds.
Problem 3.33. 1. Is the Kadets–Shumyatskiy theorem true for every n?
That is can one drop the geometric assumptions on E from Theorem
3.30?
2. What about the case of C0-semigroups? Can one get rid of the eventual
norm-continuity in Theorem 3.32?
3. None of the above covers the decomposition property of BC(R). What
can be said about one-parameter semigroups that are only strongly con-
tinuous with respect to some weaker topology on the Banach space E?
Can one cover the decomposition property of BC(R) by some extension
of the results for one-parameter semigroups?
4 Results for arbitrary transformations
Let X be a non-empty set. The decomposition problem can be formulated in
the whole space of functions RX with respect to arbitrary commuting trans-
formations in XX . To do that to a self map T : X → X , called transfor-
mation, we associate the Koopman operator (denoted by the same letter)
Tf := f ◦ T , and the T -difference operator ∆T f := Tf − f . A function
f satisfying ∆T f = 0 is then called T -invariant. A (T1, . . . , Tn)-invariant
decomposition of some function f is a representation
f = f1 + · · ·+ fn , where ∆Tjfj = 0 (j = 1, . . . , n). (11)
For pairwise commuting transformations Ti the functional equation
∆T1 . . . ∆Tnf = 0 (12)
is evidently necessary for the existence of invariant decompositions. On the
example of translations on R we saw that it is not sufficient. Now in this
general setting our basic question sounds:
Problem 4.1. Give necessary and sufficient conditions, containing (12), in
order to have some (T1, . . . , Tn)-invariant decomposition (11). Or give restric-
tions either on the transformations or on X (but not on the function class
RX) such that (12) becomes also sufficient.
More precisely, we focus on complementary conditions, functional equa-
tions, on the functions, which they must satisfy in case of existence of an
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invariant decomposition (11) and which equations will also imply existence
of such a decomposition. Difference equations and/or inequalities occur here
naturally, as is also suggested by the appearance of the Whitney condition
in Theorem 1.6.
Further necessary conditions can be easily obtained. Indeed, as the trans-
formations commute, (12) implies
∆
T
k1
1
. . . ∆Tknn f = 0 (∀k1, . . . , kn ∈ N). (13)
Now the major difficulties come from the following features:
1. The transformations Tj may not be invertible.
2. The “mix-up” of transformations can be completely irregular: T 5S3x =
T 7S2x for some x ∈ X and nothing similar for other points y ∈ X .
3. Functions on X lack any structure beyond the obvious linear one—
no boundedness, continuity, measurability, compatibility with underlying
structure of X , nothing—so not much theoretical mathematics but pure
combinatorics can be invoked.
For two transformations, i.e., n = 2, the answer is completely known:
Theorem 4.2 (B. Farkas, Sz. Re´ve´sz [10]). Let X be a non-empty set, let
S, T : X → X be commuting transformations, and let f ∈ RX . The following
are equivalent:
(i) There exists a decomposition f = g + h, with g and h being S- and
T -invariant, respectively.
(ii) ∆S∆T f = 0, and if for some x ∈ X and k, n, k′, n′ ∈ N the equality
T kSnx = T k
′
Sn
′
x (14)
holds, then
f(T kx) = f(T k
′
x).
(iii) ∆S∆T f = 0, and if for some x ∈ X and k, n, k′, n′ ∈ N (14) holds, then
f(Snx) = f(Sn
′
x).
Of course, the equivalence of (ii) and (iii) is due to symmetry, if one knows
that any one of them is equivalent to (i). We do not give the proof (see [10]),
but mention an idea that will be useful also below. First we partition the set
X with respect to an equivalence relation: x, y ∈ X are equivalent if there
exist k, n, k′, n′ ∈ N such that T kSnx = T k′Sn′y. X splits into equivalence
classes X/∼, from which by the axiom of choice we choose a representation
system. Obviously, it is enough to define g and h on each of these equivalence
classes. Indeed, for x ∈ X the elements x, Tx and Sx are all equivalent, so
the invariance of the desired functions g, h is decided already in the common
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equivalence class. So the task is now reduced to defining the functions g and
h on a fixed, but arbitrary equivalence class.
For general n ∈ N, n ≥ 2 the following difference equation type necessary
conditions can be found:
Condition (∗) For every N ≤ n, disjoint N -term partition B1 ∪B2 ∪ · · · ∪
BN = {1, 2, . . . , n}, distinguished elements hj ∈ Bj (j = 1, . . . , N), indices
0 < kj , lj , l
′
j ∈ N, (j = 1, . . . , N) and z ∈ X once the conditions
T
kj
hj
T lii z = T
l′i
i z for all i ∈ Bj \ {hj}, for all j = 1, . . . , N (15)
are satisfied, then
∆
T
k1
h1
. . . ∆
T
kN
hN
f(z) = 0. (16)
Theorem 4.3 (B. Farkas, Sz. Re´ve´sz [10]). Let T1, . . . , Tn be commuting
transformations of X and let f be a real function on X. In order to have a
(T1, . . . , Tn)-invariant decomposition (11) of f Condition (∗) is necessary.
If the blocksBj are all singletons the condition (15) is empty, so (16) expresses
exactly (13). In particular, Condition (∗) contains (12).
For n = 3 transformations Condition (∗) is not only necessary but also suffi-
cient for the existence of invariant decompositions.
Theorem 4.4 (B. Farkas, Sz. Re´ve´sz [10]). Suppose that T1, T2 and
T3 commute and that the function f satisfies Condition (∗). Then f has a
(T1, T2, T3)-invariant decomposition.
Again the proof is combinatorially involved, so let us just state one main
ingredient, the ”lift-up lemma” corresponding to Lemma 2.10 above. It is
proved itself in a series of lemmas, which we do not detail here.
Lemma 4.5. Let T, S be commuting transformations of X and let g : X → R
be a function satisfying ∆Sg = 0. Then there exists a function h : X → R
satisfying both ∆Sh = 0 and ∆Th = g if and only if for every x ∈ X it holds
k−1∑
i=0
g(T ix) = 0 whenever T kSlx = Sl
′
x with some k, l, l′ ∈ N. (17)
Problem 4.6. Is Condition (∗) equivalent to (11) for all n ∈ N (n ≥ 4)?
4.1 Unrelated transformations
If the orbits of the transformations show no recurrence a satisfactory answer
can be given. The relevant notion is the following.
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Definition 4.7.We call two commuting transformations S, T onX unrelated
if T nSkx = TmSlx can occur only if n = m and k = l. In particular, then
neither of the two transformations can have any cycles in their orbits, nor do
their joint orbits have any recurrence.
If all pairs Ti and Tj (1 ≤ i 6= j ≤ n) are unrelated, then Condition (∗)
degenerates, as in (15) we necessarily have that all blocks Bj are singletons.
Hence Condition (∗) reduces merely to (13) or, equivalently, to (12).
Theorem 4.8 (B. Farkas, Sz. Re´ve´sz [10]). Suppose the transformations
T1, . . . , Tn are pairwise commuting and unrelated. Then the difference equa-
tion (12) is equivalent to the existence of some invariant decomposition (11).
Proof. Only sufficiency is to be proved. We argue by induction. The cases of
small n are obvious. Let F := ∆Tn+1f . Then F satisfies a difference equation
of order n, hence by the inductive hypothesis we can find an invariant decom-
position of F in the form F = F1+· · ·+Fn, where ∆TjFj = 0 for j = 1, . . . , n.
Since the transformation are unrelated, condition (17) in Lemma 4.5 is void,
and therefore the “lift-ups” fj with ∆Tjfj = 0, ∆Tn+1fj = Fj exist for all
j = 1, . . . , n. Therefore, fn+1 := f − (f1 + · · ·+ fn) provides a function satis-
fying ∆Tn+1fn+1 = F − (F1 + · · ·+ Fn) = 0. Thus a required decomposition
of f is established. ⊓⊔
4.2 Invertible transformations
When the transformations Tj are invertible, the situation simplifies some-
what. Denote by G ⊆ XX the group generated by T1, . . . , Tn. As before, we
work on equivalence classes, now orbits O := {Tx : T ∈ G} for some x ∈ X ,
under the action of the transformation group G. Given a group G denote by
〈a〉 the cyclic group generated by a i.e., 〈a〉 := {an : n ∈ Z}, and for H ⊆ G
let [H ] :=
⋂
h∈H
〈h〉.
Condition (∗∗) For all orbits O of G, for all partitions
B1 ∪B2 ∪ · · · ∪BN =
{
T1 |O, T2 |O, . . . , Tn |O
}
and any element Sj ∈ [Bj ], j = 1, . . . , N , we have that
∆S1 . . . ∆SN f |O= 0 holds. (18)
The next is the main result in this setting:
Theorem 4.9 (B. Farkas, V. Harangi, T. Keleti, Sz. Re´ve´sz [9]).
Let T1, . . . , Tn be pairwise commuting invertible transformations on a set X.
Let f : X → R be any function. Then f has a (T1, T2, . . . , Tn)-invariant
decomposition (11) if and only if it satisfies Condition (∗∗).
The proof relies on a variant of Lemma 4.5.
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4.3 Decompositions on groups
Let us see some consequences. Let G be a group, and let a1, . . . , an ∈ G.
Consider the actions of a1, . . . , an on G as left multiplications. For a function
f : G→ R we introduce the left a-difference operator ∆af(x) := f(ax)−f(x).
The function f is called left a-invariant (or left a-periodic) if ∆af = 0. Since
the actions are transitive, the above result takes the following form:
Corollary 4.10. Let G be a group and a1, . . . , an ∈ G pairwise commuting.
Then a function f : G → R decomposes into a sum of left aj-invariant
functions, f = f1+· · ·+fn, if and only if for all partitions B1∪B2∪· · ·∪BN =
{a1, . . . , an} and for each element bj ∈ [Bj ]
∆b1 . . .∆bN f = 0.
In a torsion free Abelian group A for B ⊆ A the generator of the cyclic
group [B] is uniquely determined (up to taking inverse). In [10] we called this
(maybe two) element(s) the least common multiple of the elements in B. For
instance, with this terminology we have that the least common multiple of 1
and
√
2 in the group (R,+) is 0. Then we have the next result:
Corollary 4.11. Let A be a torsion free Abelian group and a1, . . . , an ∈ A.
A function f : A → R decomposes into a sum of aj-periodic functions, f =
f1+ · · ·+fn, if and only if for all partitions B1∪B2∪· · ·∪BN = {a1, . . . , an}
and bj being the least common multiple of the elements in Bj one has
∆b1 . . .∆bN f = 0. (19)
If we specify to A = R and take α1, . . . , αn incommensurable we obtain the
following result first proved in [32].
Corollary 4.12 (S. Mortola, R. Peirone [32], B. Farkas, Sz. Re´ve´sz
[10]). Suppose α1, . . . , αn ∈ R are incommensurable. Then a function f :
R → R satisfies the difference equation (2) if and only if it has periodic
decomposition (1).
The above results remain true if one considers functions with values in torsion
free groups Γ . The proof of the following is the same as for Theorem 4.9 with
the new aspect that taking averages in Γ requires some additional care.
Theorem 4.13 (B. Farkas, V. Harangi, T. Keleti, Sz. Re´ve´sz [9]). Let
A,Γ be torsion free Abelian groups and a1, . . . , an ∈ A. A function f : A→ Γ
decomposes into a sum of aj-periodic functions fj : A→ Γ , f = f1+ · · ·+ fn
if and only if for all partitions B1∪B2∪· · ·∪BN = {a1, . . . , an} and bj being
the least common multiple of the elements in Bj one has (19).
Let A be a torsion free Abelian group. By applying the previous theorem for
Γ = R and for Γ = Z, we obtain that for a function f : A→ Z the existence
of a real-valued periodic decomposition and the existence of an integer-valued
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periodic decomposition are both equivalent to the same difference equation
type condition.
Corollary 4.14. If an integer-valued function f on a torsion free Abelian
group A decomposes into the sum of aj-periodic real-valued functions for some
a1, . . . , an, then f also decomposes into the sum of aj-periodic integer-valued
functions.
There are examples showing that one cannot get rid of the torsion freeness
of A in Corollary 4.14 or Theorem 4.13, see [9].
Note that in crystallography and other applications, reconstruction or at
least unique identification of integer-valued functions or characteristic func-
tions of sets from various (partial) information concerning their Fourier trans-
form are rather important. This also motivates the interest of integer-valued
periodic decompositions or decompositions with values within a subgroup. In
turn, support of a Fourier transform can reveal the existence of a periodic
decomposition, see e.g. [27, 2.7 and 2.8], or the analogous idea of the proof
for Proposition 2.1. For more about this see [27] and the references therein.
5 Actions of semigroups
Let X be a non-empty set and let T : X → X be an arbitrary mapping. If a
function f : X → R is invariant under T , i.e., ∆T f = 0, then it is evidently
invariant under each iterate T n of T for n ∈ N. Given commuting mappings
T1, . . . , Tn : X → X consider the generated semigroups
Sj :=
{
T nj : n ∈ N
}
. (20)
The corresponding semigroup of the Koopman operators on RX is denoted
by Sj . (Recall that we use the same symbol T for the Koopman operator
of T ∈ XX .) For a subset A of linear operators on RX we introduce the
notations kerA :=
⋂
A∈A kerA. Then the equality
ker(T1 − I) · · · (Tn − I) = ker(T1 − I) + · · ·+ ker(Tn − I) (21)
is easily seen to be equivalent to
ker(S1 − I) · · · (Sn − I) = ker(S1 − I) + · · ·+ ker(Sn − I). (22)
In what follows we study this equality when Sj are general, not necessarily
cyclic, semigroups.
Let S be a discrete semigroup with unit element, and let Sj , j = 1, . . . , n
unital subsemigroups of S that all act on the non-empty set X (from the left),
the unit acting as the identity. Suppose furthermore st = ts for all s ∈ Sj
and t ∈ Si with i 6= j (the actions of different Sjs are commuting).
22 Ba´lint Farkas and Szila´rd Gy. Re´ve´sz
Theorem 5.1 (B. Farkas [8]). Suppose that for j = 1, . . . , n the unital
semigroups Sj on the set X are (right-)amenable and that the actions of the
different Sj are commuting. Denote by Sj the semigroups of the Koopman
operators. Then (22) holds in the space B(X).
Furthermore, if X is uniform (topological) space and the action of Sj on
X is uniformly equicontinuous, then (22) holds in the space BUC(X).
This result and its proof generalizes those of Gajda [13], who used Banach
limits (i.e., amenability of Z or N) to establish the above for Z and N actions,
i.e., for semigroups as in (20). The next consequence immediately follows.
Corollary 5.2 (Z. Gajda [13]). Let A be a locally compact Abelian group,
and let a1, . . . , an ∈ A. Then (21) holds in BUC(R) for Tj being the shift
operator by aj. In particular BUC(R) has the decompositon property.
Let us finally return to the purely linear operator setting on an arbitrary
Banach space E. A subsemigroup S ⊆ L (E) of bounded linear operators
is called mean ergodic if the closed convex hull conv(S ) ⊆ L (E) contains
a zero element P , i.e., PT = P = TP for every T ∈ S . In this case P is a
projection, called the mean ergodic projection of S , and it holds (see [33])
E = rgP ⊕ rg(I− P ) with rgP = ker(S − I) .
Theorem 5.3 (B. Farkas [8]). Let S1,S2, . . . ,Sn ⊆ L (E) be mean er-
godic operator semigroups and suppose that ST = TS whenever T ∈ Si,
S ∈ Sj with i 6= j. Then (22) holds.
Since an operator T is mean ergodic if and only if the semigroup {T n : n ∈
N} is mean ergodic, the previous result contains Proposition 3.3. Moreover,
the obvious modification of Theorem 3.8 (using fixed points in the closed
convex hull) for this semigroup setting is easily proved, but this we will not
pursue here. Furthermore, the analogue of Corollary 3.9 can be formulated
for amenable semigroups instead of cyclic ones, where of course one applies
Day’s fixed point theorem, see [3] instead of the one of Markov and Kakutani.
Problem 5.4. Does the space BC(A) of bounded and continuous functions,
where A is a locally compact Abelian group, has the decomposition property
with respect to translations? If A is compact or discrete or A = R, this is so
by the previous results. What about A = R2?
6 Further results
We briefly touch upon topics that, regrettably, could not be covered in detail.
First we take a second glimpse at the original problem.
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Theorem 6.1 (T. Natkaniec, W. Wilczyn´ski [34]). Let α1, . . . , αn ∈
R \ {0} be incommensurable. A function f : R → R has a decomposition (1)
with f1, . . . , fn Darboux functions if and only if (2) holds.
See [34] for the proof where also the decompositon property of Marczewski
measurable functions is studied for incommensurable periods. It is also shown
that the identity is not the sum of periodic functions having the Baire prop-
erty. For classes of measurable real functions we have, e.g., the following.
Theorem 6.2 (T. Keleti [26]). None of the following classes F have the
decomposition property:
a) F = {f : f : R→ Z, f ∈ L∞(R)},
b) F = {f : f : R→ Z is bounded measurable},
c) F = {f : f : R→ R is a.e. integer-valued and f ∈ L∞(R)},
d) F = {f : f : R→ Z is a.e. integer-valued, bounded and measurable}.
For more information on measurable decompositions see also [23, 24, 25]. Next
we turn to integer-valued decompositions on Abelian groups. We mention
only three exemplary results from [22]:
Theorem 6.3 (Gy. Ka´rolyi, T. Keleti, G. Ko´s, I.Z. Ruzsa [22]).
a) Suppose f : Z → Z has an (α1, . . . , αn)-periodic decomposition into real-
valued functions with aj ∈ Z. Then it has an (α1, . . . , αn)-periodic integer-
valued decomposition.
b) For α1, . . . , αn ∈ Z the class of Z → Z functions has the decomposition
property.
c) Let A be a torsion-free Abelian group. Then the class of bounded A → Z
functions has the decomposition property if and only if A is isomorphic to
an additive subgroup of Q.
For a proof and for an abundance of further information we refer to [22],
and remark that part c) above implies that the class of bounded and integer-
valued functions does not have the decomposition property known also from
Theorem 6.2, see also [22, Cor. 3.4].
Finally, we discuss some aspects of uniqueness of decompositions. Of course,
one cannot expect uniqueness in the original setting, since appropriate con-
stant functions can be added to the summands in (1) not affecting the validity
of (2). If one restricts to certain function classes then only this trivial proce-
dure can produce different decompositions (for incommensurable periods).
Theorem 6.4 (M. Laczkovich, Sz. Re´ve´sz [30]). For incommensurable
periods a periodic decomposition in L∞(R) of a function f ∈ L∞(R) is unique
up to additive constants.
In the original setting of the decomposition problem, i.e., inRR the situation is
somewhat more complicated. E.g. consider n = 2, f = f1+f2 with ∆ajfj = 0,
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j = 1, 2. Let h be a not identically 0 function that is both α1- and α2-periodic.
Then f = (f1 + h) + (f2 − h) is a different decomposition.
In general two decompositions f = g1+ · · ·+gn and f = f1+ · · ·+fn with
∆αjgj = ∆αjfj = 0 j = 1, . . . , n are called essentially the same if there are
functions hij ∈ RR for i, j = 1, . . . , n with hii = 0, hij = −hji, ∆αihij = 0,
∆αjhij = 0 such that for all j = 1, . . . , n one has fj−gj =
∑n
i=1 hij . Note that
for incommensurable periods αi/αj 6∈ Q we necessarily have hij =constant on
each equivalence class of R (for the equivalence relation as in the paragraph
after Theorem 4.2), whence in case of continuity on the whole real line.
Essential uniqueness of decomposition depends very much on the periods:
Theorem 6.5 (V. Harangi [17]). For α1, . . . , αn ∈ R \ {0} the following
assertions are equivalent:
(i) If any three numbers αi, αj , αk from α1, . . . , αn are pairwise linearly
independent over Q, then they are linearly independent over Q.
(ii) Any two (α1, . . . , αn)-periodic decomposition of a function f are essen-
tially the same, i.e., the decomposition is essentially unique.
(iii) If a function f : R → Z has a (α1, . . . , αn)-periodic decomposition into
real-valued functions, then it has also an integer-valued one.
See also [15], and [17] or [16] for details and further directions.
We end this survey by posing the following problem:
Problem 6.6. Study the periodic decomposition problem for functions f on
R, or on an Abelian group, with values in R mod 1 (or in an Abelian group).
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