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GLOSSARY AND NOTATION
• Capital latin letters (M,N,P . . .) refers to five dimensional indices
• Greek letters (µ,ν ,ρ, . . .) will refer to four dimensional indices
• Lower case from the end of the alphabet latin letters (i, j,k . . .) refers to three dimen-
sional indices
• Lower case from the beginning of the alphabet latin letters (a,b,c . . .) refers to two
dimensional indices
• gMN is the five dimensional metric with signature (+,−,+,+,+) and g its determinant
• hµν the induced four dimensional boundary metric with signature (−,+,+,+) and h
its determinant
• The epsilon density is defined in terms of the Levi-Civita symbol as
εMNPQR =
√−gε(MNPQR)
ε(r0123) = 1
The Christoffel symbols, Riemann tensor and extrinsic curvature are given by
ΓMNP =
1
2
gMK (∂NgKP+∂PgKM−∂KgNP) , (1)
RM NPQ = ∂PΓMNQ−∂QΓMNP+ΓMPKΓKNQ−ΓMQKΓKNP, (2)
KAV = hCA∇CnV =
1
2
£nhAB , (3)
where £n denotes the Lie derivative in direction of nA .
ii
CHAPTER 1
MOTIVATIONS AND INTRODUCTION
The description of the high energy physics and the interactions between elementary parti-
cles are based on gauge theories. The Standard Model and in particular QCD are exam-
ples of gauge theories. Some of the most important features of non-Abelian gauge theories
and in consequence of high energy physics are not accessible through perturbation theory.
Confinement and chiral symmetry breaking are examples of phenomena which need more
sophisticated techniques to be explained.
During the seventies [1] G. ’t Hooft realized that the perturbative series of gauge theo-
ries can be rearranged in terms of the rank of the gauge group Nc and the effective coupling
constant λt = g2Y MNc called ’t Hooft coupling. In the limit Nc→ ∞ the series looks like an
expansion summing over 2D surfaces, that suggested that gauge theories had an effective
description in terms of a string theory model. It wasn’t until 1997 almost twenty years later
that the ’t Hooft ideas were realized when J. Maldacena published his very famous paper
[2] which revolutionized the fields of Strings and Quantum Field Theory. This paper was
the starting point of the construction of the holographic principle through the introduction
of the AdS/CFT correspondence which tells us that the N = 4 SU(Nc) Super-Yang-Mills
(SYM) theory in 4-dimensions is dual to the type IIB string theory on AdS5×S5. This corre-
spondence relates the string theory coupling constant gs with 1/Nc and the radius of the AdS
space with the t’ Hooft coupling. Beside the t’ Hooft’s ideas this correspondence is also a
realization of the holographic principle which says that a quantum gravity theory should be
described with the degrees of freedom living at the boundary of the space. In this case the
space of quantum gravity is the 10-dimensional space of the string theory and the boundary
is the 4-dimensional conformal boundary associated to that space (AdS5×S5). The degrees
of freedom of the theory at the boundary are precisely the ones of the SYM theory. In fact,
at present time AdS/CFT not only refers to Maldacena’s duality but a framework of many
dualities realizing the holographic principle.
The really useful fact of this duality is its weak/strong character; from the view point
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of the field theory the weakly coupled situation is described by the four dimensional pertur-
bative gauge theory. But the strong coupling scenario is described by string theory in ten
dimensions1. An interesting application of the AdS/CFT duality is given by asymptotically
AdS black holes. According to the holographic dictionary a black hole embedded in an AdS
space-time is dual to a thermal state in the field theory side. One of the most important and
known results of holography, at least from a phenomenological point of view is the very
small lower bound in the ratio of shear viscosity to entropy density in all the Holographic
plasmas which are dual to an Einstein-Hilbert gravity η/s> h¯/(4piκB) [3] 2. This result had
a big impact because the measure in the experiment RHIC of that ratio for the Quark-Gluon
Plasma (QGP) was ∼ 2.5× h¯/(4piκB), suggesting that the plasma is in a strongly coupled
regime because the prediction for η/s coming from weak coupling is in contrast very large.
The indications of the production of a quantum liquid in a strongly coupled regime at
the experiments RHIC and more recently at the LHC, pushed forward AdS/CFT as a very
promising framework to construct phenomenological models to try to understand and predict
the behaviour of the QGP.
1.1 Kubo Formulae and Holographic Triangle Anomalies
Hydrodynamics is an ancient subject. Even in its relativistic form it appeared that everything
relevant to its formulation could be found in [5]. Apart from stability issues that were ad-
dressed in the 1960s and 1970s [6, 7] leading to a second order formalism there seemed little
room for new discoveries. The last years witnessed however an unexpected and profound de-
velopment of the formulation of relativistic hydrodynamics. The second order contributions
have been put on a much more systematic basis applying effective field theory reasoning [8].
The lessons learned from applying the AdS/CFT correspondence [2] to the plasma phase of
strongly coupled non-abelian gauge theories [9, 10, 3] played a major role (see [11] for a
recent review).
The understanding of hydrodynamics is as an effective theory applicable when the
mean free path of the particles is much shorter than the characteristic length scale of the
system. In this regime the system can be described with the so called constitutive relations
for the energy momentum tensor and the currents (the last is present if the system is charged
under some global symmetry group) plus their conservation equations.
Hydrodynamics is about a system in local thermal equilibrium which means that the in-
tensive thermodynamical parameters pressure, temperature and chemical potential (p, T , µ)
are slowly varying functions through the space-time. The last comes with the implication that
constitutive relations can be written as a derivative expansion in terms of the thermodynam-
1In the large Nc limit string theory is reduced to classical gravity
2Recently has been shown that this bound can be violated if rotational symmetry is broken[4]
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ical variables and the fluid velocity, and the so called transport coefficients3. Very generic
statements such as symmetry considerations can determine the form of the constitutive rela-
tions but cannot fix the values of the transport coefficients. To read off these coefficients it is
useful to consider the theory of linear response and introduce external background fields to
define the so called Kubo formulae. Having a Kubo formula allow us to compute transport
coefficients in terms of retarded Green’s functions, a simple example of a Kubo formula is
the one for the electric conductivity
σ = lim
ω→0
i
ω
〈 jx jx〉(k = 0),
where 〈 jx jx〉 is the two point retarded correlator between two electric currents. Therefore if
we have a holographic description of the field theory we can use the machinery of AdS/CFT
to compute transport coefficients, because of the strong/weak nature of the duality, solv-
ing a problem of a strongly coupled field theory is reduced to a classical general relativity
problem!.
During the last years a new set of transport coefficients has been discovered as a con-
sequence of chiral anomalies. The axial anomaly of QED is responsible for two particularly
interesting effects of strong magnetic fields in dense, strongly interacting matter as found in
neutron stars or heavy-ion collisions. At large quark chemical potential µ , chirally restored
quark matter gives rise to an axial current parallel to the magnetic field [12, 13, 14]
~J5 =
eNc
2pi2
µ ~B, (1.1)
which may indeed lead to observable effects in strongly magnetized neutron stars and heavy
ion collisions [15, 16], this phenomena is known as chiral separation effect (CSE).
In the context of heavy ion collisions it was argued in [17, 18] that the excitation of
topologically non-trivial gluon field configurations in the early non-equilibrium stages of
a heavy ion collision might lead to an imbalance in the number of left- and right-handed
quarks. This situation can be modelled by an axial chemical potential4. During the collision
one expects initial magnetic fields that momentarily exceed even those found in magnetars.
It has been proposed by Kharzeev et al. [19, 20, 17, 18, 21] that the analogous effect [22]
~J =
e2Nc
2pi2
µ5~B, (1.2)
where ~J is the electromagnetic current and µ5 the axial chemical potential, could render
observable event-by-event P and CP violations. Indeed, there is recent experimental evidence
for this chiral magnetic effect (CME) in the form of charge separation in heavy ion collisions
3Examples of transport coefficients are electrical conductivity, shear viscosity, bulk viscosity, etc. They are
intrinsic quantities associated to the system and they are determined from the microscopical theory.
4As soon as thermal equilibrium is reached this imbalance is frozen and is modelled by a chiral chemical
potential, at least as long as the electric field is zero
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with respect to the reaction plane [23, 24] and more recentely from LHC data [25] (see
however [26, 27]). For lattice studies of the effect, see for example [28, 29].
On the other hand the application of the fluid/gravity correspondence [30] to theories
including chiral anomalies [31, 32] lead to another surprise: it was found that not only a
magnetic field induces a current but that also a vortex in the fluid leads to an induced current,
this effect is called chiral vortical effect (CVE). Again it is a consequence of the presence
of chiral anomalies. It was later realized that the chiral magnetic and vortical conductivities
are almost completely fixed in the hydrodynamic framework by demanding the existence
of an entropy current with positive definite divergence [33]. That this criterion did not fix
the anomalous transport coefficients completely was noted in [34] and various terms de-
pending on the temperature instead of the chemical potentials were shown to be allowed as
undetermined integration constants. See also [35] for a recent discussion of these anomaly
coefficients with applications to heavy ion physics.
In the meanwhile Kubo formulae for the chiral magnetic conductivity [21] and the chi-
ral vortical conductivity [36] had been developed. Up to this point only pure gauge anomalies
had been considered to be relevant since the mixed gauge-gravitational anomaly in four di-
mensions is of higher order in derivatives and was thought not to be able to contribute to
hydrodynamics at first order in derivatives. Therefore it came as a surprise that in the ap-
plication of the Kubo formula for the chiral vortical conductivity to a system of free chiral
fermions a purely temperature dependent contribution was found. This contribution was con-
sistent with some the earlier found integration constants and it was shown to arise if and only
if the system of chiral fermions features a mixed gauge-gravitational anomaly [37]. In fact
these contributions had been found already very early in [38]. The connection to the presence
of anomalies was however not made at that time. The gravitational anomaly contribution to
the chiral vortical effect was also established in a strongly coupled AdS/CFT approach and
precisely the same result as at weak coupling was found [39].
The argument based on a positive definite divergence of the entropy current allows
to fix the contributions from pure gauge anomalies uniquely and provides therefore a non-
renormalization theorem. No such result is known thus far for the contributions of the gauge-
gravitational anomaly, actually some very recent attempts to establish a non-renormalization
theorems lead to the fact that the chiral vortical conductivity indeed renormalizes due to
gluon fluctuations [40, 41].
A gas of weakly coupled Weyl fermions in arbitrary dimensions has been studied
in [42] and confirmed that the anomalous conductivities can be obtained directly from the
anomaly polynomial under substitution of the field strength with the chemical potential and
the first Pontryagin density by the negative of the temperature squared [43] . Recently the
anomalous conductivities have also been obtained in effective action approaches [44, 45].
The contribution of the mixed gauge-gravitational anomaly appear on all these approaches as
undetermined integrations constants. But in [46] the authors argued that mixed gravitational
anomaly produces a ”casimir momentum” which fix the anomalous transport coefficients
and explain why this anomaly been higher order in derivative contributes at lower orders.
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In this thesis we will study these anomalous transport effects through the calculation of
the anomalous conductivities via Kubo formulae and using the fluid/gravity correspondence.
The advantage of the usage of Kubo formulae is that they capture all contributions stemming
either from pure gauge or from mixed gauge-gravitational anomalies. The disadvantage is
that the calculations can be performed only with a particular model and only in a weak
coupled or in the gravity dual of the strong coupling regime. The fluid gravity computation
allow us to confirm the independence of the anomalous transport coefficients on the intensity
of the external fields because Kubo formulae are valid only in the linear response limit. Also
is a systematic and powerful tool to compute the influence of the anomalies into the second
order transport, for which we would need three point function whether we would want to
compute it using Kubo formulae.
Along the way we will explain our point of view on some subtle issues concerning
the definition of currents and of chemical potentials when anomalies are present. These
subtleties lead indeed to some ambiguous results [47] and [48]. A first step to clarify these
issues was done in [49] and a more general exposition of the relevant issues has appeared in
[50] and [51].
The thesis tries to be self-contained and is organized as follows. In chapter 2 we
will briefly summarize the relevant issues concerning anomalies. We recall how vector like
symmetries can always be restored by adding suitable finite counterterms to the effective
action [52]. A related but different issue is the fact that currents can be defined either as
consistent or as covariant currents. The hydrodynamic constitutive relations depend on what
definition of current is used. We review the notion of chemical potential in the approach of
the grand canonical ensemble in the chapter 3 and discuss subtleties in the definition of the
chemical potential in the presence of an anomaly and define our preferred scheme. Then in
chapter 4 we move to the building of relativistic hydrodynamics, constitutive relations and
the derivation of the Kubo formulae that allow the calculation of the anomalous transport
coefficients from two point correlators of an underlying quantum field theory.
In chapter 5 we apply the Kubo formulae to a holographic model describing a field
theory system with two U(1) currents, one conserved vector current which is associated to
the electromagnetic current and an anomalous one interpreted as an axial current. We also
give some arguments coming from holography in favour of our preference in the introduc-
tion of anomalous chemical potentials, this arguments are also confirmed by a three point
computation in field theory in the next chapter.
In chapter 6 we apply the Kubo formulae to a theory of free Weyl fermions and show
that two different contributions arise. They are clearly identifiable as being related to the
presence of pure gauge and mixed gauge-gravitational anomalies.
In chapter 7 we define a holographic model that implements the mixed gauge gravita-
tional anomaly via a mixed gauge-gravitational Chern-Simons term. We calculate the same
Kubo formulae as at weak coupling, obtaining the same values for chiral axi-magnetic and
chiral vortical conductivities as in the weak coupling model.
Finally in chapter 8 we apply the Fluid/Gravity correspondence to the holographic
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model in order to study the second order behaviour of transport coefficients due to the gauge
and mixed gauge-gravitational anomaly.
We conclude this thesis with some discussions and outlook to further developments.
CHAPTER 2
QUANTUM ANOMALIES
Anomalies arise by integrating over chiral fermions in the path integral. They signal a fun-
damental incompatibility between the symmetries present in the classical theory and the
quantum theory.
Unless otherwise stated we will always think of the symmetries as global symmetries.
But we still will introduce gauge fields. These gauge fields serve as classical sources coupled
to the currents. As a side effect their presence promotes the global symmetry to a local gauge
symmetry. It is still justified to think of it as a global symmetry as long as we do not introduce
a kinetic Maxwell or Yang-Mills term in the action.
In a theory with chiral fermions we define an effective action depending on these gauge
fields by the path integral
eiWe f f [Aµ ]/h¯ :=
∫
DΨDΨ¯eiS[ψ,Aµ ]/h¯ . (2.1)
The vector field Aµ(x) couples to a classically conserved current Jµ = Ψ¯γµQΨ. The charge
operator Q can be the generator of a Lie group combined with chiral projectors P± =
1
2(1± γ5). General combinations are allowed although in the following we will mostly con-
centrate on a simple chiral U(1) symmetry for which we can take Q = P+. The fermions
are minimally coupled to the gauge field and the classical action has an underling gauge
symmetry
δΨ=−iλ (x)QΨ , δAµ(x) = Dµλ (x) , (2.2)
with Dµ denoting the gauge covariant derivative. Assuming that the theory has a classical
limit the effective action in terms of the gauge fields allows for an expansion in h¯
We f f =W0+ h¯W1+ h¯2W2+ . . . (2.3)
We find it convenient to use the language of BRST symmetry by promoting the gauge pa-
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rameter to a ghost field c(x). 1 The BRST symmetry is generated by
sAµ = Dµc , sc =−ic2 . (2.4)
It is nilpotent s2 = 0. The statement that the theory has an anomaly can now be neatly
formalized. Since on gauge fields the BRST symmetry acts just as the gauge symmetry,
gauge invariance translates into BRST invariance. An anomaly is present if
sWe f f =A and A 6= sB . (2.5)
Because of the nil potency of the BRST operator the anomaly has to fulfil the Wess-Zumino
consistency condition
sA= 0 . (2.6)
As indicated in (2.5) this has a possible trivial solution if there exists a local functional B[Aµ ]
such that sB = A. An anomaly is present if no such B exists. The anomaly is a quantum
effect. If it is of order h¯n and if a suitable local functional B exists we could simply redefine
the effective action as W˜e f f = We f f −B and the new effective action would be BRST and
therefore gauge invariant. The form and even the necessity to introduce a functional B might
depend on the particular regularization scheme chosen. As we will explain in the case of an
axial and vector symmetry a suitable B can be found that always allows to restore the vector-
like symmetry, this is the so-called Bardeen counterterm [52]. The necessity to introduce the
Bardeen counterterm relies however on the regularization scheme chosen. In schemes that
automatically preserve vectorlike symmetries, such as dimensional regularization, the vector
symmetries are automatically preserved and no counterterm has to be added. Furthermore
the Adler-Bardeen theorem guarantees that chiral anomalies appear only at order h¯. Their
presence can therefore by detected in one loop diagrams such as the triangle diagram of three
currents.
We have introduced the gauge fields as sources for the currents
δ
δAµ(x)
We f f [A] = 〈Jµ〉 . (2.7)
For chiral fermions transforming under a general Lie group generated by T a the chiral
anomaly takes the form [54]
sWe f f [A] = −
∫
d4xca(DµJµ)a
= − η
24pi2
∫
d4xcaεµνρσ tr
[
T a∂µ
(
Aν∂ρAσ +
1
2
AνAρAσ
)]
. (2.8)
Where η = +1 for left-handed fermions and η = −1 for right-handed fermions. Differen-
tiating with respect to the ghost field (the gauge parameter) we can derive a local form. To
1A recent comprehensive review on BRST symmetry is [53].
9simplify the formulas we specialize this to the case of a single chiral U(1) symmetry taking
T a = 1
∂µJµ =
η
96pi2
εµνρσFµνFρσ . (2.9)
This is to be understood as an operator equation. Sandwiching it between the vacuum state
|0〉 and further differentiating with respect to the gauge fields we can generate the famous
triangle form of the anomaly
〈∂µJµ(x)Jσ (y)Jκ(z)〉= 112pi2 ε
µσρκ∂ xµδ (x− y)∂ xρδ (x− z) . (2.10)
The one point function of the divergence of the current is non-conserved only in the back-
ground of parallel electric and magnetic fields whereas the non-conservation of the current
as an operator becomes apparent in the triangle diagram even in vacuum.
By construction this form of the anomaly fulfills the Wess-Zumino consistency condi-
tion and is therefore called the consistent anomaly. In analogy we call the current defined by
(2.7) the consistent current.
For a U(1) symmetry the functional differentiation with respect to the gauge field and
the BRST operator s commute, [
s,
δ
δAµ(x)
]
= 0 . (2.11)
An immediate consequence is that the consistent current is not BRST invariant but rather
obeys
sJµ =
1
24pi2
εµνρλ∂νcFρλ =−
1
24pi2
sKµ , (2.12)
where we introduced the Chern-Simons current Kµ = εµνρλAνFρλ with ∂µKµ = 12ε
µνρλFµνFρλ .
With the help of the Chern-Simons current it is possible to define the so-called covari-
ant current (in the case of a U(1) symmetry rather the invariant current)
Jµ = Jµ +
1
24pi2
Kµ . (2.13)
fulfilling
sJµ = 0 . (2.14)
The divergence of the covariant current defines the covariant anomaly
∂µJµ =
η
32pi2
εµνρσFµνFρσ . (2.15)
Notice that the Chern-Simons current cannot be obtained as the variation with respect to the
gauge field of any funtional. It is therefore not possible to define an effective action whose
derivation with respect to the gauge field gives the covariant current.
Let us suppose now that we have one left-handed and one right-handed fermion with
the corresponding left- and right-handed anomalies. Instead of the left-right basis it is more
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convenient to introduce a vector-axial basis by defining the vectorlike current JµV = J
µ
L +J
µ
R
and the axial current JµA = J
µ
L −JµR . Let Vµ(x) be the gauge field that couples to the vectorlike
current and Aµ(x) be the gauge field coupling to the axial current. The (consistent) anomalies
for the vector and axial current turn out to be
∂µJ
µ
V =
1
24pi2
εµνρλFVµνF
A
ρλ , (2.16)
∂µJ
µ
A =
1
48pi2
εµνρλ (FVµνF
V
ρλ +F
A
µνF
A
ρλ ) . (2.17)
As long as the vectorlike current corresponds to a global symmetry nothing has gone wrong
so far. If we want to identify the vectorlike current with the electromagnetic current in nature
we need to couple it to a dynamical photon gauge field and now the non-conservation of
the vector current is worrisome to say the least. The problem arises because implicitly we
presumed a regularization scheme that treats left-handed and right-handed fermions on the
same footing. As pointed out first by Bardeen this flaw can be repaired by adding a finite
counterterm (of order h¯) to the effective action. This is the so-called Bardeen counterterm
and has the form
Bct =− 112pi2
∫
d4xεµνρλVµAνFVρλ . (2.18)
Adding this counterterm to the effective action gives additional contributions of Chern-
Simons form to the consistent vector and axial currents. With the particular coefficient
chosen it turns out that the anomaly in the vector current is canceled whereas the axial cur-
rent picks up an additional contribution such that after adding the Bardeen counterterm the
anomalies are
∂µJ
µ
V = 0 , (2.19)
∂µJ
µ
A =
1
48pi2
εµνρλ (3FVµνF
V
ρλ +F
A
µνF
A
ρλ ) . (2.20)
This definition of currents is mandatory if we want to identify the vector current with the
usual electromagnetic current in nature! It is furthermore worth to point out that both currents
are now invariant under the vectorlike U(1) symmetry. The currents are not invariant under
axial transformation, but these are anomalous anyway.
Generalizations of the covariant anomaly and the Bardeen counterterm to the non-
abelian case can be found e.g. in [54].
There is one more anomaly that will play a major role in this thesis, the mixed gauge-
gravitational anomaly [55]. 2 So far we have considered only spin one currents and have
coupled them to gauge fields. Now we also want to introduce the energy-momentum tensor
through its coupling to a fiducial background metric gµν . Just as the gauge fields, the metric
serves primarily as the source for insertions of the energy momentum tensor in correlation
functions. Just as in the case of vector and axial currents, the mixed gauge-gravitational
2In D = 4k+2 dimensions also purely gravitational anomalies can appear [56].
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anomaly is the statement that it is impossible in the quantum theory to preserve at the same
time diffeomorphisms and chiral (or axial) transformations as symmetries. It is however
possible to add Bardeen counterterms to shift the anomaly always in the sector of the spin
one currents and preserve translational (or diffeomorphism) symmetry. If we have a set
of left-handed and right-handed chiral fermions transforming under a Lie Group generated
by (Ta)L and (Ta)R in the background of arbitrary gauge fields and metric, the anomaly is
conveniently expressed through the non-conservation of the covariants current and energy
momentum tensor as
DµT µν = Fν µJµ +
ba
384pi2
ερσαβDµ
[
FρσRνµ αβ
]
, (2.21)
(DµJµ)a =
dabc
32pi2
εµνρλFbµνF
c
ρλ +
ba
768pi2
εµνρλRα βµνRβ αρλ . (2.22)
The purely group theoretic factors are
dabc =
1
2
tr(Ta{Tb,Tc})L− 12tr(Ta{Tb,Tc})R , (2.23)
ba = tr(Ta)L− tr(Ta)R . (2.24)
Chiral anomalies are completely absent if and only if dabc = 0 and ba=0.
12 Quantum Anomalies
CHAPTER 3
CHEMICAL POTENTIAL FOR ANOMALOUS
SYMMETRIES
In statistical mechanics an equilibrium state is characterized by the grand canonical density
operator ρˆ which is constructed with the exponential of the conserved charges
ρˆ =
1
Z
eβµ Pˆ
µ+∑a γaQˆa, (3.1)
with Z the partition function defined as Z = Tr eβµ Pˆ
µ+∑a γaQˆa , Pˆµ and Qˆa the momentum and
charge operators. The observables’ expectation value are computed as 〈O〉 = Tr [ρˆO]. The
parameters βµ and γa are Lagrange multipliers playing the role of a generalized temperature
and chemical potential, βµ must be a time-like vector and can be redefined as βµ = −βuµ
with the normalization condition uµuµ =−1 and γa =−βµa. It is always possible to find a
frame in which uµ = (1,0,0,0) and the density operator recovers the usual form
ρˆ =
1
Z
e−β (Hˆ+∑a µaQˆa), (3.2)
then we can interpret uµ as a velocity and then associate to the equilibrium state a velocity
field, the rest frame of the system is then the one in which the operator density looks like
(3.2).
In the context of quantum field theory is possible to find a path integral representation
of the expectation value of any observable
〈Oˆ〉=
∫
D[φ(x)]O[φ(x)]e−SE , (3.3)
the integration must be done with the boundary conditions φ(t− iβ ) = ±eµβφ(t),1 where
1The plus sign is for bosons and minus for fermions.
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Formalism Hamiltonian Boundary condition
(A) H−µQ Ψ(ti− iβ ) =±Ψ(ti)
(B) H Ψ(ti− iβ ) =±eβµΨ(ti)
Table 3.1: Two formalisms for the chemical potential
µ = ∑a qaµa, qa the charges associated to φ(x)2[
Qˆa, φˆ i(x)
]
=−qi ja φ j(x) (3.4)
and SE the Euclidean action. Often in the literature the expectation value is introduced with
(anti-)periodic boundary condition, to do so we have to redefine
φ˜(x) = eitµφ(x), (3.5)
this redefinition has the implications that all the time derivative has to be shifted by i∂0→
i∂0+µ or equivalently the field theory Hamiltonian has to be deformed by
H[φ(x)]→ H[φ(x)]−µQ[φ(x)] . (3.6)
These two formalism are completely equivalent because Qˆ is the generator of a real
symmetry and [Hˆ, Qˆ] = 0. In the case that concerns us Qˆ represent an anomalous charge, so
its commutator with the Hamiltonian is not zero3 but a c-number [Hˆ, Qˆ] = c. In this particular
case defining the density operator as (3.1) does not make sense because Qˆ is not an useful
observable to label a physical state because Q˙ 6= 0, so in principle we do not have a first
principle way to introduce the chemical potential. But still we are interested in generalize
the grand canonical partition function definition in the case of anomalous charges. To do
so we will remark the physical properties of both formalism and the fact that each approach
introduced before (see table: 3.1) differ by an axionic term consequence of
Q˙ ∝ A1
∫
d3xF ∧F +A2
∫
d3xTr[R∧R]. (3.7)
One convenient point of view on formalism (B) is the following. In a real time
Keldysh-Schwinger setup we demand some initial conditions at initial (real) time t = ti.
These initial conditions are given by the boundary conditions in (B). From then on we do the
(real) time development with the microscopic Hamiltonian H. In principle there is no need
for the Hamiltonian H to preserve the symmetry present at times t < ti. This seems an espe-
cially suited approach to situations where the charge in question is not conserved by the real
time dynamics. In the case of an anomalous symmetry we can start at t = ti with a state of
2qi jA is an hermitian matrix in the space of the internal degrees of freedom labelled by the indices i, j.
3If gauge fields are present.
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t fti
ti− iβ
Figure 3.1: At finite temperature field theories are defined on the Keldysh-Schwinger con-
tour in the complexified time plane. The initial state at ti is specified through the boundary
conditions on the fields. The endpoint of the contour is at ti− iβ where β = 1/T .
certain charge. As long as we have only external gauge fields present the one-point function
of the divergence of the current vanishes and the charge is conserved. This is not true on the
full theory since even in vacuum the three-point correlators are sensitive to the anomaly. For
the formulation of hydrodynamics in external fields the condition that the one-point functions
of the currents are conserved as long as there are no parallel electric and magnetic external
fields (or a metric that has non-vanishing Pontryagin density) is sufficient. 4
Let us assume now that Qˆ is an anomalous charge, i.e. its associated current suffers
from chiral anomalies. We first consider formalism (B) and ask what happens if we do
now the gauge transformation that would bring us to formalism (A). Since the symmetry is
anomalous the action transforms as
S[A+∂χ] = S[A]+
∫
d4xχεµνρλ
(
C1FµνFρλ +C2R
α
βµνR
β
αρλ
)
, (3.8)
with the anomaly coefficients C1 and C2 depending on the chiral fermion content. It follows
that formalisms (A) and (B) are physically inequivalent now, because of the anomaly. How-
ever, we would like to still come as close as possible to the formalism of (A) but in a form
that is physically equivalent to the formalism (B). To achieve this we proceed by introducing
a non-dynamical axion field Θ(x) and the vertex
SΘ[A,Θ] =
∫
d4xΘεµνρλ
(
C1FµνFρλ +C2R
α
βµνR
β
αρλ
)
. (3.9)
If we demand now that the “axion” transforms as Θ→ Θ− χ under gauge transformations
we see that the action
Stot [A,Θ] = S[A]+SΘ[A,Θ] (3.10)
4If dynamical gauge fields are present, such as the gluon fields in QCD even the one point function of the
charge does decay over (real) time due to non-perturbative processes (instantons) or at finite temperature due
to thermal sphaleron processes [57]. Even in this case in the limit of large number of colors these processes are
suppressed and can e.g. not be seen in holographic models in the supergravity approximation.
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is gauge invariant. Note that this does not mean that the theory is not anomalous now. We
introduce it solely for the purpose to make clear how the action has to be modified such that
two field configurations related by a gauge transformation are physically equivalent. It is
better to consider Θ as coupling and not a field, i.e. we consider it a spurion field. The gauge
field configuration that corresponds to formalism (B) is simply A0 = 0. A gauge transforma-
tion with χ = µt on the gauge invariant action Stot makes clear that a physically equivalent
theory is obtained by chosing the field configuration A0 = µ and the time dependent cou-
pling Θ = −µt. If we define the current through the variation of the action with respect to
the gauge field we get an additional contribution from SΘ,
JµΘ = 4C1ε
µνρλ∂νΘFρλ , (3.11)
and evaluating this for Θ=−µt we get the spatial current
JmΘ = 8C1µB
m . (3.12)
We do not consider this to be the chiral magnetic effect! This is only the contribution to
the current that comes from the new coupling that we are forced to introduce by going to
formalism (A) from (B) in a (gauge)-equivalent way. As we will see in the following chapters
the chiral magnetic and vortical effect are on the contrary non-trivial results of dynamical
one-loop calculations.
What is the Hamiltonian now based on the modified formalism (A)? We have to take
of course the new coupling generated by the non-zero Θ. The Hamiltonian now is therefore
H−µ
(
Q+4C1
∫
d3xε0i jkAi∂ jAk
)
, (3.13)
where for simplicity we have ignored the contributions from the metric terms.
For explicit computations from now on we will introduce the chemical potential through
the formalism (B) by demanding twisted boundary conditions. It seems the most natural
choice since the dynamics is described by the microscopic Hamiltonian H. The modified
(A) based on the Hamiltonian (3.13) is however not without merits. Could be convenient
in holography where it allows vanishing temporal gauge field on the black hole horizon and
therefore a non-singular Euclidean black hole geometry. 5
5It is possible to define a generalized formalism to make any choice for the gauge field A0 = ν , so that one
recovers formalism (A) when ν = µ and formalism (B) when ν = 0 as particular cases (see [58] for details).
CHAPTER 4
RELATIVISTIC HYDRODYNAMICS WITH ANOMALIES
4.0.1 Very brief introduction to thermodynamics
The variation of the internal energy in a thermodynamical system is
dU =−pdV +T dS+µadQa , (4.1)
where p, V , S, T , µa and Qa 1 are the pressure, volume, entropy, temperature, chemical
potentials and conserve charges. The internal energy is an extensive function depending on
the extensive variables V , S, Q, so
U(λV,λS,λQ) = λU(V,S,Q) (4.2)
now taking derivatives respect λ and evaluating at λ = 1 we can find that
U(V,S,Q) =−pV +T S+µaQa, (4.3)
from which we can derive
V d p = SdT +Qadµa. (4.4)
But having in mind hydrodynamics is convenient to define the densities s = S/V , ε =U/V
and na = Qa/V and rewrite the last expressions in term of the intensive variable
ε = −p+T s+µana (4.5)
d p = sdT +nadµa (4.6)
dε = T ds+µadna (4.7)
1 In this chapter we will label the number of conserved charges with the indices a,b, . . .
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4.0.2 Relativistic hydrodynamics
Standard thermodynamics assumes thermodynamical equilibrium, implying that the inten-
sive parameters (p,T,µ) are constant along the volume of the system, furthermore it is al-
ways possible to find a frame in which the total momentum of the system vanishes. In order
to go to systems in a more interesting state, we will allow the thermodynamical parameters
to vary in space and time taking our system out of equilibrium . However we will assume
local thermodynamical equilibrium which means that the variables vary slowly between the
points in the volume and in time, this approximation makes sense when the mean free path
of the particles is much shorter than the characteristic size or length of the system lm f p L
[59].
If we sit in a frame in which an element of fluid is at rest we will call this frame fluid
rest frame. All the thermodynamical quantities defined in this frame are Lorentz invariant by
construction, another important property is that local thermodyncamical equilibrium implies
that in this frame in such element of fluid we will have isotropy. The equations of motion are
the (anomalous) conservation laws of the energy-momentum tensor and spin one currents.
These are supplemented by expressions for the energy-momentum tensor and the current
which are organized in a derivative expansion, the so-called constitutive relations. Symme-
tries constrain the possible terms. Let us construct order by order in a derivative expansion all
the possible terms contributing to the energy momentum tensor and current, starting with the
case with no derivatives. The presence of the fluid velocity introduces a preferred direction
in space-time, so we can decompose the objects in term of their longitudinal and transverse
part. To do so we define the projector
Pµ ν = δ
µ
ν +u
µuν (4.8)
where uµ is the fluid velocity satisfying the normalization condition uµuµ = −1 and Pµ ν
satisfy the properties Pµ νuν = 0, Pµ νPν ρ = Pµ ρ and Pµ µ = 3, we also define the projector
on transverse traceless tensors
Πµν αβ =
1
2
(
Pµα P
ν
β +P
ν
αP
µ
β −
2
3
PµνPαβ
)
(4.9)
and the notation
F〈µν〉 =Πµν αβFαβ . (4.10)
The most general decomposition of the constitutive relations is
T µν = Euµuν +PPµν +qα(Pµ αuν +Pν αuµ)+Πµν αβ ταβ (4.11)
Jµa = Nau
µ +Pµ ν jνa . (4.12)
At zero order there are no gauge nor diffeomorphism covariant objects we can con-
struct, so the only contributions allowed by symmetries are
T µν = Euµuν +PPµν (4.13)
Jµa = Nau
µ . (4.14)
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Now we will sit in the fluid rest frame uµ = (1,0,0,0) in order to identify E, P and Na
with proper quantities characterizing the fluid. Then we get that the conserved quantities in
matricial form look like
T µ ν =

−E 0 0 0
0 P 0 0
0 0 P 0
0 0 0 P
 (4.15)
Jµa =

Na
0
0
0
 (4.16)
now is easy to identify the undetermined parameters, the component T 00 is the energy den-
sity, T ii the pressure and J0a the charge density in the local rest frame, so we conclude that the
constitutive relations at zero order in the derivative expansion are the one for an ideal fluid
T µ
(0) ν = εu
µuν + pPµ ν (4.17)
Jµ
(0)a = nau
µ . (4.18)
The knowledge of the constitutive relations2 and the (non) conservation laws is enough
to describe the full dynamic of the fluid. In a system with diffeomorphism invariance in 3+1
dimensions the most general conservation equations we can have are
DµT µν = Fµa νJ
ν
a +2λaDν
[
ερσαβFaρσRµν αβ
]
, (4.19)
(DµJµ)a = εµνρλ
(
3κabcFbµνF
c
ρλ +λaR
α
βµνR
β
αρλ
)
, (4.20)
where we have redefined κ¯abc = dabc96pi2 and λ¯a =
ba
768pi2 .
Now using these equation together with the zero order constitutive relations (4.17),
(4.18) and (4.5), (4.7) it is straightforward to prove that for such a fluid there exists a con-
served current which mimics how the local entropy varies along the fluid and that there is no
entropy production per particle species
Dµ(suµ) = 0, uµDµ
(
sn−1a
)
= 0 , (4.21)
so we define the zero order entropy current as
Sµ = suµ . (4.22)
2Including the so-called transport coefficients
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Notice that we have been able of construct the constitutive relations and the second law of
thermodynamics3 using symmetry arguments and the equation of motions. The procedure at
higher order in the derivatives will have the same spirit.
Before going to the higher order analysis let us remark that out of equilibrium the
fluid velocity and the thermodynamical variables are not well defined quantities, the basic
reason is the non existence of quantum operators to which we can associate their expectation
value to such observables. So we can define many local temperatures T (x) 4 that differ from
each other by gradients of hydro variables but coincide in their equilibrium value when the
gradients vanish. This implies that the coefficients E,N and P have to be of the form
E = ε(T,µ)+ fE(∂T,∂µ,∂u) (4.23)
P = p(T,µ)+ fP(∂T,∂µ,∂u) (4.24)
N = n(T,µ)+ fN(∂T,∂µ,∂u) , (4.25)
with fE, fP and fN determined by the particular definition of the fields T (x),µ(x) and uµ(x).
The choice of those fields is often called to select a frame. On the other hand the energy
momentum tensor and charged current are physical quantities, so they cannot depend on the
ambiguity of choosing a frame. Considering a redefinition of the type
T (x) → T (x)+δT (x) (4.26)
µ(x) → µ(x)+δµ(x) (4.27)
uµ(x) → uµ(x)+δuµ(x) , (4.28)
demanding invariance of T µν and Jµ under such transformations and the normalization con-
dition it is possible to realize that for an arbitrary redefinition of hydro variables these rela-
tions have to be always satisfied
δE= 0 , δP= 0 , δN = 0 , (4.29)
δqµ =−(E+P)δuµ , δ jµ =−Nδuµ , (4.30)
δτµν = 0 . (4.31)
The tensor part of the system is frame independent consequence of these transforma-
tions but the vector and scalar parts are not. However these transformations allow us to define
a frame independent vector and scalar
lµa ≡ jµa −
na
ε+ p
qµ (4.32)
f ≡ fP−
(
∂ p
∂ε
)
n
fE−
(
∂ p
∂n
)
ε
· fN . (4.33)
3In this particular case the entropy current is conserved because we are working with the ideal constitutive
relations in what follows when we consider dissipative process we will demand DµSµ ≥ 0
4The same happen for the rest of the variables
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Without loss of generality it is always possible to fix fE = fN = 0. This gauge only allows
higher order corrections to the local pressure but maintain the functions E and N being the
energy density and charge density respectively.
Now it is time to build up the first order constitutive relations, to do so it is useful to
decompose the derivatives of the velocity in term of transverse and longitudinal objects.
Dνuµ =−aµuν +σµν + 1
2
ωµν +
1
3
θPµν (4.34)
where aµ (acceleration), σµν (shear tensor), ωµν (vorticity tensor) and θ (expansion) are
defined as
θ = Dµuµ = PµνDµuν (4.35)
aµ = uνDνuµ ≡Duµ (4.36)
σµν = D(µuν)+u(µaν)− 1
3
θPµν = D〈µuν〉 (4.37)
ωµν = 2D[µuν ]+2u[µaν ] = 2PµαPνβD[αuβ ], (4.38)
notice that it is also possible to define a vorticity pseudo vector
ωµ =
1
2
εµνρλuνωρλ . (4.39)
It is straightforward to notice that the acceleration is transverse and the vorticity and shear
tensors are transverse and traceless. Now using the backgroud fields Aaµ and gµν the only
objects we can construct with only one derivative are the electric and magnetic field5
Faµν = ∂µA
a
ν −∂νAaµ +g f abcAbµAcν (4.40)
Eaµ = F
a
µνu
ν (4.41)
Baµ =
1
2
εµνρλuνFaρλ , (4.42)
finally we have to build up one derivative quantities with thermodynamical parameters, in
particular we will chose the combinations µ¯ = µ/T and T as the independent variables.
Besides we can observe that using the ideal energy and charge conservation we get that there
is only one independent scalar and five independent vectors, so we choose the scalar θ and
the independent vectors
PµνDν µ¯ , PµνDνT , ωµ , Eaµ and B
aµ . (4.43)
Now we will study the (C, P) properties of each object [60] in order to classify the
transport coefficients in terms of the anomalous and non anomalous one. Under C and P the
5Notice that there are no diffeomorphism covariant quantities constructed with the metric and containing
only one derivative
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θ Dµ µ¯ DµT aµ E
µ
a B
µ
a ωµ σµν
C + − + + − − + +
P + − − − − + + +
Table 4.1: C, P properties of the first order scalars, vectors and tensors
metric tensor is even and the epsilon tensor even and odd respectively. The vectors uµ , Dµ ,
Jµ , Sµ and Aaµ under parity behave like vectors so they are odd, the gauge field and current
are also odd under charge conjugation but the velocity, derivative and entropy current are
even. From the constitutive relations Jµa = nauµ + . . ., and Sµ = suµ + . . . we conclude that
na has (C,P)= (−,−) and s (+,+) in consequence µa and T transform in the same way to its
conjugated variables. Having this in mind we can do the following analysis, all the transport
coefficients have to be a function f (µ¯,κ,λ )6, each of this functions will have a definite
(C,P) depending on the combinations (µ¯,κ,λ ,κµ¯,λ µ¯), so the possible combinations are
(+,+) : f (µ¯,κ,λ ) = g(µ¯2,κ2,λ 2,κλ ) (4.44)
(−,+) : f (µ¯,κ,λ ) = µ¯g(µ¯2,κ2,λ 2,κλ ) (4.45)
(−,−) : f (µ¯,κ,λ ) = κg1(µ¯2,κ2,λ 2,κλ )+λg2(µ¯2,κ2,λ 2,κλ ) (4.46)
(+,−) : f (µ¯,κ,λ ) = µ¯κg1(µ¯2,κ2,λ 2,κλ )+ µ¯λg2(µ¯2,κ2,λ 2,κλ ), (4.47)
with this classification we can select systematically all the transport coefficients which are
present if and only if the system presents anomalies. The part of the constitutive relations
associated to the transport coefficients with (C,P) = (∓,−) will be split respect the ordi-
nary part. Finally that we have classified all the contributions we can write the first order
corrections to the constitutive relations as,
fP = −ζθ , (4.48)
f˜P = 0 , (4.49)
τµν = −2ησµν , (4.50)
τ˜µν = 0 , (4.51)
qα = ξ 1a E
µ
a +ξ
2
a P
ανDν µ¯a+ξ 3PανDνT , (4.52)
q˜α = σ (ε,B)a Bµa +σ
(ε,V )ωµ , (4.53)
jαa = Ω
1
abE
µ
b +Ω
2
abP
ανDν µ¯b+Ω3aP
ανDνT , (4.54)
j˜αa = σ
B
abB
µ
b +σ
V
a ω
µ , (4.55)
we use tildes to distinguish the anomalous terms from the rest.
6 f (µ¯,κ,λ ) is also a function of the temperature but because of its trivial behaviour under C and P it will be
ignored in this analysis. We are also ignoring the index structure of the quantities
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And in an frame invariant language
lµa = −ΣabEµb − Σ¯abPανDν µ¯b+ξBabBµb +ξVa ωµ +χTa PανDνT , (4.56)
f = −ζθ , (4.57)
with
Σab =
(
Ω1ab−
na
ε+ p
ξ 1b
)
, Σ¯ab =
(
Ω2ab−
na
ε+ p
ξ 2b
)
, (4.58)
ξBab =
(
σBab−
na
ε+ p
σ (ε,B)b
)
, ξVa =
(
σVa −
na
ε+ p
σ (ε,V )
)
, (4.59)
χTa =
(
Ω3a−
na
ε+ p
ξ 3
)
. (4.60)
It is possible to constrain a bit more this formulas using the second law of thermodynamics
(DµSµ ≥ 0). Combining the (non) conservation equations up to second order corrections is
possible to find a modification of the equation (4.21)
DµSµ = −µ¯aDµJµa +
(
Eaµ
T
−Dµ µ¯a
)
Jµ
(1) a−Dβ
(uα
T
)
Tαβ
(1) +Dµ s˜
µ
(1) , (4.61)
with Sµ defined as
Sµ = suµ − µ¯aJµ(1) a−
uα
T
Tαβ
(1) + s˜
µ
(1) , (4.62)
s˜µ
(1) = χaB
µ
a + χ˜ω
µ , (4.63)
This current satisfy the property uµSµ = −s which is the covariant expression to the state-
ment that in the rest frame the zero component of Sµ is the entropy density s. Substituting in
(4.61) the equations (4.50) - (4.55) we can find a set of restrictions the transport coefficients
must obey in order to always have a positive divergence of the entropy current. The most
commons frames used are the so called Landau frame and Eckart frame. The Landau frame
is defined requiring that in the rest frame of an element of fluid the energy flux to vanish, this
condition is realized in covariant form as uµT
µβ
(n) = 0.
7 On the other hand the Eckart frame
demand the presence of some conserved charge in the fluid and defines the velocity field as
the velocity of those charges, so Jµ
(n) = 0.
After imposing the positivity of DµSµ we get the most general form for the constitutive
relations for the energy-momentum tensor and the currents in the Landau frame are
T µν = εuµuν +(p−ζθ)Pµν −2ησµν , (4.64)
Jµa = nau
µ +Σab
(
Eµb −T PµαDα µ¯b
)
+ξBabB
µ
b +ξ
V
a ω
µ , (4.65)
7n > 0
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with the dissipative transport coefficients satisfying the conditions η ≥ 0, ζ ≥ 0, Σab ≥ 0,
Σ¯ab = TΣab, χTa = 0 and the anomalous one [33, 34]
ξBab = 24κ¯abcµc−
na
ε+ p
(
12κ¯abcµcµd +βbT 2
)
(4.66)
ξVa = 12κ¯abcµbµc+βaT
2− na
ε+ p
(
8κ¯bcdµbµcµd +2βbµbT 2+ γT 3
)
(4.67)
χa =
12
T
κ¯abcµbµc+βaT (4.68)
χ˜ =
4
T
κ¯abcµaµbµc+βaµaT + γT 2 , (4.69)
where βa and γ are free numerical integration constants, notice that γ 6= 0 breaks CPT [34],
so a non vanishing value for that constant is allowed only for non preserving parity theories.
A different story comes with the value of the constant βa which is completely unconstrained
by this method8. It is important to specify that these are the constitutive relations for the
covariant currents!.
4.0.3 Linear response and Kubo formulae
To compute the Kubo formulae for the anomalous transport coefficients it turns out that the
Landau frame is not the most convenient one. It fixes the definition of the fluid velocity
through energy transport. Transport phenomena related to the generation of an energy cur-
rent are therefore not directly visible, rather they are absorbed in the definition of the fluid
velocity. It is therefore more convenient to go to another frame in which we demand that the
definition of the fluid velocity is not influenced when switching on an external magnetic field
or having a vortex in the fluid. In such a frame the constitutive relations for the system take
the form
T µν = εuµuν +(p−ζθ)Pµν −ησµν + q˜µuν + q˜νuµ (4.70)
q˜µ = σ (ε,B)Bµ +σ (ε,V )ωµ (4.71)
Jµ = nuµ +Σ
(
Eµ −T PµαDα
(µ
T
))
+σBBµ +σVωµ . (4.72)
In order to avoid unnecessary clutter in the equations we have specialized now to a single
U(1) charge. Notice that now there is a sort of “heat” current present in the constitutive
relation for the energy-momentum tensor.
The derivation of Kubo formulae is better based on the usage of the consistent currents.
Since the covariant and consistent currents are related by adding suitable Chern-Simons cur-
rents the constitutive relations for the consistent current receives additional contribution from
the Chern-Simons current
Jµ = Jµ − 1
24pi2
Kµ . (4.73)
8We will see below that βa is not arbitrary but is completely fixed by the mixed gauge gravitational anomaly
coefficient λa
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If we were to introduce the chemical potential according to formalism A (table: 3.1) via
a deformation of the field theory Hamiltonian we would get an additional contribution to
the consistent current from the Chern-Simons current. In this case it is better to go to the
modified formalism A′ that also introduces a spurious axion field and another contribution to
the current JΘ (3.12) has to be added
Jµ = Jµ − 1
24pi2
Kµ + JµΘ . (4.74)
For the derivation of the Kubo formulae it is therefore more convenient to work with
formalism (B) in which the chemical potential is introduced via the boundary condition
shown in table: 3.1. Otherwise there arise additional contributions to the two point functions.
We will briefly discuss them in the next chapter.
From the microscopic view the constitutive relations should be interpreted as the one-
point functions of the operators T µν and Jµ in a near equilibrium situation, i.e. gradients in
the fluid velocity, the temperature or the chemical potentials are assumed to be small. From
this point of view Kubo formulae can be derived. In the microscopic theory the one-point
function of an operator near equilibrium is given by linear response theory whose basic
ingredient are the retarded two-point functions. If we consider a situation with the space-
time slightly perturbed from Minkowski gµν = ηµν + hµν in such a way that the only non
vanishing deviation is hxy = hxy(t) and all other sources switched off, i.e. the fluid being at
rest uµ = (1,0,0,0) and no gradients in temperature, chemical potentials or gauge fields the
energy momentum tensor is simplified to
T xy ≡ 〈T xy〉=−phxy−η h˙xy . (4.75)
Fourier transforming the equation h˙xy = iωhxy and using linear response theory, the energy
momentum tensor is given through the retarded two-point function by
T xy = 〈T xyT xy〉hxy . (4.76)
Equating the two expressions for the expectation value of the energy momentum tensor we
find the Kubo formula for the shear viscosity
η = lim
ω→0
− 1
ω
Im[〈T xyT xy〉] . (4.77)
This has to be evaluated at zero momentum. The limit in the frequency follows because the
constitutive relation are supposed to be valid only to lowest order in the derivative expansion,
therefore one needs to isolate the first non-trivial term.
Now we want to find some simple special cases that allow the derivation of Kubo
formulae for the anomalous conductivities. A very convenient choice is to go to the rest
frame uµ = (1,0,0,0), switch on a vector potential in the y-direction that depends only on
the z direction and at the same time a metric deformation ds2 = −dt2 + htydtdy+ d~x2 with
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hty≡Agy(z). It is clear that such a gauge field introduces a background magnetic field pointing
in the x direction Bx = −∂zAy, analogously happens with the metric. In linearised gravity
is well know that a perturbation like the introduced above behave as an abelian gauge field
(see [61]), the gravito-magnetic field will be Bgx =−∂zAgy . To linear order in the background
fields the non-vanishing components of the energy-momentum tensor and the current are
T 0x = σ εBBx+σ
ε
V B
g
x , (4.78)
Jx = σBBx+σV Bgx . (4.79)
Notice that in the place of the vorticity field the gravito-magnetic field appear, that happens
because in the rest frame the lower index velocity looks like uµ = (−1,0,Agy ,0), in conse-
quence the vorticity coincide with the gravito-magnetic field, so at linear order the chiral
vortical effect can be understood as a chiral gravito-magnetic effect9.
Now going to momentum space and differentiating with respect to the sources Ay and
hty we find therefore the Kubo formulae [18, 36]
σB = limkz→0
i
k z〈JxJy〉 σV = limkz→0 ik z〈JxT ty〉
σ εB = limkz→0
i
k z〈T txJy〉 σ εV = limkz→0 ik z〈T txT ty〉
(4.80)
All these correlators are to be taken at precisely zero frequency. As these formulas are
based on linear response theory the correlators should be understood as retarded ones. They
have to be evaluated however at zero frequency and therefore the order of the operators can
be reversed. From this it follows that the chiral vortical conductivity coincides with the chiral
magnetic conductivity for the energy flux σV = σ εB . These formulas are part of the key point
of this thesis because we will use them to compute those transport coefficients in weakly and
strongly coupled regimes.
We also want to discuss how these transport coefficients are related to the ones in
the more commonly used Landau frame. They are connected by a redefinition of the fluid
velocity of the form
uµ → uµ − 1
ε+ p
qµ , (4.81)
to go from (4.70)-(4.72) to (4.64)-(4.65). We could also construct the frame invariant vector
lµ to directly identify the transport coefficients in such a frame.
ξB = lim
kn→0
−i
2kn
∑
k.l
εnkl
(〈
JkJl
〉
− n
ε+ p
〈
T 0kJl
〉)
, (4.82)
ξV = lim
kn→0
−i
2kn
∑
k.l
εnkl
(〈
JkT 0l
〉
− n
ε+ p
〈
T 0kT 0l
〉)
, (4.83)
9see [62]
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where we have employed a slightly more covariant notation. The generalization to the non-
abelian case is straightforward.
It is also worth to compare to the Kubo formulae for the dissipative transport coeffi-
cients (4.77). In the dissipative cases one first goes to zero momentum and then takes the
zero frequency limit. In the anomalous conductivities this is the other way around, one first
goes to zero frequency and then takes the zero momentum limit. Another observation is that
the dissipative transport coefficients sit in the anti-Hermitean part of the retarded correlators,
i.e. the spectral function whereas the anomalous conductivities sit in the Hermitean part. The
rate at which an external source fI does work on a system is given in terms of the spectral
function of the operator OI coupling to that source as
dW
dt
=
1
2
ω fI(−ω)ρ IJ(ω) fJ(ω) . (4.84)
The anomalous transport phenomena therefore do no work on the system, first they take place
at zero frequency and second they are not contained in the spectral function ρ = −i2 (Gr−G†r ).
4.0.4 Second Order expansion
Now we want to go a step forward in the derivative expansion and to make our work easier
and having applications to holography in mind, from now on we will consider the case of
conformal fluids. This assumption introduces a big simplification in order to build up the
second order constitutive relations because of the big symmetry restriction introduced with
the conformal symmetry.
Some notion on conformal/Weyl covariant formalism is needed to construct the con-
stitutive relations up to second order, for a detailed explanation see [63]. A conformal fluid
has to be invariant under the change
gµν → e−2φ(x)gµν , (4.85)
where φ(x) is an arbitrary function. We will say that a tensor is Weyl convariant with weight
w if transform as
Tαβ ...µν ... → ewφ(x)Tαβ ...µν ... . (4.86)
The consequences of conformal symmetry on hydrodynamics are, that the energy
momentum tensor and (non)-conserved currents have to be covariant under Weyl transfor-
mations and the energy momentum has to be traceless modulo contributions from Weyl
anomaly. To construct Weyl covariant quantities is necessary to introduce the Weyl con-
nection
Aµ = uνDµuν − 13Dνu
ν (4.87)
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Field weight
µ , T , uµ 1
gµν -2
p 4
n, Eµ , Bµ 3
Table 4.2: Weyl weights for the chemical potential, temperature, fluid velocity, metric, pres-
sure, charge density, electric field and magnetic field
and a Weyl covariant derivative
DλQ
µ...
ν ... = DλQ
µ...
ν ... −wAλQµ...ν ... +
+
[
gλαA
µ −δ µλ Aα −δ
µ
αAλ
]
Qα...ν ... + . . .
−[gλνAα −δαλ Aν −δαν Aλ ]Qµ...α...+ . . . (4.88)
It is possible to reduce in a systematic way the number of independent sources con-
tributing to the constitutive relations impossing Weyl covariance and the hydrodynamical
equation of motions (Ward idetities). In the Refs. [60, 31, 32] a classification in the so called
Landau frame of all the possible terms that can appear in the energy momentum tensor and
U(1) current has been done up to second order. The Ward identities in four dimensions
in presence of quantum anomalies are shown in (4.20) and (4.19), the curvature part was
always neglected because is fourth order in derivative and the expansion was done up to
second order. But in [37, 39] was shown that the gravitational anomaly indeed fixed part
of the transport coefficient at first order, actually in [46] was understood why the derivative
expansion breaks down in presence of the gravitational anomaly.
Before start writing the constitutive relations it is useful to study the Weyl weight of
the hydro variables (see table: 4.2).
Now with these ingredients we can write down the constitutive relations split in the
equilibrium, first and second order part in the Landau Frame
T µν = p(4uµuν +ηµν)+ τµν
(1) + τ
µν
(2) + τ˜
µν
(2) (4.89)
Jµ = nuµ + jµ
(1)+ j˜
µ
(1)+ j
µ
(2)+ j˜
µ
(2), (4.90)
the subindex in parenthesis means the order in derivative. Weyl invariance implies the equa-
tion of state ε = 3p and the vanisihing of the bulk viscosity ζ = 0. Remembering the contri-
butions at first order in a Weyl covariant language
τµν
(1) = −2ησµν (4.91)
j˜µ
(1) = ξVω
µ +ξBBµ , j
µ
(1) =−Σ(T PµνDν µ¯−Eµ) , (4.92)
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with the shear and vorticity tensors rewritten as
σµν =
1
2
(
Dµuν +Dνuµ
)
(4.93)
ωµν = Dµuν −Dνuµ . (4.94)
The second order sources can be constructed using the same method as in the first order
with the extra consideration of being Weyl convariant see [60], beside the derivative of the
first order objects we have a new covariant object which is the conformal Weyl tensor of the
background metric Cµνρλ . So, the full set of second order corrections are
τµν
(2) =
a=15
∑
a=1
λaT(a)µν , τ˜
µν
(2) =
a=8
∑
a=1
λ˜aT˜(a)µν , (4.95)
jµ
(2) =
a=10
∑
a=1
ξaJ(a)µ , j˜
µ
(2) =
a=5
∑
a=1
ξ˜aJ˜(a)µ ,
with the second order vector and tensors defined as
T(1)µν = uαDασµν , T(2)µν = σ 〈µ γσν〉γ , T(3) = σ 〈µ γωµ〉γ ,
T(4)µν = ω〈µ γων〉γ , T(5)µν =D〈µDν〉µ¯, T(6)µν =D〈µ µ¯Dν〉µ¯,
T(7)µν =D〈µEν〉, T(8)µν = E〈µDµ〉ν¯ , T(9)µν = E〈µEν〉,
T(10)µν = B〈µBν〉, T(11)µν = εγδη〈µuγBδσν〉 η , T(12)µν = ω〈µBν〉,
T(13)µν =CµανβPαβ , T(14)µν = εµαβγενδηλCαβδηuγuλ , T(15)µν = ε〈µγδηCγδ ν〉λuηuλ ,
(4.96)
T˜(1)µν =D〈µων〉, T˜(2)µν = ω〈µDν〉µ¯, T˜(3) = εγδη〈µσν〉 ηuγDδ µ¯,
T˜(4)µν =D〈µBν〉, T˜(5)µν = B〈µDν〉µ¯, T˜(6)µν = E〈µBν〉,
T˜(7)µν = εγδη〈µσν〉 ηuγEδ , T˜(8)µν = ω〈µEν〉,
(4.97)
J(1)µ = σµνDν µ¯, J(2)µ = ωµνDν µ¯, J(3)µ = PµνDασνα ,
J(4)µ = PµνDαωνα , J(5)µ = σµνEν , J(6)µ = ωµνEν ,
J(7)µ = uνDνEµ , J(8)µ = εµναβuνBαDβ µ¯, J(9)µ = εµναβuνEαBβ ,
J(10)µ = εµναβuνDαBβ ,
(4.98)
J˜(1)µ = σµνων , J˜(2)µ = σµνBν , J˜(3)µ = ωµνBν ,
J˜(4)µ = εµναβuνEαDβ µ¯, J˜(5)µ = εµναβuνDαEβ ,
(4.99)
In chapter: 8 we will compute all those second order transport coefficients using a
holographic model which realize both gravitational and gauge anomalies, but we shall as-
sume the fluid living in a flat space time, so the contribution to constitutive relations coming
from the curvature tensor will be ignored.
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CHAPTER 5
A HOLOGRAPIC MODEL FOR THE CHIRAL
SEPARATION AND CHIRAL MAGNETIC EFFECT
The anomalous conductivities (1.1) and (1.2) have been studied in holographic models of
QCD by introducing chemical potentials for left and right chiral quarks as boundary values
for corresponding bulk gauge fields [64, 47]. However, it was pointed out by Ref. [48] that
in these calculations the axial anomaly was not realized in consistent form and that the cor-
responding electromagnetic current was not strictly conserved. Correcting the situation by
means of Bardeen’s counterterm [52, 65] instead led to a vanishing result for the electro-
magnetic current in the holographic QCD model due to Sakai and Sugimoto [66, 67]1, while
recovering the result (1.1) for the anomalous axial conductivity. Indeed, the two anomalous
conductivities (1.1) and (1.2) differ in that in the former case there is no difficulty with intro-
ducing a chemical potential for quark number, while a chemical potential for chirality refers
to a chiral current that is anomalous. In [49] we solved the problem of introducing chemi-
cal potential for anomalous charges, realizing (holographically) the differences between the
formalism resumed in table 3.1 in the case of anomalous charges.
5.0.5 Comparing formalisms and Kubo formulae computation
Now we want to give a detailed analysis of the different Feynman graphs that contribute to
the Kubo formulae in the different formalisms for the chemical potentials. The simplest and
most economic formalism is certainly the one labeled (B) in which we introduce the chem-
ical potentials via twisted boundary conditions. The Hamiltonian is simply the microscopic
Hamiltonian H. Relevant contributions arise only at first order in the momentum and at zero
frequency and in this kinematic limit only the Kubo formulae for the chiral magnetic con-
ductivity is affected. In the figure (5.1) we summarize the different contributions to the Kubo
1In Ref. [68] a finite result was obtained in a bottom-up model that is nonzero only due to extra scalar fields.
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(A)
A0 = µ
vacuum loop
(A′)
A0 = µ
vacuum loop
Θ
coupling to spurious Θ field
finite T, µ loop
finite T, µ loop
(B)
finite T, µ loop
Figure 5.1: Contributions to the Kubo formula for the chiral magnetic conductivity in the
different formalisms for the chemical potential.
formulae in the three ways to introduce the chemical potential2.
The first of the Feynman graphs is the same in all formalisms. It is the genuine fi-
nite temperature and finite density one-loop contribution. This graph is finite because the
Fermi-Dirac distributions cutoff the UV momentum modes in the loop. In the formalism
(A) we need to take into account that there is also a contribution from the triangle graph
with the fermions going around the loop in vacuum. For a non-anomalous symmetry this
graph vanishes simply because on the upper vertex of the triangle sits a field configuration
that is a pure gauge. If the symmetry under consideration is however anomalous the triangle
diagram picks up just the anomaly. Even pure gauge field configurations become physically
distinct from the vacuum and therefore this diagram gives a non-trivial contribution. On the
level of the constitutive relations this contribution corresponds to the Chern-Simons current
in (4.73). We consider this contribution to be unwanted. After all the anomaly would make
even a constant value of the temporal gauge field A0 observable in vacuum. An example is
provided for a putative axial gauge field A5µ . If present the absolute value of its temporal
component would be observable through the axial anomaly. We can be sure that in nature no
such background field is present. The third line (A′) introduces also the spurious axion field
Θ the only purpose of this field is to cancel the contribution from the triangle graph. This
cancellation takes place by construction since (A′) is gauge equivalent to (B) in which only
the first genuine finite T,µ part contributes. It corresponds to the contribution of the current
JµΘ in (4.74).We further emphasize that these considerations are based on the usage of the
consistent currents.
In the interplay between axial and vector currents additional contributions arise from
the Bardeen counterterm. It turns out that the triangle or Chern-Simons current contribution
2This Feynman diagram analysis only makes sense in a weak coupled theory, but anyway gives us an useful
understanding of the physics
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to the consistent vector current in the formalism (A) cancels precisely the first one [48, 49] as
we shall see below. Our take on this is that a constant temporal component of the axial gauge
field A50 = µ5 would be observable in nature and can therefore be assumed to be absent. The
correct way of evaluating the Kubo formulae for the chiral magnetic effect is therefore the
formalism (B) or the gauge equivalent one (A′).
At this point the reader might wonder why we introduced yet another formalism (A′)
which achieves appearently nothing but being equivalent to formalism (B). At least from
the perspective of holography there is a good reason for doing so. In holography the strong
coupling duals of gauge theories at finite temperature in the plasma phase are represented
by five dimensional asymptotically Anti- de Sitter black holes. Finite charge density trans-
lates to charged black holes. These black holes have some non-trivial gauge flux along the
holographic direction represented by a temporal gauge field configuration of the form A0(r)
where r is the fifth, holographic dimension. It is often claimed that for consistency rea-
sons the gauge field has to vanish on the horizon of the black hole and that its value on the
boundary can be identified with the chemical potential
A0(rH) = 0 and A0(r→ ∞) = µ , (5.1)
is important to remark that the l.h.s. of (5.1) is just a gauge fixation and the boundary
condition is the r.h.s.
According to the usual holographic dictionary the gauge field values on the boundary
correspond to the sources for currents. A non-vanishing value of the temporal component
of the gauge field at the boundary is therefore dual to a coupling that modifies the Hamil-
tonian of the theory just as in (3.6). Thus with the boundary conditions (5.1) we have the
holographic dual of the formalism (A). If anomalies are present they are represented in
the holographic dual by five-dimensional Chern-Simons terms of the form A∧F ∧F . The
two point correlator of the (consistent) currents receives now contributions from the Chern-
Simons term that is precisely of the form of the second graph in (A) in figure 5.1. As we have
argued this is an a priory unwanted contribution. We can however cure that by introducing an
additional term in the action of the form (3.9) living only on the boundary of the holographic
space-time. In this way we can implement the formalism (A′), cancel the unwanted triangle
contribution with the third graph in (A′) in figure 5.1 and maintain A0(rH) = 0!
The claim that the temporal component of the gauge field has to vanish at the horizon
is of course not unsubstantiated. The reasoning goes as follows. The Euclidean section of
the black-hole space time has the topology of a disc in the r,τ directions, where τ is the
Euclidean time. This is a periodic variable with period β = 1/T where T is the (Hawking)
temperature of the black hole and at the same time the temperature in the dual field theory.
Using Stoke’s law we have ∫
∂D
A0 dτ =
∫
D
Fr0 dr dτ , (5.2)
where Fr0 is the electric field strength in the holographic direction and D is a Disc with origin
at r = rH reaching out to some finite value of r f . If we shrink this disc to zero size, i.e. let
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Boundary
A0 =−µ
A0 = µ
A0 = 0
A0 = 0
Horizon
Figure 5.2: A sketch of the Euclidean black hole topology. A singularity at the horizon arises
if we do not choose the temporal component of the gauge field to vanish there. On the other
hand allowing the singularity to be present changes the topology to the one of a cylinder and
this in turn allows twisted boundary conditions.
r f → rH the r.h.s. of the last equation vanishes and so must the l.h.s. which approaches
the value βA0(rH). This implies that A0(rH) = 0. If on the other hand we assume that
A0(rH) 6= 0 then the field strength must have a delta type singularity there in order to satisfy
Stokes theorem. Strictly speaking the topology of the Euclidean section of the black hole
is not anymore that of a disc since now there is a puncture at the horizon. It is therefore
more appropriate to think of this as having the topology of a cylinder. Now if we want to
implement the formalism (B) in holography we would find the boundary conditions
A0(rH) = µ (5.3)
and the gauge fixation A0(r→ ∞) = 0 and precisely such a singularity at the horizon would
arise. In addition we would need to impose twisted boundary conditions around the Eu-
clidean time τ for the fields just as in (table: 3.1). Now the presence of the singularity seems
to be a good thing: if the space time would still be smooth at the horizon it would be impos-
sible to demand these twisted boundary conditions since the circle in τ shrinks to zero size
there. If this is however a singular point of the geometry we can not really shrink the circle
to zero size. The topology being rather a cylinder than a disc allows now for the presence of
the twisted boundary conditions.
It is also important to note that in all formalisms the potential difference between the
boundary and the horizon is given by µ . This has a very nice intuitive interpretation. If we
bring a unit test charge from the boundary to the horizon we need the energy ∆E = µ . In the
dual field theory this is just the energy cost of adding one unit of charge to the thermalized
system and coincides with the elementary definition of the chemical potential. In this chapter
we will consider the “boundary condition”
A0(rH)−A0(r→ ∞) = µ (5.4)
with non gauge fixation for that component of the gauge field in order to illustrate the above
discussion.
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It is important to distinguish between thermodynamic state variables such as chemical
potentials and background gauge fields (as also pointed out by Ref. [69]). Recall that the
holographic dictionary instructs us to construct a functional of boundary fields and that n-
point functions are obtained by functional differentiation with respect to the boundary fields.
For a gauge field the expansion close to the boundary takes the form
Aµ(x,r) = A
(0)
µ (x)+
A(2)(x)
r2
+ . . . .
The leading term in this expansion is the source for the current Jµ . The subleading term
is often identified with the one-point function of the current. This is, however, not true
in general. As has been pointed out in Ref. [48], in the presence of a bulk Chern-Simons
term, the current receives also contributions from the Chern-Simons term and A(2)µ (x) can, in
general, not be identified with the vev of the current. On the other hand a constant value of
A(0)0 is often identified with a chemical potential. This is, however, slightly misleading since
the holographic realization of the chemical potential is given by the potential difference
between the boundary and the horizon and only in a gauge in which the A0 vanishes at the
horizon such an identification can be made. Even in this case we have to keep in mind
that the boundary value of the gauge field is the source of the current whereas the potential
difference between horizon and boundary is the chemical potential.
5.1 The (holographic) Model
We will consider the simplest possible holographic model for one quark flavor in a chirally
restored deconfined phase.3 It consists of taking two gauge fields corresponding to the two
chiralities for each quark flavor in a five dimensional AdS black hole background.
The action is given by two Maxwell actions for left and right gauge fields plus sep-
arate Chern Simons terms corresponding to separate anomalies for left and right chiral
quarks. The Chern-Simons terms are however not unique but can be modified by adding
total derivatives. A total derivative which enforces invariance under vector gauge transfor-
mations δVM = ∂Mλ(V ) corresponds to the so-called Bardeen counterterm [52, 65], leading
to the action
S =
∫
d5x
√−g
(
− 1
4g2V
F(V )MN F
MN
(V ) −
1
4g2A
F(A)MN F
MN
(A) +
κ
2
εMNPQRAM(F
(A)
NP F
(A)
QR +3F
(V )
NP F
(V )
QR )
)
(5.5)
Since the Chern-Simons term depends explicitly on the gauge potential AM the action is
gauge invariant under δAM = ∂Mλ(A) only up to a boundary term. This non-invariance is the
holographic implementation of the axial U(1) anomaly, when identifying the gauge fields as
holographic sources for the currents of global U(1) symmetries in the dual field theory. A
3The even simpler model considered in Ref. [69] is instead closer to a single quark flavor in a chirally
broken phase where right and left chiralities are living on the two boundaries of a single brane.
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rigorous string-theoretical realization of such a setup is provided for example by the Sakai-
Sugimoto model [66, 67]. As usually done in the latter, we neglect the backreaction of the
bulk gauge fields on the black hole geometry.
In order to compute the field equations and the boundary action, from which we shall
obtain the two- and three-point functions of various currents, we expand around fixed back-
ground gauge fields and to second order in fluctuations. The gauge fields are written as
AM = A
(0)
M +aM , VM =V
(0)
M + vM (5.6)
where the A(0)M and V
(0)
M are the background fields and the lower case letters are the fluctua-
tions.
After a little algebra we find to first order in the fluctuations
δS(1)bulk+∂ =
∫
bulk
drd4x
√−g
{
aM
[
1
g2A
∇NFNM(A) +
3κ
2
εMNPQR(F(A)NPF
(A)
QR +F
(V )
NPF
(V )
NP )
]
+
vM
[
1
g2V
∇NFNM(V ) +3κε
MNPQR(F
(A)
NPF
(V )
QR )
]}
+ (5.7)∫
∂
d4x
[
aµ
(
1
g2A
√−gFµr
(A)+2κε
µνρλAνF
(A)
ρλ
)
+vµ
(
1
g2V
√−gFµr
(V )+6κε
µνρλAνF
(V )
ρλ
)]
,
where calligraphic strength tensors refer to the background ones. From the bulk term we get
the equations of motion and from the boundary terms we can read the expressions for the
non renormalized consistent currents,
Jµ =
[
1
g2V
√−gFµr
(V )+6κε
µνρλAνF
(V )
ρλ
]
∂
, (5.8)
J
µ
5 =
[
1
g2A
√−gFµr
(A)+2κε
µνρλAνF
(A)
ρλ
]
∂
. (5.9)
On-shell they obey
∂µJµ = 0 ,
∂µJ
µ
5 = −
κ
2
εµνρλ
(
3F(V )µν F
(V )
ρλ +F
(A)
µν F
(A)
ρλ
)
. (5.10)
As expected, the vector like current is exactly conserved. Comparing with the standard result
from the one loop triangle calculation we find κ =− Nc24pi2 for a dual strongly coupled SU(Nc)
gauge theory for a massless Dirac fermion in the fundamental representation.
We emphasize that only by demanding an exact conservation law for the vector current
we can consistently couple it to an (external) electromagnetic field. This leaves no ambiguity
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in the definitions of the above currents as the ones obtained by varying the action with respect
to the gauge fields and which obey (5.10). In particular, we have to keep the contributions
from the Chern-Simons terms in the action, which are occasionally ignored in holographic
calculations.
The second order term in the expansion of the action is
S(2)bulk+∂ =
∫
bulk
{
aM
[
1
2g2A
∇N f NM(A) +
3κ
2
εMNPQR(F(A)NP f
(A)
QR + f
(V )
NP F
(V )
QR )
]
+
vM
[
1
2g2V
∇N f NM(V ) +
3κ
2
εMNPQR( f (A)NP F
(V )
QR + f
(V )
NP F
(A)
QR)
]}
+ (5.11)∫
∂
[√−g
2
(
1
g2A
aµ f
µr
(A)+
1
g2V
vµ f
µr
(V ))+κε
µνρλ (Aνaµ f
(A)
ρλ +3vµAν f
(V )
ρλ +3vµaνF
(V )
ρλ )
]
,
where fMN is the field strength of the fluctuations. Again the action is already in the form of
bulk equations of motion plus boundary term.
As gravitational background we take the planar AdS Schwarzschild metric
ds2 =− f (r)dt2+ dr
2
f (r)
+
r2
L2
(dx2+dy2+dz2) . (5.12)
with f = r
2
L2 −
r4+
r2 . The temperature is given in terms of the horizon by r+= L
2piT . We rescale
the r coordinate such that the horizon lies at r = 1 and we also will set the AdS scale L = 1.
Furthermore we also rescale time and space coordinates accordingly. To recover the physical
values of frequency and momentum we thus have to do replace (ω,k)→ (ω/(piT ),k/(piT )).
The background gauge fields are
A(0)0 (r) = Φ(r) = α−
β
r2
, (5.13)
V (0)0 (r) = Ψ(r) = ν−
γ
r2
. (5.14)
As we said before we will introduce the chemical potential as the difference of energy in
the system with a unit of charge at the boundary and a unit of charge at the horizon. the
integration constants β and γ are thus fixed to
β = µ5 (5.15)
γ = µ (5.16)
where µ is the chemical potential of the vector symmetry and µ5 the chemical potential
of the axial U(1). The constants α and ν we take to be arbitrary and we will eventually
consider them as sources for insertions of the operators J0 and J05 at zero momentum. Due
to our choice of coordinates the physical value of the chemical potentials is recovered by
µ → piTµ .
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We can now compute the charges present in the system from the zero components of
the currents (5.8)
J0 =
2γ
g2V
(5.17)
J05 =
2β
g2A
(5.18)
It is important to realize that without a Chern-Simons term the action for a gauge field in the
bulk depends only on the field strengths and is therefore independent of constant boundary
values of the gauge field. The action does, of course, depend on the physically measurable
difference of the potential between the horizon and the boundary. For our particular model,
the choice of the Chern-Simons term results, however, also in an explicit dependence on the
integration constant α . It is crucial to keep in mind that α is a priori unrelated to the chiral
chemical potential but plays the role of the source for the operator J05 at zero momentum.
For the fluctuations we choose the gauge ar = 0. We take the fluctuations to be of plane
wave form with frequency ω and momentum k in x-direction. The relevant polarizations are
then the y- and z-components, i.e. the transverse gauge field fluctuations. The equations of
motion are
v′′a +(
f ′
f
+
1
r
)v′a+
(ω2r2− f k2)
f 2r2
va+
12iκg2V k
f r
εab(Φ′vb+Ψ′ab) = 0 , (5.19)
a′′a +(
f ′
f
+
1
r
)a′a+
(ω2r2− f k2)
f 2r2
aa+
12iκg2Ak
f r
εab(Φ′ab+Ψ′vb) = 0 . (5.20)
Prime denotes differentiation with respect to the radial coordinate r. The two-dimensional
epsilon symbol is εyz = 1.
There is also a longitudinal sector of gauge field equations. They receive no contribu-
tion from the Chern-Simons term and so are uninteresting for our purposes.
The boundary action in Fourier space in the relevant transversal sector is
S(2) =
∫
∂
dk
[
−r f
2
(
1
g2A
ab−k(a
b
k)
′+
1
g2V
vb−k(v
b
k)
′)−2ikκεbcα
(
ab−ka
c
k +3v
b
−kv
c
k
)]
(5.21)
As anticipated, the second order boundary action depends on the boundary value of the axial
gauge field but not on the boundary value of the vector gauge field.
From this we can compute the holographic Green function. The way to do this is to
compute four linearly independent solutions that fulfill infalling boundary conditions on the
horizon [70, 71]. At the AdS boundary we require that the first solution asymptotes to the
vector (vy,vz,ay,az) = (1,0,0,0), the second solution to the vector (0,1,0,0) and so on. We
can therefore build up a matrix of solution Fk I J(r) where each column corresponds to one
of these solutions [72]. Given a set of boundary fields a(0)i (k), v
(0)
i (k) which we collectively
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arrange in the vector ϕ I,(0)(k), the bulk solution corresponding to these boundary fields is
ϕ I(k,r) = F Ik Jϕ
J,(0)(k) (5.22)
F is the (matrix valued) bulk-to-boundary propagator for the system of coupled differential
equations.
The holographic Green function is then given by
GIJ =−2 lim
r→∞(AIL(Fk
L
J)
′+BIJ) (5.23)
The matrices A and B can be read off from the boundary action as
A=−1
2
r f
( 1
g2V
0
0 1
g2A
)
, B=−2iκkα
(
3εi j 0
0 εi j
)
(5.24)
(notice that F becomes the unit matrix at the boundary).
We are interested here only in the zero frequency limit and to first order in an expansion
in the momentum k.4 In this limit the differential equations can be solved explicitly. To this
order the matrix bulk-to-boundary propagator is
F =

1 −g2Aµ5g(r) 0 −g2Vµg(r)
g2Aµ5g(r) 1 g
2
Vµg(r) 0
0 −g2Vµg(r) 1 −g2Aµ5g(r)
g2Vµg(r) 0 g2Aµ5g(r) 1
 (5.25)
where g(r) = 6ikκ log(1+1/r2). We find then the holographic current two-point functions
in presence of the background boundary gauge fields A0 = ν and A50 = α
〈JaJb〉 = −12iκk(µ5−α)εab (5.26)
〈Ja5Jb〉 = −12iκkµεab (5.27)
〈Ja5Jb5〉 = −4iκk(3µ5−α)εab (5.28)
Although µ,µ5 and the boundary gauge field value α enter in very similar ways in this result,
we need to remember their completely different physical meaning. The chemical potentials
µ and µ5 are gauge invariant physical state variables whereas α is the source for insertions
of J05(0). Had we chosen the “gauge” α = µ5 we would have concluded (erroneously) that
the two-point correlator of electric currents vanishes. We see now that with µ5 introduced
separately from α that this not so. We simply have obtained expressions for the correlators
in the physical state described by µ and µ5 in the external background fields α and ν . Due to
the gauge invariance of the action under vector gauge transformations the constant mode of
the source ν does not appear. The physical difference between the chemical potentials and
4In this approximation the on shell action does not need to be renormalized
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the gauge field values is clear now. The susceptibilities of the two-point functions obtained
by differentiating with respect to the chemical potentials are different from the three-point
functions obtained by differentiating with respect to the gauge field values. Finally, we
remark that the temperature dependence drops out due to the opposite scaling of k and µ , µ5.
To compute the anomalous conductivities we therefore have to evaluate the two-point
function for vanishing background fields ν = α = 0. We obtain, in complete agreement with
the well-known weak coupling results,
Ji = e2σCMEBi, σCME = lim
k→0
iεab
2k
〈JaJb〉|ν=α=0 = Nc2pi2µ5, (5.29)
Ji5 = eσaxialB
i, σCSE = lim
k→0
iεab
2k
〈Ja5Jb〉|ν=α=0 =
Nc
2pi2
µ, (5.30)
Ji5 = σ55B
i
5, σ55 = limk→0
iεab
2k
〈Ja5Jb5〉|ν=α=0 =
Nc
2pi2
µ5. (5.31)
We are tempted to call all σ ’s conductivities. This is, however, a slight misuse of language in
the case of σ55. Formally σ55 measures the response due to the presence of an axial magnetic
field ~B5 = ∇× ~A5. Since such fields do not exist in nature, we cannot measure σ55 in the
same way as σCME and σCSE .
Since the two-point functions (5.26) still depend on the external source α we can also
obtain the three point functions in a particular kinematic regime. Differentiating with respect
to α (and ν) we find the three point functions
〈Ja(k)Jb(−k)J0(0)〉 = 0, (5.32)
〈Ja5(k)Jb(−k)J0(0)〉 = 0, (5.33)
〈Ja5(k)Jb5(−k)J0(0)〉 = 0, (5.34)
〈Ja(k)Jb(−k)J05(0)〉 = −ik
Nc
2pi2
εab, (5.35)
〈Ja5(k)Jb(−k)J05(0)〉 = 0, (5.36)
〈Ja5(k)Jb5(−k)J05(0)〉 = −ik
1
3
Nc
2pi2
εab. (5.37)
Note the independence on chemical potentials and temperature. Therefore, these expression
hold also in vacuum.
Although the anomaly is conventionally expressed through the divergence of the axial
current we can also see it from these three-point functions containing the axial current at
zero momentum. The zero component of the current at zero momentum is nothing but the
total charge Q and Q5. Since all currents are neutral they should commute with the charges
and if we are not in a situation of spontaneous symmetry breaking the vacuum should be
annihilated by the charge. From this it follows that insertions of Q into correlation functions
of currents should annihilate them. And this is indeed what an insertion of the electric
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charge Q does. Insertion of Q5 however does result in a non trivial three-point correlator and
therefore expresses the non-conservation of axial charge!
Equations (5.35) and (5.37) show the sensitivity of the theory to a constant temporal
component of the axial gauge field even at zero temperature and chemical potentials. If the
axial U(1) symmetry was exactly conserved, such a constant field value would be a gauge
degree of freedom and the theory would be insensitive to it. Since this symmetry is, how-
ever, anomalous, it couples to currents through these threepoint functions. The correlators
(5.35) and (5.37) can therefore be understood as expressing the anomaly in the axial U(1)
symmetry.
In the next chapter we will check these results in vacuum at weak coupling by calculat-
ing the triangle diagram in the relevant kinematic regimes, this consistency check will come
as a confirmation that our intuition comparing formalism (table 3.1) is the right one and that
we have to compute expectation values at finite temperature with anomalous charges either
in formalism (B) or formalism (A’).
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CHAPTER 6
GAS OF FREE FERMIONS
e An important property of the two- and three-point functions we just calculated is that they
are independent of temperature. The three-point functions are furthermore independent of
the chemical potentials. Therefore, the results for the three-point function should coincide
with correlation functions in vacuum. So in this chapter we will start computing the three
point functions (5.32)-(5.37) in vacuum and then we will move to a finite temperature and
chemical potential situation to compute two point functions and use the Kubo formulae (4.80)
to extract the anomalous transport coefficients.
6.1 Three point functions at weak coupling
At weak coupling all the three-point functions can be obtained from a single 1-loop Feynman
integral. We only need to evaluate the diagram with two vector currents and one axial current.
The diagram with three vector currents vanishes identically (due to C-parity) and the one with
three axial currents can be reduced to the one with only one axial current by anticommuting
γ5 matrices (when a regularization is applied that permits this). Similarly, it can be seen
that the diagram with two axial vector currents can be reduced to the one with none, which
vanishes.
When computing the three-point function, it is crucial to check the resulting anomalies.
Gauge invariant regulators, like dimensional regularization, should yield the correct anomaly,
such that the vector currents are identically conserved. On the other hand, for example cutoff
regularization breaks gauge invariance and further finite renormalizations may be needed in
order to restore gauge invariance. In the following, we apply both dimensional and cutoff
regularizations to compute the three-point function and show that they give consistent results
with each other and with Eqs. (5.32)-(5.37).
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Figure 6.1: The triangle diagram.
6.1.1 Triangle diagram with one axial current
The triangle diagram, shown in Fig. 6.1, with one axial current and two vector currents is
given by
Γµνρ(p,q) = (−1)(ie)2(ig)(i)3
∫ ddl
(2pi)d
tr
(
γ5
/l − /p
(l− p)2 γ
µ /l
l2
γν
/l +/q
(l+q)2
γρ
)
+(µ ↔ ν , p↔ q). (6.1)
The factors are a (−1) from the fermion loop, the couplings to vector and axial gauge fields
and i for each fermion propagator. We will simply set the electric and axial couplings e and
g to one. Evaluation of the integral with dimensional and cutoff regularizations is presented
in some detail in Appendix A.
The anomalies of the various currents coupled to the triangle diagram are obtained
by contracting the three-point function above by the corresponding momenta. Applying
dimensional regularization, we get immediately
pµΓ
µνρ
DR (p,q) = 0, (6.2)
qνΓ
µνρ
DR (p,q) = 0, (6.3)
(p+q)ρΓ
µνρ
DR (p,q) =
i
2pi2
pαqβ εαβµν , (6.4)
yielding the correct Adler-Bell-Jackiw anomaly. In terms of cutoff regularization, we how-
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ever find
pµΓ
µνρ
CO (p,q) = −
i
6pi2
pαqβ εαβνρ , (6.5)
qνΓ
µνρ
CO (p,q) =
i
6pi2
pαqβ εαβµρ , (6.6)
(p+q)ρΓ
µνρ
CO (p,q) =
i
6pi2
pαqβ εαβµν . (6.7)
In order to cancel the anomalies in the vector current, we must perform an additional finite
renormalization by adding the Bardeen counterterm,
Γc.t. = c
∫
d4xεµνρλ Vµ A5ν F
V
ρλ , (6.8)
where FVρλ = ∂ρVλ − ∂λVρ . This vertex brings an additional contribution to the three-point
function, and the full result reads
Γµνρ = ΓµνρCO (p,q)+2ic(pλ −qλ )ελµνρ . (6.9)
Choosing the coefficient c of the Bardeen counterterm appropriately, c = 112pi2 , we find the
anomaly equations
pµΓµνρ(p,q) = 0, (6.10)
qνΓµνρ(p,q) = 0, (6.11)
(p+q)ρΓµνρ(p,q) =
i
2pi2
pαqβ εαβµν , (6.12)
in full agreement with the the result from dimensional regularization and the conservation of
the vector current.
We next want to evaluate the triangle diagram in the special kinematic regimes of
Eqs. (5.32)-(5.37). Taking q = −p, corresponding to the three-point function in Eq. (5.35),
only the integrands A and B in Eqs. (A.12)-(A.23) contribute and take the values 1/2 and
−1/2 in dimensional regularization and 1/6 and −1/6 in cutoff, respectively. The three-
point function is then
Γµν0(p,−p) = i
2pi2
εαµν0 pα , (6.13)
in agreement with Eq. (5.35). Note that with cutoff regularization, 13 of this result comes
from the loop diagram and 23 comes from the counterterm.
Let us next take p = 0, i.e. we put zero momentum on one of the vector currents. The
corresponding loop integral vanishes in dimensional regularization, while the loop contribu-
tion in cutoff regularization is precisely cancelled by the contribution from the counterterm,
Γ0νρ(0,−q) = 0 . (6.14)
This result is in agreement with Eq. (5.33)
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6.1.2 Triangle diagram with three axial currents
From the same one loop integral we can also compute the correlator of three axial currents1.
Since we can anticommute the γ5 and use γ25 =−1, we can reduce this diagram to (6.1). The
Bardeen counterterm, however, does not contribute this time, and we therefore find
Γµν05 =
1
3
i
2pi2
εαµν0 pα , (6.15)
just as in Eq. (5.37). The factor 13 is fixed by demanding Bose symmetry on the external legs.
All other current three-point functions can be related to the triangle with three vector
currents which is known to vanish. Therefore we have indeed reproduced the holographic
results in Eqs. (5.32)-(5.37)! which is a non trivial check that we have introduced in a right
way the anomalous chemical potential.
6.2 Thermal two point functions
In the present section we will use the Kubo formulae deduced in chapter 4 to compute anoma-
lous transport in a system of free chiral fermions. The anomalous magnetic conductivity has
been derived and applied in [21] whereas the one for the anomalous vortical conductivity has
been established first in [36]. They are2
σBAB = limkn→0∑i j
εi jn
−i
2kn
〈JiAJ jB〉|ω=0 , (6.16)
σVA = limkn→0∑i j
εi jn
−i
2kn
〈JiAT 0 j〉|ω=0 , (6.17)
where JµA are the (anomalous) currents and T
µν is the energy momentum tensor.
We will now evaluate the Kubo formulae (6.16), (6.17) for a theory of N free right-
handed fermions Ψ f transforming under a global symmetry group G generated by matrices
(TA) f g. We denote the generators in the Cartan subalgebra by HA. Chemical potentials
µA can be switched on only in the Cartan subalgebra. Furthermore the presence of the
chemical potentials breaks the group G to a subgroup Gˆ. Only the currents that lie in the
unbroken subgroup are conserved (up to anomalies) and participate in the hydrodynamics.
The chemical potential for the fermion Ψ f is given by µ f = ∑A q
f
AµA, where we write the
Cartan generator HA = q
f
Aδ
f
g in terms of its eigenvalues, the charges q
f
A. The unbroken
symmetry group Gˆ is generated by those matrices T fA g fulfilling
T fA gµ
g = µ f T fA g . (6.18)
1However, as this requires commuting the γ5 with the rest of the γ matrices, only cutoff regularization can
be applied.
2Notice that we are using in this chapter the capital letters A,B,C . . . to label the number of conserved
currents.
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There is no summation over indices in the last expression. From now on we will assume that
all currents ~JA lie in directions indicated in (6.18). We define the chemical potential through
boundary conditions on the fermion fields around the thermal circle using formalism (B),
Ψ f (τ) =−eβµ fΨ f (τ−β ), (6.19)
with β = 1/T . Therefore the eigenvalues of ∂τ are iω˜n+µ f for the fermion species f with
ω˜n = piT (2n+1) the fermionic Matsubara frequencies [73]. A convenient way of expressing
the currents is in terms of Dirac fermions and writing
JiA =
N
∑
f ,g=1
T gA f Ψ¯gγ
iP+Ψ f , (6.20)
T 0i =
i
2
N
∑
f=1
Ψ¯ f (γ0∂ i+ γ i∂ 0)P+Ψ f , (6.21)
where we used the chiral projector P± = 12(1± γ5). The fermion propagator is
S(q) f g =
δ f g
2 ∑t=±
∆t(iω˜ f ,~q)P+γµ qˆ
µ
t , (6.22)
∆t(iω˜ f ,q) =
1
iω˜ f − tEq , (6.23)
with iω˜ f = iω˜n + µ f , qˆ
µ
t = (1, tqˆ), qˆ =
~q
Eq
and Eq = |~q|. We can easily include left-handed
fermions as well. They contribute in all our calculations in the same way as the right handed
ones up to a relative minus sign.
6.2.1 Evaluation of Kubo formulas
We will address in detail the computation of the vortical conductivities Eq. (6.17) and sketch
only the calculation of the magnetic conductivities since the latter one is a trivial extension
of the calculation of the chiral magnetic conductivity in [21].
Vortical conductivity
The vortical conductivity is defined from the retarded correlation function of the current
JiA(x) (6.20), and the energy momentum tensor or energy current T
0 j(x′) (6.21), i.e.
GVA(x− x′) =
1
2
εi jn iθ(t− t ′)〈[JiA(x),T 0 j(x′)]〉 . (6.24)
Going to Fourier space, one can evaluate this quantity as
GVA(k) =
1
4
N
∑
f=1
T fA f
1
β ∑˜ω f
∫ d3q
(2pi)3
εi jn tr
[
S f f (q)γ iS f f (q+ k)
(
γ0q j + γ jiω˜ f
)]
, (6.25)
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Figure 6.2: 1 loop diagram contributing to the vortical conductivity Eq. (6.17).
which corresponds to the one loop diagram of Fig. 6.2. The vertex of the two quarks with
the graviton is ∼ δ f g, and therefore we find only contributions from the diagonal part of the
group Gˆ. Our metric is gµν = diag(1,−1,−1,−1). We can split GVA into two contributions,
i.e.
GVA(k) = G
V
A,(0 j)(k)+G
V
A,( j0)(k) , (6.26)
which correspond to the terms γ0q j and γ jiω˜ f in Eq. (6.25) respectively. We will focus first
on the computation of GVA,(0 j). The integrand of Eq. (6.25) for G
V
A,(0 j) can be written as
IVA,(0 j) =
1
4
q j ∑
t,u=±
εi jn tr [γµγ iγνγ0P+]∆t(iω˜ f ,~q)∆u(iω˜ f + iωn,~q+~k)qˆ
µ
t (̂q+ k)
ν
u . (6.27)
From a computation of the Dirac trace in Eq. (6.27) one has two contributions
εi jn tr [γµγ iγνγ0]aµbν = 4εi jn(aib0+a0bi) , (6.28)
εi jn tr [γµγ iγνγ0γ5]aµbν = 4i(a jbn−anb j) . (6.29)
Using Eqs. (6.27), (6.28) and (6.29) one can express GVA,(0 j)(k) as
GVA,(0 j)(k) =
1
8
N
∑
f=1
T fA f
1
β ∑˜ω f
∫ d3q
(2pi)3
q j ∑
t,u=±
[
εi jn
(
t
qi
Eq
+u
ki+qi
Eq+k
)
+
+ i
tu
EqEq+k
(
q jkn−qnk j
)]
∆t(iω˜ f ,~k)∆u(iω˜ f + iωn,~q+~k) . (6.30)
At this point one can make a few simplifications. Note that due to the antisymmetric tensor
εi jn, the two terms proportional to qi inside the bracket in Eq. (6.30) vanish. Regarding the
term εi jnq jki, it leads to a contribution∼ εi jnk jki after integration in d3q, which is zero. Then
the only term which remains is the one not involving εi jn. We can now perform the sum over
fermionic Matsubara frequencies. One has
1
β ∑˜ω f
∆t(iω˜ f ,~q)∆u(iω˜ f + iωn,~q+~p) =
tn(Eq− tµ f )−un(Eq+k−uµ f )+ 12(u− t)
iωn+ tEq−uEq+k , (6.31)
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where n(x) = 1/(eβx + 1) is the Fermi-Dirac distribution function. In Eq. (6.31) we have
considered that ωn = 2piT n is a bosonic Matsubara frequency. This result is also obtained in
Ref. [21]. After doing the analytic continuation, which amounts to replacing iωn by k0+ iε
in Eq. (6.31), one gets
GVA,(0 j)(k) = −
i
8
N
∑
f=1
T fA f
∫ d3q
(2pi)3
~q2kn− (~q ·~k)qn
EqEq+k
× ∑
t,u=±
un(Eq− tµ f )− tn(Eq+k−uµ f )+ 12(t−u)
k0+ iε+ tEq−uEq+k . (6.32)
The term proportional to∼ 12(t−u) corresponds to the vacuum contribution, and it is ultravi-
olet divergent. By removing this term the finite temperature and chemical potential behavior
is not affected, and the result becomes ultraviolet finite because the Fermi-Dirac distribution
function exponentially suppresses high momenta. By making both the change of variable
~q→−~q−~k and the interchange u→−t and t →−u in the part of the integrand involving
the term−tn(Eq+k−uµ f ), one can express the vacuum subtracted contribution of Eq. (6.32)
as
ĜVA,(0 j)(k) =
i
8
kn
N
∑
f=1
T fA f
∫ d3q
(2pi)3
1
EqEq+k
(
~q2− (~q ·
~k)2
~k2
)
× ∑
t,u=±
u
n(Eq−µ f )+n(Eq+µ f )
k0+ iε+ tEq+uEq+k
. (6.33)
where we have used that n(Eq− tµ f )+ n(Eq + tµ f ) = n(Eq− µ f )+ n(Eq + µ f ) since t =
±1. The result has to be proportional to kn, so to reach this expression we have replaced
qn by (~q ·~k)kn/~k2 in Eq. (6.32). At this point one can perform the sum over u by using
∑u=± u/(a1+ua2) =−2a2/(a21−a22), and the integration over angles. by considering~q ·~k =
EqEkx and E2q+k = E
2
q +E
2
k + 2EqEkx, where x := cos(θ) and θ is the angle between ~q and
~k. Then one gets the final result
ĜVA,(0 j)(k) =
i
16pi2
kn
k2
(k2− k20)
N
∑
f=1
T fA f
∫ ∞
0
dqq fV(q)
[
1+
1
8qk ∑t=±
[
k20− k2+4q(q+ tk0)
]
× log
(
Ω2t − (q+ k)2
Ω2t − (q− k)2
)]
, (6.34)
where Ωt = k0+ iε+ tEq , and
fV(q) = n(Eq−µ f )+n(Eq+µ f ) . (6.35)
The steps to compute GVA,( j0) in Eq. (6.26) are similar. In this case the Dirac trace leads to a
different tensor structure, in which the only contribution comes from the trace involving γ5,
i.e.
εi jn tr [γµγ iγνγ jγ5]aµbν = 8i(anb0−a0bn) . (6.36)
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The sum over fermionic Matsubara frequencies involves an extra iω˜ f . Following the same
procedure as explained above, the vacuum subtracted contribution writes , i.e.
1
β ∑˜ω f
iω˜ f∆t(iω˜ f ,~q)∆u(iω˜ f + iωn,~q+~k) =
1
iωn+ tEq−uEq+k
[
Eqn(Eq− tµ f )
−(Eq+k−uiωn)n(Eq+k−uµ f )− 12
(
Eq−Eq+k +uiωn
)]
. (6.37)
The last term inside the bracket in the r.h.s. of Eq. (6.37) corresponds to the vacuum contri-
bution which we choose to remove, as it leads to an ultraviolet divergent contribution after
integration in d3q. Making similar steps as for ĜVA,(0 j), one finds the equation analogous to
Eq. (6.33), which writes
ĜVA,( j0)(k) =
i
4
N
∑
f=1
T fA f
∫ d3q
(2pi)3 ∑t,u=±
(
t
qn
Eq
+u
qn+ kn
Eq+k
)
×Eq
[
n(Eq−µ f )+n(Eq+µ f )
]
+ tk0n(Eq+ tµ f )
k0+ iε+ tEq+uEq+k
. (6.38)
After performing the sum over u and integrating over angles, one gets the final result
ĜVA,( j0)(k) = −
i
32pi2
kn
k3
N
∑
f=1
T fA f
∫ ∞
0
dq ∑
t=±
fVt (q,k0) (6.39)
×
[
4tqkk0−
(
k2− k20
)
(2q+ tk0) log
(
Ω2t − (q+ k)2
Ω2t − (q− k)2
)]
,
where
fVt (q,k0) = q f
V(q)+ tk0n(Eq+ tµ f ) . (6.40)
The result for GˆVA(k) writes as a sum of Eqs. (6.34) and (6.39), according to Eq. (6.26). From
these expressions one can compute the zero frequency, zero momentum, limit. Since
lim
k→0
lim
k0→0 ∑t=±
log
(
Ω2t − (q+ k)2
Ω2t − (q− k)2
)
=
2k
q
, (6.41)
and
lim
k→0
lim
k0→0 ∑t=±
[
k20− k2+4q(q+ tk0)
]
log
(
Ω2t − (q+ k)2
Ω2t − (q− k)2
)
= 8qk , (6.42)
the relevant integrals are∫ ∞
0
dqq fV(q) =
∫ ∞
0
dq fVt (q,k0 = 0) =
(µ f )2
2
+
pi2
6
T 2 . (6.43)
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Finally it follows from Eqs. (6.34) and (6.39) that the zero frequency, zero momentum, vor-
tical conductivity writes
σVA =
1
8pi2
N
∑
f=1
T fA f
[
(µ f )2+
pi2
3
T 2
]
(6.44)
=
1
16pi2
[
∑
B,C
tr (TA{HB,HC})µB µC + 2pi
2
3
T 2 tr (TA)
]
.
Both ĜVA,(0 j) and Ĝ
V
A,( j0) lead to the same contribution in σ
V
A . More interesting is the term
∼ T 2 which is proportional to the gravitational anomaly [55, 74, 56] (see chapter 2). Left
handed fermions contribute in the same way but with a relative minus sign.
If instead of having taken the zero momentum limit at zero frequency, one took the
zero frequency limit at zero momentum, the result would be 1/3 of the result quoted in
Eq. (6.44). The same factor appears in the magnetic conductivity when one interchanges the
two limits [21].
Magnetic conductivity
The magnetic conductivity in the case of a vector and an axial U(1) symmetry was computed
at weak coupling in [21]. Following the same method, we have computed it for the unbroken
(non-abelian) symmetry group Gˆ. The relevant Green function is
GBAB =
1
2∑f ,g
T gA f T
g
B f
1
β ∑˜ω f
∫ d3q
(2pi)3
εi jn tr
[
S f f (q)γ iS f f (q+ k)γ j
]
. (6.45)
The evaluation of this expression is exactly as in [21] so we skip the details. The result is
σBAB =
1
4pi2
N
∑
f ,g=1
T fA gT
g
B f µ
f =
1
8pi2∑C
tr (TA{TB,HC}) µC . (6.46)
In the second equality of Eq. (6.46) we have made use of Eq. (6.18). No contribution pro-
portional to the gravitational anomaly coefficient is found in this case.
It is also interesting to specialize our results to the case of one vector and one axial
current with chemical potentials µR = µ+µ5, µL = µ−µ5, charges qRV,A = (1,1) and qLV,A =
(1,−1) for one right-handed and one left-handed fermion. We find (for a vector magnetic
field)
σBVV =
µ5
2pi2
, σBAV =
µ
2pi2
,
σVV =
µµ5
2pi2
, σVA =
µ2+µ25
4pi2
+
T 2
12
. (6.47)
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Here σBVV is the chiral magnetic conductivity [21], σBAV describes the generation of an axial
current due to a vector magnetic field [12], σVV is the vector vortical conductivity in which the
contributions of the gravitational anomaly cancel between right- and left-handed fermions.
Finally σVA is the axial vortical conductivity and it is this one that is sensitive to the presence
of a gravitational anomaly.
CHAPTER 7
HOLOGRAPHIC GRAVITATIONAL ANOMALY AND
TRANSPORT
In the previous chapter the general Kubo formulae (4.80) were evaluated for a theory of
free chiral fermions. The results showed a somewhat surprising appearance of the anomaly
coefficient bA for the gravitational anomaly. More precisely the chiral vortical conductivity
for the symmetry generated by TA was found to have two contributions, one depending only
on the chemical potentials and proportional to the axial anomaly coefficient dABC and a sec-
ond one with a characteristic T 2 temperature dependence proportional to the gravitational
anomaly coefficient bA.
The usage of Kubo formulae has here a clear advantage, it fixes all integration con-
stants automatically. In this way it was possible in the previous chapter1 to show that the
coefficient in front of the T 2 term in the chiral vortical conductivity is essentially given by
the gravitational anomaly coefficient bA. The disadvantage of Kubo formulae is of course
that we have to calculate the potentially complicated correlations functions of a quantum
field theory. They are easy to evaluate only in certain limits, such as the weak coupling
limit considered in [37]. In principle the results obtained in this limit can suffer renormal-
ization due to the model dependent interactions [40, 41]. The gauge-gravity correspondence
[2, 75, 76, 77] makes also the strong coupling limit easily accessible.
We would like to understand the effects anomalies have on the transport properties of
relativistic fluids. Anomalies are very robust features of quantum field theories and do not de-
pend on the details of the interactions. Therefore a rather general model that implements the
correct anomaly structure in the gauge-gravity setup is sufficient for our purpose even with-
out specifying in detail to which gauge theory it corresponds to. Our approach will therefore
be a “bottom up” approach in which we simply add appropriate Chern-Simons terms that
reproduce the relevant anomalies to the Einstein-Maxwell theory in five dimensions with
1See [37]
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negative cosmological constant. 2
We will introduce a model that allows for a holographic implementation of the mixed
gauge-gravitational anomaly via a mixed gauge-gravitational Chern-Simons term of the form
SCS =
∫
d5x
√−gεMNPQRAMRA BNPRB AQR . (7.1)
Gravity in four dimensions augmented by a similar term with a scalar field instead
of a vector field has attracted much interest recently [83] (see also the review [84]). A four
dimensional holographic model with such a term has been shown to give rise to Hall viscosity
in [85]. The quasinormal modes of this four dimensional model have been studied in [86].
7.1 Holographic Model
In this section we will define our model given the action
S =
1
16piG
∫
d5x
√−g
[
R−2Λ− 1
4
FMNFMN
+εMNPQRAM
(κ
3
FNPFQR+λRA BNPRB AQR
)]
+SGH +SCSK , (7.2)
SGH =
1
8piG
∫
∂
d4x
√−hK , (7.3)
SCSK = − λ2piG
∫
∂
d4x
√−hεMNPQRnMANKPLDQKLR , (7.4)
we define an outward pointing normal vector nA ∝ gAB ∂ r¯∂xB to the holographic boundary of an
asymptotically AdS space with unit norm nAnA = 1 so that bulk metric can be decomposed
as
gAB = hAB+nAnB , (7.5)
where SGH is the usual Gibbons-Hawking boundary term and DA is the induced covariant
derivative on the four dimensional hypersurface such that DAhBC = 0. The second boundary
term SCSK is needed if we want the model to reproduce the gravitational anomaly at general
hypersurface.
In general a foliation with timelike surfaces defined through r¯(x) =C can be written as
ds2 = (N2+NµNµ)dr¯2+2Nµdxµdr¯+hµνdxµdxν . (7.6)
To study the behavior of our model under the relevant gauge and diffeomorphism gauge
symmetries we note that the action is diffeomorphism invariant. The Chern Simons terms
2Very successful holographic bottom up approaches to QCD have been studied recently, either to describe
non-perturbative phenomenology in the vacuum, see e.g. [78, 79], or the strongly coupled plasma [80, 81, 82].
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are well formed volume forms and as such are diffeomorphism invariant. They do depend
however explicitly on the gauge connection AM. Under gauge transformations δAM = ∇Mξ
they are therefore invariant only up to a boundary term. We have
δS =
1
16piG
∫
∂
d4x
√−hξεMNPQR
(κ
3
nMFNPFQR+λnMRA BNPRB AQR
)
+
− λ
4piG
∫
∂
d4x
√−hnMεMNPQRDNξKPLDQKLR . (7.7)
This is easiest evaluated in Gaussian normal coordinates (see next section) where the metric
takes the form ds2 = dr¯2 + hµνdxµdxν . All the terms depending on the extrinsic curvature
cancel thanks to the contributions from SCSK! The gauge variation of the action depends only
on the intrinsic four dimensional curvature of the boundary and is given by
δS =
1
16piG
∫
∂
d4x
√−hεµνρλ
(κ
3
Fˆµν Fˆρλ +λ Rˆα βµν Rˆβ αρλ
)
. (7.8)
This has to be interpreted as the anomalous variation of the effective quantum action of
the dual field theory. The anomaly is therefore in the form of the consistent anomaly. Since
we are dealing only with a single U(1) symmetry the (gauge) anomaly is automatically
expressed in terms of the field strength. We use this to fix κ to the anomaly coefficient for
a single chiral fermion transforming under a U(1)L symmetry. To do so we compare with
(2.8), simply set TA = 1 which fixes the anomaly coefficient dABC = 12Tr(TA{TB,TC}) = 1
and therefore
− κ
48piG
=
1
96pi2
, (7.9)
similarly we can fix λ and find
− λ
16piG
=
1
768pi2
. (7.10)
As a side remark we note that the gravitational anomaly could in principle also be shifted
into the diffeomorphism sector. This can be done by adding an additional (Bardeen like)
boundary counterterm to the action
Sct =
∫
∂
d4x
√−hAµ Iµ , (7.11)
with Iµ = εµνρλ (Γˆανβ∂ρ Γˆ
β
λα+
2
3 Γˆ
δ
να Γˆαρβ Γˆ
β
λδ ) fulfilling Dµ I
µ = 14ε
µνρλ Rˆα βµν Rˆβ αρλ . Since
this term depends explicitly on the four dimensional Christoffel connection it breaks diffeo-
morphism invariance.
The bulk equations of motion are
GMN +ΛgMN =
1
2
FMLFN L− 18F
2gMN +2λεLPQR(M∇B
(
FPLRB N)
QR
)
, (7.12)
∇NFNM = −εMNPQR
(
κFNPFQR+λRA BNPRB AQR
)
, (7.13)
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and they are gauge and diffeomorphism covariant. We note that keeping all boundary terms
in the variations that lead to the bulk equations of motion we end up with boundary terms that
contain derivatives of the metric variation normal to the boundary. We will discuss this issue
in more detail in the next section where we write down the Gauss-Codazzi decomposition of
the action.
7.2 Holographic Renormalization
In order to go through the steps of the holographic renormalization program within the
Hamiltonian approach [87, 88], first of all we establish some notations. Without loss of
generality we choose a gauge with vanishing shift vector Nµ = 0, lapse N = 1 and Ar = 0. In
this gauge the bulk metric can be written as
ds2 = dr¯2+hµνdxµdxν . (7.14)
The non vanishing Christoffel symbols are
−Γr¯µν = Kµν =
1
2
h˙µν , (7.15)
Γµν r¯ = K
µ
ν , (7.16)
and Γˆµνρ are four dimensional Christoffel symbols computed with hµν . Dot denotes differen-
tiation respect r¯. All other components of the extrinsic curvature vanish, i.e. Kr¯r¯ = Kr¯µ = 0.
Another useful table of formulas is
˙ˆΓλµν = DµK
λ
ν +DνK
λ
µ −DλKµν , (7.17)
Rr¯ µ r¯ν = −K˙µν +KµλKλν , (7.18)
Rµ r¯ν r¯ = −K˙µν −Kµλ Kλν , (7.19)
Rr¯ µνρ = DρKµν −DνKµρ , (7.20)
Rλ µ r¯ν = DµKλν −DλKνµ , (7.21)
Rµ νρλ = Rˆ
µ
νρλ −Kµρ Kνλ +Kµλ Kνρ . (7.22)
Note that indices are now raised and lowered with hµν , e.g. K = hµνKµν , and intrinsic
four dimensional curvature quantities are denoted with a hat, so Rˆµ νρλ is the intrinsic four
dimensional Riemann tensor on the r¯(x) =C surface. Finally the Ricci scalar is
R = Rˆ−2K˙−K2−KµνKµν . (7.23)
Now we can calculate the off shell action. It is useful to divide it up in three terms.
The first one is the usual gravitational bulk and gauge terms with the usual Gibbons-Hawking
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term and the other two the gauge Chern Simons and the Mixed gauge-gravitational Chern
Simons.
S0 =
1
16piG
∫
d5x
√−h
[
Rˆ−2Λ+K2−KµνKµν − 12EµE
µ − 1
4
Fˆµν Fˆµν
]
, (7.24)
S1CS = −
κ
12piG
∫
d5x
√−hεµνρλAµEν Fˆρλ , (7.25)
S2CS = −
8λ
16piG
∫
d5x
√−hεµνρλ
[
Aµ Rˆα βρλDαK
β
ν +EµKναDρK
α
λ +
1
2
FˆµρKνα K˙αλ
]
. (7.26)
We have used implicitly here the gauge Ar¯ = 0 and denoted A˙µ = Eµ . The purely four
dimensional field strength is denoted with a hat.
Of particular concern is the last term in S2CS which contains explicitly the normal deriva-
tive of the extrinsic curvature K˙µν . For this reason the field equations will be generically of
third order in r-derivatives and that means that we can not define a well-posed Dirichlet prob-
lem by fixing the hµν and Kµν alone but generically we would need to fix also K˙µν . Having
applications to holography in mind we will however impose the boundary condition that the
metric has an asymptotically AdS expansion of the form
hµν = e2r¯
(
g(0)µν + e
−2r¯g(2)µν + e−4r¯(g
(4)
µν +2r¯g˜
(4)
µν)+ · · ·
)
. (7.27)
Using the on-shell expansion of Kµν obtained in the appendix C.1 we can show that the last
term in the action does not contribute in the limit r→ ∞. Therefore the boundary action
depends only on the boundary metric hµν but not on the derivative h˙µν . This is important
because otherwise the dual theory would have additional operators that are sourced by the
derivative. Similar issues have arisen before in the holographic theory of purely gravitational
anomalies of two dimensional field theories [85, 89, 90]. Alternatively one could restrict the
field space to configurations with vanishing gauge field strength on the boundary. Then the
last term in S2CS is absent. We note that the simple form of the higher derivative terms arises
only if we include SCSK in the action. An analogous term in four dimensional Chern-Simons
gravity has been considered before in [91].
The renormalization procedure follows from an expansion of the four dimensional
quantities in eigenfunctions of the dilatation operator
δD = 2
∫
d4xhµν
δ
δhµν
. (7.28)
We explain in much details the renormalization in appendix C.1. The result one gets for the
counterterm coming from the regularization of the boundary action is
Sct = −(d−1)8piG
∫
∂∗
d4x
√−h
[
− 2Λ
d(d−1) +
1
(d−2)P
− 1
4(d−1)
(
Pµν P
ν
µ −P2−
1
4
Fˆ(0) µν Fˆ(0)
µν
)
loge−2r¯∗
]
, (7.29)
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where d = 4, r¯∗ the UV cutoff and
P =
Rˆ
2(d−1) , P
µ
ν =
1
(d−2)
[
Rˆµν −Pδ µν
]
. (7.30)
As a remarkable fact there is no contribution in the counterterm coming from the gauge-
gravitational Chern-Simons term. This has also been derived in [92] in a similar model that
does however not contain SCSK .
7.3 Currents and Ward identities
As we discussed before the action is third order in r derivatives, so in order to get the correct
one point functions we have to take into account this fact and include the assumption that
the bulk space is asymptotically anti-de Sitter. Asymptotically AdS is enough to get a well
defined boundary value problem just in terms of the field theory sources. Let us analyze now
what this implies for a general Lagrange density.
7.3.1 The holographic dictionary with higher derivatives
Let us assume a general renormalized Lagrangian for an arbitrary set of fields that we will
call φ after the four dimensional ADM decomposition3,
S =
∫
d4xdrL(φ , φ˙ ,Dµφ ,Dµ φ˙ , φ¨),
where dot indicates derivative with respect to the radial coordinate. A general variation of
the action leads now to
δS =
∫
B
d4xdr
[
∂L
∂φ
δφ +
∂L
∂ φ˙
δ φ˙ +
∂L
∂ (Dµφ)
δ (Dµφ)+
∂L
∂ (Dµ φ˙)
δ (Dµ φ˙)+
∂L
∂ φ¨
δ φ¨
]
.
(7.31)
Through a series of partial integrations we can bring this into the following form,
δS =
∫
d4xdr E.O.M.δφ +
∫
∂∗
d4x
[(
∂L
∂ φ˙
−Dµ
(
∂L
∂ (Dµ φ˙)
)
−
(
∂L
∂ φ¨
).)
δφ +
∂L
∂ φ¨
δ φ˙
]
.
(7.32)
The bulk terms are the equations of motion. For a generic boundary, the form of the
variation shows that Dirichlet boundary conditions can not be imposed. Vanishing of the
action rather imposes a relation between δφ and δ φ˙ .
If we have applications of holography in mind, there is however another way of dealing
with the boundary term. We suppose now that we are working in an asymptotically anti-de
3For simplicity we will omit internal indices of the field φ
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Sitter space. The field φ has therefore a boundary expansion
φ = e(∆−4)rφ (0)+ subleading ,
here ∆ is the dimension (conformal weight) of the operator that is sourced by φ (0). Since
this is a generic property of holography in AdS spaces, we can relate the derivative of the
variation to the variation itself,
δ φ˙ = (∆−4)e(∆−4)rδφ (0)+ subleading .
Using that, the consistent operator Oφ is defined as the variation of the on-shell action with
respect to the source φ (0). We find therefore√
−h(0)Oφ = limr→r∗ e
(∆−4)r
[
∂L
∂ φ˙
−Dµ
(
∂L
∂ (Dµ φ˙)
)
− d
dr
(
∂L
∂ φ¨
)
+(∆−4)
(
∂L
∂ φ¨
)]
. (7.33)
From this we can compute the bare consistents U(1) current and the energy-momentum
tensor, and the result is
16piGJµ = − lim
r→r∗
√−h√
−g(0)
[
Frµ +
4
3
κεµνρλAν Fˆρλ
]
, (7.34)
8piGT µ
(c)ν = limr→r∗
√−h√
−g(0)
[
Kµν −Kγµν +4λε(µαβρ
(
1
2
Fˆαβ Rˆν)ρ +∇δ (Aα Rˆδ ν)βρ)
)]
.
(7.35)
Now taking the divergence of these expressions and using Codazzi form of the equa-
tions of motion shown in appendix B, we get the anomalous charge conservation and the
energy-momentum conservation relations respectively,
DµJµ = − 116piGε
µνρλ
(κ
3
Fˆµν Fˆρλ +λ Rˆα βµν Rˆβ αρλ
)
, (7.36)
DµT
µν
(c) = Fˆ
νµJµ +AνDµJµ . (7.37)
These are precisely the consistent Ward identities for a theory invariant under diffeomorfisms
with a mixed gauge gravitational anomaly plus a pure gauge anomaly.
7.3.2 Covariant form of the current and energy-momentum tensor
We have computed the currents as the derivative of the field theory quantum action, and the
anomaly is therefore in the form of the consistent anomaly. Since we are dealing only with a
single U(1) symmetry, the (gauge) anomaly is automatically expressed in terms of the field
strength. However it is always possible to add a Chern-Simons current and to redefine the
charge current Jµ → Jµ + cεµνρλAνFρλ , and the energy-momentum tensor T µν → T µν +
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c′εα(µρλDβ
(
AαRβν) ρλ
)
. These redefined quantities can not be expressed as the variation
of a local functional of the fields with respect to the gauge and metric fields respectively. In
particular the so-called covariant form of the anomaly differs precisely in such a redefinition
of the current. 4
Adding such a terms to the consistent current and energy-momentum tensor (7.34)-
(7.35), we can write the covariant expressions for these quantities which are the ones we will
use to construct the hydrodynamical constitutive relations in the fluid/gravity approach,
16piGJµ = −
√−h√
−g(0)
Frµ , (7.38)
8piGT µν =
√−h√
−g(0)
[
Kµν −Khµν +2λε(µαβρ Fˆαβ Rˆν)ρ
]
. (7.39)
Of course these one point functions either in their consistent or covariant form have to
be renormalized in order to make sense, so is necessary to include the contributions coming
from the counterterm (7.29) and then take the limit r∗→ ∞.
7.4 Kubo formulae, anomalies and chiral vortical conduc-
tivity
We are now going to evaluate the Kubo formulas for anomalous transport in our holographic
model. We will do that in the same way as we did it in chapter 5. Since we are interested
in the linear response limit, we split the metric and gauge field into a background part and a
linear perturbation,5
gMN = g
(0)
MN + ε hMN , (7.40)
AM = A
(0)
M + ε aM . (7.41)
Inserting these fluctuations-background fields in the action and expanding up to second order
in ε we can read the second order action which is needed to get the desired propagators.
The system of equations (7.12)-(7.13) admit the following exact background AdS
Reissner-Nordstro¨m black-brane solution
ds2 =
r2
L2
(− f (r)dt2+d~x2)+ L2
r2 f (r)
dr2 ,
A(0) = φ(r)dt =
(
β − µ r
2
+
r2
)
dt , (7.42)
4Note that the approaches used in [33, 34] and in subsequent works, typically make use of the covariant
form of the anomaly.
5Do not confuse the background metric here g(0)MN with the boundary metric used in the asymptotic expansion
above
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where the horizon of the black hole is located at r = r+, the cosmological constant is Λ =
−6/L2 and the blackening factor of the metric is
f (r) = 1− mL
2
r4
+
q2L2
r6
. (7.43)
The parameters M and Q of the RN black hole are related to the chemical potential µ and
the horizon rH by
m =
r4H
L2
+
q2
r2+
, q =
µ r2+√
3
. (7.44)
The Hawking temperature is given in terms of these black hole parameters as
T =
r2H
4pi L2
f (r+)′ =
(
2r2+m−3q2
)
2pi r5+
. (7.45)
The pressure of the gauge theory is P = m16piGL3 and its energy density is ε = 3P due to the
underlying conformal symmetry .
Without loss of generality we consider perturbations of momentum k in the y-direction
at zero frequency. To study the effect of anomalies we just turned on the shear sector (trans-
verse momentum fluctuations) aa and hat , where a,b . . .= x,z.
6 For convenience we redefine
new parameters and radial coordinate
λ¯ =
4µλL
r2H
; κ¯ =
4µκL3
r2H
; a =
µ2L2
3r2+
; u =
r2+
r2
. (7.46)
Now the horizon sits at u= 1 and the AdS boundary at u= 0. Finally we can write the system
of differential equations for the shear sector, that consists on four second order equations.
Since we are interested in computing correlators at hydrodynamics regime, we will solve the
system up to first order in k. The reduced system can be written as
0 = ha
′′
t (u)−
ha
′
t (u)
u
−3auB′a(u)+ iλ¯kεab
[(
24au3−6(1− f (u))) Bb(u)
u
+(9au3−6(1− f (u)))B′b(u)+2u(uhb
′
t (u))
′
]
, (7.47)
0 = B′′a(u)+
f ′(u)
f (u)
B′a(u)−
ha
′
t (u)
f (u)
+ikεab
(
3
u f (u)
λ¯
(
2
a
( f (u)−1)+3u3
)
hb
′
t (u)+ κ¯
Bb(u)
f (u)
)
, (7.48)
6Since we are in the zero frequency case the fields hay completely decouple of the system and take a constant
value, see appendix D.
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with the gauge field redefined as Ba = aa/µ , do not confuse this B-field with the magnetic
field!. The complete system of equations depending on frequency and momentum is showed
in appendix D. This system consists of six dynamical equations and two constraints.
In order to get solutions at first order in momentum we expand the fields in the dimen-
sionless momentum p = k/4piT such as
hat (u) = h
(0)a
t (u)+ ph
(1)a
t (u) , (7.49)
Ba(u) = B
(0)
a (u)+ pB
(1)
a (u) . (7.50)
The relevant physical boundary conditions on fields are: hat (0) = H˜
a, Ba(0) = B˜a; where the
‘tilde’ parameters are the sources of the boundary operators. The second condition compat-
ible with the ingoing one at the horizon is regularity for the gauge field and vanishing for
the metric fluctuation (see Appendix F for a discussion on boundary conditions and frame
selection in the field theory side) [36].
After solving the system perturbatively (see appendix E for solutions), we can go back
to the formula (5.23) and compute the corresponding holographic Green’s functions. If we
consider the vector of fields to be
Φ>k (u) =
(
Bx(u), hxt(u), Bz(u), h
z
t(u)
)
, (7.51)
the A and B matrices for that setup take the following form
A=
r4+
16piGL5
Diag
(
−3a f , 1
u
,−3a f , 1
u
)
, (7.52)
BAdS+∂ =
r4+
16piGL5

0 −3a 4κikµ2φL5
3r4+
0
0 − 3u2 0 0
−4κikµ2φL5
3r4+
0 0 −3a
0 0 0 − 3u2
 , (7.53)
BCT =
r4+
16piGL5

0 0 0 0
0 3u2√ f 0 0
0 0 0 0
0 0 0 3u2√ f
 , (7.54)
where B = BAdS+∂ + BCT . Notice that there is no contribution to the matrices coming
from the Chern-Simons gravity part, the corresponding contributions vanish at the bound-
ary. These matrices and the perturbative solutions are the ingredients to compute the matrix
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of propagators. Undoing the vector field redefinition introduced in (7.47) and (7.48) the
non-vanishing retarded correlation functions at zero frequency are then
Gx,tx = Gz,tz =
√
3q
4piGL3
, (7.55)
Gx,z = −Gz,x = i
√
3k qκ
2piGr2+
+
i kβ κ
6piG
, (7.56)
Gx,tz = Gtx,z =−Gz,tx =−Gtz,x = 3 i k q
2κ
4piGr4+
+
2ikλpiT 2
G
, (7.57)
Gtx,tx = Gtz,tz =
m
16piGL3
, (7.58)
Gtx,tz = −Gtz,tx =+ i
√
3k q3κ
2piGr6+
+
4pii
√
3kqT 2λ
Gr2+
. (7.59)
Using the Kubo formulae 4.80 and setting the deformation parameter β to zero we
recover the conductivities
σB = −
√
3qκ
2piGr2+
=
µ
4pi2
, (7.60)
σV = σ εB =−
3q2κ
4piGr4+
− 2λpiT
2
G
=
µ2
8pi2
+
T 2
24
, (7.61)
σ εV = −
√
3q3κ
2piGr6+
− 4pi
√
3qT 2λ
Gr2+
=
µ3
12pi2
+
µT 2
12
. (7.62)
The first expression is in perfect agreement with the literature and the second one shows the
extra T 2 term predicted in [37] and shown in the previous chapter. In fact the numerical
coefficients coincide precisely with the ones obtained in weak coupling. We also point out
that the T 3 term that appears as undetermined integration constant in the hydrodynamic
considerations in [93] should make its appearance in σ εV . We do not find any such term
which is consistent with the argument that this term is absent due to CPT invariance.
It is also interesting to write down the vortical and magnetic conductivity as they appear
in the Landau frame,
ξB = −
√
3q(mL2+3r4+)κ
8piGmL2r2+
+
√
3qλpiT 2
Gm
=
1
4pi2
(
µ− 1
2
n(µ2+ pi
2T 2
3 )
ε+P
)
, (7.63)
ξV = − 3q
2κ
4piGmL2
− 2piλT
2(r6+−2L2q2)
GmL2r2+
=
µ2
8pi2
(
1− 2
3
nµ
ε+P
)
+
T 2
24
(
1− 2nµ
ε+P
)
. (7.64)
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Finally let us also note that the shear viscosity is not modified by the presence of the
gravitational anomaly. We know that η ∝ limw→0 1w < T
xyT xy >k=0, so we should solve the
system at k = 0 for the fluctuations hiy but the anomalous coefficients always appear with a
momentum k as we can see in (D.3), therefore if we switch off the momentum, the system
looks precisely as the theory without anomalies. In [94] it has been shown that the black hole
entropy doesn’t depend on the extra mixed Chern-Simons term, therefore the shear viscosity
entropy ratio remain the same in this model7.
7.4.1 Frequency dependence
In order to study the frequency dependence of the chiral conductivities, we can use Eq. (4.80)
to define
σB(ω) = lim
km→0
−i
km
εmi j
〈
JiJ j
〉
, (7.65)
σV (ω) = lim
km→0
−i
km
εmi j
〈
JiT t j
〉
. (7.66)
It is important to notice that these, and not the ξV and ξB, are the relevant conductivities
at finite frequency in the laboratory rest frame. The latter correspond to the conductivities
measured in the local rest frame of the fluid, where one subtracts the contribution to the
current due to the energy flux generated when we put the system in a background magnetic
or vorticity field.
To study that dependence holographically, we have to resort to numerics. The nature
of the system allows us to integrate from the horizon out to the boundary, so we should
fix boundary conditions at the first one, even though we would like to be free to fix the
AdS boundary values of the fields, hence the operator sources. Imposing infalling boundary
conditions, the fluctuations can be written as
hct (u) = (1−u)−iw+1 Hct (u) , (7.67)
hcx(u) = (1−u)−iw Hcx (u) , (7.68)
Bc(u) = (1−u)−iw bc(u) , (7.69)
where w = ω/4piT . As we saw, the remaining gauge symmetry acting on the shear channel
implies that hct and h
c
x are not independent. So if we fix the horizon value of the {bc,Hct }
fields, the constraints (D.4) fixes
Hay (1) = −
3ia(1+384(−2+a)2(−2+3a)p2λ 2)
(2−a)p−768a(2−a)3 p3λ 2 b
a(1)− (i+w)
(2−a)pH
a
t (1)+
+24
√
3aλεab
(2−5a)
1−768a(2−a)2 p2λ 2 b
b(1) . (7.70)
7For a four dimensional holographic model with gravitational Chern-Simons term and a scalar field this has
also been shown in [86].
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In order to find a maximal set of linearly independent solutions, we can construct four
of them using linearly independent combinations of these horizon free parameters. In this
way we construct the following independent horizon valued vectors
1
0
−3ia(1+384(−2+a)2(−2+3a)p2λ 2)
(2−a)p−768a(2−a)3 p3λ 2
0
0
− 24
√
3(2−5a)√aλ
1−768(−2+a)2ap2λ 2

,

0
1
− i+w(2−a)p
0
0
0
 ,

0
24
√
3(2−5a)√aλ
1−768(−2+a)2ap2λ 2
0
1
0
3ia(1+384(−2+a)2(−2+3a)p2λ 2)
(2−a)p−768a(2−a)3 p3λ 2

,

0
0
0
0
1
− i+w(2−a)p
 .
(7.71)
The remaining two are given by pure gauge solutions arising from gauge transformations of
the trivial one. We choose them to be
Φ(u) =

0
w
−p
0
0
0
 ,

0
0
0
0
w
−p
 . (7.72)
Using the corresponding solutions we construct the F matrix of (5.22) in this way:
F IJ (u) = H
I
M(u)H
−1M
J (0) , (7.73)
where HIJ(u) = (ΦI(u))J , for the numerical computation we used the numerical values κ = 1
and λ = 1/24 since we know that for a single chiral fermion the ratio λ/κ = 1/24 (see (7.9)
and (7.10)).
In Figure 7.1 is illustrated the behavior of the vortical and magnetic conductivities
as a function of frequency for two very different values of the dimensionless temperature
τ = 2pir+T/µ . Both of them go to their corresponding zero frequency analytic result in the
ω → 0 limit. The frequency dependent chiral magnetic conductivity was also computed in
[47], though in that case the possible contributions coming from metric fluctuations were ne-
glected. Our result for σB(ω) agrees pretty well with the result found in that work in the case
of high temperature when the metrics fluctuations can be neglected and λ = 0 (see Appendix
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Figure 7.1: Chiral vortical (up) and magnetic (bottom) conductivities as function of the
frequency at τ = 36.5 (left) and τ = 0.24 (right). Red doted points represent real part and
thick blue line the imaginary conductivity.
G), but it develops a dip close to ω = 0 when temperature is decreased (see Figure 7.2), due
to the energy flow effect. For small temperatures, the chiral magnetic conductivity drops to
∼ 1/3 of its zero frequency value as soon as we move to finite frequency. The presence of
the gravitational anomaly slightly introduce a dip close to ω = 0 also in the case of high
temperature. In Appendix G we can see how the kappa contribution is dominant for high
and slow temperature in the chiral magnetic conductivity. The behaviour of σV is slightly
different: the damping is much faster and the imaginary part remains small compared with
the zero frequency value. But unlike to the chiral magnetic conductivity, at high temperature
the dominant contribution to the conductivity σV comes from the λ -term and at slow enough
temperature the pure gauge anomaly is dominant (see also Appedinx G).
In Figure 7.2 we made a zoom to smaller frequencies in order to see the structure of the
dip on σB and the faster damping on σV . In Figure 7.3 we show the conductivities for very
small temperature. From this plots we can infer that at zero temperature the conductivities
behave like σB = ασ0B
(
1+ 1−αα δ (ω)
)
and σV = σ0Vδ (ω) with α a constant value of order
1/3.
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Figure 7.2: Chiral vortical (up) and magnetic (bottom) conductivities as function of the fre-
quency close to ω = 0. Real (left) and imaginary (right) part of the normalized conductivity
for different values of the dimensionless temperature.
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CHAPTER 8
SECOND ORDER TRANSPORT
The fluid/gravity correspondence is a very powerful tool to understand the hydrodynamic
regime of quantum field theories with holographic dual. This technique has contributed
to the understanding of the positivity of the entropy production using techniques of black
hole thermodynamics [95, 63, 96]. It is also very useful for the computation of transport
coefficients. In this chapter we will use this duality introduced in [30] and based on the
AdS/CFT correspondence to compute all the second order transport coefficients of the model
introduced in the previous section [97].
8.1 Fluid/Gravity Computation
As we saw above the system of bulk equations of motion (7.12) and (7.13) admits an AdS
Reissner-Nordstro¨m black-brane solution of the form 1
ds2 = −r2 f (r)dt2+ dr
2
r2 f (r)
+ r2dxidxi , (8.1)
A = φ(r)dt , (8.2)
with f (r) = 1−m/r4+q2/r6 and φ(r) =−√3q/r2. The real and positive zeros of f (r) are
r+ =
piT
2
(
1+
√
1+
2
3pi2
µ¯2
)
, (8.3)
r2− =
1
2
r2+
−1+√√√√9− 8
1
2
(
1+
√
1+ 23pi2 µ¯
2
)
 , (8.4)
1We have set L=1
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where r+ is the outer horizon and r− the inner one. The mass of the black hole can be written
in terms of hydro variables as
m =
pi4T 4
24
(
1+
√
1+
2
3pi2
µ¯2
)3(
−1+3
√
1+
2
3pi2
µ¯2
)
. (8.5)
The boosted version of this blackhole in Eddington-Finkelstein coordinates looks like
ds2 = −r2 f (r)uµuνdxµdxν + r2Pµνdxµdxν −2uµdxµdr , (8.6)
A = −φ(r)uµdxµ , (8.7)
with the normalization condition uµuµ = −1. The fluid/gravity approach tells us that we
have to promote all the parameters to slow varying functions of the space time coordinates,
and include corrections to the metric in order to make it a solution of the equations of motion
again, for a good review see [98].
In order to follow the fluid/gravity techniques [30, 99, 32, 31] we will use a Weyl
invariant formalism [100] in which the extraction of the transport coefficients is direct. We
start with the ansatz
ds2 = −2W1(ρ)uµdxµ
(
dr2+ rAνdxν
)
+ r2
[
W2(ρ)ηµν +W3(ρ)uµuν +2
W4σ (ρ)
r+
Pσµ uν
+
W5µν(ρ)
r2+
]
dxµdxν , (8.8)
A =
(
a(b)ν +aµ(ρ)P
µ
ν + r+c(ρ)uν
)
dxν , (8.9)
where r+ is an unknown function r+(x) and coincides with the radius of the outer horizon of
the black hole (Eq. (8.1)) when the xµ dependence is gone. Notice that ηµν is the Minkowski
metric and Pµν is the projector defined in Eq. (4.8) built up with it, so we will look for metric
solutions with flat boundary. The r-coordinate has Weyl weight +1, in consequence r+ has
the same property. By construction the W ’s are Weyl invariant, then they will depend on r
only in a Weyl invariant way, i.e, W (r)≡W (ρ) with ρ = r/r+. W5µν(r) obeys the traceless
and transversality conditions W µ5µ(r) = 0, u
µW5µν(r) = 0. All these scalars, vectors and
tensors will be understood in term of a derivative expansion in the transverse coordinates,
i.e. F(ρ) = F(0)(ρ) + εF(1)(ρ) + ε2F(2)(ρ) +O(ε3) for a generic function F , with ε a
parameter counting the number of boundary space-time derivatives.2 This solution leads to
the current and energy momentum tensor after using the AdS/CFT dictionary (see Eqs.(7.38)
2This function F(ρ) is basically a Taylor expansion around the point xµ0
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and (7.39))
Jµ =
1
8piG
lim
ε∗→0
(
r3+c
(2¯,ε∗)uµ + r2+a
(2¯,ε∗)
µ + J
ct
µ
)
(8.10)
Tµν =
1
16piG
lim
ε∗→0
(
r4+(W2+W3)
(4¯,ε∗)(4uµuν +ηµν)
+4r2+W
(4¯,ε∗)
5µν +8r
3
+W
(4¯,ε∗)
4σ P
σ
(µuν)+T
ct
µν
)
, (8.11)
where F(n¯,ε∗) denotes the coefficient of the term (ρ−1− ε∗)n in an expansion around the
regularized boundary, and 1/ε∗ is the UV cut-off. The counterterms in the current Jctµ and
energy momentum tensor T ctµν are needed to make the expressions finite, and they follow
from the counterterm of the action (7.29). They write
Jctµ =
1
2
logε∗
[
(2ωνBν −DνEν)uµ +J(7)µ −J(10)µ −J(5)µ +J(6)µ
]
, (8.12)
T ctµν = logε∗
[
− 1
6
(BαBα +EαEα)Pµν − 12(EαE
α +BαBα)uµuν +T
(9)
µν +T
(10)
µν
−(J(9)µ uν +J(9)ν uµ)
]
. (8.13)
We are considering a flat background metric, and so the divergences appear only
through terms involving electromagnetic fields, in addition to the cosmological constant con-
tribution which was already taken into account in Eq. (8.11).
The functions at zeroth order in the derivative expansion correspond to the boosted
charged blackhole, i.e. 3
c(0)(ρ) = −φ(ρ)
r+
, (8.14)
W (0)1 (ρ) = 1 =W
(0)
2 (ρ) , (8.15)
W (0)3 (ρ) = 1− f (ρ) , (8.16)
W (0)4µ (ρ) = 0 =W
(0)
5µν(ρ) , (8.17)
a(0)µ (ρ) = 0 . (8.18)
Then the charge current and energy momentum tensor at this order read [31, 32],
J(0)µ =
√
3q
8piG
uµ , T
(0)
µν =
m
16piG
(
4uµuν +ηµν
)
. (8.19)
From this we obtain the equilibrium pressure and charge density p = m16piG and n =
√
3q
8piG . For
computational reasons it is convenient to define a Weyl invariant charge Q = q/r3+ and mass
3Following the notation in [31], barred superscripts (n¯) should not be confused with superscripts (n), where
the latter refers to the order in the hydrodynamical expansion.
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M = m/r4+ = 1+Q
2. In terms of these redefined parameters, the black hole temperature and
chemical potential read
T =
r+
2pi
(2−Q2) , (8.20)
µ =
√
3r+Q . (8.21)
We also define the interior horizon in the ρ-coordinate ρ2 ≡ r−/r+.
8.1.1 Einstein-Maxwell equations of motion and Ward identities
Inserting this ansatz into the Einstein-Maxwell system of equations we find a set of (2×
1+2×3+5) differential equations and (2×1+3) constraints relating the allowed Q(xµ),
r+(xµ), uν(xµ) and a
(b)
ν (xµ) [32]. 4 We need to solve the e.o.m. about a a certain point x0µ
that we choose to be xµ0 = 0. At such point we sit in a frame in which u
µ = (1,0,0,0) and
a(b)ν (0) = 0.
The scalar sector is obtained from the rr, rv and vv components of the Einstein equa-
tions, and the r and v components of the Maxwell equations. One finds two constraints
M(n)v + r2 f (r)M
(n)
r = 0 ⇒
(
DµJµ = c1F ∧F
)(n−1)
, (8.22)
E(n)vv + r2 f (r)E
(n)
rv = 0 ⇒
(
DµT µv = FvαJ
α)(n−1) , (8.23)
which, as indicated, correspond to the current and energy momentum non-conservation re-
lations at order n− 1.5 The combinations Err = 0, Erv + r2 f (r)Err = 0 and Mr = 0 leads
respectively to the set of differential equations
3W (n)1
′(ρ)− 3
2
ρ−1
(
ρ2∂ρW
(n)
2 (ρ)
)′
= S(n)(ρ) , (8.24)(
ρ4W (n)3
)′
+8ρ3W (n)1 −
√
2Qc(n) ′+(1−4ρ4)W (n)2 ′−4ρ3W (n)2 = K(n)(ρ) , (8.25)(
ρ3∂ρc(n)
)′−2√3QW (n)1 ′+3√3QW (n)2 ′ = C(n)(ρ) . (8.26)
At this stage there is still some gauge freedom in the metric. There are three (metric) scalar
fields (W1 ,W2 and W3) but the Einstein’s equations give two differential equations, (8.24)
and (8.25). We choose the gauge W2(ρ) = 1 in which the system partially decouples and can
41, 3 and 5 denote the SO(3) scalars, vectors and tensors in which the fields are decomposed.
5Notice that there are no curvature terms in (8.22) and (8.23) because we are working with a flat boundary.
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be solved as
W (n,ε)1 (ρ) = −
1
3
∫ 1
ε
ρ
dxS(n)(x) , (8.27)
W (n,ε)3 (ρ) =
C0
ρ4
− 1
ρ4
∫ 1
ε
ρ
dx
(
K(n)(x)−8x3W (n,ε)1 (x)+
2Q√
3
∂xc(n,ε)(x)
)
, (8.28)
c(n,ε)(ρ) = c0
(1− ε2ρ2)
ρ2
−
∫ 1
ε
ρ
dxx−3
∫ x
1
dy
(
C(n)(y)+
2Q√
3
S(n)(y)
)
. (8.29)
These solutions have been constructed by requiring Dirichlet boundary conditions at the cut-
off surface and demanding regularity at the interior of the bulk. The remaining integration
constant c0 is associated to the freedom of choosing frame in the hydrodynamic set up.
In a similar way, the vector sector is constructed with the components of the equations
of motion Eri, Evi and Mi. They lead to a constraint equation,
E(n)vi + r
2 f (r)E(n)ri = 0 ⇒
(
DµT
µ
i = FiαJ
α)(n−1) , (8.30)
implying the energy conservation equation, and the two dynamical equations
∂ρ
(
ρ5∂ρW
(n)
4i +2
√
3Qa(n)i (ρ)
)
= J(n)i (ρ) , (8.31)
∂ρ
(
ρ3 f (ρ)∂ρa
(n)
i (ρ)+2
√
3Q∂ρW
(n)
4i (ρ)
)
= A(n)i (ρ) , (8.32)
corresponding to Eri = 0 and Mi = 0 respectively. The general solution of this system in the
Landau frame has been found in [31]. It is straightforward to generalize the solution to the
case in which electromagnetic sources are included. In this case new divergences arise that
need to be regulated with the cut-off 1/ε∗, and then to be substracted with the corresponding
counterterms (7.29). The result is
a(2¯,ε∗)ν =
1
2
(
1
ε∗
Aν (1/ε∗)−
∫ 1
ε∗
1
dxAν(x)
)
−
√
3Q
M
C(ε∗)ν −
√
3Q
4M
D(ε∗)ν , (8.33)
where the integration constant C(ε∗)ν is determined by fixing the Landau frame, and D
(ε∗)
ν by
demanding regularity at the outer horizon. These constants write
4C(ε∗)ν = −
2
∑
m=0
(−1)m∂mρ Jν(1/ε∗)
εm+1∗ (m+1)!
+
∫ 1
ε∗
1
dxJν(x)−J(9)ν logε∗ , (8.34)
D(ε∗)ν = −
√
3Q
∫ 1
ε∗
1
dx
Aν(x)
x2
−M
∫ 1
ε∗
1
dx
Jν(x)
x4
−Q2
∫ 1
ε∗
1
dx
Jν(x)
x6
. (8.35)
Finally the tensor equations are the combination Ei j− 13δi j tr (Ekl) = 0, which leads to
the dynamical equation
∂ρ
(
ρ5 f (ρ)∂ρW
(n)
5i j (ρ)
)
= P(n)i j (ρ) . (8.36)
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The solution of this equation that satisfies the Dirichlet boundary and regularity conditions
writes
W (n,ε∗)5µν (ρ) =−
∫ 1
ε∗
ρ
dx
∫ x
1 dyP
(n)
µν(y)
x5 f (x)
. (8.37)
After doing an asymptotic expansion of this solution around the regularized boundary sur-
face, one can extract the relevant quantity to get the energy momentum tensor, cf. (8.11),
4W (4¯,ε∗)5µν =−
2
∑
m=0
(−1)m∂mρ Pµν(1/ε∗)
εm+1∗ (m+1)!
−
∫ 1
ε∗
1
dxPµν(x) . (8.38)
Note that the form of the homogeneous part in the dynamical equations in the scalar,
vector and tensor sectors is the same at any order in the derivative expansion. Each order n
is then characterized by the specific form of the sources. In the next two sections we will
compute the sources, and integrate them according to the formulae presented above to get
the transport coefficients at first and second order.
8.2 First Order Transport Coefficients
The technology presented in Sec. 8.1 can be used to construct the solutions of the system at
any order in a derivative expansion. As it has been already explained, the solution at zeroth
order trivially leads to the charged blackhole with constant parameters (8.6)-(8.7). In this
section we will solve the system up to first order. The transport coefficients at this order
have been obtained previously in the literature using different methods in field theory and
holography. In particular, they have been computed within the fluid/gravity approach, but
not including external electric fields in this formalism, see eg. [31, 32, 96, 33].
8.2.1 Scalar sector
In the scalar sector, the first order sources look like
S(1)(ρ) = K(1)(ρ) =C(1)(ρ) = 0 . (8.39)
This very simple situation leads to the solution
W (1,ε)1 (ρ) = 0 , (8.40)
c(1,ε)(ρ) = c0
(1− ε2ρ2)
ρ2
, (8.41)
W (1,ε)3 (ρ) =
C0
ρ4
+
2Qc0√
3
(1− ε2ρ2)
ρ6
. (8.42)
The integration constants c0 and C0 can be fixed to zero because they just redefine the charge
and mass of the black hole respectively.
8.2 First Order Transport Coefficients 75
8.2.2 Vector and tensor sector
The first order sources are given by
J(1)µ = −λ 96ρ3
(
5Q2
ρ2
−M
)
Bµ
r+
−
√
3Qλ
(
1008Q2
ρ7
− 320M
ρ5
)
ωµ , (8.43)
A(1)µ = −
√
3piT
Mr+ρ2
PνµDνQ−
(
1+
9Q2
2Mρ2
)
Eµ
r+
− 16
√
3κQ
ρ3
Bµ
r+
− 48κQ
2
ρ5
ωµ
−48λ
(
15Q4−16MQ2ρ2+4M2ρ4)
ρ11
ωµ , (8.44)
P(1)µν = −6r+ρ2σµν , (8.45)
where Dµ is the Weyl covariant derivative and DαQ = 2piT
2√
3r2+(1+M)
Dα µ¯ . Using equations
(8.10), (8.11), (8.33), (8.34) and (8.35) it is straightforward to find the first order transport
coefficients,
η =
r3+
16piG
, σ =
pir7+T 2
16Gm2
, (8.46)
ξB = −
√
3q
(
m+3r4+
)
κ
8Gmpir2+
+
√
3piqT 2λ
Gm
, ξV =− 3q
2κ
4Gmpi
+
2pi
(
2q2− r6+
)
T 2λ
Gmr2+
.(8.47)
Chiral magnetic ξB and vortical ξV conductivities have been computed at first order in holog-
raphy within the Kubo Formulae formalism in [39]. Here we reproduce the same result
within the fluid/gravity approach. 6
Note that to compute the first order transport coefficients one needs only the terms
a(2¯,ε∗)µ and W (4¯,ε∗) in the near boundary expansion. However, in order to go to the next order
in the derivative expansion, we need to know the exact solutions, which can be written in
terms of the sources as
W (1)4µ (ρ) = F1[ρ]P
ν
µDνQ(x)+F2[ρ]ωµ(x)+F3[ρ]
Eµ(x)
r+
+F4[ρ]
Bµ(x)
r+
, (8.48)
W (1)5µν(ρ) = F5[ρ]r+σµν(x) , (8.49)
a(1)µ (ρ) = F6[ρ]PνµDνQ(x)+F7[ρ]ωµ(x)+F8[ρ]
Eµ(x)
r+
+F9[ρ]
Bµ(x)
r+
, (8.50)
6The gauge gravitational anomaly contribution to the vortical conductivity was also computed recently
within the Fluid/Gravity setup in [96].
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we show in Appendix H the expressions for the F’s functions. F5 writes
F5[ρ] = −2log [1+ρ]−1+M −
(
1+ρ2+ρ22
)
log [ρ−ρ2]
(1+ρ2)
(
1+2ρ22
) + 2(1+ρ32) log [ρ+ρ2]−2−2ρ22 +4ρ42
+
log
[
1+ρ2+ρ22
]
2+5ρ22 +2ρ
4
2
+
2
(
1+ρ22
)3/2
2+5ρ22 +2ρ
4
2
ArcCot
 ρ√
1+ρ22
 . (8.51)
8.3 Second Order Transport Coefficients
The second order coefficients are much more computationally demanding than the first order
ones. The parameter c(2¯,ε∗) in (8.10) can always be chosen to be zero, as it just redefines the
charge. On the other hand, because we are working with a conformal fluid in the Landau
frame, there is no contribution from the scalar sector to the energy momentum tensor and
(W2 +W3)(4¯,ε∗) is set to zero. We have checked that this is in fact what happens by using
the sources for the scalar sector. So, we will focus in this section on the vector and tensor
contributions.
8.3.1 Vector sector
The second order sources in the vector sector are shown in the Appendix I.1, again using
these expressions and the Eqs. (8.33), (8.34), (8.35) and (8.10) we can extract the second
order transport coefficients. We show first the new non anomalous coefficients
ξ5 = ξ5,0(ρ2) , (8.52)
ξ6 = ξ6,0(ρ2)+
3
(
3+M2
)
Q2κ2
4piGM3
+κλξ6,κλ (ρ2)+λ 2ξ6,λ 2(ρ2) , (8.53)
ξ7 = ξ7,0(ρ2) , (8.54)
ξ8 = −(9+12M+7M
2)piQT 3
128
√
3GM4(1+M)r3+
+κ2ξ8,κ2(ρ2)+κλξ8,κλ (ρ2)+λ
2ξ8,λ 2(ρ2) ,(8.55)
ξ9 =
Q
(
88+480Q2M+169Q6
)
512
√
3piGM4r+
+
1
r+
(
κ2ξ9,κ2(ρ2)(ρ2)
+ κλξ9,κλ (ρ2)(ρ2)+λ 2ξ9,λ 2(ρ2)(ρ2)
)
, (8.56)
ξ10 =
(
4+7Q2
)
64piGM
+κ2ξ10,κ2(ρ2)+κλξ10,κλ (ρ2)+λ
2ξ10,λ 2(ρ2) . (8.57)
These coefficients had not been computed previously in the literature. The rest of the non
anomalous coefficients were obtained in the past without the gravitational anomaly. In this
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work we have found the λ−corrected results, which write
ξ1 =
piT 3
8GM3(M+1)r2+
(
Q2+
M2(
1+2ρ22
) log[2+ρ22
1−ρ22
])
, (8.58)
ξ2 =
(3+M)(M(3+M)−6)T 2
128GM3(M+1)r+
+
3piQ2T 3κ2
GM3(M+1)r2+
+ r+
(
κλξ2,κλ (ρ2)+λ 2ξ2,λ 2(ρ2)
)
,
(8.59)
ξ3 =
3
√
3Q3r+
64piGM2
, (8.60)
ξ4 =
3
√
3Q3r+κ2
2piGM2
+ r+κλξ4,κλ (ρ2)+ r+λ 2ξ4,λ 2(ρ2) . (8.61)
In the anomalous sector, the new coefficients (not computed previously) write
ξ˜2 =
3
√
3Q3 (6+M)κ
16piGM2
(
1+2ρ22
)2 +
√
3piQT 2κ log
[
2+ρ22
1−ρ22
]
2GMr2+
(
1+2ρ22
)3 +λ ξ˜2,λ (ρ2) , (8.62)
ξ˜3 =
√
3piQT 2
8r2+M3G
(
Q2κ+
8pi2T 2λ
r2+
)
, (8.63)
ξ˜4 = κξ˜4,κ(ρ2)+λ ξ˜4,λ (ρ2) , (8.64)
ξ˜5 = κξ˜5,κ(ρ2)+λ ξ˜5,λ (ρ2) , (8.65)
while the already known coefficient with the new λ contribution writes
ξ˜1 =
3Q2r+κ
4piGM2
+λ r+ξ˜1,λ (ρ2) . (8.66)
The ξi,(0,κ2,κλ ,λ 2)(ρ2) and ξ˜i,(κ,λ )(ρ2) functions are defined in Appendix J. These coefficients
enter in the constitutive relation for the current through (4.90) and (4.95).
8.3.2 Tensor sector
The second order sources in the tensor sector are shown in Appendix I.2, and again we can
extract the transport coefficients at this order after pluging these expressions into Eqs. (8.11)
and (8.38). Due to the length of the expressions, some of them will be shown exactly and
the rest are expressed in terms of some functions Λi,(κ2,κλ ,λ 2)(ρ2) and Λ˜i,(κ,λ )(ρ2) which are
presented in the Appendix J. Again we split our results in those non anomalous coefficients
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which are new,
Λ7 = −
√
3(−3+5M)Qr+
64piGM2
, (8.67)
Λ8 = r+Λ8,0(ρ2) , (8.68)
Λ9 = Λ9,0(ρ2) , (8.69)
Λ10 =
11
96piG
+κ2Λ10,κ2(ρ2)+κλΛ10,κλ (ρ2)+λ
2Λ10,λ 2(ρ2) , (8.70)
Λ11 = −8
√
3Qr+κλ
piG
, (8.71)
Λ12 = −
√
3Qr+
16piG
+
3
√
3Q3r+κ2
piGM
+κλ r+Λ12,κλ (ρ2)+λ 2r+Λ12,λ 2(ρ2) , (8.72)
and the rest of the non anomalous ones
Λ1 =
r2+
16piG
(
2+
M√
4M−3 log
[
3−√4M−3
3+
√
4M−3
])
, (8.73)
Λ2 =
r2+
8piG
, (8.74)
Λ3 =
r2+
8Gpi
(
M
2(1+2ρ22 )
log
[
2+ρ22
1−ρ22
]
+192Q2κλ − 384(3M−5)piTλ
2
r+
)
, (8.75)
Λ4 = −Q
2r2+
16piG
+
3Q4r2+κ2
piGM
+
18Q2
(
5+Q2
(
9Q2−16))r2+κλ
5piGM
+λ 2r2+Λ4,λ 2(ρ2) ,
(8.76)
Λ5 = − piQT
3
16
√
3GM2(M+1)r+
, (8.77)
Λ6 = r2+Λ6,0(ρ2) . (8.78)
For the anomalous coefficients we get the new ones
Λ˜4 = −3Q
2r+κ
8piGM
− piT
2λ
GMr+
, (8.79)
Λ˜5 = κr+Λ˜5,κ(ρ2)+λ r+Λ˜5,λ (ρ2) , (8.80)
Λ˜6 = κΛ˜6,κ(ρ2)+λ Λ˜6,λ (ρ2) , (8.81)
Λ˜7 = −2r+λGpi , (8.82)
Λ˜8 =
3Q2
(
Q2−1)r+κ
4piGM2
+λ r+Λ˜8,λ (ρ2) , (8.83)
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and the rest of the anomalous ones
Λ˜1 = −
√
3r2+Q
3κ
4piGM
+
√
3Qr+(3r++(Q2−4)piT )
piGM
λ , (8.84)
Λ˜2 = λ r2+Λ˜2,λ (ρ2) , (8.85)
Λ˜3 =
2T 2λ
G(M+1)
. (8.86)
These coefficients enter in the constitutive relation for the energy-momentum tensor through
(4.89) and (4.95).
The transport coefficients Λ1, . . . ,Λ6, Λ˜1, . . . , Λ˜3 and ξ1 . . .ξ4, ξ˜1 have been computed
in the past in [31, 32] without gravitational anomaly. It is interesting to remark thatΛ1,Λ2,Λ5,
Λ6,Λ7,Λ8,Λ9,ξ1,ξ3,ξ5 and ξ7 do not receive λ−corrections, actually these coefficients do
not depend on κ either. It is also remarkable that Λ˜2 and Λ˜3 in the presence of gravitational
anomaly are not vanishing. The rest of the transport coefficients we have computed are new.
8.3.3 Discussion of second order results
It would be interesting to compare our results with the predictions done in [60]. Basically
the authors tried to fix the anomalous second order transport coefficients using a generalized
version of the method developed by Son & Surowka [33]. The only issue is that they didn’t
consider the mixed gauge-gravitational anomaly and neglected all the integration constants
as the previous authors. Nowadays we know that at least at first order these integration
constants might be related to the anomalous parameter λ . The authors presented a set of
algebraic and differential constraints. The algebraic ones are
Λ˜1 =
4η
n
(ξV −T DB) , (8.87)
Λ˜4 =
2η
n
(ξB− κ¯µ) , (8.88)
ξ˜3 =
2σ
n
(ξV −T DB) , (8.89)
ξ˜5 = 0 , (8.90)
where DB = κT4piG µ¯
2 is the coefficient multiplying the magnetic field in the entropy current
computed in [33, 34, 60] with only pure gauge anomaly, and κ¯ = κ2piG is the anomalous
parameter used by the authors of [60]. Eqs. (8.87) and (8.89) are satisfied by our solutions
(8.84) and (8.63) as long as one fixes the anomaly parameter λ to zero. However Eq. (8.88)
is satisfied with the gravitational anomaly switched on. So far these constraints are satisfied
except Eq. (8.90), as ξ˜5 is not vanishing in our model even though we fix the anomalous
parameter to vanish.
To check the value we get for ξ˜5 (8.65), we may proceed by using the Kubo formula
formalism. The Kubo formulae for ξ˜5 will relate this coefficient to a two point function at
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second order in a frequency and momentum expansion. Actually it will appear in the same
correlator as the chiral magnetic conductivity. To do so we can switch on a gauge field in the
y direction Ay = Ay(t,z). In such a situation the Fourier transformed source J
(5)
µ reduces to
J(5)x = ωkzAy , (8.91)
so that using the constitutive relation we can read the two point function
〈JxJy〉=−iξBkz+ ξ˜5ωkz , (8.92)
The presence of ξ˜5 must be captured by a model in the probe limit. The very simple
model of the Chapter 5 is enough to be used as a consistency check. In order to proceed, we
will work only with an axial gauge field switched on, so we just need to solve the equations
(5.20) and follow the standard holographic procedure described in the previous chapters in
order to obtain the retarded correlator, the final result is
〈JaJb〉=
(
− iωgA +ω2
log2
2gA
−72gA(kκµ)2(−1+ log4) −12ikκµ−12kωκµ log2
12ikκµ+12kωκµ log2 − iωgA +ω2
log2
2gA
−72(kκµ)2gA(−1+ log4)
)
.
(8.93)
In order to relate the Fluid/Gravity model with the one in Chapter 5 we have to do the
redefinitions
κ → 24piGκ , r+→ 1
g2A → 16piG and T →
1
pi
.
Finally we will compare from (8.65) the κ−part because the correlator was computed in
the probed limit where the backreaction of the gauge field on the background black hole is
neglected and in consequence the effect of the gravitational anomaly is subleading. After
doing a linear expansion for µ¯  1 we get
ξ˜5 = 12κµ log2− λµpiGr+ (1+2log2)+O(µ¯
3) . (8.94)
This is a non trivial check of the non vanishing of ξ˜5. In order to understand the discrep-
ancy between this result and the prediction done by the authors of [60], we can analyze the
properties under time reversal of the source associated to ξ˜5, which reads in the constitutive
relations as
Jµ = ξ˜5εµνρλuνDρEλ + . . . . (8.95)
This equation in the local rest frame uµ = (1,0,0,0) looks like
~J = ξ˜5∇×~E + . . .=−ξ˜5∂
~B
∂ t
+ . . . . (8.96)
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The electric field and the operator ∇× are even under time reversal while the current is
odd, in consequence the conductivity ξ˜5 is T−odd. The fact that this transport coefficient is
T−odd tells us that such a source might contribute to the entropy production. For this reason
demanding a non contribution to the production of entropy might not be well motivated. The
situation would be similar as demanding a vanishing contribution from the usual electric
conductivity. One can see also the odd property of ξ˜5 from Eq. (8.92), as 〈JxJy〉 is T−even
and inverting the time is the same as changing ω →−ω .
We have noticed that the anomalous coefficients associated to sources constructed with
the second derivative of the fields can be naturally factorized as
Λ˜1 = −2η l˜ω , (8.97)
Λ˜4 = −2η l˜B , (8.98)
ξ˜5 = σ l˜E . (8.99)
These expressions make their dissipative nature clear, and they suggest the existence of
anomalous relaxation lengths in analogy to the relaxation time τpi . These new T−even quan-
tities write
l˜ω =
2pi
Gp
(
κµ3
48pi2
+64µλ
(
3r2+−2µ2−
piTµ2
r+
))
, (8.100)
l˜B =
1
2piGp
(
κµ2
8
+pi2T 2λ
)
, (8.101)
l˜E = − 8µ¯pi2T (κ log2−2λ (1+2log2))+O(µ¯
3) . (8.102)
A last interesting observation comes from the result on the dispersion relation of shear
waves in [60], where they have found that
ω ≈−i η
4p
k2∓ iCk3+ . . . , (8.103)
with C = −Λ˜1/(8p). It would be interesting to generalize the computation of [101] to the
case including the mixed gauge-gravitational anomaly to verify whether the result for C is
C =
η
4p
l˜ω . (8.104)
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CHAPTER 9
CONCLUSIONS AND OUTLOOK
In the presence of external sources for the energy momentum tensor and the currents, the
anomaly is responsible for a non conservation of the latter. This is conveniently expressed
through [56]
DµJµa = ε
µνρλ
(
dabc
32pi2
FbµνF
c
ρλ +
ba
768pi2
Rα βµνR
β
αρλ
)
, (9.1)
where the axial and mixed gauge-gravitational anomaly coefficients, dabc and ba, are given
by (2.23) and (2.24) respectively.
We have discussed in Chap. 3 the subtleties of introducing a chemical potential for
anomalous charges. One possible way is by deforming the Hamiltonian according to H →
H−µQ, a second, usually equivalent way is by imposing boundary conditions φ(t− iβ ) =
±eµβφ(t) on the fields along the imaginary time direction [73, 102]. These methods are
equivalent as long as Q is a non-anomalous charge. We have argued why the second method
could be physically favoured to be the right formalism. Similarly, in holography we can
introduce the chemical potential either through a boundary value of the temporal component
of the gauge field or through the potential difference between boundary and horizon. Thus,
for non-anomalous symmetries, the boundary value of the temporal gauge field can be iden-
tified with the chemical potential. Due to the exact gauge invariance of the action, a constant
boundary value never enters in correlation functions. In the presence of a Chern-Simons
term, however, the gauge symmetry is partially lost and even a constant boundary gauge
field becomes observable. This can be seen explicitly from the three-point functions (5.35)
and (5.37). Therefore, we should set the axial vector field to zero after having used it as a
source for axial current. By defining the corresponding chemical potential as the potential
difference between the horizon of the AdS black hole and the holographic boundary we are
able to do so. However, the prize we have to pay is a space time with a special topology at the
horizon, this puncture in the bulk behave like a flux and allow us to have the twisted bound-
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ary conditions for the fields and makes this approach the holographic dual of the formalism
B (see table 3.1).
We also derived the Kubo formulae that allow the calculation of all the transport coef-
ficients at first order in the hydrodynamic expansion.
Then we computed two- and three-point functions of currents in Chap. 5 at finite
density using holographic methods for a simple holographic model incorporating the axial
anomaly of the standard model. We were able to reproduce the known weak-coupling results
concerning the chiral magnetic effect and also found a new type of “conductivity” in the
axial sector alone, σ55. Although it can not be probed by switching on external fields, as a
two-point function it is as well defined as σCME . It would be interesting to find a way of also
relating this anomalous conductivity to experimentally accessible observables.
Previous calculations of anomalous conductivities have been able to reproduce the
weak-coupling result for σaxial ∝ µ but not σCME ∝ µ5 unless the contributions from the
Chern-Simons term to the chiral currents were dropped. In our calculation we have used the
complete expressions for the currents, but of key importance was a clear distinction between
the physical state variable, the chemical potential, and the external background field. The
latter we viewed exclusively as a source that couples to an operator, whereas the chemical
potential should correspond in the most elementary way to the cost of energy for adding a
unit of charge to the system.
We have confirmed our intuition on the way of introducing anomalous chemical po-
tentials with the computation of three point functions in vacuum and getting the same result
as in the holographic model.
Having the Kubo formulae we have computed the magnetic and vortical conductivity
at weak coupling and we find contributions that are proportional to the anomaly coefficients
(2.23) and (2.24). Therefore the non-vanishing value has to be attributed to the presence of
chiral and gravitational anomalies.
This result agrees with the known results from AdS/CFT [36] up to one important
difference: the holographic calculation did not show a contribution proportional to tr (TA).
This not surprising since only a holographic gauge Chern-Simons term was included. Holo-
graphic modelling of the gravitational anomaly called however also for inclusion of a mixed
gauge-gravitational Chern-Simons term of the form A∧R∧R.
We find a non-vanishing vortical conductivity proportional to ∼ T 2 even in an un-
charged fluid. In [34] similar terms in the vortical conductivities have been argued for as
undetermined integration constant without any relation to the gravitational anomaly. The T 2
behavior had appeared already previously in neutrino physics [38].
In order to perform the analysis at strong coupling via AdS/CFT methods, we have
defined in Chap. 7 a holographic model implementing both type of anomalies via gauge and
mixed gauge-gravitational Chern-Simons terms. We have computed the anomalous magnetic
and vortical conductivities from a charged black hole background and have found a non-
vanishing vortical conductivity proportional to ∼ T 2. These terms are characteristic for the
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contribution of the gravitational anomaly and they even appear in an uncharged fluid. Very
recently a generalization of the results (7.60)-(7.62) to any even space-time dimension as a
polynomial in µ and T [42] has been proposed. Finally, the consequences of this anomaly in
hydrodynamics have been studied using a group theoretic approach, which seems to suggest
that their effects could be present even at T = 0 [103].
To have a consistent hydrodynamics description of the anomalous holographic plasma
we went to second order in the derivative expansion using the Fluid/Gravity correspondence,
and we computed all the transport coefficients. Except the ones associated to the presence
of curvature in the fluid background. Within the most important results we have gotten that
gravitational anomaly has a non trivial contribution to most of the transport coefficients,
even thought to the non anomalous one. In the anomalous side we have found a dissipative
conductivity
~J = ξ˜5∇×~E , (9.2)
that was though to be vanish for any anomalous model [60], but we have checked our result
also using Kubo formulae as a consistency check. The existence of an anomalous dissipative
conductivity results counter-intuitive and need to be understood better. We also have found
the expression for λ˜1 in presence of the mixed gauge-gravitational anomaly, which in prin-
ciple determine the coefficient in front of k3 in the chiral dispersion relation of shear waves
[60].
We have defined the T−even quantities l˜E , l˜B and l˜ω in analogy with the definition
of τpi . A generalization of the Israel and Stewart theory to hydrodynamics with anomalies
would give us a better physical intuition on these parameters. In particular the authors of [60]
have noticed that the chiral coefficient C (8.103) in the dispersion relation of shear waves is
related to Λ˜1, and in consequence to l˜ω ,
ω ≈−i η
4p
k2
(
1± l˜ωk
)
. (9.3)
There are important phenomenological consequencies of the present study to heavy ion
physics. In [16] enhanced production of high spin hadrons (especially Ω− baryons) perpen-
dicular to the reaction plane in heavy ion collisions has been proposed as an observational
signature for the chiral separation effect. Three sources of chiral separation have been identi-
fied: the anomaly in vacuum, the magnetic and the vortical conductivities of the axial current
JµA . Of these the contribution of the vortical effect was judged to be subleading by a relative
factor of 10−4. The T 2 term in (7.61) leads however to a significant enhancement. If we take
µ to be the baryon chemical potential µ ≈ 10 MeV, neglect µA as in [16] and take a typical
RHIC temperature of T = 350 MeV, we see that the temperature enhances the axial chiral
vortical conductivity by a factor of the order of 104. We expect the enhancement at the LHC
to be even higher due to the higher temperature.
Beyond applications to heavy ion collisions leading to charge and chiral separation
effects [104] it is tempting to speculate that the new terms in the chiral vortical conduc-
tivity might play a role in the early universe. Indeed it has been suggested before that the
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gravitational anomaly might give rise to Lepton number generation, e.g. in [105]. The lepton
number separation due to the gravitational anomaly could contribute to generate regions with
non-vanishing lepton number.
CHAPTER 10
RESUMEN Y PERSPECTIVAS
En presencia de fuentes externas para el tensor de energı´a momento y las corrientes, las
anomalı´as son responsables de la no conservacio´n de dicha corriente. Esto se expresa de la
siguiente forma [56]
DµJµa = ε
µνρλ
(
dabc
32pi2
FbµνF
c
ρλ +
ba
768pi2
Rα βµνR
β
αρλ
)
, (10.1)
donde los coeficientes axial y el mixto gauge-gravitacional, dabc y ba, esta´n dados por (2.23)
y (2.24) respectivamente.
En el capı´tulo 3 hemos discutido las sutilezas de introducir un potencial quı´mico para
cargas ano´malas. Una posibilidad es deformando el Hamiltoniano segu´n H → H − µQ,
una segunda forma usualmente equivalente es imponiendo las condiciones de frontera φ(t−
iβ ) = ±eµβφ(t) sobre los campos a lo largo del eje imaginario del tiempo [73, 102]. Am-
bos me´todos son equivalentes siempre y cuando Q no sea una carga ano´mala. Hemos dado
argumentos fı´sicos de por que´ el segundo me´todo deberı´a ser el apropiado. Similarmente,
en holografı´a hemos introducido los potenciales quı´micos a trave´s del valor que toma en la
frontera el campo gauge o como la diferencia de potencial entre el horizonte de eventos y
la frontera del espacio tiempo. Para simetrı´as no ano´malas el potencial quı´mico puede ser
idetificado con el valor del campo gauge en la frontera. Debido a la invariancia gauge de la
accio´n los correladores nunca dependera´n del valor en la frontera del campo. Sin embargo,
en presencia de un te´rmino de Chern-Simons la simetrı´a gauge se pierde parcialmente e in-
clusive configuraciones constantes en la frontera contribuira´n a los correladores y se volvera´n
observables. Esto se ve explicitamente de las funciones a tres puntos (5.35) y (5.37). Por lo
tanto, deberı´amos poner a cero el campo axial luego de haberlo usado como una fuente para
calcular la funcio´n de particio´n. Al definir el potencial quı´mico como la diferencia de po-
tencial entre el horizonte y la frontera, podemos darle la interpretacio´n de energı´a necesaria
para introducir una unidad de carga en el sistema.
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En esta tesis tambien derivamos la formulas de Kubo que permiten el ca´lculo de todos
los coficientes de transporte a primer orden en la expansio´n hidrodina´mica.
Luego calculamos funciones a dos y tres puntos en el capı´tulo 5 utilizando me´todos
hologra´ficos para un modelo simple que incorpora la anomalı´a axial del modelo standard. En
este modelo fuimos capaces de reproducir el resultado conocido del re´gimen de acoplamiento
debil para la conductividad quiral magne´tica.
Los ca´lculos previos de conductividades ano´malas fueron capaces de reproducir el re-
sultado de acoplamiento debil para σaxial ∝ µ pero no para σCME ∝ µ5 al menos que la con-
tribucio´n del te´rmino de Chern-Simons se eliminara. En nuestro ca´lculo hemos utilizado la
corriente consistente completa. De gran importancia fue la distincio´n entre potencial quı´mico
y el valor asintoto´tico del campo gauge.
Nuestra intuicio´n sobre como introducir el potencial quı´mico fue confirmada por el
ca´lculo de funciones a tres puntos a acoplamiento debil y temperatura cero. Este resultado
es una verificacio´n no trivial de que nuestro razonamiento es correcto.
Teniendo conocimiento de las formulas de Kubo las utilizamos para calcular las con-
ductividades por campos magne´ticos y por vorticidad en un re´gimen de acoplamiento debil
y obtuvimos resultados proporcionales a los coeficientes ano´malos (2.23) y (2.24). Por lo
tanto estas conductividades son distintas de cero si y solo la teorı´a presenta anomalı´as.
Este resultado coincide con el ca´lculo en AdS/CFT de [36] salvo por una diferencia
importante: el ca´lculo hologra´fico no mostro´ la contribucio´n proporcional a tr (TA). Pero
esto no es una sorpresa porque hologra´ficamente solo la anomalı´a gauge se reproducı´a en
este modelo. Para incluir la anomalı´a gravitacional es necesario incluir en la accio´n de
gravedad un te´rmino con la forma A∧R∧R.
Para realizar un ana´lisis completo a acoplamiento fuerte de estas conductividades
definimos un modelo en el contexto de AdS/CFT en el capı´tulo 7 en el cual implementamos
ambas anomalı´as. En este modelo calculamos todas las conductividades usando formulas
de Kubo y encontramos en la conductividad por vorticidad el te´rmino proporcional a ∼ T 2.
Este te´rmino esta´ presente si y solo si la anomalı´a gravitacional esta´ en la teorı´a al igual que
en el caso de acoplamiento debil.
Para finalizar y tener una descripcio´n hidrodina´mica consistente de este tipo de sis-
temas utilizamos la correspondencia fluido/gravedad que permite calcular los coeffiientes de
transporte a segundo orden en la expansio´n derivativa. Utilizando esta te´cnica fuimos ca-
paces de calcular todos los coeficientes de transporte excepto los asociados a la presencia de
curvatura en el medio. Dentro de los resultados mas importantes tenemos que inclusive a
este orden la anomalı´a gravitacional presenta contribuciones no triviales. En particular des-
cubrimos una nueva conductividad ano´mala disipativa asociada a la variacio´n en el tiempo
del campo magne´tico
~J =−ξ˜5∂
~B
∂ t
. (10.2)
Tambie´n encontramos la contribucio´n de λ a λ˜1, este coeficiente de transporte en princio
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determina la contribucio´n k3 en la relacio´n de dispersio´n quiral de las conocidas shear waves
[60].
Este trabajo tiene consecuencias fenomenolo´gicas importantes para el estudio de la
fı´sica de colisiones de iones pesados. En [16] se predijo la produccio´n de hadrones de
alto espı´n (especialmente bariones Ω−). Esta produccio´n es una consecuencia del efecto
de separacio´n de quiralidad. La anomalı´a gravitacional contribuye importantemente en este
efecto porque su aporte va como T 2. Ası´ que a temperaturas obtenidas en el LHC quiza´s
serı´a posible observar este efecto.
Mas alla´ de la aplicacio´n a la fı´sica de colisiones de iones pesados el efecto por sep-
aracio´n de quiralidad [104] es un candidato para especular sobre la generacio´n de nu´mero
lepto´nico en el universo temprano.
90 Resumen y Perspectivas
Appendices

APPENDIX A
EVALUATION OF TRIANGLE DIAGRAM
We wish to compute the integral corresponding to the triangle diagram in Fig. 6.1,
Γµνρ(p,q) = (−1)(ie)2(ig)(i)3
∫ ddl
(2pi)d
tr
(
γ5
/l − /p
(l− p)2 γ
µ /l
l2
γν
/l +/q
(l+q)2
γρ
)
+(µ ↔ ν , p↔ q). (A.1)
Using Feynman parametrization the integral can be written as
Γµνρ(p,q) = Iαβγ
[
tr
(
γ5γαγµγβ γνγγγρ
)
− tr
(
γ5γγγνγβ γµγαγρ
)]
, (A.2)
Iαβγ = −2
∫ 1
0
dxdyΘ(1− x− y)
∫ ddl
(2pi)d
Nαβγ
(l2+D)3
, (A.3)
where
D = x(1− x)p2+2xyp ·q+ y(1− y)q2, (A.4)
rµ = xpµ − yqµ , (A.5)
Nαβγ = (r− p)αrβ (r+q)γ +
l2
d
[
δαβ (r+q)γ +δαγ rβ +δβγ(r− p)α
]
. (A.6)
Here we have already taken into account that with both dimensional and cutoff regulariza-
tions, the integral with odd powers of l in the numerator of the integrand vanishes, and the
remaining tensor structure is dictated by the rotational symmetry of a momentum shell at
fixed |l|.
Using ∫ Λ
0
l3dl
(l2+D)3
=
1
4D
+O
(
1
Λ2
)
, (A.7)∫ Λ
0
l5dl
(l2+D)3
=
1
2
[
log
(
Λ2
D
)
− 3
2
]
+O
(
1
Λ2
)
, (A.8)
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in the cutoff regularization (d = 4), and(
eγE µ¯2
4pi
)ε ∫ d4−2ε l
(2pi)4−2ε
1
(l2+D)3
=
Γ(ε)
16pi2
(
eγE µ¯2
)ε ε
2
1
D1+ε
, (A.9)(
eγE µ¯2
4pi
)ε ∫ d4−2ε l
(2pi)4−2ε
l2
(l2+D)3
=
Γ(ε)
16pi2
(
eγE µ¯2
)ε (
1− ε
2
) 1
Dε
, (A.10)
in the dimensional regularization (d = 4−2ε) with MS scheme, we find
Γµνρreg (p,q) =
i
2pi2
∫ 1
0
dxdzΘ(1− x− z)
[
(Areg pα +Bregqα)εαµνρ + (A.11)
(Creg1 p
µ +Dreg1 q
µ)pαqβ εαβνρ +(C
reg
2 p
ν +Dreg2 q
ν)pαqβ εαβµρ
]
,
with reg ∈ {CO,DR}. The coefficients are given by
ACO =
(x−1)r2+ yq2
D
+
[
log
(
Λ2
D
)
− 3
2
]
(3x−1), (A.12)
BCO =
(1− y)r2− xp2
D
+
[
log
(
Λ2
D
)
− 3
2
]
(1−3y), (A.13)
CCO1 =
2x(x−1)
D
, (A.14)
CCO2 =
2xy
D
, (A.15)
DCO1 = −
2xy
D
, (A.16)
DCO2 =
2y(1− y)
D
, (A.17)
in the cutoff regularization, and
ADR =
[
(x−1)(r2−D)+ yq2
D
ε+(3x−1)
]
Γ(ε)
Dε
(
eγE µ¯2
)ε
, (A.18)
BDR =
[
(1− y)(r2−D)− xp2
D
ε+(1−3y)
]
Γ(ε)
Dε
(
eγE µ¯2
)ε
, (A.19)
CDR1 =
2εx(x−1)
D1+ε
Γ(ε)
(
eγE µ¯2
)ε
, (A.20)
CDR2 =
2εxy
D1+ε
Γ(ε)
(
eγE µ¯2
)ε
, (A.21)
DDR1 = −
2εxy
D1+ε
Γ(ε)
(
eγE µ¯2
)ε
, (A.22)
DDR2 = −
2εy(y−1)
D1+ε
Γ(ε)
(
eγE µ¯2
)ε
, (A.23)
in the dimensional regularization.
APPENDIX B
CODAZZI FORM OF EQUATIONS OF MOTION
B.1 Codazzi form of Equations of Motion
We project the equations of motion (7.12) and (7.13) into the boundary surface and the
orthogonal direction and rewrite them in terms of quantities at the regulated boundary. Doing
so we get a set of two dynamical equations
0 = E˙ i+KE i+D jFˆ ji−4ε i jkl
(
κE jFˆkl +4λ K˙sjDlKsk +2λ Rˆ
s
tklDsKtj
+4λKksKtl DtK
s
j +4λKstK
t
jDlK
s
k
)
,(B.1)
0 = K˙ij +KK
i
j− Rˆij +
1
2
E iE j +
1
2
Fˆ imFˆjm−
δ ij
(d−1)
(
2Λ+
1
2
EmEm+
1
4
Fˆ lmFˆlm
)
+2λ
[
−2ε(iklm∂r
(
FˆklK˙m j)
)
+2ε [iklm∂r
(
FˆklKmsKsj]
)
+2ε iklmFˆklK js
(
K˙sm+K
s
t K
t
m
)
−εklmnFˆkl
(
K(is Rˆs j)mn+2K
(i
mK˙n j)−2KisKsmKn j
)
+4ε(iklm∂r
(
EkDmK j)l
)
+2ε(iklmDs
(
Fˆkl
(
D j)K
s
m−DsK j)m
))
+4ε iklmEkK jsDlKsm
−4εklmnEkK(il DnKm j)+2ε(iklmDs
(
Ek(Rˆs j)lm−2Ksl K j)m)
)]
, (B.2)
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and three constraints
0 = K2−Ki jKi j− Rˆ−2Λ− 12EiE
i+
1
4
Fˆi jFˆ i j
+8λε i jkl
(
Dm(Fˆi jDkKml )+ Fˆi jKkmK˙
m
l +2EiK jtDlK
t
k
)
, (B.3)
0 = D jK ji−DiK+ 12E jFˆ
ji+2λεklmiD j
[
2EkDlK jm+ Fˆkl
(
K˙ jm+K
j
s K
s
m
)]
+λεklmn
{
2FˆklKijDmK
j
n +D j
[
Fkl(Rˆi j nm+2KinK
j
m)
]
+2EkK jmRˆ
i
jnl +2FˆklK jm(D
iKn j−D jKin)+2∂r(FˆklDnKim)
}
, (B.4)
0 = DiE i− ε i jkl
(
κFˆi jFˆkl +λ Rˆs ti jRˆt skl +4λKisKtjRˆ
s
tkl +8λDiKs jDlKsk
)
, (B.5)
with the notation
X (i j) :=
1
2
(X i j +X j i) , X [i j] :=
1
2
(X i j−X j i) . (B.6)
We take Eq. (B.6) as a definition, and it should be applied also when X includes derivatives
on r, for instance X (iK˙l j) =
1
2(X
iK˙l j +X jK˙il ).
APPENDIX C
TECHNICAL DETAILS ON HOLOGRAPHIC
RENORMALIZATION
C.1 Technical details on Holographic Renormalization
The renormalization procedure follows from an expansion of the four dimensional quantities
in eigenfunctions of the dilatation operator
δD = 2
∫
d4xγi j
δ
δγi j
. (C.1)
This expansion reads
Kij = K(0)
i
j +K(2)
i
j +K(4)
i
j + K˜(4)
i
j loge
−2r + · · · , (C.2)
Ai = A(0) i+A(2) i+ A˜(2) i loge
−2r + · · · , (C.3)
where
δDK(0) ij = 0 , δDK(2)
i
j =−2K(2) ij ,
δDK(4) ij =−4K(4) ij−2K˜(4) ij , δDK˜(4) ij =−4K˜(4) ij ,
δDA(0) i = 0 , δDA(2) i =−2A(2) i−2A˜(2) i ,
δDA˜(2) i =−2A˜(2) i . (C.4)
Given the above expansion of the fields one has to solve the equations of motion in its Co-
dazzi form, order by order in a recursive way. To do so one needs to identify the leading
order in dilatation eigenvalues at which each term contributes. One has
γi j ∼ O(−2) , γ i j ∼ O(2) , Ei ∼ O(2) , Fˆi j ∼ O(0) ,√−γ ∼ O(−4) , Kij ∼ O(0) , Rˆi jkl ∼ O(0) , ∇i ∼ O(0) . (C.5)
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Note that for convenience of notation we define O(n) if the leading eigenvalue of the di-
latation operator is −n. In practice, in the renormalization procedure one needs to use the
equations of motion Eqs. (B.2) and (B.3) up to O(2) and O(4)+O(4˜) respectively. Up to
O(0) they write
0 = K2(0)−K(0) ijK(0) ji −2Λ , (C.6)
0 = K˙(0)
i
j +K(0)K(0)
i
j−
2Λ
(d−1)δ
i
j . (C.7)
Order O(2) writes
0 = 2K(0)K(2)−2K(0) ijK(2) ji − Rˆ , (C.8)
0 = K˙ij|(2)+K(0)K(2) ij +K(2)K(0) ij− Rˆij , (C.9)
and finally orders O(4) and O(4˜) for Eq. (B.3) write respectively
0 = 2K(0)K(4)+K
2
(2)−2K(0) ijK(4) ji −K(2) ijK(2) ji +
1
4
Fˆ(0) i jFˆ(0)
i j , (C.10)
0 = 2
(
K(0)K˜(4)−K(0) ijK˜(4) ji
)
loge−2r . (C.11)
The derivative on r can be computed by using
d
dr
=
∫
d4xγ˙km
δ
δγkm
= 2
∫
d4xKlmγlk
δ
δγkm
. (C.12)
By inserting in this equation the expansion of Kij given by Eq. (C.2), one gets d/dr ' δD at
the lowest order. Taking into account this, the computation of K(0) ij is trivial if one considers
the definition of Ki j, i.e.
K(0) i j =
1
2
γ˙i j
∣∣
(0) =
1
2
δDγi j = γi j . (C.13)
Then the result up to O(0) is
K(0)
i
j = δ
i
j , K(0) = d . (C.14)
Inserting this result into Eq. (C.6) or (C.7) one arrives at the well known cosmological con-
stant
Λ=
d(d−1)
2
. (C.15)
We have used in Eq. (C.7) that K˙(0) ij = δDK(0)
i
j = 0. The result for K(2) follows immediately
from Eqs. (C.8) and (C.14),
K(2) := P =
Rˆ
2(d−1) . (C.16)
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In order to proceed with the computation of K(2) ij from Eq. (C.9), we should evaluate first
K˙ij|(2). Using the definition of d/dr given by Eq. (C.12), it writes
K˙ij|(2) = 2
∫
d4xK(0)
l
mγlk
δ
δγkm
K(2)
i
j +2
∫
d4xK(2)
l
mγlk
δ
δγkm
K(0)
i
j
= 2
∫
d4xγkm
δ
δγkm
K(2)
i
j = δDK(2)
i
j =−2K(2) ij . (C.17)
Because K(0) ij is the Kronecker’s delta, the second term after the first equality is zero, while
the first one becomes the dilatation operator acting over K(2) ij. Then one gets from Eq. (C.9)
the result
K(2)
i
j := P
i
j =
1
(d−2)
[
Rˆij−Pδ ij
]
. (C.18)
Note that the trace of K(2) ij agrees with Eq. (C.16). Using all the results above it is straight-
forward to solve for ordersO(4) andO(4˜). From Eqs. (C.10) and (C.11) one gets respectively
K(4) =
1
2(d−1)
[
PijP
j
i −P2−
1
4
Fˆ(0) i jFˆ(0)
i j
]
, (C.19)
K˜(4) = 0 . (C.20)
In order to compute the counterterm for the on-shell action, besides the equations of
motion an additional equation is needed. Following Ref. [88], one can introduce a covariant
variable θ and write the on-shell action as
Son−shell =
1
8piG
∫
∂
d4x
√−h(K−θ) . (C.21)
Then computing S˙on−shell from Eq. (C.21), and comparing it with the result obtained by using
Eqs. (7.24)-(7.26), one gets the following equation
0 = θ˙ +Kθ − 1
(d−1)
(
2Λ+
1
2
EiE i+
1
4
Fˆi jFˆ i j
)
− 2
3
κε i jklAiE jFˆkl
− 12λ
(d−1)ε
i jkl
[
AiRˆn mklDnKmj +EiK jmDkK
m
l +
1
2
FˆikK jmK˙ml
]
. (C.22)
The variable θ admits also an expansion in eigenfunctions of δD of the form
θ = θ(0)+θ(2)+θ(4)+ θ˜(4) loge−2r + · · · , (C.23)
where
δDθ(0) = 0 , δDθ(2) =−2θ(2) ,
δDθ(4) =−4θ(4)−2θ˜(4) , δDθ˜(4) =−4θ˜(4) . (C.24)
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Inserting expansion (C.23) into Eq. (C.22), one gets the following identities
0 = θ˙(0)+K(0)θ(0)−
2Λ
(d−1) , (C.25)
0 = θ˙ |(2)+K(2)θ(0)+K(0)θ(2) , (C.26)
0 = θ˙ |(4)+K(4)θ(0)+K(2)θ(2)+K(0)θ(4)−
1
4(d−1) Fˆ(0) i jFˆ(0)
i j , (C.27)
0 = θ˙ |(4˜)+
(
θ(0)K˜(4)+K(0)θ˜(4)
)
loge−2r , (C.28)
corresponding to orders O(0), O(2), O(4) and O(4˜) respectively. Following the same proce-
dure as shown in Eqs. (C.13) and (C.17), one gets
θ˙(0) = 0 , θ˙(2) = δDθ(2) =−2θ(2) . (C.29)
At this point one can solve Eqs. (C.25) and (C.26) to get
θ(0) = 1 , θ(2) =
P
(2−d) . (C.30)
Higher orders are a little bit more involved. Using the definition of d/dr, then θ˙ |(4) writes
θ˙ |(4) = 2
∫
d4xK(0)
l
mγlk
δ
δγkm
θ(4)+2
∫
d4xK(4)
l
mγlk
δ
δγkm
θ(0)+2
∫
d4xK(2)
l
mγlk
δ
δγkm
θ(2)
= δDθ(4)+
2
(2−d)
∫
d4xPkm
δ
δγkm
P . (C.31)
Note that the second term after the first equality vanishes, while the first one writes in terms
of δD. To evaluate the last term at the r.h.s. of eq. (C.31) we use
δ Rˆ =−Rˆkmδγkm+DkDmδγkm− γkmDlDlδγkm . (C.32)
After a straightforward computation, one gets
θ˙ |(4) =−4θ(4)−2θ˜(4)+
1
(d−1)(d−2)
[
(d−2)PijP ji +P2+Di(DiP−D jPij)
]
. (C.33)
Inserting Eq. (C.33) into Eq. (C.27) one can solve the latter, and the result is 1
θ˜(4) =
1
4
[
PijP
j
i −P2−
1
4
Fˆ(0) i jFˆ(0)
i j +
1
3
Di
(
DiP−D jPij
)]
. (C.34)
1This result for θ˜(4) includes a total derivative term which has not been computed in Ref. [88]. To compute
θ˜(4), in this reference the authors derive the elegant relation θ˜(4) =
(d−1)
2 K(4)+ K˜(4). This identity is however
valid modulo total derivative terms.
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The computation of θ˙ |(4˜) follows in a similar way, and one gets θ˙ |(4˜) =−4θ˜(4) loge−2r. By
inserting it into Eq. (C.28), this equation is trivially fulfilled.
The counterterm of the action can be read out from Eq. (C.21) by using K and θ
computed up to order O(4˜), i.e.
Sct =−Son−shell =− 18piG
∫
∂
d4x
√−h
[
(K(0)−θ(0))+(K(2)−θ(2))+(K˜(4)− θ˜(4)) loge−2r
]
.
(C.35)
From this equation and Eqs. (C.14), (C.16), (C.20), (C.30) and (C.34), one finally gets
Sct = −(d−1)8piG
∫
∂
d4x
√−h
[
1+
1
(d−2)P
− 1
4(d−1)
(
PijP
j
i −P2−
1
4
Fˆ(0) i jFˆ(0)
i j
)
loge−2r
]
. (C.36)
The last term in Eq. (C.34) is a total derivative, and so it doesn’t contribute to the action. As
a remarkable fact we find that there is no contribution in the counterterm coming from the
gauge-gravitational Chern-Simons term. This is because this term only contributes at higher
orders. Indeed as explained above, in the renormalization procedure we use Eqs. (B.3) and
(C.22) up to ordersO(0),O(2),O(4) andO(4˜), and Eq. (B.2) up to ordersO(0) andO(2). We
have explicitly checked that the λ dependence starts contributing at O(6) in all these three
equations. 2 This means that the gauge-gravitational Chern-Simons term does not induce
new divergences, and so the renormalization is not modified by it.
2Note that K˙ij and θ˙ induce terms proportional to λ . Up to order O(4) +O(4˜) these operators write
K˙ij|(4)+(4˜) = −4K(4) ij + . . . , and θ˙ |(4)+(4˜) = −4θ(4)+ . . . , where the dots indicate extra terms which are λ -
independent. The only λ -dependence could appear in K(4) ij and θ(4), but these contributions are precisely
cancelled by other terms in Eqs. (B.2) and (C.22) respectively, so that these equations become λ -dependent
only at O(6) and higher.
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APPENDIX D
EQUATION OF MOTION FOR SHEAR SECTOR
The perturbative solutions of the system (7.47) and (7.48) up to first order in momentum are
These are the complete linearized set of six dynamical equations of motion
0 = B′′α(u)+
f ′(u)
f (u)
B′α(u)+
b2
u f (u)2
(
w2− f (u)k2)Bα(u)− hα ′t (u)f (u)
+ikεαβ
(
3
u f (u)
λ¯
(
2
3a
( f (u)−1)+u3
)
hβ
′
t (u)+ κ¯
Bβ (u)
f (u)
)
, (D.1)
0 = hα
′′
t (u)−
hα
′
t (u)
u
− b
2
u f (u)
(
k2hαt (u)+h
α
y (u)wk
)−3auB′α(u)
iλ¯kεαβ
[(
24au3−6(1− f (u))) Bβ (u)
u
+(9au3−6(1− f (u)))B′β (u)
+2u(uhβ
′
t (u))
′− 2ub
2
f (u)
(
hβy (u)wk+h
β
t (u)k
2
)]
, (D.2)
0 = hα
′′
y (u)+
( f/u)′
f/u
hα
′
y (u)+
b2
u f (u)2
(
w2hαy (u)+wkh
α
t (u)
)
+2uikλ¯ εαβ
[
uhβ
′′
y (u)
+
(
9 f (u)−6+3au3) hβ ′y (u)
f (u)
+
b2
f (u)2
(
wkhβt (u)+w
2hβy (u)
)]
, (D.3)
and two constraints for the fluctuations at w,k 6= 0
0 = w
(
hα
′
t (u)−3auBα(u)
)
+ f (u)khα
′
y (u)+ ikλ¯ εαβ
[
2u2
(
whβ
′
t + f (u)kh
β ′
y (u)
)
+
(
9au3−6(1− f (u)))Bβ (u)] . (D.4)
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APPENDIX E
ANALYTIC SOLUTIONS IN THE HYDRODYNAMIC
REGIME
We write in this appendix the solutions for the system (7.47)-(7.48). These functions de-
pend explicitly on the boundary sources H˜α and B˜α , and the anomalous parameters κ¯, λ¯ .
Switching off λ¯ we get the same system obtained in [36]
hαt (u) = H˜
α f (u)− ikκ¯εαβ (u−1)a
2(1+4a)3/2
[
(1+4a)3/2u2H˜β +
3
(√
1+4au(2au−1)+2(1+u−au2)ArcCoth[ 2+u√
1+4au
])
B˜β
]
+
kiλ¯ εαβ (u−1)
[
B˜β
(
−3i(u+1)(1+a)pi
2a
+
3(1+a(5+a))u
(1+4a)
+
(
5+21a+2a3
)
u2
(1+4a)
+
3
2
i(1+a)piu2−6au3−
3i f (u)(1+a(7+2a(7+a)))ArcCoth
[
2+u√
1+4au
]
(u−1)(−1−4a)3/2a +
−3 f (u)(1+a)
2a(u−1) Log
[−1−u+au2])+ (E.1)
H˜β
(
−2i(u+1)(1+a)
2pi
a2
+
2(1+a)(2+a(7+2a))u
a(1+4a)
+
+
(4+a(25+a(39+a(−5+4a))))u2
a(1+4a)
+
2i(1+a)2piu2
a
+
u3(1−5a−6au)+
−
4i f (u)(1+a)(1+2a)(1+a(5+a))ArcCoth
[
2+u√
1+4au
]
(u−1)(−1−4a)3/2a2 +
−2 f (u)(1+a)
2Log
[−1−u+au2]
(u−1)a2
)]
,
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Bα(u) = B˜α + H˜αu− i
kκ¯εαβ
2(1+4a)3/2
(
H˜βu(1+4a)3/2+
B˜β
(
6a
√
1+4au−2(−2+a(−2+3u))ArcCoth
[
2+u√
1+4au
]))
+ikλ¯ εαβ
[
B˜β
(
− i(1+a)
2pi
a2
+
2(1+a)(1+a(5+a))u
a(1+4a)
+
3i(1+a)piu
2a
−3u2−
i(1+a(7+2a(7+a)))(−2+a(−2+3u))ArcCoth
[
2+u√
1+4au
]
(−1−4a)3/2a2
−(1+a)(−2+a(−2+3u))Log
[−1−u+au2]
2a2
)
(E.2)
+H˜β
(
−4i(1+a)
3pi
3a3
+
(8+a(48+a(84+a(29+12a))))u
3a2(1+4a)
+
+
2i(1+a)2piu
a2
− 2(1+a)u
2
a
−3u3
−
4i(1+a)(1+2a)(1+a(5+a))(−2+a(−2+3u))ArcCoth
[
2+u√
1+4au
]
3(−1−4a)3/2a3 +
−2(1+a)
2(−2+a(−2+3u))Log[−1−u+au2]
3a3
)]
.
APPENDIX F
FLUID VELOCITY DEPENDENCE
We have seen that in the hydrodynamic regime the velocity of the fluid in the Landau frame
is determined modulo a P-odd term vm ∼ O(k) that is an arbitrary function of the sources.
In this appendix we show the independence of the transport coefficients on this arbitrary
function, even if the correlators are velocity dependent, and also that these arbitrariness
disappears once we correctly impose the physical boundary conditions on the bulk fields.
For simplicity we will do this analysis in the case when the mixed-gravitational anomaly
vanish.
In order to do so, we are going to solve the system at ω = 0, first order in k and for
arbitrary value of vm. Again, the system reduces to:
0 = h′′it (u)−
h′it (u)
u
−3auB′i(u) , (F.1)
0 = Bi(u)+
f ′(u)
f (u)
B′i(u)− iεi j κ¯
kB j(u)
f (u)
− h
′i
t (u)
f (u)
, (F.2)
where hit(u) = h
(0)
i (u)+ ph
(1)
i (u) and Bi(u) = B
(0)
i (u)+ pB
(1)
i (u). After imposing regularity
at the horizon we find the following solutions:
B(0)i (u) = B˜i+Ai u , (F.3)
B(1)i (u) = Ciu−
2i(1+a)2κ¯εi jA ju
(2−a)(1+4a)b −
i κ¯ εi jB˜ j
(2−a)(1+4a)3/2b
(
9a(1+a)u
√
1+4a (F.4)
+(2−a)2
(
2(1+a)ArcCoth
[√
1+4a
]
+(2+a(2−3u))ArcTanh
[−1+2au√
1+4a
]))
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h(0)i (u) = h˜i+Ai ( f (u)−1) , (F.5)
h(1)i (u) = Ci( f (u)−1)−
ia κ¯(4(1+a)2u−27a)εi jA j u2
2(2−a)(1+4a)b (F.6)
+
3 ia κ¯ εi jB˜ j
2(2−a)(1+4a)3/2b
(
((2+a(16+5a))u−6a(1+a)u2− (2−a)2)√1+4au
+2(2−a)2
(
ArcCoth
[√
1+4a
]
+ f (u)ArcTanh
[−1+2au√
1+4a
]))
.
As we know, this is not enough to solve the boundary value problem since both of the two
independent solutions for the metric fluctuations satisfy the regularity condition. However,
we can use the constitutive relations to try to fix the arbitrariness. In the hydrodynamic
description, the stress-energy tensor is given by
T ti = (ε+P)vi−Ph˜ti , (F.7)
where the velocity is order p. Using the holographic dictionary, we can identify the coeffi-
cient of the non-normalizable mode of the asymptotic behavior of a bulk field with the source
of the dual operator and the coefficient of the normalizable one with its expectation value.
Therefore, we can write the metric fluctuation close to the boundary as
hit(u)∼ h˜it +T it u2 , (F.8)
so using the hydrodynamic result, we can do the identification order by order in momentum,
in such a way that the velocity piece of the energy tensor fixes the horizon value of h(1)i .
Doing so, the asymptotic behavior of each order becomes
h(0)i (u) ∼ h˜it(1−Pu2) ,
ph(1)i (u) ∼ −(ε+P)viu2 . (F.9)
We can proceed to construct the matrix of correlators for arbitrary value of the velocity
as explained in Chapter 7. Now, all the correlators pick contributions proportional to the
velocity. In a compact way, the retarded propagators read
Gi, j = − rHpiGL
(
i
√
3ak (4+a)κ
8(1+a)
εi j− rH2L2
∂vi
∂ B˜ j
)
− ikβκ
6piG
εi j , (F.10)
Gi,t j = − r
2
H
piGL2
(
3 iakκ
4(1+a)
εi j−
√
3arH
4L
δi j−
√
3arH
2L2
∂vi
∂ h˜ j
)
, (F.11)
Gti, j =
r3H
piGL4
(1+a)√
3a
∂vi
∂ B˜ j
, (F.12)
Gti,t j =
r4H
piGL5
(
(1+a)
16
δi j +(1+a)
∂vi
∂ h˜ j
)
, (F.13)
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where i, j = x,z. It is straightforward to prove that applying definitions (4.83) and (4.82) for
the chiral vortical and magnetic conductivities, the result is independent of the velocity and
coincides with (7.64) and (7.63) as expected. Setting the velocities to zero, the correlators
coincide with those presented in [106].
If we now impose the correct zero frequency ‘infalling’ condition to the fields hit , i. e.
vanishing at the horizon, the velocities are not arbitrary anymore, but are given in terms of
the boundary sources,
vi =− iaκ¯εi j(2h˜ j +3B˜ j)k16(1+a) . (F.14)
Of course, substituting them in the Green functions given above, the antisymmetric correla-
tion matrix spanned by (7.55) – (7.59) is recovered.
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APPENDIX G
COMPARING THE λ AND κ CONTRIBUTION IN THE
FREQUENCY DEPENDENCE
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Figure G.1: Chiral vortical (up) and magnetic (bottom) conductivities as function of the
frequency at τ = 36.5 (left) and τ = 0.24 (right). Red doted points represent real part and
blue line the imaginary conductivity. Small dots and thin lines represent the conductivities
with λ = 0 and the thick case shows the κ = 0 regime. All cases are normalized to zero
frequency conductivities with both anomalous parameters switched on.
112 Comparing the λ and κ contribution in the frequency dependence
0.002 0.004 0.006 0.008 0.010 0.012 0.014
Ω
4 Π T
0.2
0.4
0.6
0.8
1.0
Τ$0.04
Τ$0.6
Τ$1.2
Τ$3.5
Τ$11.5
0.005 0.010 0.015 0.020
Ω
4 Π T
0.1
0.2
0.3
0.4
0.5
0.005 0.010 0.015 0.020
Ω
4 Π T
0.2
0.4
0.6
0.8
1.0
0.005 0.010 0.015 0.020
Ω
4 Π T
0.05
0.10
0.15
0.20
0.25
0.30
0.35
Figure G.2: Chiral vortical (up) and magnetic (bottom) conductivities as function of the fre-
quency close to ω = 0. Real (left) and imaginary (right) part of the normalized conductivity
for different values of the dimensionless temperature.
APPENDIX H
FIRST ORDER SOLUTIONS IN THE FLUID/GRAVITY
APPROACH
Here we show the exact form of the Fi[ρ] functions defined in Eqs. (8.48) and (8.50)
F1[ρ] = −Q
((
9Q6ρ2 +2M2ρ3(−4M+3(1+M)ρ)−27Q4 (1+M−ρ2)+6Q2ρ (4M2 +3ρ−6Mρ4))ρ2 (2+5ρ22 +2ρ42 )
8M2ρ6ρ2
(−1+ρ22 )(2+ρ22 )2 (1+2ρ22 )3
+
−6piQ(−1+ρ2)(ρ2−ρ22 )(−1+ρ22 )2 (1+ρ2 +ρ22 )(2+5ρ22 +7ρ42 +5ρ62 +2ρ82 )
8M2ρ6ρ2
(−1+ρ22 )(2+ρ22 )2 (1+2ρ22 )3
)
−
3
(
Q2−Mρ2 +ρ6)ρ2 (−2−3ρ22 +3ρ62 +2ρ82 )ArcTan
[
ρ√
1+ρ22
]
2Mρ6
(
2+ρ22
)2 (1+2ρ22 )3 +
3(1+M)Q
(
Q2−Mρ2 +ρ6)Log[1+ρ]
2M (−2+Q2)2 ρ6
−3Q
(
Q2−Mρ2 +ρ6)(−1+ρ2)ρ2 (2+ρ22 )Log[ρ−ρ2]
4ρ6(1+ρ2)2(1+(−1+ρ2)ρ2)
(
1+2ρ22
)3 − 3Q
(
Q2−Mρ2 +ρ6)ρ2(1+ρ2)(2+ρ22 )Log[ρ+ρ2]
4ρ6(−1+ρ2)2
(
1+ρ2 +ρ22
)(
1+2ρ22
)3
+
3Q
(
Q2−Mρ2 +ρ6)(−2−ρ22 +Mρ42 )Log[1+ρ2 +ρ22 ]
4Mρ6
(
2+ρ22
)2 (1+2ρ22 )3 (H.1)
F2[ρ] = −
2
√
3κρ62
(
1+3ρ22 +2ρ
4
2
)2
Qρ6
(
1+2ρ22
)2 (Q2 +ρ62 ) +
2
√
3λ
(
12Mρ62
(
1+3ρ22 +2ρ
4
2
)2−2Q2ρ2ρ22 (1+3ρ22 +3ρ42 +2ρ62 )2
Qρ10
(
1+2ρ22
)2 (Q2 +ρ62 )
+
+6ρ6
(
Q2 +ρ62
)2 (1+3ρ22 +4ρ42 +2ρ62 )+4M2ρ8ρ22 (2+7ρ22 +9ρ42 +4ρ62 +2ρ82 )
Qρ10
(
1+2ρ22
)2 (Q2 +ρ62 )
+
−2ρ4ρ22
(
4+Q2
(
28+Q2
(
60+
(
43+34Q2
)
ρ22
(
1+ρ22
)))))
Qρ10
(
1+2ρ22
)2 (Q2 +ρ62 ) −
32
√
3M2λ
(
Q2−Mρ2 +ρ6)Log[ρ]
Q3ρ6
+
8
√
3Qλ
(
Q2−Mρ2 +ρ6)(2+12ρ22 +27ρ42 +35ρ62 +27ρ82 +12ρ102 +2ρ122 )Log[ρ−ρ2]
ρ6ρ42
(
1+2ρ22
)3
+
8
√
3Qλ
(
Q2−Mρ2 +ρ6)(2+12ρ22 +27ρ42 +35ρ62 +27ρ82 +12ρ102 +2ρ122 )Log[ρ+ρ2]
ρ6ρ42
(
1+2ρ22
)3
−8
√
3λ
(
Q2−Mρ2 +ρ6)ρ2 (−1−3ρ22 −6ρ42 −7ρ62 −3ρ82 +2ρ122 )Log[1+ρ2 +ρ22 ]
ρ6
(
1+ρ22
)3/2 (1+2ρ22 )3 (H.2)
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F3[ρ] =
√
3
(
9Q5
(
2+ρ22
)
+2MQρ4
(
2+ρ22
)(−M+2ρ (1+2ρ22 )2)− (ρ2 +ρ32 )(3MQρ2ρ2 (2+ρ22 )
8M2ρ6
(
2+ρ22
)(
1+2ρ22
)2
+
+2pi
(−1+ρ2)(ρ2−ρ22 )(1+ρ2 +ρ22 )(1+4ρ22 +6ρ42 +5ρ62 +2ρ82 )))
8M2ρ6
(
2+ρ22
)(
1+2ρ22
)2
√
3
(
Q2−Mρ2 +ρ6)ρ2 (1+ρ22 )2 ArcTan
[
ρ√
1+ρ22
]
2Mρ6
(
2+5ρ22 +2ρ
4
2
) + √3Q(Q2−Mρ2 +ρ6)Log[1+ρ]
2ρ6
(−2−ρ22 +2ρ62 +ρ82 )
+
√
3Q
(
Q2−Mρ2 +ρ6)ρ22 (4+ρ2(−1+4ρ2))Log[ρ−ρ2]
4ρ6
(
1+2ρ22
)3 (1+ρ32 ) −
√
3Q
(
Q2−Mρ2 +ρ6)ρ22 (4+ρ2 +4ρ22 )Log[ρ+ρ2]
4ρ6
(
1+2ρ22
)3 (−1+ρ32 )
+
√
3Q3
(
Q2−Mρ2 +ρ6)(−1+ρ22 )2 Log[1+ρ2 +ρ22 ]
4ρ6ρ22
(
1+2ρ22
)3 (2+3ρ22 +3ρ42 +ρ62 ) (H.3)
F4[ρ] =
κ
(−9Q4ρ2 +3MQ2ρ4−6MQ2ρ6)
Mρ8
(
1+2ρ22
)2 + λ
(−120Q2ρ2−180Q4ρ2 +18MQ4ρ4 +72MQ2ρ6
Mρ8
(
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)2
+
+2Q6ρ2
(−67+6ρ4)+4(−5ρ2 +3ρ6 +6(ρ2 +2ρ32 )2 (1+2ρ22 +2ρ42 +ρ62 )))
Mρ8
(
1+2ρ22
)2
−24Mλ
(
Q2−Mρ2 +ρ6)Log[ρ]
Q2ρ6
− 6Q
2κ f [ρ]Log[ρ−ρ2](
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)3 + 12λ f [ρ]
(
1+ρ22
)(
1+5ρ22 +9ρ
4
2 +5ρ
6
2 +ρ
8
2
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(
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1+5ρ22 +9ρ
4
2 +5ρ
6
2 +ρ
8
2
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Log[ρ+ρ2]
ρ42
(
1+2ρ22
)3
6Q2κ f [ρ]Log
[
1+ρ2 +ρ22
](
1+2ρ22
)3 − 12λ f [ρ]ρ22
(
1+2ρ22 −ρ62 +ρ82
)
Log
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1+ρ2 +ρ22
](
1+ρ22
)(
1+2ρ22
)3 (H.4)
F6[ρ] =
√
3Q
(
3Qρ2
(
2+5ρ22 +2ρ
4
2
)(−8M2ρ+9(1+M)ρ22 +9(1+M)ρ42 )
8M2ρ2ρ2
(−1+ρ22 )(2+ρ22 )2 (1+2ρ22 )3
+
+2pi
(
3Q2−2Mρ2)(−1+ρ22 )2 (2+5ρ22 +7ρ42 +5ρ62 +2ρ82 ))
8M2ρ2ρ2
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+
√
3
(−3Q2 +2Mρ2)(−2−3ρ22 +3ρ62 +2ρ82 )ArcTan
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ρ√
1+ρ22
]
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√
1+ρ22
(
2+ρ22
)2 (1+2ρ22 )3 +
√
3(1+M)
(
3Q2−2Mρ2)Log[1+ρ]
2M (−2+Q2)2 ρ2
+
√
3
(−3Q2 +2Mρ2)(−1+ρ2)ρ2 (2+ρ22 )Log[ρ−ρ2]
4ρ2(1+ρ2)2(1+(−1+ρ2)ρ2)
(
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√
3
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4ρ2(−1+ρ2)2
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+
√
3
(
3Q2−2Mρ2)(−2−ρ22 +ρ42 +ρ62 +ρ82 )Log[1+ρ2 +ρ22 ]
4Mρ2
(
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)2 (1+2ρ22 )3 (H.5)
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F7[ρ] = −
6κρ42
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1+3ρ22 +2ρ
4
2
)2
Mρ2
(
1+ρ22
)(
ρ2 +2ρ32
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APPENDIX I
SECOND ORDER SOURCES
I.1 Second Order Vector Sources
In this appendix we show the vector sources splitted in terms of the anomalous and non
anomalous one, the tildes refer to the anomalous sector
Jµ =
10
∑
a=1
r(E)a J
(a)
µ +
5
∑
a=1
r˜(E)a J˜
(a)
µ , Aµ =
10
∑
a=1
r(M)a J
(a)
µ +
5
∑
a=1
r˜(M)a J˜
(a)
µ , (I.1)
I.1.1 Non-anomalous sources
r3+r
(E)
1 =
2piQT 2(−1+ρ)2 (−ρ2(1+ρ(2+3ρ))+Q2(3+2ρ(3+2ρ(2+ρ))))√
3M(1+M)ρ8 f [ρ]2
+
2piT 2ρ3∂QF ′5[ρ]√
3(1+M)
− 4piT
2(−1+ρ)(1+ρ+ρ2)F ′1[ρ]√
3(1+M) f [ρ]
4piT 2(−1+ρ)2 (Q2(6+ρ(12+7ρ(2+ρ)))−ρ2(4+ρ(8+3ρ(4+ρ(3+ρ(2+ρ))))))F1[ρ]√
3(1+M)ρ7 f [ρ]2
, (I.2)
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(E)
2 = −
64
√
3piQT 2λ 2
(−9Q4 (242+131Q2)+MQ2 (2654+1603Q2)ρ2−4M2 (146+127Q2)ρ4)
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−64
√
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(
3
(
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M(1+M)ρ17 f [ρ]
− 2
√
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(1+M)
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3(1+M)
−768
√
3piQ3T 2κλ
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+
64
√
3piT 2λ
(
ρ2 +Q2
(−5+ρ2))∂QF7[ρ]
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+
8
√
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− 16
√
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,
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r+r
(E)
3 = ρ
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r+r
(E)
4 = −
24192Q4λ 2−7680MQ2λ 2ρ2 +ρ12
ρ11
+
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√
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(I.5)
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√
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F ′3[ρ]
f [ρ]
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ρ7 f [ρ]2
−2ρ
2(−1+ρ)2(4+ρ(8+3ρ(4+ρ(3+ρ(2+ρ)))))F3[ρ]
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√
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√
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√
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+
4
√
3Qλ
(
9Q4−19MQ2ρ2 +6M2ρ4 +45Q2ρ6−22Mρ8)F ′7[ρ]
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√
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M(1+M)ρ6 f [ρ]
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√
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(I.9)
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√
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√
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r3+r
(M)
1 =
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+
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√
3piQ2T 2 f [ρ]F ′6[ρ]
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+
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+
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√
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√
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√
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√
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ρ9
−
√
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ρ2
− (−1+ρ)
(
Q2ρ2(−9+ρ(−9+ρ(7+ρ(43+16ρ)))))
4M2ρ8 f [ρ]
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√
3Q(−1+ρ)(1+ρ+ρ2)F3[ρ]
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6 =
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√
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√
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ρ2
− 1
2
F8[ρ]+
12
√
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√
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−F8[ρ]−2ρF ′8[ρ] , (I.17)
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√
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+
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√
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+
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+
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, (I.18)
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√
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−ρF ′3[ρ]−
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+
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√
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Mρ8
, (I.19)
r2+r
(M)
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ρ
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√
3QκF9[ρ]
ρ3
− 24λ
(
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ρ4
, (I.20)
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r+ r˜
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√
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√
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√
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√
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√
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√
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√
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√
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,
(I.25)
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√
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√
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√
3Qρ3F ′4[ρ]
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√
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√
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√
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√
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√
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F ′2[ρ]
8M2
−
√
3Q
(−3Q2 +7Mρ2 +3ρ6)F ′4[ρ]
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√
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√
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√
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√
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√
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√
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3QρF ′7[ρ]
M
+2ρF ′9[ρ] . (I.30)
I.2 Tensorial Second Order Sources
In this appendix we show tensor sources splitted in terms of the anomalous and non anoma-
lous, the tildes refer to the anomalous sector
Pµν =
12
∑
a=1
PaT
(a)
µν +
8
∑
a=1
P˜aT˜
(a)
µν , (I.31)
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I.2.1 Non-anomalous sources
P1 = 2ρ−3ρ2F5[ρ]−2ρ3F ′5[ρ] , (I.32)
P2 = 4ρ−6ρ2F5[ρ]+
(
Q2−Mρ2 +ρ6)F ′5[ρ]2
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T 2F ′8[ρ]
M(1+M)ρ
,
r2+P9 =
6
√
3Qρ2F3[ρ]
M
+
√
3Qρ3F ′3[ρ]
M
−ρ5F ′3[ρ]2 +
(
3Q2−2Mρ2)F ′8[ρ]
Mρ
−ρ3 f [ρ]F ′8[ρ]2 , (I.40)
r2+P10
λ 2
(−57600Q4 +59904MQ2ρ2−8448M2ρ4−34560Q2ρ6 +5376Mρ8)
ρ13
+
1
ρ
−768Q
2κλ
ρ7
+48λρ2 f [ρ]F ′4[ρ]−ρ5F ′4[ρ]2 +
112
√
3Qλ f [ρ]F ′9[ρ]
ρ2
−ρ3 f [ρ]F ′9[ρ]2 , (I.41)
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I.2.2 Anomalous sources
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APPENDIX J
TRANSPORT COEFFICIENTS AT SECOND ORDER
In this appendix we will write the expressions for transport coefficients up to second order.
J.1 Vector sector
The solutions for the non anomalous coefficients ξ1 , . . . ,ξ10 as written in (8.52)-(8.61), are
given in terms of functions ξi,(0,κ2,κλ ,λ 2) whose expressions are
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and for the anomalous coefficients ξ˜1 , . . . , ξ˜5, (8.62)-(8.66), one has functions ξ˜i,(κ,λ ) that
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J.2 Tensor sector
In this sector the non anomalous coefficients Λ1 , . . . ,Λ12 written in (8.67)-(8.78) and the
anomalous ones Λ˜1 , . . . , Λ˜8 (8.79)-(8.86), are given in terms of functions Λi,(0,κ2,κλ ,λ 2) and
Λi,(κ,λ ) respectively. The expressions for these functions are in general very complicated,
and we present here the result as an expansion at footnotesize ρ2 up to order O(ρ62 ), which
is equivalent to order O(µ¯6). For the non anomalous coefficients we get
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and for the anomalous coefficients
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Note that in some cases the order O(ρ62 ) vanishes, so that the corresponding expressions are
valid up to O(ρ72 ).
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