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Abstract
This paper dealswith the approximationproblemonanisotropicBesov classesSrpB(R
d),p=(p1, . . . , pd),
and Besov–Wiener classes SrpqB(R
d) using standard information. The asymptotic decay rates of the best
algorithms in the worst-case setting are determined.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Information-based complexity; Optimal recovery; Anisotropic classes
1. Introduction and main results
Let R,R+, Z,Z+, and N be the sets of all real numbers, positive real numbers, integers,
nonnegative integers, and positive integers, respectively. In addition, let  be the set of all the
sequences  = {}∈Zd of points  ∈ Rd,  ∈ Zd , satisfying the following conditions:
(i) |1 | |2 |, if and only if |1| |2| for 1, 2 ∈ Zd,
(ii) 1 = 2 , if and only if 1 = 2 for 1, 2 ∈ Zd,
(iii)
card  := lim inf
a→∞
card( ∩ [−a, a]d)
(2a)d
.
Here | · | is the usual Euclidean norm, and cardE, E ⊂ Rd , denotes the number of elements
in the set E.
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Let C(Rd) be the space of continuous functions deﬁned on Rd and X(Rd) a normed space of
functions on Rd with the norm ‖ · ‖X, K ⊂ C(Rd) ∩ X(Rd), the quantity
d(K,X) := sup
x(·),y(·)∈K
‖x(·) − y(·)‖X
is called the diameter of K. For  ∈ , the information of f ∈ K is deﬁned by If =
{f ()}∈Zd . I is called a standard sampling operator of the average cardinality . The quantity
(K,X) := inf
∈
sup
f∈K
d(I−1 If ∩ K,X)
is called the netwidth or theminimum information diameter of the setK in the spaceX(Rd), where
I−1 If denotes the set of all functions that share the same values as f on . For any  ∈ , a
mapping : I(K) −→ X(Rd) is called an algorithm, and(If ) is called a recovering function
(the approximation) of f in X(Rd). Denote by  the set of all algorithms on K. If  can be
extended into a linear operator on the linearized set of K, we call the algorithm  to be linear.
Denote by L the set of all linear algorithms on the linearized set of K. The quantity
E(K,X) := inf
∈
inf
∈
sup
f∈K
‖f − (If )‖X (1.1)
is called the minimum intrinsic error of the optimal recovery of the set K in the space X. Taking
L in the place of  in right side of (1.1), we denote by E
L
 (K,X) the quantity obtained in this
way, and call it the minimum linear intrinsic error. If K is a convex and centrally symmetric subset
of X, then the following inequalities hold [14]:
1
2(K,X)E(K,X)E
L
 (K,X). (1.2)
For x = (x1, . . . , xd) ∈ Rd+, y = (y1, . . . , yd) ∈ Rd+, we set xy := (x1y1, . . . , xdyd),
1/x := (1/x1, . . . , 1/xd), x := ∏di=1 xi ,  ∈ R.
Let p = (p1, . . . , pd), 1pi∞, i = 1, 2, . . . , d, Ij = (aj , bj ), −∞aj < bj ∞, j =
1, . . . , d, I = I1 × · · · × Id . Denote by Lp(I) the Banach space of measurable functions x(·) on
I with the vector norm (or mixed norm)
‖x(t)‖Lp(I) :=
⎛
⎜⎝∫
Id
dtd
(∫
Id−1
dtd−1 · · ·
(∫
I1
|x(t)|p1 dt1
) p2
p1 · · ·
) pd
pd−1
⎞
⎟⎠
1
pd
.
If p = (p, . . . , p), then Lp(I) coincides with the usual space Lp(I). For convenience, we write
‖ · ‖p instead of ‖ · ‖Lp(Rd), and denote 1 = (1, . . . , 1), ∞ = (∞, . . . ,∞). If p = (p1, . . . , pd),
q = (q1, . . . , qd), 1pi, qi∞, i = 1, 2, . . . , d, then pq (p < q) means piqi (pi < qi),
i = 1, . . . , d. Suppose thatJ1, . . . ,Jd are given ﬁnite sets. LetJ = J1×· · ·×Jd , n = cardJ,
a = {aj }j∈J, and
‖a‖lnp(J) :=
⎛
⎜⎜⎝∑
jn
⎛
⎜⎝∑
jn−1
· · ·
⎛
⎝∑
j1
|aj1,...,jd |p1
⎞
⎠
p2
p1
· · ·
⎞
⎟⎠
pd
pd−1
⎞
⎟⎟⎠
1
pd
(see [1]). WhenJ = Zd , we write ‖ · ‖lp instead of ‖ · ‖l∞p (Zd).
200 J. Yanjie / Journal of Complexity 24 (2008) 198–213
Let 1q, p∞. Denote by Lpq(Rd) the normed linear space of functions deﬁned on the
Euclidean space Rd in which each function f is locally Lp-integrable and satisﬁes ‖f ‖pq < ∞.
Here the norm ‖ · ‖pq is deﬁned by
‖f ‖pq :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
{ ∑
∈Zd
‖f (· + )‖q
Lp([0,1]d )
} 1
q
, 1q < ∞,
sup
∈Zd
‖f (· + )‖Lp([0,1]d ), q = ∞,
where ‖ · ‖Lp(D) denotes the usual Lp-norm on the subset D of Rd , Lpq(Rd) is a Banach space
with the norm ‖·‖pq . When p = q,Lqq(Rd) = Lq(Rd) is the usualLq(Rd)-space. When d = 1,
these notions may be seen in [4]. For convenience, we write ‖ · ‖p instead of ‖ · ‖pp. If p > q,
then the following relations:
‖f ‖pq‖f ‖p, ‖f ‖pq‖f ‖q, Lpq(Rd) ⊂ Lp(Rd) ∩ Lq(Rd),
‖f ‖qp‖f ‖p, ‖f ‖qp‖f ‖q, Lqp(Rd) ⊃ Lp(Rd) ∪ Lq(Rd) (1.3)
follow from the deﬁnitions.
Let f (x), x ∈ Rd , be a measurable, almost everywhere ﬁnite real function. For ki ∈ N , ti ∈ R,
denote by
kiti f (x) :=
ki∑
l=0
(−1)l+ki
(
ki
l
)
f (x1, . . . , xi + lti , . . . , xd)
the ki th difference of f at the point x for xi with step ti , i = 1, . . . , d.
Deﬁnition 1. Let k = (k1, . . . , kd) ∈ Nd , r = (r1, . . . , rd) ∈ Rd+, ki > ri, i = 1, . . . , d, 1
∞, and 1p < ∞. We say that f ∈ Brp(Rd) if the function f satisﬁes the conditions:
(i) f ∈ Lp(Rd),
(ii)
‖f ‖
b
rj
xj p
(Rd)
:=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎧⎪⎨
⎪⎩
∫
R
⎛
⎝‖kjtj f (·)‖p|tj |rj
⎞
⎠

dtj
|tj |
⎫⎪⎬
⎪⎭
1

< ∞, 1 < ∞,
sup
tj =0
‖kjtj f (·)‖p
|tj |rj < ∞,  = ∞
for each j = 1, . . . , d.
By [9], the linear space Brp(Rd) is a Banach space with the norm
‖f ‖Brp(Rd) := ‖f ‖p +
d∑
j=1
‖f ‖
b
rj
xj p
(Rd)
,
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and it is called anisotropic Besov space. When  = ∞, Brp(Rd) coincides with the Hölder–
Nikolski space H rp(Rd). We deﬁne
SrpB(R
d) := {f ∈ Lp(Rd) : ‖f ‖Brp(Rd)1}.
Deﬁnition 2. Let k = (k1, . . . , kd) ∈ Zd+, r = (r1, . . . , rd) ∈ Rd+, ki > ri, i = 1, 2, . . . , d,
1∞, and 1q, p < ∞. We say that f ∈ Br
pq(R
d) if the function f satisﬁes the following
conditions:
(i) f ∈ Lpq(Rd),
(ii)
‖f ‖
b
ri
xipq
(Rd)
:=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎧⎨
⎩∫R
(‖kiti f (·)‖pq
|ti |ri
)
dti
|ti |
⎫⎬
⎭
1

< ∞, 1 < ∞,
sup
|ti |=0
‖kiti f (·)‖pq
|ti |ri < ∞,  = ∞
for i = 1, 2, . . . , d.
The linear space Br
pq(R
d) is a Banach space with the norm
‖f ‖Br
pq(R
d) := ‖f ‖pq +
d∑
i=1
‖f ‖
b
ri
xipq
(Rd)
,
and is called to be anisotropic Besov–Wiener space. When p = q, Br
pp(R
d) = Br
p(R
d) is the
usual anisotropic Besov space [9]. Set
Sr
pqB(R
d) := {f ∈ Br
pq(R
d) : ‖f ‖Br
pq(R
d)1}.
Let s = (s1, . . . , sd) ∈ Zd+. For 1p < ∞, denote byLsp(Rd) the Sobolev spaces [9] consisting
of all function f ∈ Lp(Rd) with the ﬁnite norm
‖f ‖Lsp(Rd) := ‖f ‖p +
d∑
i=1
∥∥∥∥∥
si f
xsii
∥∥∥∥∥
p
.
For 1q, p < ∞, denote by Lsqp(Rd) the Sobolev–Wiener spaces consisting of all function
f ∈ Lqp(Rd) with the ﬁnite norm
‖f ‖Lsqp(Rd) := ‖f ‖qp +
d∑
i=1
∥∥∥∥∥
si f
xsii
∥∥∥∥∥
qp
.
An extensive literature is devoted to the question of recovering functions from their values at
nodes and closely related concepts of widths (see the survey of [8,10,11,14]). Temlyakov [12,13]
considered the optimal recovery of periodic functions on the class of functions with bounded
mixed derivative. Sun Yongsheng [11] considered an optimal recovery problem concerning a
class of differentiable functions deﬁned on the whole real axis. Wang and Sun [16] discussed
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the Kolmogorov widths between the anisotropic space and the space of functions with mixed
smoothness. The authors of [17] studied the widths of Besov classes in the usual Sobolev spaces.
In [3] some problems of the optimal recovery of periodic Besov classes were studied. In this
paper, we continue our investigation [5,6] and obtain the following results.
Theorem 1. Let k = (k1, . . . , kd) ∈ Nd, r = (r1, . . . , rd) ∈ Rd+, s = (s1, . . . , sd) ∈ Zd+,
kj > rj > sj , j = 1, . . . , d,  = 1 −∑di=1 1ri ( 1pi − 1qi ) > 0, ∑di=1 1ri < 1, 1∞, 1 <
pq < ∞, q1q2 · · · qd , and 1. Then
−a(−	)  12(SrpB(Rd), Lsq(Rd))E(SrpB(Rd), Lsq(Rd))
 EL (SrpB(R
d), Lsq(R
d))  −a(−	),
where a = (∑dj=1 1rj )−1, 	 = max1 id siri .
Theorem 2. Make the sameassumptions onk, r, s, , , a and	as inTheorem1. If∑dj=1 1rj < 1,
and 1 < qp < ∞. Then
−a(1−	)  12(SrpqB(Rd), Lsq(Rd))E(SrpqB(Rd), Lsq(Rd))
 EL (SrpqB(R
d), Lsq(R
d))  −a(1−	).
Theorem 3. Make the same assumptions on k, r, s, , , a and 	 as in Theorem 2. Then
−a(1−	)  12(SrpB(Rd), Lsqp(Rd))E(SrpB(Rd), Lsqp(Rd))
 EL (SrpB(R
d), Lsqp(R
d))  −a(1−	).
In the sequel, c, c1, c′1, . . . denote constants which depend only on d,p,q, r and s.
2. Some lemmas
Let  = (1, . . . , d) ∈ Rd+, p = (p1, . . . , pd), 1p∞. We shall denote by Ep(Rd) the
restriction toRd of the space of all entire functions of exponential type which belong toLp(Rd).
We shall use the following auxiliary lemmas.
Lemma 1. Let  = (1, . . . , d) ∈ Rd+, f ∈ Ep(Rd), 1 < p < ∞. Then
(a) f (x) = ∑k∈Zd f ( k
 ) sin cd((x − k
/)), the series on the right-hand side is uniformly
absolutely convergent for all x ∈ Rd ,where sin cd(x) = ∏dj=1 sin c(xj ), sin c(u) = u−1 sin u
for u = 0, and 1 for u = 0.
(b) ‖f −∑|kl |ml f (k
/) sin cd((x − k
/))‖Łp(Rd) → 0, ml → ∞, l = 1, . . . , d.
(c) There exists a constant cp such that ‖f ‖Lp(Rd)cp
∏d
i=1(
 i )
1/pi‖f (k
/)‖lp(Zd).
The case for p = (p, . . . , p), Lemma 1 is given in [2,15], and in more general form in [5].
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Lemma 2 (Nikol’skii [9], Jiang [5], Magaril-Il’jaev [7]). Suppose that l = (l1, . . . , ld ) ∈ Zd+,
 ∈ Rd+,  > 1, 1 < pq < ∞, then there exists a constant c = c(l,p,q) such that for any
f ∈ Ep(Rd),
‖f (l)‖qcl+1/p−1/q‖f ‖p = c
d∏
i=1
li+1/pi−1/qii ‖f ‖p.
Lemma 3. Let 1 < p < ∞, s = (s1, . . . , sd) ∈ Zd+, and  = (1, . . . , d) ∈ Rd+. Then for every
f ∈ Lp(Rd) ∩ C(Rd),{f (k
/v)}k∈Zd ∈ lp(Zd), 
si f
xsii
∈ Lp(Rd), i = 1, 2, . . . , d, there exists a
unique interpolating function L(f, ·) ∈ Ep(Rd) such that L(f, k
/) = f (k
/), k ∈ Zd . In
addition, for any g ∈ Ep(Rd)
(i) ‖f − L(f )‖pcp∏di=1( 
i ) 1pi ‖f (k
/) − g(k
/)‖lp(Zd) + ‖f − g‖Lp(Rd).
(ii) ‖si f
xsii
− si L(f )
xsii
‖pcpsii
∏d
i=1( 
i )
1
pi ‖f (k
/) − g(k
/)‖lp(Zd) + ‖ 
si f
xsii
− si g
xsii
‖Lp(Rd),
i = 1, 2, . . . , d.
The case for p = (p, . . . , p), (i) is given in [2,15], and in more general form in [5]. By (i) and
Lemma 2, we can get (ii).
Lemma 4. Let 1 < p < ∞, p1p2 · · · pd , and f ∈ Lp(Rd). Suppose that for every
s = (s1, . . . , sd) ∈ Zd+ with |s| := s1 + s2 + · · · + sdd, all generalized derivatives 
|s|
f
xs11 ···x
sd
d
of f exit and 
|s|
f
xs11 ···x
sd
d
∈ Lp(Rd). Then
d∏
i=1
(


i
) 1
pi ‖f (k
/)‖lp(Zd)  ‖f ‖p +
∑
1 id


i
‖f ′xi‖p +
∑
1 i<jd


i
· 

j
∥∥∥∥∥ 
2
f
xixj
∥∥∥∥∥
p
+ · · · + (
/)1
∥∥∥∥∥ 
d
f
x1 · · · xd
∥∥∥∥∥
p
.
Proof. For p = (p, . . . , p) the lemma is proved in [2,15]. The argument in the general case is
similar. But for the sake of readability, we give the proof in some detail.
First consider the case d = 2. The argument in higher dimensions is analogous. Let xi =
i

1
, yj = j
2 , i, j ∈ Z. Then
|f (xi, yj )| 2


∫ yj+1
yj
|f (xi, y)| dy +
∫ yj+1
yj
∣∣∣∣ y f (xi, y)
∣∣∣∣ dy,
|f (xi, y)| 1


∫ xi+1
xi
|f (x, y)| dx +
∫ xi+1
xi
∣∣∣∣ x f (x, y)
∣∣∣∣ dx,
∣∣∣∣ y f (xi, y)
∣∣∣∣  1

∫ xi+1
xi
∣∣∣∣ y f (x, y)
∣∣∣∣ dx +
∫ xi+1
xi
∣∣∣∣∣ 
2
xy
f (x, y)
∣∣∣∣∣ dx.
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Hence
|f (xi, yj )|  1


2


∫ yj+1
yj
∫ xi+1
xi
|f (x, y)| dx dy + 2


∫ yj+1
yj
∫ xi+1
xi
∣∣∣∣ x f (x, y)
∣∣∣∣ dx dy
+1


∫ yj+1
yj
∫ xi+1
xi
∣∣∣∣ y f (x, y)
∣∣∣∣ dx dy
+
∫ yj+1
yj
∫ xi+1
xi
∣∣∣∣∣ 
2
xy
f (x, y)
∣∣∣∣∣ dx dy. (2.1)
For a function of two variables, g(x, y), by the Ho¨lder integral inequality, we have
∑
i∈Z
(∫ yj+1
yj
∫ xi+1
xi
|g(x, y)| dx dy
)p1

∑
i∈Z
(


1
· 

2
) p1
q1
∫ yj+1
yj
∫ xi+1
xi
|g(x, y)|p1 dx dy
=
(


1
· 

2
) p1
q1
∫ yj+1
yj
(∫
R
|g(x, y)|p1 dx
)
dy,
∑
j∈Z
(∑
i∈Z
(∫ yj+1
yj
∫ xi+1
xi
|g(x, y)| dx dy
)p1) p2p1

∑
j∈Z
((


1
· 

2
) p1
q1
∫ yj+1
yj
(∫
R
|g(x, y)|p1 dx
)
dy
) p2
p1
p2
p1
1

(


1
· 

2
) p2
q1 ∑
j∈Z
⎛
⎜⎝( 

2
) p2−p1
p2
(∫ yj+1
yj
(∫
R
|g(x, y)|p1 dx
) p2
p1
dy
) p1
p2
⎞
⎟⎠
p2
p1
=
(


1
) p2
q1
(


2
) p2
q1
+ p2−p1
p1
∫
R
(∫
R
|g(x, y)|p1 dx
) p2
p1
dy, (2.2)
where 1
q1
+ 1
p1
= 1. By (2.1) and (2.2), and the Minkowski integral inequality, we complete the
proof of Lemma 4. 
Lemma 5 (Nikol’skii [9]). Suppose that l = (l1, . . . , ld ) ∈ Zd+, r = (r1, . . . , rd) ∈ Rd+,
1p∞, 1∞,∑di=1 liri < 1, and f ∈ Brp(Rd). Then
‖f (l)‖Bup(Rd)c‖f ‖Brp(Rd),
where u = (1 −∑dk=1 lkrk )r.
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Lemma 6 (Nikol’skii [9] and Jiang [5]). Let 1 < pq < ∞, 1∞, = 1−∑di=1 1ri ( 1pi −
1
qi
) > 0, and r′ = r. If f ∈ Brp(Rd), then
‖f ‖
Br
′
q(R
d)
c‖f ‖Brp(Rd).
3. Proof of Theorem 1
Proof of Theorem 1. To ﬁnd the upper bound, for any real number  > 0, we deﬁne
g(t) := −1,s
(
sin t
t
)2s
(t ∈ R, 2s > 1),
,s :=
∫
R
(
sin t
t
)2s
dt  2s−1,  → ∞,
while the notation “f ()  g()” means that there exist constants c1 > 0 and c2 > 0 (c1 < c2)
such that c1|g()| |f ()|c2|g()| for every sufﬁciently large . If  > 0 and 2s > 1+, then∫
R
g(t)|t | dt  −,  → ∞.
Let i > 0, i = 1, . . . , d. For every f ∈ Brp(Rd), we have
Ti (f, x) :=
∫
R
gi (ti )((−1)ki+1kiti f (x) + f (x)) dti
=
∫
R
gi (ti )
ki∑
j=1
djf (x1, . . . , xi−1, xi + j ti , xi+1, . . . , xd) dti
=
∫
R
Gi (ti − xi)f (x1, . . . , xi−1, ti , xi+1, . . . , xd) dti ,
where
∑ki
j=1 dj = 1 and Gi (t) =
∑ki
j=1
dj
j
gi (
t
j
), i = 1, 2, . . . , d. Set
T1,...,n(f, x) :=
∫
Rn
G1(u1) · · ·Gn(un)f (x1 + u1, . . . , xn + un, xn+1, . . . , xd) du,
1nd. Then for 1pq < ∞, according to a result from [9], T1,...,d ∈ Ep (Rd) ⊂ Eq (Rd),
with  = (2s1, . . . , 2sd). Let 2s > 1 + max{ri, i = 1, . . . , d}, 2sj = j = 

a
rj , j =
1, . . . , d. By [5],
‖f (·) − T1,...,d (f, ·)‖qc−a‖f ‖Brp(Rd),
d∏
i=1
(


i
) 1
pi ‖f (k
/) − T1,...,d (k
/)‖qc−a‖f ‖Brp(Rd). (3.1)
Let
r′ = (r ′1, . . . , r ′d), r ′j = rj
(
1 −
d∑
i=1
1
ri
(
1
pi
− 1
qi
))
= rj, j = 1, . . . , d.
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By the Minkowski and Hölder integral inequality, for 1 id, we have∥∥∥∥∥ 
si
xsii
f (x) − 
si
xsii
T1(f, x)]
∥∥∥∥∥
q
=
∥∥∥∥∥
∫
R
g1(t1)
k1
t1
si
xsii
f (x) dt1
∥∥∥∥∥
q

∫
R
∥∥∥∥∥k1t1 
si
xsii
f (·)
∥∥∥∥∥
q
g1(t1) dt1

⎛
⎜⎜⎜⎜⎜⎜⎝
∫
R
⎛
⎜⎜⎜⎜⎜⎝
∥∥∥∥∥k1t1 
si
xsii
f (·)
∥∥∥∥∥
q
|t1|
r ′1(1−
si
r ′i
)+1

⎞
⎟⎟⎟⎟⎟⎠

dt1
⎞
⎟⎟⎟⎟⎟⎟⎠
1

×
(∫
R
|t1|
(r ′1(1− sir′
i
)+ 1 )′ |g1(t1)|
′
dt1
) 1
′
 c1
−r ′1(1− sir′
i
)
1
∥∥∥∥∥ 
si
xsii
f (·)
∥∥∥∥∥
b
r′1(1−
si
r′
i
)
x1q
(Rd)
, (3.2)
where + ′ = 1. Moreover, we have∥∥∥∥∥ 
si
xsii
T1(f, x) −
si
xsii
T1,2(f, x)
∥∥∥∥∥
q
=
∥∥∥∥∥
∫
R
G1(t1)
si
xsii
h1(x1 + t1, x2, . . . , xd) dt1
∥∥∥∥∥
q

∫
R
g1(t1)
∥∥∥∥∥ 
si
xsii
h(·)
∥∥∥∥∥
q
dt1 =
∥∥∥∥∥ 
si
xsii
h(·)
∥∥∥∥∥
q
, (3.3)
where
h(x1, x2, . . . , xd) = f (x1, x2, . . . , xd) −
∫
R
G2(t2)f (x1, x2 + t2, x3, . . . , xd) dt2.
Similarly to (3.2), we can get∥∥∥∥∥ 
si
xsii
h(·)
∥∥∥∥∥
q
c2
−r ′2(1− sir′
i
)
2
∥∥∥∥∥ 
si
xsii
f (·)
∥∥∥∥∥
b
r′2(1−
si
r′
i
)
x2q
(Rd)
. (3.4)
In the case 2jd, a proper calculation yields∥∥∥∥∥ 
si
xsii
T1,...,j−1(f, x) −
si
xsii
T1,...,j (f, x)
∥∥∥∥∥
q
cj
−r ′j (1− sir′
i
)
j
∥∥∥∥∥ 
si
xsii
f
∥∥∥∥∥
b
r′
j
(1− si
r′
i
)
xj q
(Rd)
. (3.5)
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Hence, by (3.2)–(3.5), Lemmas 5 and 6, we have∥∥∥∥∥ 
si
xsii
f (x) − 
si
xsii
T1,...,d (f, x)
∥∥∥∥∥
q
=
∥∥∥∥∥ 
si
xsii
f (x) − 
si
xsii
T1(f, x) +
si
xsii
T1(f, x)
− 
si
xsii
T1,2(f, x) + · · · −
si
xsii
T1,...,d (f, x)
∥∥∥∥∥
q
c
d∑
j=1

−r ′j (1− sir′
i
)
j
∥∥∥∥∥ 
si
xsii
f
∥∥∥∥∥
b
r′
j
(1− si
r′
i
)
xj q
(Rd)
c−a(−
si
ri
)‖f ‖Brp(Rd). (3.6)
By (3.1) and (3.6), and Lemma 3, we have
EL (S
r
pB(R
d), Lsq(R
d)) sup
f∈SrpB(Rd)
‖f (·) − L(f, ·)‖Lsq(Rd)  −a(−	).
To ﬁnd the lower bound, let  ∈ , i.e.,
card  = lim inf
→∞
card( ∩ [−, ]d)
(2)d
.
There exists a cube of the form
Q(m) := {x ∈ Rd : ixii + m−1i , i = 1, . . . , d},
where  ∈ Rd,mi := (2)a/ri , i = 1, . . . , d, such that its interior IntQ does not contain any point
of , that is IntQ∩  = ∅. This follows easily from the fact that |Q| = (2)−1. Let the univariate
function(t), t ∈ R, satisfy the following conditions:(t) ∈ C∞(R), supp  ⊂ [0, 1], 0(t)1
for t ∈ R, (t) = 1 for t ∈ [ 14 , 34 ], and ‖(si )‖pi C > 0, i = 1, 2, . . . , d. Set
fm(x) = 
d∏
j=1
(mj (xj − j )),
where  is a positive constant which will be determined later. It is easy to see that fm(x) ∈
C∞(Rd), supp fm ⊂ Q(m), Ifm = 0, and
‖fm(x)‖p = 
d∏
i=1
(
m
− 1
pi
i ‖‖Lpi [0,1]
)
ci1
d∏
i=1
m
− 1
pi
i . (3.7)
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For 1 id, by the Minkowski integral inequality, we have
‖kiti fm(·)‖p =
∥∥∥∥∥
∫ ti
0
du1 · · ·
∫ ti
0
ki
xkii
fm(x1, . . . , xi + u1
+ · · · + uki , xi+1, . . . , xd) duki
∥∥∥∥
p
=
∥∥∥∥∥∥∥∥
∫ ti
0
du1 · · ·
∫ ti
0
mkii 
(ki )(mi(xi + u1
+ · · · + uki − i ))
d∏
j=1
j =i
(mj (xj − j )) duki
∥∥∥∥∥∥∥
p
 mkii |ti |ki
d∏
j=1
m
−1/pj
j ‖(ki )‖Lpi [0,1]
d∏
j=1
j =i
‖‖Lpj [0,1]
 ci2m
ki
i |ti |ki
d∏
j=1
m
−1/pj
j . (3.8)
Moreover
‖kiti fm(·)‖pc′i3‖fm‖pci3
d∏
i=1
m
− 1
pi
i . (3.9)
Thus, by (3.8) and (3.9), we have
‖kiti fm(·)‖pci4min{1, (mi |ti |)ki }
d∏
j=1
m
− 1
pj
j . (3.10)
Hence,
‖fm‖bri
xip
(Rd)
=
⎛
⎜⎝∫
R
⎛
⎝‖kjtj f (·)‖p|tj |rj
⎞
⎠

dtj
|tj |
⎞
⎟⎠
1

 ci5
d∏
j=1
m
− 1
pj
j
(∫ m−1i
0
m
ki
i y
(ki−ri )−1 dy +
∫ ∞
m−1i
y−ri−1 dy
) 1

= cimrii
d∏
j=1
m
− 1
pj
j = ci(2)a
d∏
j=1
m
− 1
pj
j . (3.11)
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The estimate (3.11) holds also in the case  = ∞. By (3.7) and (3.11), if we let 
= c∏dj=1 m
1
pj
j (2)
−a
, c = (ci + ci1)−1, then fm ∈ SrpB(Rd). Moreover, for 1 id,∥∥∥∥∥
si fm(x)
xsii
∥∥∥∥∥
q
= msi−
1
qi
i ‖(si )‖Lqi [0,1]
d∏
j=1
j =i
(
m
− 1
qj
j ‖‖Lqj [0,1]
)
 cm
si− 1qi
i
d∏
j=1
j =i
(
m
− 1
qj
j ‖‖Lqj [ 14 , 34 ]
)
 c′msii
d∏
j=1
m
− 1
qj
j . (3.12)
For any  ∈ , by (3.7) and (3.12), we have
d(I−1 (Ifm) ∩ SrpB(Rd), Lsq(Rd))
‖fm‖Lsq(Rd) = ‖fm‖q +
d∑
i=1
∥∥∥∥∥
si f
xsii
∥∥∥∥∥
q
c1−a
d∏
i=1
m
1
pi
− 1
qi
i + c′
d∑
i=1
m
si
i 
−a
d∏
j=1
m
1
pj
− 1
qj
j
c2−a(1−
∑d
i=1 1ri (
1
pi
− 1
qi
)−	) = c2−a(−	). (3.13)
By the deﬁnition of (SrpB(R
d), Lsq(R
d)), we get
(S
r
pB(R
d), Lsq(R
d))  −a(−	).
Then an application of (1.2) completes the proof of Theorem 1. 
4. Proof of Theorems 2 and 3
Proof of Theorem 2. Let p = p1 = p2 = · · · = pd, q = q1 = · · · = qd , by (1.1), (1.3), (3.1),
(3.6), and Lemma 3, we can get the upper bound.
To ﬁnd the lower bound, let  ∈ , i.e.,
card  = lim inf
→∞
card( ∩ [−, ]d)
(2)d
,
 ∈ Zd, mi := (2)a/ri , i = 1, . . . , d,
Q(m) := {x ∈ Rd : im−1i xi < (i + 1)m−1i , i = 1, . . . , d},
Z, := { ∈ Zd :  ∩ [−, ]d ∩ IntQ(m) = ∅, IntQ(m) ∩ [−, ]d = ∅},
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where the set IntQ(m) denotes the interior of the cube Q(m) for any  ∈ Zd . Then we see that
the natural number
n := card(Z,)
d∏
i=1
(2[mi]) − card( ∩ [−, ]d),
and
lim
→∞
card(Z,)
(2)d

d∏
i=1
mi −  = . (4.1)
Let
fm(x) :=
∑
∈Z,
b
d∏
j=1
(mjxj − j ), b ∈ R,
where the non-zero function (·) ∈ C∞(R) and supp(t) ⊂ [0, 1], ‖(si )‖qc > 0, i =
1, . . . , d. Then it is easy to verify that I(fm) = 0,
‖fm(·)‖q =
(
d∏
i=1
m−1i
) 1
q
‖b‖lnq ‖‖dLq [0,1] (b = {b}∈Z, ∈ Rn), (4.2)
∥∥∥∥∥
si fm(·)
xsii
∥∥∥∥∥
q
=
⎛
⎝ d∏
j=1
m−1j
⎞
⎠
1
q
m
si
i ‖b‖lnq ‖‖d−1Lq [0,1]‖(si )‖Lq [0,1] (i = 1, . . . , d), (4.3)
‖fm(·)‖pq(2[+ 1] + 2)d(1/q−1/p)‖fm(·)‖p, (4.4)
‖kiti fm(·)‖pq(2[+ 1] + 2[ki |ti |] + 4)d(1/q−1/p)‖kiti fm(·)‖p. (4.5)
By the Minkowski integral inequality, we have
‖kiti fm(·)‖p
=
∥∥∥∥∥
∫ ti
0
du1 · · ·
∫ ti
0
ki
xkii
fm(x1, . . . , xi + u1 + · · · + uki , xi+1, . . . , xd) duki
∥∥∥∥∥
p
c′i
⎛
⎝ d∏
j=1
m−1j
⎞
⎠
1
p
m
ki
i |ti |ki‖b‖lnp . (4.6)
Moreover, by (4.2) and (4.4),
‖kiti fm(·)‖pqc′i‖fm‖pqc′′i (2[+ 1] + 2)d(1/q−1/p)
(
d∏
i=1
m−1i
) 1
p
‖b‖lnp . (4.7)
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By (4.5), (4.6), and (4.7), we have
‖fm‖bri
xipq
(Rd)
=
⎛
⎝∫
R
(‖kiti fm(·)‖pq
|ti |ri
)
dti
|ti |
⎞
⎠
1

=
⎛
⎝∫
|ti |m−1i
+
∫
|ti |m−1i
(‖kiti fm(·)‖pq
|ti |ri
)
dti
|ti |
⎞
⎠
1

 ci(2[+ 1] + 2[kim−1i ] + 4)d(1/q−1/p)
⎛
⎝ d∏
j=1
m−1j
⎞
⎠
1
p
‖b‖lnp
×
(∫ m−1i
0
m
ki
i y
(ki−ri )−1 dy +
∫ ∞
m−1i
y−ri−1 dy
) 1

= ci(2[+ 1] + 2[kim−1i ] + 4)d(1/q−1/p)
⎛
⎝ d∏
j=1
m−1j
⎞
⎠
1
p
‖b‖lnpmrii . (4.8)
By (4.4) and (4.8),
‖fm(·)‖Br
pq(R
d)c(2[+ 1] + c′ + 4)d(1/q−1/p)
(
d∏
i=1
m−1i
) 1
p
a‖b‖lnp ,
c′ = max{2[ki], i = 1, . . . , d}. (4.9)
By (4.2), (4.3), and (4.9), we have
E := sup{‖f ‖Lsq (Rd) : I(f ) = 0, f ∈ SrpqB(Rd)}
 sup
{ ‖fm(·)‖Lsq (Rd)
‖fm(·)‖Br
pq(R
d)
: b ∈ Rn, b = 0
}
 sup
⎧⎪⎨
⎪⎩
(
∏d
i=1 m
−1
i )
1
q ‖b‖lnq
(
‖‖dLq [0,1] +
∑d
i=1 m
si
i ‖‖d−1Lq [0,1]‖(si )‖Lq [0,1]
)
c(2[+ 1] + c′ + 4)d(1/q−1/p)(∏di=1 m−1i ) 1p a‖b‖lnp
: b ∈ Rn, b = 0
⎫⎪⎬
⎪⎭
= c1
(
d∏
i=1
m−1i
)1/q−1/p
−a(1−	)
sup
{‖b‖lnq
‖b‖lnp
: b ∈ Rn, b = 0
}
(2[+ 1] + c′ + 4)d(1/q−1/p) . (4.10)
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For 1 < qp < ∞, notice that
sup
{‖b‖lnq
‖b‖lnp
: b ∈ Rn, b = 0
}
n1/q−1/p = (card(Z,))(1/q−1/p), (4.11)
by (4.1),
lim
→∞
card(Z,)
(2[+ 1] + c′ + 4)d
= lim
→∞
card(Z,)
(2)d
(2)d
(2[+ 1] + c′ + 4)d . (4.12)
By (4.10)–(4.12), we have
E  −(1/q−1/p)−a(1−	)+(1/q−1/p) = −a(1−	).
This is
1
2(S
r
pqB(R
d), Lsq(R
d))  −a(1−	).
By (1.2), we complete the proof of Theorem 2. 
Proof of Theorem 3. Upper estimate. Let p = p1 = · · · = pd , q = q1 = · · · = qd , by (1.1),
(1.3), (3.1), (3.6), and Lemma 3, we have
EL (S
r
pB(R
d), Lsqp(R
d))  sup
f∈Sr
pB(R
d)
‖f (·) − L(f, ·)‖Lsqp(Rd)
 sup
f∈Sr
pB(R
d)
‖f (·) − L(f, ·)‖Lsp(Rd)  −a(1−	).
Lower estimate. Notice that, for 1 < qp < ∞,
‖fm‖qp(2[+ 1] + 2)d(1/p−1/q)‖fm‖q,
by (4.2), (4.3), (4.9), and (4.11), we have
E′ := sup{‖f ‖Lsqp(Rd ) : I(f ) = 0, f ∈ S
r
pB(R
d)}
 sup
⎧⎨
⎩
‖fm(·)‖Lsqp(Rd )
‖fm(·)‖Brp(Rd )
: b ∈ Rn, b = 0
⎫⎬
⎭
 sup
⎧⎪⎨
⎪⎩
(2[] + 2)d(1/p−1/q)(∏di=1 m−1i ) 1q ‖b‖lnq
(
‖‖d
Lq [0,1] +
∑d
i=1 m
si
i
‖‖d−1
Lq [0,1]‖
(si )‖Lq [0,1]
)
c(
∏d
i=1 m
−1
i
)
1
p a‖b‖lnp
: b ∈ Rn, b = 0
⎫⎪⎬
⎪⎭
= c′1
⎛
⎝ d∏
i=1
m−1
i
⎞
⎠
1/q−1/p
−a(1−	)
sup
{ ‖b‖lnq
‖b‖lnp
: b ∈ Rn, b = 0
}
(2[+ 1] + 2)d(1/q−1/p)
 −a(1−	).
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This is
1
2(S
r
pB(R
d), Lsqp(R
d))  −a(1−	).
By (1.2), we complete the proof of Theorem 3. 
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