, both variants use the sentence scoring model M as a filter by disregarding sentences with a score lower than a cutoff c. Variant 1 uses s 1 k (i, j) and variant 2 uses s 2 k (i, j) as defined below to score the sentences co-mentioning i and j in each document. The difference between the variants is that variant 2 sets all sentence scores above the cutoff to 1 while variant 1 uses the actual sentence scores in the final co-occurrence scoring. Performance values shown are the mean area under the precision-recall curve (AUPRC) across the three cross-validation sets with α set to 0.65. Note that AUPRC is not adjusted to a fixed prior since this adjustment does not affect the optimal choice of the cutoff c. Variant 1 outperforms variant 2 on all datasets. Variant 1 furthermore achieves the best performance for most (5 out of 8) datasets when the cutoff is 0.0, rendering the cutoff inactive. For the remaining datasets, the AUPRC difference between the optimal choice of the cutoff and a cutoff of 0.0 is negligible (< 0.01). This analysis shows that CoCoScore performs best when the full information from the scoring model M is available in the final co-occurrence scoring step. The final co-occurrence scoring step interprets the sentence score produced by M as the probability that the given sentence states an association and its performance benefits from having access to all sentence scores. Thus, neither variant 1 nor variant 2 were considered for further evaluation and all test set evaluation in the main paper was performed using the CoCoScore model as defined in Section 2.3.3. Note that the cross-validation performance numbers in this Figure should not be compared with the performance on the independent test set shown in the Results section of our main paper. Where {r u (i, j)|u ∈ T k (i, j) ∧ u ≥ c} is the set of scores ≥ the cutoff c for sentences co-mentioning i and j in document k as returned by M . 
