The velocity and shape of Taylor bubbles moving in a vertical channel in a Poiseuille liquid flow were studied for the inertial regime, characterized by large Reynolds numbers. Numerical experiments were carried out for positive (upward) and negative (downward) liquid mean velocity. Previous investigations in tube have reported that for upward flow the bubble is symmetric and its velocity follows the law of Nicklin whereas for certain downward flow conditions the symmetry is broken and the bubble rises appreciably faster. To study the bubble motion and to identify the existence of a transition, a 2D numerical code that solves the Navier-Stokes equations (through a VoF implementation) was used to obtain the bubble shape and the rise velocity for different liquid mean velocity. A reference frame located at the bubble tip as well as an irregular grid were implemented to allow for long simulation times without an excessively large numerical domain. It was observed that whenever the mean liquid velocity exceeded some critical value, bubbles adopted a symmetric final shape even though their initial shape was asymmetric. Conversely, if the mean liquid velocity was smaller than that critical value, a transition to a non-symmetric shape occurred, along with a correspondingly faster velocity. It was also found that surface tension has a stabilizing effect on the transition. 17/03/11 2
Introduction
The motion of long, bullet shaped bubbles in the interior of tubes -also known as Dumitrescu-Taylor bubbles-is relevant for a wide variety of engineering systems in the nuclear, oil, petrochemical or aerospace industries and for some natural phenomena like volcanic eruptions. Some of the first investigations on this subject were presumably motivated by submarine related research during the Second World War. Among these studies, it is worth mentioning the pioneering works of Dumitrescu (1943) and Davies & Taylor (1950) who explained the inertial motion of a long bubble rising in still liquid with an irrotational solution of the local flow field in the vicinity of its apex. These two studies were the starting point of a long series of experimental, theoretical and numerical investigations on the motion of Taylor bubbles in vertical tube. The key observation that permitted this development is that these large bubbles move as if viscous and surface tension forces were small compared to inertial effects. In the present work we shall focus on the influence of the flowing liquid on the motion of a plane bubble in the inertial regime. Because the behaviour of such bubbles is similar to that of Taylor bubbles in tube we will recall first some of the major findings in cylindrical geometry. Nicklin et al. (1962) were the first to present a comprehensive study of the bubble dynamic in upward flow. From their experiments they found that the bubble velocity V * is
given by:
(1)
relevance still remain in downward liquid flow. For some flow conditions Griffith & Wallis (1961) observed that the bubble motion is unstable and moves closer to the wall adopting an asymmetrical shape. Martin (1976) and later on Polonsky et al. (1999) found from specific experiments in downward flow that when the bubble is asymmetric it rises appreciably faster than expected from an axis-symmetric bubble facing the same liquid velocity profile.
To throw light on this issue Lu & Prosperetti (2006) 
Numerical experiments in 2D channels
If the symmetry of a bubble in a tube is broken, the flow field becomes necessarily 3D, while an asymmetric plane bubble remains 2D. However 2D plane bubbles are not physical since it is not always possible to reproduce 2D bubbles moving in a 2D flow by means of an experiment in a rectangular channel of large enough depthto-width aspect ratio (see Figure 6 in Collins 1965) . Indeed while the flow is controlled by the channel width, the bubble would be a slave of its largest curvature radius which would be of the order of magnitude of the channel depth (see Clanet et al. 2004) . It is worth noting one exception. In a Hele-Shaw cell the aspect ratio has to be as small as 17/03/11 5 possible for the flow to be irrotational. Then it is possible to mimic a 2D bubble moving in still liquid as Collins (1965) and Maneri & Zuber (1974) did.
Even if 2D plane bubbles are not physical many arguments are in favour of their study. The first argument is obviously related to computational resources: the time ratio between 3D and 2D calculations is at least equal to the number (32, 64 and may be more) of azimuthal planes; it can be even much greater considering the fact that a plane bubble that looses its symmetry is likely reaching a steady asymmetric shape whereas an asymmetric bubble in tube may also rotate without reaching a steady shape. The second argument is that, as far as we are aware, numerical simulations of inertial 2D deformable
Taylor bubbles mounting in downward flow, taking into account viscosity and surface tension remain hitherto unexplored. The third argument is related to the physical pertinence of 2D calculations: two-dimensional versions of real problems are usually seen as oversimplifications but whenever the difference between the real and the simplified cases remains only quantitative the 2D game deserves to be played. Last but not least we consider the 2D case as a reasonable starting point for a systematic and original investigation. Most of the results that will be discussed in the present section are grouped in Table 1 .
Plane bubbles have already been considered in the past by several authors. Let us mention first the seminal work of Layzer (1955) , whose motivation was rather an astrophysics problem: a first order approximation of the velocity potential around a Taylor bubble allowed for the estimation of both its velocity and the growing rate of a perturbation at the tip due to Rayleigh-Taylor instability. Using again ! gD as the velocity scale where D is now the channel width, the theoretical rise velocity writes:
17/03/11 6 where ! V "0 * is used for ! V " * (0,0). Recent investigations, like that of Kull (1983) or Clanet et al. (2004) are based or inspired on this work. Garabedian (1957) , Birkhoff & Carter (1957) and Collins (1965) Collins (1965) and Maneri & Zuber (1974) found 0.62 and 0.63-0.66 respectively. These results were confirmed by the numerical simulations of Mao & Dukler (1990) and Ha . The theory of Collins (1965) , in contrast, overestimates the curvature radius with a value of 0.96. 
has the form of equation (1) 
where
The numerical code
The rapid development of interface capturing methods in the last ten years allows for a choice between many different methods for multiphase flow research, like Front tracking (see Esmaeeli & Tryggvason 1998) , Volume tracking (see Harlow & Welch 1965) , or VoF methods with or without interface reconstruction (see Hirt & Nichols 1981) . Each method has its advantages and inherent disadvantages. For the case of choice (VoF without reconstruction), the advantages are velocity and simplicity, and the most important inconvenience is that under certain flow conditions an unphysical thickening of the numerical interface may appear (see Benkenida & Magnaudet 2000) . For the case of Taylor bubbles this represents a serious drawback at the rear of the bubble, where large deformations are combined with small bubble detachment and coalescence. Nevertheless, there are some successful implementations for low Reynolds Taylor bubbles using VoF (see Benkenida 1999 , Dupont & Legendre 2010 . The subject has also been treated using slightly more elaborated schemes like VoF with geometric reconstruction (Taha & Cui 2006 ), but no successful implementations for long bubbles rising at Re=O(100) were 17/03/11 9 found in the literature. In our case the code has a treatment of the interface that cannot be considered as a reconstruction even though it improves the front stiffness. The idea is to transport both sides of the interface with the same normal velocity in reducing its thickening to a minimum (Bonometti & Magnaudet 2007) . Instead of trying to simulate the rear of the bubble that has no effect at all on its velocity and shape for the inertia dominated regime, we considered infinitely long bubbles.
The code we used (referred to as JADIM) is an internal development that solves the Navier-Stokes equations for multiphase flow using the VoF method. The program is capable of solving the Navier-Stokes equations while transporting the volume fraction C, which is a scalar that represents the presence of the liquid or gaseous phase (0 for the liquid phase and 1 for the gas). In this single fluid model (Benkenida & Magnaudet 2000) , the fluid properties vary abruptly across the interface, and the pressure condition due to 
17/03/11 10 computational cost. In order to deal with these problems, two important tasks were carried out: first a change of reference frame was implemented so as to follow the bubble tip. In the second place an irregular grid was used to comply with the required denser node length near the tip, since the bubble velocity is very sensitive to the flow conditions in its vicinity. The distance between the grid points was increased monotonically following the channel longitudinal axis with a growth rate between 0.8 and 1.2 in both directions, starting from the origin (placed at the apex of the bubble).
The numerical domain consisted of one section of an infinite vertical channel of width D and length L, as shown in Figure 1 . The walls are vertically oriented, and the top and bottom correspond to the inlet and outlet boundary conditions respectively. Note that these conditions are often troublesome in the sense that the numerical domain truncates the physical one. At the inlet, provided the bubble obstacle is far enough, the flow may be assumed as fully developed: the parabolic velocity profile of Poiseuille flow is thus imposed. At the outlet the boundary condition has to be set to allow the liquid phase to leave the domain. However the domain truncature may result in unwanted effects like wave reflections or unbounded amplification. There exist rather elaborated schemes to deal with these problems: see for example Engquist & Majda (1977) . In the present case, the outlet boundary condition is simpler. It is given by vanishing second derivatives of the normal and tangential velocities in the normal direction, and of the mixed partial derivatives of the pressure in the normal and tangential directions with respect to the outlet orientation (Magnaudet et al. 1995) . The streamlines of both phases near the exit are almost parallel and reflections are observed in neither of the phases. For the liquid case, all the perturbations are swept downstream effectively due to the hydrodynamics of the films adjacent to the walls. Numerical dissipation caused by the increasing nodal 17/03/11 11 distance at the irregular grid near the outlet also helped the correct evacuation of the perturbations, so no additional artifice was needed. The initial conditions at the interior of the domain were as follows: at t = 0 the velocity profile along the whole channel length was parabolic
where ! u " * and ! v " * are the components of the dimensionless velocity at the top of the domain. For the interface initial position, a section of an infinite Taylor bubble of a given initial shape was placed near the bottom, the tip being at distance l>3D from the exit.
This distance was sufficient to have quasi-parallel flow in the films flowing on both sides of the bubble, at the end of the simulation. Since the final shape and velocities proved to be independent of the initial bubble shape, we implemented the simplest form that resembles a Taylor bubble: a round-tipped infinite bubble with a diameter between 0.7 D and 0.8 D. The no-slip condition was imposed on both vertical walls, y * =±1.
17/03/11 12 Preliminary tests were run for Taylor bubbles rising in stagnant liquid for 2D channels. Given that there is a thin film of liquid that flows between the channel walls and the bubble, there must be at least five to ten nodes between the bubble and the wall so as to describe correctly the flow field in this region. Consequently, the node distance in the y direction had to be readjusted after some runs. The grid length-to-width ratio was varied between 5 and 12.5, and the bubble velocity and shape became independent of this parameter for
, with a number of nodes in the x and y directions of Simulations with moving liquid were also implemented for both upward and downward flow: the agreement is also satisfactory, as will be shown in the following sections.
Note that it is also possible to do simulations in an axis-symmetric geometry.
These are directly comparable with experiments in tubes. Even though these simulations were also used successfully to validate the code, they are out of the scope of the present article. 
Exploratory results at time-varying U
In the present numerical experiments, the liquid velocity is varied with time. The experiment starts from a steady position either in still liquid or in upward flow. At this initial condition the bubble shape is always symmetrical. After the steadiness is reached the mean velocity U is slowly decreased down to an arbitrary negative value. Note that U is an algebraic quantity, positive (resp. negative) for upward (resp. downward) flow.
Then U is increased again at the same rate. For the flow around the bubble to be quasisteady at each time step, the time rate ! dU / dt of the inlet flow must be as small as possible: to comply with this condition the absolute value of the dimensionless time rate,
"1 dU / dt , was assigned smaller than 2.10 -3 (see Table 2 ). As mentioned before, the flow solution depends on the dimensionless surface tension and viscosity. To When U * decreases the path consists of three steps. In a first step, the bubble remains almost symmetric and its velocity decreases linearly: we will refer to it as the "symmetric regime" (S-regime for short). The second step is a transition regime. The symmetry breaks as the bubble tip moves closer one of the walls and its velocity increases. The third step corresponds to an "asymmetric regime" (A-regime for short).
The distance of the bubble tip to the nearer wall seems to reach an asymptotic value. -There exist two different regimes of motion: S-and A-regimes.
-S-regime is observed in upward liquid flow whereas, in the present numerical simulations, A-regime was observed only in downward flow.
-For a given range of downward liquid flow, either regime can be observed depending on whether U * decreases or increases.
-The bubble moves faster when it is in A-regime than in S-regime.
-The bubble motion depends on Σ in A-regime whereas it is much less sensitive to it in S-regime.
Results at constant U
The time-varying U experiments tell nothing about the co-existence of S-and Aregimes for a given liquid velocity. Furthermore, they remain essentially qualitative. This is why we looked for steady solutions.
As we start each simulation from an arbitrary shape, the final solution must satisfy two conditions: (i) it must be stationary and (ii) it must not depend on the initial conditions. Starting with various initial shapes showed no significant influence on the final solution provided the transient time was large enough for the steady state to be reached. Depending on the liquid velocity, this transient time could be more or less large.
Examples are given in Figure 5 where we plotted the time evolution of the bubble 
Influence of liquid velocity
An example of results is presented in the three graphs of Figure 
where ω is the vorticity. The above condition expresses that vorticity must be created along the curved interface to keep the velocity gradient equal to zero while the fluid rotates at the rate ! u s / R c . On the contrary, ω is constant on each streamline for an inviscid plane flow and, as such, must be zero at the surface of a symmetric bubble:
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suggesting that
The present results show that this ratio is close to 0.8 so that
equation (4) has to replaced by:
. (10) It is surprising that the inviscid numerical simulations fail at predicting the curvature radius whereas they do a good job for the velocity! 
Influence of surface tension
As our simulations were performed at small surface tension in the range [0.01-0.07] we expected a marginal effect of Σ. Nevertheless even a small change of surface tension can induce drastic change on both the dynamics and the shape of the bubble. The results are indeed quite surprising as Figure 8 shows.
Whenever the bubble is symmetric we do not observe a significant influence of Σ upon either the bubble velocity or the curvature radius as equations (3) and (10) 
Flow structure and symmetry breaking
Inviscid theoretical results can be applied to Taylor bubbles moving in upward flow, since they are always symmetric. Unfortunately there are no practical results for non-symmetric bubbles. In general, the simulations proved that the flow field behaves as inviscid almost everywhere. If it were so the vorticity would be constant on each streamline and it would be also the case for the Bernoulli constant. In real flow this is the case with the exception of thin boundary layers located at the walls and very near the bubble surface. In these layers the vorticity and the Bernoulli constant depart from their values in inviscid flow. Therefore the effects of viscosity in the flow field may be quantified through the additional value that either takes on each streamline with respect to their value at infinity. Here we have chosen the additional vorticity
identify the region impacted by viscosity. For a Poiseuille flow with a velocity distribution given by equation (5),
is a root of third degree polynomials in ψ †. As such it can be calculated analytically and compared to the actual value. shape of the bubble, the additional vorticity, the leading streamline and the upstream velocity distribution. Because the Δω-thresholds that were chosen are somewhat arbitrary (0, 1, 2), the layer thickness remains qualitative. As anticipated, the additional vorticity is concentrated on four viscous layers: on each wall and on either side of the stagnation point at the interface. It appears that the bubble layers are much thinner than the wall layers. Indeed, in the absence of shear stress at the interface, the only source of vorticity comes from equation (7). The analytical inviscid solutions (Dumitrescu 1943 , Davies & Taylor 1950 show that the bubble dynamics is controlled by the flow in the vicinity of the stagnation point. But because the only source of additional vorticity at the bubble surface is weak the viscosity has only a marginal influence upon the bubble velocity. It 17/03/11 26 explains why the inviscid fluid assumption was so successful to predict the bubble motion.
Was the viscosity small enough to be neglected in the present experiments?
According to Wallis (1969) , the viscous force can be neglected whenever the dimensionless viscosity N, that can be viewed as an inverse Reynolds number, is smaller than 1/300. This condition is fulfilled in the present numerical experiments (see Table 2 ).
For symmetric bubbles moving in still liquid and in upward flow the wall layers look the same: both start developing at a small distance from the bubble tip and begin to fill the liquid films at several unit length from it. It might be surprising that still liquid and upward flow look similar since the former is irrotational and the later rotational.
Nevertheless the viscous forces remain negligible apart from the wall vicinity.
The asymmetric bubble corresponding to downward flow looks different. The boundary layer that grows at the wall wetted by the thicker film, starts at about half a diameter upstream the bubble tip whereas it starts near it at the other wall. Nonetheless if the thicker film starts developing before the other, its developing length is much greater.
The flow picture of Figure 10 suggests the mechanism of the bubble asymmetry.
Even if the symmetric solution does exist theoretically, it may be unstable in some circumstance. Indeed, for the inertial regime, the driving force that tends to move the bubble upwards is balanced by momentum. One anticipates that the bubble find its path where the momentum opposed to it is the smaller. Thus one may infer from Figure 10 (1" y a * ) . Because surface tension tends to make the curvature radius as large as possible, it keeps the bubble at a certain distance from the wall.
About the motion of asymmetric bubbles
The velocity of symmetric bubbles may be viewed as the additive and nearly uncoupled contributions of the fluid motion on the leading streamline and buoyancy (Nicklin et al. 1962 , Collins et al. 1978 . viewed as the half part of a symmetric bubble moving in a channel two times wider than the actual channel (Birkhoff & Carter 1957 , Vanden-Broëck 1984 :
A simple relation that matches these two limiting cases is:
-The contribution of the liquid flow can be extended from the symmetrical case.
Equation ( With the above conjectures, the bubble velocity is given by
The estimated and actual velocities are compared in Figure 11 where symmetric and asymmetric cases are included. The agreement between numerical experiments and equation (11) Why does the bubble tip stop at a given distance from the wall? As previously mentioned there seems to be a competition between surface tension and inertia:
apparently the decrease of the curvature radius in asymmetric bubbles causes a corresponding bubble velocity reduction. As a result, the bubble remains at a given position far from the wall, without touching it. It has been observed that viscosity effects are important in the falling film near the wall. This situation could create a lubrication effect, impeding the contact between the bubble and the channel wall. To determine the transition between symmetric and asymmetric bubble several methods can be used. The first method that comes to mind is to determine directly the symmetry breaking, i.e. the liquid velocity below which ! R c * . Therefore, the critical velocity is that below which the behaviour departs from that of symmetric bubbles predicted by equation (3) for V * and equation (10) for ! R c * . The methods based on induced effects almost agree with related results given in Table 3 . In contrast the method based on the direct determination of asymmetry gives greater critical velocity of about -0.055, almost insensitive to surface tension. This suggests the existence of a range of liquid velocity for which slightly asymmetric bubbles behave as symmetric ones. This is a surprising result that deserves to be verified in additional experiments.
In the present study we have chosen the critical velocity obtained from induced effects (Table 3) . The corresponding results plotted in Figure 12 show that when Σ increases, ! U c * decreases almost linearly:
However it would be risky to extrapolate the results to zero surface tension because equation (12) Let us focus now on the curvature radius at the bubble tip. At critical condition it is remarkable that it is nearly equal to a maximum value of 0.6. In fact the numerical experiments that are summarized in Figure 12 , show that it increases slightly with surface tension as:
This is a rather strong conclusion of the present study that a symmetric bubble having a curvature radius greater than 60% of the channel half-width cannot exist.
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Conclusions and perspectives
The case of a single Taylor bubble rising through moving liquid in a vertical channel was studied through a series of numerical experiments. Up to now, the literature mentions only few results on this particular situation, e.g. the numerical investigation of Ha Ngoc & Fabre (2004 b) . Actual bubbles rising in tubes present many of the features described in the aforementioned investigation, evidencing the adequacy of the simplified inviscid assumption, and its applicability even in the 2D case. However, real bubbles present an additional feature which was not fully described by previous investigations in channel flow: if the liquid velocity decreases below some critical negative value, i.e. if the downward flow rate increases above some critical value, the flow symmetry breaks up, as shown experimentally in the past by Martin (1976) for pipe flow and the bubble rises appreciably faster than it would do if symmetry was preserved.
In this work the flow was simulated using a numerical code that solves the Navier-Stokes equations, resolving the interface position by the use of the VoF formulation. Two types of numerical experiments were carried over: when the liquid velocity varies slowly in such a way as to describe an 'aller-retour' path, the transition to the asymmetric regime is observed and the descending U branch differs from the ascending one in a hysteresis-like trajectory. However, this is not real hysteresis since the bubble always tends to a fixed point in the U-V plane when the liquid velocity variation stops, proving that the apparent hysteresis cycle results from the flow unsteadiness. These exploratory simulations also provided with the first estimates of the critical velocity. The second type of numerical experiment consisted on keeping the liquid velocity constant from the beginning, allowing the bubble to evolve freely until a quasi-steady state was reached. The transition was observed in both cases, confirming the change to a non-17/03/11 32 symmetric regime. The reported critical velocity of the transition and bubble shape, nose position and curvature radii were all calculated using this type of scheme.
The numerical results for symmetric bubbles in upward liquid flow agree with previous theoretical and numerical results, confirming the observed 'decoupling' between the effect of transport by the liquid flow and that of bubble buoyancy. On the other hand, the non-symmetric cases provided information about the driving forces that control the different regimes: while surface tension tends to enforce symmetry, inertia forces the bubble towards the wall, where it faces a smaller amount of liquid momentum.
Interestingly, the bubble never reaches the wall in these experiments. The effects of viscosity may be of importance in the liquid film that forms between the bubble and the wall. Even if the transition to a non-symmetric regime has been observed experimentally in the past, it is still one of the most original contributions of this work, since it has been closely studied through the numerical experiments. Both the velocity evolution of the bubble and the decrease of the curvature radius at the stagnation point (with increasing liquid speed) were reported: it was found that non-symmetric bubbles rise much faster than their symmetric counterparts when facing the same liquid velocity profile far upstream the bubble nose. The bubble rise velocity is very sensitive to the latter velocity profile, which in our case was parabolic. The same technique can be applied to turbulent velocity profiles, as was done by Ha Ngoc and Fabre (2004 b) . It would be interesting to study those cases for two reasons: one is completeness, and the other is that for very large downward liquid velocity the bubble could actually touch the wall, presenting a second non-symmetric regime that have not yet been described.
