Robin boundary conditions in shape optimization by Deipenbrock, Matthias
Robin Boundary Conditions in
Shape Optimization
Von der Fakulta¨t fu¨r Mathematik, Informatik und Naturwissenschaften der
RWTH Aachen University zur Erlangung des akademischen Grades
eines Doktors der Naturwissenschaften genehmigte Dissertation
vorgelegt von
Diplom-Mathematiker
Matthias Deipenbrock
aus Mu¨nster
Berichter: Priv.-Doz. Dr. rer. nat. Alfred Wagner
Univ.-Prof. Dr. rer. nat. Heiko von der Mosel
Tag der mu¨ndlichen Pru¨fung: 13. Juli 2015
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online verfu¨gbar.

Zusammenfassung
Die vorliegende Arbeit bescha¨ftigt sich mit dem Problem der Existenz optimaler Ge-
biete fu¨r Gebietsfunktionale unter Beachtung von Robin Randwerten. Wir behandeln
sowohl den Fall positiver, als auch den Fall negativer Robin Parameter.
Im Fall positiver Robin Parameter beweisen wir die Existenz eines minimalen Ge-
bietes in der Klasse der Lipschitz Gebiete mit vorgegebenem Maß, die gleichma¨ßige
Fortsetzungsgebiete sind. Neben dem linearen Eigenwertfall betrachten wir Rayleigh
Quotienten, die mit dem Sobolev Einbettungssatz in Verbindung stehen und zeigen
die Existenz minimaler Gebiete bis zum kritischen Exponenten. Anschließend zeigen
wir, dass die Volumenbedingung durch eine Bedingung an das Oberfla¨chenmaß ersetzt
werden kann.
Im Fall negativer Robin Parameter schra¨nken wir die Klasse der Gebiete ein. Wir be-
trachten nur Gebiete, die sternfo¨rmig bezu¨glich einer festen Kugel sind. Somit geben
wir die Topologie der Gebiete vor und schließen dadurch ku¨rzlich gefundende Gegen-
beispiele zur umgekehrten Faber-Krahn Ungleichung aus. Durch eine gleichma¨ßige
Spurungleichung sind wir in der Lage die Existenz eines maximalen Gebietes fu¨r
den ersten Robin Eigenwert zu beweisen. Anschließend zeigen wir einen weiteren
Existenzsatz in der Klasse schalenfo¨rmiger Gebiete. Daru¨ber hinaus beweisen wir
Existenzsa¨tze in einer glatteren Situation. Dazu verwenden wir eine Schranke fu¨r
die mittlere Kru¨mmung der Gebiete, um die Kompaktheit der Klasse von Gebieten
bezu¨glich der sta¨rkeren Topologie zu erhalten. Aufgrund der glatteren Rahmenbedin-
gungen sind wir in der Lage weitere Regularita¨tseigenschaften optimaler Gebiete zu
diskutieren.
iii

Abstract
The present thesis is concerned with the problem of proving the existence of optimal
domains for functionals subjected to Robin Boundary conditions. We treat both cases
of positive and negative Robin parameters.
In the case of positive Robin parameters we prove the existence of a minimizing
domain in a class of Lipschitz domains of given measure, that are uniform extension
domains. In addition to the linear case, i.e. the case of the first eigenvalue, we
consider Rayleigh quotients corresponding to the Sobolev embedding theorem, up
to the critical exponent. Subsequently, we show that the volume constraint can be
replaced by a surface area constraint.
For negative Robin parameters we restrict the class of domains. We consider domains
that are starshaped with respect to a fixed ball, thus fixing the topology of the
domains. This exludes recent counter examples to the reverse Faber-Krahn inequality.
Using a uniform trace inequality, we prove the existence of a maximizing domain for
the first eigenvalue of the Robin Laplacian. Subsequently, we present an additional
existence result in a class resembling spherical shells. Moreover, we prove the existence
of optimal domains in a smoother setting, using a constraint on the mean curvature to
obtain the compactness of the class of domains with respect to the stronger topology.
As a consequence of the smoother setting, we are able to discuss further regularity
properties of optimal domains.
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1. Introduction
One of the most renowned questions in shape optimization is which domain minimizes
the first eigenvalue of the Dirichlet-Laplacian. Lord Rayleigh conjectured in 1877 that
the ball is the minimizer for all planar domains [23]. G. Faber and E. Krahn proved
his claim separately in the 1920s [12], [24]. A variational expression for the first
Dirichlet eigenvalue is given via the Rayleigh quotient
λD1 (Ω) := inf
v∈W 1,20 (Ω)
v 6=0
∫
Ω
|∇v|2 dx∫
Ω
v2 dx
.
Thus, the conjecture of Lord Rayleigh, which is better known as the Faber-Krahn
inequality, reads as
λD1 (B) ≤ λD1 (Ω)
for all open bounded sets Ω ⊂ RN , where B denotes the ball, satisfying |B| = |Ω|.
The present thesis is concerned with a problem that is analogous to the Faber-Krahn
inequality, although very different methods are used to study it. For α ∈ R and for a
set Ω ⊂ RN with Lipschitz boundary, consider a different Rayleigh quotient and take
the infimum in the larger space W 1,2(Ω) instead of W 1,20 (Ω)
λ1,α(Ω) := inf
v∈W 1,2(Ω)
v 6=0
∫
Ω
|∇v|2 dx+ α
∫
∂Ω
v2 dHN−1∫
Ω
v2 dx
.(1.1)
This eigenvalue corresponds to the Robin-Laplacian instead of the Dirichlet-Laplacian.
Thus, a minmizer is a solution of the partial differential equation
(1.2)
{
−∆u = λ1,α(Ω) · u, in Ω
∂νu+ αu = 0, on ∂Ω.
This type of boundary condition is referred to as Robin boundary condition or third
boundary condition in the literature. Hence, the minimizer of (1.1) is an eigenfunction
of the Robin-Laplacian for the first eigenvalue. For α = 0 we obtain the Neumann-
Laplacian and in that case, we have λ1,0(Ω) = 0 by choosing v = const. in (1.1). The
cases of positive and negative Robin parameter α are studied separately since the
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nature of the problem changes significantly with the sign of the parameter.
For positive Robin parameter consider the analogue of the Faber-Krahn inequality,
i.e.
λ1,α(B) ≤ λ1,α(Ω),
where B is the ball satisfying |B| = |Ω|. This conjecture was posed by G. Polya and
G. Szego¨ in 1951 [28] and it was proven by M.-H. Bossel in 1986 [4] for planar smooth
domains. D. Daners extended the result to arbitraty dimensions and to domains
having a Lipschitz boundary [10].
Recently, D. Bucur and A. Giacomini extended the result, using a free discontinuity
approach [6]. Thus, they were able to look at Rayleigh quotients having the square
of the Lp-norm as a denominator instead of the L2-norm, i.e.
λ1,α(Ω) := inf
v∈W 1,2(Ω)
v 6=0
∫
Ω
|∇v|2 dx+ α
∫
∂Ω
v2 dHN−1(∫
Ω
|v|p dx
) 2
p
,(1.3)
where 1 ≤ p < 2N
N − 1. Note that the upper bound for p is not given by the critical
Sobolev exponent. The smaller exponent is a consequence of considering u2 in the
class of special functions of bounded variation. The approach of Bucur and Giacomini
has the great advantage of identifying the domain with the support of a function, an
idea that is used very successfully in studying shape optimization problems regarding
Dirichlet boundary conditions, see [5] and [20].
For negative Robin parameter the work of M. Bareket in [3], led to the conjecture
that the ball is a maximizer, i.e.
λ1,α(Ω) ≤ λ1,α(B),(1.4)
where B is the ball satisfying |B| = |Ω|. This inequality is sometimes referred to
as the reverse Faber-Krahn inequality. M. Bareket proved this inequality in [3] for
planar smooth domains with an additional assumption on the domains that turns out
to be crucial. The conjecture was also supported by second variation results for the
ball, obtained by C. Bandle and A. Wagner in [2]. It has been proven for domains Ω
that are close to a ball by V. Ferone, C. Nitsch and C. Trombetti in [13].
However, most recently P. Freitas and D. Krejcˇiˇr´ık presented a counter example in
[14]. They showed that if the Robin parameter is negative and if its absolute value is
large enough, the eigenvalue of a spherical shell is larger than the eigenvalue of the
ball having the same volume. Thus, the reverse Faber-Krahn inequality (1.4) does
not hold uniformly for every α < 0.
The present thesis is structured as follows. In Chapter 2 we are concerned with the
case of positive Robin parameters. We prove the existence of a minimizing domain for
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(1.3) in the well known class of ε-cone domains satisfying a volume constraint. Since
we study the problem on Lipschitz domains, we are able to prove the existence of a
minimizing domain up to the critical Sobolev exponent 2∗ =
2N
N − 2. Our approach
is different than the one used by Bucur and Giacomini. We do not identify the do-
mains with the support of the eigenfunctions. Instead, we use a uniform extension
result due to D. Chenais, to consider the functions on a large ball D, containing the
domains. A question that arises naturally in this setting is, whether the eigenfunc-
tions un corresponding to the domains Ωn of the minimizing sequence, converge to
the eigenfunction u0 of the limit domain Ω0. For Robin boundary conditions this type
of convergence of the solultions is not automatic, see [9] for counter examples. How-
ever, the trace operators are lower semicontinuous on the family of ε-cone domains.
Thus, we are able to use the direct method of the calculus of variations to prove the
existence of a minimizing domain. Finally, we show that the volume constraint can
easily be replaced by a surface area constraint.
In Chapter 3 we study the eigenvalue case for negative Robin parameters in the class
of domains that are starshaped with respect to a ball, thus fixing the topology of
the domains. We prove that the boundaries of these domains automatically fulfill a
uniform Lipschitz condition. Note that in the existence results in [3] and [13] the
topology of the admissible domains has also been fixed. One major issue concerning
negative Robin parameters is that the two terms of the numerator of the Rayleigh
quotient have opposing semicontinuity properties. The Dirichlet integral
∫
Ω
|∇u|2 dx
remains lower semicontinuous, while the boundary integral α · ∫
∂Ω
u2 dHN−1 becomes
upper semicontinuous instead, since α < 0. The opposing properties of the two terms
of the Rayleigh quotient indicate that a discontinuity approach, i.e. identifying the
domain with the support of a function, is unlikely to work in the case of negative
Robin parameters. Working with the weak formulation of the corresponding partial
differential equation, we are able to prove the existence of a maximizing domain in
that class. Another crucial step in our proof is a uniform trace inequality, which we
prove in the class of domains that are starshaped with respect to a fixed ball. Keeping
in mind the counter example of Freitas and Krejcˇiˇr´ık, we present another existence
result in a class of domains that resemble spherical shells.
In Chapter 4 we prove the existence of optimal domains in a smoother setting. We
consider starshaped domains having a smoother boundary representation than the
automatic Lipschitz representation. We use pointwise bounds on the mean curvature
of the domains to obtain the compactness of the class. In this setting the bound-
ary integral in the Rayleigh quotient becomes continuous instead of semicontinuous.
Thus, we are able to prove the existence of both maximizing and minimizing domains.
Finally, we investigate the regularity of the optimal domains by discussing the nec-
essary condition obtained by C. Bandle and A. Wagner in [2]. We show that the
free boundary of the optimal domains, i.e. the parts of the boundary that are not
restricted by the various conditions we imposed, are in fact of class C∞.
5
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In the last chapter we summarize our achievements and state some open questions
that can be the starting points of further investigations.
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2. Existence Theorem for Positive
Robin Parameters
In this first part of the thesis we are concerned with the case of positive Robin
parameters. We start with presenting some well known facts regarding the minimizers
of the Rayleigh quotient. Subsequently, we prove the existence of a minimizing domain
in the class of ε-cone domains, with prescribed volume.
For a bounded open subset Ω ⊂ RN with Lipschitz boundary and for a function
v ∈ W 1,2(Ω) we look at the energy
R(Ω, v) :=
∫
Ω
|∇v|2 dx+ α
∫
∂Ω
v2 dHN−1(∫
Ω
|v|p dx
) 2
p
,
with α > 0 being a constant and p ∈ (1, 2∗) with
2∗ =
{
2N
N−2 for N ≥ 3
∞ for N = 2.
For fixed Ω we look at minimizers in W 1,2(Ω). Since R(Ω, c ·v) = R(Ω, v) holds for ev-
ery c ∈ R, c 6= 0, taking the infimum over all functions v ∈ W 1,2(Ω) with ‖v‖Lp(Ω) = 1
is equivalent.
Let u ∈ W 1,2(Ω) with ‖u‖Lp(Ω) = 1 be a minimizer of R(Ω, v). We set
R(Ω) := R(Ω, u) = inf
v∈W 1,2(Ω)
‖v‖Lp(Ω)=1
R(Ω, v).
Then u satisfies the equation
2
∫
Ω
∇u∇φ dx+ 2α ·
∫
∂Ω
uφ dHN−1 = λ · p
∫
Ω
|u|p−2u · φ dx(2.1)
for every φ ∈ W 1,2(Ω) and for some λ ∈ R. Choosing φ = u in (2.1) and using
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‖u‖Lp(Ω) = 1 we see that
λ =
2
p
·
(∫
Ω
|∇u|2 dx+ α
∫
∂Ω
u2 dHN−1
)
=
2
p
·R(Ω, u) = 2
p
· R(Ω).
Moreover, since R(Ω, |v|) = R(Ω, v) holds for every v ∈ W 1,2(Ω), we can choose the
minimizer u such that u ≥ 0 holds almost everywhere in Ω. Therefore, we have
|u|p−2u = up−1, resulting in u being a weak solution of the equation
(2.2)
 −∆u =
2
p
· R(Ω) · up−1, in Ω
∂νu+ αu = 0, on ∂Ω.
Here ν denotes the outer normal unit vector on ∂Ω, which exists HN−1 almost every-
where (HN−1 denotes the N − 1 dimensional Hausdorff measure), and ∂ν denotes the
outer normal derivative.
For p = 1, that is in the case of the torsion energy, we prefer to work with the energy
E (Ω, v) :=
1
2
∫
Ω
|∇v|2 dx+ α
2
∫
∂Ω
v2 dHN−1 −
∫
Ω
v dx
instead of the Rayleigh quotient R(Ω, v). A minimizer u of E(Ω, v) in W 1,2(Ω) satisfies∫
Ω
∇u∇φ dx+ α
∫
∂Ω
uφ dHN−1 =
∫
Ω
φ dx(2.3)
for every function φ ∈ W 1,2 (Ω). If we denote the unique weak solution of equation
(2.3) by uΩ, the domain functional is defined as
E (Ω) : = E (Ω, uΩ)
= −1
2
∫
Ω
uΩ dx.
Let D be an open bounded subset of RN . We ask if there is a minimizing domain Ω0
in a class Oω0 (D) := {Ω ⊂ D : |Ω| = ω0}, which satisfies
R(Ω0) = inf
Ω∈Oω0 (D)
R (Ω) ,(2.4)
or
E(Ω0) = inf
Ω∈Oω0 (D)
E (Ω)(2.5)
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respectively. Here |Ω| denotes the N dimensionsal Lebesgue measure of Ω and ω0 is a
fixed constant in the interval (0, |D|). Let (Ωn)n≥1 be a minimizing sequence inOω0(D)
and uΩn ∈ W 1,2(Ωn) the corresponding sequence of weak solutions. The question that
arises naturally is whether the family Oω0(D) has a compactness property so that we
can extract a subsequence which converges in some sense to a limit domain Ω0. Once
we find such a domain the next question is whether the sequence of solutions uΩn
converges to the solution uΩ0 .
A remarkable result by Dancer and Daners (see [9]) shows that this type of convergence
of solutions does not occur automatically, even in the class of smooth domains. They
construct a sequence Ωn of domains with a wildely oscillating boundary approaching
a domain Ω which has a smooth boundary. They show that the solutions un converge
to a function u0 satisfying the Dirichlet boundary condition u0 = 0 on ∂Ω instead of
the Robin boundary condition ∂νu0 + αu0 = 0 (See Examples 5.2 in [9]).
However, the torsion energy corresponding to Dirichlet boundary conditions is always
larger than the energy with a positive α because the infimum is taken only in a
subspace:
E(Ω) = inf
v∈W 1,2(Ω)
E (Ω, v) ≤ inf
v∈W 1,20 (Ω)
E (Ω, v) .
Therefore, it seems unlikely that a minimizing sequence Ωn has a wildely oscillating
boundary. Another example in [9], is given by domains with a mildly oscillating
boundary, converging to a smooth domain. In this case the limit function solves the
Robin boundary condition
∂νu0 + α˜u0 = 0,
where the new Robin parameter α˜ is strictly larger than the original one. Thus,
the resulting energy corresponding to the limit function is larger as well. This phe-
nomenon of the energies being ordered is directly related to the lower semicontinuity
of the boundary integral terms, that we will prove in Lemma 2.2.2. We will proceed
as follows: First, we will restrict the class of admissible domains enabeling us to
prove a lower semicontinuity result for the boundary integral. Then we will recall the
concept of domain convergence and the compactness of the class with respect to this
convergence (see Definition 2.1.1 and Theorem 2.1.2). Subsequently, we will prove
the existence of a minimizing domain Ω0.
Furthermore, we show that the volume constraint can easily be replaced by a surface
area constraint on the admissible domains.
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2.1. Admissible Domains and Domain
Convergence
In this section we define a class of domains in which we prove the existence of an
optimal domain for problem (2.4). We begin with recalling the definition of ε-cone
domains. We use the notation of [20] (De´finition 2.4.1).
Let y, ξ ∈ RN with |ξ| = 1 and ε > 0. By C(y, ξ, ε) we denote the cone with vertex
at y, defined by
C(y, ξ, ε) :=
{
z ∈ RN , (z − y, ξ) ≥ cos(ε) |z − y| and 0 < |z − y| < ε} .
We say that an open set Ω ⊂ RN satisfies the ε-cone condition if for every x ∈ ∂Ω
there exists a unit vector ξx such that for every y ∈ Ω ∩ Bε(x) the cone C(y, ξx, ε) is
contained in Ω. Bε(x) denotes the open ball with radius ε, centered at x.
From now on consider an open ball D ⊂ RN . We set
Oε(D) := {Ω open, Ω ⊂ D, Ω satisfies the ε-cone condition} .
Due to The´ore`me 2.4.7 in [20], we find that
Oε(D) ⊂
{
Ω open, Ω ⊂ D, Ω has Lipschitz boundary, HN−1(∂Ω) <∞} .
Moreover, it is true that every open bounded subset Ω, having Lipschitz boundary
and satisfying HN−1(∂Ω) < ∞ is an ε-cone domain for some ε > 0. Note that we
have to fix ε > 0 in order to apply the uniform extension theorem cf. Theorem 2.1.3.
We will prove the existence of a minimizing set in the class Oε(D) with an additional
volume constraint, i.e. in the class
Oε,ω0(D) := {Ω ∈ Oε(D) , |Ω| = ω0} ,
where ω0 is a constant, satisfying ω0 ∈ (0, |D|). Note that we can consider a surface
area constraint as well
Oε,L(D) :=
{
Ω ∈ Oε(D) , HN−1(∂Ω) ≤ L
}
.
Let E be a measurable subset of D. The characteristic function χE of the set E is
defined by
χE(x) :=
{
1, x ∈ E
0, x /∈ E.
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2.1.1 Definition. For a sequence of measurable sets Ωn ⊂ RN and a measurable set
Ω ⊂ RN , we say that Ωn converges to Ω in the sense of characteristic functions, and
write
Ωn
χ−→ Ω,
if the characteristic functions χΩn converge to χΩ strongly in L
1(D) (and therefore in
Lp(D) for all p > 1).
It is known that the class Oε(D) is compact with respect to this convergence.
2.1.2 Theorem. Let (Ωn)n≥1 be a sequence of open sets in the class Oε(D). Then
we can find a set Ω ∈ Oε(D) and a subsequence Ωnk such that
Ωnk
χ−→ Ω,
for k →∞.
Proof. A proof and more details can be found in [20], (The´ore`me 2.4.10).
The same theorem holds if we replace the class Oε(D) by the class Oε,ω0(D) or the
class Oε,L(D), respectively. We only have to show that the particular constraints are
preserved. For the class Oε,ω0(D) this is evident, since χΩn → χΩ in L1(D) implies
ω0 = lim
n→∞
|Ωn| = lim
n→∞
∫
D
χΩn dx =
∫
D
χΩ dx = |Ω| .
Thus, the volume constraint is preserved. For the surface area constraint, we observe
that for open sets with Lipschitz boundary we have
HN−1(∂Ω) = Per(Ω),
where Per(Ω) denotes the perimeter of the set Ω. For a proof we refer to [1] (Propo-
sition 3.62). Since the perimeter is lower semicontinuous with respect to convergence
in the sense of characteristic functions (see Proposition 3.38 in [1] or Proposition 2.3.6
in [20]), we have
HN−1(∂Ω) ≤ lim inf
n→∞
HN−1(∂Ωn) ≤ L.
For this reason we defined the class Oε,L(D) with the condition less or equal instead
of equality, as we did in the case of the volume condition.
We will use the following uniform extension theorem due to D. Chenais [7].
2.1.3 Theorem. Fix ε > 0 and D ⊂ RN . There exists a constant C(ε,N,D) such
that for every Ω ∈ Oε(D) there is a linear and continuous extension operator PΩ :
W 1,2(Ω)→ W 1,2(D) such that
‖PΩ(u)‖W 1,2(D) ≤ C ‖u‖W 1,2(Ω) .(2.6)
Proof. The theorem is a special case of Theorem II.1 in [7].
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2.2. Existence of an Optimal Shape
In this section, we show that there exists a minimizing domain Ω of R and E in the
class Oε,ω0(D). Note that we could work in the class Oε,L(D), as well. We will use
the direct method of the calculus of variations. At first, we will focus on the case
p ∈ (1, 2∗) and the corresponding functional R(Ω).
Let (Ωn)n≥1 ⊂ Oε,ω0(D) be a minimizing sequence for the functional R. Thus,
lim
n→∞
R(Ωn) = infOε,ω0 (D)
R(Ω).
As a consequence of Theorem 2.1.2 we find a domain Ω ∈ Oε,ω0(D) such that (for a
subsequence)
Ωn
χ−→ Ω
for n→∞. Now the lower semicontinuity of R with respect to this convergence has
to be proven.
Let un ∈ W 1,2(Ωn) denote the weak solution of (2.2) corresponding to Ωn. The first
step will be to derive an a-priori bound for the solutions un depending only on the
dimension N , on p and on an upper bound for |Ωn|. One important idea in the proof
is a Friedrichs-type inequality due to Maz’ja (see [25], Cor. 4.11.1/2) that has been
used by Dancer and Daners (see [8], Theorem 2.1) to derive a-priori bounds in a
similar situation.
2.2.1 Lemma. Let (Ωn)n≥1 ⊂ Oε,ω0(D) be a minimizing sequence for the functional
R and denote by un ∈ W 1,2(Ωn) the minimizers of R(Ωn, v) in{
v ∈ W 1,2(Ωn); ‖v‖Lp(Ωn) = 1
}
.
Then there exists a constant C(N, |D|, p, inf
Ω
R(Ω), α) such that the weak solutions un
satisfy
‖un‖W 1,2(Ωn) ≤ C(N, |D|, p, infΩ R(Ω), α)
for sufficiently large n.
Proof. Since (Ωn)n≥1 is a minimizing sequence and since α > 0 we find that for
sufficiently large n there holds
2 · inf
Ω
R(Ω) ≥ R(Ωn) = R(Ωn, un)
=
∫
Ωn
|∇un|2 dx+ α
∫
∂Ωn
u2n dHN−1
≥
∫
Ωn
|∇un|2 dx.
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Moreover, for p ∈ (2, 2∗) Ho¨lder’s inequality yields∫
Ωn
u2n dx ≤ |Ωn|1−
2
p ·
(∫
Ωn
upn dx
) 2
p
= |Ωn|1−
2
p · 1 ≤ |D|1− 2p .
For p ∈ (1, 2] we use the earlier mentioned Friedrichs-type inequality (see [25], Cor.
4.11.1/2)
‖un‖
L
2N
N−1 (Ωn)
≤ C(N, |Ωn|)
(
‖∇un‖2L2(Ωn) + ‖un‖2L2(∂Ωn)
) 1
2
(2.7)
and Ho¨lder’s inequality to estimate(∫
Ωn
u2n dx
) 1
2
≤
(∫
Ωn
u
2N
N−1
n dx
)N−1
2N
· |Ωn| 1N
≤ C(N, |Ωn|)
(
‖∇un‖2L2(Ωn) + ‖un‖2L2(∂Ωn)
) 1
2 · |Ωn| 1N
≤ C(N, |Ωn|) ·max
{
1,
1√
α
}
·
(
‖∇un‖2L2(Ωn) + α‖un‖2L2(∂Ωn)
) 1
2
≤ C(N, |Ωn|, α, inf
Ω
R(Ω)).
Therefore, we find
‖un‖W 1,2(Ωn) ≤ C(N, |D|, p, infΩ R(Ω)).
Note that the largest exponent for which the Friedrichs-type inequality (2.7) is ap-
plicable is p =
2N
N − 1. This is also the critical exponent in the free discontinuity
approach of Bucur and Giacomini in [6] (see their Remark 4.3). However, we only
needed inequality (2.7) in the case 1 ≤ p < 2. In the case 2 ≤ p < 2∗, Ho¨lder’s inequal-
ity was sufficient to derive the a-priori estimate. Consider the extension operators PΩn
from Theorem 2.1.3 for each Ωn ∈ Oε,ω0(D). We apply these operators to the weak
solutions un ∈ W 1,2(Ωn). Thus, we get a sequence of functions PΩn(un) ∈ W 1,2(D),
satisfying
‖PΩn(un)‖W 1,2(D) ≤ C(N, ε,D) · ‖un‖W 1,2(Ωn) ≤ C˜(ε,N,D, p, infΩ R(Ω), α),
due to Lemma 2.2.1. Hence, we find a function u ∈ W 1,2(D) and a subsequence
PΩnj (unj) such that
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PΩnj (unj) ⇀ u(2.8)
weakly in W 1,2(D) for j → ∞. We can assume that u satisfies u ≥ 0 almost every-
where in D because un ≥ 0 a.e. on Ωn and by replacing PΩn(un) by (PΩn(un))+ :=
max {0, PΩn(un)} if necessary. We write un instead of PΩnj (unj), merely to simplify
the notation.
We want to emphasize that, at this point, it is not yet clear if the limit function
u ∈ W 1,2(D) is a weak solution of some equation.
The next lemma is crucial to show the existence of a minimizing shape.
2.2.2 Lemma. Let Ωn,Ω, un and u be as above, then
lim inf
n→∞
∫
∂Ωn
u2n dHN−1 ≥
∫
∂Ω
u2 dHN−1
holds.
Before we prove this type of lower semicontinuity, we quote two lemmata from [21]
that can be applied to our situation. For the reader’s convenience we include the
proofs given in [21]. Let (X,B) be a measurable space.
2.2.3 Lemma. Let f be a real-valued non-negative measurable function on X, and
let (µn)n≥1 be a sequence of measures on B. If
lim inf
n→∞
µn(A) ≥ µ(A)
holds for some measure µ and every A ∈ B, then
lim inf
n→∞
∫
f dµn ≥
∫
f dµ.
Proof. We present the proof of Theorem 2.1(a) in [21]. Since f is measurable, it is
the pointwise limit of a nondecreasing monotone sequence (fm)m of simple functions,
i.e.
fm ↗ f and fm =
pm∑
k=1
λm,k · χBm,k ,
where λm,k ≥ 0 and Bm,k ∈ B for k = 1, ... pm. Hence
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lim inf
n→∞
∫
f dµn ≥ lim inf
n→∞
∫
fm dµn
= lim inf
n→∞
pm∑
k=1
λm,k · µn(Bm,k)
≥
pm∑
k=1
λm,k · µ(Bm,k)
=
∫
fm dµ.
As fm ↗ f the standard Monotone Convergence Theorem for functions yields
∫
fm dµ −→
∫
f dµ,
for m→∞. Therefore, we have
lim inf
n→∞
∫
f dµn ≥
∫
f dµ.
The following lemma is a generalization of the previous one.
2.2.4 Lemma. Let (µn)n≥1 and (fn)n≥1 be two sequences of measures and measurable
functions respectively. Let fn be non-negative and µ be a measure such that
lim inf
n→∞
µn(A) ≥ µ(A)
holds for every A ∈ B. Furthermore, let
f(x) := lim inf
n→∞
fn(x)
for µ-almost every x ∈ X, then
lim inf
n→∞
∫
fn dµn ≥
∫
f dµ.
Proof. We present the proof of Theorem 2.2(i) in [21]. Fix n0 ∈ N. Then
fn ≥ inf
m≥n0
fm
15
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for every n ≥ n0, hence ∫
fn dµn ≥
∫ (
inf
m≥n0
fm
)
dµn,
for every n ≥ n0. Therefore, Lemma 2.2.3 applied to the nonnegative measurable
function inf
m≥n0
fm yields
lim inf
n→∞
∫
fn dµn ≥ lim inf
n→∞
∫ (
inf
m≥n0
fm
)
dµn
≥
∫ (
inf
m≥n0
fm
)
dµ.
Furthermore, inf
m≥n0
fm is monotone increasing in n0 and
lim
n0→∞
(
inf
m≥n0
fm
)
= lim inf
n0→∞
fn0 = f.
Therefore, by the Monotone Convergence Theorem we have
lim inf
n→∞
∫
fn dµn ≥ lim
n0→∞
∫ (
inf
m≥n0
fm
)
dµ
=
∫
f dµ.
Now we will prove Lemma 2.2.2.
Proof. We apply Lemma 2.2.4 to our situation. We set
µn(A) := HN−1x∂Ωn(A) and µ(A) := HN−1x∂Ω(A).
Due to the Lipschitz boundaries of Ωn and Ω, we find µn(A) = PerA(Ωn) and µ(A) =
PerA(Ω) accordingly. The lower semicontinuity of the relative perimeter with respect
to the convergence χΩn → χΩ (see Proposition 3.38 in [1] or Proposition 2.3.6 in [20])
yields
lim inf
n→∞
µn(A) = lim inf
n→∞
PerA(Ωn) ≥ PerA(Ω) = µ(A)
for every A. Set fn := u
2
n ∈ W 1,1(D) thus, fn ∈ L1(∂Ωn,HN−1) for every n ∈ N.
Furthermore, fn is nonnegative. Set f := u
2 in W 1,1(D). Since un ⇀ u in W
1,2(D)
and thus in W 1,2(Ω) as well, we find
lim
n→∞
∫
∂Ω
u2n dHN−1 =
∫
∂Ω
u2 dHN−1.
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Therefore, by selecting another subsequence, if necessary, we can assume that
lim inf
n→∞
fn(x) = f(x) for HN−1x∂Ω - a.e. x ∈ D.(2.9)
Hence, all the assumptions of Lemma 2.2.4 are satisfied and we get
lim inf
n→∞
∫
∂Ωn
u2n dHN−1 = lim inf
n→∞
∫
u2n dHN−1x∂Ωn
= lim inf
n→∞
∫
fn dµn
≥
∫
f dµ
=
∫
u2 dHN−1x∂Ω
=
∫
∂Ω
u2 dHN−1.
We need the following lemma to prove the existence of a minimizing domain Ω.
2.2.5 Lemma. Let (Ωn)n≥1 and Ω ⊂ D be such that Ωn χ−→ Ω for n → ∞. Further-
more, let un and u ∈ W 1,2(D) be such that un ⇀ u in W 1,2(D) and such that un
converges strongly to u in Lp(D).
Then
i) lim inf
n→∞
∫
Ωn
|∇un|2 dx ≥
∫
Ω
|∇u|2 dx, and
ii) lim
n→∞
∫
Ωn
|un|p dx =
∫
Ω
|u|p dx.
Proof. i) In order to prove this lower semicontinuity it suffices to show that
χΩn∂iun ⇀ χΩ∂iu(2.10)
weakly in L2(D) for every i ∈ {1, .., N}. Indeed, if χΩn∇un ⇀ χΩ∇u weakly in
L2(D)
N
the lower semicontinuity of the L2-norm with respect to weak convergence
implies
lim inf
n→∞
∫
Ωn
|∇un|2 dx = lim inf
n→∞
∫
D
χΩn|∇un|2 dx = lim inf
n→∞
‖χΩn∇un‖2L2(D)N
≥ ‖χΩ∇u‖2L2(D)N =
∫
D
χΩ|∇u|2 dx
=
∫
Ω
|∇u|2 dx.
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Fix i ∈ {1, .., N} and let φ ∈ L2(D). Since un ⇀ u in W 1,2(D), we have ∂iun ⇀ ∂iu
in L2(D). Thus
lim
n→∞
∫
D
∂iunφ dx =
∫
D
∂iuφ dx
and hence
lim
n→∞
∫
Ω
∂iunφ dx =
∫
Ω
∂iuφ dx
holds as well. Therefore, we have to show that
lim
n→∞
∫
Ω\Ωn
∂iunφ dx = lim
n→∞
∫
Ωn\Ω
∂iunφ dx = 0.
Due to the convergence Ωn
χ−→ Ω (see Definition 2.1.1 and Theorem 2.1.2), we see
|Ω\Ωn| → 0 and |Ωn\Ω| → 0 as well. Furthermore, we know ‖∇un‖L2(D) ≤ C for a
C > 0. Since φ2 ∈ L1(D), we know that∣∣∣∣∫
E
φ2 dx
∣∣∣∣ −→ 0, for |E| → 0.
Thus, we can estimate
∫
Ω\Ωn
∂iunφ dx ≤ ‖∂iun‖L2(D)
(∫
Ω\Ωn
φ2 dx
) 1
2
≤ C ·
(∫
Ω\Ωn
φ2 dx
) 1
2
−→ 0
for n→∞. With the same argument we find
lim
n→∞
∫
Ωn\Ω
∂iunφ dx = 0.
Therefore, we find for arbitrary φ ∈ L2(D) and for every i that∫
D
χΩn∂iunφ dx −→
∫
D
χΩ∂iuφ dx
for n → ∞ which proves (2.10). ii) Since p < 2∗ we can choose s > 1 such that
p · s < 2∗ still holds. Furthermore, we know that un ∈ Lsp(D) for this particular
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s, due to the Sobolev Imbedding Theorem. Moreover, we have ‖un‖Lsp(D) ≤ C(D).
Thus, we find
∣∣∣‖un‖pLp(Ωn) − ‖u‖pLp(Ω)∣∣∣ = ∣∣∣∣∫
D
χΩn|un|p − χΩ|u|p dx
∣∣∣∣
≤
∣∣∣∣∫
D
χΩn|un|p − χΩ|un|p dx
∣∣∣∣+ ∣∣∣∣∫
D
χΩ|un|p − χΩ|u|p dx
∣∣∣∣
≤
∫
D
|χΩn − χΩ| · |un|p dx+
∣∣∣∣∫
D
χΩ|un|p − χΩ|u|p dx
∣∣∣∣
≤
(∫
D
|χΩn − χΩ|
s
s−1 dx
)1− 1
s
·
(∫
D
|un|sp dx
) 1
s
+
∣∣∣∣∫
Ω
|un|p − |u|p dx
∣∣∣∣ .
The first integral on the right hand side tends to 0 for n → ∞ because χΩn −→ χΩ
strongly in Lq(D) for every q ∈ [1,∞). Since un is bounded in Lsp(D), the entire first
term converges to 0. The second integral tends to 0 because
un −→ u
strongly in Lp(Ω).
The additional assumption that un converges strongly to u in L
p is no restriction
since we can always find a subsequence which satisfies this condition, due to the
compactness of the imbedding W 1,2 into Lp. Now the proof of the existence theorem
is straight forward.
2.2.6 Theorem. There is a domain Ω0 ∈ Oε,ω0(D) (or Oε,L(D) respectively) such
that
R(Ω0) = inf
Ω
R(Ω).
Proof. We take a minimizing sequence (Ωn)n≥1 that converges to a set Ω0 ∈ Oε,ω0(D)
according to Theorem 2.1.2. The corresponding solutions un converge to u as in (2.8).
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Using the Lemmata 2.2.2 and 2.2.5 we conclude
inf
Ω
R(Ω) = lim
n→∞
R(Ωn) = lim
n→∞
R(Ωn, un)
= lim inf
n→∞
∫
Ωn
|∇un|2 dx+ α
∫
∂Ωn
u2n dHN−1
≥
∫
Ω0
|∇u|2 dx+ α
∫
∂Ω0
u2 dHN−1
= R(Ω0, u)
≥ inf
v∈W 1,2(Ω0)
‖v‖Lp(Ω0)=1
R(Ω0, v)
= R(Ω0),
where we used Lemma 2.2.5 ii) to conclude ‖u‖Lp(Ω0) = lim
n→∞
‖un‖Lp(Ωn) = 1. There-
fore, Ω0 is a minimizing domain.
Note that in the last estimate equality holds everywhere so that u is in fact the weak
solution of the equation (2.2) on Ω0, which has not been clear, up to this point.
2.2.7 Remark. Theorem 2.2.6 holds also for the case of the torsion energy E(Ω). The
only part that needs to be adapted is the a-priori bound in Lemma 2.2.1. However,
using Young’s inequality and the Friedrichs-type inequality of Maz’ja, the bound can
easily be derived.
2.2.8 Remark. Instead of considering a constant parameter α > 0 in the Robin
boundary condition, we can consider a continuous function α : D → R satisfying
α(x) ≥ α0 > 0 for all x ∈ D. We still get the existence of a weak solution due to the
lower bound α0 and the a-priori bound from Lemma 2.2.1 still holds. Moreover, due
to the continuity of α, Lemma 2.2.2 is still applicable.
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3. Existence Theorem for Negative
Robin Parameters
The case of negative Robin Parameters α < 0, differs significantly in two ways from the
positive case. To keep the functional simple we only deal with the eigenvalue case. On
the one hand, the Friedrichs-type inequality of Maz’ja, see (2.7), is no longer sufficient
to derive a uniform a-priori bound for the eigenfunctions. Therefore, a uniform trace
inequality is needed. On the other hand, the term involving the boundary integral
is negative. Thus, it becomes upper semicontinuous instead of lower semicontinuous.
But of course the Dirichlet integral part remains lower semicontinuous. Hence the
numerator of the Rayleigh quotient is neither lower nor upper semicontinuous. In
order to prove an existence result for negative α, we restrict the class of admissible
domains, thus, fixing the topology of the domains. We choose the class in such a
way that a uniform trace inequality holds. Using this inequality we are able to derive
an a-priori bound for the eigenfunctions. Another indication that it is necessary to
restrict the class of admissible domains is given by the counter example of Freitas and
Krejcˇiˇr´ık in [14].
3.1. Starshaped Domains
3.1.1 Definition. A domain Ω ⊂ RN is called starshaped with respect to a point
x0 ∈ Ω if for every y ∈ Ω the segment from x0 to y is contained in Ω. The domain is
called starshaped with respect to a ball B%(x0) if Ω is starshaped with respect to every
point x ∈ B%(x0).
For instance, a convex domain is starshaped with respect to every ball it contains.
In the sequel we only consider balls with x0 = 0, i.e. B%(0). In the following we
show that domains which are starshaped with respect to a ball, and which have finite
volume, are bounded. This does not hold for domains that are merely starshaped
with respect to one fixed point.
3.1.2 Lemma. Let Ω ⊂ RN be a domain that is starshaped with respect to a ball B%
and let x ∈ ∂Ω be a boundary point of Ω. Furthermore, let |Ω| = LN(Ω) = ω0 for
some constant ω0 ∈ (|B%(0)|,∞). Then we find a constant c(N,ω0, %) > 0 depending
only on the dimension N , the volume ω0 of Ω and the radius % of the ball, such that
|x| ≤ c(N,ω0, %).
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√
R 2− %2
x0
%
R = |x|
h
γ
H
P
B%(0)
Figure 3.1.: Illustration of the notation used in the proof of Lemma 3.1.2.
Proof. Since Ω is starshaped with respect to B%(0), we find that the closure of the
convex envelope
conv {B%(0) ∪ {x}}
is contained in Ω. If we construct the tangents to the ball through x, we see that the
resulting cone is contained in Ω.
Fixing one tangent and denoting the tangential point by P , we look at the right
triangle with vertices in 0, x and P , see Fig. 3.1. Let h be the altitude of the triangle
through P , perpendicular to the line segment from 0 to x. Let H be the foot of the
altitude. For abbreviation, we set R = |x|. Then let R1 denote the length of the line
segment from H to x. Furthermore, let γ denote the angle at the vertex x.
Then
sin(γ) =
%
R
=
h√
R2 − %2 and tan(γ) =
%√
R2 − %2 =
h
R1
and therefore,
h =
%
R
·
√
R2 − %2 and R1 = 1
R
· (R2 − %2) .
Since the cone with the (N − 1)-dimensional ball Bh(H) as a base, vertex in x and
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height R1 is contained in Ω, we find
ω0 = |Ω| ≥
∫ R1
0
LN−1
(
Bt· h
R1
)
dt
=
∫ R1
0
ωN−1
(
%√
R2 − %2
)N−1
· tN−1 dt
=
ωN−1
N
· %N−1 · 1
RN
(
R2 − %2)N+12 = ωN−1
N
· %N−1 · 1
RN
RN+1
(
1− %
2
R2
)N+1
2
=
ωN−1
N
· %N−1 ·R · (cos2(γ))N+12 = ωN−1
N
· %N−1 ·R · cosN+1(γ),
where ωN denotes the volume of the N dimensional unit ball. If
pi
2
> γ > pi
4
we have
%
R
= sin(γ) ≥ 1√
2
and therefore R ≤ √2%. On the other hand if 0 ≤ γ ≤ pi
4
we have
cos(γ) ≥ cos(pi
4
) = 1√
2
and therefore we conclude from the previous calculation that
R ≤ 2N+12 · N
ωN−1
· ω0 · %1−N .
Altogether we find that for every x ∈ Ω the estimate
|x| ≤ max
{
2
N+1
2 · N
ωN−1
· ω0 · %1−N ,
√
2%
}
(3.1)
holds.
3.1.3 Remark. From now on let R denote the constant from Lemma 3.1.2. Hence,
a domain starshaped with respect to B% and satisfying |Ω| = ω0 is contained in BR(0).
Our intermediate goal is to introduce a representation of starshaped domains in spher-
ical coordinates. For that purpose let SN−1 denote the (N − 1)-dimensional unit
sphere in RN , i.e. SN−1 =
{
x ∈ RN ; |x| = 1}. For two vectors θ1 and θ2 ∈ SN−1 we
denote the Euclidean distance by |θ1 − θ2|. If we write θ1 = (x1, ..xN)T , |x| = 1 and
θ2 = (y1, ..yN)
T , |y| = 1, we find
|θ1 − θ2| =
√√√√ N∑
i=1
(xi − yi)2 =
√√√√ N∑
i=1
x2i − 2xiyi + y2i =
√√√√2− 2 N∑
i=1
xiyi
=
√
2(1− θ1 · θ2).
The geodesic distance on SN−1 is the angle between θ1 and θ2 and we write
|θ1 − θ2|SN−1 = arccos(θ1 · θ2) ∈ [0, pi].
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The two distances are equivalent on SN−1 because we have
|θ1 − θ2| =
√
2(1− cos (|θ1 − θ2|SN−1)) =
√
4 · sin2
( |θ1 − θ2|SN−1
2
)
(3.2)
= 2 · sin
( |θ1 − θ2|SN−1
2
)
.
Since 1
2
|θ1 − θ2|SN−1 ∈ [0, pi2 ], we can apply the inequality 2pi · t ≤ sin(t) ≤ t, which
holds for every t ∈ [0, pi
2
] and deduce
2
pi
· |θ1 − θ2|SN−1 ≤ |θ1 − θ2| ≤ |θ1 − θ2|SN−1 .(3.3)
We introduce spherical coordinates in RN in the form x = η · θ, with η ∈ [0,∞) and
θ ∈ SN−1. We find that the boundary of every domain that is starshaped with respect
to the ball B%(0) and that has finite volume, has a representation of the form
∂Ω =
{
η(θ) · θ; θ ∈ SN−1} ,
where η : SN−1 → [%,∞) is a function on SN−1. We present the following lemma that
has been proven as Lemma 1.1.8. in [25].
3.1.4 Lemma. Let Ω be a domain starshaped with respect to B%(0), that satis-
fies the volume condition |Ω| = ω0, and has the boundary representation ∂Ω ={
η(θ) · θ; θ ∈ SN−1}. Then η satisfies a Lipschitz condition. More precisely
|η(θ1)− η(θ2)| ≤ L|θ1 − θ2|,
with L = 2R2%−1 holds for every θ1 and θ2 ∈ SN−1.
We include the proof that can be found in [25](cf. Lemma 1.1.8.) to illustrate the
dependence of the Lipschitz constant L.
Proof. Let θ1, θ2 ∈ SN−1. Without loss of generality we can assume that
|θ1 − θ2| < 1,
which means that the angle ϕ between θ1 and θ2 satisfies ϕ <
pi
3
. Consider the straight
line l passing through the points x1 := η(θ1)θ1 ∈ ∂Ω and x2 := η(θ2)θ2 ∈ ∂Ω. In a
first step we show that the line l cannot intersect the ball B %
2
(0). Assume that there
is a point z ∈ l ∩B %
2
(0). Since Ω is starshaped with respect to z, the point z belongs
to the segment from x1 to x2. Consider the triangle with vertices in 0, x1 and z and
the triangle with vertices in 0, x2 and z. We have |x1| ≥ %, |x2| ≥ % and |z| ≤ %2 and
therefore
|z| ≤ %
2
= %− %
2
≤ |x1| − |z| ≤ |x1 − z|
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and
|z| ≤ |x2 − z|.
Hence, the angle α1 at the vertex x1 is less or equal to
pi
3
, as well as the angle α2 at the
vertex x2. However, since z belongs to the segment from x1 to x2, we can calculate
the angle ϕ between x1 and x2 as
ϕ = pi − α1 − α2 ≥ pi
3
.
This contradicts the assumption |θ1 − θ2| < 1.
The distance from the origin to the line l is given by
|x1| · |x2|
|x1 − x2| · sin(ϕ).
This quantity is larger than %
2
because l ∩B %
2
(0) = ∅. Therefore
|x1 − x2| · %
2
≤ |x1| · |x2| · sin(ϕ)
≤ |x1| · |x2| · 2 sin(ϕ
2
)
= |x1| · |x2| · |θ1 − θ2|,
where we used (3.2). Using the fact that we have |x1| = |η(θ1)θ1| = η(θ1) ≤ R and
|x2| ≤ R we find
|η(θ1)θ1 − η(θ2)θ2| ≤ 2R
2
%
· |θ1 − θ2|.
Applying the reverse triangle inequality on RN we obtain
|η(θ1)− η(θ2)| = ||η(θ1)θ1| − |η(θ2)θ2|| ≤ |η(θ1)θ1 − η(θ2)θ2| ≤ 2R
2
%
· |θ1 − θ2|.
We introduce the following concept of domain convergence for starshaped domains.
Let η ∈ C0,1(SN−1) be such that the domain
Ωη :=
{
s · θ; θ ∈ SN−1, 0 ≤ s < η(θ)}(3.4)
is starshaped with respect to B%(0). Due to the previous Lemmata 3.1.2 and 3.1.4 we
find that
‖η‖C0,1(SN−1) = ‖η‖C0(SN−1) + sup
θ1,θ2∈SN−1,
θ1 6=θ2
|η(θ1)− η(θ2)|
|θ1 − θ2|
≤ R + L ≤ c(N,ω0, %).
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If we have a sequence of domains (Ωηn)n≥1, each starshaped with respect to B%(0)
satisfying the volume condition, we can apply the Arzela-Ascoli theorem to find η0 ∈
C0,1(SN−1), which satisfies the same Lipschitz condition, such that
ηn −→ η0 strongly in C0,β(SN−1),
for n→∞ for every β ∈ (0, 1). We have to show that Ωη0 is starshaped with respect
to B%(0) in order to obtain the compactness of our class of domains.
Assume that Ωη0 is not starshaped with respect toB%(0). We can find a point x ∈ ∂Ωη0
such that the cone shaped convex envelope
Cx := conv {{x} ∪B%(0)}
is not contained in Ωη0 . Since the boundary of Cx consists of all tangents through x to
the ball B%(0) (and some part of ∂B%(0)), we can find x0 ∈ ∂Ωη0 and ε > 0 such that
Bε(x0) ⊂⊂ Cx. However, since x ∈ ∂Ωη0 and because ηn converges to η0 uniformly,
we can find a sequence (xn)n≥1 ⊂ ∂Ωηn such that xn −→ x. Therefore,
dH(Cx, Cxn) −→ 0,
where for two compact sets dH(K1, K2) denotes the Hausdorff distance between K1
and K2. Hence,
dist(x,K1) := inf
y∈K1
|x− y| and s(K1, K2) := sup
x∈K1
dist(x,K2)
and
dH(K1, K2) = max {s(K1, K2), s(K2, K1)} .
Moreover, we have Cxn ⊂ Ωηn because Ωηn is starshaped with respect to B%(0) for
every n ∈ N. Thus, we find
Bε(x0) ⊂⊂ Cxn
for sufficiently large n, which in turn implies dist(x0, ∂Ωηn) ≥ ε for these n. This
contradicts the uniform convergence of ηn to η0. Thus, Ωη0 is in fact starshaped with
respect to B%(0). This type of domain convergence implies the convergence in the
sense of the Hausdorff topology and therefore, we find
lim
n→∞
|Ωηn| = |Ωη0| and lim inf
n→∞
HN−1(∂Ωηn) ≥ HN−1(Ωη0).
Introducing C%,ω0 as the class of domains that are starshaped with respect to a fixed
ball B%(0) satisfying the volume condition |Ω| = ω0, we just proved the following
theorem.
3.1.5 Theorem. Let (Ωηk)k≥1 be a sequence of domains in C%,ω0. Then we can find
a domain Ωη0 ∈ C%,ω0 and a subsequence Ωηkn such that
Ωηkn −→ Ωη0 ,
for n→∞ in the sense given above.
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3.2. The Eigenvalue Problem for Negative Robin
Parameters
In this section we briefly discuss some properties of the first eigenvalue and prove a
uniform trace inequality for domains which are starshaped with respect to a fixed ball
B%(0). The uniform trace inequality enables us to derive uniform a-priori bounds for
the eigenfunctions. Using the weak formulation of the corresponding partial differen-
tial equation we will prove the existence of a maximizing domain in the class C%,ω0 .
Lastly, we will present another existence theorem in a class of domains that resemble
spherical shells. For fixed Ω ∈ C%,ω0 , a function u ∈ W 1,2(Ω) and α < 0 define
λ1,α(Ω, u) :=
∫
Ω
|∇u|2 dx+ α
∫
∂Ω
u2 dHN−1∫
Ω
u2 dx
and
λ1,α(Ω) := inf
u∈W 1,2(Ω)
λ1,α(Ω, u).
We will use the following trace inequality, which holds uniformly for every Ω ∈ C%,ω0
to derive a-priori bounds for the eigenfunction of λ1,α(Ω).
3.2.1 Lemma. Let Ωη ⊂ RN be a domain starshaped with respect to the ball B%(0)
and let |Ωη| = ω0. Then the inequality∫
∂Ωη
u2 dHN−1 ≤ C1 ·
(
N +
1
2ε
)∫
Ωη
u2 dx+ 2εC2
∫
Ωη
|∇u|2 dx(3.5)
holds for positive constants C1 = C1(N, %, ω0) and C2 = C2(N, %, ω0) for every u ∈
W 1,2(Ωη) and for every ε > 0. The constants depend only on the dimension N , the
radius % and the volume of the domain ω0.
Proof. Recall from Lemmata 3.1.2 and 3.1.4 that we have 0 < % ≤ η ≤ R(N, %, ω0)
and
sup
θ1,θ2∈SN−1,
θ1 6=θ2
|η(θ1)− η(θ2)|
|θ1 − θ2| ≤ L(N, %, ω0)
for the boundary representation η.
From Corollary 4.13 in [22] we know that the outer normal vector ν, which exists
almost everywhere on ∂Ωη, has a representation of the form
ν(η(θ)θ) =
η(θ)θ − (∇tanη)(θ)√|(∇tanη)(θ)|2 + η2(θ)
27
3 Existence Theorem for Negative Robin Parameters
for almost every θ ∈ SN−1, where ∇tanη denotes the tangential gradient of η on
SN−1. Consider the vectorfield f(x) := x, for x ∈ RN . Then there is a constant
C1(N, %, ω0) > 0 such that
f.ν =
η2(θ)√
η2(θ) + |(∇tanη)(θ)|2
≥ 1
C1(N, %, ω0)
> 0
holds almost everywhere on ∂Ωη. A condition of this kind is well known. In fact the
condition x.ν > 0 on the boundary remains true for every domain that is starshaped
with respect to the origin. It is bounded from below by a uniform constant, due to
the fact that it is starshaped with respect to the ball B%(0). Using the divergence
theorem we get
(C1)
−1 ·
∫
∂Ωη
u2 dHN−1 ≤
∫
∂Ωη
(f.ν)u2 dHN−1
=
∫
Ωη
div(f · u2) dx
=
∫
Ωη
div(f) · u2 dx+
∫
Ωη
2u(x.∇u) dx.
Using div(f) = N on RN , Young’s inequality 2ab ≤ 2εa2 + 1
2ε
b2 and |x| ≤ R we get
(C1)
−1 ·
∫
∂Ωη
u2 dHN−1 ≤ N ·
∫
Ωη
u2 dx+
1
2ε
∫
Ωη
u2 dx+ 2εR2
∫
Ωη
|∇u|2 dx.
Multiplying by C1 and setting C2 = C2(N, %, ω0) := R
2 · C1 proves the inequality∫
∂Ωη
u2 dHN−1 ≤ C1(N, %, ω0) ·
(
N +
1
2ε
)∫
Ωη
u2 dx+ 2εC2(N, %, ω0)
∫
Ωη
|∇u|2 dx.
3.2.2 Remark. An inequality of this kind can be proven in this manner for every
Lipschitz domain Ω ⊂ RN because it is possible to construct a transversal vectorfield
f ∈ C∞ such that f.ν ≥ c > 0 holds on ∂Ω, cf. Lemma 3.2 in [11]. However, the
constant c depends on the geometry of the domain.
With the previous Lemma we can prove the following theorem.
3.2.3 Theorem. For every Ω ∈ C%,ω0 there is a function u ∈ W 1,2(Ω), minimizing
λ1,α(Ω, u). The minimizer is a weak solution of the partial differential equation
(3.6)
{
−∆u = λ1,α(Ω) · u, in Ω
∂νu+ αu = 0, on ∂Ω
and we have u ≥ 0 almost everywhere on Ω.
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Although the proof relies only on standard arguments, we include it to show that all
estimates depend on the domain only through N, % and ω0.
Proof. Choosing v ≡ c ∈ W 1,2(Ω) we see
λ1,α(Ω) ≤ α |∂Ω||Ω| ≤ α
|∂B%|
ω0
.
Due to the previous Lemma 3.2.1 we know that for every v ∈ W 1,2(Ω) there holds
λ1,α(Ω, u) =
∫
Ω
|∇u|2 dx+ α
∫
∂Ω
u2 dHN−1∫
Ω
u2 dx
≥
∫
Ω
|∇u|2 dx+ 2αεC2
∫
Ω
|∇u|2 dx+ α · C1
(
N +
1
2ε
)∫
Ω
u2 dx∫
Ω
u2 dx
.
Choosing ε := −1
4αC2
> 0, we get
λ1,α(Ω, u) ≥ 1
2
·
∫
Ω
|∇u|2 dx∫
Ω
u2 dx
+ α · C1 · (N − 2αC2)
≥ α · C1 · (N − 2αC2)
=: C3(α,N, %, ω0).
Thus, we know
0 > α
|∂B%|
ω0
≥ inf
u∈W 1,2(Ω)
λ1,α(Ω, u) ≥ C3(α,N, %, ω0) > −∞.(3.7)
Following the direct method of the calculus of variations, let (un)n≥1 be a minimizing
sequence for λ1,α(Ω, u) in W
1,2(Ω). Observe that λ1,α(Ω, c · u) = λ1,α(Ω, u) holds for
every c 6= 0. Hence substituting un by
u˜n :=
un
‖un‖L2(Ω)
the sequence u˜n remains to be a minimizing sequence for the functional. Therefore,
omitting the tilde, we can assume that ‖un‖L2(Ω) = 1 holds for every n ∈ N. We have
0 >
∫
Ω
|∇un|2 dx+ α
∫
∂Ω
u2n dHN−1.
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Applying Lemma 3.2.1 again we find∫
Ω
|∇un|2 dx ≤ −α ·
∫
∂Ω
u2n dHN−1
≤ −2αεC2
∫
Ω
|∇un|2 dx− αC1
(
N +
1
2ε
)∫
Ω
u2n dx.
This leads to
(1 + 2αεC2)
∫
Ω
|∇un|2 dx ≤ −αC1
(
N +
1
2ε
)∫
Ω
u2n dx = −αC1
(
N +
1
2ε
)
.
Once again choosing ε := −1
4αC2
we obtain∫
Ω
|∇un|2 dx ≤ −2α · C1 · (N − 2α · C2)
and therefore
‖un‖2W 1,2(Ω) = ‖un‖2L2(Ω) + ‖∇un‖2L2(Ω) ≤ C(α,N, %, ω0).(3.8)
Since the sequence un is bounded in W
1,2(Ω), we can find a u0 ∈ W 1,2(Ω) and a
subsequence (for simplicity we still write un instead of unk), converging weakly to u0
in W 1,2(Ω). Due to standard arguments, we get
lim inf
n→∞
∫
Ω
|∇un|2 dx ≥
∫
Ω
|∇u0|2 dx,
1 = lim
n→∞
∫
Ω
u2n dx =
∫
Ω
u20 dx
and
lim
n→∞
∫
∂Ω
u2n dHN−1 =
∫
∂Ω
u20 dHN−1.
This leads to
inf
u∈W 1,2(Ω)
λ1,α(Ω, u) = lim inf
n→∞
λ1,α(Ω, un) ≥ λ1,α(Ω, u0) ≥ inf
u∈W 1,2(Ω)
λ1,α(Ω, u).
Thus, the weak limit function u0 is in fact a minimizer. Since we have λ1,α(Ω, u0) =
λ1,α(Ω, |u0|) we can assume that u0 ≥ 0 holds almost everywhere on Ω. The first
variation of λ1,α(Ω) = λ1,α(Ω, u0) then yields that for every φ ∈ W 1,2(Ω) there holds
2
∫
Ω
∇u0.∇φ dx+ 2α
∫
∂Ω
u0φ dHN−1∫
Ω
u20 dx
=
∫
Ω
|∇u0|2 dx+ α
∫
∂Ω
u20 dHN−1(∫
Ω
u20 dx
)2 · 2∫
Ω
u0φ dx
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which is equivalent to∫
Ω
∇u0.∇φ dx+ α
∫
∂Ω
u0φ dHN−1 = λ1,α(Ω) ·
∫
Ω
u0φ dx.
This is precisely the weak formulation of the partial differential equation indicated in
the theorem.
Observe that the a-priori bound (3.8) holds uniformly for every Ω ∈ C%,ω0 . We will
use this fact in the proof of the following theorem. The proof of the theorem is very
similar to the procedure in Theorem 2.2.6.
3.2.4 Theorem. There exists a domain Ω0 ∈ C%,ω0 such that
λ1,α(Ω0) = sup
Ω∈C%,ω0
λ1,α(Ω).
Proof. Due to Theorem 3.1.5, we can choose a maximizing sequence (Ωn)n≥1 ⊂ C%,ω0
converging to a domain Ω0 ∈ C%,ω0 . From Lemma 3.1.2 we know that Ωn and Ω are
contained in a ball BR(0). Since all the domains are starshaped with respect to B%(0),
we know that they are ε-cone domains as well. Thus, we can use Theorem 2.1.3 again
to extend the eigenfunctions un ∈ W 1,2(Ωn) to functions u˜n ∈ W 1,2(BR) such that
‖u˜n‖W 1,2(BR) ≤ C(N, %, ω0) · ‖un‖W 1,2(Ωn) ≤ C˜(N, %, ω0).
In addition u˜n ≥ 0 holds almost everywhere on BR(0). In the same way, we can
extend the eigenfunction u0 ∈ W 1,2(Ω0) of λ1,α(Ω0) to a function u˜0 ∈ W 1,2(BR),
satisfying u˜0 ≥ 0 almost everywhere in BR(0). As usual we omit the tilde to simplify
the notation and consider all functions in BR(0). Since
‖un‖W 1,2(BR) ≤ C˜(N, %, ω0),(3.9)
we can find a subsequence unk and a function u ∈ W 1,2(BR) such that
unk ⇀ u
weakly in W 1,2(BR) for k → ∞. Once more we write un instead of unk to keep the
notation simple. Note carefully that it is not clear that u is the eigenfunction of
λ1,α(·) for some domain Ω ⊂ BR(0). We prove that the identities
i) lim
n→∞
∫
Ωn
∇un.∇φ dx =
∫
Ω0
∇u.∇φ dx
ii) lim inf
n→∞
∫
∂Ωn
unφ dHN−1 ≥
∫
∂Ω0
uφ dHN−1
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iii) lim
n→∞
∫
Ωn
unφ dx =
∫
Ω0
uφ dx
hold for every φ ∈ W 1,2(BR) with φ ≥ 0. To prove these identities, we use a similar
procedure as we did in Lemma 2.2.2 and Lemma 2.2.5. The condition φ ≥ 0 is only
necessary for the second claim.
Let φ ∈ W 1,2(BR). The weak convergence of un to u in W 1,2(BR) yields
lim
n→∞
∫
BR
∇un.∇φ dx =
∫
BR
∇u.∇φ dx
as well as
lim
n→∞
∫
Ω0
∇un.∇φ dx =
∫
Ω0
∇u.∇φ dx.
Thus, it suffices to show
lim
n→∞
∫
Ω0\Ωn
∇un.∇φ dx = lim
n→∞
∫
Ωn\Ω0
∇un.∇φ dx = 0.
We have |Ω0\Ωn| −→ 0 and |Ωn\Ω0| −→ 0 as well. Since |∇φ|2 ∈ L1(BR) we know
that ∣∣∣∣∫
E
|∇φ|2 dx
∣∣∣∣ −→ 0, for |E| → 0.
Using (3.9) we can estimate
lim
n→∞
∫
Ω0\Ωn
∇un.∇φ dx ≤ ‖un‖L2(BR) ·
(∫
Ω0\Ωn
|∇φ|2 dx
) 1
2
≤ C ·
(∫
Ω0\Ωn
|∇φ|2 dx
) 1
2
−→ 0
for n→∞. And with the same argument we find
lim
n→∞
∫
Ωn\Ω0
∇un.∇φ dx = 0.
Therefore, the first identity is proven. Analogously the third identity can be proven,
substituting ∇un with un and ∇φ with φ. The second claim is an application of
Lemma 2.2.4. As in the proof of Lemma 2.2.2, we set
µn(A) := HN−1x∂Ωn(A) and µ(A) := HN−1x∂Ω0(A).
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Since Ωn and Ω0 have Lipschitz boundary, we find µn(A) = PerA(Ωn) and µ(A) =
PerA(Ω0) accordingly. Now the lower semicontinuity of the relative perimeter with
respect to the convergence χΩn → χΩ (see Proposition 3.38 in [1] or Proposition 2.3.6
in [20]) yields
lim inf
n→∞
µn(A) = lim inf
n→∞
PerA(Ωn) ≥ PerA(Ω0) = µ(A)
for every A. Set fn := unφ ∈ W 1,1(BR), thus fn ∈ L1(∂Ωn,HN−1) for every n ∈ N.
Furthermore, fn is nonnegative because we have un ≥ 0 and φ ≥ 0. Set f := uφ in
W 1,1(BR). Since we have un ⇀ u in W
1,2(BR) and thus in W
1,2(Ω0) as well, we find
lim
n→∞
∫
∂Ω0
unφ dHN−1 =
∫
∂Ω0
uφ dHN−1.
Therefore, by selecting another subsequence if necessary, we can assume that
lim inf
n→∞
fn(x) = f(x) for HN−1x∂Ω0 - a.e. x ∈ BR(0).(3.10)
Hence all the assumptions of Lemma 2.2.4 are satisfied and we conclude
lim inf
n→∞
∫
∂Ωn
unφ dHN−1 = lim inf
n→∞
∫
unφ dHN−1x∂Ωn
= lim inf
n→∞
∫
fn dµn
≥
∫
f dµ
=
∫
uφ dHN−1x∂Ω0
=
∫
∂Ω0
uφ dHN−1.
Since α is negative, the second identity implies
lim sup
n→∞
α
∫
∂Ωn
unφ dHN−1 ≤ α
∫
∂Ω0
uφ dHN−1,(3.11)
see also (A.1.2) in the appendix. Since u0 ∈ W 1,2(BR) satisfies u0 ≥ 0 almost every-
where in BR(0) we can choose φ = u0 in the identities. Furthermore, we know∫
Ω0
u0 · u dx 6= 0.
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We use that (Ωn)n is a maximizing sequence for λ1,α, the fact that un is an eigenfunc-
tion on Ωn and Lemma A.1.1 to conclude
sup
Ω∈C%,ω0
λ1,α(Ω) = lim sup
n→∞
∫
Ωn
∇un.∇u0 dx+ α
∫
∂Ωn
unu0 dHN−1∫
Ωn
unu0 dx
≤
lim
n→∞
∫
Ωn
∇un.∇u0 dx+ lim sup
n→∞
α
∫
∂Ωn
unu0 dHN−1
lim
n→∞
∫
Ωn
unu0 dx
i),iii),(3.11)
≤
∫
Ω0
∇u.∇u0 dx+ α
∫
∂Ω0
uu0 dHN−1∫
Ω0
uu0 dx
.
Recalling that u0 is the eigenfunction for λ1,α(Ω0) we see
sup
Ω∈C%,ω0
λ1,α(Ω) ≤ λ1,α(Ω0) ≤ sup
Ω∈C%,ω0
λ1,α(Ω).
Therefore, Ω0 is in fact a maximizing domain.
We conclude this chapter by presenting an existence result for domains with a different
topology. In view of the counter example of Freitas and Krejcˇiˇr´ık in [14], which states
that for dimension N ≥ 2 a spherical shell has a larger eigenvalue than the ball of the
same volume, provided that the absolute value of α is large enough, it is interesting
to consider annular domains instead of domains that are starshaped with respect to
a ball. For 0 < % < ri < ra < R consider the domain
B := Bra(0)\Bri(0).
We consider domains whose boundaries consist of to disjoint parts, lying outside of B.
The inner part of the boundary lies inside of Bri(0)\B%(0) and has a representation
of the form
∂Ωi =
{
ηi(θ) · θ; θ ∈ SN−1
}
,
where ηi is a Lipschitz function. Accordingly, the outer part of the boundary has a
representation of the form
∂Ωa =
{
ηa(θ) · θ; θ ∈ SN−1
}
.
The boundary representations have to satisfy the condition
ra ≤ ηa(θ) ≤ R and ri ≥ ηi(θ) ≥ % for every θ ∈ SN−1.(3.12)
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Thus, we make sure that the two components of the boundary do not touch each
other. We consider domains of the form
Ωηi,ηa :=
{
s · θ; θ ∈ SN−1, s ∈ (ηi(θ), ηa(θ))
}
with ηi and ηa ∈ C0,1(SN−1) and for simplicity we assume that
|ηi(θ1)− ηi(θ2)| ≤ Li · |θ1 − θ2| and |ηa(θ1)− ηa(θ2)| ≤ La · |θ1 − θ2|(3.13)
hold for two positive constants Li and La and for every θ1 and θ2 ∈ SN−1. We define
the class of annular domains by
Cω0,ri,ra := {Ωηi,ηa ; |Ωηi,ηa | = ω0}
and ηi and ηa have to satisfy conditions (3.12) and (3.13). Hence, the class is se-
quentially compact due to the Arzela-Ascoli Theorem. A uniform trace inequality
holds for these domains. This can be proven by considering the function ξ : RN → R,
defined by
ξ(x) :=

x, if |x| ≥ ra
ra + ri
ra − ri · x−
2rari
ra − ri ·
x
|x| , if x ∈ B
x, if |x| ≤ ri.
(3.14)
It is easy to see that ξ satisfies a Lipschitz condition on RN with Lipschitz constant
L := 1 + 2 · ra + ri
ra − ri .
Moreover, we have
|div(ξ)| ≤ N · L.
Denote by νa the outer normal vector on the boundary corresponding to ηa and by νi
the outer normal vector of the inner boundary component. Then the function ξ is a
transversal vectorfield for every domain Ω ∈ Cω0,ri,ra , i.e.
νa.ξ ≥ 1
Ca
> 0 and νi.ξ ≥ 1
Ci
> 0(3.15)
holds for two positive constants Ci and Ca on the corresponding parts of the boundary.
The two constants depend only on the dimension N , the volume ω0, and the constants
%,R, ri, ra, Li and La. Revisiting the proof of Lemma 3.2.1 and substituting the
function f with the function ξ in there, we see that there are two constants C1 and
C2 > 0 such that∫
∂Ωηi,ηa
u2 dHN−1 ≤ C1 ·
(
N · L+ 1
2ε
)∫
Ωηi,ηa
u2 dx+ 2εC2
∫
Ωηi,ηa
|∇u|2 dx
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holds for every function u ∈ W 1,2(Ωηi,ηa) and for every ε > 0. The constants C1
and C2 depend only on Ca, Ci and R. Thus, this trace inequality holds uniformly
for the domains in Cω0,ri,ra . Therefore, we can derive uniform a-priori bounds for the
eigenfunctions for every domain of a maximizing sequence. Thus, a repetition of the
proof of Theorem 3.2.4 provides a proof of the following theorem:
3.2.5 Theorem. There exists a domain Ω0 ∈ Cω0,ri,ra such that
λ1,α(Ω0) = sup
Ω∈Cω0,ri,ra
λ1,α(Ω).
Note that a generalization of Theorem 3.2.4 to other energies such as the torsion
energy, is not obvious. One significant problem is that the solution of the torsion
problem which is unique unless α is equal to a Steklov eigenvalue of the domain Ω,
does not have to be positive. In fact it can have a changing sign. This can be seen
by looking at an equilateral triangle. On this domain the solution is known explicitly
(see Section 3 in [26] by A. McNabb and G. Keady).
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Mean Curvature
In this chapter we present existence theorems in a slightly smoother setting. We
introduce a pointwise bound on the mean curvature of the starshaped domains in
order to obtain the compactness of the class. In this setting the boundary integral
term becomes continuous instead of lower or upper semicontinuous. Thus, we are
able to prove the existence of a minimizing domain as well. Finally we investigate the
regularity of the optimal domains.
4.1. Mean Curvature for Starshaped Domains
We continue to work in the class of domains that are starshaped with respect to a fixed
ball. To ensure the compactness of the class of domains in a stronger topology, we
introduce an additional bound on the mean curvature. For this purpose, we slightly
adapt our representation of the boundary ∂Ω to that introduced by C. Gerhardt in
[16], Chapter 1.2 (see also [15], Chapters 11 and 12). Furthermore, we present the
results proven in that chapter.
For every point p ∈ SN−1 there exists an open neighbourhood U which is homeomor-
phic to an open subset of RN−1. Accordingly there exists a homeomorphism
x : U −→ x(U) ⊂ RN−1.
The pair (x, U) is called a chart in SN−1, the map x = (xi) a coordinate map and
(xi) ∈ x(U) a coordinate system (cf. Definition 11.1.1 in [15]).
An atlas is a family (xα, Uα)α∈A of charts of SN−1 such that the (Uα) form a covering
of SN−1. Since SN−1 is a compact manifold, we can choose the index set A to be
finite. Let (x, U) be a chart of SN−1 and f : U → R a function. Then
f ◦ x−1 : x(U)→ R
is the local representation of f . Evaluating the local representation at a point x(y) ∈
x(U) would then be expressed as (f ◦ x−1)(x(y)). In this section, we only use the
notation f = f(x) for the local representation.
We define the usual function spaces accordingly, cf. Definition 11.1.4 in [15].
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4.1.1 Definition. Let (xα, Uα) be an atlas of SN−1 and let f : SN−1 → R. Then f is
of class Ck, in symbols f ∈ Ck(SN−1) if for all charts
f ◦ x−1α : xα(Uα)→ R
is of class Ck. In a similar way, we can define the spaces Ck,β(SN−1), Lp(SN−1) and
W k,p(SN−1) respectively, where we use a (Uα)α∈A subordinate partition of unity to
define the integration on SN−1.
Now we return to the boundary of sets that are starshaped with respect to B%(0).
Then the boundary ∂Ω is a compact hypersurface in RN . Instead of working with the
graph in polar coordinates as we did in the previous chapter, we write ∂Ω equivalently
as a graph over SN−1
∂Ω =
{
(η(x), x) ; x ∈ SN−1} .
Thereby, η(x) still denotes the Euclidean norm of the point in ∂Ω. Note that C.
Gerhardt works in RN+1 and SN instead of RN and SN−1 respectively. The following
three lemmata are quoted from [16], with some changes in the notation.
4.1.2 Lemma. Let ∂Ω = graph η be a graph over SN−1 with η ∈ C2(SN−1) and let
(xi) be local coordinates for SN−1, then the (xi) are also coordinates for ∂Ω and the
coefficients of the induced metric are
gij = ηiηj + η
2σij,
where σij is the induced metric of SN−1 and the inverse (gij) = (gij)−1 is given by
gij = η−2
(
σij − η
iηj
η2 + |Dη|2
)
.
The following proof can be found in [16], Lemma 1.2.7.
Proof. Let (yα) be Euclidean coordinates in RN and y = y(xi) be a local embedding
of SN−1, then f = f(xi) = ηy is a local embedding of ∂Ω and we compute
fi = ηiy + ηyi,
gij = 〈fi, fj〉 = 〈ηiy + ηyi, ηjy + ηyj〉
= ηiηj〈y, y〉+ ηiη〈y, yi〉+ ηηj〈y, yj〉+ η2〈yi, yj〉
= ηiηj + η
2σij.
Let (σij) = (σij)
−1, |Dη|2 = σijηiηj, ηi = σijηj and δij denote the Kronecker delta.
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Then we compute
gimgmj =
1
η2
(
σim − η
iηm
η2 + |Dη|2
)(
ηmηj + η
2σmj
)
= δij +
1
η2
σimηmηj − 1
η2
ηiηm
η2 + |Dη|2ηmηj −
ηiηmσmj
η2 + |Dη|2
= δij +
ηiηj(η
2 + |Dη|2)− ηiηmηmηj − η2ηiηmσmj
η2(η2 + |Dη|2)
= δij +
η2ηiηj + η
iηj|Dη|2 − ηi|Dη|2ηj − η2ηiηj
η2(η2 + |Dη|2)
= δij,
so that gij is in fact the inverse of gij.
The next lemma gives a representation for the outer normal ν of ∂Ω.
4.1.3 Lemma. The exterior normal ν of ∂Ω is given by
ν =
1√
η2 + |Dη|2
(
ηy − yiηi
)
,
where |Dη|2 = σijηiηj and ηi = σijηj.
Proof. This proof is taken from [16], Lemma 1.2.8.
Fix a point p = ηy ∈ ∂Ω and choose a cordinate system (xi) around p such that
σij = δij. Then, the yi are orthonormal, and hence |ν| = 1, and for 1 ≤ k ≤ N − 1 in
p we have
〈fk, ν〉 = 〈ηky + ηyk, 1√
η2 + |Dη|2
(
ηy − yiηi
)〉
=
1√
η2 + |Dη|2
(
ηηk〈y, y〉+ η2〈yk, y〉 − ηkηi〈y, yi〉 − ηηi〈yk, yi〉
)
=
1√
η2 + |Dη|2
(
ηkη − ηηiδik
)
=
1√
η2 + |Dη|2
(
ηkη − ηηk
)
= 0,
since σij = δij in p.
Now we look at the second fundamental form of ∂Ω.
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4.1.4 Lemma. Let ∂Ω = graph η over SN−1, and let (xi) be local coordinates for
SN−1 then the second fundamental form of ∂Ω can be expressed as
hij =
1√
η2 + |Dη|2
(−ηηij + 2ηiηj + η2σij) ,
where ηij are the covariant derivatives of η with respect to the metric σij of SN−1.
Proof. A proof can be found in [16], Lemma 1.2.9.
We apply the previous lemmata to conclude:
4.1.5 Theorem. Let ∂Ω = graph η be a C2-graph over SN−1, then its mean curvature
H satisfies the partial differential equation
Lη + (N − 1) · η√
η2 + |Dη|2 = (N − 1)ηH,(4.1)
where
Lη = −Di
(
ηi√
η2 + |Dη|2
)
= − div η
i√
η2 + |Dη|2
= − 1√
σ
∂
∂xi
(
√
σ
σijηj√
η2 + |Dη|2
)
(4.2)
and σ = det(σij).
Proof. We present the proof of Theorem 1.2.10 in [16].
Using Lemma 4.1.2 and Lemma 4.1.4 we see
(N − 1)H = gijhij = η−2
(
σij − η
iηj
η2 + |Dη|2
)
1√
η2 + |Dη|2
(−ηηij + 2ηiηj + η2σij)
=
N − 1√
η2 + |Dη|2 −
σijη
iηj√
η2 + |Dη|23
− η
η2
√
η2 + |Dη|2
(
σij − η
iηj
η2 + |Dη|2
)
ηij
+
1
η2
√
η2 + |Dη|2
(
2σijηiηj − 2 η
iηiη
jηj
η2 + |Dη|2
)
=
N − 1√
η2 + |Dη|2−
|Dη|2√
η2 + |Dη|23
+
1
η2
√
η2 + |Dη|2
(
2|Dη|2 − 2 |Dη|
4
η2 + |Dη|2
)
− 1
η
√
η2 + |Dη|2
(
σij − η
iηj
η2 + |Dη|2
)
ηij
=
N − 1√
η2 + |Dη|2 +
|Dη|2√
η2 + |Dη|23
− 1
η
√
η2 + |Dη|2
(
σij − η
iηj
η2 + |Dη|2
)
ηij.
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Multiplying by η and rearranging terms infers
(N − 1)ηH − η(N − 1)√
η2 + |Dη|2 =
η|Dη|2√
η2 + |Dη|23
− 1√
η2 + |Dη|2
(
σij − η
iηj
η2 + |Dη|2
)
ηij.
Moreover, a lengthy computation, that can be found in the appendix (A.3), shows
that we have
Lη = η · |Dη|
2√
η2 + |Dη|23
− 1√
η2 + |Dη|2
(
σij − η
iηj
η2 + |Dη|2
)
ηij.
Thus, we find
Lη = (N − 1)ηH − (N − 1) η√
η2 + |Dη|2 .
Rather than working with η ∈ C2 we choose η ∈ W 2,p(SN−1) for some p > N − 1.
Consequently, the second order derivatives ηij are in L
p and therefore, pointwise
properties hold almost everywhere. We introduce an additional condition and require
that ∣∣∣∣∣ 1N − 1 · 1η · Lη + 1√η2 + |Dη|2
∣∣∣∣∣ ≤ K a.e. on SN−1(4.3)
for some K > 0, where L denotes the operator defined in (4.2). In view of Theorm
4.1.5, for C2 graphs we abbreviate condition (4.3) by writing
|Hη| ≤ K almost everywhere on SN−1,
keeping in mind the precise meaning given above. Thus, the family of admissible
domains is now the set of all domains that are W 2,p graphs over the sphere SN−1,
that are starshaped with respect to ball B%(0), and whose mean curvature satisfies
the L∞ bound (4.3) and that have the prescribed volume |Ωη| = ω0. We summarize
this setting in the following definition.
4.1.6 Definition. Let %, ω0 and K > 0 be constants, satisfying ω0 > |B%(0)| and
K > 0. Then we set
C%,ω0,K := {Ω is starshaped with respect to B%(0),
∂Ω is a W 2,p graph over SN−1,
|Ω| = ω0,
|H| ≤ K}
and we indicate that Ω ∈ C%,ω0,K is a graph by writing Ωη and ∂Ωη respectively.
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From the Sobolev embedding theorem we know that η ∈ C1,β(SN−1), for every 0 <
β < 1− N−1
p
. Of course, in the graph notation Lemmata 3.1.2 and 3.1.4 remain valid.
The result of Lemma 3.1.2 is
% ≤ η(x) ≤ R,(4.4)
for a constant R > 0, that depends only on N, % and ω0, whereas the result of Lemma
3.1.4 translates to
|η(x)− η(y)| ≤ L · |x− y|.
Thereby L > 0 is a constant that depends only on N, % and ω0. Therefore, we
conclude that there is a positive constant CL = CL(N, %, ω0, U) such that for every
k ∈ {1, ..., N − 1} the partial derivatives of η are bounded, i.e.
‖ηk‖∞ ≤ CL.(4.5)
In addition to the L > 0 from Lemma 3.1.4 the constant CL depends also on the
atlas (xα, Uα) on SN−1. In view of domain convergence and shape optimization, the
dependence on the atlas does not cause any problems because we simply choose the
same atlas for every graph η and Ωη respectively.
Our intermediate goal is to prove the compactness of the class C%,ω0,K . We show that
the previous results together with condition (4.3) imply a uniform W 2,p bound on η,
depending only on N, %, ω0 and the geometry of SN−1. To prove this bound we use
the regularity theory for elliptic operators, relying on the fact that we already know
that the partial derivatives of η are bounded, see (4.5).
Let Ωη ∈ C%,ω0,K and (x, U) be a chart in SN−1 and let (xi) denote the local coordinates.
Furthermore, let φ ∈ C10(x(U)), then η satisfies the equation
Lη +
(n− 1) · η√
η2 + |Dη|2 − (N − 1) · η ·H = 0
almost everywhere in x(U) for some function H ∈ L∞, satisfying |H| ≤ K. We
proceed as in the beginning of Chapter 13 in [17].
Multiplying the equation above with φ and integrating over x(U), we get∫
x(U)
− ∂
∂xi
(
√
σ
σijηj√
η2 + |Dη|2
)
· φ+ (N − 1) · √σ · η
(
1√
η2 + |Dη|2 −H
)
· φ dx = 0,
since φ has compact support in x(U). Integrating by parts yields∫
x(U)
√
σ
σijηj√
η2 + |Dη|2 · φi + (N − 1) ·
√
σ · η
(
1√
η2 + |Dη|2 −H
)
· φ dx = 0,(4.6)
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where φi denotes
∂
∂xi
φ. In accordance with [17], for (x, z, p) ∈ x(U)×R×RN−1 define
A(x, z, p) :=
√
σ(x) · σij(x) · pj√
z2 + σkm(x)pkpm
and
B(x, z, p) := (N − 1) · z ·
√
σ(x)
(
1√
z2 + σkm(x)pkpm
−H(x)
)
,
where pi denotes the i-th component of p. Then equation (4.6) reads as∫
x(U)
A(x, η,Dη) ·Dφ+B(x, η,Dη) · φ dx = 0,
where we slightly changed our notation. We now denote the partial derivatives of η
also by ∂iη in addition to ηi and choose the notation which is more convenient at the
particular moment. Then Dη and Dφ denote the gradients of η and φ respectively,
i.e. Dη = (∂iη)i=1..N−1. Fix k ∈ {1, .., N − 1} and replace φ by ∂kφ. Starting from
0 =
∫
x(U)
Ai(x, η,Dη) · ∂ikφ+B(x, η,Dη) · ∂kφ dx,
integrating by parts yields
=
∫
x(U)
−DkAi(x, η,Dη) · ∂iφ+B(x, η,Dη) · ∂kφ dx.
Differentiating with respect to xk we conclude
=
∫
x(U)
−
(
DplA
i(x, η,Dη) · ∂lkη + ∂kηDzAi(x, η,Dη) + ∂
∂xk
Ai(x, η,Dη)
)
· ∂iφ dx
+
∫
x(U)
B(x, η,Dη) · ∂kφ dx.
Thereby, DzA
i and DplA
i denote the derivatives of Ai(x, z, p) with respect to the
second variable and the l-th component of the third variable respectively and ∂lkη
denotes the usual second partial derivatives. Now let
w = ∂kη,
ail(x) = ∂plA
i(x, η,Dη)
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and
f ik(x) = ∂kηDzA
i(x, η,Dη) +
∂
∂xk
Ai(x, η,Dη) + δik ·B(x, η,Dη),
where δik denotes the identity matrix. Then we see that w is a W
1,p solution of the
equation ∫
x(U)
(
ail(x)∂lw + f
i
k(x)
)
∂iφ dx = 0.
Using the notation of [17], we say that w is a weak solution of the linear elliptic
equation
Di(a
il(x)∂lw) = −Dif ik.(4.7)
Using this notation the proof of the following proposition is an application of the
regularity theory for elliptic equations, cited in the appendix. For two open sets
U1, U2 we write U1 ⊂⊂ U2, if there is a compact set W , such that U1 ⊂ W ⊂ U2.
4.1.7 Proposition. Let Ωη ∈ C%,ω0,K and (xα, U ′α) and (xα, Uα) be two fixed atlases
of SN−1 with U ′α ⊂⊂ Uα for every index α. For abbreviation, we set Vα := xα(Uα),
V ′α := xα(U
′
α) ⊂ RN−1 for every α and observe that V ′α ⊂⊂ Vα. Then
‖η‖C1,β(V ′α) ≤ C = C (N, %, ω0, K, V ′α, Vα) .
Proof. We fix one chart (x, U). The general result then follows in the usual way for
the atlas by using a subordinate partition of unity. We want to apply Theorem 8.24
in [17], cited as Theorem A.2.1 in the appendix, to the function w = ∂kη to derive
this estimate. Therefore, we have to check the ellipticity condition (A.2) for ail(x).
Since we have ail(x) = ∂plA
i(x, η,Dη) and therefore, we compute
∂plA
i(x, z, p) = ∂pl
(
√
σσij · pj√
z2 + σkmpkpm
)
=
√
σσij ·
(
δlj
1√
z2 + σkmpkpm
− pj 1
2
√
z2 + σkmpkpm
3 · ∂pl(σkmpkpm)
)
=
√
σσij ·
(
δlj
1√
z2 + σkmpkpm
− pj
2
1√
z2 + σkmpkpm
3 · (2σklpk)
)
=
√
σσij ·
(
δlj
1√
z2 + σkmpkpm
− σ
klpjpk√
z2 + σkmpkpm
3
)
.
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Hence, we find that
ail(x) =
√
σσij ·
(
δlj
1√
η2 + σkmηkηm
− σ
klηjηk√
η2 + σkmηkηm
3
)
=
√
σ
η2 + |Dη|2
(
σil − η
iηl
η2 + |Dη|2
)
=
√
ση2√
η2 + |Dη|2 · g
il,
where gil is the inverse of the induced metric on ∂Ωη, given in Lemma 4.1.2. We use
the fact that the metric σil on Sn−1 is positive definite. Thus, there are constants
µ,M > 0 such that
µ|ξ|2 ≤ σilξiξl ≤M |ξ|2
holds for every ξ ∈ RN−1. This implies
gilξiξl = (ηiηl + η
2σil)ξiξl
= (ηiξi)
2 + η2σilξiξl
≥ µη2|ξ|2 ≥ µ · %2|ξ|2
and
gilξiξl = (ηiξi)
2 + η2σilξiξl
≤ (C2L +R2M)|ξ|2,
where CL and R are the constants from |ηi| ≤ CL and η ≤ R, depending only on
N, %, ω0 and U . Hence the induced metric gil is positive definite and therefore the
inverse gil is positive definite as well. Furthermore, we have
1
C2L +R
2M
|ξ|2 ≤ gilξiξl ≤ 1
µ · %2 |ξ|
2.
Note that µ and M only depend on the metric of SN−1 and therefore only on the
chart (x, U). Thus, we have proven the ellipticity condition
ail(x)ξiξl =
√
ση2√
η2 + |Dη|2 · g
ilξiξl
≥ inf
√
σ(x) · %
2
R2 + C2L · ‖σkm‖∞
· 1
C2L +R
2 ·M |ξ|
2
≥ λ(N, %, ω0, U)|ξ|2,(4.8)
45
4 Extremizers with Constrained Mean Curvature
where λ > 0. Moreover we get
|ail(x)| ≤ R
2
%
· (sup√σ) · (supσil)(1 + (supσil)2 · C2L
%
)
,
hence ∑
il
|ail(x)|2 ≤ Λ(N, %, ω0, U)
holds for a constant Λ > 0. The other coefficients bi, ci and d in Theorem A.2.1, as
well as the function g are identically zero. In the inhomogeneous equation the right
hand side f i is given by
f i = f ik = ∂kηDzA
i(x, η,Dη) +
∂
∂xk
Ai(x, η,Dη) + δik ·B(x, η,Dη).
We look at each term individually. First we find that
DzA
i(x, z, p) = Dz
(√
σ(x)σij(x)
pj√
z2 + σkm(x)pkpm
)
= −
√
σ(x)σij(x)pj
z√
z2 + σkm(x)pkpm
3 .
Hence, the first term
∂kηDzA
i(x, η,Dη) = −∂kη
√
σ(x)
ησijηj√
η2 + σkm(x)ηkηm
3
is in L∞(V ) and bounded by a positive constant C1, i.e.
‖∂kηDzAi(x, η,Dη)‖L∞(V ) ≤ C1(N, %, ω0, U).
For the second part of f i we find
∂
∂xk
Ai(x, z, p) = ∂k(
√
σ(x)σij(x))
pj√
z2 + σkmpkpm
−
√
σ(x)σij(x)pj
1
2
1√
z2 + σkmpkpm
3pkpm∂k(σ
km(x))
and since we can choose the chart and the metric on SN−1 to be C∞, we see that the
second term in f i is also in L∞(V ) and bounded by a positive constant C2
‖ ∂
∂xk
Ai(x, η,Dη)‖L∞(V ) ≤ C2(N, %, ω0, U).
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For the last term we observe that
B(x, η,Dη) = (N − 1) · η ·
√
σ(x)
(
1√
η2 + |Dη|2 −H(x)
)
is in L∞(V ) and
‖B(x, η,Dη)‖L∞(V ) ≤ C3(N, %, ω0, U,K),
because we assumed H ∈ L∞ with |H| ≤ K. Therefore, we have shown that for every
k we have f ik ∈ L∞(V ), with
‖f ik‖L∞(V ) ≤ C(N, %, ω0, U,K).
Thus, we can apply Theorem 8.24 in [17] (see Theorem A.2.1) and conclude that for
every k = 1, ..., N − 1 we have
‖∂kη‖C0,β(V ′) = ‖w‖C0,β(V ′) ≤ C(‖w‖L2(V ) + λ−1(‖f‖Lq(V )))
≤ C(N, q, %, ω0, U ′, U,K)
for every N − 1 < q <∞ and some β = β(N, %, ω0).
With this proposition we are able to prove the following theorem.
4.1.8 Theorem. Let Ωη ∈ C%,ω0,K and (xα, U ′α) and (xα, Uα) two fixed atlases of
SN−1 with U ′α ⊂⊂ Uα for every index α. For abbreviation, we set Vα := xα(Uα),
V ′α := xα(U
′
α) ⊂ RN−1 for every α and observe that V ′α ⊂⊂ Vα. Then
‖η‖W 2,p(V ′α) ≤ C = C (N, %, ω0, K, V ′α, Vα) .
Proof. For simplicity we fix one chart (x, U) of SN−1 again. To prove the W 2,p bound
for η, we want to apply Theorem 9.11 in [17] (cited as Theorem A.2.2 in the appendix).
For this purpose, we look at the operator L, defined in (4.2), again and by converting
the covariant derivatives of η w.r.t. the metric σij of SN−1, into ordinary second order
partial derivatives, we observe that η is in fact a W 2,p solution of the equation
aij(x)ηij = a
ij(x)Γkijηk +
|Dη|2√
η2 + |Dη|23
+
N − 1√
η2 + |Dη|2 − (N − 1)H(x).(4.9)
Thereby,
aij(x) =
1
η
· 1√
η2 + |Dη|2
(
σij − σ
kiηkσ
ljηl
η2 + |Dη|2
)
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and
Γkij =
1
2
(∂iσmj + ∂jσmi − ∂mσij)σmk
are the Christoffel symbols of the Levi-Civita connection depending only on first order
parial derivatives of the metric σij and on its inverse σ
ij. Thus, the right hand side
f of (4.9) is in L∞ and it is bounded by a constant depending only on N, %, ω0, U ′, U
and K. Moreover, the coefficients aij(x) are continuous since η ∈ C1,β and satisfy the
ellipticity condition
aij(x)ξiξj ≥ λ|ξ|2,
with λ = λ(N, %, ω0, U
′, U) > 0. This can be seen exactly as in the proof of Proposition
4.1.7, cf. (4.8). Furthermore, the moduli of continuity of the coefficients aij are
bounded on V ′ because by means of Proposition 4.1.7 we have ∂kη ∈ C0,β(V ′) for
some β = β(N, %, ω0) < 1 and due to the corresponding estimate. Therefore, all the
conditions of Theorem A.2.2 are satisfied and we find
‖η‖W 2,p(V ′) ≤ C (N, p, %, ω0, K, V ′, V )
(‖η‖Lp(V ) + ‖f‖Lp(V ))
≤ C (N, p, %, ω0, K, V ′, V ) ,
where we used the corresponding bounds for η and f in L∞ in terms ofN, p, %, ω0, V ′, V
and K.
4.2. Compactness of the Class
In order to optimize domain functionals in the class C%,ω0,K in the next section, we
need to prove that for every sequence of domains (Ωηn)n≥1 ⊂ C%,ω0,K we can find
a domain Ωη0 ∈ C%,ω0,K such that Ωηn converges to Ωη0 in some sense (at least for a
subsequence). We already have a W 2,p estimate for every V ′α. Thus, for every sequence
(ηn)n ⊂ C%,ω0,K we can find a subsequence (ηnk)k and a function η0 ∈ W 2,p(V ′α), such
that
ηnk ⇀ η0,
for k → ∞, weakly in W 2,p. This conclusion relies on the fact that we can choose
the same V ′α and Vα for every ηn and Ωn respectively. We chose p > N − 1 hence we
know from the Sobolev Imbedding Theorem that after selecting another subsequence
the convergence is in fact strong in C1,β for every 0 < β < 1 − p
N−1 . Therefore, the
pointwise condition η0 ≥ % is maintained as well as the volume condition |Ω0| = ω0.
Hence to prove the following lemma, we only have to show that the condition on the
mean curvature in the sense of (4.3) is preserved.
4.2.1 Lemma. The class C%,ω0,K is sequentially compact with respect to the weak W 2,p
convergence.
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Proof. As we have seen in Theorem 3.1.5, we only have to check that the condition
on the mean curvature of the domains, namely |Hn| ≤ K almost everywhere, is
satisfied by the limit domain Ω0. Thus, we have to check if |H0| ≤ K holds almost
everywhere. As before, we only have to prove the condition in a local coordinate
system. The general result then follows by a finite covering of SN−1. As stated in
(4.9) we have
Hn =
1
N − 1 ·
1
ηn
(
aijn (x) · ∂ijηn + bn(x)
)
,
where
aijn (x) =
1
ηn
· 1√
η2n + |Dηn|2
(
σij − σ
ki∂kηnσ
lj∂lηn
η2n + |Dηn|2
)
and
bn(x) = a
ij
n (x) · Γkij∂kηn +
|Dηn|2√
η2n + |Dηn|2
3 +
N − 1√
η2n + |Dηn|2
.
Due to the strong convergence ηn → η0 in C1,β(V ′) we know that
ηn −→ η0 and ∂kηn −→ ∂kη0
uniformly on V ′. Therefore, we have
aijn −→ aij0 and bn −→ b0
uniformly on V ′. Due to the W 2,p(V ′) bound for ηn we know that the second partial
derivatives converge weakly in Lp(V ′),
∂ijηn ⇀ ∂ijη0 in L
p(V ′).
Therefore,
Hn ⇀ H0 weakly in L
p(V ′).
Since we have |Hn| ≤ K almost everywhere in V ′, we can find a function H˜ ∈ L∞
such that (at least for a subsequence)
Hn −→ H˜
pointwise almost everywhere in V ′. Naturally we have |H˜| ≤ K and we find
H0 = H˜
almost everywhere. Thus, we have proven that the condition
|H0| ≤ K
holds almost everywhere.
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We close this section with a lemma concerning the convergence of boundary integrals
over ∂Ωn.
4.2.2 Lemma. Let (Ωηn)n≥1 be a sequence in C%,ω0,K, converging to Ωη0 ∈ C%,ω0,K in
the sense that
ηn ⇀ η0 weakly in W
2,p(V ′α) and ηn −→ η0 strongly in C1,β(V ′α),
for n → ∞ and for every α. Then for any function f , which is continuous in a
neighbourhood of ∂Ωη0, we have that∫
∂Ωηn
f dHN−1 −−−→
n→∞
∫
∂Ωη0
f dHN−1.(4.10)
Proof. Let (ζα)α∈A denote a partition of unity, subordinate to the atlas (xα, U ′α)α∈A,
where A is a finite set of indices. Then we find
f =
∑
α∈A
fζα
and for every n ∈ N0 there holds∫
∂Ωηn
f dHN−1 =
∑
α∈A
∫
xα(Uα)
fζα ◦ x−1α
√
gn dxα.
Recall that gn is the determinant of the induced metric for every n ∈ N0, i.e.
gn = det(gij,n) = det
(
∂iηn∂jηn + η
2
nσij
)
.
Since the determinant is a polynomial in the components ∂iηn∂jηn + η
2
nσij and since
every component converges uniformly on V ′α = xα(U
′
α), we find that gn −→ g0 uni-
formly for n→∞. Therefore, we find
lim
n→∞
∫
∂Ωηn
f dHN−1 = lim
n→∞
∑
α∈A
∫
xα(Uα)
fζα ◦ x−1α
√
gn dxα
=
∑
α∈A
lim
n→∞
∫
xα(Uα)
fζα ◦ x−1α
√
gn dxα
=
∑
α∈A
∫
xα(Uα)
fζα ◦ x−1α
√
g0 dxα
=
∫
∂Ωη0
f dHN−1.
By choosing f ≡ 1 in (4.10) we see that the perimeter of the domains is now continuous
with respect to the domain convergence, instead of being lower semicontinuous.
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4.3. Existence of Maximizing and Minimizing
Domains for the First Eigenvalue
According to Lemma 4.2.1, the class C%,ω0,K is sequentially compact with respect to
the weak W 2,p topology. Since this convergence implies the convergence in C1,β and
since we have C%,ω0,K ⊂ C%,ω0 , all the results of Chapter 3 still hold. However, since it
is essential for the a-priori bounds of the eigenfunctions, we revisit the uniform trace
inequality and formulate the proof in the graph setting.
4.3.1 Lemma. Let Ω ∈ C%,ω0,K. Then for every u ∈ W 1,2(Ω) and for every ε > 0,
the inequality∫
∂Ω
u2 dHN−1 ≤ C1 ·
(
N +
1
2ε
)∫
Ω
u2 dx+ 2εC2
∫
Ω
|∇u|2 dx(4.11)
holds for positive constants C1 = C1(N, %, ω0) and C2 = C2(N, %, ω0). The constants
depend only on the dimension N , the radius % and the volume of the domain ω0.
Proof. The only part of the proof that has to be adapted to the new graph notation
is the part concerning the outer normal vector ν. From Lemma 4.1.3 we know that
the outer normal vector ν of ∂Ω is given by
ν =
1√
η2 + |Dη|2
(
ηy − yiηi
)
.
Consider the vectorfield f(x) := x for x ∈ RN . If y is a local embedding of SN−1 for
local coordinates ξi, the restriction f |SN−1 = ηy is a local embedding of ∂Ωη. Using
the representation of the outer normal vector, we see that
f.ν = ηy.(ηy − yiηi) · 1√
η2 + |Dη|2 =
η2√
η2 + |Dη|2
=
1√
1 + |Dη|
2
η2
≥ 1
C1(N %, ω0)
> 0.
The rest of the proof remains literally the same as before.
Theorem 3.2.4 is still valid. We review it as a Corollary.
4.3.2 Corollary. There exists a domain Ω∗ ∈ C%,ω0,K such that
λ1,α(Ω
∗) = sup
Ω∈C%,ω0,K
λ1,α(Ω).
Proof. Due to Lemma 4.2.1, we can choose a maximizing sequence (Ωn)n≥1 ⊂ C%,ω0,K
converging to Ω∗ ∈ C%,ω0,K . The rest of the procedure to prove the corollary is literally
the same as in the proof of Theorem 3.2.4.
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A bit more involved is the proof of the following theorem.
4.3.3 Theorem. There exists a domain Ω∗ ∈ C%,ω0,K such that
λ1,α(Ω∗) = inf
Ω∈C%,ω0,K
λ1,α(Ω).
In order to emphasize the general idea, we insert the following lemma concerning the
continuity of the boundary integral term.
4.3.4 Lemma. Let (Ωn)n≥1 ⊂ C%,ω0,K and Ω ∈ C%,ω0,K such that Ωn converge to Ω in
the weak W 2,p topology. Recall that Ωn and Ω are contained in a ball BR(0). Let un
be a sequence in W 1,2(BR) and u ∈ W 1,2(BR) such that un converges weakly to u in
W 1,2(BR) and strongly in L
2(BR). Then we find
lim
n→∞
∫
∂Ωn
u2n dHN−1 =
∫
∂Ω
u2 dHN−1.
Proof. Since we can approximate u2 by continuous functions fm, Lemma 4.2.2 can be
applied to deduce
lim
n→∞
∫
∂Ωn
u2 dHN−1 =
∫
∂Ω
u2 dHN−1.(4.12)
Note that this is the only part of the proof in which we use the additional bound on
the mean curvature of the domains. We find that∣∣∣∣∫
∂Ωn
u2n dHN−1 −
∫
∂Ω
u2 dHN−1
∣∣∣∣ ≤ ∣∣∣∣∫
∂Ωn
u2n − u2 dHN−1
∣∣∣∣
+
∣∣∣∣∫
∂Ωn
u2 dHN−1 −
∫
∂Ω
u2 dHN−1
∣∣∣∣ .
Due to (4.12), the second term on the right hand side tends to 0 for n→∞. To prove
that the first part tends to 0 as well, observe that the reverse triangle inequality for
the norm in L2(∂Ωn) implies∣∣∣∣∣
(∫
∂Ωn
u2n dHN−1
) 1
2
−
(∫
∂Ωn
u2 dHN−1
) 1
2
∣∣∣∣∣
2
≤
∫
∂Ωn
(un − u)2 dHN−1.
Thus, it suffices to show that∫
∂Ωn
(un − u)2 dHN−1 −→ 0
for n → ∞. To prove this identity, note that the weak convergence of un to u in
W 1,2(BR) implies that there exists a constant C > 0 such that∫
Ωn
|∇(un − u)|2 dx ≤
∫
BR
|∇(un − u)|2 dx ≤ C.
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Moreover, the strong convergence of un to u in L
2(BR) yields∫
Ωn
(un − u)2 dx ≤
∫
BR
(un − u)2 dx −→ 0.
Let ε > 0 and n0 ∈ N such that∫
Ωn
(un − u)2 dx ≤ ε2
for every n ≥ n0. We apply the previous Lemma 4.3.1, that holds uniformly for every
domain Ωn, to the function un − u ∈ W 1,2(Ωn) to see that∫
∂Ωn
(un − u)2 dHN−1 ≤ C1(N, %, ω0)
(
N +
1
2ε
)∫
Ωn
(un − u)2 dx
+ 2εC2(N, %, ω0)
∫
Ωn
|∇(un − u)|2 dx
≤ C1
(
N +
1
2ε
)
· ε2 + 2εC2C
=
(
C1
(
Nε+
1
2
)
+ 2C2C
)
· ε
holds for every n ≥ n0. Since C1, C2 and C are independent of n as well as ε, and
since ε was arbitrary, this proves
lim
n→∞
∫
∂Ωn
(un − u)2 dHN−1 = 0.
Hence, the lemma has been proven.
Now we will prove Theorem 4.3.3.
Proof. Recall (3.7) from the proof of Theorem 3.2.3, i.e.
0 > λ1,α(Ω) ≥ C3(α,N, %, ω0) > −∞
holds for every Ω ∈ C%,ω0,K . Thus, we have
inf
Ω∈C%,ω0,K
λ1,α(Ω) > C3(α,N, %, ω0) > −∞.
Let (Ωn)n≥1 ⊂ C%,ω0,K be a minimizing sequence for λ1,α and let un ∈ W 1,2(Ωn) denote
the corresponding sequence of eigenfunctions on Ωn. Since the domains Ωn are still
uniform extension domains and since we know that
‖un‖W 1,2(Ωn) ≤ C(N, %, ω0, α)
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holds, we can extend the functions un to functions in W
1,2(BR), satisfying
‖un‖W 1,2(BR) ≤ C(N, %, ω0, α).
Thus, we can find Ω∗ ∈ C%,ω0,K and u ∈ W 1,2(BR) and we can choose the minimizing
sequence Ωn such that we have
Ωn −→ Ω∗
in the weak W 2,p topology. Furthermore, un converges to u, weakly in W
1,2(BR) and
strongly in L2(BR). Thus, Lemma 4.3.4 is applicable and we find
lim
n→∞
∫
∂Ωn
u2n dHN−1 =
∫
∂Ω∗
u2 dHN−1,
which also implies
lim
n→∞
α
∫
∂Ωn
u2n dHN−1 = α
∫
∂Ω∗
u2 dHN−1.
Moreover, Lemma 2.2.5 is still valid and therefore we find
lim inf
n→∞
∫
Ωn
|∇un|2 dx ≥
∫
Ω∗
|∇u|2 dx
and
lim
n→∞
∫
Ωn
u2n dx =
∫
Ω∗
u2 dx.
Hence, we conclude
inf
Ω∈C%,ω0,K
λ1,α(Ω) = lim
n→∞
λ1,α(Ωn)
= lim
n→∞
∫
Ωn
|∇un|2 dx+ α
∫
∂Ωn
u2n dHN−1∫
Ωn
u2n dx
≥
∫
Ω∗
|∇u|2 dx+ α
∫
∂Ω∗
u2 dHN−1∫
Ω∗
u2 dx
≥ inf
u∈W 1,2(Ω∗)
∫
Ω∗
|∇u|2 dx+ α
∫
∂Ω∗
u2 dHN−1∫
Ω∗
u2 dx
= λ1,α(Ω∗)
≥ inf
Ω∈C%,ω0,K
λ1,α(Ω).
Thus, Ω∗ is a minimizing domain for λ1,α in C%,ω0,K .
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4.3.5 Remark. Naturally, the results of Corollary 4.3.2 and Theorem 4.3.3 can easily
be extended to the case of α being a negative continuous function, α : BR(0) → R,
satisfying 0 > A ≥ α(x) > a > −∞.
4.4. Regularity Investigation of the Optimal
Domains
Before we discuss any variation results, we present the following lemma, that deals
with the regularity of the eigenfunctions of λ1,α(Ω). It seems to be general knowledge
but since we did not find a theorem in the literature that applies directly to our
situation of negative Robin parameters, we combine several results to prove this kind
of regularity. Note that in particular the results regarding the oblique derivative
problem (see for instance Theorem 6.31 in [17]) are not applicable since we have
α · (ν.ν) = α < 0 on ∂Ω.
4.4.1 Lemma. Let Ω ⊂ RN be a domain and let ∂Ω be of class C1,β for some
β ∈ (0, 1). Then for the solution u of the equation
(4.13)
{
−∆u = λ1,α(Ω) · u, in Ω
∂νu+ αu = 0, on ∂Ω
we have u ∈ C1,γ (Ω) for some γ ∈ (0, 1).
Proof. Due to R. Nittka, we know that u ∈ C0,δ(Ω) ⊂ L∞(Ω) for some δ ∈ (0, 1), see
Theorem 3.14 in [27]. Therefore, Theorem 8.34 in [17] is applicable to deduce that
there is a unique function u1 ∈ C1,β(Ω), solving
(4.14)
{
−∆u1 = λ1,α(Ω) · u, in Ω
u1 = 0, on ∂Ω.
Note that we have ∂νu1 + αu ∈ C0,γ(∂Ω), with γ := min {β, δ}. Moreover, we find∫
∂Ω
∂νu1 + αu dHN−1 = 0 and thus, we can apply Theorem 4 in [29] by M. Wiegner
to see that there is a unique solution u2 ∈ C∞(Ω) ∩ C1,γ(Ω) of the equation
(4.15)
{
−∆u2 = 0, in Ω
∂νu2 = −∂νu1 − αu, on ∂Ω.
Let v := u1 + u2 ∈ C∞(Ω) ∩ C1,γ(Ω) and w := v − u. Then we find
∆w = ∆v −∆u = −λ1,α(Ω) · u+ λ1,α(Ω) · u = 0
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and
∂νw = ∂νv − ∂νu = ∂νu1 + ∂νu2 + αu = 0.
Thus, w ≡ c for a constant c, hence u = v − c ∈ C1,γ(Ω).
The main idea of this section is to apply the first variation result of C. Bandle and A.
Wagner, Theorem 2 in [2], to our situation. They proved that a domain Ω is a critical
point of the eigenvalue λ1,α(·) for volume preserving perturbations if and only if
|∇u|2 − λ1,α(Ω)u2 − 2α2u2 + α(N − 1)u2H = const. on ∂Ω.
Thereby H denotes the mean curvature of the domain. Thus, on an optimal domain
the eigenfunction should satisfy the overdetermined boundary value problem
(4.16)

−∆u = λ1,α(Ω) · u, in Ω
∂νu+ αu = 0, on ∂Ω
|∇u|2 − λ1,α(Ω)u2 − 2α2u2 + α(N − 1)u2H = const., on ∂Ω.
As a first step, we will show how a perturbation of the graphs over the sphere cor-
responds to the volume preserving perturbations in [2]. Naturally, we want to per-
turb the boundary representation η of the optimal domain in the form η + εµ, with
µ : SN−1 → R being a function in W 2,p such that the resulting domain Ωη+εµ is still
in the class C%,ω0,K for every |ε| < ε0. In order to use the notation and directly apply
the results of [2], we look at the diffeomorphism φ : Ωη → Ωη+εµ, defined by
φ(x) := x+ ε · v(x),
with
v(x) := x ·
µ
(
x
|x|
)
η
(
x
|x|
) .
Note that neither µ nor η are well defined in x = 0. However, since the quotient is
bounded, we set v(0) = 0. The first property of v we have to check is that it satisfies
a Lipschitz condition on Ω.
4.4.2 Lemma. Let v be defined as above, with µ : SN−1 → R satisfying a Lipschitz
condition, i.e.
|µ(θ1)− µ(θ2)| ≤ Lµ · |θ1 − θ2|
holds for a positive constant Lµ and for every θ1 and θ2 in SN−1. Then v ∈ C0,1(Ωη).
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Proof. Let x, y ∈ Ωη. Thus, x|x| and y|y| ∈ SN−1. Without loss of generality we assume
that |x| ≥ |y|. Moreover, we find |µ(θ)| ≤M for some M > 0 and for every θ ∈ SN−1.
Recall that we have 0 < % ≤ η(θ) ≤ R and
|η(θ1)− η(θ2)| ≤ Lη · |θ1 − θ2|.
For x = 0 or y = 0 the estimate is obvious. Thus, we can assume x 6= 0 and y 6= 0 to
find
|v(x)− v(y)| =
∣∣∣∣∣∣x ·
µ
(
x
|x|
)
η
(
x
|x|
) − y · µ
(
y
|y|
)
η
(
y
|y|
)
∣∣∣∣∣∣
≤ |x− y| ·
µ
(
x
|x|
)
η
(
x
|x|
) + |y| ·
∣∣∣∣∣∣
µ
(
x
|x|
)
η
(
x
|x|
) − µ
(
y
|y|
)
η
(
y
|y|
)
∣∣∣∣∣∣
≤ M
%
· |x− y|+ 1
%2
· |y| ·
∣∣∣∣µ( x|x|
)
η
(
y
|y|
)
− µ
(
y
|y|
)
η
(
x
|x|
)∣∣∣∣
≤ M
%
· |x− y|+ 1
%2
· |y| ·
∣∣∣∣(µ( x|x|
)
− µ
(
y
|y|
))
η
(
y
|y|
)
+µ
(
y
|y|
)(
η
(
y
|y|
)
− η
(
x
|x|
))∣∣∣∣
≤ M
%
· |x− y|+ 1
%2
· |y|
(
R · Lµ
∣∣∣∣ x|x| − y|y|
∣∣∣∣+M · Lη ∣∣∣∣ x|x| − y|y|
∣∣∣∣)
=
M
%
· |x− y|+ 1
%2
· (R · Lµ +M · Lη)
∣∣∣∣x · |y||x| − y
∣∣∣∣
≤
(
M
%
+
2
%2
(R · Lµ +M · Lη)
)
· |x− y|.
The very last estimate holds because we have∣∣∣∣x · |y||x| − y
∣∣∣∣ = 1|x| · |x · |y| − y · |x|| ≤ 1|x| · |(x− y) · |y|+ y · (|y| − |x|)|
≤ 1|x| (|(x− y) · |y||+ |y| · ||y| − |x||) ≤ 2
|y|
|x| |x− y|
≤ 2|x− y|
since we assumed |x| ≥ |y|. Thus, v satisfies a Lipschitz condition on Ωη.
The next property, v has to satisfy, makes sure that the volume constraint is pre-
served, i.e. |Ωη| = |Ωη+εµ| = ω0. Using Jacobi’s formula, it is easy to see that the
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transformation φ is volume preserving of the first order if∫
Ωη
div v dx = 0.
Applying the divergence theorem, we see that
0 =
∫
Ωη
div v dx =
∫
∂Ωη
v.ν dHN−1.
Let y be a local embedding of SN−1. From Lemma 4.1.3 we recall that we have
ν =
1√
η2 + |Dη|2 (ηy − yiη
i).
Moreover, we find that
v|∂Ωη = ηy ·
µ
η
= µy.
Combining these equations yields
v.ν =
µη√
η2 + |Dη|2 .
Transforming the boundary integral to an integral over the sphere, we get∫
∂Ωη
v.ν dHN−1 =
∫
SN−1
µη√
η2 + |Dη|2 · η
N−2√η2 + |Dη|2 dHN−1.
Thus, the transformation φ is volume preserving of the first order if and only if∫
∂Ωη
v.ν dHN−1 =
∫
SN−1
ηN−1µ dHN−1 = 0(4.17)
holds.
We want to investigate further properties of the optimal domains Ω∗ and Ω∗ from
Theorem 4.3.3 and Corollary 4.3.2. The domains are only optimal in the class C%,ω0,K .
Thus, we have to make sure that Ωη+εµ ∈ C%,ω0,K . However, this causes severe prob-
lems which we will discuss at the end of this section.
For the moment, assume that we can find a subset U ⊂ SN−1 and a corresponding
part V ⊂ ∂Ω of the boundary such that we can choose µ freely on U . We call V the
free boundary of Ω∗ and Ω∗ respectively. We can choose µ in that manner if we have
η > % and |Hη| < K on U . We repeat the last step of the proof of Theorem 1 in [2].
Recall that the necessary condition for the optimal domains is
0 =
∫
∂Ω
(v.ν)
[|∇u|2 − λ1,α(Ω)u2 − 2α2u2 + α(N − 1)u2Hη] dHN−1.
58
4.4 Regularity Investigation of the Optimal Domains
Using the same computation as we did for (4.17), we see
0 =
∫
SN−1
(ηN−1 · µ) [|∇u|2 − λ1,α(Ω)u2 − 2α2u2 + α(N − 1)u2Hη] dHN−1.
We have to choose µ = 0 outside of U . For abbreviation, let
z := |∇u|2 − λ1,α(Ω)u2 − 2α2u2 + α(N − 1)u2Hη
and
z :=
(HN−1(U))−1 · ∫
U
z dHN−1.
Thus, since
∫
U
ηN−1 · µ dHN−1 = 0, the necessary conditon reads as
0 =
∫
U
(ηN−1 · µ) · z dHN−1 =
∫
U
(ηN−1 · µ)(z − z) dHN−1.
Let z+ := max{0, (z − z)} ≥ 0 and z− := min{0, (z − z)} ≤ 0. Then z − z = z+ + z−
and the necessary condition is
0 =
∫
U
(ηN−1 · µ) · (z+ + z−) dHN−1.
Suppose that z 6= const. and use the fact that we can choose µ freely on U . Then we
can construct µ such that we have µ > 0 in supp (z+) and µ < 0 in supp (z−). In that
case we find ∫
U
ηN−1 · (µz+ + µz−) dHN−1 > 0,
which is a contradiction. Thus, we have
|∇u|2 − λ1,α(Ω)u2 − 2α2u2 + α(N − 1)u2Hη = const. a.e. on V.(4.18)
We will use (4.18) to prove the following lemma concerning the regularity of the free
boundary.
4.4.3 Lemma. Assume that the optimal domains Ω∗ and Ω∗ from Theorem 4.3.3 and
Corollary 4.3.2 have free boundaries V∗ and V ∗ respectively.
Then V∗ and V ∗ are of class C∞. In particular, if V∗ = ∂Ω∗ or V ∗ = ∂Ω∗, we have
∂Ω∗ ∈ C∞ and ∂Ω∗ ∈ C∞.
Proof. From (4.18) we know that
|∇u|2 − λ1,α(Ω)u2 − 2α2u2 + α(N − 1)u2Hη = c, a.e. on V.
59
4 Extremizers with Constrained Mean Curvature
Figure 4.1.: Domains with alternating curvature and stadion shaped domain
We have u > 0 on all points of ∂Ω, which satisfy an interior ball condition (cf.
Appendix A.4.1). Hence, we find
Hη =
1
α(N − 1)
(
c
u2
− |∇u|
2
u2
+ λ1,α(Ω) + 2α
2
)
, a.e. on V.(4.19)
Due to Lemma 4.4.1, we know that the right hand side is a function in C0,γ for some
γ ∈ (0, 1). Thus, we can choose η such that Hη is in fact Ho¨lder continuous on U .
Theorem 9.19 in [17] applied to the operator L in Theorem 4.1.5 yields η ∈ C2,β(U)
for some β ∈ (0, 1). Therefore, we find u ∈ C2,γ(Ω∪ V ). Now equation (4.19) implies
Hη ∈ C1,β, which in turn implies η ∈ C3,γ(U). Hence, a bootstrapping argument
leads to η ∈ C∞(U) and thus, V ∈ C∞.
We return to the open question, whether a free part V of the boundary ∂Ω exists.
We already mentioned that we are free to choose µ on subsets U ⊂ SN−1, on which
η > % and Hη < K hold.
The volume constraint |Ω| = ω0 > |B%(0)| ensures that we find η > % on some part of
SN−1. Additionally, we could combine the radius % of the ball and the bound K on
the mean curvature via the condition
K <
1
%
.
Thus, there would be no open subset W ⊂ SN−1 with η = % on W because that
would imply Hη =
1
%
> K, which is a contradiction to Ω ∈ C%,ω0,K . However, there are
domains Ω ∈ C%,ω0,K satisfying |Hη| ≡ K almost everywhere on SN−1. In dimension
N = 2 the boundary ∂Ω of these domains consists of arcs of circles with radius 1
K
,
see Figure 4.1.
We could try to avoid these domains by substituting the constraint |Hη| ≤ K with
0 ≤ Hη ≤ K. All the results before still hold with this constraint. The only fact we
have to check is whether the class of domains is still compact. Since the pointwise
lower bound is preserved by the weak W 2,p convergence (at least for a subsequence,
compare with the proof of Lemma 4.2.1), the class is still compact. However, it still
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would be possible for the domain to satisfy either Hη = 0 or Hη = K almost every-
where on SN−1 as the stadion shaped domain illustrates, see Figure 4.1.
There are other settings in which we can prove the existence of optimal domains. For
instance, we could choose η ∈ C2,β(SN−1) for some β ∈ (0, 1) and infer a constraint
of the form
‖Hη‖0,β = ‖Hη‖∞ + |Hη|0,β
= ‖Hη‖∞ + sup
s,t∈SN−1
|Hη(s)−Hη(t)|
|s− t|β ≤ K.
Proposition 4.1.7 remains valid without any changes and we can use interior Schauder
estimates (see Theorem 6.2 in [17]) to derive uniform bounds for η in C2,β for some
β ∈ (0, 1). Thus, the Arzela-Ascoli Theorem ensures the compactness of the class and
the rest of our procedure remains literally the same.
In this setting, domains with alternating mean curvature, as illustrated in Figure 4.1,
are excluded as well as the stadion shaped domains. This is due to the fact that the
mean curvature Hη is Ho¨lder continuous. Thus, it can not jump from −K to K or
from 0 to K respectively. Nevertheless, it is possible that the mean curvature of the
optimal domain satisfies ‖Hη‖0,β = K. Therefore, it is not clear whether we could
vary with arbitrary µ.
An important indication that these classes of domains are too restrictive is the fact
that we are able to prove the existence of minimizing domains in these classes. Even if
it is still conjectured that the ball maximizes λ1,α(Ω) among all simply connected sets
and thus, that the maximizing domain Ω∗ satisfies η > % and Hη < K everywhere on
SN−1, it seems very unlikely that the minimizing domain Ω∗ does as well. Additionally,
we were able to prove the existence of a maximizer without the curvature constraint,
see Theorem 3.2.4. Although choosing η ∈ C0,1 in that chapter was sufficient to prove
the existence, it does not suffice to talk about the mean curvature of the domains,
which arises naturally in the necessary condition for critical domains.
61

5. Conclusion and Outlook
In this section, we give a brief summary of what we achieved in the previous chapters
and we point out some open questions and starting points of further investigations.
In Chapter 2 we proved the existence of a minimizing domain for positive Robin pa-
rameter in the class of ε-cone domains. In addition to the eigenvalue case and the
case of the torsion energy, we were able to prove the existence of an optimal domain
for the Rayleigh quotient, having the Lp- norm as the denominator, up to the critical
exponent, given by the Sobolev imbedding Theorem (see Theorem 2.2.6). Thus, we
extended the existence result of Bucur and Giacomini in [6], who proved the existence
up to the exponent p < 2N
N−1 via a free discontinuity approach. However, their proof
of the fact that the ball is the minimizing domain can not be adapted to the class of
ε-cone domains. One key argument in their proof is the use of reflection techniques.
Basically the optimal domain is split by a hyperplane in two parts of the same volume.
Then the symmetric domains, that arises from the reflection across the hyperplane,
are compared with the original one. The problem with the ε-cone domains is that
the reflected domain may only be an ε˜-cone domain with ε˜ < ε, instead of an ε-cone
domain. Thus, the new domain can not be compared with the original one.
In Chapter 3 we considered the eigenvalue case for negative Robin parameter. Keep-
ing in mind the counter example of Freitas and Krejcˇiˇr´ık in [14], we fixed the topology
of the admissible domains, considering only those domains that are starshaped with
respect to a fixed ball. Thus, we extended the result of Ferone, Nitsch and Trombetti
in [13]. We succeeded in proving the existence of a maximizing domain in that class
(Theorem 3.2.4). Moreover, we showed that it is possible to consider annular domains
as well. It might be interesting to consider more general manifolds than the sphere
or the annulus to prove the existence of optimal domains in a tubular neighbourhood
of these manifolds. The crucial point is to obtain a uniform trace inequality and thus
a-priori estimates for the eigenfunctions.
In the last chapter we presented existence results in a smoother setting, using con-
straints on the mean curvature of the domains, to obtain the compactness of the class.
These techniques might also be adaptable to domains that are graphs over more gen-
eral manifolds than the sphere. Finally, we discussed a possible way to prove regularity
results of optimal domains via an overdetermined boundary problem. The additional
boundary condition
|∇u|2 − λ1,α(Ω)u2 − 2α2u2 + α(N − 1)u2H = const. on ∂Ω,(5.1)
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that critical domains have to satisfy, might be the starting point for further inves-
tigations. For instance, the sign of the constant c in (5.1) can be determined for
positive α, while it remains unclear for negative Robin parameters. This illustrates
once more that many of the techniques, used to treat the problem for α > 0 fail in the
negative case. We will briefly present one possible way to derive information about
the constant c. Let u be a solution of
(5.2)
{
−∆u = λ1,α(Ω) · u, in Ω
∂νu+ αu = 0, on ∂Ω.
Multiplying the equation by x.∇u and integrating over Ω, we find
I1 :=
∫
Ω
(−∆u)x.∇u dx =
∫
Ω
λ · u · x.∇u dx =: I2.
We look at each integral separately. Integrating by parts we see
I1 =
∫
Ω
(−∆u)x.∇u dx
=
∫
Ω
∂iu · ∂i (x.∇u) dx−
∫
∂Ω
(x.∇u) (ν.∇u) dHN−1
=
∫
Ω
∂iu · (∂ixj) ∂ju dx+
∫
Ω
∂iu · xj∂iju dx+
∫
∂Ω
α · u · (x.∇u) dHN−1
=
∫
Ω
∂iuδij∂ju dx+
∫
Ω
∂j
(
1
2
· |∇u|2
)
xj dx+
∫
∂Ω
α · u · (x.∇u) dHN−1
=
∫
Ω
|∇u|2 dx− 1
2
∫
Ω
|∇u|2∂jxj dx+ 1
2
∫
∂Ω
(x.ν)|∇u|2 dHN−1
+
∫
∂Ω
αu (x.∇u) dHN−1
=
(
1− N
2
)
·
∫
Ω
|∇u|2 dx+ 1
2
∫
∂Ω
(x.ν)|∇u|2 dHN−1 +
∫
∂Ω
αu (x.∇u) dHN−1.
On the other hand we find
I2 =
∫
Ω
λ · u · x.∇u dx = λ ·
∫
Ω
uxj∂ju dx
= −λ ·
∫
Ω
∂j (uxj) · u dx+ λ
∫
∂Ω
uxjνju dHN−1
= −λ ·
∫
Ω
∂juxju dx− λ ·
∫
Ω
u∂jxju dx+ λ
∫
∂Ω
u2(x.ν) dHN−1
= −λ ·
∫
Ω
u (x.∇u) dx−N · λ ·
∫
Ω
u2 dx+ λ
∫
∂Ω
u2(x.ν) dHN−1
= −I2 −N · λ ·
∫
Ω
u2 dx+ λ
∫
∂Ω
u2(x.ν) dHN−1.
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Thus, we have
I2 = −λ · N
2
∫
Ω
u2 dx+ λ · 1
2
∫
∂Ω
u2(x.ν) dHN−1.
Let I3 := α ·
∫
∂Ω
u (x.∇u) dHN−1. We rewrite
∇u = (∇u.ν) ν + (∇u.τ k) τ k = (∇u.ν) ν +∇τu,
to see
I3 = α ·
∫
∂Ω
u (x.∇u) dHN−1 = α
∫
∂Ω
u · x ((∇u.ν) ν +∇τu) dHN−1
= α
∫
∂Ω
u · ∂νu · (x.ν) dHN−1 + α
∫
∂Ω
u · x∇τu dHN−1.
Using the Gauss theorem on surfaces, see equation (2.10) in [2], we obtain
I3 = −α
∫
∂Ω
u · div∂Ω(ux) dHN−1 + α
∫
∂Ω
(N − 1) · u · (ux.ν) ·H dHN−1
− α2
∫
∂Ω
u2 · (x.ν) dHN−1
= −α2
∫
∂Ω
u2 · (x.ν) dHN−1 + α
∫
∂Ω
(N − 1) · u2 · (x.ν) ·H dHN−1
− α
∫
∂Ω
u · div∂Ω(ux) dHN−1.
Thereby, div∂Ω(ux) denotes the tangential divergence of ux. We compute
div∂Ω(ux) = div(ux) + νj∂j(uxi)νi
= ∇u.x+ u div(x) + νj∂ju · xiνi + νjuδijνi
= ∇u.x+Nu+ ∂νu(x.ν) + u.
Inserting this into the last integral and rearranging terms gives
I3 = −α ·
(
1− N
2
− 1
2
)∫
∂Ω
u2 dHN−1 − α2
∫
∂Ω
u2 · (x.ν) dHN−1
+ α · 1
2
∫
∂Ω
(N − 1)u2(x.ν)H dHN−1.
Use I1 = I2, as well as the last identity to see∫
∂Ω
(x.ν)
{|∇u|2 − λu2 − 2α2u2 + α(N − 1)u2H} dHN−1
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= −
∫
Ω
|∇u|2 dx−α
2
∫
∂Ω
u2 dHN−1−N
2
·
(
λ
∫
Ω
u2 dx−
∫
Ω
|∇u|2 dx− α
∫
∂Ω
u2 dHN−1
)
= −
∫
Ω
|∇u|2 dx− α
2
∫
∂Ω
u2 dHN−1
where we used that u is an eigenfunction in the last step. Since Ω is a critical domain
the additional boundary condition (5.1) implies
c ·
∫
∂Ω
x.ν dHN−1 = −
∫
Ω
|∇u|2 dx− α
2
∫
∂Ω
u2 dHN−1.
Thus, we have
c = − 1
N · |Ω|
(∫
Ω
|∇u|2 dx+ α
2
∫
∂Ω
u2 dHN−1
)
.
If α is positive, we see that the constant c is negative. More specifically we have
c ∈
(
−λ1,α(Ω)
N · |Ω| ,−
1
2
· λ1,α(Ω)
N · |Ω|
)
.
The question, whether there are other domains than the ball satisfying equation (5.2)
and (5.1), is still open. Since we know the sign of the constant c, we can argue as in
[2] (see the application after Theorem 2), to see that the eigenvalue of every critical
domain becomes smaller if we perturb the domain in a volume increasing way. It
would be interesting to see if this excludes some domains as critical ones via the
monotonicity results of Giorgi and Smits, see [18].
For negative α it is not clear whether the constant is positive or negative since we
only know that ∫
Ω
|∇u|2 dx+ α
∫
∂Ω
u2 dHN−1 < 0,
but not if ∫
Ω
|∇u|2 dx+ α
2
∫
∂Ω
u2 dHN−1 < 0
still holds. If we knew by some other argument that the constant was in fact negative
for α < 0 as well, we knew from
H(N − 1)u2 = c
α
− |∇u|
2 − α2u2
α
− u2−λ− α
2
α
> 0,
that the mean curvature of every critical domain was strictly positive. For dimension
N = 2 this would imply that among all starshaped domains, only convex domains
can be critical ones. To see that H > 0, note that we have
|∇u|2 − α2u2 ≥ (∂νu)2 − α2u2 = 0
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and λ < −α2 has been proven by Giorgi and Smits in [19], Theorem 2.3.
Further investigations of the additional boundary condition seem to be very interesting
since it connects the optimality of the domain directly to its geometry via the mean
curvature.
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A. Appendix
A.1. Basic Properties of Limes Superior and
Limes Inferior
In this part we recall two basic properties of the Limes Superior and the Limes Inferior,
which we need in the proof of Theorem 3.2.4.
Let (an)n≥1 be a sequence in R. Then the Limes Superior and the Limes Inferior are
defined by
lim sup
n→∞
an := lim
n→∞
(
sup
k≥n
ak
)
lim inf
n→∞
an := lim
n→∞
(
inf
k≥n
ak
)
.
A.1.1 Lemma. Let (an)n≥1 and (bn)n≥1 be sequences of real numbers. Furthermore,
let lim sup
n→∞
an and lim sup
n→∞
bn be real numbers. Then
lim sup
n→∞
(an + bn) ≤ lim sup
n→∞
an + lim sup
n→∞
bn.
Proof. We have
sup
k≥n
(ak + bk) ≤ sup
k≥n
(
ak + sup
m≥n
bm
)
= sup
k≥n
ak + sup
m≥n
bm.
Taking the limit on both sides of the equation, the assertion follows.
A.1.2 Lemma. Let (an)n≥1 be a sequence in R with lim inf
n→∞
an ≥ a, for some a ∈ R
and let α < 0. Then
lim sup
n→∞
α · an = α · lim inf
n→∞
an ≤ α · a.
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Proof. Since α is negative, we have
α · a ≥ α · lim inf
n→∞
an = α · lim
n→∞
(
inf
k≥n
ak
)
= lim
n→∞
(
α · inf
k≥n
ak
)
= lim
n→∞
(
sup
k≥n
α · ak
)
= lim sup
n→∞
α · an.
A.2. Regularity Results for Elliptic PDE
In this part of the appendix we present results of the regularity theory for elliptic
partial differential equations, taken from [17].
We start with Theorem 8.24 in [17], concerning elliptic operators in divergence form.
A.2.1 Theorem. Consider the operator L of the form
Lu = ∂i(a
ij(x)∂ju+ b
i(x)u) + ci(x)∂iu+ d(x)u,
whose coefficients aij, bi, ci, d(i, j = 1, ..., N) are measurable functions on a domain
V ⊂ RN . Let f i, g, i = 1, ..., N be locally integrable functions in V . Then a weakly
differentiable function u will be called a weak solution of the inhomogeneous equation
Lu = g + ∂if
i(A.1)
in V if∫
V
(aij(x)∂ju+ b
i(x)u)∂iv − (ci(x)∂iu+ d(x)u)v dx =
∫
V
(f i∂iv − gv) dx
holds for every v ∈ C10(U). Assume that for some constants λ,Λ, ν > 0 the operator
L satisfies the conditions
aij(x)ξiξj ≥ λ|ξ|2,(A.2)
for every x ∈ U and for every ξ ∈ R and∑
ij
|aij(x)|2 ≤ Λ2, λ−2
∑
i
(|bi(x)|2 + |ci(x)|2) + λ−1|d(x)| ≤ ν2,(A.3)
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for every x ∈ V . Suppose that f i ∈ Lq(V ), i = 1, ..., N g ∈ Lq/2(V ) for some q > N .
Then, if u ∈ W 1,2(V ) satisfies equation A.1 in V , we have for any V ′ ⊂⊂ V the
estimate
‖u‖C0,β(V ′) ≤ C(‖u‖L2(V ) + k),
where C = C(N,Λ/λ, ν, q, d′), d′ = dist(V ′, ∂V ), β = β(N,Λ/λ, νd′) > 0 and k =
λ−1(‖f‖Lq(V ) + ‖g‖Lq/2(V )).
Secondly, we quote Theorem 9.11 in [17], dealing with general elliptic operators, not
necessarily in divergence form.
A.2.2 Theorem. Let V be an open set in RN and u ∈ W 2,ploc (V )∩Lp(V ), 1 < p <∞,
a strong solution of the equation Lu = f in V , where L is a general operator of the
form
Lu = aij(x)∂iju+ b
i(x)∂iu+ c(x)u.
Suppose that the coefficients of L satisfy for positive constants λ,Λ the conditions
aij ∈ C0(V ), bi, c ∈ L∞(V ), f ∈ Lp(V );
aijξiξj ≥ λ|ξ|2,
for every ξ ∈ RN and
|aij|, |bi|, |c| ≤ Λ,
where i, j = 1, ..., N . Then for any domain V ′ ⊂⊂ V ,
‖u‖W 2,p(V ′) ≤ C
(‖u‖Lp(V ) + ‖f‖Lp(V )) ,(A.4)
where C depends on N, p, λ,Λ, V ′, V and the moduli of continuity of the coefficients
aij on V ′.
A.3. Computation for the Proof of Theorem 4.1.5
We show that in the setting of Theorem 4.1.5
− 1√
σ
∂
∂xi
(
√
σ
σijηj√
η2 + |Dη|2
)
=
η · |Dη|2√
η2 + |Dη|23
− 1√
η2 + |Dη|2
(
σij − η
iηj
η2 + |Dη|2
)
ηij
holds.
Using Jacobi’s formula for the derivative of the determinant of a matrix A and the
fact that
A−1 =
1
det(A)
· adj(A)
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we see that
∂
∂xi
det(A) = tr
(
adj(A)
∂A
∂xi
)
= det(A) · tr
(
A−1
∂A
∂xi
)
,
where adj(A) denotes the adjugate of A and tr(A) denotes the trace of the matrix A.
We apply this identity to show
− 1√
σ
∂
∂xi
(√
σσik
)
= σijΓkij,(A.5)
where Γkij are the Christoffel symbols of the Levi-Civita connection. Indeed, writing
∂i =
∂
∂xi
for the partial derivatives, we see that
− 1√
σ
∂
∂xi
(√
σσik
)
= − 1√
σ
∂
∂xi
(√
σ
)
σik − 1√
σ
√
σ
∂
∂xi
σik
= − 1√
σ
· 1
2
√
σ
σik∂iσ − ∂iσik
= − 1
2σ
σikσ tr(σmn∂iσnl)− ∂iσik
= −1
2
σik (σmn∂iσnm)− ∂iσik
= −1
2
σikσmn∂iσnm − ∂iσik.
Moreover, we find
σijΓkij = σ
ij · 1
2
(∂iσmj + ∂jσmi − ∂mσij)σmk
=
1
2
(
σijσmk∂iσmj + σ
ijσmk∂jσmi − σijσmk∂mσij
)
.
Using σij = σji we find
= σijσmk∂iσmj − 1
2
σijσmk∂mσij.
Thus, two show (A.5) we have to show
−∂iσik = σijσmk∂iσmj.(A.6)
Differentiating each component of the identity matrix δim with respect to x
i infers
0 = ∂iδim = ∂i
(
σijσjm
)
=
(
∂iσ
ij
)
σjm + σ
ij (∂iσjm) .
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Thus, for every i and m there holds(
∂iσ
ij
)
σjm = −σij (∂iσjm) .
Multiplying this identity with σkm and summing over m we conclude
−σkmσij (∂iσmj) =
(
∂iσ
ij
)
σjmσ
km = ∂iσ
ij · δjk = ∂iσik.
Thus, (A.6) and therefore (A.5) have been proven. We compute
A := − 1√
σ
∂
∂xi
(
√
σ
σijηj√
η2 + |Dη|2
)
= − 1√
σ
{
∂
∂xi
(
√
σσij) · ηj√
η2 + |Dη|2
+
√
σσij
∂
∂xi
(
ηj√
η2 + |Dη|2
)}
for abbreviation let v :=
√
η2 + |Dη|2 denote the partial derivatives with respect to
xi of ηj by η,ij and ∂iσ
kl = ∂
∂xi
σkl and use (A.5) to see
A = σilΓjil
ηj
v
− 1√
σ
√
σσijv−2
(
η,ij · v − ηj
2v
[
2ηηi + (∂iσ
kl)ηkηl + 2σ
klηlη,ik
])
.
We use η,ij = ηij + Γ
k
ijηk to transfer the partial derivatives into covariant derivatives
A = σilΓjil
ηj
v
− σ
ij
v
ηij − σijΓkijηk + η
σijηjηi
v3
+
σij
v3
σklηjηlηik
+
σij
2v3
(∂iσ
kl)ηkηlηj +
σij
v3
σklηjηlΓ
m
ikηm.
The first and the tird term cancel each other out. We rearrange the others to see
A = −σ
ij
v
ηij +
η|Dη|2
v3
+
ηiηk
v3
ηik +
σij
2v3
(∂iσ
kl)ηkηlηj +
σij
v3
σklηjηlΓ
m
ikηm.
The first three terms add up to
η|Dη|2
v3
− 1
v
(
σij − η
iηj
v2
)
ηij.
Thus, the assertion is proven if we show that the last to terms cancel each other out,
i.e.
σij
2v3
(∂iσ
kl)ηkηlηj +
σij
v3
σklηjηlΓ
m
ikηm = 0.
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This is equivalent to
1
2
σij(∂iσ
kl)ηkηlηj + σ
ijσklηjηlηmΓ
m
ik = 0.(A.7)
Similar to (A.6) we show
∂iσ
kl = −σkpσml∂iσpm,(A.8)
starting with differentiating the identity matrix with respect to xi
0 = ∂iδkm = ∂i(σ
kp)σpm = (∂iσ
kpσpm) + σ
kp∂iσpm.
Thus, we find
−σkp(∂iσpm)σml = (∂iσkp)σpmσml = (∂iσkp)δlp = ∂iσkl,
which proves A.8. Furthermore, we use
Γmik =
1
2
(∂iσnk + ∂kσni − ∂nσik)σnm
to conclude
1
2
σij(∂iσ
kl)ηkηlηj + σ
ijσklηjηlηmΓ
m
ik
=− 1
2
ηkηlηjσ
kpσmlσij∂iσpm +
1
2
ηjηlηmσ
ijσklσnm (∂iσnk + ∂kσni − ∂nσik)
=− 1
2
ηpηmηi∂iσpm +
1
2
ηiηkηn (∂iσnk + ∂kσni − ∂nσik)
=0.
Therefore, we have proven
− 1√
σ
∂
∂xi
(
√
σ
σijηj√
η2 + |Dη|2
)
=
η · |Dη|2√
η2 + |Dη|23
− 1√
η2 + |Dη|2
(
σij − η
iηj
η2 + |Dη|2
)
ηij.
A.4. Positivity of the Eigenfunctions in the Case
of Negative Robin Parameters
We will use Hopf’s Lemma to prove the following theorem.
A.4.1 Theorem. Let Ω ⊂ RN be a bounded open set with ∂Ω ∈ C1,γ and let u ∈
C2(Ω) ∩ C1(Ω), u ≥ 0 be a solution of the equation
(A.9)
{
−∆u = λ1,α(Ω) · u, in Ω
∂νu+ αu = 0, on ∂Ω,
with α < 0 and therefore λ1,α(Ω) < 0. Then u > 0 in Ω and at all points x0 ∈ ∂Ω at
which Ω satisfies an interior ball condition.
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Proof. We look at the elliptic operator
Lv := −∆v − λ1,α(Ω) · v,
thus Lu = 0 in Ω. Since we have −λ1,α(Ω) > 0 and since u ≥ 0, the strong maximum
principle rules out that we have u(y) = 0 for some y ∈ Ω. (This is due to the fact
that u would have a non positive minimum at these points, thus implying u ≡ 0.)
Therefore, u(x0) = 0 is only possible if x0 ∈ ∂Ω. Suppose that there was a x0 ∈ ∂Ω
such that u(x0) = 0. Then we had
0 = u(x0) < u(y) for every y ∈ Ω.(A.10)
On the other hand the boundary condition in equation A.9 implies
0 = −α · u(x0) = ∂νu(x0) = lim
τ↗0
1
τ
· (u(x0 + τ · ν)− u(x0)) ≤ 0.
Due to Hopf’ Lemma, which is applicable since −λ1,α(Ω) > 0, we know that ∂νu(x0) <
0. This is a contradiction. Hence we have u(x) > 0 for every x ∈ ∂Ω at which Ω
satisfies an interior ball condition. (This is a requirement for Hopf’s Lemma.)
Note that if we assumed ∂Ω ∈ C1,1, we had u > 0 on Ω, since a C1,1 domain satisfies
an interior ball condition at every boundary point.
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