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Abstract 
Heatwaves are projected to become more frequent, intense and long-lasting in the UK and the 
prevalence of overheating in dwellings is set to increase. As a result, occupants will experience 
increased levels of thermal discomfort, heat stress and heat-related morbidity and mortality. Since 
the use of mechanical air conditioning in dwellings is unsustainable, and not widely affordable, it is 
of utmost importance to understand when heat related health risks are anticipated in free-running 
dwellings. This is crucial for vulnerable occupants, such as the elderly, for whom the accurate 
detection of future heat risks could prepare them (or their carers) for timely mitigation, for example, 
through additional window ventilation or the use of shading. Many countries deploy Heat-Health 
Warning Systems (HHWS) to alert their populations, however, these generally apply to a wide area 
and are based exclusively on regional weather forecasts. Consequently, HHWSs are unable to identify 
where, when, or to what extent individual buildings (and their occupants) will be affected.  
Previous studies have investigated the use of time series forecasting models, with the majority 
considering the use of Model Predictive Control. There is, however, no rigorous scientific evidence to 
support the belief that such models can provide accurate predictions in free-running dwellings during 
heatwaves and over multi-day forecasting horizons. This thesis therefore examines the use of black-
box forecasting models to provide reliable predictions of the impending indoor temperatures in UK 
homes. Having established the viability of this approach, the application of such models in the context 
of an indoor Heat-Health Warning System (iHHWS) has been explored.  
This research led to five main findings: (i) linear AutoRegressive forecasting models with 
eXogenous inputs (ARX), i.e. weather forecasts, can provide satisfactory accuracies during heatwaves 
for time horizons up to 72 h ahead; (ii) more complex semi-parametric Generalized Additive Models 
(GAMs) were not capable of significantly improving the forecasting accuracy at forecasting horizons 
over 6 h (iii) logistic GAMs can predict the window opening state with adequate discrimination, 
however, integration of the window state into forecasting models did not improve their accuracy; (iv) 
forecasting models could be usefully incorporated within an iHHWS, however, the warning lead-time 
should be constrained to less than 24 h in order to guarantee high confidence in such a system; (v) a 
weighted metric such as the Cumulative Heat Index (CHI) could further reduce the risks of false or 
missed warnings, increasing the dependability of the iHHWS. 
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Chapter 1   | Introduction – Wider context 
Climate change projections indicate that the world’s most populated regions will experience 
more frequent and intense heatwave1 periods over the coming decades (Meehl and Tebaldi, 2004; 
IPCC, 2014). According to the assessment of the global climate performed by the US National Oceanic 
and Atmospheric Administration (NOAA, 2019), nine of the ten warmest Julys have occurred since 
2005, with the last five years (2015–2019) being the five warmest Julys on record. The World 
Meteorological Organization (WMO, 2018) observed that the long-term warming trend is continuing 
to increase. In fact, the southern hemisphere, started the year 2019 with extreme weather conditions 
in the form of heat, drought and intense precipitation in South America (WMO, 2019) and with 
record-breaking temperatures in Australia (AGBM, 2019; WMO, 2019) that peaked at 48–49°C in 
several locations. This trend continued also in Europe, with a severe heatwave that struck several 
countries in June 2019 (C3S, 2019). While France reached its all-time temperature record of 45.9°C 
(in Gallargues-le-Montueux, Gard department, Southern France) during the June 2019 heatwave 
(WWA, 2019); the French capital, Paris, observed a record-breaking temperature of 42.6°C during the 
subsequent July 2019 heatwave (BBC, 2019). According to the French health minister, Agnès Buzyn, 
both heatwaves combined were responsible for a total of 1,435 excess deaths (Euronews, 2019). July 
2019 was globally the warmest month on record (NOAA, 2019). 
Whereas the UK is characterised by a temperate climate and milder temperatures, during 
summer 2018 it experienced the longest heatwave since 1976, with maximum daily temperatures 
that often exceeded 30°C (during July-August) (Met Office, 2018c). More recently, the Met Office 
(2019b) indicated that July 2019 saw the highest temperature ever recorded in the UK. Nevertheless, 
July 2019 was not characterised exclusively by extreme heat, but also by atypical rainfall. In fact, 
whilst during July 2019 most coastal regions have been drier with markedly lower rainfall amounts 
(relative to the 1981–2010 average) some inland areas of the Midlands and northern England 
received up to 70% higher amounts of the season’s usual rainfall. 
Overheating in UK homes is a recognised problem for developers, property owners/managers, 
landlords, tenants, health-care providers and policy-makers and is increasingly acknowledged as an 
emerging global health risk (e.g. NHBC, 2012; ZCH, 2015c; Lomas and Porritt, 2017). The heatwave of 
 
1 According to the UK Met Office, based on the World Meteorological Organization definition, a heatwave is defined as a 
period that is “marked by unusually hot weather (Max, Min and daily average) over a region persisting at least two 
consecutive days during the hot period of the year based on local climatological conditions, with thermal conditions 
recorded above given thresholds” (WMO, 2016; Met Office, 2018b). 
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2003 caused over 2,000 heat-related deaths in the UK and more than 30,000 across Europe (De Bono 
et al., 2004). Such heatwaves are predicted to become increasingly common, intense and longer-
lasting (Meehl and Tebaldi, 2004; Jenkins et al., 2009). By 2040, average summertime temperatures 
in the UK are expected to reflect those experienced during the heatwave of 2003 (Jones et al., 2008), 
with the likelihood of such events recurring projected to increase 100-fold (Stott et al., 2004). 
According to Stott et al. (2004), temperature anomalies such as the 2003 heatwave (black star in 
Figure 1.1) were caused by anthropogenic drivers of climate change (i.e. human activity). In fact, 
climate models suggested that there was no warming in the latter part of the 20th century  
attributable to natural drivers alone (heavy yellow line in Figure 1.1), whilst the observed 
temperature anomalies (black lines in Figure 1.1) gradually increased from the 1980s onwards.  
 
Figure 1.1: June–August temperature anomalies (relative to 1961–90 mean, in K) over central and southern 
European regions (shown in the inset) with the regional climate model. The figure shows the observed 
temperatures (black line, with low-pass-filtered temperatures as heavy black line, and the 2003 heatwave as a 
star), modelled temperatures from four climate model simulations including both anthropogenic and natural 
drivers to 2000 (red, green, blue and turquoise lines; for four different initial conditions), and the estimated 
response of the climate model to purely natural drivers (heavy yellow line). The inset shows observed 
temperature anomalies during summer 2003, in K (Stott et al., 2004). 
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Furthermore, the simulations including both natural and anthropogenic drivers of climate 
change (red, green, blue and turquoise lines in Figure 1.1; four simulations with different initial 
conditions2) showed that the temperature anomalies occurring during the years 1980–2003 were 
caused exclusively by human activity, and are predicted to continue increasing over the following 
decades (Stott et al., 2004). 
Warmer than average summers, coupled with an increased frequency of extreme heatwave 
events (Jenkins et al., 2009) pose obvious risk factors in relation to overheating in the built 
environment. Currently, new buildings are required to comply with strict energy efficiency standards 
(The Building Regulations, 2016). In order to meet the greenhouse gas emissions reduction target of 
80% by 2050, as mandated by the Climate Change Act (UK Parliament, 2008) the UK is aiming to raise 
energy efficiency dramatically across all sectors (DECC, 2012). With the building regulations in the UK 
strongly promoting energy-efficient buildings, the UK housing stock is being gradually improved with 
better insulation and reduced air infiltration (e.g. DECC, 2012; BRE, 2016; Mulville and Stravoravdis, 
2016; BEIS, 2019; Committee on Climate Change, 2019). While all these factors clearly contribute to 
reducing the energy demand in winter, there is a growing concern of the consequential increase in 
the summer-time (e.g. Anderson et al., 2013; Mulville and Stravoravdis, 2016; Lomas and Porritt, 
2017) and year-around (McLeod and Swainson, 2017) overheating risks. As global temperatures rise, 
the potential for homes to become increasingly hotter in the future is severely increased, resulting in 
elevated levels of discomfort, thermal stress, health complaints and heat-related risks of morbidity 
and mortality (Anderson et al., 2013; Quinn et al., 2014).   
According to the Housing Health and Safety Rating System (HHSRS), when indoor temperatures 
exceed 25°C, there is an increased risk of heat-related strokes and mortality (ODPM, 2006b). The 
HHSRS is a risk-based evaluation tool that is currently used by Local Authorities in the UK to assess 
and enforce the requirements set out in the Housing Act 2004 (ODPM, 2006b). The HHSRS enables 
Environmental Health Officers to determine minimum acceptable requirements in dwellings. Non-
compliance with the limits indicated in the HHSRS for prolonged periods can lead to enforcement 
action by the local authority (ODPM, 2006a). 
Localised climatic modifiers, such as urbanisation, underpin why specific sub-populations will 
be increasingly exposed to higher temperatures (Anderson et al., 2013; Wong et al., 2013). This 
 
2 The ensemble consisted of four simulations with the HadCM3 dynamic climate model, that were identical except for 
their initial conditions. The adopted initial conditions were taken from states separated by 100 years in a 1300-year 
control run of HadCM3 in which external drivers have no year-to-year variations (Stott et al., 2000).  
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phenomenon, whereby urban areas have higher temperatures than their rural surroundings, is 
known as the Urban Heat Island (UHI3). According to Hajat et al. (2007), the fact that heat-related 
mortality risks in urban areas are particularly severe can be largely attributed to the UHI 
phenomenon. In fact, during summer of 2018, the majority of the excess deaths in the whole of 
England occurred in London (PHE, 2018b), which is the largest city and UHI area in the UK (Kolokotroni 
and Giridharan, 2008; Wong et al., 2013).  
During hot weather, however, it is difficult to attribute excess mortality solely to excessive heat 
exposure, because people are often exposed at the same time to co-factors including air pollutants 
and poor air quality (WMO and WHO, 2015). According to the World Health Organization (WHO, 
2009), air pollution is often worse during heatwaves, with ozone (O3) and particulate matter, with a 
diameter smaller than 10 micrometres (PM10), having the largest effect on mortality during extremely 
hot weather, especially amongst the elderly. 
Whereas current regulations do not yet require specific requirements to address overheating 
in new buildings, recently an overheating working group of the Building Regulations Advisory 
Committee (BRAC) was established to address this issue (HM Government, 2019). The London 
Development Agency (LDA) has implemented the London Housing Design Guide (LDA, 2010) with a 
dedicated section on mitigating the overheating risk due to the climate change concerns and the UHI 
effect in London. According to this document, the design of dwellings should avoid overheating 
during summer months without reliance on energy-intensive mechanical cooling systems (LDA, 
2010). 
Active cooling systems remain relatively uncommon in UK homes due to historically mild 
summers and relatively short hot spells, but their uptake is projected to increase rapidly (Pathan et 
al., 2008) and is likely to become the main line of defence in preserving the well-being of the 
population as warmer summers become increasingly commonplace (Chappells and Shove, 2005). 
However, as noted by Wong et al. (2013), active cooling has had a huge impact on the energy demand 
in some cities of the USA, with a 2-4% increase in electricity demand observed for every 1°C increase 
in maximum external temperatures above 20°C. In addition, the rise of the anthropogenic heat 
output caused by the inefficiency of mechanical cooling mechanisms will further exacerbate the UHI 
effect thereby creating a never-ending cycle (Wong et al., 2013). While the evocation of this scenario 
in the UK would hamper efforts to reduce carbon emissions using energy-efficient dwellings, there is 
 
3 This is caused due to the higher heat capacity and lower albedo of the fabrics comprising urban landscapes (i.e. buildings, 
pavements, roads etc.) compared to rural landscapes, which leads to higher heat absorption during the day (CIBSE, 2015). 
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also a growing concern surrounding fuel poverty and the difficulties that socioeconomically 
vulnerable groups might face in maintaining acceptable internal temperatures (Ormandy and Ezratty, 
2012). The resilience of active cooling strategies to supply disruption, either through demand 
overload or system failure raises additional concerns. Widespread power outages in North America 
and Australia during heatwaves have highlighted the risks associated with reliance upon active 
cooling systems at times of grid overload (Ostro et al., 2010). In summary, over-reliance on the use 
of air conditioning is unsustainable and not widely affordable and other ways to maintain indoor 
temperatures below critical thresholds have to be sought (Anderson et al., 2013). 
Although window opening seems the most obvious solution to tackling high indoor 
temperatures, it is not always feasible due to localised problems associated with noise, pollution or 
security (Anderson et al., 2013; Lomas and Porritt, 2017; McLeod and Swainson, 2017). Furthermore, 
when elevated external temperatures are close to, or above the internal temperatures for prolonged 
periods, the use of natural ventilation as a heat purging strategy becomes counterproductive.   
The extent to which an individual dwelling is susceptible to overheating depends on several 
factors such as, its: orientation and floor-level, glazed area, insulation, thermal mass, airtightness, 
shading features etc. (NHBC, 2012; ZCH, 2015c; Lomas and Porritt, 2017). In addition, internal gains 
(e.g. cooking, electrical appliances, boiler, uninsulated distribution of hot water pipes and communal 
heating systems etc.) may also contribute to the increase of elevated year-round indoor 
temperatures (McLeod and Swainson, 2017). Due to their large windows, lower ceilings, single 
aspects, higher insulation and airtightness, modern multi-residential buildings in the UK are more 
prone to overheating than their historic predecessors  (NHBC, 2012; Lomas and Porritt, 2017). 
Whereas, blinds, curtains, shutters and external shading devices have been found to be effective in 
reducing overheating (NHBC, 2012; Porritt et al., 2012), the adoption of external shading features 
might be problematic in countries such as the UK for a number of reasons. Historically temperate 
summer conditions in the UK, means that there is not a culture of designing buildings to adequately 
address hot summer conditions. The absence of external shading devices and shutters on UK 
dwellings worsens the overheating risk but the capital costs and aesthetic changes that would result 
from retrofitting external shading devices, means UK homeowners are likely to be reluctant to install 
them. The use of outward opening window casements in the UK further complicates the situation, 
meaning that in most cases complete replacement of the fenestration system would be required to 
install external shutters. Nevertheless, such changes to the external appearance of dwellings would 
require planning permissions, which in the case of buildings with historical or conservation protection 
6 |  
status would be unlikely to be granted. Furthermore, because there are currently no regulatory 
requirements for heat protection devices, there are no incentives for designers and builders to install 
them (Lomas and Porritt, 2017). In the care sector, as in the residential sector, there is little 
awareness and only limited implementation of adequate long-term adaptation strategies (Gupta et 
al., 2016). Thus, improvements to standards and building and planning regulations are urgently 
required to address the increased risks of summertime and year-round overheating. 
Whereas currently, there are multiple criteria used to assess overheating, there are no 
universally agreed definitions of overheating. Furthermore, the existing overheating criteria vary 
significantly from one another (NHBC, 2012; ZCH, 2016). Thus, it is plausible they might lead to 
different conclusions being drawn with respect to the existence and extent of overheating in any 
given dwelling. Whilst heat-related mortality is strongly correlated with the internal air and radiant 
surface temperatures (as well as humidity), the overheating criteria currently used in the built 
environment are based on the use of thermal comfort criteria and not health-related indices (NHBC, 
2012; McLeod and Swainson, 2017). This is an important distinction since occupant perceptions of 
thermal comfort and overheating are idiosyncratic and depend upon the subjective response of the 
individual (BSI, 2007; CIBSE, 2013; CIBSE, 2015; CIBSE, 2017). This implies that the issues of thermal 
comfort/preference and heat-related risks need to be decoupled. Therefore, different temperature 
thresholds (and possibly metrics) should be considered when assessing heat exposure risk as opposed 
to assessing thermal comfort.  
In a temperate climate, national mortality rates increase linearly with ambient air temperature 
(Hajat et al., 2006; Armstrong et al., 2010). As a metabolic response to excess heat, the human body 
attempts to decrease its temperature by circulating large quantities of blood to the skin; this places 
increasing strain on the heart, with the potential of triggering a cardiac event (Cui et al., 2005). Excess 
deaths due to overheating can be predominantly attributed to: cardiovascular causes, stroke, 
coronary heart diseases, congestive heart failure and respiratory causes (Cui et al., 2005; Huang et 
al., 2010). However, a study by Rooney et al. (1998) observed that mortality during heatwaves 
occurring late in the summer is lower than at the beginning of the summer; a finding which suggests 
that seasonal acclimatisation processes may increase resilience to heat stress. People living in 
different regions, cities, urban and rural areas are accustomed to different temperatures and respond 
to heat differently (Gosling et al., 2009). Furthermore, indoor thermal conditions do not depend 
solely on the external weather conditions, but also on the surroundings (e.g. the UHI, prevailing winds 
shading from trees etc.) as well as the building’s physical characteristics and occupant behaviour. 
Introduction – Wider context | 7 
Thus it is clear that associating heat-related risks exclusively with external temperature thresholds 
(at a regional or national level) is inadequate and that the development of local, dwelling-based 
thresholds, should be a priority (Anderson et al., 2013). Nevertheless, because prolonged exposure 
to heat is more stressful to human health than isolated hot days, there is a cumulative effect on the 
body’s ability to regulate its temperature (Tan et al., 2007). It is important, therefore,  that the effects 
of prolonged heat are taken into consideration when evaluating the exceedance of health-
endangering thresholds. 
Those most affected by excess heat are the elderly (over the age of 60 years), who are at an 
increased risk of heat-related illness (Kenny et al., 2010a) with those over the age of 65 years having 
a higher risk of heat-related mortality (Hajat et al., 2007). Because of rising average life expectancy 
in the UK and other developed nations (Age UK, 2018), premature mortality rates are anticipated to 
increase when heatwave events occur in the future (Vicedo-Cabrera et al., 2018).  
In response to growing concerns regarding climate change and the predicted increase in the 
frequency of extreme heat-related events,  heatwave plans have been implemented in a number of 
countries worldwide (WHO, 2009). Heatwave plans aim to establish a collaboration between 
meteorological services, civil protection and public health authorities in order to inform and protect 
their residents from the impending risks of hot weather on health. Such plans are known as Heat-
Health Warning Systems (HHWSs) and are activated when the weather is forecasted to exceed 
thresholds that might lead to adverse health effects (WMO and WHO, 2015). HHWSs are intended to 
make the emergency response system more efficient and better coordinated in order to reduce heat-
related morbidity and mortality and are currently deployed in several European countries (WHO, 
2009). 
It is well known that people in developed countries (elderly and susceptible populations in 
particular) tend to spend most of their time indoors (WHO, 2009). Furthermore, it has been 
established that even healthy people situated indoors are at a significantly higher risk of experiencing 
extreme heat than the same healthy individuals would be if they were located outdoors (Chan et al., 
2001). Since HHWSs are based solely on the outdoor weather conditions and because these warnings 
are triggered at a regional or national level, it is impossible to identify which dwellings or individuals 
are actually at risk.  
Despite strong epidemiological correlations between elevated external temperatures and 
increased risks of heat-related morbidity and mortality (Armstrong et al., 2010), relatively little is 
known about the specific health impacts in residential buildings, and this has been identified as an 
8 |  
area requiring further research (Holmes et al., 2016). Since the overheating criteria currently used in 
the built environment are based on thermal comfort and not health, the definition and incorporation 
of appropriate heat-safety metrics will be required to assess heat stress in dwellings (Holmes et al., 
2016).  
The positive correlation between core body temperatures and indoor temperatures (Basu and 
Samet, 2002), points to the potential of developing indoor heat-health indices based directly on 
indoor temperatures. With the derivation of dwelling-based indoor thresholds capable of associating 
heat-related risks directly to the indoor environmental conditions, predictive models could play an 
important role as part of a real-time warning device. Such a device could allow the timely detection 
of indoor temperatures before they exceed critical thresholds. Knowing when such thresholds are 
likely to be breached in specific spaces would allow carers or facility managers sufficient time to warn 
and advise occupants of how to best mitigate the impending problem. If widely deployed, an indoor 
Heat-Health Warning System (iHHWS) could help to avoid or reduce heat-related morbidity and 
mortality occurring during hot weather conditions, and in the case of dwellings with vulnerable 
occupants, it could trigger the prompt dispatch of dedicated support or the emergency services. 
Understanding how individual buildings, within the existing build stock, are likely to respond to 
extreme climatic events in the future is critical to mitigating their potentially life-threatening impacts. 
The complexity of this problem originates in the unique time-varying nature of the thermal behaviour 
of any given building, which is influenced both by its physical characteristics and the unique way in 
which it is occupied and operated (McLeod and Swainson, 2017). 
Following the 2003 heatwave, overheating in dwellings has acquired a growing interest and has 
been extensively researched. According to Chen (2019), approximately 350 published papers (in the 
Web of Science Core Collection) have been produced on overheating in residential buildings during 
the last 30–year period (from 1990 to July 2019), of which nearly 90% have been published in the last 
decade. More specifically, these research efforts on overheating in dwellings have been the highest 
in the UK (~40% of the publications) and other European countries (~38% of the publications), with 
only a small fraction originating in the rest of the world (~22% of the publications) (Chen, 2019).  
Recent studies related to overheating in dwellings can be broadly divided into three categories: 
firstly, studies that have involved measuring internal air temperatures (and other physical variables) 
in order to identify and quantify the risk of overheating (e.g. Beizaee et al., 2013; Lomas and Kane, 
2013a; Mavrogianni et al., 2017; McLeod and Swainson, 2017); secondly, those that involved either 
quasi-steady-state or dynamic thermal simulation modelling to assess the current and future risk of 
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overheating  (e.g. McLeod et al., 2012; Porritt et al., 2012; McLeod et al., 2013; Mavrogianni et al., 
2017; Symonds et al., 2017); and lastly, studies that have used empirical data to construct forecasting 
models for the prediction of indoor thermal conditions in existing buildings (e.g. Ríos-Moreno et al., 
2007; Mustafaraj et al., 2010; Mustafaraj et al., 2011; Ashtiani et al., 2014; Antonucci, 2017; Ferracuti 
et al., 2017). The increasing availability of observed data from large monitoring studies (e.g. Beizaee 
et al., 2013; Lomas and Kane, 2013a; Firth et al., 2016; Mavrogianni et al., 2017; Symonds et al., 2017) 
provides the potential to develop empirical models capable of making predictions based on the data 
alone (i.e. machine learning).  
Data-driven approaches are widely applied to a large variety of prediction or classification 
applications of load prediction, temperature prediction, Model Predictive Control (MPC), energy 
pattern profile of specific use-cases, regional energy consumption mapping, energy benchmark for 
building stock, retrofit strategies and guideline making (Amara et al., 2015; Wei et al., 2018). Machine 
learning models (i.e. statistical models which lack explicit physical parameterisation) are often 
referred to as black-box models or more generally as statistical models (Foucquier et al., 2013; Amara 
et al., 2015). Such models have the potential to be used in forecasting the short-term future internal 
temperatures in buildings based solely on the external climatic data and previously recorded internal 
temperatures. As such, black-box models are computationally and resource-efficient and do not 
require any physical information describing the room or building fabric characteristics. These 
characteristics are advantageous where such data is often unknown, difficult to derive or time-
varying. If proven reliable, such models could be usefully deployed to inform and potentially protect 
building occupants from the impending risks of overheating in specific spaces. Furthermore, if widely 
deployed such a system could eventually form the basis for a high-resolution iHHWS operating at a 
national or international scale.  
 Justification of the research and establishing the research questions 
Technological advancements in wireless technology, monitoring devices, data storage and 
computing power have led to increasingly larger quantities of data being collected in buildings for 
research purposes. Alongside this, there has been a growing trend towards smart buildings (i.e. 
intelligent/automated buildings that use smart technologies4 to achieve high energy efficiency and 
low energy demand whilst minimising operating costs). Forecasting using computational modelling 
 
4 These are technologies that attempt to expand on the provision of feedback about the consumption of resources by 
providing building occupants with advanced monitoring and control capabilities (e.g. smart meters and smart grids) 
(Balta-Ozkan et al., 2013). 
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techniques has been extensively researched over the last decade, particularly in the context of Model 
Predictive Control (MPC); an advanced control technique which, when applied to buildings, employs 
a model of the building dynamics and solves an optimisation problem to determine the optimal future 
control inputs (Oldewurtel et al., 2012a; Killian and Kozek, 2016). To improve system efficiency and 
to determine the optimal control function, predictive models are adopted to forecast the short-term 
indoor thermal conditions. However, for MPCs longer forecasting horizons are not usually required, 
and therefore predictions with a higher (sub-hourly) resolution at shorter forecasting horizons are 
usually preferred (e.g. Mustafaraj et al., 2011; Ferracuti et al., 2017). 
Research on MPCs has focused predominantly on non-residential buildings that adopt either 
Heating, Ventilation and Air Conditioning (HVAC) systems or a Mixed-Mode strategy (i.e. a hybrid 
approach to space conditioning, employing a combination of natural ventilation and mechanical 
systems alongside each other) to control indoor temperatures according to the external weather 
conditions (May-Ostendorp et al., 2011; Killian and Kozek, 2016). There has been very little research 
evaluating the reliability of forecasting models in relation to free-running residential buildings (i.e. 
those without mechanical cooling or heating) during periods of extreme heat and sudden hot spells. 
Therefore, the research here aims to address this gap in the literature and was designed to answer 
the following research questions: 
1. Can forecasting models accurately predict the short-term5 indoor temperatures in existing free-
running dwellings during sudden periods of very hot weather (i.e. heatwaves)? 
2. How can the reliability of time-series forecasting models be improved for the early and reliable 
detection of elevated indoor temperatures? 
 Aim and objectives 
This thesis aims to assess whether empirical forecasting models can be developed for the 
accurate short-term prediction of internal temperatures in free-running dwellings for general 
application6; in order to establish their ability to provide a timely and reliable warning of impending 
overheating.  
This aim was achieved through the following objectives:  
 
5 In this thesis, short-term is referring to forecasting horizons below 24 h ahead, and long-term is referring to forecasting 
horizons above 24 h. 
6 The models are intended for general application, not for a specific building nor specific application. 
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1. Completing a critical review of previous studies and research on overheating in order to 
understand the nature of heat-related risks, and identify the strengths and weaknesses of 
state-of-the-art predictive modelling techniques for indoor temperature prediction. 
2. Developing different black-box forecasting models, for the short-term prediction of internal 
temperatures and impending overheating in diverse free-running dwellings during heatwaves. 
3. Evaluating the forecasting performance of the developed models to establish how the accuracy 
and reliability of the predictions decay as a function of the length of the forecasting horizon, 
and the propagation of forecasting errors. 
4. Exploring new methods that could potentially increase the reliability of black-box overheating 
forecasts at longer forecasting horizons. 
5. Testing the developed forecasting model in the context of a prototype indoor Heat-Health 
Warning System (iHHWS) to understand the reliability of indoor temperature predictions over 
a larger data sample (taken from multiple dwellings across the London UHI).  
 Thesis outline 
Following this introductory chapter, the thesis is structured as follows: 
Chapter 2 presents a literature review focused on defining and assessing overheating, both in 
terms of thermal comfort and heat stress. In addition, it highlights the advantages and disadvantages 
of different modelling techniques used to perform forecasts and critically reviews the current state-
of-the-art on indoor temperature prediction using time series models, both in the UK and 
internationally. 
Chapter 3 outlines the development of linear forecasting models for the prediction of indoor 
temperatures in free-running dwellings. The models were developed by adopting an automated 
identification of the models’ structure and were evaluated using measured data from three dwellings, 
located in Loughborough, during the 2015 heatwave. This chapter is based on the first journal 
publication (Gustin et al., 2018). 
Chapter 4 compares the performance of semi-parametric and linear forecasting models for the 
prediction of indoor temperatures in two free-running dwellings located in Loughborough, during the 
2013 heatwave. The focus of this chapter is on evaluating the strengths and weaknesses in the 
adoption of more complex forecasting models and specifically in examining the potential of the 
window operation to be integrated into models for indoor temperature prediction. In so doing the 
chapter examines the capability of logistic semi-parametric forecasting models to predict the hourly 
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opening state of the windows (i.e. open/closed) in specific rooms, as well as analysing the effects of 
including window opening as an additional predictor variable in the forecasting models. This chapter 
is based on the second journal publication (Gustin et al., 2019). 
Chapter 5 tests the most reliable forecasting method (identified from chapters 3 and 4) on a 
larger sample of dwellings using measured data, from 13 dwellings (and 25 rooms) within the London 
UHI, recorded during the 2018 heatwave. Evaluating the decay in the predictive accuracy of the 
models as the forecasting horizon lengthens is a key aspect of this chapter. The overall reliability of 
the forecasts is then evaluated by assessing how well future indoor temperature were detected 
within the correct temperature ranges, and by analysing the exceedance of the BS EN 15251 adaptive 
thresholds using the degree hours criteria (BSI, 2007), at different forecasting horizons (1–72 h). 
Finally, a new weighted metric, based on the forecasted indoor temperatures at different horizons 
and/or past observations, is proposed and examined for the provision of more reliable warnings in 
the context of an iHHWS. 
Chapter 6 summarises the main findings of this research (chapters 3–5) and discusses them in 
relation to the existing literature and the identified research gaps (chapter 2), and to the wider 
context (chapter 1). 
Chapter 7 summarises the key findings of this research and evaluates to what extent the aim 
and objectives have been fulfilled. An analysis of the wider implications of the research in relation to 
academia, industry praxis and policy is provided. Finally, the limitations of the research are discussed 
and recommendations are provided for future work. 
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Chapter 2   | Literature review 
This chapter represents the first step in the process of understanding the extent and nature of 
existing knowledge in this subject area and in determining the specific gaps in this knowledge base 
to which this research will contribute. As part of this review past and current research and work in 
this area has been extensively examined in order to understand all of the varied aspects of the 
problem, to analyse the methods and state-of-the-art practice established by previous studies, and 
to identify the remaining gaps in understanding. 
 The literature review has been organised into five main sections: in the first section, the 
definitions of overheating, as related to thermal comfort, are analysed; in the second section, the 
definition  of heat stress and the relationship between high indoor temperatures and mortality are 
examined; in the third section, different modelling techniques and considerations for the 
development and potential deployment of predictive models in dwellings are analysed; in the fourth 
section, the current state-of-the-art in time series forecasting and the performance of forecasting 
models for the prediction of the indoor temperatures are examined; in the final section of this 
chapter the main findings of the literature review are summarised. 
 Definitions of overheating related to thermal comfort 
Overheating is typically assessed by evaluating the effect that it has on one of the following 
aspects of human health and wellbeing: thermal comfort, health, mortality and productivity. 
However, for the design of buildings, the most commonly used assessment methods currently involve 
the use of thermal comfort criteria (NHBC, 2012; ZCH, 2015b). According to Fanger (1986), thermal 
comfort is defined as “that condition of mind which expresses satisfaction with the thermal 
environment”. This implies that thermal comfort-based assessments of overheating are to some 
extent subjective. 
Overheating criteria were developed in the late 1980s and are primarily used by building 
performance modellers to help the design process of buildings (Lomas and Porritt, 2017). Several 
standards provide indoor temperature thresholds which use Fanger’s Predicted Mean Vote (PMV) 
concept defined in the ISO 7730:2005 (BSI, 2005), which is based on heat-balance equations and 
empirical studies. However, because these thresholds are based on thermal comfort and not health, 
and because they were developed using data from office buildings, their applicability to detect 
overheating risks in dwellings is questionable (Anderson et al., 2013). In addition, because 
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overheating criteria were developed with the purpose of evaluating overheating with Dynamic 
Thermal Models (DTMs) during the design stage of new buildings, their application for assessing 
overheating in existing dwellings might be problematic (Lomas and Porritt, 2017). Despite the fact 
that there is no universally accepted definition of overheating, either for use in designing new 
buildings or for evaluating existing ones; overheating criteria have been consistently used over the 
past two decades to assess risks in both new and existing dwellings. The most widely adopted 
overheating criteria are outlined below. 
2.1.1 CIBSE Guide A - Static comfort criteria 
The concept of limiting the exceedance of a temperature threshold to a percentage of the 
yearly working, or occupied, hours was initially proposed in the early 1980s and was later adopted 
and further developed by the Chartered Institution of Building Services Engineers (CIBSE) in the Guide 
A: Environmental design (CIBSE, 2006). According to CIBSE (2015), Guide A is “the premier technical 
reference/source for designers and installers of building services, especially low energy and 
environmentally sustainable buildings” in the UK. 
In the earlier versions of Guide A (CIBSE, 2006), CIBSE adopted threshold summer peak 
temperatures and overheating criteria that for free-running dwellings were defined as follows: 1% of 
annual occupied hours over 26°C for bedrooms, and 1% of annual occupied hours over 28°C for living 
rooms. In addition, CIBSE defined a general summer indoor operative temperature threshold to 
maintain comfort in free-running dwellings as 23°C for bedrooms and 25°C for living rooms.  
However, because of an absence of occupancy pattern information, the occupied hours were usually 
defined based on assumptions, which led to uncertainty in the predicted outcomes. This uncertainty 
has been highlighted by a number of researchers who have questioned the validity of overheating 
assessments resulting from the application of such metrics (e.g. Lomas and Porritt, 2017; 
Mavrogianni et al., 2017; Morgan et al., 2017; Symonds et al., 2017). These researchers have pointed 
out that a variation in the occupied hours assumptions can easily alter the results by either over or 
under-estimating the amount of overheating. Furthermore, the CIBSE thresholds were intended to 
be used in combination with a DTM. In fact, for building simulation purposes, CIBSE compiled Test 
Reference Year (TRY) and Design Summer Year (DSY) simulation weather-datasets for 14 locations in 
the UK in order to consistently evaluate overheating hours according to a standard weather file over 
an entire year (CIBSE, 2006; CIBSE, 2015). 
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Whereas the CIBSE criteria can give an approximation of the expected annual overheating in a 
typical weather year, no information is gained in terms of the short-term extent and duration of 
overheating. Even if a dwelling has satisfied the prescribed yearly limits, it does not mean that during 
a sudden heatwave indoor temperatures will not reach elevated (or even unacceptable) levels with 
increased discomfort and heat-related risks. Consequently, it is important (particularly in light of 
climate change projections) that adequate attention is given to the overheating risks and the adverse 
effects on health that are associated with sudden hot spells. 
In the most recent version of Guide A (CIBSE, 2015), CIBSE dropped the static overheating 
criteria and incorporated an alternative approach, based on the adaptive thermal comfort model. 
The adaptive approach takes into consideration that occupants of buildings can make simple 
adjustments to keep themselves cool such that they are able to tolerate temperature changes and 
acclimatise to some extent. This approach follows the methodology and recommendations of 
European standard BS EN 15251 (BSI, 2007), and further recommendations are given in the CIBSE 
standard TM52 (CIBSE, 2013). Despite the use of the adaptive approach, as in the previous versions, 
the newer Guide A still mentions a decrease in thermal comfort and sleep quality as soon as indoor 
temperatures rise above 24°C. For this reason, Guide A suggests that keeping overnight indoor 
temperatures in bedrooms below 26°C is desirable (CIBSE, 2015). 
2.1.2 BS EN 15251 - Adaptive comfort criteria 
The standard European standard BS EN 15251 (BSI, 2007) specifies the indoor environmental 
input parameters for the design and assessment of energy performance of buildings and addresses 
indoor air quality, thermal environment, lighting and acoustics (BSI, 2007). 
Whilst the fixed threshold ascribed to the static criteria are relatively easy to use, they do not 
take into consideration the fact that perceptions of thermal comfort might vary over time and that 
occupants can make adjustments to their clothing, activity, and to some extent their thermal 
environment (CIBSE, 2015). To take these adjustments into consideration, in the context of free-
running (i.e. without mechanical cooling) dwellings the BS EN 15251 (BSI, 2007) adopted adaptive 
thermal comfort criteria. This adaptive standard assumes, that during the summer, occupants will 
adjust their behaviour and are capable of making themselves comfortable (e.g. by operating windows 
in free-running dwellings). Because the level of adaptation and expectation is strongly related to the 
outdoor climatic conditions, the adaptive thresholds used in the assessment are derived using the 
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exponentially weighted running mean of the daily outdoor temperature (Trm)(equation [2.1]), which 
can be estimated as follows: 
Trm =  (Text,d–1 + 0.8 Text,d–2 + 0.6 Text,d–3+ 0.5 Text,d–4 + 0.4 Text,d–5 + 0.3 Text,d–6 + 0.2 Text,d–7) / 3.8  [2.1] 
where:  
Trm exponentially weighted running mean of the daily external temperature for the current day (°C) 
Text,d–1 daily mean external temperature for the previous day (°C) 
Text,d–n daily mean external temperature for the nth previous day (°C) 
The BS EN 15251 defines the adaptive thresholds for four different categories that are 
described as follows: 
• Category I (CAT I): High level of expectation that is recommended for spaces occupied by very 
sensitive and fragile persons with special requirements like the very young, children, elderly, 
disabled and sick people;  
• Category II (CAT II): Normal level of expectation that should be used for new buildings and 
renovations; 
• Category III (CAT III): An acceptable, moderate level of expectation that may be used for existing 
buildings; 
• Category IV (CAT IV): Values outside the criteria for the above categories that should only be 
accepted for a limited part of the year. 
Thus, in its application, the upper and lower adaptive thresholds of the BS EN 15251 (Equation 
[2.2]) do not depend solely on the Trm , but also on the respective category. The adaptive comfort 
thresholds of the various categories can be seen to increase in direct proportion to increases in the 
exponentially weighted running mean of the daily outdoor temperature (Figure 2.1). 
Tlimit =  0.33 Trm + 18.8 ±  ∆TCAT (°C) [2.2] 
 where:  
T limit upper and lower limits of the category (°C) 
Trm the exponentially weighted running mean of the daily outdoor temperature (°C) 
∆TCAT temperature variation based on the category (2°C for CAT I; 3°C for CAT II; 4°C for CAT III) 
When the indoor operative temperature is above 25°C and ceiling fans are used, BS EN 15251 
(which underpins the CIBSE TM52 adaptive comfort approach) allows for an increase in the upper 
thermal comfort limit of 2 K , on the basis that, an air velocity of 0.6 m/s is achieved, (Figure 2.1). The 
use of fans has been demonstrated to be capable of increasing the thermal tolerance of occupants 
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of healthcare buildings during periods of hot weather, and it is very likely that the same effect would 
also be observed in residential settings (Lomas and Giridharan, 2012; Lomas and Porritt, 2017). 
 
Figure 2.1: Thermal comfort and overheating criteria (Lomas and Giridharan, 2012; Lomas and Porritt, 2017). 
Whereas the adaptive comfort equation (Equation [2.2]) has been derived from field studies 
that have been performed predominantly in free-running office buildings, it has been postulated that 
this approach is likely to be, to some extent, applicable to overheating assessment in residential 
buildings (Mavrogianni et al., 2015). It has been previously suggested that an adaptive approach 
might be more appropriate in free-running dwellings (than the use of static thresholds) because 
compared to non-domestic buildings, people have greater possibilities to modify their thermal 
environments (Lomas and Kane, 2013). However, it is argued that for this reason, the adoption of BS 
EN 15251 might lead to an overestimation of the heat-related discomfort (Mavrogianni et al., 2015). 
On the other hand, elderly and bedridden occupants might be unable to adjust their indoor 
environment, and in these cases, a static overheating approach might be more appropriate. In 
addition, it has been argued that adaptive thresholds have not been adequately evaluated when the 
outdoor running mean temperature exceeds 25°C (Porritt et al., 2012). As a consequence, the ability 
of adaptive metrics to reliably evaluate overheating risks in free-running dwellings during sudden hot 
spells remains uncertain. 
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2.1.3 CIBSE TM52 and TM59 
In 2013, CIBSE released the standard TM52: The limits of thermal comfort: avoiding overheating 
in European buildings (CIBSE, 2013). It is specified in this document that discomfort should be 
considered not as a function of the temperature, but rather as a deviation from the comfort 
temperature (Nicol and Humphreys, 2007). The overheating criteria are therefore defined in terms 
of the temperature difference, or deviation, (∆T in equation [2.3]) between the actual operative 
temperature in the room at any time (Top) and the limiting maximum acceptable temperature (Tmax):  
∆T =  Top −  Tmax (°C) 
 
[2.3] 
where:  
∆T Temperature difference (°C) 
Top operative indoor temperature (°C) 
Tmax maximum acceptable indoor comfort temperature (°C) 
The maximum acceptable temperature (Tmax in equation [2.4]) for dwellings in free-running 
mode is generally assumed as the upper adaptive limit of BS EN 15251 for category II (i.e. normal 
levels of expectation). Nevertheless, in cases where the dwelling is occupied by very sensitive and 
fragile individuals, a higher level of expectation might be considered (i.e. category I of BS EN 15251 
as described in section 2.1.2). 
Tmax =  0.33 Trm + 21.8 (°C) 
 
[2.4] 
where:  
Tmax maximum acceptable indoor comfort temperature (°C) 
Trm the exponentially weighted running mean of the daily outdoor temperature (°C) 
According to CIBSE, the application of TM52 provides a robust and balanced assessment of the 
overheating risk in buildings both in the UK and Europe (CIBSE, 2013). A room or building that fails to 
satisfy any two out of the three overheating criteria specified in TM52 is classed as being at risk of 
overheating. The three criteria are defined as follows: 
• Criterion 1 (hours of exceedance): the first criterion defines a 3% limit for the percentage of 
occupied hours that Tmax (equation [2.4]) is exceeded by 1 K or more during the warmer 
months (from 1 May to 30 September). 
• Criterion 2 (daily weighted exceedance): to account for the severity of overheating, the second 
criterion limits the daily weighted exceedance during the occupied hours (i.e. the sum of the 
occupied hours multiplied by the weighting factor over an entire day) to 6 K, where the 
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weighting factor of the reading is equal to 0 when ∆T ≤ 0, and is equal to ∆T (equation [2.3]) 
when ∆T > 0. 
• Criterion 3 (upper limit temperature): to set an absolute maximum value for the indoor 
operative temperature, the third criterion limits the value of ∆T (equation [2.3]) to a maximum 
of 4 K. This absolute threshold indicates the limit above which adaptive actions are unable to 
guarantee personal comfort. 
As with BS EN 15251, the TM52 overheating criteria are based on the actual occupied hours of 
the room, and different assumptions might lead to considerably different results in assessing the 
potential overheating risk (Vellei et al., 2016). For this reason, CIBSE introduced a new overheating 
design standard in 2017, TM59: Design methodology for the assessment of overheating risk in homes 
(CIBSE, 2017), which aims to standardise and unify some of the key assumptions used for assessing 
the risk of overheating with DTMs. To achieve this objective TM59 specifies standardised occupancy 
profiles with fixed occupied hours and internal gains depending on the type of room.  
2.1.4 ANSI/ASHRAE standard 55 
Standard 55: Thermal environmental conditions for human occupancy (ANSI/ASHRAE, 2013) of 
the American National Standards Institute (ANSI) and the American Society of Heating, Refrigerating 
and Air-Conditioning Engineers (ASHRAE) specifies the conditions for acceptable thermal 
environments and is intended for use in design, operation, and commissioning of buildings and other 
occupied spaces. 
Standard 55 adopts an adaptive approach that is similar to BS EN 15251. The adaptive threshold 
increases at a rate of 0.31 (0.33 in BS EN 15251) per °C increase in the mean daily outdoor air 
temperature. Whereas the use of the exponentially weighted running mean of the daily outdoor 
temperature (Trm) is permitted, using Standard 55, use of a simple unweighted mean outdoor air 
temperature over the previous 7–30 days is recommended. Furthermore, Standard 55 adopts a lower 
y-intercept of 17.8°C (compared to 18.8°C in the BS EN 15251) and specifies only one unique category 
for the upper and lower acceptability limits (Figure 2.1). 
2.1.5 SAP - Appendix P: Overheating calculation 
The Standard Assessment Procedure (SAP) is adopted in the UK to assess the environmental 
and energy performance of buildings in accordance with the UK Building Regulations. SAP Appendix 
P: Overheating calculation, represents a steady-state approach that is used by energy assessors, at 
the design stage, to evaluate the propensity of a proposed building to overheat. The method uses 
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the buildings physical characteristics and average outdoor monthly temperatures to calculate the 
mean monthly indoor temperatures over the summer months (June, July and August). The calculated 
monthly indoor temperatures (Tint) are then compared to different thresholds to identify the risk  of 
overheating for each month, as follows: 
• Not significant: Tint < 20.5°C 
• Slight: 20.5°C ≤ Tint < 22.0°C 
• Medium: 22.0°C ≤ Tint < 23.5°C 
• High: Tint ≥ 23.5°C 
Past research has shown, however, that the SAP Appendix P methodology severely 
underestimates the risk of overheating (Morgan et al., 2017), and as a consequence, it is incapable 
of identifying dwellings at risk. Furthermore, it has been found that it is very difficult in practice to 
fail the overheating calculation (ZCH, 2015c). This is not surprising because a steady-state model is 
being applied to a dynamic problem where it cannot capture the full complexity of the 
thermodynamic problem (Lomas and Porritt, 2017). 
2.1.6 Passive House Planning Package 
The Passive House Planning Package (PHPP, 2015) is a simplified steady-state building 
simulation tool that is primarily targeted at assisting architects and mechanical engineers in designing 
Passivhaus buildings (McLeod et al., 2012), and its overheating calculation is to some extent similar 
to SAP Appendix P. The main differences in relation to the SAP Appendix P approach are that the 
PHPP overheating assessment is interpolated  from a dynamic model of a single zone and the risks 
are assessed over the entire calendar year (based on daily temperature data from a historical test 
reference weather files)as well as the corresponding solar gains (McLeod et al., 2012; Morgan et al., 
2017). For Passivhaus certification purposes, it is necessary to demonstrate that the indoor 
temperature will not exceed the threshold temperature of 25°C for more than 10% of the year (Figure 
2.1). However, in order to maintain a higher quality thermal environment during summer, the PHPP 
recommends that the indoor temperatures do not exceed the threshold of 25°C for more than 5% of 
the year. More precisely, based on the frequency of exceedance of the threshold temperature, PHPP 
assesses overheating as follows: 
• Significant: > 15% 
• Poor: 10–15% 
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• Acceptable: 5–10% 
• Good: 2–5% 
• Excellent: 0-2% 
Despite being a more robust method than that used by SAP Appendix P (Mulville and 
Stravoravdis, 2016), the PHPP shares the same limitations as other steady-state approaches. Namely 
that it can struggle to accurately predict internal summer-time temperatures and hence accurately 
assess the overheating risk  (Lomas and Porritt, 2017). Furthermore, the calculation treats the 
building as a single thermal zone and therefore the risk in individual zones cannot be assessed 
(McLeod et al., 2012). 
 Overheating in terms of heat stress 
Heat stress is often associated with the term ‘overheating’, which in both deterministic and 
adaptive comfort standards (section 2.1) refers to indoor conditions that are hotter than the ‘comfort 
zone’ (i.e. the conditions necessary to maintain thermal comfort in buildings). Nevertheless, 
uncomfortably high temperatures do not necessarily induce heat stress or create conditions that are 
outside the zone of homeothermy (CIBSE, 2013; Holmes et al., 2016). Heat stress arises once that the 
body’s thermoregulation system starts to fail, which depends on the combined effects of four 
environmental factors (air temperature, humidity, air speed and radiant temperature) and two 
individual factors (metabolic rate and clothing) (CIBSE, 2013). According to Beshir and Ramsey (1988) 
the assessment of heat stress is performed by measuring one or more of these (environmental or 
individual) factors and then utilising the appropriate heat stress index to establish safe heat exposure 
limits, and regulatory rules. 
2.2.1 Thermal zones 
According to Holmes et al. (2016), the range of environmental conditions in which humans can 
maintain a steady body core temperature is called the zone of homeothermy (CC’ in Figure 2.2). The 
zone of homeothermy includes: a zone of thermoneutrality (BB’ in Figure 2.2), which is characterised 
by minimal heat production with a steady body core temperature; and a zone of thermal comfort 
(AA’ in Figure 2.2), where there is a minimal sensation of heat and cold, and a steady core 
temperature can be achieved without physiological or behavioural adaptation (Lacetera et al., 2003). 
At the lower critical temperature of this zone (B in Figure 2.2), the body increases its heat production 
by shivering and non-shivering thermogenesis. If the temperature decreases even further, it can lead 
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to hypothermy (DC in Figure 2.2) with a decrease in heat production and a drop in body core 
temperature (with potential for the cold-related death of the individual). Conversely, if temperatures 
breach the upper critical threshold (B’ in Figure 2.2), sweating intensifies, which is the primary 
mechanism of heat dissipation for people exposed to a hot environment (Hori, 1995). If the 
temperature increases further, maintaining homeothermy might not be possible. This leads to a state 
of hyperthermy (C’D’ in Figure 2.2), with a subsequent increase in the body core temperature and 
metabolic rate, which can trigger heat stroke (Lacetera et al., 2003). 
 
Figure 2.2: Hypothermy, homeothermy and hyperthermy (Holmes et al., 2016). 
2.2.2 Heat-related morbidity and mortality 
The World Health Organization (WHO) reviewed the evidence on air temperatures in homes 
and their effects on health and concluded that the range of temperatures within which there is a 
minimal risk to the health of sedentary people (e.g. elderly) lies between 18°C and 24°C (WHO, 1987). 
Whereas, this range of temperatures is based on the evidence from previous research studies and 
has been generally accepted as the temperature range within which health is optimally protected. 
Nevertheless, the same report (WHO, 1987) acknowledged that there was insufficient data at that 
time on the impact of the indoor climate on high-risk groups (i.e. elderly and very young). Therefore, 
the temperature range 18–24°C might not be reliable as an optimal range for human health for 
vulnerable groups (Ormandy and Ezratty, 2012). 
According to the Housing Health and Safety Rating System (HHSRS), when indoor temperatures 
exceed 25°C, there is an increased risk of heat-related strokes and mortality (ODPM, 2006b). HHSRS 
is a legally enforceable standard that is currently used by Local Authority Environmental Health 
Officers in the UK to determine minimum acceptable thermal requirements in dwellings. Under the 
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standard non-compliance with the indicated limits for prolonged periods, can lead to enforcement 
actions being undertaken by the local authority (ODPM, 2006a). 
In response to excess heat, the body attempts to maintain homeostasis by decreasing its core 
temperature. This is achieved by circulating large quantities of blood to the skin, which consequently 
places increased strain on the heart with the potential of triggering a cardiac event (Cui et al., 2005). 
High levels of heat stress can negatively impact some of the main bodily functions leading to: 
circulation issues, neurological impairment, respiratory distress, haemorrhagic complications, and 
renal and gastrointestinal dysfunction (Grogan and Hopkins, 2002). Whereas the human body seeks 
to preserve an average core body temperature of 37°C, the ability of the body to remove excess heat 
varies between individuals and depends on several factors, including: age, body mass index, heat 
adaptation, health conditions and individual conditioning. According to Holmes et al. (2016) when 
the body core temperature reaches 38°C it reduces the capacity for physical work and impairs mental 
activity, with an increased risk of accidents; at 39°C it can lead to heat exhaustion or heat stroke; at 
40°C the body core temperature is approaching life-threatening levels. It is obvious therefore that 
increasingly high indoor temperatures are associated with progressive risks to human health. 
Excess deaths due to heat can be principally attributed to: cardiovascular causes, stroke, 
coronary heart diseases, congestive heart failure and respiratory causes (Cui et al., 2005; Huang et 
al., 2010). To quantify and evaluate the epidemiological heat-mortality relationship that is observed 
throughout the summer, time series regression models are usually adopted (Kovats and Hajat, 2008). 
This approach allows the assessment of the short-term associations between observed health 
outcomes and heat exposure. According to Wong et al. (2013), the relationship between temperature 
and heat-related mortality takes the form of a ‘J’ shape (Figure 2.3), with a much steeper and linear 
relationship commencing once that ambient temperature exceeds 28-29°C.  
 
Figure 2.3: Temperature-mortality relationship (Wong et al., 2011; Wong et al., 2013). 
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The temperature-mortality relationship might have, however, different shapes (e.g. a ‘U’ or ‘V’ 
shape) depending on the location and the localised acclimatisation to warmer or colder temperatures 
(Gosling et al., 2009). The daily heat-related death toll is usually the lowest within an intermediate 
range of daily outdoor temperature (Rooney et al., 1998). According to Barreca (2012), full 
acclimatisation of the body’s perspiration system takes more than two weeks; with the ability to 
remove excess heat depending on several factors, including: heat adaption, health condition, 
individual physiology and age. 
A large-scale international study carried out by Gasparrini et al. (2018), analysed the impact of 
temperature on 74 million deaths that were recorded in 384 locations (including 10 in the UK) from 
13 countries worldwide across various periods between 1985 and 2012. According to the study, an 
average of 7.71% (8.78% in the UK) of deaths was attributable to low and high ambient temperatures. 
However, the majority of the observed deaths are attributable to excess cold (7.29% worldwide; 
8.48% in the UK), and only a small fraction was attributable to heat (0.42% worldwide; 0.30% in the 
UK). Interestingly, the shape of the exposure-response curve (Figure 2.4) in London (UK) is very similar 
to the one observed in Madrid (Spain). Nevertheless, there is a notable difference in the mean 
location-specific temperatures over the monitored period (10.4°C in London cf. 15.5°C in Madrid) and 
critical temperatures above which the Relative Risk (RR)  increases rapidly (22–23°C in London cf. 28–
29°C in Spain in Figure 2.4). Conversely, whilst in warmer countries such as Spain, people are 
accustomed to higher temperatures, there was a higher incidence of heat-related mortality in Spain 
(1.06%) compared with the UK (0.30%). Therefore, whilst with the projected rise in global 
temperatures (Stott et al., 2004) people in the UK might gradually acclimatise over the following 
decades (Gosling et al., 2009), the incidence of the heat-related deaths is anticipated to increase in 
the future (Barreca, 2012). 
 
Figure 2.4: Exposure–response associations in terms of Relative Risk (RR) in London (UK) and Madrid (Spain), 
with related temperature distributions; solid grey lines are minimum mortality external temperatures and 
dashed grey lines are the 2.5th and 97.5th percentiles (after Gasparrini et al., 2018). 
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A study performed in Hong Kong (Chan et al., 2012) showed that the death rate in an Urban 
Heat Island (UHI) is considerably higher than in non-UHI areas, and that windy conditions have a 
positive effect in reducing mortality rates by alleviating some of the negative effects of elevated air 
temperatures. Accordingly, the precise tipping point at which mortality begins to increase rapidly 
with heat varies from city to city, depending on the local climate (Wong et al., 2011). The fact that 
people living in different regions, cities, urban and rural areas are accustomed to different 
temperatures means that they respond to heat differently.  
An important factor that is often overlooked is the outdoor diurnal temperature variation (i.e. 
the difference between maximal and minimal outdoor temperatures within one day), which has been 
identified as a factor that increases environmental stress and is therefore a risk factor for death, 
independently of the corresponding  temperature level (Kan et al., 2007; Gosling et al., 2009). This 
means that rapid increases in the outdoor temperature that typically arise during sudden hot spells 
are associated with increased mortality rates, and are therefore an additional risk factor that should 
be considered independently of the maximum daily temperatures.  
Nevertheless, for the indoor environment, the lack of night-time relief is a known contributory 
factor to increased mortality (Sheridan and Kakstein, 2004) and to the reduced quality of sleep 
(Okamoto-Mizuno and Tsuzuki, 2010). Therefore, during hot weather, opening windows at night, 
using mechanical fans or air conditioners are important protective factors against heat-related 
mortality and the reduced quality of sleep due to heat (Khare et al., 2015). 
Beyond purely physical factors, Basu and Samet (2002b) point out that the increase in heat-
related mortality during hot spells is associated with several behavioural risk factors, including: living 
alone, being confined to bed (e.g. elderly or ill individuals) and not leaving home daily. Furthermore,  
living on the higher floor of multi-storey buildings has also been found to be associated with increased 
heat-related mortality (Basu and Samet, 2002). On the other hand, the main protective factors 
against heat stress during hot weather were identified as: access to air conditioning in the dwelling, 
having the dwelling surrounded by trees, being physically vigorously active (with a reduction of such 
activity over the hot spell) and drinking extra fluids (Basu and Samet, 2002). However, it has to be 
argued that for certain people or groups it is not practically possible to exercise control over some of 
the behavioural risk factors. Just as active cooling is not universally affordable (Anderson et al., 2013), 
most people living in cities cannot afford to live in detached houses surrounded by trees and often 
have little choice but to live in high-rise buildings. Elderly and ill people seem to be the most 
vulnerable from this perspective because they could be confined to bed, live alone and be unable to 
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leave home. As a result, they might be incapable of taking preventive actions needed to mitigate their 
exposure to heat. In addition, the elderly tend to suffer from physical impairment (e.g. arthritis and 
reduced mobility) and cognitive impairment which can inhibit effective decision-making (Lomas and 
Porritt, 2017). Considering these factors in conjunction with  age-related reductions in surface blood 
circulation, evaporative heat loss and reduced sweating rates, decreased ability to sense and adapt 
to dehydration, the effects of certain kinds of medications, having reduced respiratory and 
cardiovascular function, it is unremarkable that people over 60–65 years old are amongst the worst 
affected by extreme heat (Basu and Samet, 2002; Hajat et al., 2007; Kenny et al., 2010b).  
Whereas there is very limited data in the literature on the implications of indoor heat stress on 
occupant health in residential buildings, there is some evidence regarding the effects of elevated 
indoor thermal conditions on vulnerable occupants (i.e. elderly and ill people) (Holmes et al., 2016). 
A study by Kim et al. (2012) measured indoor thermal conditions along with body temperatures and 
health outcomes of elderly people in low-income free-running dwellings in Seul (South Korea) during 
heatwaves. It was observed that their vital signs responded with pronounced sensitivity to increases 
of the indoor temperature above 30°C, which led to an increase of the core body temperature and a 
decrease in blood pressure. Furthermore, in the Netherlands, indoor temperatures above 30°C  have 
also been linked with respiratory and cardiovascular morbidity and mortality (Kunst et al., 1993). An 
observational study from a free-running hospital in France during the 2003 heatwave (Stéphan et al., 
2005), showed that if indoor temperatures are sustained for a prolonged period above 30°C, it can 
lead to the hyperthermia in critically ill patients, and to a lesser extent in patients and health-care 
workers. Moreover, another study that was conducted on excess mortality in nursing homes in 
Germany during the 2003 heatwave (Klenk et al., 2010), indicates that when indoor temperatures 
rise above 30°C there is a rapid increase in the mortality risk for the elderly. Klenk et al. (2010) 
estimated an increase of the mortality risk of 18% with indoor temperatures of 30–32°C, 26% with 
indoor temperatures of 32–34°C and 62% with indoor temperatures above 34°C. Therefore, high 
indoor temperatures represent a significant heat-related risk especially for vulnerable occupants and 
such risks are particularly severe during heatwaves. 
2.2.3 Heat indices 
According to a study that was carried out by Holmes et al. (2016), from all of the empirical 
(Table 2.1) and analytical (Table 2.2) heat indices that are available in the literature, only nine of them 
address all six thermoregulation variables (i.e. air temperature, humidity, air speed, radiant 
temperature, metabolic rate and clothing) and provide a heat stress threshold. Of all the available 
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heat stress indices (Table 2.1 and Table 2.2), only three of them have an ISO standard for indoor use 
in buildings: Wet-Bulb Globe Temperature (WBGT, BS EN ISO 7243:2017 (BSI, 2017)), Predicted Heat 
Strain (PHS, BS EN ISO 7993:2004 (BSI, 2004)) and Predicted Mean Vote (PMV, BS EN ISO 7730:2005 
(BSI, 2005)); and only two of them can be generated as outputs by Dynamic Thermal Models (DTMs), 
namely: Operative Temperature (OT) and PMV.  
Table 2.1: Summary of empirical heat indices, after Holmes et al. (2016) 
Empirical heat indices 
Thermoregulation variables Details 
Critical comments 
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Apparent Temperature (AT) ✓ ✓  ⚪       
More indicative of outdoor conditions 
because it includes wind speed 
Corrected Effective Temperature 
(CET) 
✓ ✓ ✓ ✓  ✓     
Does not account for metabolic rate 
Discomfort Index (DI) ✓ ✓     ✓  ✓  
Does not account for radiant temperature 
and air velocity 
Effective Temperature (ET) ✓ ✓  ⚪       Overestimates the effect of humidity 
Equivalent Temperature (EqT) ✓  ✓ ✓       
Does not account for humidity, clothing 
and metabolic rate 
Equivalent Warmth Index (EqW) ✓ ✓ ✓         
Does not account for air velocity, clothing 
and metabolic rate 
Equatorial Comfort Index (ECI) ✓ ✓   ✓ ⚪ ⚪     Specific to warm-humid climates 
Heart Rate Prediction (HR)  ✓   ✓  ✓    
HR depends on the activity level of the 
individual; metabolism and humidity only 
Heat Index (HI) ✓ ✓     ✓  ✓  
Does not account for radiant temperature, 
air velocity, clothing and metabolic rate 
Operative Temperature (OT) ✓  ✓ ✓  ✓   ✓ ✓ 
Not suitable above 27°C because it does 
not consider evaporative dissipation 
Oxford Index ✓ ✓  ✓   ✓    
Does not account for radiant temperature, 
clothing and metabolic rate 
Resultant Temperature (RT) ✓ ✓  ✓ ⚪  ✓    
Does not account for radiant temperature 
and clothing 
Tropical Summer Index (TSI) ✓ ✓ ✓ ✓ ⚪ ⚪     Specific to India; similar to WBGT 
Wet Bulb Globe Temperature 
(WBGT) 
✓ ✓ ✓1 ✓ ✓ ⚪ ✓ ✓ ✓  
Most widely used index; focused on the 
assessment of the working environment 
Wet Globe Temperature (WGT)  ✓ ✓ ✓   ✓  ✓  
The black globe needs to be covered with 
a damp cloth for the measurements 
Notes: ✓ = variable/detail included; ⚪ = constant; ✓1 = indoor surface temperature used instead of the mean radiant temperature. 
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The OT combines the Dry-Bulb air Temperature (DBT) and the Mean Radiant Temperature 
(MRT) into a single value to express their joint effect (CIBSE, 2015). OT represents a weighted average 
of the DBT and MRT, with the weights depending on the heat transfer coefficients by convection and 
radiation at the clothed surface of the occupant. At low air velocities, the OT can be assumed to be 
the arithmetic mean of the DBT and MRT (Kazkaz and Pavelek, 2013; CIBSE, 2015).  
Table 2.2: Summary of analytical heat indices, after Holmes et al. (2016) 
Analytical heat indices 
Thermoregulation variables Details 
Critical comments 
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Heat Stress Index (HSI) ✓ ✓ ✓ ✓ ✓  ✓    
Related to strain in terms of body 
sweating; does not account for clothing 
Index of Thermal Sensation (TS) ✓ ✓ ✓ ✓ ✓ ✓     Based on thermal comfort (and PMV scale) 
Index of Thermal Stress (ITS) ✓ ✓ ✓ ✓ ✓ ✓ ✓    
Improves HSI by considering the effects of 
clothing  
New Effective Temperature     
(ET*) 
✓ ✓ ✓ ✓ ✓ ✓ ✓    
Requires assumptions for skin wettedness 
and clothing permeation efficiency 
Predicted 4-hour Sweat Rate 
(P4SR) 
✓ ✓ ✓ ✓ ✓ ✓ ✓    
For fit and acclimatised young men during 
naval engagement; exposure over 4 h 
Predicted Heat Strain (PHS) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓   
Body heat balance and required sweat 
rate for maintaining core body temp. 
Predicted Mean Vote (PMV) ✓ ✓ ✓ ✓ ✓ ✓  ✓  ✓ Based on thermal comfort only 
Relative Strain Index (RSI) ✓ ✓ ✓ ✓ ✓ ✓ ✓    Based on thermal comfort only 
Required Sweat Rate (SWreq) ✓ ✓ ✓ ✓ ✓ ✓ ✓    
Evaluates the heat exposure over an 8-
hour shift in terms of maximum sweating 
Standard Effective Temperature 
(SET) 
✓ ✓ ✓ ✓ ✓ ✓ ✓    
Assumes standard indoor conditions 
Subjective Temperature (ST) ✓ ✓ ✓ ✓ ✓ ✓     Based on thermal comfort only 
Thermal Acceptance Ratio (TAR) ✓ ✓ ✓ ⚪ ✓      Does not account for clothing 
Thermal Strain Index (TSI) ✓ ✓  ⚪ ⚪ ⚪     Does not account for radiant temperature 
Universal Thermal Climate Index 
(UTCI) 
✓ ✓ ✓ ✓ ✓ ✓ ✓    
Intended for outdoor use only 
Notes: ✓ = variable/detail included; ⚪ = constant. 
Nevertheless, recent studies by Kalmàr (2016) and McLeod and Swainson (2017) have shown 
that the OT varies significantly depending on the solar radiation entering the room in a given time-
step and is thus strongly affected by the rooms aspect and the orientation of windows, time-of-day 
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and distance of the sensor from the window, as well as the specific sensor shielding strategy 
implemented. In addition, because the OT does not consider evaporative heat dissipation, the index 
is thought to be unsuitable (as a metric for heat stress) when indoor temperatures rise above 27°C 
(Auliciems and Szokolay, 2007). Therefore, whilst OT is often adopted in overheating criteria used to 
evaluate thermal comfort in buildings (section 2.1), its applicability to the evaluation of heat stress in 
hot spaces is questionable. 
Of the analytical heat indices (Table 2.2), Fanger’s PMV model (adopted by BS EN ISO 
7730:2005) is a widely used example of a steady-state heat balance model, which is based on heat-
balance equations and empirical studies (BSI, 2005). The PMV combines the influence of DBT, MRT, 
air movement and humidity with that of clothing and activity level into a single value on a thermal 
sensation scale. Whereas the PMV index can be calculated by DTMs and forms the basis for most 
national and international standards (Humphreys and Fergus, 2002), its use is limited to thermal 
comfort applications and is therefore inadequate for evaluating heat stress in buildings. 
The Predicted Heat Strain (PHS) metric was first introduced in the late 1990s and was later 
adopted by the ISO 7993:2004 (BSI, 2004). PHS represents an evolution of the required sweat rate 
metric (SWreq in Table 2.2) for a given space (or location), which analytically calculates the body’s heat 
balance in relation to environmental variables. The PHS estimates the sweat rate and rectal 
temperature for an average subject and calculates the duration limit of exposure to protect 50% and 
95% of the population of workers (Malchaire, 2006). The calculation is performed at one-minute 
intervals by taking into account the sweat loss (i.e. dehydration) process, in order to recommend an 
exposure time limit that is necessary to maintain a predefined body core temperature limit (e.g. 
38°C). Because PHS was developed for the evaluation of health and safety in working conditions 
(Malchaire, 2006), its use to evaluate heat exposure in residential settings is questionable and would 
require further research. 
Of the five empirical heat stress indices (Table 2.1) that require dedicated measuring devices, 
only the Wet-Bulb Globe Temperature (WBGT) considers all six thermoregulation variables (Holmes 
et al., 2016). The WBGT has its own ISO standard 7243:2017 (BSI, 2017) and is the most widely 
adopted heat index in the world (Parsons, 2011). The WBGT was developed in the 1950s by the US 
Navy, who found it effective in controlling serious outbreaks of heat illness in training camps. The 
WBGT represents an easy method of providing a rapid assessment of heat exposure and considers 
the compounding effects of humidity, metabolic rate and clothing. Whereas the metabolic rate and 
clothing levels are estimated (depending on the activity performed and the type of clothes worn), 
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the WBGT (Equation [2.5]) when used in outdoor and indoor environments with a solar load, requires 
the wet-bulb (Twb), black globe (Tbg) and dry-bulb air (Ta) temperatures for its calculation. 
WBGT =  0.7 Twb + 0.2 Tbg + 0.1 Ta 
 
[2.5] 
where:  
Twb Wet-Bulb temperature (°C) 
Tbg Black globe temperature (°C) 
Ta Dry-bulb air temperature (°C) 
In spite of the potential of the WBGT to accurately represent heat stress in buildings, it has 
several limitations: firstly, the WBGT is meant only for individuals that are in good health and are 
physically fit for the activity being considered; secondly, it is used to evaluate the total heat exposure 
over a working day and therefore it is not meant to be used in dwellings; and lastly the WBGT does 
not apply to very short term exposure to heat (BSI, 2017). Thereby, the effective use and 
implementation of the WBGT in the residential sector would require further research in order to 
define appropriate heat stress thresholds considering different types of occupants, including: healthy 
individuals, unhealthy individuals and the elderly. 
2.2.4 Effects of humidity on heat-stress and mortality 
Because the human body predominantly thermoregulates itself via perspiration when the 
environmental temperature is high (Lee et al., 2016), most heat indices (section 2.2.3) tend to include 
humidity in their calculation (WMO and WHO, 2015; Holmes et al., 2016). According to CIBSE Guide A 
(CIBSE, 2015), however, humidity has little effect on feelings of warmth unless the skin is damp with 
sweat. For sedentary, lightly clothed people, skin moisture may become apparent as the Operative 
Temperature (OT) rises above 26–28°C. Thus, for most practical purposes, the influence of humidity 
on perceptions of warmth in moderate thermal environments may be ignored (McIntyre, 1980) with 
relative humidity in the range of 40–70% generally considered to be acceptable (Nevins et al., 1966).  
Barreca (2012) estimated the effects of humidity and temperature on mortality rates in the USA 
over a 30-year period (c. 1973–2002) and found that the air temperature had the highest effect on 
mortality rates, especially when temperatures exceed 32°C. High humidity levels had only a modest 
(but still positive) influence on mortality rates. Nevertheless, Barreca (2012) observed a positive 
correlation between temperature and specific humidity with increasing humidity levels being more 
dangerous at high-temperature levels. Interestingly, in the definition of mortality relationships, whilst 
models that accounted for both temperature and humidity were found to be more accurate at the 
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higher range of temperatures, models that accounted only for air temperature have been shown to 
produce comparable outcomes.  
A research conducted by Kunst et al. (1993) studied the association between daily mortality 
and daily temperatures in the Netherlands in the period 1979–1987 and examined also the modifying 
effect of humidity. The researchers had an unexpected finding and observed that the humidity 
diminished, instead of enhanced, the effects of hot weather. While enhanced effects were expected 
due to the high humidity reducing the evaporation of sweat, Kunst et al. (1993) concluded that the 
role of sweating has probably been exaggerated in several heat indices, and the effects of humidity 
in a temperate climate are limited. 
The extent to which humidity affects heat stress and mortality in dwellings appears to be 
intrinsically related to the local climate. According to Armstrong et al. (2010), in a temperate climate 
(e.g. in the UK) there is little evidence that humidity is associated with mortality. On the other hand, 
this might not be the case in humid sub-tropical climates where the indoor specific humidity is often 
found to be above the ASHRAE maximum acceptable humidity value for thermal comfort of 12 g/kg 
(Zhang and Yoshino, 2010; ANSI/ASHRAE, 2013), the exceedance of which has been positively 
correlated with increased mortality rates (Barreca, 2012).  
2.2.5 Heat-Health Warning Systems (HHWSs) and Heatwave Plan for England 
A ‘heatwave’ is usually defined as an extended period of hot weather with temperatures that 
exceed the typical climatic pattern for a specific area and period (Patidar et al., 2012). Such unusually 
high temperatures are associated with heat stress (section 2.2.2), which might have adverse 
consequences for the affected population (Robinson, 2001).  
In response to this emerging global health risk, national Heat-Health Warning Systems (HHWSs) 
(WMO and WHO, 2015) have been adopted in numerous countries worldwide (WHO, 2009)  and 
establish a collaboration between meteorological services, civil protection and public health 
authorities in order to inform and protect their residents from the impending risks of hot weather on 
health (Hajat et al., 2010). At the beginning of this century, HHWSs were relatively uncommon in 
Europe, with only one HHWSs being operational in Portugal (WHO, 2009). However, following the 
2003 heatwave, which caused over 2000 heat-related deaths in the UK and more than 30,000 across 
Europe (De Bono et al., 2004), HHWSs were adopted in 16 European countries (including the UK). 
According to the World Meteorological Organization (WMO) and World Health Organization 
(WHO), the overall aim of an HHWS is to “alert decision-makers and the general public to impending 
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dangerous hot weather and to serve as a trigger point for the implementation of advice on how to 
avoid negative health outcomes associated with hot weather extremes” (WMO and WHO, 2015). 
These plans are meant, therefore, to make the emergency responses more efficient and coordinated 
in order to reduce heat-related morbidity and mortality (Hajat et al., 2010). 
In the UK the HHWS is called ‘The Heatwave Plan for England’, which was designed by Public 
Health England (PHE) with the support of the National Health Service (NHS) and the UK Met Office, 
and has been published annually since 2004 (PHE, 2018a). According to PHE, the purpose of the 
heatwave plan is “to reduce summer deaths and illness by raising public awareness and triggering 
actions in the NHS, public health, social care and other community and voluntary organisations to 
support people who have health, housing or economic circumstances that increase their vulnerability 
to heat”. 
The heatwave plan operates over the summer period (from 1 June to 15 September) and is 
composed of five levels: Level 0 (long-term planning; in operation the whole year); Level 1 (Heatwave 
and summer preparedness programme; in operation from 1 June to 15 September); Level 2 
(Heatwave forecast – Alert and readiness; triggered when there is a 60% risk of a heatwave in the 
next 2 to 3 days); Level 3 (Heatwave action; triggered when a specified temperature threshold is 
reached in one or more Met Office National Severe Weather Warning Service regions); Level 4 (Major 
incident – Emergency response; the central government will declare a Level 4 alert in the event of a 
severe or prolonged heatwave affecting sectors other than public health). The heatwave plan defines 
two temperature thresholds for every region: a daytime maximum temperature (28–32°C) and a 
night-time maximum temperature (15–18°C). Based on the regional alert level, a series of actions are 
triggered by different organisations and professionals as well as the general public, which are detailed 
in the heatwave plan (PHE, 2018a). 
In collaboration with other agencies, PHE also carries out real-time monitoring and surveillance 
with the purpose of tracking and collating information on heat-related morbidity and mortality (PHE, 
2018a). Nevertheless, the current real-time monitoring systems mentioned in the PHE heatwave plan 
cannot directly help to reduce or avert heat-related mortality other than by making the public 
cognizant of the risks. 
 WMO and WHO acknowledged that current HHWSs do not explicitly account for indoor 
conditions and use warning criteria that are solely based on outdoor meteorological observations 
(WMO and WHO, 2015). Nevertheless, most of the vulnerable sectors of the population spend the 
majority of their time indoors (WHO, 2009) where they may be exposed to a greater or lesser degree 
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of heat intensity than in the outdoor environment. Therefore, using HHWSs based solely on regional 
weather observations and forecasts, it is not possible to identify precisely where, when, or to what 
extent an individual building (and its occupants) will be affected. 
2.2.6 Preventative actions to heat-health risks and emergency response times in the UK 
Summer 2018 in the UK was characterised by multiple heatwaves between late June and early 
August with higher (maximum and mean) temperatures than during the summer of 2003 (Met Office, 
2018d). According to PHE, despite the higher summer temperatures, the estimated number of excess 
deaths was lower than that which occurred during the summer of 2003 (863 in 2018 cf. 2,234 in 
2003). According to the NHS, however, 2018 saw an increased demand from the public for advice on 
the signs of heat exhaustion and preventative actions to avoid heatstroke. It is possible therefore 
that improved acclimatisation (Gosling et al., 2009), combined with  increased public awareness of 
the heat-related risks and preventative actions might be possible reasons for the lower mortality 
rates observed during recent heatwaves. 
A similar situation was also observed in France during the record-breaking summer of 2019 
during which heatwaves  caused approximately 1,500 excess deaths (Euronews, 2019) compared to 
the nearly 15,000 which occurred during the 2003 heatwave (De Bono et al., 2004). According to the 
French health minister, Agnès Buzyn, this ten-fold decrease in excess deaths can be largely attributed 
to preventative measures (BBC, 2019). The measures adopted during the 2019 heatwave in France 
consisted mainly of: advanced regional warnings (i.e. via the HHWS); closure of several schools and 
public events to minimise public exposure to heat; opening of large parks and swimming pools to 
help people stay cool; and organised emergency phones lines to set up temporary ‘cool rooms’ in 
municipal buildings (BBC, 2019). It is obvious therefore that providing advanced warnings of the 
impending heat, raising public awareness of the heat-related risks and adopting preventive measures 
are key factors in reducing mortality rates during such extreme events.  
Data from the Real-time Syndromic Surveillance gathered by the PHE indicated that during 
summer 2018 people in the UK contacted their general medical practitioner almost exclusively in 
relation to heat/sun stroke on the hottest days and that the majority of the consultations concerned  
elderly patients (> 75 years old) (PHE, 2019b). According to the NHS, the symptoms of heat 
exhaustion are the same in adults and children: headache, cramps in the arms/legs/stomach, rapid 
breathing, rapid pulse, dizziness and confusion, nausea, excessive sweating and pale skin, being very 
thirsty and body core temperature exceeding 38°C (NHS, 2018b). In cases where individuals display 
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some of these symptoms, the NHS suggests moving the affected persons to a cool place, getting them 
to drink plenty of water, asking them to lie down and raise their feet, and cooling their skin with cool 
water and the use of fans. However, contacting the emergency services is recommended when: the 
symptoms are severe; the person is unresponsive or has a seizure; where the core temperature 
reaches 40°C; or if the affected person is not improving after 30 minutes (NHS, 2018b). 
In the UK the target response time for a life-threatening emergency call used to be within 8 
minutes (for 75% of the calls), however according to the most recent ambulance quality indicators 
(NHS, 2018a), ambulances were often too slow to reach the calls within the specified target response 
times. For this reason, in 2017, the NHS decided to expand the emergency call categories and 
overhaul the target response times. Emergency calls are now divided into 4 categories with different 
target ambulance response times depending on the category of the call: Category 1 - Calls from 
people with life-threatening illnesses or injuries (7 minutes mean response time; 15 minutes for 90% 
of the calls); Category 2 - Emergency calls (18 minutes mean response time; 40 minutes for 90% of 
the calls); Category 3 - Urgent calls (120 minutes for 90% of the calls); Category 4 - Less urgent calls 
(180 minutes for 90% of the calls) (NHS, 2017).  
During the 2018 heatwave, however, the NHS experienced an unprecedented summer crisis 
with ambulances queueing outside hospitals due to a sudden surge in the number of patients that 
were admitted for emergency care because of a heatstroke, exhaustion or respiratory problems 
(Campbell, 2018).  
The development and deployment of a real-time dwelling-based monitoring and warning 
device capable of accurately predicting indoor temperatures, and associated heat-related risks, a few 
hours ahead would enable the timely dispatch of emergency services for vulnerable occupants 
whenever indoor temperatures reached dangerous heat levels. If widely implemented such a system 
could serve to coordinate a public health response on a regional scale thereby allowing resources to 
be deployed efficiently whilst circumventing potential pinch-points in the wider system (e.g. 
limitations on ambulance and hospital bed capacity) before they occur.   
2.2.7 Indoor temperature thresholds 
Historically, the majority of  large-scale overheating monitoring studies (e.g. Beizaee et al., 
2013; Lomas and Kane, 2013a; Gupta et al., 2016; Mavrogianni et al., 2017; Symonds et al., 2017) 
have used small low-cost temperature loggers to record indoor temperatures, instead of recording 
the Operative Temperature (OT) as required by the various overheating criteria. It is acknowledged 
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in some of these studies that the sensors deployed are actually recording an unspecified mix of air 
and radiant temperatures (Lomas and Porritt, 2017). Thus, it is very likely that there are some 
significant differences between the hybrid temperatures measured with low-cost temperature 
loggers and the actual OTs, which may cast the findings of some of the earlier large-scale overheating 
studies into doubt. For these reasons, and because of the variability in the OT depending on the 
sensor’s distance from the windows (section 2.2.3), particularly in spaces that are significantly 
exposed to solar radiation, comparisons between generic logged air temperature measurements and 
overheating criteria based on the OT should be interpreted  with caution.  
An issue that is common to the application of most commonly used overheating criteria (section 
2.1) is that the indoor environment is assumed to be perceived by all groups of people in the same 
way, independently of their medical or physical condition and age etc. (Anderson et al., 2013). In 
addition, thermal comfort criteria are widely used as a proxy metric for overheating risk assessments 
with temperatures thresholds that are well below the heat stress levels corresponding to heat-
related morbidity and mortality (section 2.2.2). Some studies (Stéphan et al., 2005; Klenk et al., 2010; 
Kim et al., 2012) on elderly and critically ill patients have indicated that life-threatening thresholds 
might be close to 30°C. On the other hand, it is acknowledged that younger and healthier individuals 
are much more resilient to heat stress with life-threatening conditions occurring at correspondingly 
higher temperatures (Kenny et al., 2010b).  
At the same time, elevated indoor temperatures can have adverse effects on sleep. According 
to CIBSE (2015), the quality of sleep starts dropping when indoor temperatures exceed 24°C. The 
elderly are particularly affected by sleep disturbances, with increasing wakefulness once the 
temperatures exceed 28°C. In a study by Kim et al. (2012), more than half of the elderly subjects 
suffered sleep disorders, sleeping only one-third of their normal sleeping hours, when the average 
indoor temperature was 31.5°C. Elevated night-time temperatures are associated with sleep 
disturbances and deprivation of sleep, with a subsequent decrease in productivity, poor health and 
increased predisposition of individuals to heat stress (Kim et al., 2012). 
 Most epidemiologic studies available in the literature investigating the relationship between 
heat and health  have been based on outdoor temperatures, with little focus on the relationship with 
the indoor thermal conditions (Kunst et al., 1993; Basu and Samet, 2002). According to Anderson et 
al. (2013), the current data is sparse, inconclusive and insufficient for the definition of evidence-based 
indoor heat thresholds. In fact, the World Health Organisation (WHO, 2009) pointed out that 
currently there is insufficient evidence to determine how indoor temperatures and the quality of a 
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building affect heat-related morbidity and mortality. Consequently there is a clear need for further 
studies in residential free-running buildings in order to define appropriate indoor health thresholds 
for different age groups. These should distinguish between different levels of risk, ranging from: life-
threatening, short-term and long-term health effects to sleep disturbance. 
Past studies have shown that heat-related mortality starts once the outdoor temperatures 
exceed a regional minimum temperature (Basu and Samet, 2002). Whereas outdoor temperature 
thresholds are linked to morbidity and mortality, the indoor overheating criteria thresholds are 
currently based on thermal comfort rendering the two approaches incomparable (Anderson et al., 
2013). However, a study by Basu and Samet (2002b) shows that there is also a positive correlation 
between the core body temperature and indoor temperatures, which points to the potential of 
developing indoor health indexes based on indoor temperatures (with the possible inclusion of 
additional environmental parameters). In addition, it has been established that healthy individuals 
situated indoors are 3.8 times (in unventilated environments) and 1.7 times (in ventilated 
environments) more likely to experience adverse conditions than healthy individuals located 
outdoors at the same time (Chan et al., 2001). It is therefore essential that further research is carried 
out to establish accurate relationships between indoor temperatures and heat-related morbidity and 
mortality. Nevertheless, the validity of any indoor heat-health index would be affected significantly 
by several modifying factors (e.g. type of dwelling, solar gains, indoor heat gains, adaptive behaviour, 
high-risk groups etc.), which would also make the adoption of an indoor temperature threshold at a 
national (or regional) level problematic. For these reasons, as pointed out by Anderson et al. (2013), 
the development of local, dwelling-based thresholds, should be a priority. Whilst accounting for the 
need to incorporate modifying factors points ultimately to the need to develop real-time occupant-
specific heat exposure thresholds. 
2.2.8 An indoor Heat-Health Warning System (iHHWS) 
The development of dwelling-based indoor thresholds is the logical first stage in the 
development of a decision science model that would ultimately associate heat-related risks with 
indoor thermal conditions. Predictive models could play an important role in this process by serving 
as part of a real-time warning device. According to Basu and Samet (2002b), there is a need for 
sophisticated and reliable forecasting models that can predict those who are at increased heat-
related risk. The development and deployment of a dwelling-based (or room-based) indoor Heat-
Health Warning System (iHHWS) could provide the necessary prediction of high indoor temperatures 
and offer early detection of impending heat-related risks. This approach would allow public health 
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agencies and the emergency services adequate time to mitigate adverse conditions in a resource 
efficient manner, which could potentially alleviate or avoid heat-related morbidity and mortality 
occurring during hot weather (and heatwaves). 
 Modelling techniques 
Thermal models can be broadly divided into two separate categories: steady-state and dynamic 
models. Steady-state models are stationary, and they do not offer any dynamical description. This is 
the case when data is averaged over a longer time period. On the other hand, dynamic models are 
by definition non-stationary (e.g. time-varying), where dynamic proprieties are described. Such 
models can be further separated into linear and non-linear approaches, depending on the 
corresponding relationship between the input data and output of the model (Amara et al., 2015). 
Depending on the modelling techniques and availability of the data, thermal models can be 
grouped into two categories: forward and inverse. While forward (or law-driven) models rely on prior 
knowledge of building characteristics to calculate the dependent variables, with inverse models the 
measured data is used to define (or calibrate) some of the building characteristics or parameters 
(Dimitriou, 2016). Forward models are usually adopted in the design of new buildings since there is 
no measured data available, whilst the (design) geometric and thermal building characteristics are 
generally well known (Foucquier et al., 2013). On the other hand, inverse models are best suited for 
existing buildings, when some parameters are unknown and need to be estimated from measured 
data (Dimitriou, 2016). Inverse modelling approaches are often referred to as data-driven models 
(Coakley et al., 2014). The parameters in data-driven models are carefully selected and modified 
through comparisons with the model outputs and historical data, which is also known as the learning 
(or training/calibration) process of the model. Once trained, data-driven models can then be used for 
the prediction of the desired output (or response) variable (Coakley et al., 2014; Wei et al., 2018). 
2.3.1 White-box, grey-box and black-box modelling 
Depending on the extent to which a thermal model relies on prior knowledge of the building 
characteristics or conversely the data recorded inside, or in proximity to, the building (Figure 2.5 and 
Table 2.3), the modelling method can be divided into three main categories: white-box, grey-box or 
black-box models (Kramer et al., 2012; Foucquier et al., 2013; Amara et al., 2015; Wei et al., 2018).  
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Figure 2.5: White-box, grey-box and black-box models classification (Madsen et al., 2017). 
Table 2.3: Comparison of white, black and grey box modelling techniques after (after Foucquier et al., 2013). 
Methods Building geometry Training data Physical interpretation 
Physical or ‘white-box’ 
method 
A detailed description of the 
building geometry is required 
No training data are required Results can be interpreted in 
physical terms 
Statistical or ‘black-box’ 
method 
A detailed description of the 
building geometry is not 
required 
A large amount of training data collected 
over an exhaustive period of time is 
required 
There are several difficulties 
to interpret results in physical 
terms 
Hybrid or ‘grey-box’  
method 
A rough description of the 
building geometry is enough 
A small amount of training data collected 
over a short period of time is required 
Results can be interpreted in 
physical terms 
White-box models are also known as physical models (Foucquier et al., 2013; Amara et al., 
2015). As stated by Amara et al. (2015), if there is enough knowledge of the building characteristics 
to describe the heat flux, heat storage, heat transmission and associated parameters of physical 
significance, then these can be described by fundamental physical principles. Therefore, if there is 
sufficient prior knowledge of the building, in theory there is no need for observed data (Amara et al., 
2015). Dynamic Thermal Models (DTMs) and other computer simulation software are usually 
classified as white-box models and are well suited for use during the design stage of a building when 
the thermal proprieties can be adequately estimated (Dimitriou, 2016). Nevertheless, these models 
are rarely calibrated on the actual performance of the buildings, and therefore a number of  input 
parameters have to be assumed (Coakley et al., 2014). This procedure might, however be, a 
significant source of uncertainties and errors (Foucquier et al., 2013; Amara et al., 2015) a situation 
which is commonly referred to as the ‘performance gap’ (De Wilde, 2014).  
 Black-box models are often referred to as statistical models (Amara et al., 2015; Dimitriou, 
2016) or machine learning tools (Foucquier et al., 2013). These models are also known as empirical 
models because the parameters do not have an implicit relationship with fundamental physical 
principles and are therefore independent of the building system phenomena (Amara et al., 2015). 
Their structure is purely based on the relationship between the input and output variables, with input 
parameters that are usually adjusted automatically (Foucquier et al., 2013; Amara et al., 2015). 
Therefore, black-box models do not require prior knowledge of the building characteristics, and they 
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have the advantage of very short development times (Coakley et al., 2014). Thus, they are particularly 
indicated when very little is known about the building’s characteristics (Dimitriou, 2016) and can be 
used for the prediction of energy consumption, indoor temperature and cooling/heating demand 
(Foucquier et al., 2013). The main disadvantage of black-box models is that sometimes they can 
require a considerable amount of data to train the model (Foucquier et al., 2013). However, despite 
the increase in computational power over the years, simplified models still offer a number of 
significant  benefits over more complex models: they are straightforward and user-friendly, and they 
offer a faster calculation time (Kramer et al., 2012). 
To overcome the limitations of both white-box and black-box models, is it possible to combine 
the strengths of both approaches (Amara et al., 2015). In this way, the model retains part of the 
physical meaning, with the added benefit of including some building characteristics that can be 
derived with the use of machine learning and optimisation techniques. These hybrid methods that 
combine prior physical knowledge of the building and information embedded in the monitored data 
are called grey-box models and are often used for the identification of building parameters and to 
define different strategies for the improvement of energy efficiency (Bacher and Madsen, 2011; 
Foucquier et al., 2013; Amara et al., 2015). Grey-box models can be also used to forecasts future 
thermal conditions and for  Model Predictive Control (MPC) applications (e.g. Ferracuti et al., 2017). 
As with black-box models, any change that is made to the building fabric, schedules or operation of 
the building, requires a retraining of the model (Coakley et al., 2014). However, the development of 
grey-box models requires a high level of expertise in statistics and building physics and significant 
effort to calibrate the models (Coakley et al., 2014; Amara et al., 2015). In addition, uncertain inputs 
and complex interactions between building elements and stochastic occupant behaviours in the grey-
box approaches might lead to computational inefficiencies and low processing speeds (Wei et al., 
2018). Considering all these factors and the high effort that is required to calibrate grey-box models 
(Amara et al., 2015), they might not be the most appropriate modelling technique when very limited 
information is available in relation to the building. 
2.3.2 Selecting a modelling technique to predict overheating risk in dwellings 
Selecting the most appropriate modelling technique to forecasts future indoor thermal 
conditions and overheating risks in dwellings can be informed by the required temporal resolution of 
the predictions, the availability of past observations that determine the building’s behaviour during 
periods of hot weather and the level of knowledge of the building’s characteristics and occupant 
behaviour (Figure 2.6). 
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Figure 2.6: Schematic representation of the selection of modelling methods for building thermal simulation – red 
lines show the path followed in this thesis. 
According to the Zero Carbon Hub (ZCH, 2015a), DTMs are rarely used as part of the design 
process for the domestic sector, and their use is typically confined to non-domestic buildings. Simpler 
and more cost-effective steady-state methodologies such as the SAP and PHPP are more widely used 
in the domestic sector since they are mandated for compliance purposes, both in relation to Part L 
of the UK building regulations (The Building Regulations, 2016) and the Passivhaus certification 
process (PHPP, 2015). In fact, Appendix P of the UK SAP procedure (BRE, 2012) performs only monthly 
calculations to assess overheating. Whilst these steady-state approaches can be adapted to estimate 
the monthly mean, and even the daily mean, internal temperatures during the summer, they do not 
capture the dynamic nature of the relationship between the internal and external environment (and 
the occupants) sufficiently to assess the likelihood of high internal temperatures during hot weather. 
Because of these limitations, steady-state approaches cannot capture the effects that high outdoor 
temperatures and heatwaves have on the indoor thermal conditions, which leads to a huge gap 
between estimates of the actual and predicted overheating hours (Lomas and Porritt, 2017).   
Dynamic models are usually adopted when a higher temporal (e.g. hourly or sub-hourly 
predictions) or spatial (e.g. zonal or sub-zonal) resolution is required. Commonly when there is a 
detailed knowledge of the building characteristics, physical white-box models (i.e. DTMs) are 
deployed (Foucquier et al., 2013). Fully parametrised DTMs have been widely used to assess current 
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and future overheating risks (e.g. Porritt et al., 2012; McLeod et al., 2013; Mavrogianni et al., 2017; 
Symonds et al., 2017), however, the results of such studies often reveal a significant gap between the 
empirically measured and modelled overheating performance of dwellings (Mantesi et al., 2017) and 
difficulties in concluding which modelling assumptions are right or wrong (Symonds et al., 2017). 
According to Symonds et al. (2016), these issues commonly arise due to the uncertainties associated 
with the definition of the building construction parameters, occupancy profiles and microclimate. In 
addition, DTMs are known to poorly represent occupant behaviour (e.g. window opening, use of air 
conditioning, internal gains etc.), which is usually assumed. The resultant modelling gap  has led some 
researchers to question the validity of using white-box DTMs for the prediction of current and future 
overheating risk in buildings (Lomas and Porritt, 2017).   
In contrast, the increasing availability of data from large monitoring studies (e.g. Beizaee et al., 
2013; Lomas and Kane, 2013a; Firth et al., 2016; Gupta et al., 2016; Mavrogianni et al., 2017; Symonds 
et al., 2017; Buswell et al., 2018) offers the potential to develop forecasting models that are capable 
of making predictions based on the data alone (i.e. data-driven models). Conversely to white-box 
models, in data-driven models, the occupant behaviour (e.g. window opening, use of air conditioning, 
internal gains etc.) is not usually assumed, but rather this information is embedded in the measured 
data that is used for the development of the model. 
If a sufficient description of the building is available, grey-box models, which combine physical 
and statistical methods, can be adopted (Foucquier et al., 2013). However, in large monitoring studies 
and large-scale applications, the observed data needs to be anonymised (Mallaband et al., 2014), 
making the knowledge of the building characteristics unavailable or limited, which is a significant 
obstacle to  the creation of more complex grey-box models. Nevertheless, the development of simple 
grey-box models (e.g. simplified RC models) could still be developed with minimal (or no) knowledge 
of the building characteristics. 
To circumvent the shortfalls of white- and grey-box based approaches, when very little is known 
about the building characteristics, empirical black-box models are particularly useful (Wei et al., 
2018). In statistical black-box models (Amara et al., 2015), the time-varying responses of the 
building’s fabric, ventilation, etc., are all embedded and learnt from the past observations of the 
indoor temperature data (i.e. machine learning), thereby obviating the need to make assumptions 
relating to the building’s thermo-physical characteristics. Such models have the potential to be used 
in forecasting the short-term future indoor temperatures in buildings based solely on the external 
climate data and previously recorded internal temperatures. As such, black-box models are 
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computationally and resource-efficient and do not require any physical information describing the 
room or building fabric.  
 Whilst several black-box methods exist for short-term forecasting, depending on the 
underlying structure of the models, they can be broadly divided into linear and non-linear methods 
(Amara et al., 2015). Because of the ease of the calibration process and high processing speeds (Wei 
et al., 2018), and the advantage of providing accurate predictions of the building performance with 
very short development times (Coakley et al., 2014), black-box models are believed to be better 
indicated for the prediction of the current and future overheating risk (Lomas and Porritt, 2017). If 
proven reliable, such models could be usefully deployed to protect building occupants from the 
impending risks of overheating in a specific space. Provision of tailored information to occupants (or 
their carers) and/or facilities managers advising on the level of preventative action needed to 
mitigate the risks is then possible. 
2.3.3 Explanatory, descriptive and predictive black-box models 
Depending on the aim of the statistical model and how it relates to the monitored data, a model 
can be divided into one of the three categories: explanatory, descriptive or predictive (Shmueli, 2010).  
Explanatory models use statistical models to test causal explanations (or relationships), and 
whereas they are of interest in many scientific fields, they are particularly adopted in social sciences. 
On the other hand, descriptive statistical modelling aims at summarising or representing the data 
structure in a compact manner. Whilst regression models are often used to capture the past 
associations between the dependent and independent variables, descriptive modelling is not aimed 
at prediction. 
According to Shmueli (2010), it is extremely important to understand the differences between 
the explanatory, descriptive and predictive goals of a model. In most cases, statistical models are 
used to simply explain the data, neglecting the predictive modelling and testing aspects. A common 
misconception in various scientific fields is that predictive power (or accuracy) can be inferred from 
the explanatory power of a descriptive model. Therefore, whilst measures such as the goodness-of-
fit (e.g. coefficient of determination – R2) indicate the level of association between input and output 
variables, they do not determine the predictive ability of the model. Most importantly the main 
distinction is in relation to the data upon which the models is tested. According to Hyndman and 
Athanasopoulos (2018), a forecasting model can be only validated on new data (i.e. data that was 
not used to train the model) and three important points should be considered when training (or 
calibrating) a predictive model: 
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• A model that fits the past data well does not necessarily forecast well on new data (i.e. future 
data); 
• A high fit on the training data can always be achieved by using a model with sufficient  
parameters; 
• Overfitting a model to the training data is as bad as failing to identify the systematic pattern in 
the data. 
This means that if a model is overfitted7 to the data from the training period when a new set of 
data is fed to the model, it is likely that the model will not give an accurate prediction. As pointed out 
by Bacher and Madsen (2011) the selected model should neither be underfitted8 nor overfitted, and 
a predictive model should be selected based on its out-of-sample forecasting performance (i.e. 
generalisation ability) coupled with its accuracy (Hyndman and Athanasopoulos, 2018).  
In statistics, penalised likelihood criteria such as the Akaike Information Criterion (AIC, equation 
[3.2]) and the Bayesian Information Criterion (BIC) are often adopted as measures of predictive 
accuracy in model selection (Hyndman and Athanasopoulos, 2018). Since the BIC measures the 
goodness-of-fit it is generally more appropriate for explanatory models, while the AIC assesses the 
forecasting accuracy and is, therefore, better suited to predictive models (Shmueli, 2010). The AIC 
estimates the likelihood of the model to predict future values, and it is penalised by the number of 
estimated parameters in the model (i.e. penalised likelihood). As such, the AIC addresses the trade-
off between the goodness of fit of the model and the simplicity of the model. According to Hyndman 
and Athanasopoulos (2018), the model with the minimum value of the AIC is considered to be the 
optimal model for forecasting. This avoids the shortfalls of manually searching and inspecting suitable 
models (and predictors) between the vast amount of possible model combinations and allows for the 
development of an automatic search for a near-optimal predictive model. 
2.3.4 Black-box models 
Whilst time series analysis is a method for examining a series of data in order to extract 
characteristics and other meaningful statistics from the data, time series forecasting is the use of a 
model to predict future values based on past observations (Foucquier et al., 2013; Amara et al., 2015; 
Wei et al., 2018). In this context, several established time-series forecasting modelling methods exist 
which are commonly adopted in the literature and these are outlined below. 
 
7 A model that has a very high fit (coefficient of determination - R2) in the training period. 
8 A model that has a very low fit  (coefficient of determination - R2) in the training period. 
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2.3.4.1 Linear Regression Model (LRM) 
Linear9 Regression models (LRM)  are the simplest and most commonly adopted forecasting 
methods that can be used to predict future values based on the previously observed data (Makridakis 
et al., 1998; Hyndman and Athanasopoulos, 2018). In linear forecasting models, during the training 
of the model (on the training data), a weight (i.e. coefficient or parameter) is assigned to each 
considered predictor variable (i.e. input) and the intercept is calculated. These trained coefficients of 
the model can then be used to perform forecasts on new data. Linear time series models can use a 
combination of Auto-Regressive (AR), eXogenous (X) inputs and/or Moving Average (MA) terms (i.e. 
use of previous residuals in the predictions) to perform the forecast (Hyndman and Athanasopoulos, 
2018). Time series forecasts can only be carried out on data which is sufficiently stationary10 , if the 
time series  is non-stationary then differencing (i.e. transformation of a time series by applying a 
subtraction with a previous lag of the variable) may be required. A differenced time series requires 
Integration (I) (or un-differencing) to produce the subsequent predictions. Depending on the 
combination of adopted terms,  autoregressive time series forecasting takes the names AR, ARX, 
ARMAX, ARIMA, ARIMAX etc. (see table 2.4). In addition, a forecasting model can be specified in 
more detail by indicating the orders of the various terms (Table 2.4) and denoted as a ARIMAX 
(a, d,  q , x), where a, d , q and x indicate the orders (or numbers of variables) of each of the adopted 
AR, I, MA and X terms respectively. 
Table 2.4: Terms adopted to describe the structure of a linear time series forecasting model 
Term Notes 
AutoRegressive (AR) Use of past lags (i.e. past values/previous time-steps) of the response variable for prediction 
eXogenous inputs (X) Use of exogenous (external) variables (i.e. weather data) for the forecast of the output  
Moving Average (MA) Use of previous residuals to improve the forecast  
Integrated (I) Differentiation of the data series in order to transform a time series from non-stationary to stationary  
According to Mustafaraj et al. (2010), there are several advantages in the use of linear over 
non-linear11 models: they are simpler (e.g. low number of parameters), easier to use and the same 
inputs always producing the same output. This is not the case for non-linear Neural Networks (NNs), 
 
9 Linear predictor functions: the relationship between the input (predictor) and output (response) variables is linear. 
10 A time series is stationary if the mean and variance of the data are significantly constant. The stationarity of a time 
series can be identified as described in chapter 3.3.1. A detailed explanation of stationarity/non-stationarity and 
differentiation/integration methods can be found in Hyndman and Athanasopoulos(2014). 
11 Non-linear predictor functions: the relationship between the input parameters (predictors) and output is non-linear. 
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which due to the random initialisation of the model parameters (i.e. weights) produce a different 
result after each trial (Kramer et al., 2012). 
2.3.4.2 Artificial Neural Network (ANN) 
Artificial Neural Networks (ANNs) or more generally Neural Networks (NNs) are statistical 
models that are commonly used for many different applications, including: system identification and 
control, game-playing and decision making, pattern recognition (e.g. face or object recognition), 
sequence recognition (i.e. gesture, voice or handwritten text) and prediction (Jain et al., 1996; 
Panchal and Panchal, 2014). 
NNs are designed to simulate the basic architecture of the human brain (Figure 2.7) based on a 
collection of elements called artificial neurons (Wei et al., 2018). The artificial neurons are organised 
in layers and can adopt linear or non-linear relationships between the input and output variables 
(Kramer et al., 2012). The artificial neurons travel from the inputs (predictors) to the output variable 
through multiple intermediate layers also known as hidden layers and are characterised by several 
intercepts and weights, which are defined during the learning process of the model (Hyndman and 
Athanasopoulos, 2018). Therefore, NNs are capable of learning the relationship between input 
signals and capturing key information through a training process that is performed on the historical 
data (Wei et al., 2018). Whilst thanks to these features NNs have been extensively used to solve non-
linear problems, they are also inherently limited by their lack of interpretability (Foucquier et al., 
2013), which has been referred to as “the Achilles’ heel of deep neural networks” (Zhang and Zhu, 
2018). More importantly, NNs are usually developed on an ad hoc basis, which means that their 
applications are case dependent, with design and validation that have to be performed afresh for 
every different application. 
 
Figure 2.7: Graphical representation of a simple neural network (Mechaqrane and Zouak, 2004). 
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According to Hastie et al. (2009), the training of NNs is quite an art, with models that are 
generally over-parametrised, and an optimisation problem that is non-convex and unstable process 
requiring the adoption of multiple strategies in order to contain these issues. Firstly, because NNs 
usually have an excessive number of weights, they can easily overfit the data at the global minimum. 
The use of regularisation techniques (e.g. weight decays) is therefore recommended to penalise the 
weights and to control overfitting in large neural network models. Secondly, NNs are usually set to 
start with random weights that are close to zero. This means that the models start out nearly linear 
and they become non-linear as the weights increase. Thirdly, in order for the inputs to be treated 
equally in the regularisation process, it is generally recommended to standardise the inputs 
(e.g. scaling the inputs between 0 and 1, where 0 and 1 represent the minimum and maximum values 
respectively). Fourthly, the error function in NNs is non-convex and is therefore characterised by 
multiple local minima. This also means that the final solution of the model depends considerably 
upon the choice of starting weights. Lastly, an appropriate number of hidden neurons and layers have 
to be selected. While NNs with a limited number of hidden neurons are unable to capture the non-
linearities in the data, in NNs with an excessive number of hidden units, the additional weights can 
be shrunk toward zero if appropriate regularisation procedures are not adopted. Therefore, whilst 
the number of hidden neurons usually ranges between 5 and 100, the final number of hidden neurons 
and layers is usually guided by background knowledge and experimentation (Hastie et al., 2009).  
While a neural network without hidden layers is equivalent to a LRM, a NN that considers 
hidden layers becomes non-linear (Hyndman and Athanasopoulos, 2018). NNs such as the Non-linear 
AutoRegressive models with eXogenous inputs (NARX), have been widely used in the built 
environment to predict building energy consumption, electricity demand, heating/cooling loads and 
indoor thermal conditions (Wei et al., 2018). 
2.3.4.3 Support Vector Machine (SVM) 
Support Vector Machine (SVM) is another popular (machine learning) technique that was 
developed by Vapnik et al. (1996) and has been widely used for classification and regression (Li et al., 
2009). The SVM used for regression applications is called Support Vector Regression (SVR) and is often 
used for prediction in data-driven models (Hastie et al., 2009; Wei et al., 2018). The basic idea of SVR 
is to introduce a kernel function, map the input space into a high dimensional feature space via non-
linear mapping, and perform a linear regression in this feature space (Hastie et al., 2009; Li et al., 
2009).  
Literature review | 47 
Whilst SVR excels at dealing with non-linear relationships between the input and output 
variables by transferring them into a high-dimensional linear problem (Wei et al., 2018), some 
researchers (Potočnik et al., 2019) do not consider this approach appropriate for forecasting due to 
the difficulty in tuning some model parameters. According to Wei et al. (2018), this method is known 
to be rather time-consuming for large-scale problems, requires a large amount of historical data for 
training, and the selection of plausible predictors is challenging and often leads to highly correlated 
inputs. As a result, the regression outputs are often uncertain and inaccurate, with the accuracy of 
predictions that is generally better with other approaches, such as NNs. 
2.3.4.4 Decision Tree (DT) 
Decision Trees (DTs) are a relatively simple technique that partition data into groups using a 
tree-like flowchart, consisting of a root node and several branch nodes (Wei et al., 2018). A collection 
of multiple single DTs, where each one is based on a random sample of the training data, is called 
Random Forest (RF), which is typically more accurate than a single DT (Smarra et al., 2018). Decision 
trees are also used for regression and in this context, they are sometimes referred to as Regression 
Trees (RT).  
While DTs are popular methods when dealing with the classification of categorical variables 
and hierarchical (or grouped) time series (Hyndman and Athanasopoulos, 2018), they are known to 
give poor accuracy in predictive learning (Hastie et al., 2009) and regression applications (Wei et al., 
2018). Predictions with decision trees are mainly based on expectations, and these models do not 
perform well on non-linear and continuous time series data (Tso and Yau, 2007). 
2.3.4.5 Generalized Additive Model (GAM) 
Generalized Additive Models (GAMs) represent a flexible statistical method that may be used 
to identify and characterise non-linear regression effects (Hastie et al., 2009). They are a semi-
parametric additive modelling technique where the impact of the predictor variables (or inputs) is 
captured through smooth functions12 (Larsen, 2015). 
GAMs offer significant flexibility because they do not assume a priori that the relationships 
between dependent and independent variables are linear (or non-linear). In fact, GAMS can assume 
linear or non-linear relationships, dependent exclusively on the underlying patterns in the data. The 
smooth functions (which act as weights or non-linear coefficients) are automatically derived during 
 
12 Non-parametric functions, where the shapes of predictor variables (i.e. relationships between dependent and 
independent variables) are entirely determined by the data (Larsen, 2015) 
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the estimation of the model and there is no need to know in advance what type of function is needed. 
In contrast to NNs, GAMs offer transparent interpretability of the results, which can be clearly 
visualised (see Figure 4.2 in section 4.4.1). In addition, GAMs allow the regularisation of predictor 
functions to avoid the overfitting of the model(i.e. GAM models permit control over the degree of 
smoothness of the predictor functions). Although GAMs are relatively unknown compared to other 
non-linear methods such as NNs, in the field of grid electricity load short-term forecasting, GAMs 
have demonstrated a capability to considerably outperform NNs with the overall Mean Absolute 
Errors (MAEs) reduced by one third (Fan and Hyndman, 2012). 
2.3.4.6 Internal Trend and Cyclical Component (ITCC) model 
Instead of using widely adopted forecasting methods, Oraiopoulos (2017) developed the 
Internal Trend and Cyclical Component (ITCC) model for the prediction of indoor temperatures in 
free-running dwellings, which was derived with a descriptive time series additive model. The ITCC 
model decomposed the indoor temperatures into two parts: a trend (i.e. the daily mean) and a 
cyclical component (i.e. diurnal variation around the mean temperature); and estimated the two 
components separately. This is hybrid approach where the regression is applied only to a part of the 
final model. However, technically such an approach can be considered as a descriptive model (see 
section 2.3.3), since it is not selected based on its ability to forecast on new data. 
Because in a free-running dwelling it is expected that the changes in the internal air 
temperature are driven by the changes in the external temperature, the trend of the internal air 
temperature was expressed as a function of the general trend of the external air temperature (i.e. 
exponentially weighted moving average of the daily mean external air temperature); and a simple 
linear regression model was used for its prediction. To evaluate the second part of the ITCC model, 
the indoor cyclical component was derived with a linear equation and expressed as a function of the 
cyclical components of the external air temperature and the solar irradiation (and of their amplitudes 
and phases). The final prediction was, therefore, the result of joining the two individual models of 
the trend and the cyclical component together. Hence, the ITCC model used exclusively exogenous 
weather data for the predictions. This means that the model did not use autoregressive variables and 
that the future predictions at longer horizons were decoupled from the (estimated) indoor thermal 
conditions during the forecasts. Furthermore, the ITCC model aimed to achieve a high fit on the 
historical data with the regression part of the model. Nevertheless, it is well established that a high 
fit on the training data does not guarantee high forecasting performance and that the primary role 
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of a descriptive model is summarising past (historical) data rather than predicting future outcomes 
(discussed in 2.3.3). 
2.3.5 Temporal resolution of the models 
Dynamic models are by definition non-stationary (e.g. time-varying). According to Madsen et 
al. (2015), depending on the application of the model, an appropriate sampling time to describe the 
dynamics of a building thermal performance model might range between 5 minutes and 1 hour 
(Madsen et al., 2015). Nevertheless, in data-driven forecasting models, this choice does not depend 
solely on the intended application of the model, but also on the available resolutions of the input 
data and the desired maximum forecasting horizon of the model. 
In actual applications of predictive models, whereas indoor thermal conditions can be 
monitored at any desired resolution, weather forecasts are usually provided by meteorological 
services. In the UK, the Met Office is the main national weather service (Met Office, 2019c), and uses 
several numerical models for weather prediction (Met Office, 2019d). Models vary by region (i.e. 
global, Europe or UK), by grid size (from 1.5 to 20 km), by maximum forecasting horizon (up to 15 
days ahead) and by temporal resolution (i.e. 1, 3, 6 or 12 h). More importantly, in the case of the 
European Atmospheric High-Resolution (Hi-Res) Model (Met Office, 2017), an hourly temporal 
resolution is the highest resolution that can be achieved for the next 54 h only (Met Office, 2017). In 
fact, global models that provide longer forecasts run at lower temporal resolutions. Nevertheless, in 
order to provide location-specific forecasts for external users (e.g. private companies, universities 
etc.), the Met Office is capable of providing hourly weather forecasts for the next 15 days for almost 
10,000 sites. For this purpose, the Met Office offers a ‘blended’ model which, depending on the 
forecasting horizon, applies different weightings to the different predictive numerical models (Mylne 
et al., 2019). Whereas for longer forecasting horizons the models do not offer an hourly resolution, 
for the majority of the weather data, a linear interpolation is adopted. Due to the high demand of 
half-hourly weather forecasts (e.g. electricity load/demand forecasting), the interpolation can be 
performed directly by Met Office. For higher resolution, however, the interpolations have to be 
performed by the final user. Therefore, because for short-term predictions, the weather data is 
derived from the interpolation of hourly data, a higher resolution might not necessarily lead to more 
accurate forecasts. 
The effects of the data resolution and forecasting horizon on the accuracy of the predictions 
have been previously researched by Yildiz et al. (2017), in the case of short-term electricity load 
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forecasting in dwellings. The study showed (Figure 2.8) clearly that with the adoption of higher 
resolutions (i.e. 30, 15 and 5 minutes), the forecasting accuracy gradually decreased, eventually 
leading to a 50-100% higher Root Mean Squared Error (RMSE) compared to the forecasts made at an 
hourly data resolution.  
 
Figure 2.8: RMSE of data resolution versus forecasting horizon analyses on chosen households for the short-term 
electricity load forecasting (Yildiz et al., 2017). 
According to Yildiz et al. (2017), this outcome is not surprising as all of the resolutions were 
obtained by averaging the five minutely raw data. Hence both the variance and magnitude of peak 
loads (spikes) are much greater for higher resolution data. Furthermore, in the case of autoregressive 
models, errors are introduced in the model by using previous forecasts (i.e. estimates) as inputs. At 
higher resolutions, the number of time-steps required to reach a certain forecasting horizon 
increases greatly. Therefore, it is plausible that due to the accumulation of errors that are associated 
with the recursive forecasting strategy and multi-step-ahead predictions (Chandra et al., 2017), the 
accuracy is considerably affected by the increased number of time-steps and iterations required to 
produce the final forecast. 
2.3.6 Considerations for the development of forecasting models for iHHWSs 
It has been established that with the use of traditional HHWS that rely exclusively on weather 
data it is not possible to identify precisely where, when, or to what extent individual buildings will be 
affected (section 2.2.5). Whereas there is no universally accepted definition of overheating 
(section 2.1) and the development of appropriate indoor dwelling-based thresholds requires further 
research (section 2.2.7), several considerations can be made for the development of concepts for an 
iHHWS for free-running dwellings (section 2.2.8). 
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The first logical step in the development of a forecasting model that is intended to be used 
within an iHHWS is selecting a meaningful metric that would be capable of adequately representing 
future heat-related risks. Of the existing heat indices (section 2.2.3), the WBGT is the most widely 
adopted heat index and seems to have the highest potential for the identification of heat-related 
risks. However, the fact that it is not intended to be used for vulnerable occupants in non-working 
environments, is not the only limitation for its application in the context of an iHHWS. Whereas 
measuring devices for WBGT exist in practice, their dependency on multiple environmental variables 
increases the complexity of the development of a suitable forecasting model for WBGT.  
Use of past observations exclusively (i.e. autoregressive models) is likely to be insufficient to 
produce accurate short-term predictions (several hours/days ahead). Other indoor environmental 
variables cannot be used as model predictors because they are not available in the future in the 
absence of specific forecasting models for their estimations. Consequently, a forecasting model 
would have to rely on weather forecasts (with multiple exogenous inputs) as additional predictor 
variables. However, not all weather variables available from meteorological stations might be good 
predictors of the indoor conditions (Nguyen et al., 2014).  
Whereas humidity is included in almost all heat indices (section 2.2.3), it has been found that 
the outdoor Relative Humidity (RH) is a poor an indicator of indoor RH and should not be used as a 
surrogate for indoor conditions (Nguyen et al., 2014). Similarly, it could be argued that a direct 
relationship between the wind speed at a meteorological station and the indoor air velocity in a 
dwelling is questionable due to the influence of multiple compounding factors such as urban 
roughness, elevation, orientation and the state of the windows (i.e. open/closed).  In addition, 
because the weather station might be at some distance from the dwelling for which forecasts are 
being made, the weather conditions at the building site might be considerably different (Sandels et 
al., 2015). Considering these uncertainties in combination with the obvious deviations between the 
weather forecasts and actual observations, the adoption of complex metrics involving tenuous 
relationships should be considered with caution. 
The use of forecasting models in the built environment has been extensively researched in the 
past ten years, especially for MPC applications in non-residential buildings (Oldewurtel et al., 2012; 
Killian and Kozek, 2016). The technological advancement has reached a point where the widespread 
integration of MPCs and predictive modelling into buildings is feasible, however, several barriers are 
hindering their deployment and adoption by the industry. The main reasons for these shortcomings 
are that: the developed models are often excessively complex requiring numerous input parameters; 
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the identification of the model is time-consuming; and there is a need for an expert to develop and 
identify a suitable model (and engineers typically active in building automation are not commonly 
experts in predictive modelling) (Killian and Kozek, 2016). 
It is clear, therefore, that to facilitate the adoption of predictive models and make their 
deployment feasible, these limitations need to be overcome. In the context of overheating 
forecasting in residential buildings and the deployment of iHHWSs, it is important that the developed 
predictive models meet the following requirements:  
• The models have to be computationally  efficient (i.e. minimal  time and computational power 
should be needed for the training, identification and predictions of the model);  
• The identification of the model needs to be automated to exclude the need for an expert during 
the model selection process; 
• The horizon of the forecasts needs to be sufficiently long to allow for the timely issue of 
warnings when adopted in the context of an iHHWS; 
• The predictions need to be sufficiently accurate and reliable in order to make their 
implementation robust, whilst minimising the occurrence of false and missed warnings. 
These considerations have shaped the subsequent model development described in this thesis. 
 Recent studies on temperature prediction with black-box models 
In recent years black-box models have been extensively researched for the prediction of energy 
demand (e.g. Yun et al., 2012; Amasyali and El-Gohary, 2018; Guo et al., 2018; Wang et al., 2018; Wei 
et al., 2018; Liu et al., 2019), with some studies focusing specifically on the forecasting of the heating 
(e.g. Ding et al., 2018; Do and Cetin, 2018) or cooling loads (e.g. Li et al., 2009; Huang et al., 2018). 
MPC is another common application of black-box models, where they are deployed to optimise the 
control of HVAC and heating systems in order to minimise energy consumption in buildings (e.g. 
Mustafaraj et al., 2010; Mustafaraj et al., 2011; Oldewurtel et al., 2012; Ferracuti et al., 2017; 
Schmelas et al., 2017; Killian and Kozek, 2018; Pang et al., 2018; Serale et al., 2018). There are, 
however, several studies (e.g. Mechaqrane and Zouak, 2004; Ríos-Moreno et al., 2007; Lu and 
Viljanen, 2009; Mustafaraj et al., 2011; Ashtiani et al., 2014; Antonucci, 2017; Ferracuti et al., 2017; 
Oraiopoulos, 2017; Smarra et al., 2018; Potočnik et al., 2019) that have put a higher focus on the 
prediction of the indoor thermal conditions in buildings. These are summarised in Table 2.5. 
The majority of the research on indoor temperature prediction (Table 2.5) is focused on non-
residential dwellings however, with only a limited number of studies (Nos. 1–3, 9–10 and 12 in Table 
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2.5) that have focused on dwellings. An even smaller number of studies (Nos. 1–2 and 12 in Table 
2.5) have addressed temperature prediction in free-running dwellings, with the vast majority of the 
previous research being conducted in either air-conditioned or heated buildings (i.e. in wintertime).  
Only a few research studies (Nos. 1–2, 4–6, 10 and 12 in Table 2.5) have analysed the 
performance of predictive models during the summer period, with an even smaller number of studies 
(Nos. 1 and 12 in Table 2.5) that have addressed the  forecasting of indoor temperatures during 
heatwaves. Furthermore, whereas the majority of studies in residential buildings (Nos. 1–3, 9 and 12 
in Table 2.5) have adopted an hourly forecasting resolution, in non-residential buildings the 
predictions of indoor temperatures were typically performed at a sub-hourly resolution due to the 
higher focus on MPC applications. 
The adoption of autoregressive forecasting models (i.e. the use of the previously 
observed/forecasted indoor temperatures) with exogenous inputs (e.g. weather data) was the most 
common approach in the majority of the research studies (No. 3–13 in Table 2.5). These studies used 
either linear regression models (e.g. ARX, ARMAX) and/or a non-linear Neural Network models (e.g. 
NARX). The use of non-autoregressive approaches was, relatively uncommon (No. 1–2 in Table 2.5).  
Basing the predictions on a combination of the heating/cooling load and weather data was the 
most widely adopted choice for forecasting in heated and/or in air-conditioned buildings (Nos. 3–10 
in Table 2.5). On the other hand, in free-running dwellings, the outdoor temperatures and Global 
horizontal solar Irradiance (GHI) are the two most obvious variables that influence indoor 
temperatures, with the GHI being particularly important during summer-time. It is not surprising, 
therefore, that all of the studies that focused on free-running dwellings and summer-time indoor 
temperature prediction adopted both variables as inputs (Nos. 1–2 and 12 in Table 2.5).  
The use of the outdoor relative humidity as an input has been adopted in a considerable 
number of studies (Nos. 1, 3, 5–8, 11-12 in Table 2.5). Nevertheless, as discussed in section 2.3.6, 
because the outdoor Relative Humidity (RH) is a poor indicator of the indoor RH, it is unreliable as a 
surrogate for indoor thermal conditions (Nguyen et al., 2014). For this reason, the use of the outdoor 
RH for the prediction of the indoor thermal conditions is questionable.  
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Table 2.5: Summary table of the research studies for the prediction of the indoor temperature in buildings. 
Research studies 
Details of the model(s) 
Details of the building 
and modelled period 
Input variables 
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No. 1 - Ashtiani et al. 
(2014) 
LRM1 60 8 n/a 2.10 ✓ ✓ ✓ ✓  ✓ ✓ ✓ ✓ ✓   
ANN2 60 8 n/a 1.76 ✓ ✓ ✓ ✓  ✓ ✓ ✓ ✓ ✓   
No. 2 - Oraiopoulos 
(2017) 
ITCC3 60 n/a n/a 0.56 ✓ ✓ ✓   ✓ ✓      
No. 3 - Smarra et al.  
(2018) 
RT4 60 n/a 6 0.64 ✓    ✓ ✓ ✓ ✓ ✓ ✓  ✓ 
RF4 60 n/a 6 0.38 ✓    ✓ ✓ ✓ ✓ ✓ ✓  ✓ 
No. 4 - Ferracuti et al. 
(2017) 
ARX1 15 12 3 0.33   ✓  ✓ ✓ ✓     ✓ 
NARX2 15 12 3 0.36   ✓  ✓ ✓ ✓     ✓ 
No. 5 - Mustafaraj  
et al. (2010) 
ARMAX1 5 2 2 0.15   ✓  ✓ ✓  ✓    ✓ 
No. 6 - Mustafaraj  
et al. (2011) 
ARX1 5 2 1.5 0.32   ✓  ✓ ✓  ✓    ✓ 
NARX2 5 2 2.5 0.30   ✓  ✓ ✓  ✓    ✓ 
No. 7 - Soleimani-
Mohseni et al. (2006) 
ARX1 10 1 ⅙  0.19     ✓ ✓ ✓ ✓    ✓ 
NARX2 10 1 ⅙ 0.18     ✓ ✓ ✓ ✓  ✓  ✓ 
No. 8 - Thomas and 
Soleimani-Mohseni 
(2007) 
ARX1 10 2 ⅓ 0.28     ✓ ✓ ✓ ✓    ✓ 
NARX2 10 2 ⅓ 0.25     ✓ ✓ ✓ ✓  ✓  ✓ 
No. 9 - Potočnik et al. 
(2019) 
ARX1 60 33 12 0.12 ✓    ✓ ✓    ✓  ✓ 
NARX2 60 33 12 0.09 ✓    ✓ ✓    ✓  ✓ 
No. 10 - Mechaqrane 
and Zouak (2004) 
ARX1 12 3 ⅕ ±0.3 ✓  ✓  ✓ ✓ ✓     ✓ 
NARX2 12 3 ⅕ ±0.2 ✓  ✓  ✓ ✓ ✓     ✓ 
No. 11 - Ríos-Moreno  
et al. (2007) 
ARX1 5 2 ⅟12 n/s   n/s  ✓ ✓ ✓ ✓ ✓    
ARMAX2 5 2 ⅟12 n/s   n/s  ✓ ✓ ✓ ✓ ✓    
No. 12 - Antonucci 
(2017) 
ARX1 60 6 24 7.04 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓     
ARMAX1 60 6 24 0.94 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓     
No. 13 - Lu and 
Viljanen (2009) 
NARX2 15 2 1 0.15     ✓        
Notes: ✓ = variable/detail included; n/a = not applicable ; n/s = not specified. 
Details of the black-box model types: 1 = in section 2.3.4.1; 2 = in section 2.3.4.2; 3 = in section 2.3.4.6; 4 = in section 2.3.4.4. 
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Similarly,  some studies (Nos. 1, 3 and 11 in Table 2.5) have considered the use of outdoor wind 
speeds13 as a predictor of indoor temperatures. However, similar concerns14 could be raised as with 
the use of outdoor RH (see section 2.3.6). 
A limited number of studies (Nos. 1, 3 and 7-9 in Table 2.5) explored the adoption of the time 
of day as an input. Even though this information is partially embedded in every time series data point, 
the peaks of the outdoor and indoor environmental variables do not coincide. Due to the envelope 
of the building, the indoor temperature usually reaches its maximum a few hours after the outdoor 
air temperature peaks. The time-lag (or decrement delay) between the peak external and internal 
temperatures depends on the physical characteristics of the building envelope (e.g. insulation, 
thermal mass), the state of the windows, but also on the orientation (e.g. the exposure to solar 
irradiance affects the amounts of solar heat gains and the rate at which the room warms up). 
Therefore, whilst the majority of studies considered a lagged effect for the exogenous input variables, 
adding the time of day as an input is thought by some to help further improve the accuracy of the 
predictions. However, modelling the time of the day as a unique variable with black-box models it is 
not always straightforward. While for other continuous outdoor environmental variables (e.g. 
outdoor air temperature, GHI etc.), the indoor temperatures are associated with a lagged increase 
(or decrease) of the exogenous input variable, the effect of the time of the day is not constant and 
does not increase linearly with its value, rather it peaks at specific times and cannot be represented 
by a unique linear parameter (e.g. the same weight cannot be applied for all hours). This means that 
in order to model the time of the day15 with linear models (e.g. ARX), it should be treated as a 
categorical variable with multiple levels depending on the resolution of the data. It is not surprising, 
therefore, that some studies (Nos. 7–8 in Table 2.5) have excluded the time-of-day from linear models 
and considered it only in the non-linear models. 
The state of the windows (i.e. open/closed) has a considerable effect on the warming and 
cooling rates in free-running dwellings, especially when the temperature difference between the 
indoor and outdoor environments is high. Nevertheless, Window Opening (WO), can be considered 
 
13 The wind speed is typically measured by a cup anemometer that is attached to a horizontal supporting arm at the top 
of mast, at an undisturbed height of approximately 10 m (Met Office, 2019a). 
14 The relationship between the wind speed at a meteorological station and the indoor air velocity is uncertain due to 
its dependence of multiple factors such as urban roughness, elevation, orientation and state of the windows (i.e. 
open/closed). The use of the outdoor wind speed for indoor temperature predictions might lead, therefore to dubious 
results. 
15 The hour of the day can be modelled in linear models (e.g. ARX) with the use of 23 binary dummy variables (1 less than 
the levels of the categorical variable to avoid the dummy variable trap, which can cause a regression to fail). That is 
because the last category (i.e. the 24th hour) is captured by the intercept, and this is specified when the remaining 23 
dummy variables are set to zero (Hyndman and Athanasopoulos, 2018). 
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as an input to the predictive model only if its future state can be determined at the moment that the 
forecast is performed. Due to the randomness in the operation of windows and occupant behaviour 
in free-running dwellings, WO states can only be estimated with the use of specific stochastic models 
(e.g Haldi and Robinson, 2009; Schweiker et al., 2012; Fabi et al., 2015). It is not surprising therefore 
that none of the research studies using time series forecasting has considered the WO state for the 
prediction of the future indoor temperatures.  
Forecasting models that do not adopt autoregressive input terms (i.e. the use of the previously 
observed/forecasted indoor temperatures to perform subsequent predictions), base their 
predictions on weather data alone (Nos. 1–2 in Table 2.5). This obviates the need of adopting a 
recursive16 forecasting strategy as the predictions are made directly for the date and time of interest-
based on the past relationship with the output variable (i.e. indoor temperature) upon which the 
model was trained. For this reason, there is no gradual decrease in the forecasting accuracy as the 
forecasting horizon lengthens (i.e. the forecasts are direct since they are decoupled from the 
forecasting origin), and the accuracy depends exclusively on the accuracy of the weather forecasts 
and of the past relationships between the input (i.e. weather data) and output (i.e. indoor 
temperature) variables. 
A major weakness of non-autoregressive models is that, when a forecast is performed, the 
model does not account for the current indoor thermal conditions (e.g. a dwelling might be already 
overheated at the time of the forecast). Furthermore, occupant behaviour and the operation of the 
building might directly affect indoor temperatures, but because such models are completely 
decoupled from the current indoor thermal conditions, their ability to forecast accurately during 
heatwaves is questionable.  
This problem has been demonstrated in study No.1 (in Table 2.5) by Ashtiani et al. (2014), who 
showed that the adoption of non-autoregressive models leads to considerable forecasting errors for 
summer-time predictions in free-running dwellings, with an RMSE of 2.10°C and 1.76°C using Linear 
Regression Model (LRM, in section 2.3.4.1) and Artificial Neural Network (ANN, in section 2.3.4.2) 
models respectively. Furthermore, the performance of their models was even worse during 
heatwaves. In fact, the authors acknowledged that the LRM was not able to accurately predict indoor 
 
16 In recursive autoregressive models, in order to obtain a two-step-ahead (or longer) forecast, a one-step-ahead 
prediction needs to be performed first and this is used as an input for the subsequent multi-step-ahead forecast and so 
on. 
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temperatures during heatwaves, and only the ANN model was able to simulate them with reasonable 
accuracy. 
Similarly, study No. 2 (in Table 2.5) by Oraiopoulos (2017) attempted to use non-autoregressive 
models for indoor temperature predictions in free-running dwellings with a newly developed Internal 
Trend and Cyclical Component (ITCC, in section 2.3.4.6) model. The ITCC model relied exclusively on 
the past relationship between the indoor temperatures and weather data to perform the predictions. 
The model separately estimated the trend in the indoor temperatures (i.e. daily mean indoor 
temperature) and the cyclical component (i.e. diurnal variation around the mean) and predicted 
future indoor temperatures as the sum of the two components. Whilst, the approach of using 
descriptive statistics such as time series analyses for forecasting is widely criticised by experts in the 
field of statistics (discussed in section 2.3.3), the results from study No. 2 (in Table 2.5) indicated a 
relatively small RMSE of 0.56°C, which was achieved on a very large sample of 411 rooms. 
Nevertheless, the time series plots in the study clearly displayed the flaws of the ITCC model and of 
the validation process of the model. In particular, the ITCC model was very often incapable of 
predicting the peaks and troughs of the indoor temperatures. With the lack of autoregressive inputs, 
the predictions frequently deviated from the actual observations, especially in rooms that were 
experiencing overheating. Furthermore, the model was validated during a moderately cool summer 
period (August 2009) with mean indoor temperatures of approximately 22°C, with relatively small 
fluctuations of the indoor temperatures, and in the absence of heatwaves during the testing phase. 
The results generated by the use of such test data provide false confidence in the actual forecasting 
and generalisation ability of the model under extreme conditions. 
When prediction is the main goal of the model, time series forecasting is commonly adopted 
(Shmueli, 2010). Considering that autoregressive models are relatively simple and comprise the base 
of more complex forecasting models (Hyndman and Athanasopoulos, 2018), it is not surprising that 
the majority of researchers have adopted autoregressive inputs in their forecasting models (No. 3-12 
in Table 2.5). 
Study No. 3 (in Table 2.5) by Smarra et al. (2018) adopted a rather uncommon approach of 
using Regression Trees (RT, in section 2.3.4.4) and Random Forests (RF in section 2.3.4.4) for indoor 
temperature prediction. Whilst they are known to provide inaccurate predictions in regression 
applications (Wei et al., 2018), Smarra et al. (2018) managed to obtain a reasonable forecasting 
accuracy of 0.64°C and 0.38°C for 6 h ahead predictions using RT and RF models respectively. The 
study focused, however, on an air-conditioned non-residential building, with the model validation 
58 |  
being performed during a very brief period in May with only very small fluctuations of the indoor 
temperatures. Therefore, such levels of accuracy would not be expected in free-running dwellings, 
where indoor temperatures can vary rapidly, especially during heatwaves. 
The vast majority of the studies (4–13 in Table 2.5) adopted a combination of linear (i.e. ARX 
and ARMAX) and non-linear (i.e. NARX) autoregressive models in their studies. Study No. 13 from Lu 
and Viljanen (2009) showed that for predicting indoor temperatures in buildings during winter with 
NARX models and for very short forecasting horizons (of 1 h ahead), it is possible to achieve accurate 
predictions with very few inputs. The authors, in fact, obtained better results by excluding the 
outdoor air temperature as a predictor. The final model described in the paper for temperature 
prediction is therefore not even a NARX model since it does not use any exogenous (X) inputs, but 
rather deploys a simple non-linear autoregressive Neural Network that exclusively uses the previous 
two indoor temperatures to predict the next step. Whereas the researchers observed a relatively 
small Mean Absolute Error (MAE) of 0.15°C for 1 h ahead predictions, it is very unlikely that an 
adequate forecasting accuracy could be achieved for extended lead times without the use of 
exogenous inputs. 
Study No. 11 by Ríos-Moreno et al. (2007), indicated that for very short horizons (of 5 minutes 
ahead) linear autoregressive models are capable of closely following the observed indoor 
temperatures in air-conditioned building without the use of the cooling load as an input: the 
coefficients of determination (R2) were 94.6% and 91.1% for the ARX and ARMAX models 
respectively. Whereas the authors did not specify the period of testing and the mean errors of the 
predictions, from the plots it is evident that the study was conducted over a relatively hot period with 
indoor temperatures often exceeding 30°C. Nevertheless, because multi-step-ahead predictions 
were not performed, it is not possible to evaluate the ability of their models to forecast reliably over 
longer horizons. 
Study No. 10 by Mechaqrane and Zouak (2004), compared ARX and NARX for the prediction of 
the indoor temperature in an air-conditioned residential building. Whereas according to the authors, 
NARX models outperformed the linear ARX model, the model was tested for one-step-ahead 
predictions only and the mean errors were not calculated. However, it is evident from their plots that 
whereas the errors with the NARX model usually fluctuated below ±0.2°C, with the linear ARX model 
the errors often exceed ±0.3°C. 
Study No. 5 by Mustafaraj et al. (2010), adopted both ARX and ARMAX models for indoor 
temperature prediction in an air-conditioned office during different seasons. However, due to the 
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similarity of the results, the authors presented only the accuracy for the ARMAX model, which 
achieved an MAE of 0.15°C for 2 h ahead summer-time predictions (with a peak indoor temperature 
in the air-conditioned office of approximately 24.5°C).  
Study No. 6 by the same authors (Mustafaraj et al., 2011), compare ARX and NARX models in 
another air-conditioned open-plan office. In this case, the indoor thermal conditions during summer 
were worse than in study No. 5, with indoor temperatures that peaked at about 29°C during 
weekdays despite the HVAC being turned on during office hours. During this hot period, the 
forecasting accuracy was worse than in the previous study (No. 5), and the overall forecasting errors 
were noticeably higher with an MAE of 0.32°C (1.5 h ahead) and 0.30°C (2.5 h ahead) for the ARX and 
NARX models respectively. However, at the same horizon of 1.5 h ahead, the NARX model was overall 
considerably more accurate with an MAE of 0.22°C compared to the MAE of 0.32°C of the ARX model. 
In study No. 4 by Ferracuti et al. (2017), the researchers also compared ARX and NARX models 
in air-conditioned office buildings over a hot summer period, with outdoor air temperatures that 
frequently exceeded 30°C. The authors tested the models on a slightly longer forecasting horizon of 
3 h and achieved an MAE of 0.33°C and 0.36°C for the ARX and NARX models respectively. These 
results were obtained by adopting an autoregressive order of five previous time-steps. Therefore, it 
appears that where models have adopted a very limited maximum lag of the autoregressive and 
exogenous inputs (e.g. in the study No. 5), NARX models produced slightly more accurate predictions 
than ARX models. However, it is plausible that by adopting a higher lag on the inputs it is possible to 
improve the predictions of the ARX models and thereby reach a comparable (or better) accuracy than 
with the NARX models. 
Whilst the majority of studies (Nos. 4–8, 11 and 13 in Table 2.5) on autoregressive models used 
trial and error procedures to identify the input parameters of the models, study No. 12 by Antonucci 
(2017) adopted a newly developed automated selection procedure (Antonucci et al., 2017) called 
Greedy Correlation Screening (GCS). To identify the near-optimal structure of the model, the GCS 
used a training/calibration period to calibrate the input parameters, a testing/validation period to 
test and select the structure of the model and a prediction period to perform the actual forecasts 
using the selected parameters of the model. The main steps of the GCS process consist of screening 
different models and searching for input parameters that produce the best fit (i.e. highest adjusted 
coefficient of determination Radj
2 ) during the testing period, with a comparable fit between the 
testing and training periods (to avoid over-fitting). Of the ten short-listed models, the GCS then 
favours the model with the smallest numbers of inputs. The author tested ARX and ARMAX models 
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generated in this way for the prediction of indoor temperatures in a free-running dwelling in the UK 
during the heatwave of the 1st July 2015 and aimed at performing 24 h ahead forecasts. According to 
the author, however, the ARX model “miserably fails” (Antonucci, 2017, p.114), and was only capable 
of predicting the indoor temperatures adequately for the first 3–4 h. On the other, hand the ARMAX 
model was capable of producing adequate results with an MAE of 0.94°C for 24 h ahead forecasts 
due to the MA terms that were adopted in the regression. Nevertheless, despite the possibility that 
the GCS can perform model selection without the need for human intervention, the poor 
performance with the ARX model renders the performance of the GCS in selecting the best model 
questionable. 
In study No. 9 by Potočnik et al. (2019), the authors developed ARX and NARX models to predict 
the indoor temperatures in a residential dwelling during winter. Compared to all other previous 
studies (1–8 and 10–13 in Table 2.5) the researchers drastically increased the orders of the models 
(i.e. lags of the predictor variables), by considering up to 33 previous hourly values for the 
autoregressive and exogenous variables. This approach not only substantially increases the 
computational time but is also severely increases the risk of overfitting the models. While with the 
ARX model, the authors adopted a stepwise regression17 to reduce the number of inputs, the fact 
that they based the selection on the statistical significance of the inputs is a major concern. According 
to Hyndman and Athanasopoulos (2018), selecting predictors for forecasting models based on their 
statistical significance is invalid. This is because statistical significance does not always indicate the 
variables predictive value. Even if forecasting is not the goal, this is not a good strategy because 
individual p-values can be misleading when two or more predictors are cross-correlated. Whereas 
the results by Potočnik et al. (2019) imply excellent forecasting ability with extremely low forecasting 
errors of only 0.12°C and 0.09°C, several concerns can be raised regarding the replicability of the 
results. Firstly, the models were not based on monitored data from a real building but based on an 
emulation of a building created using the TRNSYS software. How well the emulation represents the 
actual operating conditions of the actual building is questionable (e.g. a real building might have 
 
17 When a large number of predictors are considered for a model, it is not possible to test all possible models (e.g. 40 
predictors leads to 240 = 1.1 trillion possible models). Consequently, a strategy such a stepwise regression (or selection) 
is required to limit the number of models to be explored (Hastie et al., 2009; Hyndman and Athanasopoulos, 2018). A 
backward stepwise regression is commonly adopted for this purpose. The approach starts with all potential predictors 
and keeps removing one predictor at a time (if it improves the measure of predictive accuracy) until no further 
improvement is observed. When fewer predictors are considered, a forward stepwise regression may be adopted instead. 
Predictors are then added one at a time, and that which most improve the measure of predictive accuracy is retained in 
the model. The procedure is then repeated until no further improvement can be achieved. In this regard, measures of 
predictive accuracy such as R2adj , AIC and BIC are commonly adopted (Hyndman and Athanasopoulos, 2018). 
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additional heat losses due to thermal bridges, unpredictable operation of windows from the 
occupants etc.). Secondly, the fact that the models were validated by emulating an almost constant 
indoor temperature that is tightly constrained between 25°C and 26°C across the entire testing 
period, does not demonstrate the generalisation ability of the model to forecasts accurately when 
the indoor temperatures rises or falls (e.g. when the heating or cooling system is switched off for a 
prolonged period). It is probable, therefore, that if the models were to be tested in real buildings with 
considerable fluctuations in the indoor temperatures, the results might indicate a considerably lower 
forecasting accuracy.  
 Chapter summary 
The main findings from the literature review conducted in this chapter, that have direct 
implications for this study, can be summarised as follows: 
• Currently, there is no universally agreed definition of overheating in the built environment. 
• Overheating criteria that are currently adopted by different design codes are based on thermal 
comfort theory and not on heat stress, which occurs at higher temperature levels. 
• Vulnerable occupants such as elderly, frail and ill people are at the highest risk of heat-related 
morbidity and mortality. 
• In the UK, high summer temperatures (i.e. excess heat) result in a lower incidence of mortality 
compared to low winter temperatures (i.e. excess cold). With rising global temperatures due 
to climate change, heat-related mortality is projected to increase in the future. 
• The Wet-Bulb Globe Temperature (WBGT) is the most widely adopted index to evaluate heat 
stress, however, due to its focus on healthy people and working environments, its application 
in residential buildings for vulnerable occupants is questionable. 
• While the effects of humidity on heat stress and mortality are particularly important in sub-
tropical climates, they were found to be less relevant in temperate climates such as in the UK. 
• Advanced warnings of impending heat, raising the awareness of the population of heat-related 
risks and adopting preventive measures are the key factors in reducing heat-related morbidity 
and mortality during heatwaves. 
• Current Heat-Health Warning Systems (HHWSs) issue warnings which are based on regional 
outdoor air temperatures and are therefore incapable of identifying precisely where, when, or 
to what extent an individual building (and its occupants) will be affected. 
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• The literature suggests that heat-related morbidity is directly associated with high dry-bulb 
temperatures, however, it was identified as an area that requires further research. 
• Because people spend most of their time indoors, previous research studies suggested that the 
development of dwelling-based indoor temperature thresholds, that are tailored to the 
dwelling (and to the individual occupants) should be a priority. 
• The definition of appropriate indoor thresholds and the existence of reliable forecasting models 
could allow the development of an indoor Heat-Health Warning Systems (iHHWSs)  capable of 
informing the occupant(s) and others of future indoor thermal conditions and associated heat-
related risks. 
• To allow the large-scale deployment of predictive models (and devices) in real buildings, the 
forecasting models have to be: computationally efficient, with automated feature (and model) 
selection that do not require human intervention; with forecasting horizons of more than three 
hours; and which are at the same time sufficiently accurate and reliable. 
• When longer forecasting horizons are desired, an hourly model resolution might offer more 
accurate forecasts than with sub-hourly model resolutions. 
• When there is no (or limited) information about the building’s physical characteristics, black-
box models or simplified grey-box models are the most resource-efficient forecasting methods 
to perform predictions of the future indoor thermal conditions. 
• The use of autoregressive models is needed to achieve more accurate and reliable predictions. 
• Linear and non-linear autoregressive models with exogenous inputs (e.g. ARX, ARMAX and 
NARX) are currently the most widely adopted forecasting models to predict future indoor 
temperatures in buildings. 
• Previous studies indicate that whether or not non-linear NARX models are capable of 
outperforming linear ARX models, might depend on several factors such as: the period of 
testing; the maximum lag of the predictors; the adopted predictors used in the model; the 
resolution of the model; and the forecasting horizon. 
• Evidence from other fields (e.g. grid electricity load forecasting) indicates that Generalized 
Additive Models (GAMs) might offer more accurate predictions and superior interpretability of 
the models compared to Neural Networks (NNs). 
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• There is only a limited number of research studies that have developed forecasting models 
specifically for the prediction of indoor temperatures in free-running dwellings during 
heatwaves.  
• The results from  existing studies on indoor temperature predictions often achieved either an 
inadequate forecasting accuracy or they were tested only on relatively short forecasting 
horizons, or used temperate (i.e. non-extreme) data to test the models 
• The outdoor air temperature and the Global Horizontal solar Irradiance (GHI) are the main 
drivers and predictors when forecasting summer-time indoor temperatures in free-running 
dwellings. 
• Due to the stochastic nature and difficulties in predicting the future Window Opening (WO) 
state, it has never been considered as a predictor in the examined research studies on indoor 
temperature prediction. 
• Some studies indicated that the adoption of a higher maximum lag (or order) of the predictors 
(e.g. five previous time-steps) might improve forecasting accuracy. However, the adoption of 
many input predictors variables and a higher order of model might increase the risk of 
overfitting the model, resulting in poor forecasting performance (on new future data). 
• The literature suggests that for Linear Regression Models (LRMs), the predictors that produce 
the lowest Akaike’s Information Criterion (AIC) indicate the best model for forecasting. 
• When many predictor variables are considered in the forecasting model, a backward (or 
forward) stepwise regression procedure can be adopted to quickly converge to a near-optimal 
model. 
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Chapter 3   | Development of linear ARX and ARMAX models for 
the prediction of indoor temperatures 
The literature review (Chapter 2) identified the potential of statistical black-box models for the 
prediction of short-term indoor thermal conditions. In several studies (Nos. 4, 7 and 8 in Table 2.5), 
autoregressive linear models (e.g. ARX and ARMAX) have been shown to produce a comparable 
forecasting accuracy to non-linear autoregressive models (e.g. NARX), while offering at the same time 
a simpler model structure. Linear models have further advantages including more efficient 
computation and automated methods for selection of the best forecasting model (discussed in 
section 2.3). In addition, the use of an hourly data resolution for the predictive models was found to 
be optimal in relation to achieving higher forecasting accuracies at longer lead times (discussed in 
section 2.3.5). 
Based on these findings this chapter aims to explore and answer the following research 
questions: 
1. Can automatically selected linear autoregressive time series forecasting models for the 
prediction of the hourly indoor temperatures in free-running dwellings provide an adequate 
forecasting accuracy during heatwaves at forecasting horizons up to 72 h ahead? 
2. Do ARX models provide more reliable and consistent predictions at longer lead times than 
ARMAX models? 
This chapter is based on the journal publication ‘Forecasting indoor temperatures during 
heatwaves using time series models?’ (Gustin et al., 2018). 
Section 3.1 presents a short background on the modelling methods and selection of models 
that are relevant for this chapter. Section 3.2 describes the data that was adopted for the training 
and validation of the forecasting models and the reasons for the selections of the rooms and period 
of testing. Section 3.3 defines the structure of the models, the adopted automatic model 
identification procedure, how are the longer predictions performed and how can be the forecasting 
accuracy and reliability of the models evaluated. Section 3.4 compares the results of the two linear 
forecasting models. Section 3.5 discusses the results in relation to previous studies in the literature. 
In addition, it analyses the strengths and limitations of the developed models. Section 3.6 summarises 
the conclusions of this chapter.  
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 Chapter introduction 
The forecasting models developed and tested in this section are autoregressive models. This 
means that they use previously observed and/or forecasted indoor temperatures (i.e. previous 
output variables). Furthermore, the models adopt exogenous weather data (i.e. external air 
temperatures and Global Horizontal solar Irradiance) as model inputs to improve the predictions. 
These variables were identified in the literature as the main drivers of indoor temperatures in free-
running dwellings during summer-time (section 2.4). In addition, to the autoregressive and 
exogenous predictor variables of the ARX model, the ARMAX model also utilises the previous 
residuals18 as predictor variables, which are included in the Moving Average (MA) terms (section 
2.3.4.1). 
The models are prototyped and validated using monitored data from the bedrooms of three 
different dwellings located in the same town (i.e. Loughborough) during summer 2015. In order to 
facilitate the wide-spread deployment of such models in real buildings, a key objective was to provide 
an automatic model selection process (section in 2.3.6), that is capable of providing sufficiently 
accurate forecasts over longer lead times (up to three days ahead). 
Different types of black-box models can be adopted for the prediction of indoor temperatures, 
with the most common being linear and non-linear autoregressive time series forecasting models 
(Kramer et al., 2012). Whereas simpler time series forecasting models are based on linear methods, 
more complex methods such as Neural Networks (NNs) allow non-linear relationships between the 
response variable and its predictors (Hastie et al., 2009). Nevertheless, NNs are harder to train, 
require large amounts of learning data and are limited by their lack of interpretability19 (Foucquier et 
al., 2013). In addition, NNs are known to give different results after repeated trials on the same data 
(Mustafaraj et al., 2010). For these reasons, linear time series models offer several distinct 
advantages over their non-linear counterparts (e.g. NNs): namely that they are simpler to deploy and 
replicable, wherein the same data and inputs will always produce the same model parameterisation 
(Mustafaraj et al., 2010). 
 
18 The residuals in a time series model represent what is left over after fitting a model and are equal to the difference 
between the observations and the corresponding fitted values on the training data (Hyndman and Athanasopoulos, 
2018). 
19 The interpretability refers to the ease of comprehending the forecasting model and its relationships between the 
output and input predictor variables (i.e. inputs). Conversely to the linear models, Neural Networks are capable of 
modelling complex non-linear relationships through multiple hidden layers and neurons between the input and output 
variables. However, due to the complexity of the structure is not possible to understand clearly how are the individual 
predictors affecting the output variable. For this reason, NNs are classified as methods with a low interpretability (Hastie 
et al., 2009). 
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Ashtiani et al. (2014) observed that their time series regression model was not able to forecast 
accurately during a heatwave event, with the best model achieving a Root Mean Squared Error 
(RMSE) of 2.10°C (Table 2.5), which points to the difficulty of developing a reliable forecasting model 
that is able to generalise with acceptable accuracy during such extreme events. Time-series 
forecasting models such as ARX and ARMAX have been shown to provide reasonably accurate short-
term forecasts (2-3 hours) of internal temperatures in office buildings when using high-resolution 
data (i.e. 5-15 minute sampling). Using such methods, Ferracuti et al. (2017) achieved an RMSE of 
0.33°C for 3-hour forecasts using ARX models whilst a Mean Absolute Error (MAE) of 0.11-0.19°C was 
achieved by Mustafaraj et al. (2010) for a 2 h forecasts using ARMAX models. However, in these 
studies (Mustafaraj et al., 2010; Ferracuti et al., 2017) it is notable that the forecasts were made for 
relatively mild summer days with no sudden temperature spikes, and with peak indoor temperatures 
of approximately 24°C (Mustafaraj et al., 2010) to 26°C (Ferracuti et al., 2017). Although the 
forecasting accuracy of the models developed in the studies (Mustafaraj et al., 2010; Ferracuti et al., 
2017) was good, they have been primarily developed to improve HVAC system control in air-
conditioned offices and schools with an exact (i.e. monitored) knowledge of the cooling load. In actual 
forecasts, however, if the systems do not follow a predetermined fixed schedule, this information is 
not available a priori. Furthermore, their use cannot be directly transposed to free-running dwellings 
where HVAC systems are not generally used or to dwellings where air-conditioning is used but 
operation schedules are far less regularised than in offices. In addition, the use of sub-hourly data 
which HVAC system control development is predicated upon assumes that there is widespread 
availability of such high-resolution data and weather forecasts. In reality, if the models were to be 
integrated as a part of an indoor Heat-Health Warning System (iHHWS), and deployed on a large 
scale, using forecasted weather data from national meteorological services (such as the UK Met 
Office) such forecasts are generally not available at a sub-hourly resolution20 (section 2.3.5). 
Consequently, there is a lack of literature in relation to the development and prototyping of 
predictive models in relation to forecasting indoor temperatures over extended horizons that are 
able to operate at an hourly data resolution in free-running dwellings and with acceptable forecasting 
accuracy during extreme hot spells.  
 
20 The hourly resolution is generally the highest resolution at which the meteorological services such as the UK Met Office 
perform the weather forecasts (Met Office, 2017). In these cases, the sub-hourly data can be only obtained by 
interpolating the hourly data in order to provide an approximation of the sequence that would be obtained by sampling 
the signal at a higher rate.  
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It is well known in forecasting that predictions are difficult to perform where the values of 
future predictors fall outside the range of the past (training) values (Hyndman and Athanasopoulos, 
2018). Hence, if models are not validated over a suitably hot spell it is uncertain whether they would 
be able to forecast accurately during a heatwave. Nevertheless, the study by Antonucci (2017) 
indicated that with an ARMAX model it is possible to achieve 24 h predictions of the indoor 
temperatures in a free-running dwelling during heatwaves with an MAE below 1°C. 
In a study by Ríos-Moreno et al. (2007), it was found that for the prediction of indoor 
temperatures, ARX models generally performed more accurately than ARMAX models. Nonetheless, 
only one-step-ahead forecasts were performed in this study. On the other hand, Mustafaraj et al. 
(2011) found that ARX and ARMAX models produced similar results, with ARMAX models being 
preferable for multi-step-ahead21 forecasts. Similarly, Antonucci (2017) suggested that ARMAX 
models are completely outperforming ARX models. Hence it is unclear from the literature which type 
of model is capable of providing the most accurate and consistent predictions of internal 
temperatures during heatwaves, especially during extended forecasting horizons. 
When longer forecasting horizons (h) are desired, multi-step-ahead predictions are required. 
For this purpose, either recursive or direct strategies can be adopted (Chandra et al., 2017). In a direct 
strategy, a separate model is trained and adopted for each forecasting horizon (Taieb and Hyndman, 
2012), using similar methods to those used for one-step-ahead predictions, but with a longer 
prediction step (Judd and Small, 2000). In a recursive strategy, a common model is used iteratively 
for the computation of longer (i.e. multi-step-ahead) forecasts. Furthermore, in an autoregressive 
model, the prediction from a one-step-ahead forecast is used as an input for the subsequent future 
prediction horizons (Chandra et al., 2017). Whereas direct strategies might be superior for 
misspecified22 models, a recursive strategy is generally better suited for well-specified23 models 
(Taieb and Hyndman, 2012) and for longer multi-step-ahead forecasts (Chang et al., 2007). In 
addition, a huge advantage of the recursive strategy is that only one model is required, which reduces 
considerably the computational time, especially when many inputs are adopted and continuous long-
range forecasting outputs are required (Taieb and Hyndman, 2012). Conversely, recursive forecasting 
is known to produce biased predictions when the underlying model is non-linear, particularly at 
 
21 Multi-step-ahead forecasts refers to the advanced predictions that are performed several (hourly) time steps ahead. 
22 These are generally sub-optimal models that fails to identify properly the relationship between the dependent (output) 
and independent (input) variables. 
23 These are generally near-optimal models that are able to capture appropriately the relationship between the 
dependent (output) and independent (input) variables. 
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longer horizons (Taieb and Hyndman, 2012). This is because the systematic errors (i.e. bias) 
generated in one-step-ahead predictions accumulates with each subsequent iteration of the 
recursive model that is needed to perform multi-step-ahead predictions (Judd and Small, 2000). It is 
well known that making accurate predictions at longer forecasting horizons with machine learning 
methods is one of the most challenging problems due to the accumulation of errors (Chandra et al., 
2017). It is extremely important for this reason, that the base model is properly identified by selecting 
a near-optimal24 model that correctly explains the relationship between the explanatory 
and response variables. 
Trial and error identification procedures have been previously adopted for model selection in 
many studies (Nos. 4-8, 11, 13 in Table 2.5). Approaches involving selecting all (or significant 
numbers) of the potential predictors are unlikely to represent the best model because of the 
potential to include non-significant predictors. Conversely, an insufficient number of predictor 
variables might lead to inadequate performance of the multi-step-ahead predictions. Identifying a 
near-optimal model manually is, therefore, a difficult and time-consuming (and potentially 
impossible) task; and consequently, it is preferable to adopt an automated model selection processes 
(Hyndman and Athanasopoulos, 2018). 
In this chapter, the use of a simple automated model selection procedure designed for the 
calibration of ARX models is demonstrated to provide accurate one-step-ahead (i.e. 1 h ahead), 
predictions of the internal temperature evolution during a heatwave. A recursive strategy using a 
rolling (i.e. sliding) training and validation windows is adopted to provide hourly multi-step-ahead 
predictions for different forecasting horizons: 3, 6, 12, 24, 48 and 72 h periods. The forecasting 
accuracy and the 95% predictive intervals for the different forecasting horizons are evaluated using 
measured data from three different dwellings during the 2015 heatwave. The predictions across the 
various forecasting horizons are repeated using ARMAX models in order to compare the forecasting 
accuracy and consistency of the results. The primary aim of this chapter is to assess the relative ability 
of ARX and ARMAX models to generate reliable multi-step-ahead temperature predictions during 
heatwaves.  
 
24 When automated model identification procedures are adopted for the selection of predictor variables of a forecasting 
model with a large number of potential features, searching for the optimal model that satisfy a certain criteria (e.g. 
minimising the AIC) might not be feasible due to the huge number of possible model combinations which can lead to 
extremely long computational times. In these cases, various techniques can be adopted to speed up the search and skip 
the testing of a large number of model combinations while converging to a solution that satisfies best the criteria. Because 
the identified model might not coincide with the optimal model (e.g. absolute minimum AIC from all possible model 
combinations), it is referred to as a near-optimal model, which indicates a model with a similar forecasting performance. 
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 Monitored data  
To stress-test the predictive capabilities of a model in the context of ‘real-world’ overheating 
predictions, it is important that the model is tested and validated during a particularly hot period of 
weather.  
 
Figure 3.1: Hourly averages of the recorded internal bedroom temperatures (Tint) in dwellings A, B and C, and 
external air temperatures (Text) and Global Horizontal Irradiance (GHI) recorded at Loughborough University 
from the 1st of June 2015 to the 5th of July 2015. 
In order to rigorously test the generalisation25 ability of the predictive model, the external and 
internal temperatures (during the testing phase) should exceed those experienced during the 
previous (model training) period.  
 
25 The generalisation performance of a forecasting method relates to its prediction capability on an independent test data 
(i.e. new data that was not used to train the model). Assessment of this performance is extremely important in practice, 
since it guides the choice of a machine learning method, and gives a measure of its quality (Hastie et al., 2009). 
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According to the UK Met Office, based on the WMO definition, a heatwave is defined as a 
period that is “marked by unusually hot weather (Max, Min and daily average) over a region persisting 
at least two consecutive days during the hot period of the year based on local climatological 
conditions, with thermal conditions recorded above given thresholds” (WMO, 2016; Met Office, 
2018b). For this purpose, the internal temperatures in an upstair bedroom in three dwellings from 
the REFIT Smart Home dataset (Firth et al., 2016) were selected. The houses, all located in close 
proximity to the town of Loughborough in the English Midlands, experienced high temperatures but 
with markedly different temperature profiles, during the one-day heatwave of 1st July 2015 (Figure 
3.1). During this short-duration extreme hot spell, the external air temperatures exceeded 30°C in 
most regions of the UK (Met Office, 2015). The maximum external dry-bulb temperatures during that 
period set a new UK July record, with a temperature of 36.7°C being observed at the Heathrow 
weather station (Met Office, 2015). On the hottest day: the bedroom in dwelling A (REFIT dwelling 
No. 12) exhibited a sudden indoor temperature spike exceeding 30°C; the bedroom in dwelling B 
(REFIT dwelling No. 20) displayed a gradual increase in the internal temperatures with a lower peak 
of 27.6° but with prolonged retention of elevated temperatures above 26°C during the following 
night; and the bedroom in dwelling C (REFIT dwelling No. 7) displayed a sharp rise in temperature 
during the day but with a sudden drop of temperature overnight (Figure 3.1). 
The internal temperatures were logged at 30-minute intervals in the upstairs bedrooms, to 
capture the most pronounced overheating. The weather data was recorded at the nearby 
Loughborough University weather station at 15-minute intervals. As weather data and forecasts are 
not usually available in a sub-hourly resolution, and because previous research demonstrated that 
an hourly resolution might provide a higher accuracy at longer forecasting horizons (Yildiz et al., 
2017), as a starting point for this work it was decided to down-sample the data by averaging the sub-
hourly values to hourly mean values (centred on each hour). This procedure reduces the number of 
time steps required to reach an extended forecasting horizon, and hence decreases the accumulation 
of errors due to the adopted recursive strategy in multi-step-ahead forecasts. However, it retains the 
ability to define the peak temperature reasonably accurately. Since the use of non-scaled data (i.e. 
data as measured) allowed more accurate predictions, the input data was not normalised26.  
 
26 Conversely to non-linear methods such as Neural Networks (NNs), linear regression models do not require the training 
data to be scaled (e.g. pre-processing of the input data). In NNs is essential that all inputs are scaled in order to help the 
convergence of the weights and improving the learning speed of the network. The normalisation (i.e. scaling the data 
between 0 and 1, where 0 is the minimum value and 1 is the maximum value) is one of the most common scaling strategies 
for NNs (Rafiq et al., 2001). 
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The data selected for the training and forecasting undertaken in this study extends across a 
five-week period from the 1st of June 2015 to the 5th of July 2015. During the first half of June, the 
external air temperatures (Text) were considerably lower (ranging between 4°C and 24°C) than later 
in the month (Figure 3.1). In the second half of June the external air temperatures showed a small 
increase in the daily mean, but with hourly peaks that never exceeded 24°C until the 30th of June, 
when the external temperature suddenly increased to 31°C. During the day of the heatwave, on the 
1st of July, the temperature rose even further and reached a peak of almost 36°C. On the days 
following the short hot spell, the external daily temperature variations were very similar to those 
observed before the heatwave. The Global Horizontal solar Irradiance (GHI) showed similar daily 
variations before, during and after the heatwave (Figure 3.1). Whereas the highest hourly GHI was 
recorded on the 7th of June, when it peaked at almost 900 W/m2, the peak on the 1st of July was 
750 W/m2. Therefore, the higher external temperatures during the hot spell cannot be attributed 
solely to an increase in the GHI. 
For the whole of June, the internal temperatures (Tint) in the bedroom of dwelling B were 
consistently (1 to 3°C) warmer than in the bedroom in dwelling A, which is 1 to 3°C warmer than the 
bedroom of dwelling C (Figure 3.1). In each dwelling, the internal temperatures remained below 25°C, 
and so would not typically be considered uncomfortable, until the 30th June when all the rooms reach 
approximately 26°C. On the hottest day, 1st of July, dwellings A and C heated up more noticeably than 
dwelling B, and reached peak27 temperatures of 27.6°C in dwelling B, 28.0°C in dwelling C and 30.2°C 
in dwelling A (Figure 3.1). 
 Methods 
3.3.1 Structure of the models 
According to the literature review (Chapter 2), the use of autoregressive models is needed to 
achieve more accurate and reliable predictions. Autoregressive models require that the input data 
used for the development of the model is stationary in order that the distribution of the observed 
and forecasted values is independent of time (Hyndman and Athanasopoulos, 2018). A time series 
can only be considered stationary if the mean and variance of the data are constant over time and if 
there are no significant trends and seasonal variations in the data (Makridakis et al., 1998). To 
 
27 Following the peak temperatures that were reached on the 1st July, the overnight indoor temperatures in all three 
dwellings were considerably above the recommended thresholds of 24°C and 26°C for sleep quality and thermal comfort 
respectively (CIBSE, 2015). 
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objectively determine if the data is stationary, unit root tests are adopted, with one of the most 
popular being the Augmented Dickey-Fuller (ADF) test (Hyndman and Athanasopoulos, 2018). In this 
study, the ADF unit root test was used to check the stationarity of the input time series, with a 
probability value (p-value) threshold of 0.01. If the p-value of the ADF test is smaller than 0.01 (i.e. 
the ADF value is lower than the critical value for a specific sample size) the null hypothesis of a non-
stationary time series can be rejected, and the alternative hypothesis of a stationary time series 
accepted.  
Since the analysis of all the input time series data used in this work satisfied the ADF unit root 
test (at the 99% confidence level) it can be concluded that the adopted data in this study is sufficiently 
stationary. As such, the input time series data does not require differentiation (i.e. with no 
subsequent integration term, necessary to integrate a differenced time series; d = 0) or further 
transformation to render it stationary. Without the use of the past residuals as predictors (i.e. with 
no Moving Average terms; q = 0) the model can, therefore, be denoted as an ARIMAX (a, d = 0, 
q = 0, x) model, or more simply as an ARX (a, x) model. 
To perform the forecasts at a specific time-step (t) and forecasting horizon (h), the model 
automatically calibrates itself according to weightings applied to the past internal temperatures (Tint) 
and to exogenous inputs of past and/or forecasted weather data. The exogenous weather data 
consist of Text and GHI, which were identified in the literature review (Chapter 2) as the main 
exogenous drivers of the summer-time indoor temperatures in free-running dwellings. 
If the model is adopting past residuals q (i.e. the Moving Average order) in the forecasts (q ≠ 0), 
it can be denoted as an: ARIMAX (a, d = 0, q, x) model or more simply (since the data does not 
require differentiation) as an ARMAX (a, q, x) model.  
The general equation of the model can be written in the form shown in equation [3.1].  
Tint  (t + h) = c + ∑ pΦ,i  Tint   (t + h – i) 
n
i=1
+ ∑ pα,j  Text   (t + h – j) 
n
j=0
+ ∑ pβ,j  GHI (t + h – j) 
n
j=0
 +  [3.1] 
 ∑ pγ,k  e (t + h – k)  +  e (t + h)
q
k=1
  
where:   
Tint (t + h) forecasted hourly internal temperature at the time step t at horizon h (°C) 
t hourly time step (h) 
h forecasting horizon, hourly time steps (h = 1, … , 72) (h) 
c intercept (°C) 
n maximum lag (previous n time steps) of the input variables that are being considered in the model  
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i lag count (1–5) for autoregressive inputs (i.e. previous time steps of the output varaible) 
j lag count (0–5) for exogenous inputs, where count 0 is weather data at the forecasted time step 
k lag count (1–5) for Moving Average inputs (i.e. previous residuals) 
n maximum lag (previous n time steps) of the input variables that are being considered in the model  
q Moving Average order (i.e. the number of past residuals that are adopted to produce the forecasts) 
Tint (t + h – i) observed or forecasted hourly internal air temperature at lag i before the forecasting horizon h (°C) 
pΦ,i parametric coefficients of the lagged (previous n) Tint (–) 
Text  (t + h – j) observed or forecasted hourly external air temperature at lag j before the forecasting horizon h (°C) 
pα,j parametric coefficients of the lagged (previous n) Text (–) 
GHI  (t + h – j) observed or forecasted Global Horizontal Irradiance at lag j before the forecasting horizon h (W/m2) 
pβ,j parametric coefficients of the lagged (previous n) GHI (°C m2/W) 
e (t + h – q) 
residuals: hourly difference between the observed and forecasted internal temperatures at the time 
step t for the forecasting horizon h and lag q (°C) 
pγ,k parametric Moving Average coefficients of the past residual at lag q (–) 
e (t + h) 
forecasting error: hourly difference between the forecasted and observed temperatures at the time 
step t  for horizon h (°C) 
After the initial exploration of the data and stationarity checks described above, the maximum 
lag (n) of the autoregressive (Tint) and exogenous (Text and GHI) predictor variables was set to 5 as 
in a previous research study (Hyndman and Fan, 2010) in order to limit the complexity of the model. 
After some testing, the length of the training window was set to 21 days of data, which showed to 
produce slightly better results compared to shorter or longer training windows.  
Once these parameters were defined, it was possible to start an automated selection 
procedure to select the best structure of the forecasting model (section 3.3.2). The selected model 
was then iteratively recalibrated in order to produce the predictions over the whole validation period 
and for various forecasting horizons (section 3.3.3). After the completion of all the predictions, it was 
then possible to evaluate the forecasting accuracy at each horizon (section 3.3.4). The general 
process to analyse the data, to train and identify the near-optimal structure of the forecasting model, 
and to perform multi-step-ahead predictions is summarised in the flowchart below (Figure 3.2) and 
furtherly described in more detail in the following sections. 
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Figure 3.2: Flowchart summarising the adopted general process to analyse the data, to train and identify the 
near-optimal structure of the forecasting model, and to perform multi-step-ahead predictions. 
3.3.2 Model identification 
In statistics, penalised likelihood criteria such as the Akaike information Criterion (AIC) and the 
Bayesian Information Criterion (BIC) are often adopted for model selection (Hyndman and 
Athanasopoulos, 2018). Since the BIC measures the goodness of fit it is appropriate for explanatory28 
models, whilst the AIC assesses the forecasting accuracy and is, therefore, better suited to predictive 
models (Shmueli, 2010). The AIC (equation [3.2]) estimates the likelihood of a model to predict future 
values, which is penalised by the number of estimated parameters in the model (i.e. penalised 
 
28 The primary aim of explanatory models is to test causal explanations and not improving the forecasting performance. 
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likelihood). As such, the AIC addresses the trade-off between the goodness of fit of the model and 
the simplicity of the model. By automating the model calibration process in this way, potentially 
viable models can be tested with all possible combinations of input variables. The best model is then 
identified by selecting the combination of features (predictors) that result in the minimum value of 
the AIC estimator. According to Hyndman and Athanasopoulos (2018), the model with the minimum 
value of the AIC is considered to be the optimal model for forecasting.  
AIC = − 2 ln(ℒ)  + 2 N [3.2] 
where:  
AIC Akaike’s Information Criterion (-) 
ℒ maximised likelihood29 of the data (expresses the goodness-of-fit of the model)  
N number of estimated parameters (i.e. intercept and coefficients of the predictor variables) in the model 
In order to perform the model selection process in a reasonable amount of time (e.g. in less 
than one hour) using code written in the R programming language (R Core Team, 2019) and using a 
single-core processor (i.e. running the code in sequence), it was decided to limit the lag n (i.e. the 
number of previous time steps of data that are considered as predictors). Because during the initial 
testing of the models the lags above 5 were never selected, in order to reduce the computational 
time to identify the models, the lag n was limited to 5. This results in 131,072 possible model 
combinations resulting from the 17 available input parameters (N). The lagged inputs of Tint, Text and 
GHI that resulted in the lowest AIC score with the ARX model were automatically selected. The 
selection process of the predictors was performed only once for each modelled zone during the 
training period (i.e. the first 21 days) and the selected model was then adopted to perform the rolling 
forecasts for that specific zone and dwelling. The number of AutoRegressive (a) and eXogenous (x) 
inputs chosen via the selection process for each model was automatically assigned to the names of 
the output files to enable model identification and facilitate cross-referencing of the extracted tables 
and plots (see section 3.4.1). 
3.3.3 Multi-step ahead predictions 
In ‘real-world’ applications a predictive overheating model would require forecasted weather 
data from one (or more) nearby meteorological station(s) (Gustin et al., 2017). Since the uncertainty 
of weather forecasts increases in proportion to the length of the forecasting horizon, their reliability 
 
29 The likelihood function, or more simply likelihood, expresses the probability of a given set of observations for different 
values of statistical parameters. The maximum likelihood of the data given the model’s estimates indicate the model that 
fits best the data (Hastie et al., 2009). 
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several days ahead (particularly in a maritime climate) is questionable; as a result, using forecasting 
models to predict significantly long periods beyond the forecasting origin is likely to be unreliable. 
According to the UK Met Office, short-range (1-3 days ahead) weather forecasts are considered to be 
extremely accurate using data that is updated several times per day (Met Office, 2016). On the other 
hand, medium-range (3–10 days ahead) weather forecasts provide only a general picture of the 
weather on a day-to-day basis. For this reason, the developed models were constrained to 
forecasting Tint for the next 72 hourly time steps (i.e. 3-day forecast) after the forecasting origin. 
To create a multi-step forecast, the model performs a one-step-ahead forecast and then 
iteratively completes the multi-step-ahead forecasts for the next 72 hours by adopting a recursive 
strategy (e.g. the estimated one-step-ahead prediction is used as an autoregressive input for the two-
step-ahead prediction etc.). The model adopts a rolling (i.e. sliding) training window and forecasting 
origin, which is known as a rolling window approach. According to Bergmeir and Benítez (2012), this 
rolling window approach is a type of cross-validation, which is necessary for a robust evaluation of 
the forecasts. This means that after each 72-hour forecast, the model training window (21 days) 
moves forward by one time-step (1 h), before recalibrating the regression coefficients (weights) of 
the previously selected predictors and then recalculating the subsequent 72 hourly forecasts (1-72 h 
ahead). In this way, the model is retuned (but not restructured) with the most recent data (i.e. last 
21 days) for each new forecast. The model automatically stops when the predictions for all horizons 
(i.e. 1–72 h) on the predetermined validation period have been completed. Subsequently, it is 
possible to assess the forecasting accuracy at each forecasting horizon. 
3.3.4 Model validation 
The accuracy of a forecasting model can only be evaluated based on how well it performs in 
relation to ‘new’ data (Hyndman and Athanasopoulos, 2018), i.e. not how well the model fits the 
‘past’ data, to which it was exposed during the training period. In this study, the forecasting errors 
(equation [3.3]) and accuracy were evaluated only during the week of the heatwave (28th June at 
00:00 to 4th July at 23:00) using scale-dependent30 error metrics: Mean Bias Error (MBE, equation 
[3.4]), Mean Absolute Error (MAE, equation [3.5]), and Root Mean Square Error (RMSE, equation 
 
30 Scale-dependent error metrics are measures of forecasting accuracy whose scale depends on the scale of the data (e.g. 
°C) and are useful when comparing different methods applied to the same set of data. The most commonly used scale-
dependent measures are based on the absolute (e.g. MAE) or squared (e.g. RMSE) errors (Hyndman and Koehler, 2006). 
Whilst each metric has some advantages and disadvantages (e.g. RMSE sensitivity to outliers), a combination of metrics, 
including but certainly not limited to RMSEs and MAEs, are often required to assess the performance of the model (Chai 
and Draxler, 2014). 
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[3.6]). The adjusted coefficient of determination31 (Radj
2  , equation [3.7]) was also calculated for 
reference. Whilst calculating the R2 during the training period (i.e. in-sample) can be useful in 
interpreting the goodness of fit between the model prediction and the measured data, it does not 
always indicate that a model is suitable for forecasting (Hyndman and Athanasopoulos, 2018). In fact, 
a good fit in the training period (i.e. in-sample) might be a sign of an over-fitted model; wherein the 
model matches the training data so closely that it loses the ability to generalise and forecast over the 
entire testing/validation period, with a consequent poor forecasting performance (Frost, 2017). For 
these reasons, Radj
2  was used only to express the fit of the model over the validation (i.e. out-of-
sample) period.   
e (t + h) = Tint(t + h) − Tint(t) [3.3] 
MBE =
∑ e (t + h)𝑁𝑡=1
N
 [3.4] 
MAE = |
∑ e (t + h)𝑁𝑡=1
N
| [3.5] 
RMSE = √
∑ [e (t + h)]2𝑁𝑡=1
N
 [3.6] 
Radj
2 = 1 − (1 − R2 )
N − 1
N − v − 1
 [3.7] 
where:  
e (t + h) 
forecasting error: the hourly difference between the forecasted and observed temperatures at the 
time step t  for horizon h (°C) 
Tint (t + h) forecasted hourly internal temperature at the time step t and horizon h (°C) 
Tint (t) observed hourly internal temperature at the time step t (°C) 
t hourly time step (h) 
h forecasting horizon, hourly time steps (h = 1, … , 72) (h) 
R2 coefficient of determination during the validation period (%) 
N number of observations in the selected validation period 
v number of input predictor variables in the adopted model 
3.3.5 Reliability of forecasts 
 
31 Computer outputs for regression models always return the coefficient of determination (R2) on the training data. 
Nevertheless, R2 does not allow for degrees of freedom, and adding any predictor variables tends to increase the overall 
value of R2. For this reason, the R2 on the training period (i.e. in-sample) should never be used to determine whether a 
model will give good predictions (i.e. out-of-sample), because pursuing models that are producing high R2 will lead to 
overfitting. Only the adjusted R2 (R2adj) can be used in these cases because the R2 is corrected with the number of 
observations and number of predictors, and it will no longer increase with each added predictor variable (Hyndman and 
Athanasopoulos, 2018). 
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Knowing that the model is able to forecast accurately during a typical hot spell is not the only 
requisite characteristic of a reliable overheating forecasting model. Whilst sudden spikes in the 
internal and external temperatures can significantly decrease the short-term predictive accuracy of 
a model, it is important to consider that the main purpose of the model is to inform the occupants of 
the timing and magnitude of impending overheating risks. In reality, it is likely that when faced with 
prolonged and/or severe overheating the occupants might take some mitigation actions (e.g. window 
opening, use of air conditioning etc.) and these sudden interventions could also significantly disrupt 
the forecasts, even when the model is slowly adapting to an overheating trend. 
Although forecasts are often presented as deterministic point values, they can be better 
understood as the average value of a forecast probability distribution (Hyndman and 
Athanasopoulos, 2018). In real-world applications, occupants of a building (and external agencies, 
such as emergency services) may need to know in advance not only the likely future internal 
temperatures but also the reliability of such forecasts. Prediction intervals are commonly used to 
express the reliability of forecasts. They define the range of values within which a forecast is 
expected to lie with a specified probability. For a normal distribution, there is a 95% probability that 
the actual future temperature will lie within 1.96 standard deviations of the mean. Therefore, based 
on the central limit theorem, 1.96 standard deviations either side of the mean can be used (on a 
sufficiently large dataset) as an estimate of the 95% prediction interval. Since the 95% prediction 
interval adapts only slowly as the time series evolves, and because it is generated based on past 
errors, it could be used to reliably inform the occupants (and external agencies) of how reliable the 
forecasts are expected to be for each forecasting horizon. 
In order to produce the prediction intervals (PIh), the standard deviation of the h-step forecast 
distribution of the forecasting errors (σh) has to be first estimated for each forecasting horizon (h). In 
this study, due to the large number of observations and forecasts, the σh can be assumed equal to 
the standard deviation of the forecasting errors at a specific h assessed over the preceding week of 
forecasts (with progressively shorter periods being subsequently adopted until the point where the 
first complete week of forecasted data is yet to be realised). Once σh has been estimated it is possible 
to calculate the 95% predictive intervals for each forecasting horizon h (i.e. 1–72 h). The prediction 
intervals (PIh) are then iteratively recalculated at every time step t as shown in equation [3.8].  
PIh = Tint(t + h)  ± k σh [3.8] 
where:  
PIh  Prediction Interval for the forecasting horizon h (°C) 
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Tint(t + h) forecasted hourly internal temperature at the time step t for the forecasting horizon h (°C) 
t hourly time step (h) 
h forecasting horizon (in hourly time steps) (h) 
k coverage factor (k = 1.96 standard deviations for the 95% prediction interval) 
σh the standard deviation of the h-step forecast distribution of the forecasting errors 
 Results 
3.4.1 Identified ARX models 
The automatic selection procedure, based on the minimisation of the AIC, identified the 
predictor variables for the ARX models that are summarised below (Table 3.1). 
Table 3.1: Selected and discarded input predictor variables for dwellings A, B and C. 
Input 
predictor 
variables 
Dwelling A Dwelling B Dwelling C 
ARX (5,6) ARX (4,5) ARX (3,8) 
Selected 
variables 
Standardised 
coefficients 
Selected 
variables 
Standardised 
coefficients 
Selected 
variables  
Standardised 
coefficients 
Tint (t-1) ✓ 1.53 ✓ 1.36 ✓ 1.53 
Tint (t-2) ✓ -0.86 ✓ -0.61 ✓ -0.66 
Tint (t-3) ✓ 0.27 ✓ 0.04 ✕ n/a 
Tint (t-4) ✓ -0.11 ✓ 0.07 ✕ n/a 
Tint (t-5) ✓ 0.14 ✕ n/a ✓ 0.09 
Text (t) ✓ 0.05 ✓ 0.31 ✓ 0.15 
Text (t-1) ✕ n/a ✓ -0.11 ✕ n/a 
Text (t-2) ✕ n/a ✓ -0.18 ✓ -0.16 
Text (t-3) ✕ n/a ✕ n/a ✓ 0.11 
Text (t-4) ✓ 0.04 ✓ 0.19 ✕ n/a 
Text (t-5) ✕ n/a ✕ n/a ✓ -0.03 
GHI (t) ✓ 0.04 ✓ 0.09 ✓ -0.02 
GHI (t-1) ✓ 0.07 ✕ n/a ✓ 0.02 
GHI (t-2) ✓ -0.07 ✕ n/a ✕ n/a 
GHI (t-3) ✕ n/a ✕ n/a ✕ n/a 
GHI (t-4) ✓ 0.03 ✕ n/a ✓ 0.03 
GHI (t-5) ✕ n/a ✕ n/a ✓ 0.02 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable; n/a = not assigned. 
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ARX (a , x) in Table 3.1 indicates the number of autoregressive (a) and exogenous (x) predictor 
variables selected by the identification procedure for each dwelling. It can be observed from the 
selection procedure (Table 3.1) that: the model for dwelling A has adopted more exogenous 
predictors based on the previous time steps of the GHI, than Text ; whilst the model for the dwelling 
B has used more terms based on the previous time steps of the Text than GHI; and the model for 
dwelling C adopts less autoregressive terms and a larger number of exogenous inputs with an equal 
number of terms for both Text and GHI. It should be noted that there are also significant differences 
in the standardised coefficients32 (Table 3.1; see footnote for explanation) of the various predictor 
variables.  
Overall, the autoregressive terms Tint have the most dominant standardised coefficients, whilst 
Text and GHI have considerably lower weights (Table 3.1). This means also that due to the lower 
standardised weights of the exogenous (weather) inputs, the models are globally less sensitive to the 
changes and uncertainties associated with the external weather data.    
3.4.2 Indoor temperature forecasts 
For dwelling A, the 1 h forecasts are very accurate and almost completely aligned with the 
observed values, with an Radj
2  of 0.989 (Table 3.2). For the 3 h and 6 h forecasts, whilst the model is 
predicting accurately in relation to the peak temperature on the hottest day (1st July) (Figure 3.3), 
there is a 2 h lag between the forecasted and observed peaks. For longer forecasting horizons (12–
72 hours), other than a delay of 1–2 h in predicting the timing of the peak temperature, the model 
under-predicts the peak internal temperature on 1st July, 28.4°C (12 h forecast) and 28.7°C (72 h 
forecast), compared to the measured peak of 30.2°C.  
The model for dwelling A is also struggling to forecast the rapid drop in the internal 
temperatures on the afternoon of the 2nd July (from 26.2°C at 16:00 to 21.7°C at 21:00) at forecasting 
horizons of three or more hours (Figure 3.3). The sudden drop in room temperature corresponds to 
a rapid drop in the external temperature (Figure 3.1), although it is possible that occupants opened 
windows to accelerate the process of cooling down the room. Overall, across the seven-day 
 
32 The developed predictive models utilise non-scaled data and produce unstandardised regression coefficients. Because 
comparing the size of unstandardised coefficients is not possible due to the input predictor variables (i.e. Tint, Text and 
GHI) adopting different scales, these coefficients were standardised after the regression in order to allow a comparison 
of the influence of the various predictors (i.e. inputs) on the dependent variable (i.e. output). The standardised 
coefficients have to be interpreted as the standard deviation change in the dependent variable when the independent 
predictor variable is changed by one standard deviation, holding all the other variables constant (Bring, 1994). 
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forecasting period, the model predicted with reasonable accuracy, with a maximum MAE of 0.63°C 
for the 72-hour forecasts (Table 3.2: Forecasting accuracy for the week of the 2015 heatwave, ARX models.).  
Nonetheless, perhaps because dwelling B has a much smoother internal temperature profile 
(Figure 3.4 cf. Figure 3.3), the forecasts are more accurate than those for dwelling A for all forecasting 
horizons as measured by the MAE and RMSE (Table 3.2). The tendency towards under prediction is 
evident in the MBE. As for dwelling A, the MBE (in absolute terms), MAE and RMSE are all gradually 
increasing in magnitude as the forecasting horizon h increases.  
For dwelling C, despite the rapid fluctuations of the measured internal temperature, the model 
performed with reasonable accuracy throughout the entire week of the heatwave. The unusual 
temperature profile (i.e. a small increase followed by a sudden fall in the temperatures) on the 2nd 
July (Figure 3.5) was difficult for the model to predict especially at longer forecasting horizons (12–
72 h). Despite this challenge, the model performed with comparable accuracy to the model for 
dwelling A, and with bias and errors that gradually increase with extended forecasting time-horizons 
(Table 3.2). 
Table 3.2: Forecasting accuracy for the week of the 2015 heatwave, ARX models. 
Forecasting 
horizon h 
(hours) 
Dwelling A Dwelling B Dwelling C 
R2adj 
(0-1) 
MBE 
(°C) 
MAE 
(°C) 
RMSE 
(°C) 
R2adj 
(0-1) 
MBE 
(°C) 
MAE 
(°C) 
RMSE 
(°C) 
R2adj 
(0-1) 
MBE 
(°C) 
MAE 
(°C) 
RMSE 
(oC) 
1 0.989 -0.02 0.12 0.21 0.999 -0.01 0.04 0.05 0.989 0.01 0.17 0.26 
3 0.955 -0.08 0.35 0.51 0.989 -0.03 0.12 0.14 0.910 0.03 0.44 0.62 
6 0.921 -0.16 0.51 0.64 0.955 -0.06 0.21 0.24 0.853 0.05 0.55 0.79 
12 0.910 -0.24 0.57 0.69 0.910 -0.12 0.28 0.33 0.831 0.08 0.60 0.85 
24 0.898 -0.35 0.57 0.71 0.876 -0.20 0.27 0.39 0.819 0.15 0.61 0.86 
48 0.887 -0.45 0.62 0.76 0.831 -0.33 0.36 0.46 0.853 0.26 0.59 0.78 
72 0.876 -0.56 0.69 0.81 0.729 -0.46 0.49 0.57 0.842 0.31 0.63 0.81 
For dwelling B, as for dwelling A, the 1-hour forecasts were extremely accurate, with an Radj
2  of 
0.999. The 3 h, 6-hour and 12 h forecasts were also reasonably accurate (Figure 3.4). On the other 
hand, for longer forecasting horizons (24-72 h), the model tended to under-predict the peak 
temperature and struggled to accurately predict the retention of elevated temperatures between 
the 1st and 2nd July. 
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Figure 3.3: Dwelling A: observed, Tint (t), and predicted, Tint (t+h), hourly internal temperatures with the hourly 
forecasting error, e(t+h) and the 95% predictive intervals (grey bands) for 1 h, 3 h, 6 h, 12 h, 24 h and 72 h 
forecasting horizons, ARX model. 
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Figure 3.4: Dwelling B: observed, Tint (t), and predicted, Tint (t+h), hourly internal temperatures with the hourly 
forecasting error, e(t+h) and the 95% predictive intervals (grey bands) for 1 h, 3 h, 6 h, 12 h, 24 h and 72 h 
forecasting horizons, ARX model. 
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Figure 3.5: Dwelling C: observed, Tint (t), and predicted, Tint (t+h), hourly internal temperatures with the hourly 
forecasting error, e(t+h) and the 95% predictive intervals (grey bands) for 1 h, 3 h, 6 h, 12 h, 24 h and 72 h 
forecasting horizons, ARX model. 
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3.4.3 Prediction intervals 
For all three dwellings, the prediction intervals (grey bands in Figure 3.3, 3.4 and 3.5) increase 
as the forecasting horizon (h) increases, with a notable increase from 3 to 6 h. As noted by Hyndman 
and Athanasopoulos (Hyndman and Athanasopoulos, 2018), a common characteristic of prediction 
intervals is that they tend to gradually increase as the forecasting horizon lengthens. The prediction 
interval also increases markedly after the heatwave, i.e. 2nd July for h ≥ 6 h, to about ±1.5°C and 
±1.25°C for dwellings A and C respectively, and to approximately ±0.75°C for dwelling B.   
With two brief exceptions, for all three dwellings and all forecasting horizons up to h = 12, the 
measured internal temperatures were within the forecasted prediction intervals. The exceptions 
were dwellings A and C on the 2nd of July, where the indoor temperature showed a sudden dramatic 
decrease. For longer-range prediction horizons h = 24 and h = 72, the internal temperatures were not 
covered by the prediction interval at all times for any of the dwellings on the 1st of July and, more 
notably on the 2nd of July. During this period the observed temperatures were above the prediction 
interval for dwellings B and C, and over then under for dwelling A.  
When forecasted temperatures lie outside the prediction interval for a prolonged period it 
suggests that either the model is not sufficiently reliable or that the response of the room to changes 
in ambient conditions differs considerably from that occurring during the training period. These 
matters are discussed further below. 
3.4.4 Comparison of ARX and ARMAX models 
For all three dwellings, ARMAX models (q ≠ 0) were developed using the same AutoRegressive 
and eXogenous terms as deployed in the ARX models (section 3.4.1). By varying the number of past 
residuals (q) available to the model, the lowest AIC values were determined as being q = 5, q = 4 and 
q = 6 for dwellings A, B and C respectively. Whilst this would suggest that, at least in theory, ARMAX 
models would provide better forecasting accuracy than ARX models, other aspects need to be 
considered: firstly, the AIC values (and hence the model structure) are determined from the training 
period for one-step-ahead forecasts only; and secondly, when making actual forecasts, the future 
residuals cannot be computed a priori (and therefore estimates cannot be obtained for future time 
steps at the moment of the forecast), and consequently they are set to zero. This means that whilst 
for one-step-ahead forecasts (h = 1) the model is using q residuals in the calculation, when 1 < h ≤ q 
the moving average (i.e. MA terms) inputs gradually include more zero values, and all are null once 
h > q. 
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Comparison of the predictive accuracy metrics using the ARMAX model (Table 3.3) with the 
corresponding accuracy metrics using the ARX model (Table 3.2) indicates that, with proper 
identification of the ARX model, the ARMAX models provide little if any overall improvement. For 
dwelling A, the ARMAX model yielded a lower MBE but at the expense of an increased RMSE value, 
for dwelling B, the MBE and MAE were very similar but the RMSE was slightly worse, and for dwelling 
C, the MBE, MAE and RMSE were all worse for the ARMAX model across all of the forecasting 
horizons.  
Table 3.3: Forecasting accuracy for the week of the 2015 heatwave, ARMAX models. 
Forecasting 
horizon h 
(hours) 
Dwelling A Dwelling B Dwelling C 
R2adj 
(0-1) 
MBE 
 (°C) 
MAE 
(°C) 
RMSE 
(°C) 
R2adj 
(0-1) 
MBE  
(°C) 
MAE 
(°C) 
RMSE 
(°C) 
R2adj 
(0-1) 
MBE  
(°C) 
MAE 
(°C) 
RMSE 
(°C) 
1 0.989 0.00 0.17 0.26 0.999 -0.01 0.04 0.05 0.989 -0.02 0.12 0.21 
3 0.865 0.01 0.56 0.75 0.977 -0.04 0.14 0.16 0.932 -0.14 0.43 0.62 
6 0.797 0.00 0.70 0.94 0.932 -0.10 0.24 0.28 0.786 -0.40 0.80 1.05 
12 0.786 0.00 0.70 0.96 0.898 -0.15 0.30 0.36 0.865 -0.36 0.67 0.86 
24 0.774 0.11 0.67 0.98 0.842 -0.25 0.31 0.45 0.887 -0.45 0.64 0.78 
48 0.831 0.20 0.61 0.85 0.774 -0.38 0.42 0.53 0.865 -0.58 0.71 0.85 
72 0.842 0.23 0.59 0.81 0.684 -0.45 0.51 0.62 0.831 -0.70 0.79 0.94 
 
 Chapter discussion 
The aim of this chapter was to lay the theoretical foundation for an in-home heat warning 
device that could provide an early indication of likely elevated temperatures. Model automation is 
an extremely important feature of such a device since it obviates the need for manual intervention, 
trial and error procedures, or model identification by an expert.  In principle, therefore, it might be 
possible to develop a device that needs only a sensor to record the internal zonal air temperature 
and an internet (or cellular mobile) connection to continuously access and download the weather 
forecast for a specific location. After an initial training period, the device would be able to 
automatically select an appropriate model for the specific room before continuing to perform 
ongoing forecasts of the internal temperatures.  
Interestingly, the standardised coefficients of the derived models suggest that since the 
predictions are mostly driven by the previously observed and/or estimated indoor temperatures, the 
models are less affected by the changes and uncertainty in the input weather data. Therefore, even 
if the derived models were to rely upon forecasted weather data from more distant meteorological 
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stations or on interpolated data (with assumptions about topographical and micro-climate effects), 
the predictive accuracy may not degrade markedly, which is a useful attribute if the device is 
deployed in remote locations (Gustin et al., 2017).  
The work undertaken here, concurs with the findings of Mustafaraj et al. (2010) in that the ARX 
and ARMAX models produced similar results, however, as Ríos-Moreno et al. (2007) also observed, 
the ARX models were generally a little better overall such that the additional complexity of using an 
ARMAX model does not appear to be justified. The accuracy of the ARX predictions in the rooms that 
responded more dramatically to external temperature changes (dwellings A and C), are poorer than 
those reported previously (Table 2.5). Ferracuti et al. (2017), quoted an RMSE of 0.33°C for 3 h 
summertime forecasts in buildings using ARX models, here (Table 3.2) the values ranged from 0.12°C 
in dwelling B, to 0.35°C and 0.44°C respectively in dwellings A and C. Likewise, the 2 h summertime 
forecasts using ARMAX models by Mustafaraj et al. (2010), produced a MAE of approximately 0.15°C 
(Table 2.5), which is better than the longer 3 h forecasts for dwellings A and C of 0.35°C and 0.44°C, 
respectively.  
There are several reasons for these differences: firstly, the studies Mustafaraj et al. (2010) and 
Ferracuti et al. (2017) were performed in office buildings with extensive measured data used for the 
development of the forecasting models. The internal temperatures of offices tend to be less affected 
by ambient conditions than those in dwellings and individual occupants have less, and sometimes no, 
personal control over the internal environment (Karjalainen and Koistinen, 2007). Secondly, the 
previous work was undertaken during mild summer days with no sudden temperature spikes and 
peak indoor temperatures of approximately 24°C (Mustafaraj et al., 2010) to 26°C (Ferracuti et al., 
2017). Notably, when Mustafaraj et al. used their ARX model in a second study (Mustafaraj et al., 
2011), in which the internal office temperatures were higher (28 to 29°C) even though the diurnal 
range of  indoor temperature was similar throughout the week, the MAE of their 2 h predictions was 
0.37 to 0.49°C, which is slightly worse than the 0.12 to 0.44°C achieved in this study for 3 h forecasts 
during a heatwave. Thirdly, in the office studies of both Mustafaraj et al. and Ferracuti et al. many 
more inputs were provided to the models than in the work reported here33.  
 
33 The studies by Mustafaraj et al. (2010) and Mustafaraj et al. (2011) used a maximum lag of two 5-minute time-steps of 
the following predictor variables: internal and external temperatures; internal and external relative humidity; supply air 
flow-rate, air temperature and relative humidity of the air handling units; chilled water temperature of the chillers; hot 
water temperature that flows in the fan coil unit. Ferracuti et al. (2017) used a maximum lag of five 15-minute time-steps 
of the following predictor variables: internal and external temperatures, solar gains, internal gains and thermal gains. 
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The longer 24 h predictions produced MAEs of 0.27–0.61°C and 0.31–0.67°C with ARX and 
ARMAX models respectively, which is considerably better than the MAEs of 0.94°C (with ARMAX 
model) and 7.04°C (with ARX model) achieved by Antonucci (2017) for hourly indoor temperature 
predictions in a free-running dwelling during the 2015 heatwave. The slightly higher accuracy of ARX 
models (compared to ARMAX models) presented herein contradict the previous findings by 
Antonucci (2017), which claimed the superiority of ARMAX models in providing more accurate 
predictions. The disparity of the accuracies observed by Antonucci (2017) should not be attributed to 
the lack of the MA terms, but rather to an inadequate model selection procedure. The results from 
this chapter indicate that with an adequate selection procedure in place (e.g. minimisation of the 
AIC), and if both ARX and ARMAX use the same AutoRegressive and eXogenous inputs, the models 
produce comparable results at shorter lead times (e.g. 1 h ahead). Conversely, at longer forecasting 
horizons the ARX models are capable to deliver slightly more accurate and consistent predictions. 
This is also reinforced by the fact that future forecasting errors necessary for the MA terms at longer 
lead times cannot be computed a priori. Therefore if the desired forecasting horizon h is greater than 
the maximum lag n of the predictor variables, the use of the MA terms becomes redundant because 
all the MA terms adopted by the model have to be set to zero. 
The difficulty that the ARX and ARMAX models, deployed in this study, had in making 
predictions during abnormal temperature events (and over longer forecasting horizons) is not 
surprising. Firstly, the models can only be trained based on past events, so the prediction of sudden, 
rare and more extreme events will always be difficult (the models are trained on normal indoor and 
weather conditions before the heatwave). Secondly, during such events, the occupants of homes may 
behave differently; abnormally even. Mitigating actions during a heatwave could include, opening 
windows and even doors, closing the curtains during the day, turning on portable fans or even using 
portable air conditioning units. Models learn slowly and so whilst such actions will be incorporated 
into the model the quality of immediate forward predictions, even for only three hours ahead (see 
above comment) will be degraded. Whereas mitigation actions at longer forecasting horizons (3–72 
h) might generate occasional false positives (i.e. lower temperatures occurred than were predicted, 
due to the intervening actions taken by the occupants) access to early information regarding the 
expected room temperatures allows occupants to take preventive actions. As such, the forecasts can 
be viewed as a prediction of what will happen if no one intervenes (beyond the established patterns 
of operation). From a health perspective, this is useful information since it allows the occupants (or 
their carers) to take action to lower the indoor temperatures in order to contain them within a 
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comfort range or within acceptable heat-stress levels. Because at shorter forecasting horizons (1–3 
h) the predictions are considerably more accurate and consistent, and because the target ambulance 
response times in the UK for non-urgent calls are within three hours for 90% of the calls received 
(NHS, 2017), a warning device could be set to dispatch the emergency services in advance in order to 
reach vulnerable occupants (i.e. those most at risk during hot weather) in a timely manner. Additional 
sensors, for example, to detect window opening or internal air velocities, could potentially assist the 
model in better predicting the consequences of such interventions, but this adds cost and complexity 
and only deals with one of the many possible occupant responses.   
Ultimately, it is hoped that forecasts of sufficient reliability could be provided to vulnerable 
occupants (and their carers) several days in advance (24–72 h) with minimal monitoring and at a low 
cost. This would allow occupants, carers and where needed external agencies, adequate time to 
prepare for an impending response. Whilst the very reliable shorter-term forecasts (1–12 h) would 
allow the targeted deployment of emergency services.  
 Chapter summary 
The potential for numerical models to predict internal temperatures during heatwaves has 
been investigated using hourly data from three bedrooms, in three houses, located close to the town 
of Loughborough in the UK Midlands. During the monitoring period, there was a one-day heatwave 
during which the external dry-bulb temperature exceeded 35°C. The AIC was adopted to 
automatically identify a near-optimal forecasting model, specific to each room, using data from the 
period immediately preceding the period of hot weather. Recursive multi-step-ahead forecasts were 
made using both ARX and ARMAX models with a rolling training window and forecasting origin. These 
provided predictions for forecasting horizons of 1, 3, 6, 12, 24 and 72 h for the whole week of the 
heatwave. The accuracy of the predictions over that week was evaluated using the MBE and Radj
2  as 
measures of the bias and out-of-sample fit of the models, and MAE and RMSE to assess the 
forecasting accuracy of the model over the week-long period. The 95% prediction intervals were 
computed for the heatwave week to express the reliability of the forecasts at different forecasting 
horizons.  
Comparison between the ARX and ARMAX models showed that whilst they produced almost 
identical one-step-ahead forecasts when longer multi-step-ahead forecasts are performed using a 
recursive strategy, the ARX models were simpler to derive and offered slightly more consistent, 
reliable and accurate predictions. The ARX models produced an MAE below 0.7°C during a heatwave 
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week for all three dwellings and for all the forecasting horizons up to 72 h. The internal temperatures 
tended to be under-predicted for two dwellings, MBE up to -0.56°C, but over-predicted for the other, 
MBE, +0.31°C. The range of the 95% prediction interval differed from ±0.75°C in one dwelling to 
±1.50°C in the dwellings that responded more dramatically to the elevated temperatures during the 
heatwave. The actual temperatures were within the prediction interval for all forecasting horizons 
up to 12 hours. 
Overall the results of this chapter suggest that highly detailed building information is not 
required to produce reasonable forecasts of indoor temperatures when forecasting indoor 
temperatures in free-running dwellings (i.e. without air conditioning). This points to the potential for 
using time series forecasting as part of an overheating early-warning system (i.e. iHHWS), which could 
prove particularly advantageous in buildings where vulnerable occupants or contents are housed.  
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Chapter 4   | Comparison of ARX models and GAMs for the 
prediction of indoor temperatures 
Chapter 3 examined the suitability of linear ARX and ARMAX models for the prediction of the 
indoor thermal conditions during heatwaves. The results indicated that when longer forecasting 
horizons are desired, ARX models provide more consistent, reliable and accurate predictions than 
ARMAX models. Furthermore, the results suggested that is possible to achieve an adequate 
forecasting accuracy for predictions up to 72 hours ahead. 
However, because during hot weather there is a higher likelihood that occupants in dwellings 
will open the windows at night (Khare et al., 2015; NHS, 2016), it was posited that incorporating the 
window opening (WO) state into forecasting models might improve the overall forecasting accuracy. 
Similarly, because several researchers in the literature (Mechaqrane and Zouak, 2004; Thomas and 
Soleimani-Mohseni, 2007; Mustafaraj et al., 2011) claimed that non-linear NARX models are capable 
of considerably outperforming linear ARX models, it was suggested that adopting non-linear models 
might considerably improve the overall forecasting accuracy.  
Whilst semi-parametric Generalized Additive Models (GAMs) are a fairly unknown non-linear 
forecasting method compared to Neural Networks (NNs), in other fields such as grid electricity load 
forecasting they have shown to considerably outperform NNs (section 2.3.4.5). For this reason, and 
because the WO state was not considered in any of the reviewed studies (Table 2.5), this chapter 
aims  to explore and answer the following key questions: 
1. Can the use of more complex semi-parametric GAMs improve the accuracy attained by linear 
ARX models? 
2. Can the hourly window opening state in a residential building be reliably predicted? 
3. Does incorporation of the window opening state into ARX and GAM models help to improve 
the accuracy of overheating forecasts? 
The models that are discussed in this chapter, are based on the monitored data from a new 
dataset that was recorded in two different bedrooms from two different dwellings located in 
Loughborough (in the UK Midlands) during spring and summer 2013. This chapter is based on the 
journal publication ‘Can semi-parametric additive models outperform linear models, when 
forecasting indoor temperatures in free-running buildings?’ (Gustin et al., 2019). 
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Section 4.1 provides a background to the modelling methods and results by examining different 
types of black-box forecasting models, it discusses the introduction of additional predictor variables 
and analyses the literature regarding the prediction of the WO state and its validation criteria. Section 
4.2 describes the data that was adopted for the training and validation of the forecasting models. 
Section 4.3 defines the structures of the models, the adopted automatic model identification 
procedures and how the multi-step-ahead predictions were performed. In addition, it specifies how 
the accuracy, reliability and statistical significance of the forecasts and the logistic model for the WO 
state were evaluated. Section 4.4 outlines the results of the logistic GAM for window opening, and 
the linear ARX models and semi-parametric GAMs (without the WO state) for the prediction of the 
indoor temperatures. In addition, it examines the results of the linear ARX models and semi-
parametric GAMs when the exact knowledge of the WO states is known and compares them to the 
results without WO. Section 4.5 discusses the results in relation to the previous studies in the 
literature and analyses the overall strengths and limitations of the developed models. Section 4.6 
summarises the conclusions of this chapter. 
 Chapter introduction 
4.1.1 Linear, non-linear and semi-parametric forecasting models for indoor temperatures 
Some researchers (e.g. Mechaqrane and Zouak, 2004; Mustafaraj et al., 2011) have posited that 
the higher forecasting accuracy of NARX models is attributable to their ability to capture the non-
linear relationships that govern indoor temperatures. In contrast, Thomas and Soleimani-Mohseni 
(2007), showed that the differences between non-linear NARX and linear ARX models were minimal 
and Ferracuti et al. (2017) found that, both in summer and in winter, more accurate 3 h ahead 
predictions were obtained with a linear ARX model. Whether or not non-linear models are a better 
choice than linear models appears to depend on several factors, including: the period of testing, the 
maximum lag of the predictors, the adopted predictors, the resolution of the model, and the 
forecasting horizon (section 2.4).  
While NNs allow complex non-linear relationships to be modelled, they are generally 
overparametrised which can lead to a higher risk of overfitting34 (Hastie et al., 2009) and explosive35 
 
34 NNs with many hidden units (or neurons) and weights can easily overfit the data during the training (i.e. in-sample) of 
the model with a subsequent poor forecasting performance on new data (i.e. out-of-sample) (Teräsvirta et al., 2005; 
Hastie et al., 2009). 
35 Autoregressive NNs (e.g. NARX models) can occasionally produce explosive forecasts models where large error 
gradients accumulate and results in very large changes of the NN’s weights during training. Subsequently, when the 
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models with implausible forecasts at longer forecasting horizons (Teräsvirta et al., 2005). 
Furthermore, when random initialisation of the model parameters is adopted they are known to 
produce different results after each trial (Hastie et al., 2009; Kramer et al., 2012). NNs have, 
therefore, to be carefully designed through experimentation (Hastie et al., 2009) and they are 
inherently limited by their lack of interpretability36 (Foucquier et al., 2013), which has been referred 
to as “the Achilles’ heel of deep neural networks” (Zhang and Zhu, 2018). 
When non-linear relationships are desired, NNs are not necessarily the best option. Research 
by Fan and Hyndman (Fan and Hyndman, 2012), based on electricity demand short-term forecasting 
for power systems in the Australian National Electricity Market, demonstrated that semi-parametric 
GAMs can significantly outperform NNs producing MAEs that are as much as one third lower. 
Because additive semi-parametric models allow non-linear and non-parametric terms to be included 
within the regression framework, they can readily capture complex non-linear relationships (Fan and 
Hyndman, 2012). Although GAMs are relatively unknown compared to NNs, they represent a flexible 
statistical method that can be used to identify and characterise non-linear regression effects (Hastie 
et al., 2009), which according to Larsen (2015) has several preferential characteristics: transparent 
interpretability37 of the results, higher flexibility, and regularisation of predictor functions to avoid 
overfitting (section 2.3.4.5). 
4.1.2 Considerations for integrating additional input variables in forecasting models 
The main difficulty associated with including the window opening state in an empirical 
forecasting model is that occupant behaviour in relation to window control, particularly in residential 
buildings, is a stochastic rather than a deterministic process (Yun and Steemers, 2008). This means 
that stochastic models are required for its prediction (Haldi and Robinson, 2009; Schweiker et al., 
2012; Fabi et al., 2015). Capturing this process is likely to be particularly relevant during heatwaves 
when occupants in dwellings are more likely to operate windows to keep their home cool (Khare et 
al., 2015; NHS, 2016). 
An important consideration in developing more sophisticated overheating models is to 
establish whether adding additional predictor variables can enhance the forecasting performance. 
 
recursive strategy is adopted to produce longer multi-step-ahead predictions, the forecasts can grow exponentially with 
implausible predictions when approaching longer horizons (Teräsvirta et al., 2005).  
36 Due to the complex structure and interactions of NNs, consisting of multiple hidden layers between the input and 
output variables, it is not possible to understand clearly how are the input predictor variables affecting the output 
variable. 
37 GAMs allow to plot the smooth functions (i.e. input-output relationships) and it is possible, therefore, to visualise clearly 
how is each inputs predictor variable affecting the output variable. 
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This is of particular importance in relation to capturing occupant interventions, such as window 
opening behaviour, which may abruptly change with the evolution of internal temperatures. Testing 
whether the inclusion of the WO state in a model can improve the forecasting accuracy is only one 
aspect of the problem. A primary consideration in determining the model structure is whether 
advanced information of the input data is available or not. Exogenous inputs, such as weather 
forecasts, are usually assumed to be obtained from meteorological services, whilst autoregressed 
inputs (i.e. those based on past internal temperatures in this study) at longer horizons are 
continuously generated by model predictions. Particular attention needs to be given to the advanced 
availability of any other exogenous inputs that are included in the forecasting model when multi-
step-ahead predictions (h > 1) are required. Whereas, a fixed operating schedule (i.e. deterministic 
process) might be assumed in relation to window opening in some office/working environments, this 
is rarely  the case in residential buildings where the interaction depends on the occupant’s behaviour 
and should, therefore, be treated as a stochastic process (i.e. a non-deterministic event based on 
probability). Inclusion of stochastic processes makes forecasting considerably more difficult and 
means that whenever predictions are performed at forecasting horizons h > 1 using dichotomous38 
inputs, a separate forecasting model is needed to supply a priori the predicted state of the 
dichotomous variable to the main model. In this study, an auxiliary prediction model of the window 
opening state was developed with the intent of supplying the forecasted window state (i.e. 0 - closed, 
1 - open) to the main model at the same temporal resolution (i.e. using hourly values). Due to the 
step-wise relationship between the models the window opening state can only be predicted without 
recourse to the forecasted internal temperature at the time step t that is being supplied by the main 
model (i.e. only the previous internal temperatures (≤ t – 1) can be adopted in the auxiliary window 
state forecasting model).  
The overall forecasting accuracy of the window opening model is intrinsically linked to its utility 
as an input to the primary model. If the window states forecasted by the auxiliary model are 
unsatisfactory and/or inconsistent, their inclusion as inputs to the primary model is likely to increase 
the uncertainty and decrease the overall performance of the latter. Since multi-step-ahead forecasts 
are obtained by recursing the forecast estimates made at previous time steps, this could potentially 
disrupt the model’s predictive ability at longer forecasting horizons. Consequently, the benefits and 
drawbacks of including additional stochastic input variables need to be carefully analysed. 
 
38 A dichotomous variable is a variable that contains precisely two distinct values and that takes on one of the only two 
possible values (e.g. 0/1 or closed/open). 
Comparison of ARX models and GAMs for the prediction of indoor temperatures | 95 
4.1.3 Predicting window opening 
A number of modelling approaches have been applied to the prediction of window opening 
states in the literature, with the most common being: 
• Logistic regression models based on a single probability: a logistic (binary) model implies a 
relationship between one or more independent predictor variables and a dichotomous (either 
0 or 1) dependent variable (Haldi and Robinson, 2009). Because of the binary nature of the 
output, the dependent variable cannot be described with a Gaussian distribution and is 
therefore described with a Bernoulli distribution (i.e. as the probability of the outcome variable 
taking the value of 1). Therefore, in the literature, these models are sometimes referred to as 
Bernoulli models (Fabi et al., 2015) or Bernoulli processes based on a single probability (p) 
(Schweiker et al., 2012). Depending on the structure of the logistic regression model, they can 
be simple (i.e. only one independent input predictor variable), multiple (i.e. several 
independent input predictor variables), univariate (i.e. only one dependent output variable) or 
multivariate (i.e. several dependent output variables). Logistic regression can be modelled with 
Generalized Linear Models (GLM) or GAMs by applying a ‘logit’ link function39 (i.e. where the 
link function is the log-odds or logarithm of the odds). In this case, the probability distribution 
is called a ‘logit distribution’ and the models are commonly referred to as logit distribution 
models or logistic regression models (Haldi and Robinson, 2009). The main purpose of models 
that provide a single probability distribution is to predict the state of a system rather than the 
transitions between states. 
• Markov chain or process: is a discrete-time stochastic process, which identifies the transition 
probabilities between states. Whereas a single probability distribution ignores the real dynamic 
processes leading occupants to perform actions (i.e. because the data used to infer them are 
aggregated observations of the resultant window state and not actual opening/closing actions) 
the Markov chain indicates the probability of someone (or something) opening and/or closing 
the windows (Haldi and Robinson, 2009). However, one of the main drawbacks of such a 
discrete-time random process is the necessity to define a fixed time step, which might 
inadvertently lead to a loss of information (e.g. where short duration openings could be ignored 
if they last less than the given time step), or to carry out redundant calculations (e.g. for 
 
39 The link function connects the semi-parametric (i.e. linear or non-linear) functions of the input predictor variables to 
the dependent output variable. GAMs supports different link functions, with the most common being the gaussian (for a 
continuous response/output variable) and logit (for a binary response/output variable) (Hastie et al., 2009; Larsen, 2015). 
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repeated periods during which there is no change of state) (Haldi and Robinson, 2009). 
Therefore, when using discrete-time processes the time step needs to be carefully selected 
since extended time steps might result in a lack of model fidelity.  
When knowledge of the transition probabilities between the window opening states (usually 
modelled as Markov chains) are not required, logistic regression (i.e. binary) models are commonly 
adopted. Researchers, such as Haldi and Robinson (2009) and Schweiker et al. (2012), have relied on 
higher-order polynomials to model non-linear effects, but this can lead to inefficient model 
formulation, correlated terms and counterintuitive results (Larsen, 2015). In contrast, GAMs are more 
flexible for modelling non-linear relationships, with predictor functions that are automatically 
derived during model estimation (Hastie et al., 2009). This makes them preferable for the logistic 
formulation of stochastic behavioural models.  
4.1.4 Validating the discrimination criteria of a logistic model for the window opening state 
In order to validate the ability of a logistic model to predict the actual window opening state, a 
confusion matrix is commonly used to compare the modelled outcome in relation to the observed 
Positive (P) and Negative (N) cases. Validation is achieved using four classification categories: True 
Positives (TP), False Positives (FP), True Negatives (TN) and False Negatives (FN). This matrix enables 
the calculation of: sensitivity or True Positive Rate (TPR = TP / P); specificity or True Negative Rate 
(TNR = TN / N); fall-out or False Positive Rate (FPR = 1 – TNR); miss rate or False Negative Rate 
(FNR = 1 – TPR); and the proportion of correct predictions or ACCuracy (ACC = [TP + TN]/[P + N]) 
(Haldi and Robinson, 2009). There are three important aspects to understand in relation to the 
discrimination criteria (i.e. methods used to measure the dependent variables and categorise the 
observations) of the model. Firstly, the exact model (i.e. a perfect classifier) will have a TPR = 100%, 
FPR = 0% and ACC = 100%. Secondly, a high ACC does not necessarily indicate a good model. If, for 
example, the dataset is unbalanced40 (e.g. the observations have a 10% P and 90% N distribution), a 
model that predicts the state as always closed (0), would, in this case, have an ACC = 90% but the 
TPR = 0%, since the model misses all the positives (the same result could also be achieved simply by 
assuming that the windows were always closed, without the need for a predictive model). Thirdly, if 
TPR < FPR, the model performs worse than random guessing (i.e. equal chance of a TPR and FPR 
outcomes with a random classifier, where TPR = FPR can always be arbitrarily achieved in a 
sufficiently large sample). In a Receiver Operating Curve (ROC) curve plot (i.e. a graphical plot 
 
40 In an unbalanced testing regime (e.g. if there are more positives than negatives, or vice versa), if the model is favouring 
a dominant class, the model will correspondingly have a high ACC. 
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illustrating the diagnostic ability of a binary classifier system as its discrimination threshold is varied) 
this is known as the random guess or no-discrimination line (Fawcett, 2006). Therefore, the most 
important characteristics of a good binary classifier model are that TPR >> FPR in conjunction with 
a high ACC. 
4.1.5 Findings and results of existing studies on the prediction of the window opening 
Indoor and outdoor temperatures have been identified as key predictors for window opening 
models (e.g. Haldi and Robinson, 2009; Schweiker et al., 2012). Others have suggested that window 
opening is also positively correlated with indoor CO2 concentration, solar radiation and illumination 
levels (Fabi et al., 2015). According to Andersen et al. (2013), the CO2 concentration in a room is the 
most important variable for the probability of opening windows (the CO2 concentration was used as 
an indicator of the occupancy of the rooms where the measurements took place), whereas the 
outdoor temperature is negatively correlated with the probability of closing windows. In addition, 
indoor temperature and solar radiation are positively correlated with the probability of opening a 
window. According to Yun and Steemers (2008), higher indoor temperatures are associated with 
more frequent window opening whilst the time of the day is a crucial factor in characterising the 
interaction of the occupants with windows. Moreover, other physical stimuli such as air movement 
and solar intensity can also affect the occupants’ behaviour in this regard.  
Despite the existence of numerous studies on window opening, only a limited number of 
research studies (e.g. Haldi and Robinson, 2009; Schweiker et al., 2012; Fabi et al., 2015) have 
included an extensive validation, based on measured data, in an attempt to demonstrate the 
reliability of such models. 
Fabi et al. (2012) pointed out that particular attention should be paid to the selection of 
parameters in models whose main aim is the prediction of the window state rather than the transition 
between states because the window state directly influences the indoor environment. Therefore, if 
the indoor environmental variables are used to infer the window state, the predictive ‘independent’ 
variables are influenced by the ‘dependent’ state that they are trying to predict (and hence no longer 
independent). For example, whereas a high CO2 concentration is an important variable to open the 
windows (i.e. transition of the state), as soon as the action is performed the CO2 concentration drops 
quickly. Therefore, the inferred probability of the windows being open would need to increase with 
the decrease of the CO2 concentration (instead of the converse). Similarly, as observed by Fabi et al. 
(2012), whereas high indoor temperatures are an important driver to opening the windows, opening 
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the windows in a cold climate would cause a considerable reduction of the indoor temperatures and 
the inferred probability of opening a window would need to increase as a result of the decrease in 
indoor temperatures (instead of the converse). Therefore, it is argued that predicting the window 
opening state at a future time step using indoor environmental variables from the same time step is 
inadmissible and only indoor environmental conditions at the previous time steps should be used as 
an input to the model. 
A study by Schweiker et al. (2012), compared the performance of different stochastic models 
and methods by testing their ability to predict the window opening behaviour in two residential 
buildings (one located in Switzerland and the other in Japan). Indoor and outdoor temperatures were 
identified as the key predictors for window opening behavioural models, and 5-minute time steps 
were used for the model development. It is notable that the inclusion of other climatic variables 
(mean wind speed, wind direction, relative humidity, rainfall and reduced atmospheric pressure) did 
not significantly improve the performance of the models. In all of the modelled cases, the assumption 
of permanent occupancy showed better predictions than incorporating occupancy profiles derived 
from a probabilistic model. According to the researchers, having the occupancy generated from the 
probabilistic model seemed to decrease the overall performance of the model, thereby increasing 
the uncertainty. The results with the higher TPR (using the Swiss dataset) showed that the best 
performing model utilised the Bernoulli process (TPR = 44.9%, FPR = 5.3%, ACC = 85.9%) and 
achieved slightly better performance than the best model based on the use of Markov chains 
(TPR = 32.6%, FPR = 7.5%, ACC = 79.9%). On the Japanese building, however, the results obtained 
using the same Bernoulli and Markov models achieved considerably worse results (TPR = 21.3%, 
FPR = 20.1%, ACC = 75.9% and TPR = 25.4%, FPR = 25.6%, ACC = 74.2% respectively). According 
to the researchers, the strikingly different performance of the models in this context was associated 
with the hot and humid summer climate in Japan and the widespread use of mechanical air 
conditioning systems. These findings highlight the embedded (sociocultural and climatic) nature of 
this problem. 
Research by Haldi and Robinson (2009) used similar models and methods to predict the window 
opening behaviour in 14 offices using 5-minute time steps. As in the study by Schweiker et al. (2012), 
it was found that considering both indoor and outdoor temperatures as predictors in the models 
produced better results than considering only one of the two. Both studies (Haldi and Robinson, 
2009; Schweiker et al., 2012) agree on the limitations of using linear predictors in relation to how the 
preferences of the occupants might change at higher outdoor temperatures and therefore 
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recommend the use of higher-order polynomials terms. In the study by Haldi and Robinson (2009) 
the use of polynomials allowed a small increase in the performance of the logistic model. The logistic 
model based on the logit distribution had a slightly lower ACC but higher TPR (TPR = 43.7%, 
FPR = 24.4%, ACC = 65.5%) than the best model achieved using the Markov process (TPR = 31.4%, 
FPR = 12.4%, ACC = 70.3%). Haldi et al. (Haldi and Robinson, 2009) found that rainfall and wind 
were not significant predictors for window openings during occupied periods. The researchers 
pointed out that, a number of other variables that might have a significant effect on window opening 
actions which were not included in their study, including: mean radiant temperature, indoor relative 
humidity (in tropical climates) and indoor air quality (CO2 or pollutant concentration). 
In another verification study by Fabi et al. (2015), four sets of models were derived from 
previous monitoring campaigns and were evaluated against monitored data from a Danish  
residential buildings at 10-minute time steps. In the validation of the study, the researchers classified 
the dwellings based on the frequency of window openings. The results suggested that in dwellings 
with a low frequency of window openings (i.e. passive occupants), the ACC was generally low with a 
TPR < FPR. Despite achieving a higher ACC in dwellings which experienced a high degree of window 
openings (i.e. active occupants), the TPR was not always higher than the FPR. In fact, for the 
bedrooms the TPR was lower than the FPR most of the time, whilst in the living rooms the TPR was 
higher than the FPR on a more consistent basis. In addition, models with a high ACC often had a TPR 
< FPR. On this basis the utility of such models to reliably predict the window opening state in 
residential buildings could be considered questionable. Similarly to Schweiker et al. (2012), Fabi et al. 
(2015) pointed out that strong predictive ability of such models is characterised by a TPR significantly 
larger than FPR, however, they appeared to be uncertain as to whether other values of the 
discrimination criteria (i.e. TPR, FPR and ACC) ought to be applied to assessing the predictive ability 
of behavioural models. It should be reiterated in this regard that when TPR < FPR the classifier 
performs worse than random guessing (Fawcett, 2006), therefore the utility of such a model is 
dubious (i.e. a random classifier will always produce a TPR = FPR, and by changing the threshold of 
the random classifier higher or lower values of TPR and FPR can be arbitrarily achieved). On the 
other hand, even when the TPR is slightly higher than the FPR, the question of whether the 
performance of the classifier is significantly better than random guessing should be questioned 
(Fawcett, 2006). Therefore, the results should be critically examined in order to correctly interpret 
the model’s discrimination ability and to establish whether it can, at the very least, perform better 
than a random classifier. 
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It is hypothesised herein that the inclusion of the actual WO states into temperature forecasting 
models could improve their predictive accuracy. 
 Monitored data  
To stress-test the predictive and generalisation capabilities of a model for overheating 
forecasting, it is important that it is tested and validated during a period in which temperatures 
exceed those experienced during the training period. For this purpose, and to test the effect of 
including window-opening states in the model, two rooms from two dwellings, located in close 
proximity to the town of Loughborough in the English Midlands (and monitored as part of the LEEDR 
Smart Home dataset (Buswell et al., 2018)), were selected (Figure 4.1).  
 
Figure 4.1: (a) Hourly averages of the observed internal temperatures (Tint) and external air temperatures (Text) 
from the 13th of April 2013 to the 31st of July 2013; (b) Global Horizontal solar Irradiance (GHI); (c) Window 
Opening state (WO) in dwelling A; (d) Window Opening state (WO) in dwelling B. 
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These rooms were selected because of the completeness of the data, their markedly different 
temperature profiles and frequent use of windows during the 2013 heatwave. This UK-wide 
heatwave reached a peak temperature of 33.5°C and lasted from the 3rd to 23rd July 2013 (Met Office, 
2013), making it the fourth warmest July recorded in the UK, since 1910, in terms of both the mean 
and mean daily maximum temperatures (Met Office, 2018d). 
To capture the most pronounced overheating, the internal temperatures (Tint) and Window 
Opening states (WO) were logged at one-minute intervals, in the upstairs bedrooms. The weather 
data, consisting of the external air temperatures (Text) and Global Horizontal solar Irradiance (GHI), 
was recorded at the nearby Sutton Bonington meteorological station at hourly intervals. For this 
reason, the data that was recorded in the dwellings was down-sampled for inclusion in the models 
by averaging the sub-hourly values to obtain hourly mean values (centred on each hour). For WO, 
the hourly states were determined by using 0.5 as the state change threshold. The WO states, for a 
given hour, were defined as 0 – closed if ≤ 30 minutes open; 1 – open if > 30 minutes open. 
Outdoor air temperatures during spring and early summer 2013 were considerably below 
average (Figure 4.1). The external air temperature started to rise on the 3rd of July, resulting in a 
continuous hot spell that lasted until thunderstorms, on the 22nd and 23rd of July broke the heatwave. 
During this extended hot spell, the indoor temperatures (recorded in the bedrooms) were noticeably 
elevated in both dwellings on 6–7 and 13–19 July. Although indoor temperatures in the two dwellings 
were very similar on some days, dwelling A warmed up considerably less than dwelling B on most 
days, with the most pronounced temperature difference (of 6.9°C) occurring on the 8th July. 
Window opening data indicated that the occupants of both dwellings were consistently 
operating the windows before and after the heatwave, with the window opening frequency 
increasing as the external temperatures rose. The main difference between the operation of the 
windows in the two dwellings was that in dwelling B, the occupants reacted to the heat with more 
frequent window opening but with windows that were never left open for more than 23 hours in a 
row, whereas the occupants in dwelling A left their windows opens for longer periods of time before 
eventually leaving them open for almost the entire duration of the heatwave (from 26 June to 17 
July). Although leaving the windows open overnight (when the outdoor temperatures are low) can 
lower the indoor temperatures, having them open during the day (when the outdoor temperatures 
are high) can have the opposite effect. It can be observed on multiple occasions before and during 
the heatwave (16 May, 24–25 May, 28–29 May, 21–22 July), that even though the windows in 
dwelling A were closed, the indoor temperature was markedly lower than in dwelling B. Therefore, 
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the cause of the temperature difference between the dwellings cannot be solely attributed to the 
operation of windows.  
 Methods 
4.3.1 Structure of the models 
In Chapter 3 indoor temperatures were forecasted by the ARX model based on the lagged 
effects of the internal temperature (Tint), external air temperature (Text) and Global Horizontal solar 
Irradiance (GHI). In this chapter, additional predictor variables are considered for inclusion in both 
the newly developed GAMs and ARX models alongside those adopted in the previous study. These 
new additional variables were chosen based on similar inputs that were adopted by Hyndman and 
Fan (2010) and Fan and Hyndman (2012) for GAMs models and included: hour of the day (H), the 
indoor temperature at the same time on the previous day (Tint (t - 24)), minimum and maximum 
indoor temperatures in the past 24 hours (Tint
 –  and Tint
+ ), and the 24-hour means of the indoor 
temperature (T̅int (24h)), outdoor temperatures, (T̅ext (24h)) and Global Horizontal solar Irradiance 
(GHI̅̅ ̅̅ ̅(24h)). These additional inputs were iteratively recalculated at every time step. 
In GAMs the relationships between the dependent (output) and independent (input) variables 
are represented by two-dimensional smooth functions41. The only exception is the hour of the day, 
which was modelled as a cyclic cubic regression spline, which is a smooth function with a constrained 
relationship at either extreme (i.e. the first and last hours of the day, 00 and 23, adopt the same 
value). The hour of the day cannot be discretised as a single variable in a linear ARX model, because 
the relationship would be fixed as a constant for every hour42. To perform the forecasts at a specific 
time-step (t) and forecasting horizon (h), the models are first fitted on the training data, a process 
which estimates the relationships (parametric for the ARX model and semi-parametric for the GAM) 
between the independent and dependent variables.  
To evaluate whether the Window Opening (WO) state improves the forecasting accuracy, both 
models were deployed with and without the inclusion of the actual WO state. This approach was 
used in order to establish the maximum possible benefit of including a theoretically perfect window 
opening model. As such, this approach explicitly determines the net contribution that the WO 
 
41 Non-parametric functions, where the shapes of predictor variables (i.e. relationships between dependent and 
independent variables) are entirely determined by the data (Larsen, 2015) (see Figure 4.2). 
42 The hour of the day in linear models (e.g. ARX) can be modelled with the use of 23 binary dummy variables (1 less than 
the levels of the categorical variable to avoid the dummy variable trap, which can cause a regression to fail). That is 
because the last category (i.e. 24th) is captured by the intercept, and is specified when the remaining 23 dummy variables 
are set to zero (Hyndman and Athanasopoulos, 2018). 
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parameter could make to the main model by excluding the uncertainty associated with the auxiliary 
window state forecasting model. 
The general equation of the ARX model can be written in the form shown in equation [4.1].  
Tint (t + h) = c + ∑ pΦ,i  Tint (t + h – i) 
n
i=1
+ pΦ,(t–24)  Tint  (t + h – 24) + ∑ pα,j  Text (t + h – j) 
n
j=0
+  [4.1] 
 ∑ pβ,j  GHI (t + h – j) 
n
j=0
+ p– Tint (24h)
 –  + p+ Tint (24h) 
+ + pμ,1 T̅int (24h) + pμ,2 T̅ext (24h) +  
  pμ,3 GHI̅̅ ̅̅ ̅(24h)+ pwo WO (t + h) + e (t + h)  
where:   
Tint (t + h) forecasted hourly internal temperature at the time step t at horizon h (°C) 
t hourly time step (h) 
h forecasting horizon, hourly time steps (h = 1, … , 72) (h) 
c intercept (°C) 
n maximum lag (previous n time-steps) of the input variables that are being considered  
i lag count (1–5) for autoregressive inputs (i.e. previous time steps of the output varaible) 
j lag count (0–5) for exogenous inputs, where count 0 is weather data at the forecasted time step 
Tint (t + h – i) observed/forecasted hourly internal temperature at lag i before the forecasting horizon h (°C) 
pΦ,i parametric coefficients of the lagged (previous n) Tint (–) 
Tint (t + h – 24) observed/forecasted hourly internal temperature 24 hours before the forecasting horizon h (°C) 
pΦ,(t–24) parametric coefficient of the Tint  on the previous day at the same hour (t – 24) (–) 
Text (t + h – j) observed/forecasted hourly external air temperature at lag j before the forecasting horizon h (°C) 
pα,j parametric coefficients of the lagged (previous n) Text (–) 
GHI (t + h – j) observed/forecasted Global Horizontal Irradiance at lag j before the forecasting horizon h (W/m2) 
pβ,j parametric coefficients of the lagged (previous n) GHI (°C m2/W) 
Tint (24h)
 –  minimum internal air temperature in the past 24 hours (°C) 
p– parametric coefficient of the minimum Tint in the past 24 hours (–) 
Tint (24h)
+  maximum internal air temperature in the past 24 hours (°C) 
p+ parametric coefficient of the maximum Tint in the past 24 hours (–) 
T̅int (24h) mean internal air temperature in the past 24 hours (°C) 
T̅ext (24h) mean external air temperature in the past 24 hours (°C) 
GHI̅̅ ̅̅ ̅(24h) mean Global Horizontal Irradiance in the past 24 hours (W/m
2) 
pμ,1 , pμ,2 , pμ,3 parametric coefficients of the mean values of Tint , Text and GHI respectively (– ; – ; °C m2/W) 
WO (t + h) Window Opening state at the time step t for the horizon h (0 – closed; 1 – open) 
pwo parametric coefficient of WO (°C) 
e (t + h) 
forecasting error: hourly difference between the forecasted and observed temperatures at the 
time step t for horizon h (°C) 
The general equation of the GAM can be written in the form shown in equation [4.2]. 
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g (Tint (t + h)) = c + ∑ sΦ,i Tint  (t + h – i) 
n
i=1
+ sΦ,(t–24)  Tint  (t + h – 24) + ∑ sα,j  Text (t + h – j) 
n
j=0
+  [4.2] 
 ∑ sβ,j  GHI (t + h – j) 
n
j=0
+ s– Tint (24h)
 –  + s+ Tint (24h) 
+ + sμ,1 T̅int (24h) + sμ,2 T̅ext (24h) + 
  sμ,3 GHI̅̅ ̅̅ ̅(24h)+ scc H (t + h) + pwo WO (t + h) + e (t + h) 
where:  
g gaussian (default) link function for GAM models 
Tint (t + h) forecasted hourly internal temperature at the time step t at horizon h (°C) 
t hourly time step (h) 
h forecasting horizon, hourly time steps (h = 1, … , 72) (h) 
c intercept (°C) 
n maximum lag (previous n time-steps) of the input variables that are being considered  
i lag count (1–5) for autoregressive inputs (i.e. previous time steps of the output varaible) 
j lag count (0–5) for exogenous inputs, where count 0 is weather data at the forecasted time step 
Tint (t + h – i) observed/forecasted hourly internal temperature at lag i before the forecasting horizon h (°C) 
sΦ,i smooth functions of the lagged (previous n) Tint (–) 
Tint  (t + h – 24) observed/forecasted hourly internal temperature 24 hours before the forecasting horizon h (°C) 
sΦ,(t–24) smooth functions of the Tint  on the previous day at the same hour (t – 24) (–) 
Text (t + h – j) 
observed/forecasted hourly external air temperature at lag j before the forecasting horizon h 
(°C) 
sα,j smooth functions of the lagged (previous n) Text (–) 
GHI (t + h – j) 
observed/forecasted Global Horizontal Irradiance at lag j before the forecasting horizon h 
(W/m2) 
sβ,j   smooth functions of the lagged (previous n) GHI (°C m2/W) 
Tint (24h)
 –  minimum internal air temperature in the past 24 hours (°C) 
s– smooth function of the minimum Tint in the past 24 hours (–) 
Tint (24h)
+  maximum internal air temperature in the past 24 hours (°C) 
s+ smooth function of the maximum Tint in the past 24 hours (–) 
T̅int (24h) mean internal air temperature in the past 24 hours (°C) 
T̅ext (24h) mean external air temperature in the past 24 hours (°C) 
GHI̅̅ ̅̅ ̅(24h) mean Global Horizontal Irradiance in the past 24 hours (W/m
2) 
sμ,1 , sμ,2 , sμ,3 smooth functions of the mean values of Tint , Text and GHI respectively (– ; – ; °C m2/W) 
H (t + h) Hour of the day at the horizon h after the time step t (00–23 h) 
scc  cyclic penalized cubic regression spline smooth function of H (°C/h) 
WO (t + h) Window Opening state at the horizon h after the time step t (0 – closed; 1 – open) 
pwo parametric coefficient of WO (°C) 
e (t + h) 
forecasting error: hourly difference between the forecasted and observed temperatures at the 
time step t for horizon h (°C) 
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To constrain the complexity of the models and thus the computational time43, which is 
considerably longer for GAMs than ARX models, the maximum lag (n), of the AutoRegressive (Tint) 
and eXogenous inputs (Text and GHI) was limited. As in previous work (Hyndman and Fan, 2010), 
input variables were set to a maximum lag n of 5 previous time steps.  
For one-step-ahead forecasts, the models require only the observed past internal temperatures 
(Tint) as autoregressive inputs, whilst for multi-step-ahead forecasts, the model adopts partially 
(when 1 < h ≤ n) or exclusively (when h > n) the forecasted internal temperature estimates (generated 
at previous time steps). Similarly, with exogenous inputs, the one-step-ahead forecasts require only 
the observed past weather data (Text and GHI) and the forecasted weather data for that specific time 
step (t+1). As for the endogenous inputs, when creating a multi-step-ahead forecast, the model 
adopts the forecasted weather data partially (when 1 < h ≤ n) or exclusively (when h > n).  
The developed models were coded in R (R Core Team, 2019) and the GAMs were implemented 
using the ‘Mixed GAM Computation Vehicle with Automatic Smoothness Estimation’ (‘mgcv’) package 
(Wood, 2011; Wood, 2018c). 
4.3.2 Model identification 
The accuracy of a forecasting model can only be evaluated based on how well it performs in 
relation to ‘new’ data (Hyndman and Athanasopoulos, 2018), and not by comparison with the ‘past’ 
data to which it was exposed during the training period. In this study, the initial training period spans 
from the 13th April 2013 to the 30th June at 23:00, during which there was a marked increase in the 
external air temperature and the heating remained off. The forecasting period then starts 
immediately after this, on the 1st July at 00:00 (initial forecasting origin). However, due to the 72 h 
forecasting window, it is not possible to evaluate the forecasting accuracy for the first three days, 
from 1st July at 00:00 to 3rd July at 23:00 for all forecasting horizons (h).  
For the identification of the optimal linear ARX model, the model identification procedure was 
based on the minimisation of the Akaike Information Criterion (AIC, equation [3.2]) as described in 
section 3.3.2. However, the consideration of additional input variables (compared to the more limited 
number used for the models in Chapter 3) leads to an increase in the number of viable model 
combinations from 131,072 to 8.4 million and 16.8 million for the ARX model and GAM respectively. 
 
43 The computational time required to fit a model to the data varies considerably depending on the amount of training 
data and number of inputs. The fitting time (with the forecasting models for indoor temperature) might take just a 
fraction of a second with the linear ARX models, whereas it might take up to 2-2.5 minutes with a semi-parametric GAM 
model when using a single core (i.e. running the code in sequence) on an Intel i7-7700HQ CPU with 16GB of RAM. 
106 |  
This exponential increase in model combinations would render the testing of every possible 
combination computationally excessive. Therefore, in order to converge quickly on a near-optimal 
model, the maximum lag n (i.e. the number of previous time steps of data that are considered as 
predictors) of the predictor variables was set to 5 as in the previous chapter (section 3.3.1) and a 
backward stepwise regression44 (Hyndman and Athanasopoulos, 2018) selection procedure was 
adopted.  
For the linear ARX model, the model selection algorithm begins by including all of the 
considered input predictor variables in the calculation of the initial AIC value (equation [3.2]) on the 
training period (from 13 April 2013 at 00:00 30 June 2013 at 23:00). The algorithm then excludes one 
predictor at a time, re-computing the AIC after each exclusion. The exclusion of the predictor that 
leads to the lowest AIC value is then permanently removed, and the improved model adopted as a 
reference for further exclusions of the predictors. The selection algorithm continues removing input 
variables iteratively in this way until no further decrease in the AIC is observed (i.e. reached the 
minimum), whereupon the reference model with the lowest possible AIC is selected. Minimising the 
AIC allows a trade-off between the goodness of fit (on the training data) and complexity of the model 
(i.e. the number of input predictor variables), and achieving in this way the best model for forecasting 
(Shmueli, 2010; Hyndman and Athanasopoulos, 2018). This model selection procedure defines the 
structure of the model and is performed only once during the initial training period.  
Model identification is more challenging for GAMs, due to their more complex structures. 
According to Wood (2018b), automatic model selection procedures for complex models that consider 
all of the possible inputs are often unsuccessful. For this reason, several alternative identification 
strategies proposed by Wood (2018b) have been explored: 
• The first option consisted of an automated selection approach (performed directly by the 
‘mgcv’ package), which applies an additional penalty for each smoothing function. However, 
this method is excessively computationally intensive in complex models with many input 
variables, rendering it unfeasible where the model has to be iteratively re-fitted as in the case 
of the implementation of a rolling forecasting window. 
 
44 A stepwise regression is a strategy that is adopted when a large number of input predictors variables is considered, in 
order to reduce the number of models to be explored (N predictors lead to 2N possible models) and improve a measure 
of predictive accuracy (e.g. AIC, MAE etc.). A backward stepwise regression starts with all potential predictors, and keeps 
removing one predictor at a time (if it improves the measure of predictive accuracy) until no further improvement is 
observed (Hyndman and Athanasopoulos, 2018). 
 
Comparison of ARX models and GAMs for the prediction of indoor temperatures | 107 
• A second option consisted of minimising the AIC, as for the linear ARX models. According to 
Wood (2018b), when adopting this approach with GAMs models there are a few issues that 
need to be addressed. Firstly, the AIC needs to be computed with a function that works 
correctly with GAM objects. In other words, the AIC needs to function in a way that accounts 
for the appropriate degrees of freedom of the semi-parametric GAM model parameters 
(Wood, 2018a). Secondly, the minimisation algorithms based on the AIC might become 
trapped in local minima or in flat regions, especially when models with either very low or high 
numbers of smoothing parameters are considered (Wood, 2018b). During the testing of this 
approach, it was established that whilst models selected by minimising the AIC produced 
adequate forecasting accuracies at short forecasting horizons, at longer forecasting horizons, 
the models often produced unreliable predictions with extremely high forecasting errors. As a 
result of these tests, this selection procedure was also discarded. 
• A third option according to Wood (2018b), involves performing a backward selection based on 
the p-values, by sequentially dropping the term with the highest non-significant p-value from 
the model and re-fitting it, until all the terms remaining are significant. However, whereas this 
procedure might be appropriate for explanatory models, this is not the case for predictive 
models (section 2.3.3). According to Hyndman and Athanasopoulos (2018, section 5.5), 
“statistical significance does not always indicate predictive value” and according to Fan and 
Hyndman (2012,p.137), a “highly significant model term does not necessarily translate into 
good forecasts”. Therefore, in a forecasting model, the statistical significance of the adopted 
input variables does not really matter and provided a variable helps to improve the overall 
accuracy of the model it should not be discarded. For this reason, according to Hyndman and 
Athanasopoulos (2018), it is preferable that the selection procedure of a forecasting model is 
performed on a measure of predictive accuracy (e.g. AIC , MAE etc.). 
• The last option consists in adopting a backward stepwise regression, based on minimisation of 
the out-of-sample predictive accuracy (e.g. defined by the MAE). This approach was 
demonstrated by Fan and Hyndman (2012) to provide good results for the selection of semi-
parametric GAMs. 
Because of the computational or predictive limitations associated with the first three 
identification strategies for GAMs, the last method based on the minimisation of the MAE was 
adopted. During this selection process, only the first part of the training period of the semi-
parametric GAM model (75% of the data spanning from 13 April 2013 at 00:00 to 11 June 2013 at 
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23:00) was used to fit the models and the remaining 19 days (25% of the data spanning from 12 June 
2013 at 00:00 to 30 June 2013 at 23:00) were used to test the forecasting accuracy and select the 
input predictor variables, as part of the backward stepwise selection process. While the training 
period (i.e. in-sample) was used to fit the model and define the smooth functions, an intermediate 
testing period (between the training and validation periods) was needed to evaluate the out-of-
sample MAE and select a near-optimal structure of the model before performing the predictions on 
the desired validation period. The backward stepwise regression used, therefore, the testing period 
to select the input predictor variables that produced the lowest out-of-sample forecasting errors. The 
selected model (producing the lowest MAE) was then adopted for the predictions on the desired 
validation period. As for the ARX models, the model selection procedure was performed only once 
during the initial training period. 
4.3.3 Multi-step-ahead predictions 
As in the previous chapter 3, multi-step-ahead forecasts are performed by adopting a recursive 
strategy based on a rolling forecasting window, with the predictions being constrained to a horizon 
of 72 h. This means that after each 1–72 h prediction, the model’s training window roll (i.e. slides) 
forward by one time step (i.e. 1 h), and recalibrates45 the relationships of the previously selected 
predictors on the new data (i.e. sliding training window) and recalculates forecasts for the next 72 h. 
The model automatically stops when the predictions for all horizons (i.e. 1–72 h) on the 
predetermined validation period have been completed. Subsequently, it is possible to assess the 
forecasting accuracy at each forecasting horizon. 
4.3.4 Model validation 
As in the previous chapter (section 3.3.4), The forecasting accuracy was evaluated at different 
forecasting horizons (h = 1, 2, 3, 4, 5, 6, 12, 24, 36, 48, 60, 72), using scale-dependent error metrics: 
Mean Bias Error (MBE, equation [3.4]), Mean Absolute Error (MAE, equation [3.5]), and Root Mean 
Square Error (RMSE, equation [3.6]). 
Rolling origin forecasts (i.e. sliding training and forecasting windows) were performed from 1st  
July at 00:00 to 26th July at 23:00. However, because of the constraints imposed by using a 72 h 
 
45 While the structure of the identified models is not changing during the validation of the model, the length of the training 
window period is retained. This means that as the forecasting origin and training period are rolling (i.e. sliding) forward 
by one hourly time-step, one new time-step is added (at the end), and the oldest hourly times-step (at the beginning) is 
dropped from the training period. The relationships between the dependent and independent variables are in this way 
gradually recalibrating to the most recent period. 
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forecasting window (as the longest forecasting horizon) a full comparison of the forecasting accuracy 
between the various forecasting horizons is only possible during the 19-day period from 4th July at 
00:00 to 22nd July at 23:00, when complete forecasts are available for each forecasting horizon (h). 
4.3.5 Reliability of forecasts 
As in the previous chapter (section 3.4.3) prediction intervals (equation [3.5]) are used to 
express the reliability of forecasts since they define the range of values within which a forecast is 
expected to lie with a specified probability. In this study, 95% prediction intervals are estimated 
based on the previous forecasting errors and displayed in the subsequent figures with a grey shading. 
4.3.6 Statistical significance of the forecasting accuracy 
To reliably determine which model produces more accurate forecasts, it is insufficient to simply 
consider the forecasting accuracy. Different models will always produce different forecasts; the 
question is whether the differences between the predictions have statistical significance or not?   
A head-to-head test was developed by Diebold and Mariano which can be used for the purpose, 
of comparing the accuracy of competing forecasts (Diebold and Mariano, 2002; Diebold, 2015). 
Although Diebold (2015) stipulated that their test was not devised explicitly for the purpose of 
comparing models, it is sometimes used as a precursor test to determine whether a more 
sophisticated evaluation procedure is warranted. This test does not discriminate based upon the 
accuracy of the resultant statistics (i.e. lower forecasting errors), but rather by considering whether 
the forecasting accuracy can be considered to be significantly better on a statistical basis (Costantini 
and Kunst, 2011). 
According to the Diebold-Mariano test (DM) (Diebold and Mariano, 2002; Diebold, 2015) if the 
null hypothesis (H0), that both forecasts have equal accuracy, is rejected (e.g. if the p-value ≤ 0.10), 
then the alternative hypothesis (H1) of different accuracy can be accepted (in this case at the 90% 
confidence level). The DM test is specific to a given forecasting horizon h (which is a required input 
for the test) and is based on comparing the forecasting errors generated by the two competing 
models, which are known as the loss differentials (dt). The loss differential function can be either 
based on absolute errors (equation [4.3]; as adopted in this study) or squared errors. 
dt = | e1,t | − | e2,t | [4.3] 
where:  
dt loss differential at the hourly time step t  
110 |  
e1,t  forecasting error of the first model at the time step t  
e2,t forecasting error of the second model at the time step t  
Harvey et al. (1997) proposed a modification of the DM test to address limitations associated 
with small sample sizes and heavy-tailed distributions, a problem which becomes increasingly severe 
as h increases. The modified DM test (equation [4.4]) differs from the original in two ways: firstly, it 
multiplies the original statistics by a correction factor f (equation [4.5]), which depends on the sample 
size (N) and forecasting horizon (h); and secondly, it compares the statistics with critical values from 
a Student t-test distribution with (N – 1) degrees of freedom, rather than with the standard normal 
distribution (i.e. the critical values and p-values of the test depend on the sample size N and will tend 
towards the values of the standard normal distribution when N is large). According to Harvey et al. 
(1997,p.291), the modified DM test (equation [4.4]) “constitutes the best available approach to 
assessing the significance of observed differences between the performance of two forecasts”. 
DM1,2 = 
d̅1,2
σ̂d̅1,2
 f [4.4] 
where:  
DM1,2 modified Diebold-Mariano test for two competing forecasts (1 and 2) 
d̅1,2 mean loss differential of a sample with size N 
σ̂d̅1,2  the estimate of the standard deviation of d̅12  
f correction factor for the modified Diebold-Mariano test 
f = √
N + 1 − 2h + N−1 h(h−1) 
N
 
[4.5] 
where:  
f correction factor for the modified Diebold-Mariano test 
N sample size 
h forecasting horizon on which the forecasting errors of the two competing models have been calculated  
In the R programming language (R Core Team, 2019), the modified DM test is available in the 
‘Forecasting Functions for Time Series and Linear Models’ package, known as ‘forecast’ (Hyndman, 
2017). In this study, to evaluate the significance of the different forecasting accuracies at different 
forecasting horizons), the modified DM tests were carried out by considering the absolute loss 
function (equation [4.3] and by testing three different alternative hypotheses (H1, H2, H3) at the 90% 
confidence level (wherein a 95% confidence interval is considered excessively restrictive in order to 
identify a statistical significance over longer forecasting horizons). The three alternative hypotheses 
test whether model 1 is significantly more accurate than model 2 and vice versa, based on whether 
the competing model has a lower (H1, one-sided test), higher (H2, one-sided test) or different accuracy 
(H3, two-sided test). Testing just for H3 is not sufficient, because the two-tailed test determines 
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exclusively if the accuracy is significantly different or not (i.e. the DM test is testing contemporarily if 
the statistics are below the 5th percentile or above the 95th percentile of the normal distribution) and 
does not indicate which of the two models is better. On the other hand, testing for H2 with a single-
tailed test indicates if the competing model has a significantly higher accuracy at specific horizons 
(i.e. the DM test is testing exclusively if the statistic is above the 90th percentile of the normal 
distribution), but when the test is not satisfied it is not possible to determine if they have a statistically 
equal accuracy or if the competing model is actually statistically worse. Therefore, testing also for H1 
completes the picture by evaluating if the competing model at specific horizons has a statistically 
lower forecasting accuracy (i.e. the test is testing exclusively if the statistic is below the 10th percentile 
of the normal distribution). 
4.3.7 Forecasting window opening states 
The main aim of including an auxiliary model to predict the WO state (as explained in section 
4.1.2) is to improve the overall forecasting accuracy for hourly indoor temperature predictions in 
dwellings. Prior to determining this, it is necessary to first consider how accurately the WO state can 
be predicted in a residential setting at an hourly time step. According to the literature the majority 
of previous studies attempting to predict the WO state have adopted 5 or 10-minutely predictive 
time steps (e.g. Haldi and Robinson, 2009; Schweiker et al., 2012; Fabi et al., 2015). Nevertheless, the 
use of longer hourly time steps might increase the risk of poor discrimination, especially when the 
windows are opened only for a fraction the hour. 
Based on findings from the literature, a logistic univariate GAM with multiple predictors was 
developed (equation [4.6]). The internal temperature (Tint), external temperature (Text) and Global 
Horizontal solar Irradiance (GHI) were identified in the literature as the main variables affecting 
window opening and were therefore considered as the main predictor variables of the logistic GAM.  
GAM is essentially an extension of the logistic Generalized Linear Model (GLM) (section 4.1.3) 
approach which is considerably more flexible because the relationships between the independent 
and dependent variables are not assumed to be linear (i.e. whilst logistic GLMs use linear coefficients, 
logistic GAMs use smooth functions). In addition, the use of GAMs avoids the pitfalls associated with 
using higher-order polynomial terms to model non-linear relationships, where in linear models it is 
not necessary to know, a priori, the type of function which best describes the relationship (Larsen, 
2015). Here the relationships s1 , s2 and s3 of the Tint, Text and GHI respectively, are represented by 
smooth functions that can assume non-linear relationships (i.e. the probability of a state to vary 
across the range of the input variables). Since the WO model is intended to be auxiliary to the main 
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model for indoor temperatures, the internal temperature being forecasted by the main model cannot 
be used as an input to the WO model at the same time step. Therefore, the indoor temperature at 
the previous hourly time step was used instead. As the time of day (H) is known to be influential in 
relation to WO (Yun and Steemers, 2008), this parameter was included in the GAM. Lastly, because 
the interaction with the windows might also depend on the day of the week (D) (e.g. working 
individuals might be absent during weekdays) D was also included as an input to the model. 
The general equation of the auxiliary WO state model can be written in the form shown in 
equation [4.6].  
ℓ ( WO(t) ) = c + s1 Tint (t – 1) + s2 Text (t) + s3 GHI (t) + scc H (t) + p D (t)  [4.6] 
where:  
ℓ logistic (logit) link function for binary output with the GAM model 
WO(t) predicted Window Opening state at the time step t (0 – closed; 1 – open) 
c Intercept (–) 
Tint (t-1) internal temperature at the previous time step (t – 1) (°C) 
Text (t) external temperature at the time step t (°C) 
GHI (t) Global Horizontal Irradiance at the time step t (W/m2) 
s1, s2, s3 smooth functions of the predictor variables Tint , Text and GHI respectively (1/°C; 1/°C; m2/W) 
H Hour of the day (00–23 h) 
scc cyclic penalized cubic regression spline smooth function of H (1/h) 
D Day of the week (Monday, Tuesday, Wednesday, Thursday, Friday, Saturday or Sunday) 
p parametric coefficient of D (–) 
Because the data (Figure 4.1) showed an intensification of window opening behaviour from 26 
June to 17 July with changes in occupant behaviour between the peak (17–20 July), at the end of the 
peak (21–23 July) and after the heatwave (24–28 July), it was decided to extend the validation period 
of the logistic GAM model to encompass the whole month of July 2013 (from 1st July at 00:00 to 30th 
July at 23:00).  
4.3.8 Discrimination criteria of the auxiliary logistic model of the window state 
A cut-off threshold of 0.5 was adopted to classify the predicted hourly values of the windows 
into the two possible opening states: window closed (0 – if WO ≤ 0.5); and window open (1 – if WO 
> 0.5). In order to validate the ability of a logistic model to correctly classify the outcomes, a confusion 
matrix was used to compare modelled outcomes with the monitored data and to determine the TPR, 
FPR and ACC of the model (discussed in section 4.1.4).  
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 Results 
4.4.1 Model identification 
In order to automatically select near-optimal models, backward stepwise regressions, based on 
the minimisation of the AIC and MAE were adopted for ARX models and GAMs respectively (section 
4.3.2). During the model identification process, a number of the inputs (including Tint , Text , and/or 
GHI) were discarded from both the GAM and ARX models at some of the previous time steps (Table 
4.1).  
Table 4.1: Selected predictor variables for dwellings A and B, for ARX and GAM models, with and without (w/o) 
Window Opening (WO). 
Predictor variables 
Dwelling A Dwelling B 
ARX  GAM  ARX  GAM  
w/o WO with WO w/o WO with WO w/o WO with WO w/o WO with WO 
WO ✕m pm ✕m pm ✕m pm ✕m pm 
Tint (t-1) p s p s 
Tint (t-2) p s p s 
Tint (t-3) p s p s 
Tint (t-4) p s ✕ s 
Tint (t-5) ✕ s p ✕ 
Text (t) p s p ✕ 
Text (t-1) p s p s 
Text (t-2) p s ✕ s 
Text (t-3) ✕ ✕ ✕ s 
Text (t-4) p ✕ p s 
Text (t-5) p s ✕ s 
GHI (t) p s p s 
GHI (t-1) p s ✕ ✕ 
GHI (t-2) ✕ s ✕ ✕ 
GHI (t-3) p s p ✕ 
GHI (t-4) ✕ s p ✕ 
GHI (t-5) p s ✕ s 
Tint (t-24) p s p ✕ 
Tint(24h)
 -  p s p ✕ 
Tint(24h)
+  p ✕ p s 
T̅int(24h) ✕ ✕ ✕ ✕ 
T̅ext(24h) ✕ ✕ ✕ ✕ 
GHI̅̅ ̅̅ ̅(24h) p s ✕ s 
Hour (H) n/a scc n/a ✕ 
Legend: ✕m = manually excluded WO variable; pm = manually included parametric WO variable; ✕ = discarded 
predictor variable; p = selected parametric variable; s = selected smooth variable; scc = selected variable as 
cyclic penalized cubic regression spline smooth; n/a = hour variable (H) is not applicable in the ARX model. 
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From the additional inputs provided to the GAM model, the internal temperature that was 
recorded at the same time on the previous day (Tint (t-24)), as well as the minimum and maximum 
internal temperature in the past 24 hours (Tint (24h) 
 – and  Tint (24h)
 + ), and the mean GHI in the past 24h 
( GHI̅̅ ̅̅ ̅(24h)) were selected in 3 out of the 4 models. Conversely, the additional terms describing the 
mean internal and external temperatures in the past 24h ( T̅int(24h) and T̅ext(24h)) were never selected. 
Although the hour of the day (H) was included in the GAM models as a non-linear smooth 
function it was omitted by the selection algorithm for dwelling B. In order to evaluate the effect of 
including the WO state variable into the forecasting model for indoor temperatures, two model 
variants were created for both the ARX and GAM model (one with and one without the WO variable, 
see Table 4.1).  
Examining the fitting of the GAMs provides a useful means of understanding how optimal 
relationships are attributed to the various variables (Figure 4.2). Due to use of non-normalised (i.e. 
non-scaled) input data, the smooth functions (Figure 4.2) have to be viewed in relation to the range 
of the input predictor variables. It is evident from this analysis that the autoregressed variables of 
Tint and GHI assumed the most dominant weights in relation to their range, while Tint and Text which 
have both comparable ranges showed that Tint has a considerably higher influence on the response 
(i.e. output) variable. Furthermore, the nearer are the input predictor variables temporally located 
to the time step that is being forecasted, the higher are their weightings. The final prediction is, 
therefore, the sum of positive and negative effects, which in the ARX models are always linear, 
whereas in the semi-parametric GAM models might be non-linear (Figure 4.2).  
For both dwellings, when the WO state is equal to 1 (i.e. window open), the relationships are 
negative which indicates a reduction in the predicted temperature. Nevertheless, the WO coefficients 
(for WO state = 1) are low in absolute terms, with -0.03 and -0.05 applied to dwellings A and B 
respectively. 
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Figure 4.2: Relationships of the selected GAM models with WO, for dwelling A (upper 4 rows) and B (bottom 3 
rows); the grey bands / dashed lines indicate the 95% confidence intervals of the assigned relationships. 
4.4.2 Indoor temperature forecasts without the window opening 
Forecasts with the GAMs produced considerably lower MBEs (in absolute terms) than those 
from the ARX models for forecasting horizons up to 24 h (Table 4.2). At longer forecasting horizons, 
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however (24 < h ≤ 48), the improvement in the MBE was smaller and once h > 48 the MBE with the 
GAMs was worse than for the ARX models. The MAE and RMSE provided a similar perspective, 
suggesting that: GAMs are capable of producing more accurate forecasts for h ≤ 6 h; whilst for 
h = 12 h, the forecasting accuracy of the two models is very similar; but when h ≥ 24 h, ARX models 
are much better. Analyses using the modified Diebold-Mariano (DM) test confirmed that the 
improved forecasting accuracy of GAMs was statistically significant at the 90% probability level, but 
only up to h = 3h for dwelling A and h = 6 h for dwelling B. 
Whereas for dwelling A, the forecasting errors generated with GAM and ARX models were 
comparable both in timeliness and size for h = 12 h (e (t+12) in Figure 4.3 and MAE in Table 4.2), for 
dwelling B, a localised disruption in the GAM forecast occurred on the 7th of July (Figure 4.4). This is 
because when forecasting temperatures close to or above the maximum temperatures experienced 
during the training period some of the predictor variables contain estimates of the relationships 
which encompass a broad confidence interval (Figure 4.2).  
Table 4.2: Forecasting accuracy of GAM vs. ARX models in two dwellings during the 2013 heatwave, without 
(w/o) the WO state, including the modified Diebold-Mariano comparison tests (DM test). 
Forecast. 
horizon h 
(hours) 
Dwelling A Dwelling B 
ARX (w/o-WO) GAM (w/o-WO) 
DM 
test 
ARX (w/o-WO) GAM (w/o-WO) 
DM 
test MBE 
(°C) 
MAE 
(°C) 
RMSE 
(°C) 
MBE 
 (°C) 
MAE 
(°C) 
RMSE 
(°C) 
MBE 
 (°C) 
MAE 
(°C) 
RMSE 
 (°C) 
MBE 
 (°C) 
MAE 
(°C) 
RMSE 
 (°C) 
1 -0.02 0.13 0.21 -0.01 0.13 0.21 ✓ -0.05 0.12 0.15 -0.01 0.10 0.13 ✓ 
2 -0.04 0.25 0.36 -0.01 0.24 0.35 ✓ -0.10 0.21 0.27 -0.03 0.18 0.24 ✓ 
3 -0.06 0.35 0.48 -0.02 0.33 0.45 ✓ -0.14 0.28 0.35 -0.04 0.24 0.32 ✓ 
4 -0.08 0.44 0.58 -0.03 0.41 0.54 e/a -0.18 0.33 0.42 -0.04 0.29 0.39 ✓ 
5 -0.10 0.50 0.66 -0.04 0.48 0.61 e/a -0.21 0.37 0.47 -0.04 0.33 0.45 ✓ 
6 -0.12 0.57 0.73 -0.05 0.54 0.68 e/a -0.25 0.41 0.52 -0.05 0.37 0.50 ✓ 
12 -0.20 0.81 0.99 -0.10 0.78 0.98 e/a -0.40 0.59 0.70 -0.06 0.53 0.78 e/a 
24 -0.27 0.92 1.13 -0.14 0.98 1.25 e/a -0.56 0.79 0.91 0.08 0.99 2.49 n/a 
36 -0.31 0.92 1.13 -0.22 1.03 1.30 e/a -0.65 0.88 1.02 1.00 2.23 10.11 n/a 
48 -0.34 0.93 1.13 -0.29 1.06 1.32 e/a -0.71 0.94 1.08 4.23 5.76 40.57 n/a 
60 -0.35 0.94 1.14 -0.39 1.11 1.41 e/a -0.76 0.98 1.12 15.76 17.51 166.8 n/a 
72 -0.36 0.95 1.14 -0.47 1.21 1.54 e/a -0.80 1.01 1.14 57.37 59.33 697.1 n/a 
Legend: ✓ = the GAM model has significantly better accuracy at the 90% probability level; e/a = equal accuracy / no difference; 
n/a = test not applicable because the assumption of covariance stationarity of the loss differential function is violated. 
Due to the absence of hot days in the training data before the heatwave, some non-linear 
smooth functions can have considerably unreliable weights at the higher temperature range (Figure 
4.6). In fact, when the model was recalculated after the heatwave the weights at the higher 
temperature range for some smooth functions were noticeably lower than previously estimated (~0.2 
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at 25°C after the heatwave cf. ~0.9 at 25°C before the heatwave in Figure 4.6). Therefore, until the 
model has been exposed to such hot conditions the out of range values predicted by these terms 
remain highly uncertain. 
 
Figure 4.3: Dwelling A: observed, Tint (t), and predicted, Tint (t+h), hourly internal temperatures with hourly 
forecasting error, e(t+h), and the 95% predictive intervals (grey bands) for the 12 h forecasting horizon (h), with 
ARX model (a) and GAM (b).  
The recursive strategy used by GAMs for multi-step-ahead forecasts means that such errors 
might compound exponentially when smooth functions are not trained for the entire range of the 
temperatures. Thus, whilst the local over-prediction (seen in Figure 4.4 on 7 July), is not unduly 
pronounced at short forecasting horizons (h ≤ 6) it degenerates quickly as the forecasting horizon (h) 
increases (Table 4.2). This local disruption is evident in the MBE, MAE and RMSE for h ≥ 24 h (Table 
4.2), being most pronounced in the RMSE metric, which is highly sensitive to outliers.  
Following the first warm period, the non-linear relationships in the GAMs were recalculated 
and as a result, the error in subsequent forecasts of impending high indoor temperatures were 
greatly reduced (Figure 4.4). However, in terms of reliability in a ‘real-world’ application, it is 
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concerning that a non-linear model might fail temporarily when rapidly approaching a considerably 
warmer period for the first time. 
 
Figure 4.4: Dwelling B: observed, Tint (t), and predicted, Tint (t+h), hourly internal temperatures with hourly 
forecasting error, e(t+h), and the 95% predictive intervals (grey bands) for 3 h (a), 6 h (b) and 12 h (c) forecasting 
horizons (h), with GAM.  
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With the ARX model for dwelling B (Figure 4.5), however, the errors were much smaller (Table 
4.2). By allowing only linear relationships and using the same regression coefficients throughout the 
whole range of temperatures, the ARX model avoided the local disruptions that were observed with 
the GAM (Figure 4.5 cf. Figure 4.4). 
 
Figure 4.5: Dwelling B: observed, Tint (t), and predicted, Tint (t+h), hourly internal temperatures with hourly 
forecasting error, e(t+h), and the 95% predictive intervals (grey bands) for 3 h (a), 6 h (b) and 12 h (c) forecasting 
horizons (h), with ARX model.  
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Figure 4.6: Dwelling B: smooth functions for the predictor Tint (t-4) before (left) and after (right) the heatwave. 
4.4.3 Relationships in the logistic GAM for the prediction of the window opening state 
For the logistic GAM the relationships (Figure 4.7, y-axes) of the independent variables are 
expressed as logit functions (equation [4.7]). These values can be transformed to the probability (p) 
of a window being open (equation [4.8]) as follows: –4 = 1.8%; –3 = 4.8%, –2 = 11.9%; –1 = 26.9%; 
0 = 50%, 1 = 73.1%; 2 = 88.1%; 3 = 95.3; 4 = 98.2; 5 = 99.3%; 6 = 99.8%. 
logit (𝑝) = ln (
𝑝
1 − 𝑝
) [4.7] 
𝑝 =
exp( logit (𝑝) )
1 + exp( logit (𝑝) )
 [4.8] 
where:  
logit (𝑝) logit function of the probability p (– ∞, +∞) 
p probability (0-100 %) 
 
Figure 4.7: Relationships of the logistic GAMs for the prediction of the hourly Window Opening (WO) for 
dwellings A (upper row) and B (bottom row); the grey bands / dashed lines indicate the 95% confidence intervals 
of the assigned relationships. 
The probability of the windows being open increases considerably at higher internal 
temperatures (Tint) but conversely decreases at higher external air temperatures (Text). Whereas GHI 
has almost no effect on the WO state for dwelling A, the probability of opening the windows increases 
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linearly with GHI for dwelling B. Similarly, the influence of the hour of the day (H) shows a 
considerably different effect for the two dwellings. For dwelling A, the probability (p) of the windows 
being open remains close to 50% most of the time but is slightly higher in the late morning and at 
midday. Whilst, for dwelling B, the probability of the windows being open is highest (p ≈ 85%) during 
the early morning and lowest during the evening (p ≈ 10%).  
Even though the day of the week (D) has less influence on the WO state, there is a small amount 
of variability during the week. For example, in dwelling A, there is a lower chance of the windows 
being open on Sundays compared to the rest of the week. Whilst for dwelling B, there is a higher 
probability of windows being opened on the weekends and also on Tuesdays (Figure 4.7). 
4.4.4 Forecasting the window opening state using logistic GAMs 
During summer 2013, the occupants of both dwellings opened the windows for longer periods 
of time as the temperatures rose (Figure 4.8), until eventually leaving them continuously open in 
dwelling A from 26 June to 17 July.  
 
Figure 4.8: (a) Hourly averages of the observed internal temperatures (Tint) in dwelling A and B, and external air 
temperatures (Text); (b) Global Horizontal solar Irradiance (GHI); (c,d) observed Window Opening (grey shading) 
state and forecasted Window Opening (grey shading) state and forecasted Window Opening (red shading) with 
the logistic GAM for dwellings A and B. 
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Whereas during the training period of the logistic model (13 April – 30 June) the windows were 
open (topen,tr) 48.8% and 25.8% of the time for dwellings A and B respectively, during the validation 
period of the logistic model (whole of July 2013) the window opening time (topen,val) increased to 
77.4% and 53.9% of the time for dwellings A and B respectively (Table 4.3). As a result, dwelling A 
recorded a slightly unbalanced testing period with 576 Positives (P), i.e. hours when the window was 
open, and 168 Negatives (N), i.e. hours when the window was closed, whilst dwelling B is considerably 
more balanced with 401 P and 343 N. 
The forecasted WO states were classified into TP, FN, TN and FP (Table 4.3). TP and FN 
indicate the amount of actually observed positives (P) that were correctly predicted as open and 
incorrectly predicted as closed respectively. Similarly, TN and FP show the amount of actually 
observed negatives (N) that were correctly predicted as closed and incorrectly predicted as open 
respectively. By classifying the outcomes it was possible to determine the TPR, FPR and ACC for both 
dwellings A and B (Table 4.3). In both cases, the TPRs were higher than the FPRs (94.1% cf. 88.7% 
and 68.3% cf. 41.1% for dwellings A and B respectively in Table 4.3) and produced a relatively high 
ACC of 75.4% and 64.0% for dwellings A and B respectively. 
Table 4.3: Percentage of time that windows were open during training (topen,tr) and validation (topen,val) periods, 
and discrimination of the logistic GAMs for the hourly window opening state for dwellings A and B. 
Dwelling 
topen,tr 
(%) 
topen,val 
(%) 
P TP FN N TN FP 
TPR 
(%) 
FNR 
(%) 
TNR 
(%) 
FPR  
(%) 
ACC 
(%) 
A 48.8 77.4 576 542 34 168 19 149 94.1 5.9 11.3 88.7 75.4 
B 25.8 53.9 401 274 127 343 202 141 68.3 31.7 58.9 41.1 64.0 
4.4.5 Indoor temperature forecasts incorporating the WO state 
Adding the actual monitored WO state as a parametric input produced very similar results to 
the models without the WO input (Table 4.4). In fact, for dwelling A, the modified DM comparison 
tests suggested that models with and without the window opening parameter had statistically equal 
accuracy. On the other hand, for dwelling B, with the addition of the WO state, the forecasting 
accuracy was significantly worse at the 90% probability level when h ≤ 12 h, for both the ARX model 
and the GAM.  
Whilst for dwelling B, the addition of the WO state resulted in a forecast which avoided the 
previously observed local disruptions (Figure 4.4); however, their absence should not be attributed 
to the addition of the WO state as an input, but rather to the slightly different structure of the model 
that prevented the temporary instability that might occasionally appear at longer forecasting 
horizons when quickly approaching a warmer period for the first time. As such this finding can be 
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considered coincidental and depending on the identified model structure, local disruptions might still 
appear due to the general instability of GAMs when forecasting outside of the range of the predictor 
variables upon which the models were trained. 
Table 4.4: Forecasting accuracy of GAM vs. ARX models in two dwellings during the 2013 heatwave, with the 
WO state, including the modified Diebold-Mariano comparison tests (DM test) vs. the results without the WO 
state (Table 4.2). 
Forecasting 
horizon h 
(hours) 
Dwelling A Dwelling B 
ARX (with WO) GAM (with WO) ARX (with WO) GAM (with WO) 
MAE 
(°C) 
RMSE 
(°C) 
DM  
test 
MAE 
(°C) 
RMSE 
(°C) 
DM 
test 
MAE 
(°C) 
RMSE 
(°C) 
DM 
test 
MAE 
(°C) 
RMSE 
(°C) 
DM 
test 
1 0.13 0.20 e/a 0.13 0.21 e/a 0.13 0.21 w/o 0.13 0.21 w/o 
2 0.25 0.36 e/a 0.24 0.35 e/a 0.25 0.36 w/o 0.24 0.34 w/o 
3 0.35 0.48 e/a 0.33 0.46 e/a 0.35 0.48 w/o 0.32 0.44 w/o 
4 0.43 0.58 e/a 0.41 0.55 e/a 0.43 0.58 w/o 0.39 0.52 w/o 
5 0.50 0.66 e/a 0.48 0.62 e/a 0.50 0.66 w/o 0.45 0.59 w/o 
6 0.57 0.73 e/a 0.54 0.68 e/a 0.56 0.73 w/o 0.51 0.64 w/o 
12 0.81 1.00 e/a 0.79 0.98 e/a 0.81 1.00 w/o 0.73 0.90 w/o 
24 0.94 1.14 e/a 1.01 1.27 e/a 0.91 1.13 e/a 0.86 1.09 n/a 
36 0.95 1.14 e/a 1.10 1.34 e/a 0.92 1.13 e/a 0.86 1.10 n/a 
48 0.95 1.14 e/a 1.13 1.37 e/a 0.93 1.13 e/a 0.90 1.13 n/a 
60 0.96 1.15 e/a 1.17 1.46 e/a 0.94 1.14 e/a 0.95 1.21 n/a 
72 0.96 1.15 e/a 1.26 1.57 e/a 0.95 1.14 e/a 1.01 1.27 n/a 
Legend: e/a = models with and without the WO input have an equal accuracy at the 90% probability level; w/o = the model without 
the WO input has a significantly better accuracy at the 90% probability level; n/a = test not applicable because the assumption of 
covariance stationarity of the loss differential function is violated. 
 Chapter discussion 
The results demonstrate that the inclusion of substantially more input variables to the ARX 
models than in Chapter 3 did not improve their accuracy at shorter forecasting horizons. For example, 
the 6 h forecasts produced MAEs of 0.57°C and 0.41°C for dwellings A and B respectively (Table 4.2), 
compared to MAEs of 0.21°C, 0.51°C and 0.55°C in Table 3.2. Over longer forecasting horizons, such 
as 72 h, the ARX models produced an MAE of 0.95°C and 1.01°C (Table 4.2) for dwellings A and B 
respectively, which is higher than the MAEs of 0.49°C, 0.63°C and 0.69°C recorded in Table 3.2. In 
Chapter 3, however, the forecasting accuracy was computed for only one week of data where the 
day of, and the day after the two-day heatwave produced the largest forecasting errors. The intensive 
and long-lasting nature of the 2013 heatwave used in this chapter’s study enabled errors to be 
computed over a 19-day period, during which there were several pronounced drops in the outdoor 
and indoor temperatures. The mean zonal indoor temperatures were also approximately 6.5°C 
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(dwelling A) and 7.3°C (dwelling B) above the corresponding indoor temperatures during the initial 
training period. Considering these forecasting challenges, the ARX model (without WO as an input) 
can be considered to have performed well and with good generalisation ability.  
In the absence of previous results from the literature, the forecasting accuracy of the semi-
parametric GAMs can be best assessed by comparison with the forecasts of the linear ARX models. 
The GAMs produced statistically better forecasts than the ARX models (at the 90% level) for horizons 
up to 6 h ahead (with MAEs of 0.54°C and 0.37°C for dwellings A and B respectively at 6 h cf. 0.57°C 
and 0.41°C with the ARX models, Table 4.2). For forecasting horizons beyond 12 h, the GAMs were 
not significantly better than the ARX models.  
The findings of this study concur with the established forecasting literature in a number of 
important aspects. Firstly, research by Taieb et al. (2014) and Teräsvirta et al. (2005) shows that in 
cases where the time series is only weakly non-linear, or if there is only a rare occurrence of non-
linear features (Figure 4.2), the use of more complex non-linear models is not justified since simpler 
linear models already provide a good approximation, especially for short time series and long 
forecasting horizons. Secondly, Ferracuti et al. (2017) have demonstrated (Table 2.5) that recursive 
linear ARX models are more accurate than NARX models for long-term indoor temperature 
predictions in air-conditioned buildings. This concurs with the study by Teräsvirta et al. (2005), where 
the researchers found that autoregressive single hidden layer feedforward neural networks (without 
Bayesian regularisation) were not capable of improving upon linear autoregressive models, especially 
at longer forecasting horizons. It is known that with NNs there is a risk of explosive models (i.e. 
models where error gradients grow exponentially) causing models to become unstable, with 
implausible forecasts at long forecasting horizons (Teräsvirta et al., 2005). Similarly, in this work, it 
was shown that GAMs were vulnerable to similar instability when predicting outside the range upon 
which the dependent variables were trained, and when approaching a considerably warmer period 
for the first time. This renders GAMs highly uncertain, and difficult to control at longer forecasting 
horizons. 
Whilst this chapter has intentionally focused on testing the models on shorter time-series data 
(i.e. without data from previous years and heatwaves), training the models on historical data from 
past heatwaves could potentially obviate this issue. However, any changes to the building fabric or 
occupancy in the interim would invalidate the previously established relationships embedded in a 
historically trained model. In addition, of course, suitable historical data may not exist. Considering 
these factors collectively, the use of GAMs (in this context) should be constrained to shorter, 6 h or 
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less, forecasting horizons, especially when automatic model selection procedures are adopted. In 
contrast, linear ARX models appear to be a more reliable choice across a wide range of forecasting 
horizons. Linear models, in fact, assume a linear relationship between the independent and 
dependent variables, which remains constant throughout the whole range of the predictor variables. 
In this way, linear ARX models prevent the generation of disruptions that might occasionally affect 
semi-parametric GAMs. When computational time is considered, ARX models are also favoured 
because GAMs require much longer fitting times and high-dimensional settings are more difficult to 
handle (i.e. for each predictor variable a function has to be estimated instead of a single slope 
parameter in the linear model) (Binder and Tutz, 2008). Nonetheless, GAMs can be safely fitted even 
when the nature of the underlying structure is unclear or is mostly linear (Binder and Tutz, 2008). 
Conversely, when forecasting at short horizons (e.g. h ≤ 6), and when the computational time is less 
relevant, the potentially higher forecasting accuracy of GAMs might be advantageous.  
The forecasting accuracies presented in this study are in line with previous studies involving the 
prediction of internal temperatures; although most previous research has focused on offices with 
mechanical cooling and higher data resolutions. Mustafaraj et al. (2011) observed an MAE of 
approximately 0.32°C for an ARX model predicting 1.5 h ahead (Table 2.5); cf. MAEs of 0.25°C and 
0.21°C for dwellings A and B at h = 2 (Table 4.2). Forecasts by Mustafaraj et al. (2011) were 
considerably better than the NARX model, with an MAE of 0.25°C at 2 h ahead, which was very close 
to the MAEs achieved in this work with the GAMs for h = 2, with 0.24°C and 0.18°C for dwellings A 
and B (h = 2, Table 4.2). Ferracuti et al. (2017) produced 3 h summertime temperature forecasts with 
RMSEs of 0.33°C and 0.36°C for ARX and NARX models respectively; which are close to the values of 
0.48°C and 0.35°C for the ARX model, and 0.45°C and 0.32°C for the GAM produced here, for 
dwellings A and B respectively (h = 3, Table 4.2). However, these results must be viewed in relation 
to the validation data used to test the models. Notably, the forecasts performed here took place in 
free-running dwellings with considerably higher indoor temperature variability than that observed in 
the studies by Mustafaraj et al. (2011) and Ferracuti et al. (2017). 
Considering the stochastic and embedded nature of residential window operation, the newly 
developed logistic GAM performed with good discrimination ability. For both dwellings, the TPR was 
encouragingly high, 94.1% and 68.3% for dwellings A and B respectively, but this was achieved at the 
expense of a high FPR, 88.7% and 41.1% for dwellings A and B respectively (Table 4.3). The high FPR 
for dwelling A may be partially attributable to the considerably imbalanced test data (i.e. substantially 
more P than N). Overall, the TPRs were higher than the corresponding FPRs and the models showed 
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an adequate ACCs, of 75.4% and 64.0% for dwellings A and B respectively (Table 4.4). Despite the 
logistic models have been developed on a smaller temporal resolution compared to the previous 
research studies in the literature (e.g. Haldi and Robinson, 2009; Schweiker et al., 2012), the models 
described in this chapter produced markedly higher TPRs and FPRs, with similar ACCs. In the best 
models, Haldi and Robinson (2009) observed TPR = 44.9%, FPR = 5.3% and ACC = 85.9%; while 
Schweiker et al. (2012) observed TPR = 43.7%, FPR = 24.4% and ACC = 65.5%. Nevertheless, because 
the studies by Haldi and Robinson (2009) and Schweiker et al. (2012) were not conducted during 
heatwaves when there could be a potential intensification of the window operation (Khare et al., 
2015), the logistic models here presented were shown to be capable of predicting window opening 
with an adequate discrimination ability when windows were operated with a discernible frequency. 
Integration of the actual, measured window opening states into the GAMs, rather than relying 
on the auxiliary logistic models, showed variable results (Table 4.4 cf. Table 4.2). At best, the models 
incorporating the known window state produced forecasts of equal accuracy (in dwelling A), 
however, conversely, (in dwelling B) the inclusion of the WO state significantly degraded the accuracy 
of the model. There are two reasons why the additional information is incapable of improving the 
predictions. Firstly, in this study, the model coefficients that were attributed to the WO state were 
relatively small compared to the coefficients for other predictor variables (Figure 4.2) and according 
to Binder and Tutz (Binder and Tutz, 2008), when developing GAMs, it is advisable to include only 
those predictor variables that are truly influential. Secondly, the actual cooling effect provided by an 
open window cannot be reduced to a constant value as is considered by the predictive models. In 
reality, the actual effect of the WO on the indoor temperatures depends on the temperature 
difference between the indoor and outdoor environments, which is at a maximum overnight but can 
be small or even negative during the central hours of the day. Lastly, the operation of windows will 
directly affect indoor temperatures, with its ‘effect’ being partially embedded in the indoor 
temperatures that are incorporated as model inputs (i.e. the autoregressive terms) and which are 
seen to have the highest influence on the model predictions (Figure 4.2).  
In addition to the uncertainties and limits of the adopted modelling approach, there are 
multiple factors that could cause a logistic model of WO behaviour to fail: the occupants might spend 
most of their time in other rooms and operate the windows only occasionally; the occupants might 
not be at home at all; or they may open the windows for reasons that are not accounted for by the 
models (e.g. air quality and other physical stimuli). 
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Therefore, even with exact knowledge of the WO state, its inclusion into the main forecasting 
model for indoor temperatures is not (in isolation) capable of improving forecasting accuracy. More 
importantly, because the WO logistic model relies heavily on the previous hourly temperatures to 
determine the WO state (Figure 4.7) and the prediction accuracy of the indoor temperatures 
decreases as the forecasting horizon lengthens (Table 4.2), its discrimination ability would inevitably 
deteriorate at longer lead times.  
 Chapter summary 
In this chapter, the ability of linear ARX models and semi-parametric GAMs to forecast indoor 
temperatures over the intense and long-lasting UK heatwave of 2013 was investigated using hourly 
data from two bedrooms, in two houses, located near to the town of Loughborough in the UK 
Midlands. A backward stepwise regression based on minimisation of the AIC (for ARX models) and 
MAE (for GAMs) was adopted for the model selection process. Recursive multi-step-ahead forecasts 
were produced by both the models using a rolling forecasting origin for the entire duration of the 
heatwave. Forecasts were made for time horizons of 1–6, 12, 24, 36, 48, 60 and 72 h ahead, 
incorporating the 95% prediction intervals, in order to provide a credible interval for the forecasted 
temperatures. The accuracy of the predictions was evaluated using the MBE as a measure of the bias, 
and MAE and RMSE to assess out-of-sample accuracy. Modified DM tests were adopted to assess 
whether differences in the accuracies of the GAMs and ARX models, and the inclusion of the actual 
window opening state, were statistically significant at the 90% probability level.  
The results indicated that the inclusion of additional predictor variables (section 4.3.1) 
produced slightly worse predictive accuracies compared to those derived from the simpler linear ARX 
models adopted in Chapter 3. Comparisons between the ARX models and GAMs showed that 
although the GAMs were capable of slightly improved forecasting accuracy, the improvements were 
only statistically significant up to 3–6 h ahead. For longer forecasting horizons, ARX models provided 
an accuracy that was either equal to, or greater than the GAMs, with an MAE (up to 72 h ahead) that 
was typically below 1°C for the entire heatwave. Considering the potential uncertainty associated 
with the non-linear GAMs relationships when exposed to higher temperature ranges for the first 
time, the subsequent risk of instability at longer forecasting horizons, higher computational time 
requirements, lower accuracy at longer forecasting horizons and marginal improvement of the 
predictive accuracy at shorter horizons; the adoption of such models appears unjustified for 
forecasting elevated internal temperatures in free-running buildings. 
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Logistic GAMs were shown to be capable of adequately predicting whether or not a window 
was open up to 1 h ahead in situations where the windows were operated with a discernible 
frequency. The TPR was consistently higher than the FPR, with an adequate ACC, of 64.0-75.4%. 
However, the logistic window opening models could not account for the sudden unpredictable 
changes in occupant behaviour occurring during extreme events. In situations where occupants might 
open the windows for reasons unaccounted for by the logistic model (or not open them at all), the 
model would be unable to predict the correct WO state. Furthermore, for forecasts of the WO state 
at horizons longer than 1 h, the reliability of these logistic models to provide accurate predictions is 
questionable due to the increasing uncertainty of the future indoor temperature, which is required 
as an input to the model. As a result, the use of an auxiliary logistic window opening model should 
be considered on a case-by-case basis.  
In relation to the prediction of indoor temperatures, forecasts based upon exact knowledge of 
the window states did not improve the forecasting accuracy of either the ARX models or GAMs and 
in some cases had a negative effect on the forecasting accuracies. In cases where the TPR is low or 
when the discrimination is poor, relying on an auxiliary stochastic model to supply the WO state to 
the main model is unlikely to be reliable and could potentially decrease the accuracy of the indoor 
temperature forecasts. In addition, for forecasting horizons longer than 1 h, the increasing 
uncertainty in the discrimination ability of the model could deteriorate the predictions of indoor 
temperatures of the main forecasting model. Consequently, considering also the low influence of the 
WO state on the forecasted dependent variable, the adoption of the WO state in the forecasting 
model for indoor temperature appears to be unjustified. 
Overall the results of this chapter suggest that more complex non-linear models do not 
necessarily produce better forecasts and are not well indicated for predictions at long forecasting 
horizons. Particular attention should be given to the use of GAMs when there is a likelihood of 
predicting out-of-range which could render the model unstable. This is the ‘Achilles-heal’ of GAMs 
models when applied to forecast at long horizons since, by definition, there will always be limited 
data at the lower and upper ranges of the independent variables, which engenders increasing 
uncertainty when forecasting beyond the ranges for which the models were originally trained. 
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Chapter 5   | Reliability of a high-resolution iHHWS for dwellings 
Chapter 4 examined linear AutoregRessive models with eXogenous inputs (ARX) and semi-
parametric Generalized Additive Models (GAMs) for the short-term prediction of the indoor thermal 
conditions during heatwaves. When longer forecasting horizons are desired, the adoption of more 
complex GAMs might lead to reduced forecasting accuracies with potentially unreliable predictions, 
rendering their use unjustified. Whilst GAMs appeared to be slightly more accurate on shorter 
horizons (h ≤ 6 h), ARX models proved to be the most accurate, reliable and consistent at longer 
forecasting horizons (h > 6 h) with the additional advantage of computational efficiency. The inclusion 
of the window opening state as an input, or other additional predictor variables (section 4.3.1) was 
not capable of improving or achieving comparable forecasting accuracies as were previously 
observed in Chapter 3 with a limited number of predictor variables (sections 4.4.2 and 4.4.5 cf. 
section 3.4.2). This highlights the compounding issues affecting the reliability of more complex 
models when forecasting at long lead times, with simpler linear models that include only the most 
relevant predictor variables being generally capable of providing superior predictions at longer 
forecasting horizons. 
The primary aim of this chapter is to investigate how advanced temperature predictions might 
be deployed to provide maximum utility as part of an indoor Heat-Health Warning System (iHHWS) 
(section 2.2.8) whilst reducing the possibility of false warnings (i.e. false positives) and missed 
warnings (i.e. false negatives). An important precondition for the effectiveness of any iHHWSs is that 
the temperature threshold(s) used for triggering the warnings must be aligned to future indoor 
temperatures and that the advanced warning (or lead-time) is constrained according to the reliability 
of the system (WMO and WHO, 2015).  
It is acknowledged that the precise medical basis for establishing dwelling-based indoor heat 
stress thresholds (section 2.2.7) requires further research (Anderson et al., 2013), which is outside 
the scope of this thesis. This definition aside, the application of zonal indoor temperature forecasts 
as a basis for the early detection of adverse conditions with the use of temperature thresholds is 
herein advanced by addressing three research questions: 
1. Can indoor temperatures be reliably predicted in different dwellings and rooms, across a large 
urban conurbation, with the use of a single weather data stream? 
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2. How accurate is the prediction and classification of indoor thermal conditions (using fixed and 
adaptive thresholds) in an iHHWS which is deployed in different rooms and dwellings across 
different forecasting horizons (e.g. 1, 3, 6, 12, 48 and 72 h)? 
3. Can the adoption of a weighted cumulative heat stress metric based on the running mean of 
the indoor temperature, provide more reliable identification of adverse indoor thermal 
conditions, compared to a static approach, in the context of developing an iHHWS? 
The models that are discussed in this chapter, are based on the monitored data from a new 
dataset that was recorded in 25 different rooms (12 living rooms and 13 bedrooms) from 12 dwellings 
located in the London Urban Heat Island (UHI) during summer 2018. This chapter is based on the 
journal publication ‘A high-resolution indoor heat-health warning system for dwellings’ (Gustin et al., 
2020). 
Section 5.1 presents a background on HHWSs and some considerations for the development of 
an iHHWS. Section 5.2 describes the data that was adopted for the training and validation of the 
forecasting models and the period of testing. Section 5.3 describes the adopted forecasting models 
and proposes a novel weighted metric (i.e. a Cumulative Heat Index) to enhance the reliability of the 
forecasts. The approach adopted to evaluate the reliability of the forecasted indoor temperatures 
and Cumulative Heat Index (CHI) is then described. Section 5.4 summarises the forecasting accuracies 
that were achieved on the whole sample of rooms and describes the reliability of using indoor 
temperatures and CHI metrics considering both static thresholds and the exceedance of adaptive 
thresholds according to BS EN 15251 degree hours criteria. Section 5.5 discusses the results and 
analyses the reliability and potential of forecasting models to be used as part of an iHHWS. Section 
5.6 summarises the conclusions of this chapter. 
 Chapter introduction 
5.1.1 Background 
In response to the emerging global health risk associated with heat, national Heat Health 
Warning Systems (HHWSs) (WMO and WHO, 2015), such as the Heatwave Plan for England (section 
2.2.5) (PHE, 2018a), have been adopted in numerous countries worldwide (WHO, 2009). 
Nevertheless, the WMO and the WHO acknowledged that current HHWSs do not explicitly account 
for indoor conditions and rely upon warning criteria that are solely based on outdoor meteorological 
observations. Most of the vulnerable sectors of the population, however, spend the majority of their 
time indoors (WHO, 2009) where the building envelope acts as a pronounced modifier of heat 
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exposure (White-Newsome et al., 2012). Therefore, reliance upon HHWSs based on external weather 
observations and forecasts alone renders it impossible to identify precisely where, when, or to what 
extent individual buildings (and the people in them) will be affected by excess heat. 
Understanding how individual rooms and zones within buildings are likely to respond to 
heatwaves is critical to mitigating their potential impacts on occupant thermal comfort, health and 
wellbeing. The complexity of this problem originates in the unique time-varying nature of the thermal 
response of any given building, which is influenced both by its physical characteristics and the unique 
way in which it is occupied and operated (McLeod et al., 2013). 
Advanced warning of impending risks is essential if future heat-related morbidity and mortality 
are to be minimised. In this regard, the positive correlation between human-body core temperatures 
and indoor temperatures (Basu and Samet, 2002), points to the potential of developing indoor heat-
health indices based directly on indoor temperatures. Because indoor thermal conditions do not 
depend solely on the external weather conditions, but also on the building characteristics, UHI and 
occupant behaviour, it is clear that associating heat-related risks exclusively with external 
temperatures at a regional or national level is inadequate and that the development of local, 
dwelling-based indices, should be a priority (Anderson et al., 2013).  
The development of a dwelling- or room-based iHHWS (section 2.2.8) provides a significant 
opportunity to tailor the system to the vulnerability of the occupant(s). In this way, heat-related risks 
could be directly associated with both the propensity of a room to overheat and the susceptibility of 
the occupants(s) to these temperatures. A real-time iHHWS, which utilises a room temperature 
sensor and a self-learning predictive model, could thus be unique to the thermal conditions of the 
space, occupant behaviour and susceptibility of the occupant(s). Such an iHHWS would allow facility 
managers to alert vulnerable occupants (or their carers) well in advance of impending critical 
conditions, and if necessary, trigger the intervention of primary care services. 
5.1.2 Considerations for early detection of heat-related risks in individual rooms 
Chapters 3 and 4 have demonstrated that in free-running dwellings it is possible to predict 
indoor temperatures up to three days in advance with adequate forecasting accuracy. This means 
that such an approach could form the basis for a more sophisticated iHHWS. Previous work by 
Anderson et al. (2013) established that whilst the development of dwelling-based indoor thresholds, 
tailored to the occupants and buildings, should be a priority, the paucity of epidemiological research 
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in this area means that the definition of such thresholds requires further research to support their 
implementation.  
If iHHWSs were deployed to track the indoor thermal conditions and thereby infer the well-
being of the occupants during a period of extreme heat, the lead time of the warnings would need to 
be sufficiently long to allow timely mitigation of the risks. In cases where external intervention is 
required, the reliability of the forecasts should be as high as possible to minimise the risk of false and 
missed warnings. To meet these objectives in the context of developing an iHHWS, there are several 
important issues to consider. 
1. Firstly, what is understood by the reliability of the forecasts? Every temperature forecast is 
affected by prediction errors (i.e. the difference between the forecasted and measured internal 
temperatures), which will gradually increase as the forecasting horizon lengthens (sections 
3.4.2 and 4.4.2). Therefore, if deterministic thresholds (associated with either thermal comfort, 
morbidity or mortality) are adopted to classify the indoor thermal conditions, there will 
inevitably be some misclassification (i.e. the model will either underestimate or overestimate 
the actual indoor thermal conditions at times, and consequently it will produce either false 
negatives or false positives). This is a problem common to all model predictions and is especially 
pronounced at longer forecasting horizons and when the predicted temperatures lie close to 
the defined thresholds.  
2. Secondly, if the main purpose of an iHHWS is to identify morbidity and mortality risks (as 
opposed to thermal discomfort), which metric should be used? A number of the overheating 
criteria commonly used in the built environment are based on thermal comfort (CIBSE, 2013; 
CIBSE, 2015). These metrics typically involve evaluating overheating based on the operative 
temperature in a given zone (which is a metric combining the Dry-Bulb Temperature (DBT) and 
Mean Radiant Temperature (MRT)). In practice, most large-scale overheating monitoring 
studies have observed only the DBT instead of operative temperatures (Lomas and Porritt, 
2017). In occupied spaces, it is difficult (and often impractical) to measure pure DBT or MRT 
with commonly deployed temperature sensors (unless carefully shielded from direct and 
indirect radiation) usually recording some unspecified mix of the DBT and MRT (Lomas and 
Porritt, 2017). In contrast, more complex heat stress indices (originally developed for external 
environments) such as the Wet-Bulb Globe Temperature (WBGT) might provide a more 
representative metric for the identification of indoor heat exposure (Holmes et al., 2016). 
However, the complexity of continuously logging the numerous input parameters required for 
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the derivation of such indices (i.e. MRT, humidity, air velocity and the occupants’ metabolic 
rate and clothing level) represents a major limitation for their inclusion and widespread 
deployment in an iHHWS. 
3. Thirdly, should the developed risk thresholds in an iHHWS be fixed (i.e. static) or adaptive? In 
the built environment overheating criteria are currently used to assess whether a space is 
thermally comfortable or not, and are typically evaluated (using dynamic models) in relation to 
a specific reference summer or weather-year (CIBSE, 2013; CIBSE, 2015; PHPP, 2015; CIBSE, 
2017). In more recent years, the steady-state model of thermal comfort (as presented in ISO 
7730 (BSI, 2005)) was challenged by an adaptive theory of thermal comfort, which has been 
adopted by national guidelines including CIBSE TM52 (CIBSE, 2013), CIBSE TM59 (CIBSE, 2017) 
and ANSI/ASHRAE standard 55 (ANSI/ASHRAE, 2013) as well as international standards such as 
BS EN 15251 (BSI, 2007). Prevailing adaptive comfort standards vary the thermal discomfort 
threshold according to the exponentially weighted running mean (equation [2.1] in section 
2.1.2) of the outdoor temperature (Nicol and Humphreys, 2007; Parkinson and De Dear, 2015). 
Wherein it is assumed that occupants will modify their behaviour and can adapt their thermal 
environment in response to their experience of external stimuli. Conversely, it is argued, that 
current adaptive comfort models have been predominantly derived from field studies of 
healthy adult workers in free-running office buildings (Raja et al., 2001; Nicol and Humphreys, 
2007; Nicol et al., 2009). Whilst such metrics may have some applicability to the overheating 
assessment of healthy individuals in naturally ventilated residential buildings, in the case of 
elderly and bedridden occupants, who might be unable to regulate their indoor environment, 
a static overheating approach might be more appropriate (Mavrogianni et al., 2015). From a 
mortality perspective, evidence shows that heat-related mortality is greater during early 
summer (Gosling et al., 2009) and also increases with the extent (or duration) of a heatwave 
(Rocklöv et al., 2011). In combination, these findings suggest that an approach which is both 
adaptive and exposure-weighted might best account for mortality risks. 
4. Lastly, are forecasts based on temperatures at a particular moment in time sufficient to identify 
heat-related risks to the occupants, or would a metric such as the running mean indoor 
temperature be more appropriate for the identification of cumulative heat-exposure? It is 
known that heat-related mortality is not an instantaneous response, attributable to 
momentary exposure (e.g. a single hour) above a given threshold, but rather it is related to the 
persistence of elevated temperatures over a prolonged period (Nakai et al., 2002; Rocklöv et 
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al., 2011). Heat exerts a cumulative effect on the body’s ability to regulate temperature, which 
puts a strain on the entire thermoregulatory system (Tan et al., 2007; Gosling et al., 2009). In a 
hot environment, unacclimatised46 individuals can be characterised by higher core 
temperature, cardiovascular strain that is indicated by an increased heart rate, and limited 
working capacity (Hori, 1995). According to Lee et al. (2016), whilst excess deaths do occur on 
the hottest day of a heatwave, the majority of them are observed in the days following the 
peak, with the indoor conditions over the previous three days having the dominant influence. 
This delayed response is attributed to the physiological processes occurring. According to Hori 
(1995), sweating is the primary mechanism of heat dissipation for people in a hot environment, 
with most of the short-term adaptation47 occurring three to five days after the peak exposure. 
This suggests that the physiological response and hence morbidity risk is likely to be at a 
maximum during the first three days after the peak exposure.  
 Monitored data 
To evaluate the reliability of the previously developed time-series forecasting models (Chapters 
3 and 4) when deployed in a larger urban context, the models were tested using monitored data from 
dwellings located in London. This dataset was recorded during the summer of 2018 and contained an 
elevated UHI intensity (Kolokotroni and Giridharan, 2008; Wong et al., 2013). In the UK the summer 
of 2018 was characterised by multiple hot spells in late June, July and early August, with the most 
pronounced peaks in the outdoor temperature reaching 35.3°C on the 26th of July (at Faversham, 
Kent) and 32.7°C on the 3rd of August (at Kew Gardens, London) (Met Office, 2018a). July 2018 was 
the second warmest July recorded in the UK, since 1910, in terms of both the daily mean and mean 
daily maximum temperatures (Met Office, 2018d). 
Although the dataset used was comprised of a total of 23 dwellings and 46 rooms, roughly half 
of the recorded measurements commenced too late in the summer to allow sufficient time to train 
the forecasting models before deploying them during the hottest period in August. For this reason, 
only 12 dwellings, providing a total of 25 rooms (12 living rooms and 13 bedrooms), were modelled 
and validated from 1st to 15th of August. Whilst for some dwellings it was not possible to establish 
 
46 Heat acclimatisation is a term that is used to express heat adaptation by natural exposure to a hot climate. Conversely, 
heat acclimation expresses the heat adaptation by an artificially hot environment (Hori, 1995). 
47 The short-term heat adaptation refers to the adaptive changes in the psychological responses after a repeated exposure 
to heat, which gradually disappear over a period of several weeks after the cessation of heat exposure. Such adaption 
includes an increase in sweat volume with a lower salt concentration enabling an individual to tolerate a more severe 
heat load, which results in a reduced cardiovascular strain, lower heart rate, and lower rise in core temperature after 
repeated exposure to heat (Hori, 1995). 
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their positions in Greater London due to the data being anonymised, 7 out of the 12 selected 
dwellings had a known approximate location (Figure 5.1). These dwellings are predominantly 
distributed around the city centre of London, an area in which there is a pronounced UHI (Kolokotroni 
and Giridharan, 2008; Taylor et al., 2015).  
 
Figure 5.1: Map of the boroughs in Greater London; the boroughs highlighted in yellow, indicate the location of 
7 out of 12 dwellings with occupants that allowed disclosure of location; the red star, indicates the position of 
the Met Office’s Kew Gardens meteorological station, which recorded the weather data adopted in this study 
(after Newebcreations, 2019).  
This analysis period (Figure 5.2) comprised of one week of hot weather (1–8 August) and one 
week of milder weather (8–15 August). Because the forecasting models adopt a 72 h forecasting 
window, the forecasts start three days before the beginning of the validation period (i.e. 29 July) and 
end three days after the end of the validation period (i.e. 18 August). The results in Chapter 3 
indicated that linear ARX models with a 21-day training period were able to produce the highest 
forecasting accuracy. Nevertheless, since the monitoring here started relatively late in the summer, 
it was not possible to train the models with three full weeks of data before the heatwave in August 
2018. Thus, the 21-day training data comprises a combination of observations taken from late July 
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(2 to 5 days beginning between 24th and 27th of July up to 29th of July depending on the starting date 
of the observations) and from late August (16 to 19 days starting from 18th of August up to 3rd to 6th 
of September depending on the required number of observations). Notably, both of these training 
periods experienced markedly lower temperatures than the validation period. 
 
Figure 5.2: (a) Hourly internal temperatures (Tint ; absolute min / lower quartile (Q1) / median (Q2 – red line) / 
upper quartile (Q3) / absolute max; the grey band indicates the interquartile range) and external air temperatures 
(Text) for the 25 rooms used in this study from 24th of July to 6th of September 2018; (b) Global Horizontal solar 
Irradiance (GHI) during the corresponding period. 
The internal temperatures (Tint) were logged at ten-minute intervals. The weather data, 
consisting of the external air temperatures (Text) and Global Horizontal solar Irradiance (GHI) was 
obtained through the Centre for Environmental Data Analysis (CEDA) Archive (CEDA, 2017), and was 
recorded at the nearby Kew Gardens meteorological station (Figure 5.1) at hourly intervals. For this 
reason, the Tint data recorded in the dwellings was down-sampled for use in the models by averaging 
the sub-hourly values to obtain hourly mean values (centred on each hour).  
For the majority of the rooms, the hourly internal temperature (Tint) in the 25 rooms is usually 
within ±1°C of the median value (Q2), but at each hour there was a considerable temperature range 
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(of about 6°C on average) between the hottest and coldest rooms in the dataset (Figure 5.2). During 
the hot spells of late July and early August, indoor temperatures exceeded 30°C in several rooms for 
a prolonged period. On the 8th August, after the hottest period, the outdoor and indoor temperatures 
profiles dropped substantially and remained relatively low throughout the rest of August (Figure 5.2).  
By looking in more detail at the indoor temperature distributions over the hot week (1–8 
August), it can be observed (Figure 5.3) that there is considerable temperature variation between 
individual rooms, both in terms of the median and the variance. During the August hot spell, 30°C 
was reached or exceeded in 11 out of the 25 spaces.  
 
Figure 5.3: Boxplots of the observed indoor temperature distributions in the monitored dwellings and rooms 
during the hot week (1–8 August 2018). 
In most cases (Figure 5.3), the bedrooms (BR) were warmer than the living rooms (LR). There 
were, however, a few exceptions where the indoor temperatures displayed similar profiles (No. 6, 
No. 7 and No. 9 in Figure 5.3) or where the bedrooms were colder than the living rooms (No.8 - BR-2 
and No. 10 – BR in Figure 5.3). In these cases, the higher temperatures in the living rooms might be 
caused by the rooms being located on different floors (No. 8, Table 5.1) or by the living room having 
a South-facing orientation (No. 10, Table 5.1). The lowest indoor temperatures were experienced in 
the living rooms of dwellings No. 2, No. 3 and No. 11. The most plausible explanations for this, include: 
the occasional use of a portable Air Conditioning (AC) unit (No. 2, Table 5.1); the location of the flat 
on the ground level with external shading from trees and neighbouring buildings (No. 3, Table 5.1); 
and having only one exposed façade which thereby limited the external gains (No. 11, Table 5.1).  
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The highest temperatures were observed in the bedrooms of dwellings No. 4 and No. 11, which 
can be explained by the internal gains arising from the restaurant located immediately beneath (No. 
4, Table 5.1) and by the room being on the highest floor of the building (No. 11, Table 5.1). 
Interestingly, some of the highest temperature variances can be observed in dwellings that extend 
across two floors (No. 5, No.8 and No. 11 in Figure 5.3 and Table 5.1). It has to be noted that the 
outliers observed for the living room in dwelling No. 5 (Figure 5.3) were most probably caused by a 
sensor being exposed to direct solar irradiance in the late afternoon (West-facing room), which 
caused the rapid increase in the temperature readings that can be observed between the 31st of July 
and 3rd of August (absolute max Tint in Figure 5.2). 
Table 5.1: Characteristics of the monitored dwellings and rooms. 
No. 
Building 
typology 
Construction 
age 
(refurbishment) 
No. 
occupants 
No. of 
storeys 
(floor 
level) 
Orientation 
of monitored 
rooms 
Shadings 
Electric fans and 
Air Conditioning 
(AC) 
Observations 
1 n/s n/s n/s n/s n/s n/s n/s n/a 
2 
Terraced 
(flat) 
1970 
(2010) 
1 
3 
(3) 
South 
Louvre and 
curtains 
Electric Fan, 
Portable AC  
(evaporative 
cooler) 
a 
3 
Semi-detached 
(flat) 
1900 
(n/a) 
2 
3 
(0) 
South-West 
Neighbouring 
house, trees 
No n/a 
4 
Purpose build 
(flat) 
1970 
(2000) 
1 
4 
(1) 
West Blinds Electric Fans b 
5 
Terraced 
(flat) 
1900 
(n/a) 
3 
3 
(1-2) 
East-West Curtains Electric Fans c 
6 
Purpose build 
(flat) 
2006 
(n/a) 
1 
5 
(3) 
South 
From balcony 
above (LR), 
Curtains (BR) 
Electric Fan (BR) n/a 
7 
Other 
(flat) 
1890 
(1980) 
2 
5 
(0) 
North-East Curtains 
Forced ventilation, 
Electric Fan in the 
Evening 
d 
8 
Semi-detached 
(house) 
1930 
(n/a) 
5 
2 
(1-2) 
East (BR) 
West (LR) 
Curtains No n/a 
9 
Terraced 
(flat) 
1900 
(n/a) 
2 
2 
(0) 
South-West 
(BR), 
North-East 
(LR) 
Curtains (LR), 
Curtains and 
Blinds (BR) 
Electric Fan (BR) e 
10 
Bungalow 
(house) 
2005 
(n/a) 
2 
1 
(0) 
South (LR), 
East (BR) 
Curtains and 
front building 
(LR), 
Curtains (BR) 
Ceiling electric fan 
(LR) 
f 
11 
Block of flats 
(flat) 
1980 
(2008) 
2 
4 
(3-4) 
South-West Curtains Electric fan g 
12 
Detached 
(flat) 
1900 
(n/a) 
3 
4 
(1) 
East (BR), 
West (LR) 
Curtains and 
Blinds (BR) 
No h 
Legend: n/s = not specified; n/a = not available; a = airtight, well-insulated; b = mouldy BR, restaurant’s kitchen directly under the flat's kitchen; c = 
curtains often closed during the day; d = old factory conversion with double height storeys, large glazing area, thick brick walls without cavity, BR 
upstairs; e = single glazing; f = roof insulation; g = two-storey flat, loft insulation, only one exposed façade (North-West) with party walls on the 
other three sides; h = big windows, dark (blue) blinds, internal gains from pipework. 
 Methods 
5.3.1 Adopted forecasting models and validation 
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Chapter 4 demonstrated that for forecasting indoor temperatures in free-running dwellings, 
more complex non-linear forecasting models and the use of additional predictor variables do not 
necessarily improve the forecasting accuracy. This is particularly notable in relation to forecasting 
indoor temperatures at longer time horizons. For this reason, in this chapter, simple linear ARX 
models, using a rolling training window and forecasting origin, and a limited number of predictor 
variables (as described in section 3.3.1) were adopted. For the prediction of the indoor temperature, 
the models utilise the lagged effects of the autoregressed observed/estimated internal temperatures 
(Tint), and the exogenous inputs consisting of the observed/forecasted air temperature (Text) and 
Global Horizontal solar Irradiance (GHI). To constrain the complexity and computational time of the 
models, a maximum lag (n), of the autoregressive (Tint) and exogenous inputs (Text and GHI) was set 
to five hours as established in previous work (Hyndman and Fan, 2010) and previously adopted in 
chapters 3 and 4.  
The optimal structure of the linear models was determined by minimising the AIC ([3.2]). To 
provide rapid automatic identification of a near-optimal model, the minimisation of the AIC was 
performed with a backward stepwise regression (Hastie et al., 2009; Hyndman and Athanasopoulos, 
2018) selection procedure (described in section 4.3.2 for linear ARX models). This model selection 
process was performed only once for each room, based on the initial training period. The selected 
predictor variables for each dwelling are summarised in Appendix A. 
The selected forecasting models adopt a rolling forecasting origin (i.e. sliding training and 
forecasting 72 h window) whilst performing multi-step-ahead predictions (1–72 h ahead) across the 
forecasting period (Figure 5.2). This results in hourly forecasts which span different forecasting 
horizons across the entire validation period (1–15 August). In order to visualise the gradual decrease 
of the forecasting accuracy (at longer time horizons), boxplots of Absolute hourly forecasting Errors 
(AE) were created for the different forecasting horizons (h = 1, 3, 6, 12, 24, 48, 72 hours). The 
forecasting accuracy was assessed in this way for the hot week (1– 8 August), the mild week (8–15 
August) and for the total (combined) validation period (1–15 August) (Figure 5.5). 
5.3.2 Definition of a weighted heat stress metric: Cumulative Heat Index 
In order to reliably determine when adverse heat stress conditions may occur (as previously 
discussed in section 5.1.2) the metric used needs to account for the evolution of the indoor thermal 
conditions during the most recent period (e.g. past three days). Such an approach has been previously 
proposed by Lee et al. (2016), where the researchers developed an Accumulated Heat stress Index 
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(AHI) based on a time-weighted function across the previous 72 hours, in which time-dependent 
weights were applied chronologically to a heat stress metric (e.g. Wet-Bulb Globe Temperature). To 
obtain a geographically normalised AHI, the researchers standardised the Accumulated Heat (AH) 
level for each meteorological station to account for regional acclimatisation and then estimated its 
probability distribution. In its original form, the index was not intended for use in the context of an 
indoor warning system based on forecasted data. In order to adapt it for this purpose, a more direct 
approach was achieved by back-calculating the time-weighted accumulated heat function across the 
previous 72 hourly time steps before each forecasting horizon (1–72 h), where the forecasted indoor 
temperatures were used as an indicator of the hourly heat inside specific rooms and dwellings. 
Effectively, this creates a weighted running mean indoor temperature which could be compared to a 
location-specific heat-stress threshold, defined for the local climate. This approach could be further 
refined by the inclusion of additional time-varying weightings to modify the heat-stress thresholds 
(to account for seasonal adaptation according to the specific month) and to incorporate the health-
related characteristics of vulnerable occupants (e.g. elderly, chronically ill etc. where known).  
Use of such a weighted metric can also directly account for the different external dimensions 
of heat-health related risks (i.e. duration and intensity of heat) by considering the profile of the indoor 
conditions across the previous 72 hours and applying gradually higher weightings to more recent 
values, relative to the desired forecasting horizon. In this way, a threshold can be breached only if 
hot indoor conditions persist for a sufficiently prolonged period or if there is a spike in the indoor 
conditions considerably above the temporal threshold. The proposed Cumulative Heat Index (CHI), 
(equation [5.1]) is based on a combination of the forecasted and observed (when h < 72 hours) indoor 
temperatures. Modified weightings were then applied to the temperature time series, as proposed 
by Lee et al. (Lee et al., 2016), in order to place a higher influence on the most recent indoor thermal 
conditions. Forecasting indoor temperatures with recursive autoregressive models at longer lead 
times (e.g. 72 h) means that all the predictions 1–71h ahead need to have been made, and be 
available for subsequent computation. The calculation of the hourly indoor weighted CHI becomes 
increasingly reliable as the forecasting horizon shortens since more observed temperatures, rather 
than predicted temperatures, are used. 
CHI (t + h) = 
∑ Wi  Tint (t + h – i) 
71
i=0
∑ Wi   
71
i=0
= 
∑
1
i + 1  Tint  (t + h – i) 
71
i=0
∑
1
i + 1
71
i=0
= 
1
4.86
 ∑  
1
i + 1
 Tint  (t + h – i)
71
i=0
 [5.1] 
where:   
CHI (t + h ) forecasted Cumulative Heat Index at the forecasting horizon h after the time step t (°C) 
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Tint  (t + h – i) forecasted/observed hourly internal temperature i time steps before the forecasting horizon h (°C) 
t hourly time step (h) 
h forecasting horizon, hourly time steps (h = 1, … , 72) (h) 
i time step(s) before the forecasting horizon h 
Wi weight of Tint , i steps before the forecasting horizon h 
 
5.3.3 Reliability of forecasted indoor temperatures and the Cumulative Heat Index 
In order to evaluate whether a weighted indoor running mean CHI metric can provide reliable 
identification of the likely heat exposure risk, the forecasted indoor temperatures and CHI were 
compared with known values, for both fixed and adaptive thresholds across different forecasting 
horizons (h = 1, 3, 6, 12, 24, 48, 72 h). In the first test, the ability to correctly forecast and classify 
indoor temperatures and the CHI into a wide spectrum of temperature ranges (< 22°C, 22–24°C, 24–
26°C, 26–28°C, 28–30°C, 30–32°C and > 32°C) based on the use of fixed thresholds was evaluated. 
The ability of the model to correctly predict indoor temperatures and the CHI in relation to the 
observed ranges (that could represent different thermal comfort or heat stress thresholds) was 
evaluated by calculating the percentage of correctly predicted, overpredicted and underpredicted 
temperature classifications at the various lead times across the sample of 25 rooms.  
In the second test, the forecasted indoor temperatures and CHI were compared with the 
observed values according to the adaptive thermal comfort standard BS EN 15251 by evaluating the 
degree hours above the adaptive threshold defined for three different categories (i.e. CAT I: high 
level - vulnerable occupants; CAT II: normal level - new building and renovations; CAT III: 
acceptable/normal level - existing buildings). According to this degree hours criteria of the BS EN 
15251, the occupants are thermally comfortable when the temperatures are between the lower and 
upper adaptive limits of the respective category, and therefore only the exceedance of the adaptive 
thresholds (i.e. the difference between the observed/forecasted indoor temperature and the upper 
limit for the specific category) over time (i.e. hourly intervals) expresses the thermal discomfort and 
can be used as a performance indicator of the building for the warm season (BSI, 2007). In this test, 
the performance of the forecasting models is assessed in relation to the exceedance of the upper 
adaptive threshold limit in the respective category by calculating the percentage of the forecasted 
degree hours as a function of the observed degree hours, at the various lead times, for the 25 rooms.  
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These two tests will, in combination, indicate whether the adoption of a weighted metric, such 
as the CHI, can reduce the risk of false positives and false negatives in the calculation of an iHHWS 
relative to the use of static criteria.  
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 Results 
5.4.1 Forecasting accuracy 
The forecasts of the Tint indicate that for lead times of 12 h (Figure 5.4) the models are capable  
 
Figure 5.4: Observed, Tint (t) and CHI (t), and 12 h ahead predictions, Tint (t+12) and CHI (t+12), of the hourly 
internal temperatures and Cumulative Heat Index, for rooms No. 4 - BR (a), No. 8 - LR (b) and No. 11 - BR (c). 
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Of following closely the observed temperatures, even in the warmer rooms (e.g. No. 4 – BR, No. 8 – LR 
and No. 11 – BR). 
Nevertheless, in some cases (No. 4 – BR and No. 11 – BR) the models are slightly 
underpredicting the observed indoor temperatures during the final part of the heatwave (5–7 August 
in Figure 5.4). On the days following the end of the heatwave (11–13 August in Figure 5.4), with the 
sudden drop of the outdoor and indoor temperatures, the models tend to overpredict the indoor 
thermal conditions in all rooms. Nevertheless, the predictions, stabilise during subsequent days (14–
15 August in Figure 5.4) with a considerable improvement of the forecasting accuracy. Analogous 
remarks can be made for the CHI, however, due to its weighted nature, compared to the Tint, the 
CHI is capable of following the observed values more accurately than Tint at all times. 
As could be expected, the results indicate a gradual decrease in the forecasting accuracy in 
relation to the length of the forecasting horizon, both in terms of the median Absolute Error (AE) and 
the variance (Figure 5.5). Across the 25 rooms, the median AE increased from 0.10°C for one-step-
ahead forecasts (i.e. 1 h) to 0.76°C for 72-hour-ahead forecasts. Whereas there is no difference in the 
AE between the hot and mild weeks for shorter forecasts (h ≤ 3h), at longer forecasting horizons 
(h > 3h) the models proved to be more accurate during the hot week (e.g. a median of 0.52°C during 
the hot week compared to a median of 0.84°C during the mild week for h = 24h). Whilst at longer 
horizons, when h ≥ 24h, there are occasional errors that exceed 2°C. The individual forecasts for the 
25 rooms are shown in Appendix A. 
 
Figure 5.5: Boxplots of the absolute hourly forecasting error of the forecasted indoor temperatures for the whole 
dataset across different forecasting horizons (h = 1, 3, 6, 12, 24, 48, 72 hours), comparing the hot week (1–8 
August 2018), mild week (8–15 August 2018) and total (combined) validation period (1–15 August 2018). 
Reliability of a high-resolution iHHWS for dwellings | 145 
5.4.2 Classification of the forecasted indoor temperatures and Cumulative Heat Index 
The ability to accurately identify when high-risk thresholds are expected to be exceeded in the 
future depends fundamentally on the forecasting accuracy of the models. Because forecasting errors 
gradually increase with the forecasting horizon, misclassification of the predicted levels of the indoor 
temperatures will be similarly affected. By classifying the measured hourly external and internal 
temperatures, and the forecasted internal temperatures and CHIs, into seven distinct temperature 
bands, is possible to visually represent the existence of different temperature and heat profiles 
between the various rooms/dwellings and the external environment (Figure 5.6).  
 
Figure 5.6: Heatmap showing the external air temperature (top row), forecasted internal temperatures (middle 
3 plots) and forecasted Cumulative Heat Index (bottom 3 plots) across different forecasting horizons (h = 1, 3, 6, 
12, 24, 48, 72 hours) in three different rooms/dwellings; example showing the forecasting origin set on 3rd of 
August 2018 at 00:00, with darkened past measured/predicted data, normal future 1–72 h predictions and feint 
future measured/predicted data at subsequent forecasting origins. 
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The heatmap (Figure 5.6) illustrates the observed and predicted hourly Tint and CHI evolution 
in the rooms of three different dwellings that were selected based on their frequent exceedance of 
30°C (Figure 5.3). Because all forecasts are characterised by predictive errors which increase with the 
forecasting horizon, predicting values which are close to a given threshold will always engender 
uncertainty. As a result, misclassification can occur (e.g. the model for No. 4 – BR did not predict Tint 
to exceed 32°C across all forecasting horizons and in No. 8 – LR the indoor temperature was 
overestimated on the 4th August at longer forecasting horizons).  
Of the forecasted indoor temperatures, only 69.2% and 62.6% (Figure 5.7) were within the 
correct temperature range for the 12 h and 24 h ahead forecasts respectively. In contrast, because 
CHI is a weighted metric which is computed across different forecasting horizons (and observations 
for h < 72 h), its classification ability is considerably improved. This increase in accuracy is especially 
notable in the mid-range, with the percentage of correct classifications increasing to 82.5% and 75.7% 
for 12 h ahead and 24 h ahead forecasts. The improvement in the classification of the CHI is less 
pronounced at longer forecasting horizons, however, with the correct classification increasing from 
57.5% (Tint) to 63.2% (CHI) for 72 h ahead predictions.  
 
Figure 5.7: Stacked bar charts comparing the percentage of correct and incorrect classifications in seven 
temperature ranges (of 2°C) across different forecasting horizons (h = 0, 1, 3, 6, 12, 24, 48, 72 hours), for the 
forecasted indoor temperatures (left) and forecasted Cumulative Heat Index (right).  
5.4.3 Detection of the exceedance of degree hours using BS EN 15251 adaptive thresholds 
At the beginning of August 2018, the BS EN 15251 upper limits were already considerably high 
due to the relatively hot days at the end of July (e.g. 26–27 July in Figure 5.2) on which is based the 
calculation of the daily outdoor running mean temperature (equation [2.1] in section 2.1.2) adopted 
for the definition of the adaptive thresholds (equation [2.2] in section 2.1.2). Nevertheless, during 
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the early August 2018 heatwave, the upper thresholds slightly increased over the heatwave and 
peaked at approximately 28°C, 29°C and 30°C for CAT I, II and III respectively (Figure 5.8). Generally, 
the predicted Tint allowed for a more timely detection of when the upper limits were exceeded 
compared to CHI which lagged slightly behind the monitored values (e.g. 1–3 and 5–6 August in 
Figure 5.8). However, the forecasted Tint often underpredicted (e.g. 1 and 5–6 August in Figure 5.8) 
or overpredicted (e.g. 7 and 10–11 August) the observed peak indoor temperatures by approximately 
0.5–1.0°C. Whilst determining an exceedance is not an issue when indoor temperatures are markedly 
above the thresholds (e.g. > 1.0°C), when indoor temperatures are close to the thresholds, there is a 
clear risk of misclassification (e.g. 1 August for CAT III in Figure 5.8). In terms of the amplitude and 
peak detection, the CHI was able to predict the actual (monitored) levels with a considerably higher 
accuracy than Tint, which greatly reduced the risks of misclassifications.  
 
Figure 5.8: Observed, Tint (t) and CHI (t), and 6 h ahead predictions, Tint (t+12) and CHI (t+12), of the hourly 
internal temperatures and Cumulative Heat Index, for room No. 11 – BR; and BS EN 15251 upper thresholds for 
CAT I, II and III. 
Accurate determination of the number of degree hours by which the upper limit of the adaptive 
thresholds (CAT I, II and III) of BS EN 15251 are exceeded proved to be a challenging task for the 
forecasting models. It is evident (Figure 5.9) that the accuracy of the detection of the forecasted 
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degree hours above the adaptive thresholds rapidly decreases as the forecasting horizon lengthens, 
with only 48.8-66.4% of the degree hours of exceedance being detected 72 h in advance. In addition, 
the higher the limiting threshold temperature is (e.g. CAT III cf. CAT I), the harder it is for the 
forecasting models to accurately identify the actual number of degree hours above the threshold. 
This is because during heatwaves, the higher thresholds (e.g. CAT III in Figure 5.8) are more likely to 
be often close the peak indoor temperatures that are experienced in dwellings which forecasting 
models occasionally struggle to predict accurately (Figure 5.8). Therefore, forecasting the peaks 
accurately is crucial in order to reliably identify the exceedance of a threshold. For this purpose, 
adopting the forecasted CHI instead of the predicted Tint produced a marked improvement in the 
detection of the hours of exceedance at short lead times (3–12 h). For a horizon of 12 h, the detected 
degrees hours of exceedance increased from 82.8–69.8% (CAT I–III) with the predicted Tint, to 91.7–
79.9% % (CAT I–III) with the forecasted CHI (Figure 5.9).  
Nevertheless, while comparable results were achieved 24 h ahead, adopting the forecasted 
CHI instead of the forecasted Tint resulted in a worse performance at long lead times (24–72 h). 
 
Figure 5.9: Stacked bar charts indicating the percentage of the forecasted degree hours above the adaptive 
thresholds CAT I, II and III of the BS EN 15251 across different forecasting horizons (h = 0, 1, 3, 6, 12, 24, 48, 72 
hours), when comparing the forecasted indoor temperatures (left) and forecasted Cumulative Heat Index (right). 
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This is because the computation of the forecasted CHI relies heavily on the predicted Tint, which is 
particularly inaccurate at long horizons (24–72 h). Conversely, at lead times of 1–24 h, the 
computation of the forecasted CHI weights the Tint predictions at horizons of 1–24 h, which are 
considerably more accurate, and the actual (exact) observations on the previous 48–71 h. This 
ultimately allowed to the CHI to achieve a higher confidence in the prediction of the degree hours 
exceedance for horizons up to 24 h. 
 Chapter discussion 
5.5.1 Forecasting accuracy 
Contrary to what might be expected, the results (section 5.4.1) show that longer-range 
forecasts were more accurate during the hottest week of the heatwave than during the following 
milder week. Multiple reasons underpin this decrease in forecasting accuracy. Firstly, the mild week 
immediately follows the hot period with many of the longer forecasts for the mild period having 
commenced when indoor temperatures were still high. Secondly, the outdoor and indoor 
temperatures fall abruptly between the 8th and 11th of August with a daily temperature profile that 
changes continually during the first days of the mild week. This sudden increase in the magnitude of 
forecasting errors has been previously observed to correspond to the point when a heatwave is 
breaking (section 3.4.2), characterised by an abrupt fall in the ambient temperatures.  
Overall the forecasting accuracy was found to be considerably better than the results observed 
in Chapter 4, with an MAE for 72-hour forecasts during the hot week of 0.79°C compared to the 
previous MAE of 0.95-1.01°C. This confirms that the use of additional predictor variables and a longer 
training period (of approximately three months), as considered in Chapter 4, might have negatively 
affected the overall forecasting accuracy of the linear ARX models. This observation is reinforced by 
the similarity in the forecasting accuracy attained between this chapter and Chapter 3, where in both 
cases the same 21-day training period and predictor variables were adopted. Herein, an MAE of 
0.54°C was observed for one-step-ahead predictions compared to an MAE of 0.48°C in Chapter 3. It 
has to be considered, however, that the sample considered in this study is larger, consisting of 25 
rooms compared to only 3 rooms analysed in Chapter 3. 
5.5.2 Indoor and outdoor temperatures 
The data (Figure 5.2) confirms that the outdoor air temperature is consistently a poor indicator 
of the indoor thermal conditions. Because of the modifying effect of the building envelope, there is 
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always a time lag between external and internal peak temperatures. During the colder days (e.g. 28–
31 July, and 8–13, 16–20 and 22–31 August in Figure 5.2) the median indoor temperatures are 
considerably above the outdoor temperatures. Notably, there is a considerable temperature 
difference between the indoor and outdoor environments, that often exceeded 8–10°C overnight 
(e.g. during the hot week in Figure 5.2). Nevertheless, over 2–3 days of hot weather, the indoor 
temperatures markedly increase and in some cases reach the peak outdoor temperature (e.g. 27th of 
July and 3rd of August in Figure 5.2), and consequently overheat the dwelling.  
5.5.3 Cumulative Heat Index 
The CHI represents a simple weighted metric that can be easily understood by the public, local 
stakeholders and decision-makers (as recommended in the WHO guidelines for HHWSs (WMO and 
WHO, 2015)). At the same time, use of a CHI provides a more realistic assessment of how excess heat 
impacts upon the occupants from a physiological perspective, compared to the use of absolute hourly 
indoor temperatures. In a previous study by Lee et al. (2016) a weighted metric was observed to 
perform well for the detection of deaths from heatwaves during a prolonged period of heat in mid-
summer (July–August), although it performed less well for sudden hot spells in early and late summer 
(June and September). The reasons for the lower performance of the weighted metric in relation to 
the detection of short-term heat-related mortality was that the deaths in these periods were 
observed at maximum outdoor temperatures that were as mild as 28°C and resulted from sudden 
heat spikes affecting unacclimatised individuals outside the main summer season. This finding 
suggests that when used to detect adverse conditions, CHI temperature thresholds should be 
seasonally adjusted in order to be lower at the beginning of the summer (when occupants are most 
vulnerable). Whilst a heatwave that follows a cold period might still cause heat-related deaths at 
lower thresholds, it is posited that one reason why the weighted metric used in these studies might 
not have performed well in the case of sudden heatwaves is that the metric defined by Lee et al. 
(2016) puts excessive weight on historical temperature values. In their study, 50% of the CHI value 
was accounted for by the previous 14 hourly values, which means that a sudden spike of the 
temperature (e.g. the first day of a hot spell) might not be reflected in a rapid increase in the CHI. 
For this reason, the weighted metric proposed herein puts a higher emphasis on the most recent 
period, with 50% of the overall value being accounted for by only the previous 6 hourly values. This 
means that if the temperatures are predicted to exceed a certain threshold, the metric is still able to 
identify the sudden spike in the temperature and respond quickly, whilst at the same time 
maintaining all of the advantages inherent to the adoption of a weighted metric. 
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5.5.4 Reliability of the forecasted indoor thermal conditions in the context of iHHWSs 
Warnings that are currently issued by global HHWSs are based on outdoor temperature 
thresholds and target a whole region. Using this blanket approach, existing HHWSs require long lead 
times to trigger a warning and alert decision-makers and the general public of impending dangerously 
hot weather (e.g. through the media). On the other hand, because iHHWSs can provide reliable 
information for specific spaces, with warnings that can be communicated directly to the affected 
occupants and their carers, extended lead times might not be required. Whereas pre-alert warnings 
could be sent to the occupants and/or carers at longer lead times (e.g. 24–72 h ahead via SMS, email 
etc.), the contact with and/or dispatch of emergency services could be restricted to much shorter 
lead times when the impending prediction of health-impacting indoor thermal conditions is more 
accurate and reliable. 
Regardless of the precise definition of dwelling-based indoor heat-risk thresholds, the 
implementation and deployment of an iHHWS system is only feasible if the reliability of the 
predictions is high and the lead time sufficient to allow timely intervention. Irrespective of the 
thresholds that are adopted, the results here have shown that the increased variability of forecasting 
errors at longer lead times (section 5.4.1) is hampering the reliable early detection of the indoor 
thermal conditions (sections 5.4.2 and 5.4.3). Whereas longer predictions (24-72 h ahead) might still 
be useful to inform the occupants of the likely future indoor conditions, the confidence in the 
accuracy of the future risk level might be insufficient to issue formal warnings. At shorter lead times 
(e.g. 12 h) however, the indoor temperature forecasts were able to detect the correct temperature 
range approximately 70% of the time with accurate detection of about 70% of the exceeded degree 
hours. The adoption of a weighted metric, such as the CHI, further improved the degree of 
confidence in the detection of indoor thermal conditions for lead times of 3–24 h, where more than 
80% of the correct temperature ranges and degree hours were detected 12 h ahead. Furthermore, 
at lower adaptive thresholds (e.g. CAT I), the detection of the exceeded degree hours is considerably 
more reliable. This finding is important since it favours the detection of conditions affecting those 
most vulnerable to heat-related risks (i.e. elderly and ill people). It should be noted, however, that 
whilst the adoption of a weighted metric, such as the CHI, can provide more reliable predictions of 
the short-term indoor conditions, of its application in conjunction with adaptive indoor temperature 
thresholds must reflect the slow-varying and weighted nature of a CHI. Further research and field 
studies are therefore needed in order to establish adequate thresholds to use in conjunction with 
such weighted metrics.  
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 Chapter summary 
Observations from 25 rooms in London confirm that external air temperature is a poor indicator 
of the risk of excessive exposure to heat when occupants are in their homes. This highlights a major 
flaw in current Heat-Health Warning Systems (HHWSs) that are being implemented worldwide, which 
are solely based on weather observations and external forecasts. 
The ability of linear ARX models to forecast indoor temperatures over the intense and long-
lasting UK heatwave of 2018, demonstrated the possibility of integrating such models into a high-
resolution iHHWS. Alongside this, a new CHI metric was developed to better track the potential 
cumulative heat exposure risk to vulnerable occupants. The efficacy of the iHHWS was investigated 
using hourly data from 25 rooms (12 living rooms and 13 bedrooms) in 12 dwellings located within 
the UHI of London. A backward stepwise regression based on minimisation of the AIC was adopted 
for the automatic model selection. Recursive multi-step-ahead zonal indoor temperature forecasts 
were then produced using a rolling forecasting origin for the entire duration of the heatwave. 
Forecasts were made for time horizons of 1, 3, 6, 12, 24, 48 and 72 h ahead. To assess the out-of-
sample accuracy, boxplots were used to show the distribution of the AEs for the whole dataset. 
Because false, and missed warnings are a major concern for decision-makers, and because their 
minimisation is required in order to achieve a HHWS with a high confidence (WMO and WHO, 2015), 
the effectiveness of an iHHWS was evaluated here by assessing, at different lead times (1, 3, 6, 12, 
24, 48, and 72 h ahead): the accuracy of the predictions; the accuracy of the classification into 
different temperature bands (< 22°C, 22–24°C, 24–26°C, 26–28°C, 28–30°C, 30–32°C and > 32°C); and 
the amount by which the detected degree hours would exceed the adaptive thresholds (CAT I, II and 
III) specified in BS EN 15251.  
The findings show that the accuracy of forecasted indoor temperature predictions decreases 
gradually as the forecasting horizon lengthens. This causes an increasing number of misclassifications 
which, for lead times of 24–72 h, results in only 62.6–57.5% correct classifications. Identifying the 
precise exceedance of adaptive thresholds represents an even more difficult task for forecasting 
models at longer horizons, with the accurate detection of only 48.8% (CAT III, 72 h) to 78.7% (CAT I, 
24h) of the degree hours above the respective BS EN 15251 thresholds. Reliability is, however, much 
higher at shorter lead times (3–12 h) using the CHI metric, with approximately 70% of the 
temperature ranges correctly classified and degree hours detected 12 h ahead. Overall, the adoption 
of a weighted CHI metric was shown to considerably increase the reliability of classification and 
improve detection 3–24 h ahead. 
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While further research is needed to demonstrate the optimal structure of a weighted metric 
(such as the CHI), its use as an iHHWS forecasting metric demonstrated considerable advantages 
over the use of single hourly temperature threshold predictions. The decision to deploy such a system 
in practice provides the potential for more targeted interventions that could ultimately reduce the 
incidence of heat-related health morbidity and mortality amongst vulnerable populations. These 
findings point to the potential of using time series forecasting as part of a computationally efficient 
iHHWS that could be deployed at minimal cost and used to inform occupants (or their carers) and the 
emergency services of impending overheating risks.   
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Chapter 6   | Discussion 
The primary aim of this thesis (Section 1.2) was to “to assess whether empirical forecasting 
models can be developed for the accurate short-term prediction of internal temperatures in free-
running dwellings for general application; in order to establish their ability to provide a timely and 
reliable warning of impending overheating”.  
In the process of accomplishing this aim, the research has established how accurate predictions 
of indoor temperatures can be achieved in free-running dwellings during heatwaves with 
automatically derived black-box models. Secondly, this study has analysed the strengths and 
weaknesses of different types of automatically-derived predictive models (i.e. ARX, ARMAX and 
GAM). Thirdly, this research has evaluated the accuracies of these forecasting methods, in various 
rooms of occupied free-running dwellings, in different geographic locations within the UK 
(Loughborough and London), during different heatwaves (2013, 2015 and 2018), and across a range 
of forecasting horizons (from 1 to 72 h ahead). Lastly, this thesis tested the reliability of incorporating 
these forecasting models within an automated indoor Heat Health Warning System (iHHWS) 
operating over different forecasting horizons (1–72 h ahead) and using different heat stress metrics. 
Section 6.1 summarises the main findings of this study. Section 6.2 discusses the findings from 
the results sections (3.4, 4.4 and 5.4) in relation to the gaps in knowledge (chapter 2) and the wider 
context (chapter 1). Section 6.3 provides a summary of the key points made in this chapter.  
 Summary of the findings 
The findings from this study showed that it is possible to achieve automatically derived linear 
AutoRegressive models with eXogenous inputs (ARX) and AutoRegressive Moving Average models 
with eXogenous inputs (ARMAX) forecasting models that improve upon the accuracy of hourly 
predictions made over longer horizons (i.e. up to 72 h in advance) compared to existing research 
studies (as examined in the literature, section 2.4). The adoption of the novel semi-parametric 
Generalized Additive Models (GAMs) proved to be slightly more accurate than using linear ARX 
models, however, the improvement was marginal and constrained to short forecasting horizons 
(≤ 6 h). At longer forecasting horizons (6–72 h), GAMs proved to be potentially unstable, with linear 
ARX models demonstrating more accurate and consistent predictions.  
Whilst patterns of frequent window operation in free-running dwellings allowed the prediction 
of the hourly window opening (WO) state with adequate discrimination, its use in forecasting models 
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for indoor temperature was shown to be redundant; predicted WO values did not provide a marked 
improvement in the forecasting accuracy.  
In the context of an iHHWS, whilst longer-term forecasts (24–72 h ahead) showed inadequate 
identification of the likely indoor thermal exposure, the shorter forecasts (1–24 h ahead) were 
capable of providing consistently reliable advanced detection of overheating. The adoption of a 
weighted metric within the iHHWS, such as the Cumulative Heat Index (CHI), markedly increased 
confidence in the advanced detection of impending overheating risks. 
 Interpretation of the findings 
6.2.1 Prediction of summer-time indoor temperatures in free-running dwellings 
The literature review (Chapter 2) suggested that statistical black-box models offer a clear 
advantage over other model typologies for the prediction of indoor temperatures. Each time a 
dwelling is exposed to similar weather conditions, the indoor environment will respond in a 
comparable way. This is because summer-time indoor temperatures are driven principally by the 
external weather and the building characteristics (e.g. building envelope, orientation, etc.) which 
govern the heat transfer between the indoor and outdoor environments, and these do not change 
over time. Therefore, training a model on recorded values of the main parameters that influence the 
indoor environment allows such models to be used for the subsequent prediction of those variables. 
Notably, this is achieved without any physical information regarding the nature of the building in 
which the forecasts are being performed. Nevertheless, occupant behaviour might vary over time. 
Thus, when a particular set of environmental (weather) conditions are experienced, occupants might 
react differently (or not be at home at all), which could increase the uncertainty of the predictions. 
Whilst linear and non-linear autoregressive forecasting models with exogenous inputs (e.g. 
ARX, ARMAX, NARX, etc.) have been previously adopted for indoor temperature prediction in 
buildings in several research studies (e.g. Mechaqrane and Zouak, 2004; Soleimani-Mohseni et al., 
2006; Ríos-Moreno et al., 2007; Thomas and Soleimani-Mohseni, 2007; Lu and Viljanen, 2009; 
Mustafaraj et al., 2010; Mustafaraj et al., 2011; Antonucci, 2017; Ferracuti et al., 2017; Potočnik et 
al., 2019), such studies have mainly focused on indoor temperature prediction for Model Predictive 
Control (MPC) of HVAC systems in non-residential buildings. Very little research has been carried out 
in free-running and residential buildings, with an even smaller number of studies being focused on 
indoor temperature prediction during the summer-time and during periods of extreme heat. Because 
previous research studies (section 2.4) either produced an unsatisfactory predictive accuracy, or were 
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tested for only short forecasting horizons, further research was needed to evaluate the ability of 
black-box forecasting models to produce reliable indoor temperature predictions (in free-running 
dwellings) during heatwaves and over long forecasting horizons (e.g. up to 72 h ahead). This study 
aimed to address this gap in the literature by developing and evaluating the performance of different 
automatically-derived forecasting models (ARX, ARMAX and GAMs) for the prediction of summer-
time indoor temperatures in free-running dwellings. The rooms analysed in this study were taken 
from different UK locations during different heatwave years (2013, 2015 and 2018) and the models 
were assessed across longer forecasting horizons than those investigated in previous studies. 
The results from previous studies (section 2.4) indicated that the use of black-box forecasting 
models which exclusively use exogenous predictor variables are typically not very accurate and are 
unlikely to give reliable predictions over longer horizons. In contrast, the adoption of linear and non-
linear autoregressive models with exogenous predictor variables (e.g. ARX, ARMAX, NARX, etc.) 
proved to be essential for satisfactory forecasting performances. Therefore, the key variables that 
are needed for the accurate prediction of indoor temperature (Tint) in free-running dwellings were 
identified as being: the previously monitored/estimated indoor temperatures (i.e. autoregressive 
inputs) and the exogenous weather data. The latter consisted of the monitored/forecasted outdoor 
air temperature (Text) and the Global Horizontal solar Irradiance (GHI), which is used as a surrogate 
of the solar radiation gains (see for example Ferracuti et al., 2017). In agreement with previous 
research by Yildiz et al. (2017), the analysis here showed that when longer forecasting horizons are 
desired, using an hourly model resolution produced adequate accuracy. 
The developed linear ARX models, that used lagged autoregressive (i.e. Tint) and exogenous 
(i.e. Text and GHI) predictor variables (using up to 5 previous hourly time-steps), produced the most 
accurate predictions of indoor temperatures during heatwaves even at extended forecasting 
horizons. The models produced Mean Absolute Errors (MAEs) of approximately 0.6°C in 
Loughborough and 0.8°C in the London Urban Heat Island (UHI) for 72 h ahead predictions (see 
sections 3.4.2 and 5.4.1 respectively). Over a 24 h horizon, the linear ARX models in this study 
produced, in both locations, MAEs of approximately 0.5°C, which represents a marked improvement 
over the best MAE (of approximately 0.9°C) achieved by Antonucci (2017) for 24 h predictions during 
a heatwave, in a single free-running dwelling. 
Whilst the addition of more predictor input variables (e.g. time of day, indoor temperature on 
the same hour on the previous day, minimum/mean/maximum indoor temperature in the previous 
24 h, mean outdoor temperatures and GHI in the previous 24 h) into the linear models resulted in 
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adequate MAEs (approximately 0.9°C for 24 h ahead predictions, section 4.4.2), the forecasting 
accuracies were notably worse than when none of these additional inputs was considered. In fact, 
the simpler linear ARX models (i.e. those without these additional variables), produced higher (and 
comparable) forecasting accuracies, with an MAE of approximately 0.5°C (for 24 h ahead predictions) 
in both locations (Loughborough and London) (sections 3.4.2 and 5.4.1). These findings highlight 
some of the issues arising when excessive information is supplied to predictive models. Because some 
environmental variables are likely to be cross-correlated (i.e. there is a correlation between different 
‘independent’ predictor variables), the addition of excessive predictor variables could lead to 
overfitting of the models with a subsequent decrease in the overall forecasting accuracy. For this 
reason, it can be asserted that the inclusion of additional variables does not necessarily lead to better 
predictions, and simpler models with fewer (but relevant) predictor variables can deliver more 
accurate forecasts.  
The literature (section 2.3.6) indicated that the development of simple, computationally-
efficient and automatically derived predictive models are prerequisites for the wide-spread 
deployment and adoption of such models by industry (Killian and Kozek, 2016). Nevertheless, in the 
majority of studies (section 2.4), the researchers adopted trial and error procedures for model 
identification. Accordingly, manual techniques such as visual inspections of the residuals (i.e. in-
sample errors produced during the fitting of the model on the training data) and out-of-sample 
forecasting errors of the models remain commonplace. Therefore, the selection of the most 
appropriate input predictor variables (often referred to as features in machine learning) is likely to 
be both time-consuming and sub-optimal, even if the number of predictor variables is small and the 
maximum lag (n) of the input variables is limited. As soon as a higher number of predictor variables 
and/or extended lags of the features (n) are considered, visual inspection quickly becomes untenable 
due to the extremely high number of possible model combinations and the very small differences 
between them. In these cases, automated selection procedures need to be adopted to derive an 
optimal predictive model.  
According to expert statisticians in the field of forecasting, such as Hyndman and 
Athanasopoulos (2018), a linear model selected via minimisation of the Akaike Information Criterion 
(AIC) value is considered to be the optimal model for prediction. In this study, the adoption of this 
criterion permitted the automated selection of linear autoregressive models that resulted in 
consistent and satisfactory forecasting performance even at longer forecasting horizons (up to 72 h 
ahead). This demonstrated that with a proper model identification procedure in place, it is not only 
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possible to automate the selection process, but also to achieve higher accuracies over extended 
horizons compared to those achieved by other research studies (section 2.4).  
With the addition of each new predictor variable the number of possible models doubles; as a 
result, in forecasting models with multiple features, the identification of an optimal model quickly 
becomes computationally onerous and infeasible. To overcome this challenge, a backward stepwise 
regression selection process is generally required to limit the number of the explored models (see for 
example Hastie et al., 2009; Hyndman and Athanasopoulos, 2018). In this research, by using this 
approach, instead of testing millions of possible model combinations, only a few hundred models had 
to be tested to converge to the near-optimal solution identified by the AIC. A strategy which was 
crucial for achieving the short computational times necessary for an operational heat health warning 
system. 
From past research studies (section 2.4) it was unclear whether linear ARX or ARMAX models 
provided more accurate and consistent forecasts. A study by Antonucci (2017) postulated that 
ARMAX models outperform ARX models due to the incorporation of the Moving Average (MA) model 
error terms into the predictive model. However, the reason for the poor performance of the ARX 
model in Antonucci’s study should not be attributed to the lack of MA terms, but rather to the 
inadequate model selection procedure adopted. In contrast to Antonucci’s findings, the results of 
this study (section 3.4) indicated that whilst both ARMAX and ARX models produced comparable 
results at short horizons (e.g. 1 h ahead), at longer forecasting horizons (e.g. 3–72 h ahead), the ARX 
models were capable of delivering slightly more accurate and consistent predictions. Furthermore, 
the future forecasting errors necessary to incorporate the MA terms at longer horizons cannot be 
computed a priori. Therefore, if the desired forecasting horizon (h) is greater than the maximum lag 
(n) of the predictor variables (i.e. h > n), the use of MA terms becomes redundant (and must be set 
to zero) since the MA terms required by the model cannot (by definition) be known until after the lag 
has passed. Similarly, when 1 < h ≤ n, there are only (n – h) MA terms that can be computed on the 
in-sample residuals, while the remaining MA terms must be set to zero. In addition, the model 
complexity, and thereby also the maximum lag n of the model, must be constrained out of necessity 
to avoid overfitting and to reduce the computational times for the identification of a near-optimal 
model. Thus, when long forecasting horizons are desired (e.g. h > 3), the adoption of ARMAX models 
is not the most appropriate approach; it would generally result in models with either a comparable 
or slightly inferior forecasting accuracy than ARX models (as discussed in section 3.4.4) at the expense 
of added complexity. 
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Several researchers (Mechaqrane and Zouak, 2004; Mustafaraj et al., 2011) have claimed that 
non-linear Neural Networks (NNs), such as NARX models, outperform linear ARX models for 
forecasting applications because of their ability to capture the non-linear relationships that govern 
indoor temperatures. However, in addition to the lack of interpretability of NNs (Foucquier et al., 
2013), the ease of over-parametrisation and overfitting (Hastie et al., 2009), and the risks of instability 
(Teräsvirta et al., 2005), the identification of the NN’s structure (and inputs) is also problematic. Most 
obviously, because of the multiple factors governing the structure of NNs (e.g. selection of predictor 
variables, number of hidden layers, number of hidden neurons, initial weights etc.), automating the 
selection of the NNs is very difficult. Thus, they are usually determined on an ad hoc basis using trial 
and error procedures and experimentation (Hastie et al., 2009). For these reasons, the use of NNs in 
this study was discarded in favour of semi-parametric GAMs (Hastie et al., 2009; Larsen, 2015). To 
the author’s knowledge, GAMs have not been previously used to predict indoor temperatures in 
buildings. Their success in outperforming NNs in other fields (Fan and Hyndman, 2012), and their 
ability to incorporate non-linear relationships whilst providing high levels of interpretability, 
suggested that they were worthy of investigation alongside the linear ARX models (chapter 4). 
The adoption of semi-parametric GAMs for indoor temperature predictions is both novel and 
potentially advantageous. In principle, it provides great flexibility for the development of predictive 
models whilst allowing automated identification of the optimal model. With the use of smooth terms, 
the relationships between the dependent and independent variables assumed either a linear or non-
linear form depending on the relationships in the underlying data. Nevertheless, the increase in the 
complexity and degrees of freedom associated with the models, considerably affected the 
computational time. There was a marked increase in the models’ fitting times compared to the linear 
ARX model, and the automated selection procedure with GAMs was onerous - even when adopting 
a backward stepwise regression to speed up the identification of near-optimal models. Furthermore, 
incorporating non-linear relationships into the models inevitably required a larger amount of data 
upon which to train the models. This is because of the nature of smooth functions, which have to be 
shaped over the entire data range experienced by the independent (predictor) variables (Hastie et 
al., 2009).  
The results (section 4.4) showed that whilst GAMs can offer a slight improvement over the 
linear ARX models, by reducing the forecasting errors by 6 – 9% up to 6 h ahead. For longer 
forecasting horizons, GAMs were unable to outperform linear ARX models. GAMs also proved to be 
vulnerable to instabilities when performing predictions outside of the range of temperatures upon 
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which they were trained (e.g. during heatwaves). This vulnerability was shown to occasionally result 
in implausible forecasts at longer forecasting horizons. Given the small improvement in the 
forecasting accuracy at shorter forecasting horizons, the contiguous risk of unreliable forecasts at 
longer horizons coupled with higher computational times and greater data requirements for 
calibration, the use of semi-parametric GAMs appeared to be unjustified (section 4.5). 
6.2.2 Prediction of the window opening state and its effect on indoor temperature forecasts 
A building’s physical characteristics are not the only factors which affect the evolution of indoor 
temperatures. How a dwelling is occupied and operated (e.g. window opening and the operation of 
blinds and shutters etc.) can considerably affect the indoor temperatures and is a major source of 
uncertainty in any model prediction. Due to the unpredictable nature of occupants’ future behaviour, 
the effect must be based on stochastic models (e.g. Haldi and Robinson, 2009; Schweiker et al., 2012; 
Fabi et al., 2015). During the summer, occupants in dwellings are very likely to operate windows at 
night in an attempt to stay cool (Khare et al., 2015; NHS, 2016), and this could become an important 
determinant in the structure of a forecasting model. For this reason, this thesis explored whether it 
is possible to predict the window opening (WO) state with reasonable discrimination and whether 
the inclusion of the WO state (as an independent variable) in the forecasting model for indoor 
temperatures would improve the predictions. 
To the author’s knowledge, this study demonstrated the first application of a logistic GAM for 
the prediction of the WO state in free-running dwellings. Use of a logistic GAM provided high 
interpretability of the results and at the same time the ability to model non-linear relationships 
between dependent and independent variables; such features are often sought by researchers in the 
formulation of behavioural models (e.g. Haldi and Robinson, 2009; Schweiker et al., 2012). The 
logistic WO state models adopted the indoor and outdoor temperatures, GHI, the hour of the day 
and day of the week, in order to predict the hourly state of windows (i.e. open or closed).  
The results (section 4.4.4) showed that logistic GAMs were capable of predicting the operation 
of the windows with reasonable discrimination ability in situations where the windows were 
operated with a discernible frequency. Even though the logistic models were developed using a lower 
temporal resolution than the previous studies (e.g. Haldi and Robinson, 2009; Schweiker et al., 2012), 
the models produced markedly higher True Positive Rates (TPRs) and False Positive Rates (FPRs), 
with similar Accuracies (ACCs). Nevertheless, it should be noted that the studies by Haldi and 
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Robinson (2009) and Schweiker et al. (2012) were not conducted during heatwave conditions when 
there could be a potential intensification of the window operation (Khare et al., 2015).  
Because window opening may be influenced by many random or unpredictable factors (e.g. 
occupant behaviour, external air quality concerns, noise, indoor fumes, etc.), the predictions of the 
WO state can be difficult. The performance of logistic predictive models is, therefore, likely to vary 
considerably between different rooms and dwellings. In addition, the uncertainty in the predicted 
WO state is expected to increase as the reliability of the adopted predictor variables decreases (e.g. 
estimated indoor temperatures at longer forecasting horizons). In fact, a logistic model can only be 
properly determined only if the windows are operated with a discernible frequency. When this is not 
the case, a predictive model might simply favour the dominant state (i.e. closed windows) and the 
benefit of a logistic model for forecasting could become redundant. The adoption of stochastic 
models to predict occupant behaviour should, therefore, be undertaken cautiously considering the 
context and application of the model carefully.  
In this study, the integration of the actual (i.e. measured) WO state, as an additional parametric 
predictor variable into the linear ARX models and GAMs (section 4.4.5), was tested. The results of the 
models, including the WO state, showed that the predictive models for indoor temperatures did not 
benefit from this additional information. The probable reason for this is that a single parametric 
feature (with a constant value) representing the WO state is unable to adequately emulate the 
complex temporally-dependent effects associated with the window operation. In contrast to air-
conditioned buildings, where turning on an HVAC systems translates to a rapid and consistent 
response in the indoor temperature profile (and can therefore be adequately represented by a single 
parametric variable); in free-running dwellings the room is either warming (e.g. during heatwaves) 
or cooling (e.g. overnight if the outdoor temperatures are lower than indoors) and this occurs at 
variable rates. Furthermore, the rate of cooling or heating is both non-linear and bi-directional and 
depend on the temperature difference between the indoor and outdoor environments and the air 
pressure differential across the aperture; both of which vary at different times of the day, season and 
in accordance with prevailing wind directions.  
Furthermore, the net effect of the window opening is already partially embedded in the 
autoregressive inputs, which means that any advantage associated with additional knowledge 
regarding the WO state could only be beneficial when the WO operation is atypical. This realisation, 
combined with the difficulty in reliably determining the future WO state (and its limited utility as a 
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predictor variable); means that the inclusion of the WO state may be redundant, and unable to confer 
further improvements in the accuracy of the indoor temperature forecasts. 
6.2.3 Reliability of the developed forecasting methods for iHHWs applications 
Most current Heat-Health Warning System (HHWS) provide warnings only at the regional level 
(e.g. through the media) and operate over a 12–48 hour time frame (supported by an awareness 
phase at longer lead times) (WMO and WHO, 2015). In contrast, the adoption of an iHHWS could 
potentially provide tailored warnings that would be communicated directly to occupants (or carers) 
over a similar time frame. Following a meeting with the Head of Extreme Events and Health Protection 
and Environmental and Public Health Scientists of Public Health England (PHE), that was conducted 
in March 2019 (PHE, 2019a), it was established that the reliability of advanced warnings in the context 
of a HHWS is a cause of major concern for decision-makers. This is because the risks of false and 
missed warnings carry significant implications for the deployment of public health resources 
including the emergency services. Therefore, as recognised in the ‘Heatwaves and Health: Guidance 
on Warning-System Development’ of the World Meteorological Organization (WMO) and World 
Health Organization (WHO), the minimisation of false and missed warning is an essential prerequisite 
in achieving a HHWS with high operational confidence (WMO and WHO, 2015). 
Providing tailored warnings to specific dwellings is not a new concept and has been well 
established in relation to other types of environmental hazards, such as the risk of flooding. For 
example, the UK Government operates a Flood Information Service (FIS) via the Environment Agency, 
which evaluates any imminent or actual flood events occurring throughout the UK (GOV.UK, 2019b). 
The FIS evaluates the severity of the risks and disseminates scaled alerts which are location-specific 
(i.e. a flood alert is issued, when flooding is possible and minor preparations are required; a flood 
warning, when flooding is expected and action is required; and a severe flooding warning, when there 
is flooding which poses a threat to life). The FIS provides automated notifications of flood warnings 
to proprieties at risks via text, email and phone (GOV.UK, 2019a). As such, a framework already exists 
within the context of the UK government agencies which could similarly enable the implementation 
of an indoor Heat-Health Warning System (iHHWS), with the proviso that such a system would need 
to be reliable and cost-effective. 
To the author’s best knowledge, this study provided the first insights into the suitability of using 
black-box forecasting models as a part of an iHHWS. With the definition of appropriate heat-health 
indoor temperature thresholds (tailored to the age and health of the specific occupants), forecasting 
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models could help to assure the thermal wellbeing of the home occupants by providing an early 
warning of when health-endangering thermal conditions are expected to occur. The literature 
(section 2.2.6) indicated that the response time of the UK emergency services for less urgent calls is 
usually within approximately 3 hours. Nevertheless, the observed surge in hospital admissions during 
the 2018 heatwave (due to heatstroke, exhaustion and respiratory problems) showed that extreme 
weather events can quickly place the emergency services in a state of crisis. Therefore, if an iHHWS 
were to be widely adopted, to allow the public health services sufficient time to plan a coordinated 
response, the required horizon (or lead time) of warnings ought to be greater than 3 hours.  
The forecasting models tested in this study proved to be capable of providing indoor 
temperature predictions, with MAEs of approximately 0.5°C and 0.8°C, for 24 and 72 h ahead 
forecasts respectively. However, whether this level of accuracy is adequate to reliably determine the 
future wellbeing and heat-related risks to the occupants remains uncertain. Because of the recursive 
strategy used in computing multi-step-ahead predictions, the relatively small mean errors produced 
by the forecasting models markedly increases as the horizon lengthens. More specifically, the daily 
maxima and minima were often predicted with small phase delays, which resulted in occasional 
spikes in the forecasting errors. Such prediction errors were particularly pronounced at longer 
forecasting horizons (e.g. 24–72 h ahead). The largest errors were typically found at the end of the 
heatwave period when there was a sudden drop in the indoor temperatures (and a consequential 
absence of heat-related risks). In some dwellings, these errors were observed to occasionally reach, 
or even exceed, ±2.5°C. Such errors could cause problems in the practical application of an iHHWS 
where, for example, an individual occupant’s risk of heat-related morbidity/mortality were 
represented by banded indoor temperature thresholds. Due to the proportional increase in errors as 
the forecasting horizon lengthens, the predictions would often entail under or overestimates of the 
indoor thermal conditions, with a consequential risk of false or missed warnings increasing as the 
horizon of the warnings lengthens. 
To reduce the risk of false warnings this study proposed the definition of a Cumulative Heat 
Index (CHI), which adopts an approach similar to the Accumulated Heat stress (AH) metric (but with 
modified temporal weightings) that was previously proposed by Lee et al. (2016). Lee’s model was 
intended for use in an external climatic context, whereas here the indoor temperatures are used as 
an indicator of the zonal indoor heat stress. The proposed CHI is a simple weighted metric based on 
the observed/forecasted indoor temperatures in the previous 72 h, which is analogous to the concept 
of an hourly indoor running mean temperature. One of the advantages of using recursive forecasting 
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models in this context is that the previous 72 values of the observed/forecasted indoor temperatures 
are readily available, and thus the computation of the predicted CHI becomes a relatively 
straightforward task. In contrast to the deterministic indoor temperature forecasts (which 
occasionally over or underestimated the indoor thermal conditions), due to the weighted nature of 
the CHI, its predictions proved to be considerably more stable. As a result, the CHI forecasts were 
much more closely aligned to the observed values. For this reason, it is postulated that the definition 
of appropriate indoor thresholds for an iHHWS should be determined, in part, by considering the 
accuracy and nature of the metric (i.e. hourly indoor running mean temperature). In this regard, the 
CHI could be adopted to increase the confidence in the advanced (i.e. longer range) warnings whilst 
demonstrably reducing the number of false warnings. 
The concept of the CHI and indoor thermal exposure is, however, predicated upon the 
assumption that most occupants will spend most of their time indoors, as observed by the WHO 
(2009). However, whereas this might be so for vulnerable occupants such as elderly, other people 
might spend a considerable amount of their time in other environments (e.g. at work). Furthermore, 
occupants in dwellings are not constrained to a specific room and can move freely across different 
rooms. Therefore, whilst it is difficult to establish the actual thermal exposure of the occupants in 
dwellings, with an iHHWS in place and with the predictions being available for different rooms (e.g. 
living room, bedroom), a more representative CHI could be defined by weighting the indoor 
temperatures from the different zones to which an individual is exposed. For example, in the context 
of an elderly person who is housebound, it might be sufficient to consider the living room 
temperature during the day, and the bedroom temperature during the night. A similar approach 
could also be adopted to adjust the CHI for individuals that do not spend the majority of their day at 
home. For example, for working individuals, for the hours that they are not at home, different levels 
of thermal exposure could be assumed and weighted depending on the thermal characteristics of the 
working environment (e.g. air-conditioned office cf. naturally ventilated office). In this way, 
networked data from multiple zonal forecasting models could be combined to determine an 
individual's CHI at any given time horizon.  
According to WMO and WHO (2015), “in order to gauge the effectiveness of an HHWS and 
identify opportunities for improvement, it is necessary that HHWS developers, stakeholders and users 
critically examine system performance” (WMO and WHO, 2015, p.xii). For this purpose, this study 
tested the concept of an iHHWS by assessing the fundamental ability of the selected forecasting 
models to correctly identify thermal exposure (in terms of indoor temperatures and CHI) in homes 
Discussion | 165 
at different horizons (1–72 h ahead). In theory, different indoor temperature (or heat exposure) 
thresholds could be defined to represent thermal discomfort and/or heat-related health risks to the 
occupants, and these would need to vary dependent on the individual’s vulnerability (e.g. age, health 
conditions etc.). Furthermore, since heat stress occurs at higher temperatures than the limits 
commonly used to evaluate thermal comfort (Holmes et al., 2016), the forecasting models were 
evaluated on a wider spectrum of temperature ranges (< 22°C, 22–24°C, 24–26°C, 26–28°C, 28–30°C, 
30–32°C and > 32°C). In addition, the ability of the forecasting models to predict the overall 
exceedance of adaptive thresholds (according to the BS EN 15251 degree hours criteria) was tested 
in order to examine the reliability of categorising the exceedance of thermal comfort levels at higher 
temperature ranges. 
The results (sections 5.4.2 and 5.4.3) indicated that if the wellbeing and heat-related risks of 
the occupants were to be identified by tailored indoor thresholds, the overall forecasting 
performance of the models at extended horizons might not be sufficient. In fact, whilst the forecasted 
indoor temperatures (Tint) were within the correct two-degree temperature ranges 83–63% of the 
time for 3–24 h ahead predictions, with extended horizons of 24–72 h, the correct classification 
dropped to only 63–57%. Similarly, when evaluating the exceeded degree hours with the forecasted 
Tint , for horizons of 24–72 h the models predicted only 79–66% and 65–49% of the temperature 
exceedance for CAT I (high level of expectation, vulnerable occupants) and CAT III (moderate level of 
expectation, existing buildings) respectively. The predictions were however markedly better at 
shorter forecasting horizons of 3–24 h, with 95–79% and 87–65% of the actual exceedance being 
detected for CAT I and CAT III respectively. These findings are reassuring in that they indicate a higher 
confidence in accurately detecting the exposure of vulnerable occupants (i.e. CAT I), where the risk 
is incurred at lower temperatures. Overall, however, they suggest that if the forecasting models were 
to be adopted within an iHHWS, where a high degree of reliability in the warnings is required, they 
should be issued at shorter forecasting horizons between 3 h (which corresponds to the response 
time of emergency services to non-urgent calls in the UK) and 24 h, in order to guarantee a high level 
of confidence. 
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 Chapter summary 
In this chapter, the findings of this work, in relation to the development of black-box forecasting 
models for the prediction of the summer-time indoor temperatures in free-running dwellings, were 
discussed in relation to the findings from the existing literature. The use of different linear forecasting 
models (i.e. ARX and ARMAX) and their potential to provide accurate and consistent predictions at 
longer horizons (up to 72 h ahead) has been examined. Furthermore, the strengths and weaknesses 
of using more complex semi-parametric GAMs for the prediction of the indoor temperatures have 
been evaluated in the context of alternative approaches. 
The difficulty of using logistic models (e.g. logistic GAMs) to reliably predict the window opening 
in specific rooms in free-running dwellings was discussed in relation to existing research studies. 
Furthermore, the implications of including the window opening state (WO) into the forecasting 
models, with the intent of improving the prediction of future indoor temperatures, were analysed. 
Lastly, the potential of using black-box forecasting models for the future development of an 
iHHWS, with the objective of providing tailored warnings to individual occupants, in order to mitigate 
heat-related risks, was discussed. The reliability of overheating predictions in relation to the 
respective forecasting horizons was examined, and the possibility of using the forecasted 
temperatures to define a weighted CHI metric in order to increase the confidence of an iHHWS 
(relative to the use of static temperature thresholds) was explored. 
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Chapter 7   | Conclusions 
This chapter sets out the overall contribution of this research, including the key findings, the 
fulfilment of the aim and objectives, implications and limitations of the study, and recommendations 
for future work. The chapter is structured as follows: section 7.1 outlines the key findings of this 
study; section 7.2 evaluates to what extent the aim and objectives have been fulfilled; section 7.3 
analyses the wider implications of the research in relation to academia, industry praxis and policy; 
and section 7.4 outlines the limitations of this research and provides directions and ideas that could 
potentially form the basis for future work. 
 Key findings 
This thesis has sought to answer the following research questions (Section 1.1): 
1. “Can forecasting models accurately predict the short-term indoor temperatures in existing free-
running dwellings during sudden periods of very hot weather (i.e. heatwaves)?” 
2. “How can the reliability of time-series forecasting models be improved for the early and reliable 
detection of elevated indoor temperatures?” 
In the process of addressing these research questions, the research has shown that black-box 
forecasting models for the prediction of summer-time indoor temperatures in dwellings can be 
automatically derived. In this particular case study and climate, provided that such models were 
properly identified, they were capable of achieving considerably accurate predictions during 
heatwaves, with MAEs of approximately 0.5–0.8°C for forecasting horizons between 24 and 72 h. 
Nevertheless, these accuracies are not taking into account the additional uncertainty of the 
forecasted weather data that would be required for indoor temperature prediction. Therefore, it is 
likely that in an actual application of such models, the forecasting accuracies could be considerably 
lower, especially at long horizons (when the accuracy of the weather forecasts is low). 
The testing and comparison of linear AutoRegressive models with eXogenous inputs (ARX) and 
AutoRegressive Moving Average models with eXogenous inputs (ARMAX) indicated that both models 
produced comparable results at short forecasting horizons (1–3 h). Nevertheless, at longer 
forecasting horizons (3–72 h), it was established that ARX models achieved a higher overall accuracy 
and with greater consistency relative to ARMAX models. Furthermore, due to the conceptual 
impossibility of determining a priori the future forecasting errors required for incorporation of 
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Moving Average (MA) terms when forecasting at long horizons, the use of ARMAX models becomes 
redundant in this context. 
The adoption of semi-parametric Generalized Additive Models (GAMs), provided the theoretical 
advantage of modelling non-linear relationships between the independent and dependent variables. 
The testing of the GAMs showed that they were able to produce slightly more accurate forecasts at 
shorter horizons (≤ 6 h) than linear ARX models, with forecasting errors that were up to 6–9% lower. 
However, despite the modest increase in forecasting accuracy at short horizons, GAMs were 
characterised by several drawbacks, namely: higher model complexity, additional data required to 
train the models, higher computational times, lower accuracy at longer horizons (> 6 h) and potential 
risks of instability when forecasting during heatwaves. Taking all of these factors into account, it was 
established that linear ARX models demonstrated the most accurate and consistent predictions 
without the risk of explosive forecasts during periods of hot weather. 
The prediction of the window opening (WO) state with logistic GAMs proved to be possible, 
with adequate discrimination, as long as windows are operated with a discernible frequency. 
However, WO state logistic models are unlikely to deliver a satisfactory outcome in every application, 
especially when the frequency of the window operation is low, or when the windows are opened for 
reasons that are unaccounted for by the model predictors. Thus, the use of such behavioural models 
should be adopted with caution. Moreover, the use of the known WO state as an additional predictor 
variable for indoor temperatures did not improve the predictive accuracy of the models. Therefore, 
the integration of the window operation (as a binary state variable) into black-box forecasting models 
for the prediction of overheating is contraindicated. 
Implementing the forecasting models in the context of an indoor Heat-Health Warning System 
(iHHWS) yielded a number of important insights. Due to the gradual increase in the magnitude of the 
forecasting errors as the horizon lengthens, the accuracy of an iHHWS declines as the time horizon 
lengthens (24–72 h ahead). The prediction of the correct temperature within two-degree 
temperature ranges (i.e. static thresholds), and of the degree hours exceeding adaptive thresholds 
(according to BS EN 15251 degree hours criteria), showed that in such systems, warnings should be 
constrained to shorter horizons (e.g. 3–24 h ahead) over which the dependability of the predictions 
is markedly higher. 
Lastly, the development and testing of a weighted Cumulative Heat Index (CHI) showed that, 
compared to using a static temperature threshold, the metric was capable of improving the advanced 
detection of the future indoor thermal conditions. When compared to the indoor temperature 
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forecasts, the predicted CHI at horizons of 3–24 h ahead improved the accuracy of the correctly 
identified temperature ranges by up to 12% (3–24 h ahead; 93–76% with CHI cf. 83–63% with Tint), 
and the exceeded degree hours by up to 12% (6 h ahead and CAT I–III; 96–88% with CHI cf. 89–76% 
with Tint). This is because the CHI is a weighted metric which combines the recent measured indoor 
temperatures and the more accurately forecast values at short time horizons, with the less secure 
forecasts at longer time horizons (i.e. observed and/or forecasted indoor temperatures in the 72 h 
proceeding the forecasted horizon). This feature effectively allows the CHI to attenuate the 
fluctuations and occasional spikes which are characteristic of indoor temperature forecasts and 
thereby provide a more stable metric. Accordingly, the use of the CHI (or a similar weighted metric) 
in future iHHWs could reduce the number of misclassifications whilst providing a more representative 
indication of the heat exposure implications occurring in specific rooms and dwellings. This is 
particularly relevant in the case of vulnerable occupants (e.g. people who are elderly or ill, etc.), who 
may be bedridden (or confined to a limited area) and therefore unable to seek refuge from prolonged 
heat exposure. 
Whilst further research is needed to demonstrate the optimal structure of a weighted metric 
such as the CHI and to define appropriate indoor thresholds for its application (in relation to the 
health, well-being and mortality risk to occupants); it has been demonstrated here that the adoption 
of the CHI markedly increased the reliability of predicting the thermal conditions in dwellings up to 
24 h ahead. 
 Evaluation of the aim and objectives 
In order to answer the research questions and achieve the aim of this study, this thesis has 
sought to address multiple objectives (Section 1.2): 
1. “Completing a critical review of previous studies and research on overheating in order to 
understand the nature of heat-related risks, and identify the strengths and weaknesses of state-
of-the-art predictive modelling techniques for indoor temperature prediction”. 
The first objective of this research was achieved by completing a critical review of previous 
studies which highlighted the strengths, weaknesses and limitations of the various modelling 
techniques previously use for indoor temperature forecasting. From this, the most suitable 
approaches were identified for the development of prototype black-box predictive models. 
2. “Developing different black-box forecasting models, for the short-term prediction of internal 
temperatures and impending overheating in diverse free-running dwellings during heatwaves.” 
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The second objective was accomplished by developing linear ARX and ARMAX models, and 
semi-parametric GAMs for the prediction of the summer-time indoor temperatures in free-
running dwellings, where the optimal structure of the models was identified using automated 
feature selection and calibration processes. Furthermore, the forecasting capabilities of the 
ARX models and GAMs were directly compared in order to highlight the respective strengths 
and weaknesses of each approach. 
3. “Evaluating the forecasting performance of the developed models to establish how the accuracy 
and reliability of the predictions decay as a function of the length of the forecasting horizon, 
and the propagation of forecasting error”. 
The third objective was fulfilled by validating the developed forecasting models on measured 
data from three different projects: 30 rooms in 17 different occupied dwellings, in two different 
locations (Loughborough and the London Urban Heat Island), and during three different 
heatwaves (2013, 2015 and 2018). The accuracies of the predictions were evaluated across 
multiple forecasting horizons ranging between 1 and 72 h. 
4. “Exploring new methods that could potentially increase the reliability of black-box overheating 
forecasts at longer forecasting horizons”. 
To address the fourth objective, attempts were made to improve the accuracy of the 
predictions of indoor temperatures in free-running dwellings. In order to assess the benefits of 
using a more complex multi-model approach, a logistic GAM model was developed (as an 
auxiliary model) for the purpose of predicting the future window opening state. The adoption 
of the WO state as an additional predictor variable was subsequently tested. Whilst this study 
showed that it was possible to predict the WO state in specific cases, adopting the WO state 
for indoor temperature prediction was shown to be incapable of further improving the 
predictions of indoor temperatures. Despite the shortcomings of approaches involving 
increased model complexity the use of a modified CHI metric provided an alternative means 
of improving the reliability of overheating forecasts at longer forecasting horizons by combining 
actual and forecasted data (at shorter, and more accurate, horizons). In this way, the advanced 
detection of impending overheating was shown to be enhanced, which accomplished this 
objective. 
5. “Testing the developed forecasting model in the context of a prototype indoor Heat-Health 
Warning System (iHHWS) to understand the reliability of indoor temperature predictions over 
a larger data sample (taken from multiple dwellings across the London UHI)”.  
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The final objective was achieved by deploying the linear ARX models on a larger sample of 
rooms (25) and dwellings (13) within the London UHI during the 2018 heatwave in order to test 
the concept of a prototype iHHWS. The results of this assessment were used to evaluate the 
reliability of the forecasted future indoor temperatures and assess the use of the CHI metric in 
the context of an iHHWS. This allowed the confidence and dependability of such a novel HHWS 
system to be established at different forecasting horizons (1–72 h).  
The fulfilment of these successive objectives achieved the overall aim of this thesis, which was 
to, “assess whether empirical forecasting models can be developed for the accurate short-term 
prediction of internal temperatures in free-running dwellings for general application; in order to 
establish their ability to provide a timely and reliable warning of impending overheating”.  
The findings from this study established that black-box forecasting models are capable of 
providing accurate predictions of the summer-time indoor temperatures up to 72 h ahead in free-
running dwellings. Furthermore, for shorter forecasting horizons (e.g. 1–24 h) black-box models 
provide a computationally efficient solution for delivering timely and reliable warnings of the 
impending overheating in specific rooms and dwellings. Finally, the adoption of weighted metrics, 
such as the CHI, demonstrated the capability of further improving the reliability of the early detection 
of overheating risks in dwellings.  
 Wider significance: contributions to existing theory, industry praxis 
and policy 
The findings of this research have contributed to the advancement of knowledge in a number 
of key areas. The wider impacts of this work in relation to academia, industry and policy are 
highlighted below. 
7.3.1 Contribution to existing theory 
The major impact of this research on academia is clearly the contribution to knowledge 
discussed in the previous chapter (sections 6.1 and 6.2). This thesis has demonstrated that 
autoregressive black-box predictive models, trained on the dominant weather characteristic for the 
local climate (i.e. outdoor temperature – Text and Global Horizontal solar Irradiance – GHI), are 
capable of generalising extremely well to provide accurate forecasts of the indoor temperatures in 
individual zones (or rooms) during heatwaves. Whilst more complex models (e.g. GAMs) proved to 
be capable of modelling the non-linearities in the system and furtherly boosting the accuracy of linear 
autoregressive models (e.g. ARX) over shorter horizons (≤ 6 h), they are unlikely to deliver more 
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accurate predictions at longer horizons (> 6 h). At extended horizons, GAMs were found to 
occasionally suffer from a risk of instability when predicting outside of the trained range during 
heatwaves. As a result, simpler and more computationally efficient ARX models were shown to 
provide more accurate, consistent and reliable forecasts overall. 
The work suggests that the use of too many predictor variables can lead to unintended and 
unexpected model performance. In fact, supplying additional inputs variables to the ARX model 
showed conclusively that it did not improve the overall forecasting accuracy. Nevertheless, models 
structured from a combination of lagged autoregressive (i.e. indoor temperatures – Tint) and 
exogenous (i.e. Text and GHI) predictor variables, derived through a proper selection procedure (e.g. 
minimisation of the Akaike Information Criterion) were shown to be indispensable to the creation of 
a model capable of satisfactory forecasting, especially when longer multi-step-ahead predictions are 
desired. 
Furthermore, this thesis demonstrated the possibility of formulating non-linear logistic 
stochastic behavioural models (i.e. logistic GAMs) for the prediction of the window opening state. 
Whilst this study proved that the prediction of the window opening states can be forecasted during 
heatwaves with a reasonable discrimination (in cases where the windows are frequently operated), 
it also showed that this additional information, modelled as a single parametric binary predictor 
variable, might not be sufficient to improve the forecasts of the indoor temperatures in free-running 
dwellings. 
7.3.2 Contribution to industry praxis 
This research has the potential to make a significant and positive impact on industry praxis. 
With the emerging market of smart home automation (Killian and Kozek, 2016) and a focus on 
individual building zone (or room) automation (Oldewurtel et al., 2012b), there is a growing 
availability of monitored data in buildings. The increase in computational power over the last decade, 
coupled with the availability of low-cost sensors and accurate weather forecasts, paves the way for 
the development of predictive models in buildings for a variety of applications (Serale et al., 2018). 
Low cost, data-driven, black-box devices for the provision of accurate predictions of summer-time 
indoor temperatures in free-running dwellings is one such application. Most importantly, the work 
has demonstrated how to overcome the main barriers hindering the wide-spread adoption of 
predictive models by the industry, namely excessively complex models, extremely high 
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computational times and the need of an expert for the purpose of model identification (Killian and 
Kozek, 2016). 
A practical device would require only one sensor in each room for the continuous monitoring 
of the indoor temperatures, access to real-time local weather forecasts (e.g. via WiFi or RF) from the 
national meteorological service (e.g. Met Office), and sufficient memory to store the data. Due to the 
extremely low computational requirements, the hourly predictions could be performed, either: 
directly by the room-based device; by an in-home centralised device which performs predictions for 
all the rooms, with dumb, wireless sensors being deployed in each room; or remotely by an external 
server which performs the computations for a large number of dwellings and rooms. The hourly 
indoor temperature predictions for each zone or room could be communicated to the occupants in 
a variety of ways (SMS, telephone recording, email, specifically-designed web and/or smartphone 
applications, or an in-home display). 
Such a monitoring system could be adapted on an individual basis to tailor the responses and 
warnings according to an individual’s age, health or medical condition as well as accounting for their 
cumulative exposure across multiple zones. In the same way, such a system could also be developed 
to forecast under-heating and provide warnings to occupants (and their carers) in relation to the risks 
associated with cold-related health conditions and winter fuel poverty. 
 The main limitation is likely to be the annual (or seasonal) cost of acquiring a licence to access 
the hourly weather forecasts. However, this cost can be offset by multi-user (i.e. group) licencing of 
the weather data enabling it to serve a large number of dwellings in a wider region.  
7.3.3 Contribution to policy 
The invention of an iHHWS could have a considerable impact on the evolution of national and 
international public health policy. The precise implementation of such a system would require further 
research and field trials, however, ultimately, a data-driven approach based on indoor temperatures 
and localised risk factors is likely to replace current HHWSs. This evolution is aligned with the 
concepts of preventative and individualised health care. The system’s alerts could include advice on 
the actions to take to mitigate heat-related risks and improve comfort and wellbeing. Similarly, such 
systems could trigger the timely intervention of the emergency services when required. If widely 
implemented, such a system could serve to coordinate and manage public health responses on a 
regional scale. In addition, with further research and refinement of weighted metrics, such as the 
CHI, the reliability of future iHHWSs could be improved maximising the utility and dependability of 
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such systems. It is postulated that a similar indoor Cold-Health Warning System (iCHWS) might be 
similarly developed to address the widespread prevalence of wintertime, cold-related morbidity and 
mortality. 
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 Limitations of this research and recommendations for future work 
As with all research, this study was based on a number of assumptions that place limitations on 
the generality of the conclusions. Further work is therefore warranted in order to consolidate and 
refine some of the conclusions made. A number of recommendations are made that will be of value 
for future research studies. 
• The predictive models developed in this study used actual measured weather data (a 
posteriori). This means that the models were not accounting for the additional uncertainty 
inherent in using real-time weather predictions (a priori), which increases as the forecasting 
horizon lengthens. As a result, the forecasting errors obtained in this study originated 
exclusively from the limitations of the models. Therefore, in an actual application of the 
predictive models, due to the gradually increasing uncertainty in weather forecasts as the time 
horizon lengthens, and because of the recursive strategy used in the autoregressive models, 
the forecasting errors are likely to increase more rapidly as the forecasting horizon lengthens 
than was observed in this study. While the exogenous predictor variables have been shown to 
have, in general, markedly smaller standardised weights compared to the autoregressive inputs 
(i.e. a smaller effect on the response output variable), further field studies with real-time 
weather forecasts are necessary to evaluate the actual performance and reliability of the 
predictions at longer horizons.  
• The weather data adopted in this study was not recorded on site but was obtained from the 
closest ‘nearest neighbour’ weather station. Therefore, inaccuracy is generated because of the 
distance between the meteorological station and the building site. Although a black-box model 
is able of compensating for this to a certain extent, by applying different weights during the 
fitting of the model on the training data, these effects might not be negligible in every situation. 
For example, consistently higher or lower recorded values at the weather station compared to 
the building’s site would not compromise prediction, but irregular differences between site-
measured and remote weather station variables could still disrupt the predictions. It is 
important, therefore, that the effects of the weather station distance and the influence of the 
local topography on the resultant uncertainty in the weather data are further tested and 
quantified by future research studies. 
• This study showed that whilst short-term predictions are generally fairly accurate, the 
forecasting errors were, on occasion, unacceptably large at longer forecasting horizons. In fact, 
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the performance of multi-step-ahead predictions with machine learning methods is known to 
be one of the most challenging problems to overcome due to the accumulation of errors 
(Chandra et al., 2017). With the adopted recursive strategy, as used in this study, the systematic 
errors (i.e. bias) of the models are known to prevent long-term predictors from approaching 
their theoretical limits. Whilst nothing can be done to avoid white-noise and sensitivity to initial 
conditions, something can be done to address the bias of the models (Judd and Small, 2000). 
Future research should, therefore, explore the adoption of different methods aimed at 
reducing the systematic errors in multi-step-ahead predictions (e.g. boosting, rectify strategy 
etc.).  
• With the exception of chapter 4, the developed linear ARX models (in chapters 3 and 5) adopted 
a 21-day rolling (i.e. sliding) training window. While the length of this training window was 
established by initial experimentation, further research is needed in order to identify the 
optimal length that maximises the generalisation ability of the model whilst providing the most 
accurate predictions during heatwaves. 
• In this study, as in previous work (e.g. Hyndman and Fan, 2010), the maximum lag (n) of the 
input predictor variables was restricted to the previous five hourly values in order to limit the 
model complexity. This ultimately reduces the computational times that is required to identify 
a near-optimal model and decreases the risks of overfitting the predictive model. Further 
research should evaluate the effect that increasing the lag (n) has on model identification and 
predictive accuracy. 
• The predictor variables adopted in the forecasting models for indoor temperatures and the 
logistic models for the prediction of the window opening state were identified based on the 
findings of previous research studies in the literature. Further work should examine whether 
there are additional predictor variables related to the indoor environment (e.g. relative 
humidity, indoor air velocity) or weather data (e.g. absolute humidity, wind speed) that might 
be capable of further improving the forecasting performance of the models. 
• The logistic models for the prediction of the window opening (WO) state adopted a fixed cut-
off value of 0.5 to specify whether the windows in a specific room were closed (if WO ≤ 0.5) or 
open (open if WO > 0.5). Nevertheless, the cut-off value of 0.5 does not necessarily represent 
the best value from which to establish the state of the window. Further research could, 
therefore, examine all the possible cut-off values (0–1) and identify, on a larger sample of 
dwellings, which cut-off value maximises the difference between the True Positive Rate (TPR) 
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and False Positive Rate (FPR) of window state prediction. This will ultimately maximise the 
discrimination ability of such logistic models. 
• The main forecasting models presented in this research do not account directly for occupant 
behaviour. Future studies might, therefore, explore the use of stochastic behavioural models 
to identify the most likely future actions of the occupants and explore the use of different 
methods (or combinations of methods) to perform more accurate indoor temperature 
predictions when such actions are undertaken (e.g. the use of the air-conditioning, fans, 
window opening etc.). 
• The predictive models presented in this work were developed and tested for UK dwellings and 
the temperate UK climate. Whether or not the models would replicate the results achieved 
here in other locations, with much warmer or more humid climates, remains to be established. 
Further testing in different countries and climates is therefore needed to demonstrate the 
wider applicability and reliability of the developed models. 
• Whilst this research proposed the adoption of a new concept for an iHHWSs to replace the 
existing HHWS, the analyses were limited to evaluating the suitability of adopting forecasting 
models. Further research and field studies are needed in relation to the implementation of an 
iHHWS in order to establish the most appropriate metric and to define indoor thresholds in 
dwellings for different occupants. Further work is also needed in relation to the type and nature 
of warnings and information that should be issued to the occupants and emergency services. 
Trials of a prototype system in occupied homes, involving researchers from the social sciences, 
would therefore be appropriate. 
• Whereas the use of a modified CHI metric could prove a more reliable approach to identifying 
the future indoor thermal conditions, due to the weighted nature of the metric, the adaptive 
thresholds used were exceeded less frequently than with the non-weighted indoor 
temperature metric. As a consequence, the samples which were compared (i.e. the exceeded 
degrees hours with CHI vs. static indoor temperatures) are statistically imbalanced, which 
could slightly alter the results. Further research is needed in order to evaluate the suitability of 
deploying such a metric as the basis for assessing individuals’ thermal exposure.  
• The CHI and static temperature-based risk assessments assumed that the occupants spent the 
entire time in the same room. In reality occupants in dwellings move freely across different 
rooms, or might be elsewhere during certain times of the day. Therefore, further research 
should investigate how to quantify or estimate the experienced thermal exposure of the 
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people, perhaps by considering the time and exposure that they are subject to during the 
different parts of the day and in other environments, but this would be challenging. 
• Future work should include longitudinal field studies to test the actual performance of the 
models with real-time weather forecasts over extended horizons. These should evaluate the 
precise nature of warnings that could be issued by an iHHWSs and will require collaborative 
input from individuals with differing expertise, e.g. social scientists, engineers and medical 
professionals.  
Further work, as described above, will ultimately provide the basis for the development of a 
robust iHHWS that could be adopted in countries around the world to provide tailored indoor heat-
health warnings that will protect people from heatwaves. 
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Appendix A 
1. Dwelling No. 1 – Living room (London) 
Table A.1: No. 1 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✓ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.1: No. 1 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.2: No. 1 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.04 0.26 0.34 
24 h 0.16 0.43 0.54 
Notes: n/a.   
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2. Dwelling No. 1 – Bedroom (London) 
Table A.3: No. 1 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✓ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✕ GHI (t-4) ✓ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.2: No. 1 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.4: No. 1 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h -0.03 0.26 0.33 
24 h -0.26 0.94 1.07 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
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3. Dwelling No. 2 – Living room (London) 
Table A.5: No. 2 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✓ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.3: No. 2 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.6: No. 2 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h -0.03 0.48 0.62 
24 h -0.14 0.98 1.19 
Notes: model underpredicting the peaks during the heatwave at long horizons (e.g. 24 h). 
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4. Dwelling No. 2 – Bedroom (London) 
Table A.7: No. 2 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✕ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✓ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.4: No. 2 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.8: No. 2 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h -0.03 0.35 0.44 
24 h -0.19 0.81 0.99 
Notes: model underpredicting the peaks during the heatwave at long horizons (e.g. 24 h). 
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5. Dwelling No. 3 – Living room (London) 
Table A.9: No. 3 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✕ 
GHI (t) ✕ GHI (t-1) ✕ GHI (t-2) ✕ GHI (t-3) ✓ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.5: No. 3 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.10: No. 3 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.02 0.28 0.38 
24 h 0.04 0.64 0.78 
Notes: n/a. 
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6. Dwelling No. 3 – Bedroom (London) 
Table A.11: No. 3 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✓ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.6: No. 3 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.12: No. 3 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.05 0.30 0.42 
24 h 0.17 0.43 0.53 
Notes: n/a. 
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7. Dwelling No. 4 – Living room (London) 
Table A.13: No. 4 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✓ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✓ Text (t-5) ✕ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.7: No. 4 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.14: No. 4 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.00 0.69 0.91 
24 h -0.12 1.13 1.38 
Notes: a rapid cooling of the room caused large overpredictions at the end of the heatwave. 
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8. Dwelling No. 4 – Bedroom (London) 
Table A.15: No. 4 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✕ Tint (t-3) ✓ Tint (t-4) ✕ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.8: No. 4 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.16: No. 4 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.00 0.42 0.51 
24 h -0.04 0.85 1.01 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h).  
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9. Dwelling No. 5 – Living room (London) 
Table A.17: No. 5 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.9: No. 5 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.18: No. 5 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.01 0.62 0.96 
24 h -0.09 0.84 1.12 
Notes: sensor likely placed close to the window (west-facing room) causing marked spikes of the observed temperatures 
on some afternoons (1–3 August). This caused large errors during these ‘false’ spikes and broad predictive intervals. 
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10. Dwelling No. 5 – Bedroom (London) 
Table A.19: No. 5 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✕ Tint (t-3) ✓ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✕ Text (t-4) ✓ Text (t-5) ✕ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.10: No. 5 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.20: No. 5 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.00 0.24 0.32 
24 h -0.08 0.77 0.90 
Notes: n/a. 
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11. Dwelling No. 6 – Living room (London) 
Table A.21: No. 6 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✕ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✕ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.11: No. 6 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.22: No. 6 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.02 0.24 0.35 
24 h 0.06 0.66 0.83 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
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12. Dwelling No. 6 – Bedroom (London) 
Table A.23: No. 6 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✕ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✕ Text (t-5)  
GHI (t) ✕ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✓ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.12: No. 6 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.24: No. 6 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.03 0.43 0.60 
24 h 0.05 0.93 1.12 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
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13. Dwelling No. 7 – Living room (London) 
Table A.25: No. 7 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✕ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.13: No. 7 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.26: No. 7 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.04 0.23 0.29 
24 h 0.18 0.61 0.79 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
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14. Dwelling No. 7 – Bedroom (London) 
Table A.27: No. 7 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✕ Tint (t-3) ✕ Tint (t-4) ✓ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✕ Text (t-4) ✓ Text (t-5) ✕ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.14: No. 7 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.28: No. 7 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.03 0.14 0.19 
24 h 0.20 0.47 0.66 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
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15. Dwelling No. 8 – Living room (London) 
Table A.29: No. 8 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✓ GHI (t-4) ✓ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.15: No. 8 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.30: No. 8 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.13 0.39 0.49 
24 h 0.49 0.65 0.84 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
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16. Dwelling No. 8 – Bedroom – 1 (London) 
Table A.31: No. 8 – BR–1: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✓ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✕ Text (t-4) ✓ Text (t-5) ✓ 
GHI (t) ✕ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✓ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.16: No. 8 – BR–1: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting 
error, e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX 
model. 
Table A.32: No. 8 – BR–1: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.06 0.34 0.44 
24 h 0.36 1.04 1.25 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
 
208 |  
17. Dwelling No. 8 – Bedroom – 2 (London) 
Table A.33: No. 8 – BR–2: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✕ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✕ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✕ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.17: No. 8 – BR–2: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting 
error, e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX 
model. 
Table A.34: No. 8 – BR–2: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.08 0.31 0.40 
24 h 0.33 0.83 1.05 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
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18. Dwelling No. 9 – Living room (London) 
Table A.35: No. 9 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✓ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.18: No. 9 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.36: No. 9 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.00 0.27 0.36 
24 h -0.04 0.80 0.96 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
  
210 |  
19. Dwelling No. 9 – Bedroom (London) 
Table A.37: No. 9 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✕ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.19: No. 9 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.38: No. 9 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h -0.04 0.27 0.34 
24 h -0.23 0.87 1.00 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
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20. Dwelling No. 10 – Living room (London) 
Table A.39: No. 10 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✕ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✓ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.20: No. 10 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.40: No. 10 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.00 0.46 0.63 
24 h 0.08 1.08 1.31 
Notes: underpredictions (during the heatwave) and overpredictions (after the heatwave) at long horizons (e.g. 24 h). 
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21. Dwelling No. 10 – Bedroom (London) 
Table A.41: No. 10 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✓ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✓ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.21: No. 10 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.42: No. 10 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.01 0.29 0.37 
24 h 0.03 1.04 1.29 
Notes: larger errors after the heatwave at long horizons (e.g. 24 h). 
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22. Dwelling No. 11 – Living room (London) 
Table A.43: No. 11 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✓ Tint (t-4) ✓ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✓ Text (t-5) ✕ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✕ GHI (t-3) ✓ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.22: No. 11 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.44: No. 11 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.06 0.27 0.34 
24 h 0.33 0.55 0.74 
Notes: larger errors at the start of the predictions. 
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23. Dwelling No. 11 – Bedroom (London) 
Table A.45: No. 11 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✓ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✕ Text (t-3) ✓ Text (t-4) ✓ Text (t-5) ✕ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✓ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.23: No. 11 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.46: No. 11 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h 0.02 0.30 0.37 
24 h 0.08 0.49 0.62 
Notes: n/a. 
  
Appendix A | 215 
24. Dwelling No. 12 – Living room (London) 
Table A.47: No. 12 – LR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✕ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✕ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✕ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.24: No. 12 – LR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.48: No. 12 – LR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h -0.01 0.29 0.37 
24 h 0.12 0.65 0.75 
Notes: n/a. 
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25. Dwelling No. 12 – Bedroom (London) 
Table A.49: No. 12 – BR: Selected predictor variables with the automatic selection criteria (min AIC). 
Selected var. Tint (t-1) ✓ Tint (t-2) ✓ Tint (t-3) ✕ Tint (t-4) ✕ Tint (t-5) ✓ 
Text (t) ✓ Text (t-1) ✓ Text (t-2) ✓ Text (t-3) ✕ Text (t-4) ✕ Text (t-5) ✕ 
GHI (t) ✓ GHI (t-1) ✓ GHI (t-2) ✓ GHI (t-3) ✕ GHI (t-4) ✕ GHI (t-5) ✓ 
Legend: ✓ = selected predictor variable; ✕ = discarded predictor variable. 
 
Figure A.25: No. 12 – BR: observed, Tint (t), and predicted, Tint (t+h), internal temperatures with forecasting error, 
e (t+h), and the 95% PI (grey bands) for 3 h (top) and 24 h (bottom) forecasting horizons (h), with ARX model. 
Table A.50: No. 12 – BR: MBE, MAE and RMSE for forecasting horizons (h) of 3 and 24 h. 
Forecasting horizon (h) MBE (°C) MAE (°C) RMSE (°C) 
3 h -0.03 0.41 0.54 
24 h -0.18 1.00 1.13 
Notes: underpredictions (during the heatwave) and overpredictions (after the heatwave) at long horizons (e.g. 24 h). 
 
