In this paper, we introduce a technique to study the minimal wave speed in reactiondiffusion equations with temporal variability and apply it to two particular models for biological invasions. We use the exponential transform to avoid solving partial differential equations explicitly or finding inverse transforms. In a single reaction-diffusion equation with time-periodic coefficients, the minimal wave speed depends only on time-averages of each coefficient function. In a two-compartment system with mobile and stationary individuals, the invasion speed depends on the precise form of the coefficient functions and their temporal correlations; in some cases, a lower bound can be obtained. Our technique can be extended to more complex life histories of invading organisms.
Introduction
The spatial spread of invasive species is a major concern worldwide due to its potentially negative ecological impact and the high economic cost that such biological invasions may incur. Well-known examples include zebra mussels 27 in the Great Lakes, mountain pine beetle 22 in British Columbia or a number of infectious diseases such as West Nile virus in North America. 17 Since invasions can result in serious disruption of existing ecosystems and occur over fairly large temporal and spatial scales, conducting experiments -if possible at all -is expensive and carries high risk. For example, there is concern that mountain pine beetle from the current outbreak in British Columbia could cross into the boreal forest in Alberta and then spread eastward across Canada, devastating a huge ecosystem. Given this risk, it would be simply unethical to intentionally release mountain pine beetle in the boreal forest for study purposes. Since the beetle is too small to be detected at low density, it would be impossible to spatially contain such a release. In this situation, mathematical models are of great importance as they offer riskfree insights into invasion processes and possible control measures. Consequently, since the early works of Fisher 5 in genetics and Skellam 32 in ecology, many ecologists have intensively studied mathematical models for invading organisms, as documented in the seminal book by Shigesada and Kawasaki 29 or the excellent review article by Hastings et al. 9 One of the main goals of these models is to predict the speed at which a biological invasion spreads and to find its dependence on parameters.
Two of the most fundamental processes for biological invasions, population growth and dispersal, depend on a variety of external and internal factors, and are therefore bound to vary in time and space. Temporal variation occurs on several scales, for example, seasonal changes in temperature and weather conditions, daily cycles of light and darkness, human-induced seasons of hunting or control measures, or life-cycle events such as mate-finding, nesting, or rearing of the young. While many recent mathematical models have focused on spatially heterogeneous habitats, 20, 30, 35 only a few papers have dealt with temporal variation. Jin and Zhao 10 considered a temporally-periodic integrodifferential equation and showed the existence of a spreading speed and of traveling waves. Most notably, Liang et al. 18 proved the existence of a spreading speed and of traveling waves in temporally periodic, monostable models.
In this paper, we use the results by Liang et al. 18 on linear determinacy, together with a novel way to calculate the rate of spatial spread under temporal variability. We then explore the effect of temporal variation on the speed at which a population invades a new habitat in two scenarios: a homogeneous population and a heterogeneous population where individuals switch between a mobile and an immobile state. This paper consists of five sections. In Sec. 2, we first present two well-established reaction-diffusion models in spatial ecology, proposed by Skellam 32 and by Lewis and Schmitz 14 (see also Refs. 8 and 26) , and provide some background results on the speed of spread in these temporally constant models. Section 3 contains our simple approach to calculate the minimal wave speed for linear (systems of) reaction-diffusion equations via an exponential transform in temporally constant environments. We apply this method to the two example models and extend some of their results. In Sec. 4, we reinvestigate the two models with parameters varying periodically in time. It turns out that for the single-compartment model, only the temporal averages of the parameter functions determine the minimal spreading speed. The two-compartment model exhibits more interesting and complex phenomena. We find that temporal variation in the parameters can speed up or slow down an invasion, depending on how the various quantities are correlated. For two special cases, we obtain a complete classification of the effects of temporal variability on spreading speeds.
Models and Preliminaries
In this section, we briefly review the two reaction-diffusion models for spatial spread that we will be using throughout our investigation. Then we present some background on measures for spread -minimal traveling wave speed, asymptotic spreading speed -and their connection, inasmuch as they are relevant for our analysis. Our first model, which goes back to Skellam, 32 is the simple linear equation
where n(x, t) is the density of the invading species at location x ∈ R and time t. The parameter r represents the intrinsic growth rate of the population and D is the diffusion coefficient, which describes how rapidly individuals disperse. In this model, it is assumed that all individuals are mobile and that dispersal and reproduction occur on the same time scale. Our second model -originally introduced by Lewis and Schmitz 14 -describes a single population in which individuals move between a mobile and a stationary compartment with certain transition rates. This model reads
where n m and n s are the density of organisms in the mobile and stationary compartments. The positive parameters µ and σ are the transition rates from the mobile to the stationary class and vice versa. The intrinsic growth rates in the mobile and stationary compartment are denoted by r and b, respectively. Lewis and Schmitz considered the case that only sedentary individuals reproduce so that r ≤ 0. Note that we can always scale time to obtain r = 0. Two special cases of (2.2) are worth noting. First, the transition rates, µ and σ, are equal if individuals spend equal amounts of time in the mobile and stationary stage. In this case, Lewis and Schmitz provided a simple explicit expression for the rate of spatial spread (see Sec. 3.2). The other interesting case is when the intrinsic growth rate in the stationary compartment is equal to the transition rate from the stationary to the mobile state (σ = b > 0) while the intrinsic growth rate in the mobile state is zero. In that case, we interpret model (2.2) as a structured population model, where sedentary adults produce offspring that are obligatory dispersers with average time to maturation and settling given by 1/µ.
One of the crucial pieces of information about a biological invasion is the speed at which a population spreads. 9 There are essentially two quite distinct approaches to determine the rate of spatial spread of (2.1). The first approach, used in most explicit calculations, 11 is to assume that there is a (monotone) traveling wave solution n(x, t) = φ(x − ct) with fixed exponential profile φ and constant speed c. This assumption turns Eq. (2.1) into the second-order ordinary differential equation (ODE),
where prime denotes differentiation with respect to z(= x − ct). Non-negative profiles φ exist precisely when
Therefore, c * is the minimal traveling wave speed for the linear equation (2.1). The traveling wave profile is, of course, an exponential function, and in particular, it is unbounded. We discuss some aspects of bounded traveling waves in nonlinear equations below.
The second approach to determine the rate of spatial spread is used mostly for theoretical aspects such as the existence of an asymptotic spreading speed, the existence of traveling wave solutions, or stability for traveling waves. For any non-negative integer j, we denote n j (x) = n(x, jT ) in Eq. (2.1) to obtain 5) where * denotes the convolution. K(z) = G(z; 2DT ) is the Gaussian distribution with mean zero and variance σ 2 = 2DT. The exponential ansatz of a constant speed traveling profile n j+1 (x) = n j (x − ) = exp(−s(x − )), where is the distance traveled during time period T , leads to the characteristic equation 6) where K denotes the moment generating function of K. The resulting dispersion relation is given by
Hence, the speed of the traveling wave profile is given by c = /T and the minimal speed is 5 Aronson and Weinberger introduced the concept of an "asymptotic spreading speed" to measure spread without assuming the existence of a constant profile traveling wave. 1 We shall not define this concept here but refer to only two of a growing number of publications on the subject.
18,34
One important insight into invasion processes was first formulated as the linear conjecture, 33 and has since been rigorously proven for many cases. 18, 34 It states that if the population dynamics of a single invasive species do not exhibit an Allee effect, i.e. if the per capita growth rate is a decreasing function of density, and if interactions are local, then the asymptotic spreading speed of a nonlinear equation is the same as the minimal traveling wave speed of the linearized (at zero) equation. The results by Liang et al. 18 show not only that the linear conjecture holds for our two models, but also that traveling waves to the nonlinear analogues of our equations exist for all speeds greater than the minimal speed. Based on these results, we assume that there are no Allee effects and we study only the linear equations (2.1) and (2.2). This restriction to linear equations obviously simplifies the analysis considerably.
For the interested reader we want to mention that there exist many extensions and complications to the above theory. For example, one can consider traveling waves with nonlinear or degenerate diffusion, 12,21 spatially varying diffusion, 30, 35 or interacting species 15 to name but a few. Other aspects include the stability of traveling waves 19 or convergence of compactly supported initial data to traveling wave profiles.
11
The goal of this paper is to extend some of the theory to include temporal variation in the parameters. While the first approach above to calculate minimal traveling wave speeds does not extend to temporally heterogeneous environments, the second approach is well-suited to study periodic temporal variation simply by choosing T as the period.
Temporally Constant Environments
A crucial observation resulting from Eq. (2.8) is that there is no need to know the (fundamental) solution of the equation explicitly in order to calculate the spread rate, as long as its moment generating function, or exponential transform, 7 is known.
The exponential transform of a function K is defined as
(please compare it with the moment generating function of K in Eq. (2.6)). Applying the exponential transform to the reaction-diffusion equation results in an ODE, thereby finding the minimal wave speed without solving a partial differential equation, see the schematic in Fig. 1 .
Introductory example
We use the Skellam 32 model in (2.1) to explain how the exponential transform is used for calculating the minimal invasion speed. Multiplying Eq. (2.1) by the exponential term and integrating gives
The delta-distribution initial condition, n(x, 0) = δ(x) turns inton(s, 0) = 1, and the linear equation forn is easily solved. Equating e s = e (r+Ds 2 )T produces the dispersion relation
Using formula (2.8), we obtain the minimal wave speed
which is the same result as in (2.4). 
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Mobile and stationary states
We now demonstrate how the exponential transform applies to structured populations such as our mobile-stationary model (2.2). It is helpful to remember that the stage-structured analogue of the time-T map, the discrete-time Eq. (2.5), has the form
In this equation, the matrix of dispersal kernels is given by Applying the exponential transform to system (2.2) yields the linear system,
The general solution to this system is easily given in terms of eigenvalues and eigenvectors of the coefficient matrix. According to the definition of kernels K ij , we choose, as initial conditions for the PDE system (2.2), the two cases n m (x, 0) = δ(x), n s (x, 0) = 0 and n m (x, 0) = 0, n s (x, 0) = δ(x). These translate into the following initial conditions
for the ODE (3.7). The resulting two particular solutions of the ODE form the columns of the matrix of moment generating functions, i.e. of the exponential trans- 
Since λ 1 > λ 2 has been chosen, the minimal wave speed is then
It is possible to obtain an explicit expression of c * in some special cases as follows. For s > 0, the minimum of λ 1 (s)/s occurs when sλ 1 (s) = λ 1 (s) or
where Φ(s) = Ds
We square both sides of the equation to obtain the cubic equation
with coefficients
Since we squared the original equation, we expect there to be an extraneous solution, so that a general explicit solution for c * is difficult to get. Instead, we consider two special cases.
3.2.1. Case I: σ = µ and r = 0
We assume that the switching rates between compartments to be equal and that the growth rate in the mobile compartment has been scaled to zero. This is exactly the simplified case considered by Lewis and Schmitz.
14 In this situation, the A 4 -term in the cubic Eq. (3.14) vanishes and we can factor out Φ to get which is half of the minimal wave speed for Fisher's equation. Lewis and Schmitz arrived at the same result from the condition that a traveling wave for the system has to be non-negative, i.e. by the first method described in the introduction.
Case II: σ = b
If the transfer rate from the stationary to mobile state is equal to the intrinsic rate of growth in the stationary state, the A 1 -term in the cubic Eq. (3.14) vanishes, and the quadratic equation, 19) results. Excluding an extraneous solution, we solve for Φ and obtain
with Ω = (µ − r) 2 + 3µb. Substituting Φ(s) = Ds 2 + r − µ, we find the positive solution in terms of s as
Therefore, the minimal traveling wave speed is given by
3 .
(3.22)
We explore how the minimal wave speed (3.22) depends on the model parameters. When r is large and b = σ is small, the contribution of the stationary compartment to population spread is negligible. In the limit as µ → 0, the value of c * approaches the Fisher speed c 0 = 2 √ rD. In Fig. 2 , we plot the minimal spread speed as a function of µ. At µ = 0, the curve has a negative slope if r > b/2, while the curve has a positive slope if r < b/2. In the latter case, the maximum of the wave speed occurs at µ * = b − 2r and its maximum value that corresponds to the most rapid invasion is
When r = 0, the maximum value at µ * = b is √ bD (compare the thin solid line in Fig. 2) .
We can interpret this result biologically when we consider the model to describe a structured population with sessile individuals whose offspring are obligated to disperse. A number of marine species are obligated to disperse (e.g. certain mollusks 4 )
but also some mammals and birds (e.g. spotted owl 6 ). If the rate to maturation and settling, µ, is low, then offspring take a long time to mature and settle before reproducing. As a result, overall population growth is slow, which implies that invasion is slow. On the other hand, if the maturation rate is high (i.e. large µ), then offspring are mobile for a very short period of time, and hence do not move far. Therefore, invasion is slow. This phenomenon is illustrated in Fig. 2 where the minimal speed c * for r = 0 has a maximum for intermediate values of µ and decreases as µ becomes small or large.
Periodic Temporal Variability
We now extend the models in Sec. 2 to include temporally varying coefficients.
In the case of a single compartment, we only require the parameter functions to be periodic in time with the same period (or with periods that are integer multiples of one another). For the two-compartment model, we choose piecewise constant periodic functions of the same period for all parameters in order to obtain exact explicit results. The theory, however, is valid for general periodic parameter functions.
Single compartment
We assume that the coefficients, r(t) and D(t), are time-periodic functions of equal period T . Model (2.1) then becomes
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If we apply the exponential transform to both sides of the equation, we get the linear homogeneous equation
with time-dependent coefficients. We use the initial condition,n(s, 0) = 1, and thus obtain the solutionn(s, T ) = exp(r +Ds 2 ), wherê
Solving the dispersion relation e s = er 
where · denotes time averages, i.e.
In a temporally periodic environment, therefore, only the averages of each coefficient function determine the minimal wave speed. Correlations between diffusion and growth rates do not affect the minimal wave speed. For example, one could imagine two dispersal strategies in a two-season environment. Individuals could either have high diffusion in the season of fast growth and low diffusion when growth is slow, i.e. some separation between an "active" and a "passive" season. Vice versa, individuals could split the seasons into a "growth" season with little dispersal and a "dispersal" season with little growth. The previous result says that the invasion speed is the same in both cases as long as the average values of growth and diffusion are the same. As we shall see in the next section, correlations can and do make a difference when a structured population is considered.
Mobile and stationary compartments
If we allow all the coefficients in the two-compartment model (2.2) to vary periodically in time, then we obtain the system
Applying the exponential transform gives rise to a non-autonomous linear system of two coupled ODEs. Such a system has a unique fundamental system, so that solutions can be calculated numerically. Unfortunately, one cannot obtain the eigenvalues for the time-T map without actually solving the system. In order to obtain analytic results, we restrict the coefficient functions to be piecewise constant periodic functions of the same period T. It will be clear that this method extends to more general time-dependent (periodic) coefficient functions. More precisely, we assume that the interval [0, T ] is divided into two parts
and that each coefficient function is constant on each of these two subintervals and T -periodic. We denote the values of the coefficient functions on Γ i with index i, for example D(t) = D i for t ∈ Γ i . The number denotes the fraction of time for which conditions are described by index 1. In this situation, we can calculate the matrix of moment-generating functions in (3.9) for each time interval, i.e. M 1 (s, T ) and M 2 (s, T − T ) just as in the previous section. The moment generating function for the period-T map is then given by the product of the two matrices, since the transform of a convolution is given by the product of the transforms. The minimal wave speed can then be found by 19, 23 c
Note that the dominant eigenvalue of the product of matrices is not the product of the dominant eigenvalues of the two factors. By means of the method described above, we will study minimal speed c * for the same two cases as in Sec. 3.2, i.e. σ = µ and σ = b. We will restrict our attention to the case r = 0. We structure the calculations and results as follows.
We always assume that D 1 ≥ D 2 , i.e. diffusion is (potentially) higher for t ∈ Γ 1 . We then record the correlations with the other coefficient functions. That is, if a coefficient function assumes its higher value in the first percent of each period, then the correlation with D(t) is positive, otherwise negative. To study the effect of variability in the coefficient functions, we keep the averages of these functions over one period constant. We denote the average as D = D 1 + (1 − )D 2 , and similarly for the other coefficient functions.
Case I: σ(t) = µ(t) and r(t) = 0
For the case of equal transfer rates between the two compartments, we show, in averaged conditions, as calculated in (3.18) . In addition, we see that large variation in growth rates will lead to higher spreading speeds. In particular, as long as b and D are negatively correlated, an increase in the variation in D will increase the spreading speed. When b and D are positively correlated, the spreading speed is decreasing for increasing variation in D if the value of b 1 is large enough. Finally we consider the effect of the transfer rates. For b 1 > b , a positive correlation between diffusivity D and transition rate µ, indicated as thick curves in Fig. 3 , gives a higher spreading speed than a negative correlation between the two quantities. For small enough b 1 < b , we have the opposite result. In other words, a positive correlation between b and µ will generally result in a higher speed than a negative correlation.
Biologically speaking, knowing the average conditions gives us a lower bound of the spreading speed. Temporal variation in growth rate or diffusion coefficient will in general lead to higher spreading speeds. Variation in the transfer rates µ = σ only affects the spreading speed if there is variation in D or b as well.
Since the condition of equal transfer rates (σ(t) = µ(t)) is quite strong, we investigate how a small deviation from this conditions affects the spreading speed. We introduce a slight perturbation in the switching rate from a stationary state to lower than what the average conditions predict. We observed qualitatively similar behavior in the case that δ is negative, and even when |δ(t)| 1 is a piecewise constant, T -periodic function similar to the other parameter functions.
Case II: σ(t) = b(t) and r(t) = 0
As explained in Sec. 2, we interpret this situation as mature sedentary adults (n s ) having mobile offspring (n m ) who mature and settle with rate µ. To ease comparison with the previous case we will keep the parameter setting, except that σ(t) = b(t) is now strictly positive.
We see from Fig. 5 that this case is entirely different from the previous one. For constant µ, the spreading speed is now a concave down function of b 1 . Only for temporally constant D does it reach its maximum for the average values; in general, knowledge of the average conditions will not allow us to find bounds of the spreading speed, neither from below nor above.
When b(t) = b is a constant, then c * increases as we increase variation in D(t). namely b 1 and µ 1 , always keeping b = σ. As we see from the saddle-structure in Fig. 6 , the curve c * is concave down as a function of b 1 for every fixed value of µ 1 .
On the other hand, if D(t)
However, along the line b 1 = µ 1 , the curve is concave up. As a second approach to understand the transition from concave up to concave down when µ changes from constant to large variation, we consider the homotopy
with 0 ≤ ω ≤ 1. That is, we have concave downward curves for ω = 0 and concave upward curves for ω = 1. Thus, while varying ω between 0 and 1, we can observe how the direction of concavity changes (Fig. 7) .
The case of large transfer rates
For system (4.7), we study the case of large transfer rates, previously termed "second Fisher approximation". 26 We assume that both, µ and σ, approach infinity, with constant ratio µ = τσ. The equation for the stationary state in (4.7) yields τn m = n s . Adding the two equations gives
We are now back in the case of a single equation so that the minimal spreading speed is given by 
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If individuals switch back and forth between the mobile and stationary state on a very fast time scale, then the correlations between the parameter functions lose their importance, and only the averages count.
Discussion
Understanding and potentially controlling biological invasions is of great importance to preserve ecosystems and population health worldwide. The speed of spread of such an invasion and its dependence on various processes and parameters is of particular interest. While invasion processes naturally occur under temporally (and spatially) variable conditions, most models assume parameters to be constant in time. In this work, we presented a novel technique to study invasion speeds in reaction-diffusion equations with temporal variability and we applied it to two particular models. In some sense, our studies here complement recent theoretical aspects that prove the existence of spreading speeds and traveling waves for spread models with temporal variation.
10,18
The key technical idea in our work is to take the exponential transform of the reaction-diffusion system in order to obtain the (matrix of) moment generating function(s) needed to determine the spreading speed. We applied this technique to piecewise constant coefficient functions with two values only. This restriction allowed us to explicitly calculate the corresponding matrices. However, continuously varying coefficient functions can be treated numerically in the same way. In particular, the numerical difficulties of solving reaction-diffusion systems can be replaced with simply solving time-dependent ODEs.
In contrast to the classical method of Fourier transforms for reaction-diffusion systems, the use of the exponential transform eliminates the necessity of finding inverse transforms. Moreover, it is obvious that this technique carries over to organisms with more complex life histories, e.g. teasel (Dipsacus sylvestris) 23 and many other plant species. Such life histories can be modeled as different compartments, so that reaction-diffusion systems with potentially more than two equations result. The exponential transform then gives ODE systems with the same number of equations, and eventually, eigenvalues of matrices of that dimension have to be evaluated. What then are the effects of temporal variability on the rate of spread of invasive species? If we consider Fisher's equation with periodic temporal variation, then the minimal wave speed depends only on the averages of diffusion and growth rates. Hence, with such a simple model, there is no need to take temporal variation explicitly into account, as long as the averages are known. We speculate that this independence of the spread rate from the detailed temporal variation is the reason why most, if not all, applications consider only temporally constant parameters. Another reason is, of course, that it is much more difficult to parametrize a model with temporal variation than with constant parameters. A third reason is that strong temporal variation such as a separation of growth and dispersal in two non-overlapping time periods, synchronized within the population, may more accurately be modeled with integrodifference equations, 16 ,31 see also below.
However, if we consider organisms switching between a mobile and a stationary state, then the minimal spreading speed depends not only on average values but on the precise values for the parameters and on their temporal correlations. The actual minimal wave speed with temporal variation can be higher or lower than the wave speed under average conditions. In some situations we can find lower bounds on the spreading speed by considering the average values (Case I), but in general, no upper or lower bounds can be found. Increasing temporal variation can increase or decrease the minimal wave speed, depending on the details of the model. These results have implications for biologists and management. Biologists may need to spend more time and effort collecting data on temporal variation in movement and growth of individuals. The tools that we provide in this study can guide field work by determining the sensitivity of the invasion speed to temporal parameter variation. For management, the timing of intervention (e.g. culling) may determine its effectiveness on reducing spread rates.
Our two-compartment model divides the population simply into a mobile and a stationary compartment, yet we already see a complex dependence of the invasion speed on temporal variation and correlations between parameters. We speculate that with more complex life histories, these effects might be even more pronounced.
Discrete-time equations, such as the time-T map (2.5), have been studied in their own right as equations for populations with discrete, non-overlapping growth and dispersal phases. 13 The "dispersal kernel" that appears in such integrodifference equations can sometimes be derived from mechanistic movement models formulated as diffusion equations. 24 The exponential transform may be successfully applied to these models as well. For example, the process of random movement and settling at a constant rate can be formulated as
where u is the density of moving individuals and v is the density of settled individuals. The resulting dispersal kernel, assuming that all individuals settle, is given by Finally, we mention that spreading speeds with temporal variability have been studied in integrodifference equations, which are discrete-time analogues to reaction-diffusion equations. 25 In particular, these authors studied stochastically varying growth rates and dispersal kernels. Assuming that both of these ingredients are independent and identically distributed random variables, Neubert et al. 25 showed that the average population will spread at the rate given by the average conditions, if growth rates and dispersal are uncorrelated. Positive correlations between the two will speed up the invasion.
A number of open questions emerge from our work. One obvious question is to combine the results on stochasticity for integrodifference equations 25 with our techniques to consider stochastic variation in the parameters of reaction-diffusion systems. A more technical aspects of future research is how to extend the technique and results to higher spatial dimension. On the more biological side, we hope to apply these tools to specific situations where data is available. One such application is to river ecosystems where hydroelectric dams induce temporal variation in water flow in a controlled way. 
