Measurement of angular and momentum distributions of charged particles within and around jets in Pb+Pb and pp collisions at sqrt(S_NN) = 5.02 TeV with ATLAS at the LHC by Puri, Akshat
c© 2019 Akshat Puri
MEASUREMENT OF ANGULAR AND MOMENTUM DISTRIBUTIONS OF
CHARGED PARTICLES WITHIN AND AROUND JETS IN Pb+Pb AND pp
COLLISIONS AT
√




Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Physics
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2019
Urbana, Illinois
Doctoral Committee:
Professor Matthias Grosse Perdekamp, Chair
Assistant Professor Anne Marie Sickles, Director of Research
Professor Lance Cooper
Assistant Professor Bryce Gadway
ABSTRACT
Heavy ion collision experiments have been centered around studying the extreme state of matter formed in
such collisions, the quark-gluon plasma. There have been efforts to measure and characterize this state of
matter for almost two decades, first at the Relativistic Heavy Ion Collider and subsequently at the Large
Hadron Collider. While there have been different approaches to study it, correlated particle showers called
jets have found a special place as a probe of the QGP. Arising from highly energetic collisions between
partons, jets are formed early enough in heavy ion collisions that they experience the formation of the QGP
and its evolution. They are modified from what they would be in a vacuum, and studying these modifications
can give insight into the properties of the QGP as well as the strong interaction.
Jet measurements can focus on a variety of observables like yields, momenta, or fragmentation patterns,
each with its own limitations and advantages. This thesis presents a measurement of the angular distribution
of charged particles around the jet axis as measured by the ATLAS detector for Pb+Pb and pp collisions
with a center of mass energy of
√
sNN = 5.02 TeV. Comparing the measurement in the two systems shows
that charged particles carrying a transverse momenta pT of less than 4 GeV have a broader distribution
in Pb+Pb collisions, while those with pT > 4 GeV have a narrower distribution. Furthermore, there is an
enhancement for particles with pT < 4 GeV in Pb+Pb collisions, with the enhancement increasing up to 2
for r < 0.3 from the jet axis, and remaining constant for 0.3 < r < 0.6. Charged particles with pT > 4 GeV
show a small enhancement in the jet core for r < 0.05, and are increasingly suppressed up to 0.5 for r < 0.3.
This depletion remains constant for 0.3 < r < 0.6.
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This section shall discuss the theoretical background necessary to understand jet measurements. It will
discuss the fundamentals of quantum chromodynamics (QCD), the quark gluon plasma and the heavy ion
collision system it is formed in, and finally jets and jet energy loss.
1.1 Quantum Chromodynamics
Quantum Chromodynamics is a gauge theory with SU(3) symmetry that describes the dynamics of the
strong interactions between quarks and gluons. It is part of the Standard Model [1], the building blocks of
which are shown in Figure 1.1.
Quarks are fermions with a spin of 1/2, and carry a fractional electric charge as well as a color charge.
They all have mass and come in six flavors: up, down, strange, charm, top, bottom. The lightest quarks
(u and d) combine and form stable particles, while the heavier quarks can only be produced in energetic
environments and decay rapidly. Gluons are gauge bosons (force carriers) with a spin of 1, and are what hold
quarks together. The dynamics of the quarks and gluons, collectively referred to as partons, are described










where ψq,a and ψq,b are quark-field spinors for a quarks with flavor q, mass mq, and color a and b respectively,
with the values for a and b ranging from 1 to 3 (for the three colors). The ACµ corresponds to the gluon field
1
Figure 1.1: The elementary particles of the standard model. Figure from Ref. [2].
with C taking values from 1 through 8 (for the 8 types of gluons). The tCab corresponds to the Gell-Mann
matrices that are the generators of the SU(3) group, and dictate the rotation of the quarks color in SU(3)
space when it interacts with a gluon. The coupling constant is encoded within gs, which is defined by
gs ≡
√
4παs. The field tensor F
A
µν can be written in terms of the structure constants of the SU(3) group
fABC , and is given by:
FAµν = ∂µAAν − ∂νAAµ − gsfABCABAC (1.2)
While many parallels can be drawn between Quantum Electrodynamics (QED, the theory that describes pho-
tons and electrons) and QCD, the main difference between the two comes from the gluon-gluon interactions
allowed in QCD, making it non-Abelian. These interactions can be summarized as shown in Figure 1.2.
Figure 1.2: The allowed vertices in QCD. The vertices involving three or four gluons are unique to QCD
and do not have a QED analog.
2
A core feature of QCD is that the coupling constant αs has an energy dependence shown in Figure 1.3.







where Q is the momentum transfer in the particle reaction 1. The beta function can be expressed using
perturbative QCD (pQCD) as:
β(αs) = −(b0α2s + b1α3s + b2α4s...) (1.4)
where the coefficients bi depend on the number of colors and flavors. This running coupling constant is small
and asymptotically tends to zero at large energy scales (or at small distances) and is large at small energy
scales (large distances). This running coupling phenomenon leads to two key behaviors: asymptotic freedom
and color confinement.
pp –> jets (NLO)







1 10 100Q [GeV]
Heavy Quarkonia (NLO)




Z pole fit (N3LO)
τ decays (N3LO)
Figure 3: Summary of measurements of αs as a function of the re-
spective energy scale Q. The respective degree of QCD perturbation
theory used in the extraction of αs is indicated in brackets (NLO: next-
to-leading order; NNLO: next-to-next-to leading order; res. NNLO:
NNLO matched with resummed next-to-leading logs; N3LO: next-to-
NNLO). Figure taken from [1].
Notwithstanding these open issues, a rather stable
and well defined world average value emerges from the
compilation of current determinations of αs:
αs(MZ) = 0.1184 ± 0.0007 .
The results also provide a clear signature and proof of
the energy dependence of αs, in full agreement with
the QCD prediction of Asymptotic Freedom. This is
demonstrated in Fig. 3, where results of αs(Q2) obtained
at discrete energy scales Q, now also including those
based just on NLO QCD, are summarized.
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Figure 1.3: The running coupling constant αs as a function of the momentum transfer Q. Figure from
Ref. [3].
1The momentum transfer Q is the amount of momentum transferred in a scattering process.
3
Asymptotic Freedom: At high energy scales (small distances), the QCD coupling constant αs is small
and tends to zero, implying a free particle behavior of quarks and gluons [4, 5]. This has been observed
by a variety of deep inelastic scattering (DIS) experiments [6–19]. These scattering experiments shown
in Figure 1.4, probe the interior of a nucleon using highly energetic leptons like electrons. The electron
scatters off of the target proton, producing a lepton and a hadron shower. First done by MIT-SLAC [20, 21],
these DIS experiments showed the weak Q2 dependence on the inelastic scattering cross-sections, as well as
Bjorken scaling [22], where the proton structure functions are independent of the momentum transfer. These









Figure 1.4: Schematic of the deep inelastic scattering experiment.
Color Confinement The opposite end of the running coupling constant phenomenon is color confine-
ment. Proved to be a consequence of asymptotic freedom in Ref. [23], this property of QCD described in
Ref. [24] forbids the direct observation of free quarks and gluons, allowing only for composite particles that
are color singlets. While there have been numerous efforts to understand the source of this phenomenon
like in Refs. [25–31], these are based on numerical calculations. An analytic proof of color confinement still
escapes description and in fact, is one of the Millennium Problems [32].
1.2 Quark-Gluon Plasma in Heavy Ion Collisions
The quark-gluon plasma is a state of matter that is comprised of free partons and is formed in extreme
conditions of temperature and pressure [33]. First discovered in heavy ion collisions at the Relativistic
Heavy Ion Collider (RHIC) [34–37], its study is motivated by the fact that is the only way to access the
dynamics of partons that are otherwise confined within hadrons.
A schematic of a heavy ion collision is shown in Figure 1.5. The colliding nuclei have a relativistic
γ factor of approximately 3000 and form discs. As they collide, color fields from the partons within the
colliding nuclei interact and fill the space between them. The energy density in the collision depends on the
4
number of colliding nucleons and the collision energy, and can range from 1 GeV/fm3 for
√
sNN = 7.7 GeV




= 5.02 TeV at the Large Hadron Collider
(LHC) [39–41]. This is well above the 0.2 − 1GeV/fm3 energy density range required to form the QGP
[42, 43]. After the collision the QGP cools and expands and the energy density between the receding nuclei
starts to decrease. At a certain critical temperature about 1-10 fm/c after the collision, the energy density
decreases to lower than what is within a hadron, and the plasma forms a hadron gas [44]. This process,
referred to as a chemical freeze-out, occurs at about 160 MeV [36, 45–47]. The hadrons within the gas have
energies below the threshold for inelastic particle production but briefly scatter off of each other resulting
in modifications to their momentum spectra. This continues till the medium cools further and reaches what
is called a thermal freeze-out at 100–150 MeV, at which point the hadrons fly freely towards the detector
[48–51].
Figure 1
(left) Space-time picture of a heavy ion collision, whereby the color gives an indication of the temperature of the plasma
formed. Dynamics takes place as a function of proper time (blue curves), which is why plasma forms later at higher
rapidities. (right) Snapshots of a central 2.76 TeV PbPb collision at different times (different horizontal slices of the
space-time picture on the left) with hadrons (blue and grey spheres) as well as QGP (red). In both figures, at a given time
the hottest regions can be found at high rapidity close to the outgoing remnants of the nuclei and the red lines indicate
the approximate longitudinal location of particles with rapidity y = 0, y = 1, and y = 6. (Figs. adapted from (7, 8).)
in this high energy density matter are far from independent. They are so strongly coupled
to each other that they form a collective medium that expands and flows as a relativistic
hydrodynamic fluid with a remarkably low viscosity to entropy density ratio ⌘/s ⇡ 1/4⇡
(5, 6), in units with ~ = kB = 1, within a time that can be shorter than or of order 1 fm/c
in the rest frame of the fluid. This form of matter has been named Quark-Gluon Plasma,
or QGP for short. Even if the transverse velocity of the fluid is small initially, say 1 fm/c
after the collision, the pressure-driven hydrodynamic expansion rapidly builds up transverse
velocities of order half the speed of light. As the discs recede from each other and the QGP
produced between them is expanding and cooling, at the same time new QGP is continually
forming in the wake of each receding disc, see Fig. 1. This happens because the quarks and
gluons produced at high rapidity are moving at almost the speed of light in one of the beam
directions, meaning that when enough time has passed in their frame for them to form QGP
a long time has passed in the lab frame, around 330 fm/c for rapidity y = 6.5. Throughout
this QGP production process, each disc gradually loses energy as partons with higher and
higher rapidity separate from it and form QGP. In contrast, the occasional high transverse
momentum particles seen in some collisions are produced by large-angle scattering at very
early times, when the incident nuclei collide.
The process ends once QGP has formed at the rapidities where most of the baryon
number from the incident nuclei ends up, which is expected to be about 2 units of rapidity
less than that of the incident nuclei, based upon measurements made in lower energy proton-
nucleus collisions (9). So, the discs lose about 85% of their energy while varying amounts
4 Busza, Rajagopal and van der Schee
Figure 1.5: (left) Space-time diagram for a heavy ion collision. The color is indicative of the temperature




= 2.76 TeV at different times. The
Lorentz contracted nuclei are in blue while the QGP is n re . Figure from Ref. [52].
It is important to note that the impact parameter of the colliding nuclei plays a significant role in the
dynamics of the QGP that is formed. This can be se n in Figure 1.6, wh re the shape and size f the QGP
produced for head-on (“central”) collisions is different from that in more glancing (“peripheral”) collisions.
The QGP was initially thought to be a weakly coupled parton gas because of asymptotic freedom from
QCD. The highly energetic collisions such as those at the LHC would imply weak interactions between the
partons that make up the plasma [53–55]. This would result in rare sc tterings between the constituents
of the hadron gas formed in such a collision, washing out any spatial anisotropies from the “’lumpy”-ness
of the colliding nuclei. A strong coupling within the QGP however, would result in the pressure gradients
in the medium and spatial anisotropies would be transformed to momentum anisotropies in the particles




View along beam axis
View transverse to beam axis
Central collision Peripheral collision
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View transverse to beam axis
Figure 1.6: A schematic of central (left) and pe-
ripheral (right) heavy ion collisions. The impact
parameter is given by b.
became known as the QGP (Shuryak, 1980). With the
advancements in accelerator physics, it can be created and
studied in high energy heavy ion collisions.
The formation of the QGP requires energy densities above
0.2–1 GeV=fm3 (Karsch, 2002; Bazavov et al., 2014). These
energy densities can currently be reached in high energy
heavy ion collisions at RHIC located at Brookhaven National
Laboratory in Upton, NY, and the LHC located at CERN in
Geneva, Switzerland. Estimates of the energy density indicate
that central heavy ion collisions with an incoming energy per
nucleon pair as low as
ffiffiffiffiffiffiffiffi
sNN
p ¼ 7.7 GeV, the lower boundary
of collision energies accessible at RHIC, can reach energy
densities above 1 GeV=fm3 (Adare et al., 2016e) and that
collisions at 2.76 TeV, accessible at the LHC, reach energy
densities as high as 12 GeV=fm3 (Chatrchyan et al., 2012c;
Adam et al., 2016i). Contrary to initial naive expectations of a
gaslike QGP, the QGP formed in these collisions was shown
to behave like a liquid of quarks and gluons (Adams et al.,
2005b; Adcox et al., 2005; Arsene et al., 2005b; Back et al.,
2005; Heinz and Snellings, 2013).
The heavy ion collision and the evolution of the fireball, as
depicted in Fig. 1, has several stages, and the measurement of
the final state particles can be affected by one or all of these
stages depending on the production mechanism and interaction
timewithin themedium. The initial state of the incoming nuclei
is not precisely known, but its properties impact the production
of final state particles. The incoming nuclei are often modeled
as either an independent collection of nucleons called a
Glauber initial state (Miller et al., 2007) or a wall of coherent
gluons called a color glass condensate (Iancu, Leonidov, and
McLerran, 2001). In either initial state model, both the impact
parameter of the nuclei and fluctuations in the positions of the
incoming quarks or gluons, called partons, lead to an asym-
metric nuclear overlap region. This asymmetric overlap is
shown schematically in Fig. 2. The description of the initial
state most consistent with the data is between these extremes
(Moreland, Bernhard, and Bass, 2015). The proposed electron
ion collider is expected to resolve ambiguities in the initial state
of heavy ion collisions (Aprahamian et al., 2015).
In all but the most central collisions, some fraction of the
incoming nucleons do not participate in the collision and
escape unscathed. These nucleons, called spectators, can be
observed directly and used to measure the impact parameter of
the collision. Before the formation of the QGP, partons in the
nuclei may scatter off of each other just as occurs in pþ p
collisions. An interaction with a large momentum transfer (Q)
is called a hard scattering, a process which is, in principle,
calculable with perturbative quantum chromodynamics
(pQCD). The majority of these hard scatterings are 2 → 2,
which result in high momentum partons traveling 180° apart in
the plane transverse to the beam as they travel through the
evolving medium. These hard parton scatterings are the focus
of this paper.
As the medium evolves, it forms a liquid of quarks and
gluons. The liquid reaches local equilibrium, with temper-
ature fluctuations in different regions of the medium. The
liquid QGP phase is expected to live for 1–10 fm=c,
depending on the collision energy (Harris and Muller,
1996). As the medium expands and cools, it reaches a
density and temperature where partonic interactions cease, a
hadron gas is formed, and the hadron fractions are fixed.
This point in the collision evolution is called chemical

















FIG. 1. A light cone diagram showing the stages of a heavy ion
collision. The abbreviation Tfo is for the thermal freeze-out
temperature, Tch is for the chemical freeze-out temperature, and
Tc is for the critical temperature where the phase transition
between a hadron gas and a QGP occurs. τ0 is the formation time







FIG. 2. Schematic diagrams showing (left) the initial overlap region and (right) the spatial anisotropy generated by this anisotropic
overlap region. This anisotropy can be quantified using the Fourier coefficients of the momentum anisotropy. From Boris Hippolyte.
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Figure 1.7: A schematic of the initial overla re-
gion (left) and final spatial anisotropy generated
(right). Figure from Ref. [63].
cause a momentum anisotropy [56] that would be further enhanced when looking at collisions that are less
central and do not have perfect overlap between the colliding nuclei [57, 58]. These observations were seen
in azimuthal correlation measurements implying that the medium is indeed strongly coupled [59–62].
Properties of the QGP have been successfully described by relativistic hydrodynamic models. In fact,
such models describing photon emission have been used to explain the data measured at both RHIC [64] and
LHC [65] energies and have suggested that the initial temperature of the QGP is 300–600 MeV [66]. The
hydrodynamic nature of the QGP can be further quantified by studying the azimuthal angular distribution














where N is the particle yield, φ is the azimuthal angle in the transverse plane and Ψn is the orientation of the
nth order symmetry plane and is called the reaction plane. The reaction plane, along with the participant
plane, are shown in Figure 1.8. The coefficient vn = 〈cos[n(φi − Ψn)]〉 is the magnitude of the nth order
azimuthal anisotropy, and is referred to as the flow harmonic. The first harmonic v1 is called directed flow
because it indicates a particular direction, while the second harmonic v2 is called elliptic flow since the
azimuthal distribution in polar coordinates for v2 6= 0 is an ellipse. These are shown in Figure 1.9. The
azimuthal correlations that are a result of flow can be described by relativistic hydrodynamics. A comparison
of anisotropies measured in terms of vn in Ref. [70] and a hydrodynamic model described in Ref. [71] is shown
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fer to the original papers, we hope that the information presented here could provide
a good basis to get involved. One will find that, unfortunately, the systematic uncer-
tainties in flow measurements are still rather large, up to 10–15%, and often more.
We identify two directions for future flow measurements, one being large statistics
to try to better understand systematics, and the other being measurement of flow of
rare particles.
1.2 Definitions: flow and nonflow, the reaction and participant
planes.
The reaction plane is spanned by the vector of the impact parameter and the beam
direction. Its azimuth is given by YRP. The particle azimuthal distribution measured
with respect to the reaction plane is not isotropic; so it is customary to expand it in













2vn cos(n(f  YRP))), (1)
where the vn = hcos[n(fi  YRP)]i coefficients are used for a quantitative charac-
terization of the event anisotropy, and the angle brackets mean an average over all
particles in all events. The sine terms are not present because of symmetry with re-
spect to the reaction plane. v1 is referred to as directed flow, and v2 as elliptic flow
(see Fig. 1). Radial flow in this paper refers to radial in the transverse plane. The
vn coefficients are functions of rapidity and transverse momentum, and as such they
are often referred to as nth harmonic differential flow. By integrated flow we mean
the values of the vn coefficients averaged over transverse momentum and rapidity.
Fig. 1 Diagrams of elliptic and directed flow.
Fig. 2 The definitions of the Reaction Plane
and Participant Plane coordinate systems.
Figure 1.8: Definitions of the Reaction and Par-
ticipant Plan coordinate systems. Figure from
Ref. [72].
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Figure 1.9: Schematics of elliptic and directed
flow. Figure from Ref. [72].
in Figure 1.10.
Figure 6
(left) A peripheral heavy ion collision produces an approximately elliptical collision region (shaded red). A gas of weakly
interacting particles would give a more or less isotropic distribution of final particles (red), whereas a fluid would give rise
to an anisotropic distribution (blue), due to the difference in pressure gradients in the transverse directions. (middle) In
(107) a hydrodynamic model with several temperature-dependent parametrizations of ⌘/s (see paper) is compared with
ALICE measurements of the anisotropy (108), as obtained by the integrated Fourier coefficients vn (n =2 to 4 from top to
bottom), for
p
sNN = 2.76 TeV collisions as a function of the centrality class (0% being head-on collisions). For more
off-central collisions there is an increasing and large v2, giving a hint into the importance of hydrodynamic evolution.
(right) We show event-by-event distributions of the v2 distribution for off-central collisions from (107) compared to
ATLAS measurements (109). In this Section, we shall discuss the comparison between precise measurements of the
anisotropy and increasingly sophisticated hydrodynamic calculations, as in the middle and right figures.
Second, at energy scales within an order of magnitude of the confinement/deconfinement
energy scale, QCD is strongly coupled. The implication of this was not fully realized
before experiments at RHIC began (110, 111), as the most common expectation was the
formation of an equilibrated gas of quarks and gluons with a temperature somewhat above
the confinement/deconfinement scale. We now realize that in this temperature range QCD
describes a relativistic fluid consisting of quarks and gluons that are so strongly coupled to
their neighbors that the resulting liquid cannot even be described in terms of quasi-particles.
The weak coupling picture must be correct at early times in collisions with exceedingly high
energy; even in these collisions, the strong coupling picture would become applicable later
after a hydrodynamic fluid has formed. The question of for how long during the initial
moments of a RHIC or LHC collision a weakly coupled picture can be applied remains
open.
The crucial distinction between both scenarios can be found by measuring the anisotropy
of particles produced in heavy ion collisions. Qualitatively this is easy to understand, as
we saw in Section 3: in the case of weakly interacting gas of particles, scatterings are rare,
the directions of the momenta of the gas particles are random, the initial spatial anisotropy
in the collision zone is washed out by random motion, and the azimuthal distribution
of particles in the final state ends up isotropic. In this case, the measured two-particle
correlations are trivial, coming only from effects like momentum conservation in late-time
decays of hadrons. Alternatively, if the quarks and gluons form a strongly coupled liquid
soon enough, while the distribution of energy density produced in the collision remains
anisotropic, this non-circular and lumpy drop of fluid will expand in a hydrodynamic fashion,
yielding faster expansion in the direction of larger gradients: hydrodynamics converts
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Figure 1.10: Comparison of a hydrodynamic model from Ref. [71] to anisotropy measurements by ALICE
[70] for different parameterizations of η/s and for different vn, n = 2, 3, 4 from top to bottom, as a function
of collision centrality. Figure from Ref. [52].
The measured anisotropies can be used to constrain the specific viscosity given by the ratio of viscosity
to entropy density, η/s, and have shown that the QGP is a near perfect liquid with an η/s of near the
theoretical minimum of 1/4π [34, 73]. In fact, this low shear viscosity is what allows the initial fluctuations
in the energy density to survive the chemical freeze-out.
The thermodynamic properties of the QGP form an important field of study. They are of particular
interest since the QGP filled the early universe a few microseconds after the Big Bang [53]. The QGP is also
7
present in the core of neutron-stars [74] and the recent detection of gravitational waves from a neutron-star
merger [75] has opened new avenues of investigation [76–78]. These studies have the potential to provide
information into the nuclear equation of state since the dynamics of the merger are sensitive to the behavior
of extremely dense nuclear matter [79]. The increase in temperatures and densities in merging neutron stars
allows for probing different regions of the QCD phase diagram. This is shown in Figure 1.11 as a function of
temperature T and baryon chemical potential µ. In particular, differences in gravitational-waves from these
systems before and after the merger can be used to provide an observable signature of a first order phase
transition [80]. Colliders like RHIC and the LHC on the other hand probe regions that have near zero low
baryon densities, where the transition is a smooth crossover that spans a 20–30 MeV temperature range.
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tonian remains intact. Figure 5 shows order parameters for deconfinement and
chiral symmetry restoration, as the temperature increases from normal hadronic
matter to a phase known as the quark-gluon plasma. Both order parameters
change dramatically for a temperature around 145–170 MeV (125,126), but nei-
ther, especially deconfinement, exhibits the sharp change characteristic of a phase
transition. Studying a whole suite of thermodynamic observables confirms that
the transition is a smooth crossover (127, 128). This result came as a surprise,
and the next two paragraphs explain why.
The crossover means that as the early universe cooled, hot matter gradually
became more and more like a gas of distinct hadrons. With a first-order phase
transition, on the other hand, bubbles of the hadronic phase would have formed
inside the quark-gluon plasma. Without a real phase transition, the quark-gluon
plasma is not necessarily a fluid of quasi-free quarks and gluons. The eigenstates
in Equation 12 remain color singlets, but a thermal medium can be qualitatively
different. First, thermal fluctuations encompass states with many overlapping
hadrons, so color can propagate from one hadron to the next, as if deconfined.
Second, the thermal average applies nearly equal Boltzmann weights to states of
both parities, so chiral symmetry can be restored in the thermal average, even
though the vacuum breaks it.
The nature of the QCD phase transition is influenced by the physical values of
the up, down, and strange quark masses. For vanishing quark masses, the tran-
sition would be first order, but as t e masses ar increased, the strength of the
transition diminishes. As depicted i Figure 6a, the physical quark asses (Ta-
ble 2) are just large enough to render the transition a crossover. If the light quark
masses—crucially ms—were around half their physical size, the universe would
have cooled through a first-order transition. Before lattice QCD established these
results, the conventional wisdom was that the quark masses are somewhat larger
than shown in Table 2, yet small enough to remain in the first-order basin of
massless quarks.
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Figure 6: QCD phase diagrams. (a) The ms-
1
2(mu + md) plane at (µ, T ) =
(0, Tc), showing the order of the transition. The shaded regions at very small
and nearly infinite masses are first order; the red line shows the physical ratio of
2ms/(mu +md). (b) The µ-T plane, showing the crossover at small µ determined
from lattice QCD. The neutron star (denoted n⋆) and other phases are expected,
but lattice QCD is not yet in a position to provide useful information.
Figure 1.11: The QCD phase diagram of nuclear matter as a function of temperature T and baryon chemical
potential µ. The n? denotes a neutron star. Figure from Ref. [81].
1.2.1 The Glauber Model
The basic parameters of a heavy ion collision such as the number of participants Npart and number of binary
collisions Ncoll can be determined using the Glauber Monte Carlo simulations [82]. This technique considers
a nucleus-nucleus collision as a collection of independent binary nucleon-nucleon collisions; the colliding
nuclei are modeled as a set of uncorrelated nucleons being positioned within the nucleus based on a the
nuclear density function uniform in azimuthal and in polar angles. The nuclear density function in this








where ρ0 is the nucleon density, R is the nuclear radius, a is the skin depth, w corresponds to deviations
from a circular shape and is typically zero for larger nuclei like Cu, W, Au, Pb, and U. For the Pb nuclei
used at the LHC, w = 0, R = 6.62 fm and a = 0.55 fm [83]. The nuclear density distribution for Au and Cu
is shown in Figure 1.12.
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(a) Density distributions for
nuclei used at RHIC.
(b) Distribution of the
proton-neutron distance in
the deuteron as given by the
Hulthén wave function.
2.2.1. Nuclear charge densities. The nucleon density is usually parameterized by







where ρ0 corresponds to the nucleon density in the center of the nucleus, R cor-
responds to the nuclear radius, a to the skin depth, and w characterizes deviations
from a spherical shape. For 197Au (R = 6.38 fm, a = 0.535 fm, w = 0) and 63Cu
(R = 4.20641 fm, a = 0.5977 fm, w = 0), the nuclei so far employed at RHIC,
ρ(r)/ρ0 is shown in Figure 1a with the Fermi distribution parameters as given in
References 22 and 23. In the Monte Carlo procedure, the radius of a nucleon is
drawn randomly from the distribution 4πr2ρ(r) (where the absolute normalization
is of course irrelevant).
At RHIC, effects of cold nuclear matter have been studied with the aid of d+Au
collisions. In the Monte Carlo calculations, the deuteron wave function was repre-












with parameters a = 0.228 fm−1 and b = 1.18 fm−1 (26). The variable rpn in Equation
2 denotes the distance between the proton and the neutron. Accordingly, rpn was
drawn from the distribution p(rpn) = 4πr2pnφ2(rpn), which is shown in Figure 1b.
2.2.2. Inelastic nucleon-nucleon cross section. In the context of high-energy
nuclear collisions, we are typically interested in multiparticle nucleon-nucleon
























































































Figure 1.12: The nuclear density distributions for nuclei used at RHIC: Cu (w = 0, R = 4.2 fm and a = 0.48
fm) and Au (w = 0, R = 6.38 fm and a = 0.535 fm) [83]. Figure from Ref. [84].
They are then arranged with a random impact parameter b based on the distribution dσ/db = 2πb and
projected onto the x−y plane as shown in Figure 1.13. They are then ma e to travel on straight trajectories,
colliding if d ≤
√
σNNinel/π, where d is the distance between the nucleons in a plane transverse to the beam
axis and σNNinel is the inelastic scattering cross section [84, 85].
An important parameter for colliding nuclei A and B with A and B nucleons is the thickness function
TAB . It describes the effective overlap area in which specific nucleons in the two colliding nuclei can interact.
It can be defined in terms of the probability per unit area of a given nucleon being located at a particular





ρB(s, zB)dzB . Then, TAB is given by
9

























b = 6 fm
z (fm)







A Glauber Monte Carlo event (Au+Au at √sNN = 200 GeV with impact parameter b = 6 fm)
viewed (a) in the transverse plane and (b) along the beam axis. The nucleons are drawn with
radius
!
σNNinel /π/2. Darker circles represent participating nucleons.
a sequence of independent binary nucleon-nucleon collisions. That is, the nucleons
travel on straight-line trajectories, and the inelastic nucleon-nucleon cross section is
assumed to be independent of the number of collisions a nucleon underwent before. In
the simplest version of the Monte Carlo approach, a nucleon-nucleon collision takes
place if the nucleons’ distance d in the plane orthogonal to the beam axis satisfies
d ≤
!
σ NNinel /π , 10.
where σ NNinel is the total inelastic nucleon-nucleon cross section. As an alternative to
the black-disk nucleon-nucleon overlap function, for example, a Gaussian overlap
function can be used (31). An illustration of a GMC event for a Au+Au collision
with impact parameter b = 6 fm is shown in Figure 4. ⟨Npart⟩ and ⟨Ncoll⟩ and other
quantities are then determined by simulating many A+B collisions.
2.5. Differences between Optical and Monte Carlo Approaches
It is often overlooked that the various integrals used to calculate physical observables
in the Glauber model are predicated on a particular approximation known as the opti-
cal limit. This limit assumes that scattering amplitudes can be described by an eikonal
approach, where the incoming nucleons see the target as a smooth density. This ap-
proach captures many features of the collision process, but does not completely cap-
ture the physics of the total cross section. Thus, it tends to lead to distortions in the es-
timation of Npart and Ncoll compared to similar estimations using the GMC approach.




























































































= 200 geV with impact parameter of
6 fm viewed in the (left) transverse plane and (right) along the beam axis. Darker circles represent the

















where the first term is the number of combinations for finding n collisions from AB possibilities, the second
term is the probability for having exactly n collisions, and the last term the probability of AB − n misses.













































(R, a) = (6.62 fm, 0.546 fm), and nucleon hard core dN = 0.4 fm. Events are characterized by the68
number of participating nucleons (Npart) and the number of binary nucleon–nucleon collisions (Ncoll).69
Fig. 2 shows the distributions over Npartand Ncoll, P(Npart) and P(Ncoll) respectively.70
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 = 70 mbNNσGlauber, Pb+Pb, 
Figure 2: Npart (left) and Ncoll (right) distributions in the nominal simulated Glauber event sample.
The map the distribution of geometric parameters onto the distributions in data, the so-called “two-71
component model” (TCM) [3] is used. The TCM hypothesizes that the overall rate of soft particle72
production (in this case, more specifically, the transverse energy production at large pseudorapidity ⌃ET)73
scales with a hybrid geometric quantity which is a linear combination of Npart and Ncoll. We call this74
quantity the number of fundamental elements of particle production,75
Nelem = xNcoll + (1   x)Npart/2 (1)
elemN






























 = 70 mbNNσGlauber, Pb+Pb, 
Figure 3: Nelem distribution with x = 0.09 (left) and Npart-Ncoll correlation (right) in the nominal simulated Glauber
event sample.
where the variable x controls the linear weighting. For pp collisions, where Npart = 2 and Ncoll = 1,76
Nelem = 1 for all values of x. Thus, schematically, the ⌃ET produced per element is equivalent to that in a77
single pp collision at the same
p
s. Fig. 3 shows the Npart-Ncoll correlation as well as the Nelem distribution78
with x = 0.09.79
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Figure 1.14: The Ncoll − Npart correlation
for Pb+Pb collisions at
√
sNN = 5.02 TeV.
Figure from Ref. [88].
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An illustrated example of





quantities (b, Npart). The
plotted distribution and
various values are
illustrative and not actual
measurements (T. Ullrich,
private communication).
rapidity. For large b events (“peripheral”) we expect low multiplicity at midrapidity
and a large number of spectator nucleons at beam rapidity, whereas for small b events
(“central”) we expect large multiplicity at midrapidity and a small number of spectator
nucleons at beam rapidity (Figure 8). In the simplest case, one measures the per-event
charged-particle multiplicity (dNevt/dNch) for an ensemble of events. Once the total
integral of the distribution is known, centrality classes are defined by binning the
distribution on the basis of the fraction of the total integral. The dashed vertical lines
in Figure 8 represent a typical binning. The same procedure is then applied to a
calculated distribution, often derived from a large number of Monte Carlo trials. For
each centrality class, the mean value of Glauber quantities (e.g., ⟨Npart⟩) for the Monte
Carlo events within the bin (e.g., 5%–10%) is calculated. Potential complications to
this straightforward procedure arise from various sources: event selection, uncertainty
in the total measured cross section, fluctuations in both the measured and calculated
distributions, and finite kinematic acceptance.
3.1.1. Event selection. All four RHIC experiments share a common detector to
select MB heavy ion events. The ZDCs are small acceptance hadronic calorimeters
with an angular coverage of θ ≤ 2 mrad with respect to the beam axis (9). Situated
behind the charged-particle steering DX magnets of RHIC, the ZDCs are primarily
























































































Figure 1.15: The correlation between the
obs rvable Nch and N art to determine
the centrality distribution. Figure from
Ref. [84].























The correlation between Ncoll and Npart can be seen in Figure 1.14. The charged particle multiplicity Nch
along with the combination of Npart and impact parameter b can be used to determine the centrality of a
heavy ion event. An example of this is shown in Figure 1.15.
1.3 Jets and Jet Quenching
The energy required to dissociate partons increases the further apart they are as a consequence of color
confinement. If the energy with which they are flying apart is greater than the energy required to separate
them, it becomes more favorable to produce a quark-antiquark (qq̄) pair. This process of qq̄ production
11
continues recursively until it is not energetically favorable to do so, with the end result being conical sprays
of hadrons called jets. This picture is qualitatively supported by Lattice QCD [89]. A schematic of this
process is shown in Figure 1.16. Because of their color charge, gluon led jets have a softer fragmentation









Figure 1.16: A schematic of how jets are produced from a hard process involving qq̄. The gluonic flux tubes
build up and break as the quarks gain energy, and result in the formation of new qq̄ pairs.
1.3.1 Jets in e+e− collisions
The simplest process that can be used to study jets is the process e+e− → qq̄ → 2 jets. The electron and
positron annihilates to produce a photon that can decay into a qq̄ pair, that hadronize and form jets. In
fact, this was the process that provided experiment evidence of jets at SPEAR (Stanford Positron Electron
Accelerating Ring) at SLAC in 1975, where it was observed that the distribution of final state hadrons
was not isotropic [91, 92]. Analyses of these distributions showed that they were associated with spin 1/2
quarks. Jets in e+e− collisions further provided the first indirect evidence of gluons when three jet events
were observed in the Υ→ ggg decay [93, 94]. At the Large Electron-Positron Collider (LEP), higher collision
energies allowed the e+e− → Z0 → qq̄ process. In these processes, to leading order, the qq̄ pair evolved
via gluon radiation before converting to hadrons [95], allowing for events with more than two jets. Jet
production in e+e− collisions is also one of the best ways to test the validity of perturbative QCD [96].
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1.3.2 Jets in pp collisions
Jet production in a vacuum is well described in context of perturbative QCD [97]. Processes involving large
momentum transfers like high pT hadron production are shown in Figure 1.17
2.
• Partons from initial hard scattering 
produce jets
• Jets are sensitive to initial and final 
state effects
• Hadron production factorizes
• parton distribution functions




2.2 Jets and Energy Loss 2 BACKGROUND
Figure 6: Distribution of energy deposited in the forward calorimeter (ET) in minimum bias Pb+Pb
collisions at
p
sNN = 5.02 TeV. The percentiles represent the di↵erent centrality regions [20].









dzjfa/p(xa, µf ) ⌦ fb/p(xb, µf )
⌦ d ab!jd(µf , µF , µR)
⌦ Dj!h(zj, µf )
(3)
where xi = pi/PI is the initial momentum fraction carried by the interacting parton, zj =
ph/pj is the momentum fraction carried by the final hadron, fa/p(xa, µf ) and fb/p(xb, µf ) are two
parton distribution functions, d ab!jd(µf , µF , µR) is the di↵erential cross section for the parton
scattering process, and Dj!h(zj, µF ) is the fragmentation function for parton j to hadron h.
Jets are extremely useful as probes of the QGP. As they propagate through the plasma,
their strong interactions with the colored medium leads to energy loss, a phenomenon known as
jet quenching [23–25]. This energy loss, a “hot nuclear matter” e↵ect, can either be radiative
or collisional (shown in Fig. 7). The then modified inclusive hadron production expression can







⌦ Dh/j0 (zj0 )
(4)
where Pj!j0 describes the hard parton j interacting with the QGP before hadronizing.
Radiative energy loss is the most important component in studying jet quenching in heavy
ion collisions. The presence of the QGP modifies the gluon radiation due to rescatterings
of the parton shower o↵ of the medium constituents. Many formalisms have been developed
to study the radiative energy loss, two of them are BDMPS   Z [26–28] and ASW   MS
[29]. The gluon radiation process is formulated assuming scatterings on multiple heavy static
colored centers. Interference between vacuum and medium induced radiation is also taken into







Figure 1.17: Jet production from the process pp → hX, factorizing in terms of the parton distribution
functions, scattering cross sections, and jet fragmentation functions.
These processes can be described to leading order by perturbative QCD in terms of the parton distribution









dzjfa/p(xa, µf )⊗ fb/p(xb, µf ) (1.13)
⊗ dσab→jd(µf , µF , µR)
⊗Dj→h(zj , µf )
where xa = pa/PA, xb = pb/Pb are the initial momentum fractions carried by the interacting partons,
zj = ph/pj is the momentum fraction carried by the final observed hadron. fa/p(xa, µf ) and fb/p(xb, µf )
are the two parton distribution functions (PDFs), dσab→jd(µf , µF , µR) is the differential cross section for
parton scattering and Dj→(zj , µF ) is the fragmentation function (FFs) for parton j to hadron h. µf and µF
are the factorization scales and µR is the renormalization scale. These are typically taken to be the same
hard scale Q, given by the hadron pT. The PDFs, measured via DIS experiments, characterize the initial
state and represent the probability of finding a parton with longitudinal momentum fraction x (shown in
Figure 1.18) in the initial hadron, while the FFs describe the probability of fragmenting to a hadron h with
2In the context of a particle collision, the pT of a particle is the momentum it carries in a direction perpendicular to the
beam axis. It is given by pT = |p| sin θ where θ is the angle of the particle with respect to the beam axis. The rapidity y is
related to an outgoing particles momentum along the beam axis, and is given by y = 1/2 ln[(E + pz)/(E − pz)]
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Fig. 1 MSTW 2008 NLO
PDFs at Q2 = 10 GeV2 and
Q2 = 104 GeV2
tions [24]. In 2003, fits were performed in which the x and
Q2 range of DIS structure function data was restricted to
ensure stability with respect to cuts on the data, and cor-
responding NLO and NNLO “conservative” variants of the
MRST 2002 sets were derived (MRST 2003 C) [17]. The
next major milestone was in 2004, with a substantial up-
date of the NLO and NNLO sets (MRST 2004) [18], the
latter using the full NNLO splitting functions [25, 26] for
the first time and both incorporating a “physical” parame-
terisation of the gluon distribution in order to better de-
scribe the high-ET Tevatron jet data. A NLO set incor-
porating O(α) QED corrections in the DGLAP evolution
equations was also produced for the first time (MRST 2004
QED) [19], together with fixed flavour number LO and NLO
variants [20]. Finally, in 2006 a NNLO set “with errors” was
produced for the first time (MRST 2006 NNLO) [21], us-
ing a new general-mass variable flavour number scheme and
with broader grid coverage in x and Q2 than in previous
sets.
In this paper we present the new MSTW 2008 PDFs at
LO, NLO and NNLO. These sets are a major update to
the currently available MRST 2001 LO [15], MRST 2004
NLO [18] and MRST 2006 NNLO [21] PDFs. The “end
products” of the present paper are grids and interpolation
code for the PDFs, which can be found at [27]. An exam-
ple is given in Fig. 1, which shows the NLO PDFs at scales
of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the asso-
ciated one-sigma (68%) confidence level (C.L.) uncertainty
bands.
The contents of this paper are as follows. The new exper-
imental information is summarised in Sect. 2. An overview
of the theoretical framework is presented in Sect. 3 and the
treatment of heavy flavours is explained in Sect. 4. In Sect. 5
we present the results of the global fits and in Sect. 6 we ex-
plain the improvements made in the error propagation of the
experimental data to the PDF uncertainties, and their con-
sequences. Then we present a more detailed discussion of
the description of different data sets included in the global
fit: inclusive DIS structure functions (Sect. 7), dimuon cross
sections from neutrino–nucleon scattering (Sect. 8), heavy-
flavour DIS structure functions (Sect. 9), low-energy Drell–
Yan production (Sect. 10), W and Z production at the Teva-
tron (Sect. 11), and inclusive jet production at the Tevatron
and at HERA (Sect. 12). In Sect. 13 we discuss the low-x
gluon and the description of the longitudinal structure func-
tion, in Sect. 14 we compare our PDFs with other recent
sets, and in Sect. 15 we present predictions for W and Z to-
tal cross sections at the Tevatron and LHC. Finally, we con-
clude in Sect. 16. Throughout the text we will highlight the
numerous refinements and improvements made to the previ-
ous MRST analyses.
2 Survey of experimental developments
Since the most recent MRST analyses [15, 18, 21] a large
number of new data sets suitable for inclusion in the global
fit have become available or are included for the first time.
Some of these are entirely new types of data, while others
supersede existing sets, either improving the precision, ex-
tending the kinematic range, or both. Here, we list the new
data that we include in the global fit, together with an in-
dication of the parton distributions that they mainly con-
strain.
Figure 1.18: The next to leading order (NLO) PDFs at (left) Q2 = 10GeV2 and (right) Q2 = 104GeV2. The
band is the associated one-sigma (68%) confidence level uncertainty. Figure from Ref. [99].
The factorization of the jet production process is crucial because it allows for independently measuring
and calculating the different components of the cross sections [100]. Jet cross sections in pp and pp̄ collisions
measured by a variety of different experiments, and their comparison to theory calculations are shown in
Figure 1.19. This i particular en bles direct comparisons of jet observables in pp collisions to those in heavy
ion collisions and etermine their modifica ions. The fr gmentation functions in e+e− collisions in terms of
collision energy
√
s, and the scaled energy of the hadron x, are shown in Figure 1.20.
1.3.3 J ts in heavy ion collisions
In the case of heavy ion collisions, after accounting for geometric scaling effects by the nuclear thickness
function as mentioned in Section 1.2, jet observables can be modified due to two sources: the nuclear PDF
being distinct from a proton PDF, and the formation of the quark gluon plasma. The former is collectively
referred to as cold nuclear matter (CNM) effect, and can be quantified by defining a nuclear modification
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51. PLOTS OF CROSS SECTIONS AND RELATED QUANTITIES
(For neutrino plots, see review article ”Neutrino Cross Section Measurements” by G.P. Zeller in this edition of RPP)





























CMS (pp at 7 TeV, |y|<0.5) antikt algorithm R=0.7
ATLAS (pp at 2.76 TeV, |y|<0.3) antikt algorithm R=0.6
ATLAS (pp at 7 TeV, |y|<0.3) antikt algorithm R=0.6
 at 1.96 TeV, 0.1<|y|<0.7) Midpoint algorithmpCDF (p
 algorithm
T
 at 1.96 TeV,0.1<|y|<0.7) kpCDF (p
 at 1.96 TeV,0<|y|<0.4)pD0 (p
|<0.7)η at 1.8 TeV,0.1<| pCDF (p
|<0.7)η at 1.8 TeV,0.1<| pD0 (p
|<0.5)η at 630 GeV, | pD0 (p
|<0.7)η at 546 GeV,0.1<| pCDF (p
|<0.85)η at 630 GeV, | pUA2 (p
|<0.7)η at 630 GeV, | pUA1 (p
|=0)ηR807 (pp at 45 GeV, | 
|=0)ηR807 (pp at 63 GeV, | 
Figure 51.1: Inclusive differential jet cross sections, in the central rapidity region, plotted as a function of the jet transverse momentum.
Results earlier than from the Tevatron Run 2 used transverse energy rather than transverse momentum and pseudo-rapidity η rather than
rapidity y, but pT and y are used for all results shown here for simplicity. The error bars plotted are in most cases the experimental stat. and
syst. errors added in quadrature. The CDF and D0 measurements use jet sizes of 0.7 (JetClu for CDF Run 1, and Midpoint and kT for CDF
Run 2, a cone algorithm for D0 in Run 1 and the Midpoint algorithm in Run 2). The ATLAS results are plotted for the antikT algorithm for
R=0.4, while the CMS results also use antikT, but with R=0.5. NLO QCD predictions in general provide a good description of the Tevatron
and LHC data; the Tevatron jet data in fact are crucial components of global PDF fits, and the LHC data are starting to be used as well.
Comparisons with the older cross sections are more difficult due to the nature of the jet algorithms used. ATLAS:Phys. Rev. D86, 014022
(2012), Eur. Phys. J C73, 2509 (2013); CMS: Phys. Rev. D84, 052011 (2011); CDF: Phys. Rev. D75, 092006 (2007), Phys. Rev. D64,
032001 (2001), Phys. Rev. Lett. 70, 1376 (1993); D0: Phys. Rev. D64, 032003 (2001); UA2: Phys. Lett. B257, 232 (1991); UA1: Phys.
Lett. 172, 461 (1986); R807: Phys. Lett. B123, 133 (1983). (Courtesy of J. Huston, Michigan State University, 2013.)
Direct γ Production in pp and pp Interactions
Entries  0
Mean        0


























CMS (pp at 7 TeV,|y|<0.9)
ATLAS (pp at 7 TeV,|y|<0.6)
|<0.9)η at 1.96 TeV,| pD0 (p
|<0.9)η at 1.8 TeV,| pCDF (p
|<0.9)η at 1.8 TeV,| pD0 (p
|<0.9)η at 630 GeV,| pD0 (p
|<0.9)η at 630 GeV,| pCDF (p
=0)η at 630 GeV TeV, pUA2 (p
=0)η at 630 GeV TeV, pUA1 (p
 at 24.3 GeV TeV,<y>=0.4)pUA6 (p
Figure 51.2: Isolated photon cross
sections plotted as a function of the pho-
ton transverse momentum. The errors
are either statistical only, or statistical
and systematic added in quadrature.
ATLAS: Phys. Lett. B706, 150 (2011);
CMS: Phys. Rev. D84, 052011 (2011);
D0 : Phys. Lett. B639, 151 (2006),
Phys. Rev. Lett. 87, 251805 (2001);
CDF: Phys. Rev. D65, 112003 (2002);
UA6: Phys. Lett. B206, 163 (1988);
UA1: Phys. Lett. B209, 385 (1988);
UA2: Phys. Lett. B288, 386 (1992).
(Courtesy of J. Huston, Michigan State
University, 2013).
(a) Inclusive differential jet cross sections shown as a
function of jet transvers momentum fr m different
experiments. Figure from Ref. [101].








































√s = 319 GeV
ep
(x 5⋅109) 5000 < Q2 < 15000 GeV2
(x 1⋅1010)   700 < Q2 < 5000 GeV2
(x 2⋅1010)   400 < Q2 <   700 GeV2
(x 4⋅1010)   270 < Q2 <   400 GeV2
(x 8⋅1010)   200 < Q2 <   270 GeV2
(x 1.6⋅1011)   150 < Q2 <   200 GeV2
ZEUS
√s = 318 GeV
ep
(x 5⋅107) 5000 < Q2 < 100000 GeV2
(x 1⋅108) 2000 < Q2 < 5000 GeV2
(x 2⋅108) 1000 < Q2 < 2000 GeV2
(x 4⋅108)   500 < Q2 < 1000 GeV2
(x 8⋅108)   250 < Q2 <   500 GeV2
(x 1.6⋅109)   125 < Q2 <   250 GeV2
STAR
√s = 200 GeV
pp (x 1.5⋅107) 0.2 < |η| < 0.8
CDF
√s = 1.96 TeV
pp
(x 3⋅105)         |y| < 0.1
(x 6⋅105)0.1 < |y| < 0.7
(x 1.2⋅106)0.7 < |y| < 1.1
(x 2.4⋅106)1.1 < |y| < 1.6
(x 4.8⋅106)1.6 < |y| < 2.1
D0
√s = 1.96 TeV
pp
(x 3⋅103)         |y| < 0.4
(x 6⋅103)0.4 < |y| < 0.8
(x 1.2⋅104)0.8 < |y| < 1.2
(x 2.4⋅104)1.2 < |y| < 1.6
(x 4.8⋅104)1.6 < |y| < 2.0
(x 9.6⋅104)2.0 < |y| < 2.4
ATLAS
√s = 7 TeV
pp
(x 4⋅101)         |y| < 0.5
(x 8⋅101)0.5 < |y| < 1.0
(x 1.6⋅102)1.0 < |y| < 1.5
(x 3.2⋅102)1.5 < |y| < 2.0
(x 6.4⋅102)2.0 < |y| < 2.5
(x 1.3⋅102)2.5 < |y| < 3.0
CMS
√s = 7 TeV
pp
(x 1)         |y| < 0.5
(x 2)0.5 < |y| < 1.0
(x 4)1.0 < |y| < 1.5
(x 8)1.5 < |y| < 2.0
(x 16)2.0 < |y| < 2.5
Inclusive Jet Production
Theory:
NLO pQCD x non-perturbative x electroweak corrections NNPDF3.0    αs(MZ) = 0.1192
Figure 5. Ratio of data over theory for the selected inclusive jet cross sections listed in table 2 as a function of jet pT.
The NLO predictions are computed with the NNPDF3.0 PDF set for the fitted ↵s(MZ) value of 0.1192, which is determined
considering all presented data except for the ATLAS data set. They are complemented with non-perturbative corrections and,
where appropriate, with electroweak corrections.
(b) R tios of da a over th ory f r some jet cross sec-
tions measured by different experiments. The next
to leading order predictions are derived using the
NNPDF3.0 PDF set. Figure from Ref. [102].
Figure 1.19: (Left) Some inclusive jet cross sections in data (left) and their comparison to theory (right).
19. Fragmentation functions in e+e−, ep and pp collisions 5
The QCD parts of the coefficient functions for FT,L,A(x, s) in Eq. (19.1) and the total
fragmentation function Fh2 ≡ Fh in Eq. (19.2) are given by











a,i (z) + . . . . (19.6)
The first-order corrections have been calculated in Refs. [24], and the second-order
terms in Ref. 25. The latter results have been verified (and some typos corrected) in
Refs. [20,26]. The coefficient functions are known to NNLO except for FL where the
eadi g c ntribution is of order αs.
The effect of the evolution is similar in the timelike and spacelike cases: as the scale
increases, ne bserves a scaling viol tion in which the x-distribution is shifted towards
lower values. This can be seen from Fig. 19.2 wh re a large amount of measurements of
the total frag entation func ion in e+e− annihilation are summarized. QCD analyses of
these data are discussed in Section 19.5 below.




























































































Figure 19.2: The e+e− fragmentation function for all charged particles is
shown [9,27–44] (a) for different CM energies
√
s versus x and (b) for various ranges
of x versus
√
s. For the purpose of plotting (a), the distributions were scaled by
c(
√
s) = 10i with i ranging from i = 0 (
√
s = 12 GeV) to i = 13 (
√
s = 202 GeV).
Unlike the splitting functions in Eq. (19.5), see Refs. [19–21], the coefficient
functions for F2,T,A in Eq. (19.6) show a threshold enhancement with terms up to
June 5, 2018 19:55
Figure 1.20: Measurements of the e+e− f s f r (left) diff rent cent r-of-mass energies
as a function of x, and (right) for different ranges of x a a function of
√
s. The curves on the left are scaled
for visibility. Figure from Ref. [103].
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where fa/A and fa/p are the nuclear and proton PDFs respectively. This R
A
a factor is determined by global
fits to data from DIS measurements [104–106]. CNM effects include the following contributions:
• Shadowing: This is a destructive interference effect that reduces the interactions of a nucleon incident
on a nucleus within its interior and on its back face. This effect reduces the effective number of nucleons
in an inelastic interaction to A2/3. For Q2 of the order of a few GeV2, this effect dominates for x < 0.05
and implies RAa (x,Q
2) < 1 [107].
• Anti-shadowing: This compensates for the shadowing effect based on the momentum sum rule, and
for Q2 of the order of a few GeV2 implies RAa (x,Q
2) > 1 over the region 0.05 < x < 0.20.
• EMC: The modification of the nuclear structure function was first observed by the European Muon
Collaboration [108]. Recent observations have suggested that the effect is caused by short-range cor-
related nucleon pairs within nuclei [109]. For Q2 of the order of a few GeV2, this effect dominates for
0.2 < x < 0.80 and implies RAa (x,Q
2) < 1.
• Fermi Motion: This effect considers the motion of the nucleons within the nucleus. It results in
RAa (x,Q
2) > 1 over the x > 0.8 region for Q2 of the order of a few GeV2 [110].
CNM effects are experimentally measured using p+ A systems where the size and shape of the plasma,
and hence any effects thereof, are smaller. Measurements of the jet nuclear modification factor in p+Pb
collisions, RpPb, indicate that CNM effects are small for jets at all transverse momentum and pseudorapidity
measured at the LHC [111–113]. This is shown in Figure 1.21. Energy densities in the Pb+Pb, p+Pb, and
pp collision systems are shown in Figure 1.22.
The second source of modification is the formation of the hot and dense quark gluon plasma. The hot
nuclear matter effects further serve as an independent confirmation that the medium formed is strongly
interacting. Jets are formed early enough that they traverse the Quark Gluon Plasma and as strongly
interacting particles, are both affected by, and affect the QGP. This interaction typically results in the jet
losing energy and forward momentum [115, 116], with the lost energy being deposited in the medium [117].
Jets can also pick up momentum transverse to the parton direction. The hot nuclear matter effects can be
considered to be a combination of collisional and radiative energy losses summarized in Figure 1.23.
• Collisional energy loss: This is a combination of elastic and inelastic collisions of the hard parton with
the constituents of the quark gluon plasma.
• Radiative energy loss: This is the larger source of parton energy loss and jet quenching. These are
modified by the presence of the plasma due to scatterings off of the plasma constituents. A vari-
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jets. However, since numerous cold nuclear matter effects
have been documented, each observable should be measured
in cold nuclear matter in order to properly interpret data in hot
nuclear matter. We therefore conclude that, based on the
current evidence, pþ Pb and dþ Au collisions are appro-
priate reference systems for hard processes in Aþ A colli-
sions, although caution is needed, particularly at large
rapidities and high multiplicities, and future studies in small
systems may lead to different conclusions.
B. Partonic energy loss in the medium
Electroweak probes such as direct photons, which do not
interact via the strong force, are expected to escape the QGP
unscathed while probes which strongly interact lose energy in
the medium and are suppressed at high momenta. Figure 11
shows a compilation of results from PHENIX demonstrating
that colored probes (high-pT final state hadrons) are sup-
pressed while electroweak probes (direct photons) are not at
RHIC energies. Figure 12 shows a similar compilation of
results from the LHC demonstrating that this is also true at
higher energies. This observed suppression in charged hadron
spectra was the first indication of jet quenching in heavy ion
collisions. The lowest value of the nuclear modification factor




200 GeV (Adams et al., 2003b; S. Adler et al., 2003; Back




p ¼ 2.76 and 5.02 TeV (Aamodt et al., 2011b;
Chatrchyan et al., 2012d; CMS Collaboration, 2016a). The
RAA of the charged hadron spectra appears to reach unity at
pT ≈ 100 GeV=c (CMS Collaboration, 2016a). This is
expected from all QCD-inspired energy loss models that at
some point RAA must reach 1, because at leading order the
differential cross section for interactions with the medium is
proportional to 1=Q2 (Levai et al., 2002). Studies of RCP as a




p ¼ 27 and 39 GeV (Adamczyk
et al., 2017a). At intermediate pT the shape of RAA with pT is
mass dependent with heavier particles approaching the light
particle suppression level at higher momenta (Agakishiev
et al., 2012a). However, even hadrons containing heavy
quarks are suppressed at levels similar to light hadrons
(Abelev et al., 2012b).
QCD-motivated models are generally able to describe
inclusive single particle RAA qualitatively. However, for each
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FIG. 10. The nuclear modification factor of jets in pþ Pb collisions measured by the CMS experiment in various rapidity bins. This
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FIG. 11. RAA from PHENIX for direct photons (Afanasiev et al.,
2012), π0 (Adare et al., 2008c), η (Adare et al., 2010c), ϕ (Adare
et al., 2016c), p (Adare et al., 2013e), J=ψ (Adare et al., 2007a),
ω (Adare et al., 2011b), e# from heavy flavor decays (Adare et
al., 2011d), and K# (Adare et al., 2013e). This demonstrates that
colored probes (high-pT final state hadrons) are suppressed while
electroweak probes (direct photons) are not at RHIC.
Connors et al.: Jet measurements in heavy ion physics
Rev. Mod. Phys., Vol. 90, No. 2, April–June 2018 025005-20
Figure 1.21: The nuclear modification factor for jets in p+Pb collisions as measured by CMS in different
rapidi y intervals. Figur from Ref. [113].
3
FIG. 1. Snapshots of typical energy density profiles in the transverse plane for Pb+Pb (left panel), p+Pb (center panel) and
p+p collisions (right panel, including zoom-in to enlarge system) at
p
s = 5.02 TeV. The actual box sizes used in simulations
were adapted to individual sys ems. Note tha for a typical p+p collision, initial conditions from the OSU model are very close
to (but nevertheless slightly di↵erent from) those obtained from spherical nucleons, cf. Ref [38].
 
(n)
j is proportional to the amount of entropy de-
posited near midrapidity by the jth quark of the nth
wounded nucleon.  
(n)
j is allowed to fluctuate from





where ✓ = 0.75 [50].
(vi) In the last step, the continuum entropy density pro-
file (4) is converted to an energy density ✏(x?) using
a lattice QCD equation of state [10] and discretized
on a square lattice adapted to the size of the colli-
sion system under consideration.
Using the procedure described above, many initial
energy-density profiles have been generated for p+p,
p+Pb, and Pb+Pb collisions. For each initial profile,





j . Since dS/dy increases with
the total multiplicity of charged hadrons produced in a
collision [53], all initial density profiles are ordered into
centrality classes based on their values for dS/dy. A sub-
set of 100 initial conditions are randomly selected from
each centrality class for further processing with super-
SONIC. Examples for typical transverse energy density
profiles for central p+p, p+Pb and Pb+Pb collisions are
shown in Fig. 1.
superSONIC
The superSONIC model converts initial energy den-
sity profiles into spectra of identified particles that can
directly be compared to experimental data (see Ref. [36]
for a more detailed description of the model). In
brief, for each initial energy-density profile ✏(x?), a pre-
equilibrium flow profile at proper time ⌧ =
p
t2   z2
is generated using ~v(⌧,x) =   ⌧3.0 ~r ln ✏(x?) [54], con-
sistent with gauge/gravity simulations of strongly cou-
pled matter [41], while the value of the shear and bulk
stress tensors will be set to zero. Using these initial con-
ditions, 2+1 dimensional hydrodynamic simulations at
mid-rapidity are then started at time ⌧ = ⌧0 = 0.25
fm using a lattice QCD equation of state [10] and shear
and bulk viscosity values of ⌘s = 0.08 and
⇣
s = 0.01, re-
spectively. Bulk viscous e↵ects on particle spectra are at
present poorly understood [55] so only e↵ects of bulk vis-
cosity on the hydrodynamic evolution is included, and for
simplicity bulk and shear relaxation times are identical,
⌧⇧ = ⌧⇡ [56]. The corresponding shear viscous relaxation
time is varied between ⌧⇡ = 4
⌘
sT and ⌧⇡ = 6
⌘
sT in order to
quantify the sensitivity of results to non-hydrodynamic
modes [28], where T denotes the local e↵ective tempera-
ture of the system. Large variations of observables with
⌧⇡ are indicative of a breakdown of hydrodynamics, while
small variations suggest that hydrodynamics still applies
as an e↵ective bulk description. Simulations were per-
formed on lattices with 100 ⇥ 100 grid points, with lat-
tice spacings adapted to the individual size of the col-
lision system (cf. Fig. 1). In addition, test simulations
with 200⇥ 200 gridpoints were used to ensure that finite
volume and finite resolution artifacts are under control.
Once the local temperature reaches T = 0.17 GeV in a
given fluid cell, hydrodynamic variables and location of
the cell are stored for further processing using the low-
temperature hadronic cascade evolution with B3D [43].
B3D simulates the s-wave scatterings with a constant
cross section of 10 mb and interactions through hadron
resonances in the particle data book with masses up to
2.2 GeV. After resonances have stopped interacting, the
final charged particle multiplicity as well as hadron spec-
tra are obtained, and can be directly compared to exper-
Figure 1.22: Snapshots of typical energy density profiles in (left) Pb+Pb, (middle) p+Pb, a d (right+far
right) pp collisions. Figure from Ref. [114].
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may induce additional radi tion which takes away a fraction of energy from the
primary parton; this is called radiative energy loss. Fig. 6 shows he typical dia-
grams for the calculation of jet energy loss originating from collisional (left panel)
and radiative (right panel) processes.
Fig. 6. (Color online) Typical diagrams for collisional (l ft) and radiative (right) energy losses of
an energetic parton propagati g through a hot and dense nuclear medium.
3.1. R diative energy lo s
Radiative energy loss has bee regarded as the most important component in study-
ing parton energy loss in nuclear medium and jet quenchi g in relativistic heav -ion
collisions. Even in absence of a medium, high-pT partons produc d from the initi l
hard collisions between the incoming partons will undergo vacuum splitting pro-
cesses and reduce their virtuality (o↵shellness). The presence of the hot and dense
medium will modify the gluon radiation or parton splitting processes as compared
to the vacuum case due to the rescatte ings of the propagating parton shower with
the medium constituents.
One important e↵ect in the study of medium-induced gluon emission or par-
ton splitting processes is the so-called Landau-Pomeranchuk-Migidal (LPM) ef-
fect.35,36 For small angle or collinear radiation, the primary parton and the radiated
gluon propagate along similar paths, and a finite time period (the formation time
⌧f ⇠ 2!/k2?, with ! and k? the energy and t ansvers mom ntum of the radiation),
is required for the radiation process to complete. If th formation time ⌧f of the
radiation is larger than the mean free path   of the propagating parton, the multi-
ple scatterings experienced by the propagating parton can no longer be treated as
independent. Such quantum interference between successive scatterings caused by
the LPM e↵ect will lead to the suppression of the radiation spectrum as compared
to the Bethe-Heitler spectrum which assumes incoherent multiple scatterings. For
the case of QCD, since the emitted gluons also carry color charge, their rescatter-
ings with soft gluons in the medium will produce more dominant contribution to
the modification of the radiation spectrum.
Figure 1.23: The typical diagrams for (left) collisional and (right) radiative energy l sses for a parton in a
hard scattering as it propagates through the QGP. Figure from Ref. [98].
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ety of radiative energy loss frameworks that have been developed include: Baier-Dokshitzer-Mueller-
Peigne-Schiff-Zakharov (BDMPS-Z) [118], Gyulassy, Levai and Vitev (GLV) [119], Amesto-Salgado-
Wiedemann (ASW) [120], Arnold-Moore-Yaffe (AMY) [121] and higher twist (HT) [122].





⊗ dσab→jd(µf , µF , µR)
⊗ Pj→j′
⊗Dh→j′(zj , µf )
where the additional Pj→j′ describes the interaction of the hard parton with the colored medium. This is
typically taken as part of the fragmentation modification as:





Jet algorithms map the momenta of final state particles into the momenta of jets, and form a core com-
ponent of any jet measurement. They can be broadly categorized as sequential recombination and cone
algorithms [123].
Cone algorithms cluster particles in the η−φ space3 assuming that the particles of a jet will be located in
a conical region of the detector. Some examples of cone algorithms are: iterative cone - progressive removal
(IC-PR) [124], iterative cone - split merge (IC-SM) [125], and SISCone [126].
Sequential recombination algorithms on the other hand work by grouping particles in momentum space,
with the result that they have fluctuating areas in η − φ space. Some examples of these algorithms are: kt
[127], anti-kt [128], and Cambridge/Aachen (C/A) [129].
Recombination algorithms have an advantage over the cone algorithms in that they are infrared and
collinear safe (IRC). This is related to instabilities in the cones that are found due to soft radiation. In a
3The pseudorapidity η = − ln[tan(θ/2)] is related to the rapidity and is a spatial coordinate that describes the angle θ of a
particle with respect to the beam axis. φ is the azimuthal angle around the beam axis. The coordinate system of detectors is
typically based on the η − φ plane.
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collinear safe jet algorithm, the presence of a virtual loop or a collinear splitting of a central particle would
not change the number of jets being reconstructed. On the other hand, while a collinear unsafe jet algorithm
would not change its output with the presence of a virtual loop, a splitting in the central particle would
lead to the left and right most particles forming individual seeds, implying two reconstructed jets [130].
Figure 1.24 describes the collinear safety problem.
jet 2
jet 1jet 1jet 1 jet 1
αs x (+ )∞
nαs x (− )∞
n αs x (+ )∞
nαs x (− )∞
n
Infinities cancel Infinities do not cancel
a) b) d)c)
Collinear safe jet alg. Collinear unsafe jet alg
Figure 1: Illustration of collinear safety (left) and collinear unsafety in an IC-PR type algorithm
(right) together with its implication for perturbative calculations (taken from the appendix of
[33]). Partons are vertical lines, their height is proportional to their transverse momentum, and









Figure 2: Configurations illustrating IR unsafety of IC-SM algorithms in events with a W and
two hard partons. The addition of a soft gluon converts the event from having two jets to just
one jet. In contrast to fig. 1, here the explicit angular structure is shown (rather than pt as a
function of rapidity).
to find a new stable cone. Once passed through the split–merge step this can lead to the
modification of the final jets, thus making the algorithm infrared unsafe. This is illustrated
in fig. 2: in an event (a) with just two hard partons (and a W , which balances momentum),
both partons act as seeds, there are two stable cones and two jets. The same occurs in the
(negative) infinite loop diagram (b). However, in diagram (c) where an extra soft gluon
has been emitted, the gluon provides a new seed and causes a new stable cone to be found
containing both hard partons (as long as they have similar momenta and are separated
by less than 2R). This stable cone overlaps with the two original ones and the result of
the split–merge procedure is that only one jet is found. So the number of jets depends
on the presence or absence of a soft gluon and after integration over the virtual/real soft-
gluon momentum the two-jet and one-jet cross sections each get non-cancelling infinite
contributions. This is a serious problem, just like collinear unsafety. A good discussion of
it was given in [39].
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Figure 1.24: An illustration of collinear unsafe behavior. The particle pT is proportional to the height and
the horizontal axis indicates rapidity. Figure from Ref. [130].
A schematic describing the infrared safety problem is shown in Figure 1.25. Here an infrared safe
algorithm would use the three particles as seeds iteratively find two stable cones. An unsafe algorithm















Figure 1: Configuration illustrating one of the IR unsafety problems of the midpoint jet
algorithm (R = 1); (a) the stable cones (ellipses) found in the midpoint algorithm; (b)
with the addition of an arbitrarily soft seed particle (red wavy line) an extra stable cone
is found.
these two stable cones, at y ≃ 1.247R, one iterates back to the stable cone at y ≃ 0.194R,
therefore the stable cone at y = 1.53R is never found. The result is that particles 1 and 2
are in one jet, and particle 3 in another, fig.1a.
If additionally a soft particle (4) is present to act as a seed near y = 1.53R, fig.1b, then
the stable cone there is found fr m the i erative procedure. In this case we have three
overlapping stable cones, with hard-particle content 1 + 2, 2 + 3 and 3. What happens
next depends on the precise splitting and merging procedure that is adopted. Using that
of [6] then for f < 0.55 the jets are merged into a single large jet 1 + 2 + 3, otherwise they
are split into 1 and 2 + 3. Either way the jets are different from those obtained without
the extra soft seed particle, meaning that the procedure is infrared unsafe. In contrast, a
seedless approach would have found the three stable cones independently of the presence
of the soft particle and so would have given identical sets of jets.
The infrared divergence arises for configurations with 3 hard particles in a common
neighbourhood plus one soft one (and a further hard electroweak boson or QCD parton
to balance momentum). Quantities where it will be seen include the NLO contribution
to the heavy-jet mass in W/Z+2-jet (or 3-jet) events, the NNLO contribution to the
W/Z+2-jet cross section or the 3-jet cross section, or alternatively at NNNLO in the
inclusive jet cross section. The problem might therefore initially seem remote, since the
theoretical state of the art is far from calculations of any of these quantities. However
one should recall that infrared safety at all orders is a prerequisite if the perturbation
series is to make sense at all. If one takes the specific example of the Z+2-jet cross
section (measured in [10]) then the NNLO divergent piece would be regulated physically
by confinement at the non-perturbative scale ΛQCD, and would give a contribution of order
αEWα
4
s ln pt/ΛQCD. Since αs(pt) ln pt/ΛQCD ∼ 1, this divergent NNLO contribution will be
of the same order as the NLO piece αEWα
3
s. Therefore the NLO calculation has little formal
meaning for the midpoint algorithm, since contributions involving yet higher powers of αs
7
Figure 1.25: An illustration of nfrared unsafe b havior. The par icle pT is proportional to th height and
the horizontal axis indicates rapidi y. Figure from Ref. [126].
Sequential recombination algorithms are more popular because they are IRC safe and are discussed in
further detail below. The g neral procedure for sequential r combination algorithms is as follows:
• Calculate all distances dij between entities i and j, and distance diB between entity i and beam B
• Find the minimum of dij and diB :
◦ If dij is the minimum, combine i and j by summi their four-vectors, remove them from the list
of particles and return to begin i g.
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◦ If the smallest distance is diB , then take i as the jet and remove it from the list of particles and
return to beginning.
• Continue the procedure till the list of items is empty.
















ij is the distance between
particles i and j in η − φ space. R the distance parameter and reflects the size of the jet being considered.
Different recombination algorithms use different values of p. The kt algorithm has p = 2. This results
in clustering soft particles first, with the final jet having a fluctuating area. This algorithm is susceptible to
processes that contribute particles that do not belong to a jet. The C/A algorithm uses p = 0. This results
in the distances between particles being completely independent of momentum. The anti-kt algorithm uses
p = −1. Hence, the algorithm clusters hard particles first, making it the least susceptible to background.
The behavior of the different clustering algorithms is shown in Figure 1.26. The anti-kt algorithm is the
default used in all LHC collaborations.
Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.
the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.
The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.
2.2 Area-related properties
The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.
Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR
2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,
4
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Figure 1.26: Different clustering algorithms applied to the sample parton-level event. Figures from Ref. [128].
20
Chapter 2
MEASUREMENTS IN HEAVY ION
COLLISIONS
This chapter shall discuss some important experimental jet measurements that contextualize and motivate
the study of the main analysis in this thesis. These include the study of the hadron yields, dijet balance, jet
yields, jet fragmentation, and jet profiles.
2.1 Hadron Suppresion
This discussion is based on Ref. [131]. Done at RHIC by the PHENIX collaboration, this was one of the
first experimental measurements of jet quenching that showed the presence of the QGP. This measurement
analyzed high pT charged hadrons and neutral π





= 130 GeV. Since jets form early in the collision and experience the evolution of the QGP,
they are expected to lose energy due to collisional and radiative losses as discussed in Section 1.3. The
modifications between the pp and Au+Au system was quantified by constructing the nuclear modification






where Nevt is the number of Au+Au events, 〈Nbinary〉 is the average number of binary collisions per event,
σ is the scattering cross section, and pT and η are the kinematics of the charged particle.
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FIG. 2. The ratio RAA for charged hadrons and neutral pions
(weighted average of PbSc and PbGl results) in central Au 1
Au collisions. The error bars indicate the statistical errors on the
measurement. The surrounding bands [shaded for p0’s, brackets
for !h1 1 h2"#2] are the quadrature sums of (i) the systematic
errors on the measurement, (ii) the uncertainty in the N 1 N
reference, and (iii) the uncertainty in $Nbinary%. Also shown
are the ratio of inclusive cross sections in a 1 a compared
to p 1 p at
p
sNN ! 31 GeV [18], and spectra from central
Pb 1 Pb, Pb 1 Au compared to p 1 p collisions at
p
sNN !
17 GeV [17] shown as a band indicating the range of uncertainty.
We can also examine the spectra from central colli-
sions for modifications at high pT by comparing them to
the spectra from peripheral collisions after dividing each
by the corresponding values of $Nbinary%. The central-to-
peripheral ratio is a useful complement to RAA, since it
should be unity in the limit of point-like scaling. Many
of the experimental uncertainties are reduced in this ratio
(see Table I). Additionally, the uncertainty induced by the
p 1 p interpolation is eliminated, albeit at the expense of
incurring that in $Nbinary%for the peripheral class. We note
that there may be effects from the centrality dependence
of nuclear shadowing and/or the Cronin effect that would
also be present in this comparison.
The central-to-peripheral ratios are plotted in Fig. 3.
Like RAA this ratio is below unity at all observed pT for
both charged hadrons and neutral pions, indicating a sup-
pression of the yield per N 1 N collision in central col-
lisions relative to peripheral. The difference between the
two ratios implies that the p#h ratio is smaller in central
collisions than in peripheral.
We have presented spectra for charged hadrons and neu-
tral pions measured at 90± from central and peripheral
Au 1 Au collisions in the PHENIX experiment at RHIC.
Above pT & 2 GeV#c, the spectra from peripheral col-
lisions appear to be consistent (albeit within a substantial
systematic error) with a simple, incoherent sum of underly-
ing N 1 N collisions. The spectra from central collisions,
FIG. 3. Ratio of yield per event in central vs peripheral Au 1
Au collisions, with each divided by $Nbinary% for that class. For
p0 the weighted average of PbSc and PbGl results is shown.
The error bars indicate the statistical errors on the spectra. The
surrounding bands [shaded for p0’s, brackets for !h1 1 h2"#2]
are the quadrature sums of (i) the parts of the systematic errors
on the spectra that do not cancel in the ratio, and (ii) the uncer-
tainty in $Nbinary% (see Table I).
in contrast, are systematically below the scaled N 1 N ex-
pectation, when compared both to data from p 1 p colli-
sions and to spectra from Au 1 Au peripheral collisions.
The suppression in central collisions is in qualitative agree-
ment with the predictions of energy loss by scattered par-
tons traversing a dense medium. However, other nuclear
medium effects should be understood before a quantita-
tive conclusion can be drawn. Measurements in p 1 A at
RHIC can help in this direction.
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(a) The RAA for charged hadrons and neutral pions in
Au+Au collisions at
√
sNN = 130 GeV. Also shown is the
RAA for inclusive cross sections in α + α compared to pp
at
√
sNN = 31 GeV [139] and spectra from Pb+Pband
Pb + AU co pared to pp at
√
sNN = 17 GeV [140]. Figure
from Ref. [131].
Figure 4 compares the measured nuclear modification
factor for central Auþ Au collisions to theoretical
calculations that predict modifications of the direct photon
yield d e to in tial state (IS) and final state (FS) effects
[2–5]. IS effects include the is spin ffect due to the differ-
ent photon cross sections in pþ p, nþ n, and pþ
collisions (‘‘Isospin effect’’ in Fig. 4), and modifications
of nuclear-structure functions due to shadowing and anti-
shadowing in parton distribution functions (‘‘EPS09
PDF’’) [5]. The EPS09 calculation also includes the isospin
effect.
On the one hand, FS modifications due to QGP lead
to a lower photon yield, since energy loss of a parton also
means suppression of the corresponding fragmentation
photon yield. On the other hand, QGP effects can increase
the photon yield due to radiation resulting from jet-medium
interactions (‘‘promptþ QGP’’) [2,4]. This FS calculation
also takes into account the aforementioned IS effects. Yet
another calculation [3] includes IS effects, as well as FS-
energy loss and medium-induced-photon bremsstrahlung
and the LPM effect (‘‘coherentþ conversionþ !E’’).
The data are consistent with the hypothesis that the isospin
and modifications in the nuclear PDFs affect production of
the hard-scattered photons, which later traverse the matter
unaffected. Balancing effects from the QGP such as frag-
mentation photon suppression and enhancement due to jet-
medium interactions are not excluded by the data. The
approach in [3] is in disagreement with the data. This
confirms that the majority (if not all) direct photons at
high pT come directly from hard-scattering processes and
suggests that possible effects from the QGP all but cancel.
In summary, PHENIX has measured direct photon
spectra in Auþ Au collisions at ffiffiffiffiffiffiffiffisNN
p ¼ 200 GeV at
midrapidity in the transverse momentum range of 4<
pT < 20 GeV=c. For the first time in such collisions, the
direct photon nuclear modification factor RAA has been
calculated as a function of pT using a measured pþ p
reference. The RAA is consistent with unity for all central-
ity selections over the entire measured pT range.
Theoretical models for direct photon production in
Auþ Au collisions are compared to the data. Some of
the models are found to be in quantitative agreement
with the measurement. However, the data disfavor the
model described in [3]. Collectively, the effects of the
QGP on the high-pT direct photon yield are apparently
small.
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FIG. 3. Direct photon nuclear modification factor RAA for
three different centrality selections. The error bars show point-
to-point uncertainties, the boxes around the points depict pT
correlated uncertainties. The boxes on the left show the uncer-
tainty of the total inelastic pþ p cross section, the boxes on the
right show the uncertainty in Ncoll. Note that all errors from the





























FIG. 4 (color online). Direct photon nuclear modification fac-
tor RAA for 0%–5% most central events, compared with theo-
retical calculation [2–5] for diff ent scenarios. The boxes
depict the same uncertainties as in Fig. 3. Note that the EPS09
PDF curve is calculated for minimum bias collisions.




(b) The RAA for photons as a function of pT for three
centrality selections in Au+Au collisions at
√
sNN = 200
GeV. Figure from Ref. [141].
Figure 2. : RAA evaluated for (le t) charged hadrons and pions and (right) photons.
The RAA for charged hadrons and neutral pions is shown in Figure 2.1a. A significant depletion is seen,
with the RAA rising for pT < 2 GeV and remaining fairl constant thereafter. Ele troweak probes lik
photons and Z bosons do not lose energy is the QGP since they do not interact strongly, and their RAA is
exp cted to be closer to unity. This can be seen in Figure 2.1b Some other RAA measurements from RHIC
and the LHC include [132–138].
2.2 Dijet Balance: xJ









where pT2 and pT1 are the transverse momenta of the two highest-pT jets in the event respectively. The
minimum pT2 considered is 25 GeV and the pair of jets are separated by |∆φ| > 7π/8. The dijet yields
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normalized by the number of jets and determined as 1/NjetsdN/dxJ are presented as a function of xJ for
different centrality intervals, as well as different ranges for pT1.
Figure 2.2 shows the xJ distribution for dijet pairs in pp and Pb+Pb collisions in two different centrality
bins and two pT1 ranges. It can be seen that the dijet yields in pp are peaked at unity and become narrower
for larger pT1 ranges. This reflects the fact that the effects of jet quenching are minimal and the higher-pT
jets are better balanced. The dijet yields in peripheral Pb+Pb collisions are similar to the distributions from
the pp data, showing that the effects of quenching are smaller. On the other hand, dijet yields in central
Pb+Pb collisions are significantly broadened, reflecting the maximal of jet quenching. This is consistent
with the picture of the individual jets in the dijet pair traversing different lengths in the QGP and hence
losing different amounts of energy. In fact, the distribution for Pb+Pb data is peaked at xJ = 0.5, implying
that the jets are highly unbalanced. It is further seen that higher pT jets have a narrower xJ distribution.
This suggests that the fractional energy loss decreases with increasing jet pT. Similar jet asymmetry has
been observed at both RHIC and the LHC [143–146].
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Figure 2.2: The 1/NjetsdN/dxJ distributions for R = 0.4 jets as a function of xJ for pp (blue) and Pb+Pb
(red) collisions. The different panels are for (top) central and (bottom) peripheral collisions in (left) 100 <
pT1 < 126 GeV and (right) pT1 > 200 GeV. The pp data is the same in all panels. The statistical uncertainties
are indicated by the bars while the boxes indicate the systematic uncertainties. Figures from Ref. [142].
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2.3 Modification of jet yields: RAA





= 2.76 TeV Pb+Pb and pp collisions [147].
While measurements that compare jets in a dijet system to each other as discussed in Section 2.2 can
provide valuable information about how jets lose energy, they have the following limitation: If both jets lose
equal amounts of energy, the dijet yield will still be peaked at unity and no new information will be obtained.
Thus, it is useful to compare the jet yields directly between the pp and Pb+Pb systems and construct the














where TAA is the nuclear thickness function and accounts for the geometric enhancement between pp and
Pb+Pb as discussed in Section 1.2 and [84].
This measurement includes considers jets from both charged particles and neutral π0s. The jet spectrum
in Pb+Pb events, as well as the jet RAA for central Pb+Pb is shown in Figure 2.3. It can be seen that
the most central collisions show a clear suppression with an RAA ≈ 0.25 at jet pT 30 GeV. The RAA value
slowly evolves with jet pT and rises to 0.5 at jet pT = 100 GeV. This modification becomes smaller for more
peripheral collisions.
These observations are consistent with results from ATLAS and CMS [116, 148–150]. The ATLAS results
at
√
sNN = 5.02 TeV are shown in Figure 2.4a. The higher collision energy allows access to higher pT jets.
The smooth centrality dependence can be more clearly seen in Figure 2.4b, where RAA is shown as a function
of 〈Npart〉 for jets the 100–126 GeV and 200–251 GeV ranges. The magnitude of the suppression is also seen
to significantly depend on jet pT for 〈Npart〉 ≥ 50.
2.4 Jet Fragmentation




= 5.02 TeV [151]. While measurements of RAA[148, 149, 152] and asymmetry [142, 143, 146] describe
how much energy is lost by the jet, fragmentation measurements describe the momentum distribution of
particles associated to the jet. These can be described as:
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Figure 2. On the left is the fully reconstructed jet spectrum from 0-10% central events in
Pb-Pb collisions measured by ALICE at
p
SNN = 2.76 TeV. The jets were constrained to the
ALICE EMCal and biased so that their leading track had pT> 5 GeV/c. The band around the
data points represents the systematic uncertainty. The RAA for R = 0.2 biased jets in 0-10%
central events is on the right. The statistical and systematic uncertainties from the pp and
Pb-Pb analyses are added in quadrature. The combined systematics are shown as dotted boxes.
instance at a larger R or at a lower momentum. These results agree well the the previous
charged only results [17], though the energy scale is not the same in both cases so a direct
comparison is not possible.
6. Conclusions
In this proceedings we have reported on a corrected fully reconstructed jet spectrum from the
2011 Pb-Pb data from the 10% most central evens in ALICE. The spectra combined with
the di↵erential cross section measured in pp collisions allowed us to determine the nuclear
modification factor. We have seen that R = 0.2 jets are suppressed in these most central events
and that this suppression has a pT dependence. This result is still consistent with conservation of
energy laws as the lost energy may be recoverable at larger angles or lower momentum than what
are measuring in this analysis. Additional measurements, such as determining the dependence
of the nuclear modification factor with centrality, event plane and R, will be necessary to fully
quantify the measured jet quenching. These measurement can then be compared to available
energy loss models. These results are consistent with the CMS R = 0.2 results from the 5% most
central events [18], though there are variations between the analyses such as the background
determination. Jet analyses in heavy-ion collisions are experimentally di cult, in particular
the background subtraction and correction of fluctuations can be performed in di↵erent ways.
Therefore it is important for all of the LHC heavy-ion experiments to converge upon a single
consistent jet measurement.
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Figure 2.3: (Left) The inclusive jet cross section as a function of jet pT in 0–10% central Pb+Pb collisions
at
√
sNN = 2.76 TeV. The band around the data points represents the systematic uncertainty. (Right) The
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Figure 4: Upper panel: The RAA values as a function of jet pT for jets with |y | < 2.8 for four centrality intervals
(0–10%, 20–30%, 40–50%, 60–70%). Bottom panel: The RAA values as a function of jet pT for jets with |y | < 2.8
for four other centrality intervals (10–20%, 30–40%, 50–60%, 70–80%). The error bars represent statistical
uncertainties, the shaded boxes around the data points represent bin-wise correlated systematic uncertainties. The
coloured and grey shaded boxes at RAA = 1 represent fractional hTAAi and pp luminosity uncertainties, respectively,
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Figure 6: The RAA values for jets with 100 < pT < 126 GeV and 200 < pT < 251 GeV for rapidity |y | < 2.8 evaluated
as a function of hNparti. For legibility, the hNparti values are shifted by  7 and +7 for 100 < pT < 126 GeV selection
and 200 < pT < 251 GeV selectio , respectively. The error bars represent statistical uncertainties. The heights of
the open boxes represent systematic uncertainties. The widths of the open boxes represent the uncertainties in the
determination of hNparti. The grey shaded box at unity represents the uncertainty of the pp integrated luminosity.
This representation was chosen because all systematic uncertainties largely cancel out in the ratio. The
distributions are reported in intervals of increasing values of pT in the four panels. The ratio is constant
in rapidity at lower pT. As the pT increases, the value of RAA starts to decrease with rapidity and the
decrease is most significant in the highest pT i terval of 16–562 GeV. In this pT interval, the value of
the RAA ratio is 0.83 ± 0.07 and 0.68 ± 0.13 in the rapidity regions of |y | = 1.2–2.8 and |y | = 1.6–2.8,
respectively. This decrease was predicted in Ref. [49] as a conseque ce of a steepening of jet pT spectra
in the forward rapidity region.
A comparison of the RAA values with theoretical predictions is provided in Figure 8. The RAA values
obtained as a function of jet pT are compared with five predictions for jets with |y | < 2.1 where theory
calculations are available: the Linear Boltzmann Transport model (LBT) [50], three calculations using
the So t Collinear E ective Theory approach (SCETG) [51–54], and the E ective Quenching model
(EQ) [49]. The LBT model combines a kinetic description of parton propagation with a hydrodynamic
description of the underlying medium evolution while keeping track of thermal recoil partons from each
scattering and their further propagation in the medium [50]. The SCETG approach uses semi-inclusive jet
functions [55] evaluated with in-medium parton splittings computed using soft collinear e ective theory.
It provides three predictions with two di erent settings of the strong coupling constant associated with
the jet–medium interaction (g = 2.2 and g = 1.8) and the calculation at NLO accuracy. The EQ model
incorporates energy loss e ects through two downward shifts in the pT spectrum based on a semi-empirical
parameterisation of jet quenching e ects. One shift is applied to quark-initiated jets and a larger shift to
gluon-initiated jets. The EQ model requires experimental data in order to extract the parameters of the
energy loss. The same parameters of the jet energy loss as for psNN = 2.76 TeV data [49] are used here.
All the models are capable of reproducing the general trends seen in the data. For pT . 250 GeV, the data
agrees best with the SCETG model which uses g = 2.2. For pT & 250 GeV the LBT model describes the
data better. Disagreement between the data and the EQ model using the parameters of the jet energy loss
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Figure 2.4: The RAA distributions as a fu ction of (left) je pT for different cen rality bins and (right)














where z = pT cos(∆R/p
jet
T ) and gives the charged-particle longitudinal momentum fraction relative to the
jet. Modifications to the fragmentation functions in Pb+Pb collisions can be evaluated by constructing the
ratios RD(z) = D(z)Pb+Pb/D(z)pp and RD(pT) = D(pT)Pb+Pb/D(pT)pp. The D(pT) distribution is shown
in Figure 2.5.
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FIG. 6. Fragmentation functions, D(z) (left) and D(pT) (right), in pp collisions measured in five p
jet
T ranges from 126 to 398 GeV. The
vertical bars on the data points indicate statistical uncertainties, while the shaded bands indicate systematic uncertainties. In most cases, the
statistical uncertainties are smaller than the marker size.
shown in Fig. 3 for pp collisions and 0–10% central Pb+Pb
collisions. The magnitude of the unfolding effect varies as a
function of pjetT , p
ch
T , and centrality. The effect of the unfolding
is similar in pp and Pb+Pb collisions at low z and pT, but
for higher-momentum particles within the jet, the effect of the
unfolding in pp and Pb+Pb collisions differs by up to 25%
between the two collision systems for 126 < pjetT < 158 GeV.
This difference is due to UE fluctuations, which lead to poorer
jet energy resolution in Pb+Pb collisions than in pp collisions.
With increasing pjetT , the effect of UE fluctuations decreases;
for 251 < pjetT < 316 GeV the effect of the unfolding is similar
in Pb+Pb and pp collisions at all value of z and pT. The effect
of the unfolding is larger at high z and pT due to the steepness
of the fragmentation function near z = 1. The shaded boxes
in Fig. 3 show the size of systematic uncertainties associated
with the unfolding which originate from the sensitivity of the
unfolding to the shape of input MC distributions, as described
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FIG. 7. Fragmentation functions, D(z) (left) and D(pT) (right), in Pb+Pb collisions measured in six different centrality classes for pjetT of
126 to 158 GeV. The vertical bars on the data points indicate statistical uncertainties, while the shaded bands indicate systematic uncertainties.
In most cases, the statistical uncertainties are smaller than the marker size.
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FIG. 6. Fragmentation functions, D(z) (left) and D(pT) (right), in pp collisions measured in five p
jet
T ranges from 126 to 398 GeV. The
vertical bars on the data points indicate statistical uncertainties, while the shaded bands indicate systematic uncertainties. In most cases, the
statistical uncertainties are smaller than the marker size.
shown in Fig. 3 for pp collisions and 0–10% central Pb+Pb
collisions. The magnitude of the unfolding effect varies as a
function of pjetT , p
ch
T , and centrality. The effect of the unfolding
is similar in pp and Pb+Pb collisions at low z and pT, but
for higher-momentum particles within the jet, the effect of the
unfolding in pp and Pb+Pb collisions differs by up to 25%
between the two collision systems for 126 < pjetT < 158 GeV.
This difference is due to UE fluctuations, which lead to poorer
jet energy resolution in Pb+Pb collisions than in pp collisions.
With increasing pjetT , the effect of UE fluctuations decreases;
for 251 < pjetT < 316 GeV the effect of the unfolding is similar
in Pb+Pb and pp collisions at all value of z and pT. The effect
of the unfolding is larger at high z and pT due to the steepness
of the fragmentation function near z = 1. The shaded boxes
in Fig. 3 show the size of systematic uncertainties associated
with the unfolding which originate from the sensitivity of the
unfolding to the shape of input MC distributions, as described
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FIG. 7. Fragmentation functions, D(z) (left) and D(pT) (right), in Pb+Pb collisions measured in six different centrality classes for pjetT of
126 to 158 GeV. The vertical bars on the data points indicate statistical uncertainties, while the shaded bands indicate systematic uncertainties.
In most cases, the statistical uncertainties are smaller than the marker size.
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Figure 2.5: (Left) The D(pT) distributions in pp as a function of charged-particle pT for different p
jet
T
selections and fo je r pidity |y| < 2.1. (Right) The D(pT) distributions in Pb+Pb as a function of charged-
particle pT for different centrality selections and for jet rapidity |y| < 2.1. The error bars represent statistical
uncertainties while the shaded boxes represent y tematic uncer ainties. Figures from Ref. [151].
The modifications to the D(z) and D(pT) distributions in central (top) and peripheral (bottom) collisions
are shown in Figure 2.6. The shape of these modifications is very similar for both D(z) and D(pT). There
is an enhancement of particles with low z and pT, followed by a suppression at intermediate z and pT, and
finally an enhancement at high z and pT. These modifications become smaller for more peripheral collisions.
The low momentum excess can be further investigated by calculating the extra number of particles Nch in
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Figure 12: Ratios of D(z) distributions in six centrality intervals of Pb+Pb collisions to pp collisions evaluated for
five pjetT ranges for jets with |yjet | < 2.1. The vertical bars on the data points indicate statistical uncertainties, while
the shaded bands indicate systematic uncertainties. Centrality decreases from top to bottom panels and pjetT increases






































































































































 < 251 GeVjet
T
p200 < 





























































 < 316 GeVjet
T
p251 < 

















































































































Figure 12: Ratios of D(z) distributions in six centrality intervals of Pb+Pb collisions to pp collisions evaluated for
five pjetT ranges for jets with |yjet | < 2.1. The vertical bars on the data points indicate statistical uncertainties, while
the shaded bands indicate systematic uncertainties. Centrality decreases from top to bottom panels and pjetT increases
from left to right panels.
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Figure 13: Ratios of D(pT) di tributions in six centrality intervals of Pb+Pb collisions to pp collisions evaluated
for five pjetT ranges for jets with |yjet | < 2.1. The vertical b rs on the data points indicate statistical uncertainties,
while the shad d bands indicate sy tematic uncertain ies. Centrality decreases from top to bottom panels and pjetT
increases from left to right panels.
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Figure 13: Ratios of D(pT) di tributions in six centrality intervals of Pb+Pb collisions to pp collisions evaluated
for five pjetT ranges for jets with |yjet | < 2.1. The vertical b rs on the data points indicate statistical uncertainties,
while the shad d bands indicate sy tematic uncertain ies. Centrality decreases from top to bottom panels and pjetT
increases from left to right panels.
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Figure 2.6: The modifications to the (left) D(z) and (right) D(pT) distributions in (top) 0–10% central
and (bottom) peripheral Pb+Pb compared to pp as a function of charged-particle z nd pT respectiv ly.
The error bars represent statistical uncertainties while the shaded boxes represent systematic uncertainties.
Figures taken from Ref. [151].
where pTmin = 1 GeV and pTmax = 4.2 GeV.
The Nch distributions can be seen in Figure 2.7. It can be clearly seen that the size of the enhancement
in pp compared to pp at low pT increases as a function of p
jet
T , growing from about 1.5 to 2.5 extra particles
in the most central Pb+Pb collisions. This excess is even seen in the peripheral Pb+Pb collisions, though
it is a lot smaller and ranges from 0.2 to 0.5 extra particles.
The modifications to the D(z) distributions have also been compared to a variety of models, including
the Effective Quenching model [153], the Soft Collinear Effective Theory [154, 155], and the Hybrid Model
[156]. These comparisons are shown in Figure 2.8, and are discussed in detail in Chapter 3.
2.5 Jet Profile





= 5.02 TeV [157]. This can be considered to be an extension to a fragmentation function
measurement in that it provides information about the momentum distribution of charged particles not only
within the jet boundary, but also outside. The jet profile is defined as the distribution of particle yields in
an annulus of width ∆r and is given as:
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FIG. 22. RD(z) for three p
jet
T ranges: 126–158 GeV (circles), 200–
251 GeV (diamonds), and 316–398 GeV (crosses) compared with






where “cent” represents one of the six centrality intervals,
and the values of pT,min and pT,max are boundaries of the
low pT enhancement region, chosen to be 1.0 and 4.2 GeV,
respectively. In addition, the pT-weighted difference between







The P chT |cent represents the total transverse momentum carried
by particles in the low pT enhancement region. The dependence
of N ch|cent and P chT |cent on p
jet
T and centrality is presented
in Fig. 23. Overall, both quantities are found to increase
as a function of pjetT and collision centrality. In the most
central collisions, N ch increases from approximately 1.5 to 2.0
particles over the pjetT range of this measurement. The amount
of transverse momentum carried by these particles increases
from approximately 2.5 to 4 GeV over the same pjetT range. In
peripheral collisions, the number of particles contributing to
the enhancement is much smaller, approximately 0.2 particles
carrying less than 0.5 GeV of transverse momentum in the
lowest pjetT range. These results are in qualitative agreement
with measurements of the same quantities in
√
sNN = 2.76
TeV Pb+Pb collisions [16]; however, the pjetT ranges are not
the same as used in this analysis and the pjetT dependence is not
reported in that measurement.
In order to quantify the rapidity dependence, the ratio of
RD(z) in the rapidity intervals 0.3–0.8, 0.8–1.2, and 1.2–2.1 to
the RD(z) in |y jet| < 0.3 is shown in Fig. 24 for pjetT intervals
of 126–158, 158–200, and 200–251 GeV and for 0–10%,
10–20%, and 20–30% central collisions. A similar quantity
was reported in Ref. [16] for 100–398 GeV jets at 2.76 TeV.
In that measurement, a small rapidity dependence for RD(z) is
observed at high z for jets with |y jet| < 0.8; however, no strong
conclusion could be drawn due to the size of the uncertainties.
The pjetT intervals used in the measurement presented here are
selected to be similar to those used in the measurement of frag-
mentation functions at 2.76 TeV. Furthermore, jets populating
the 200–251 GeV pjetT interval in collisions at 5.02 TeV have
similar fractions of quark- and gluon-initiated jets as jets hav-
ing pT between 126 and 158 GeV in 2.76 TeV collisions. The
ratios ofRD(z) evaluated in various rapidity intervals to the most
central rapidity RD(z) in different p
jet
T intervals suggest with a
FIG. 23. Difference between Pb + Pb collisions and pp collisions in the total yield of charged particles N ch|cent (left), and difference in the
total transverse momentum carried by charged particles P chT |cent (right) for particles with pT from 1 < pT < 4.2 GeV evaluated as a function
of pjetT for six centrality intervals. The vertical bars on the data points indicate statistical uncertainties while the boxes indicate systematic
uncertainties.
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Figure 2.7: The number of extra par icl s that carry 1 < pT < 4 GeV in Pb+Pb compared to pp. The
different colors represent different centr lity selections. The rror bars epresent statistical uncertainties
while the shaded boxes repr sent s stematic unc rtainties. Figure from Ref. [151].
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FIG. 20. RD(z) for jets with 126 < p
jet
T < 158 GeV compared with
calculations from Ref. [51] (hybrid model) for Rres = 0 (dot-dashed
curve), Rres = 3 (dashed curve), and to calculations from Ref. [21]
(EQ model).
analysis at 5.02 TeV. The two measurements at the two collision
energies quantitatively agree over the entire z and charged-
particle pT range of the measurement; no significant collision
energy dependence is observed [the lowest point in the D(pT)
ratios differs by less than two standard deviations when the
statistical and systematic uncertainties are combined].
In order to determine how the fragmentation functions
depend on pjetT , the fragmentation functions from three p
jet
T
intervals are compared in Fig. 19. The D(pT) and D(z)
distributions are closely related to each other, differing, pri-
marily, in the normalization by pjetT in the definition of z [see
Eq. (1)]. Therefore, a comparison of the modifications of the
fragmentation functions as a function of pjetT can show whether
the size of modifications scales with charged-particle z or with
pT. The former would be expected for fragmentation effects,
and the latter might indicate some scale in the QGP. The
large pjetT range available in this measurement allows these
two scenarios to be distinguished. Figure 19 shows that the
excess of soft particles observed in central Pb+Pb collisions
exhibits a much smaller pjetT dependence for the D(pT) ratios
than for the D(z) ratios; the transition from enhancement to
suppression for soft fragments occurs atpT around 4 GeV for all
p
jet
T values investigated in this analysis. The same comparison
can be made for the hard particles. In this case, Fig. 19 shows
that the enhancement of hard fragments with z ! 0.3 is nearly
independent of pjetT .
The fragmentation functions have been calculated within
a hybrid model of jet quenching, which uses perturbative
techniques for the high-Q2 processes in jet evolution and
strong coupling for the low momentum scales associated with
the QGP [50,51]. Within this model, there is a length scale
Lreswhich can be interpreted as the minimum distance required
to resolve a parton as separate from the others in the showering
process when it occurs in the QGP medium. The scale Lres
can be expressed in terms of the temperature of QGP, T ,
FIG. 21. RD(pT ) ratios for three p
jet
T ranges: 126–158 GeV (cir-
cles), 200–251 GeV (diamonds), and 316–398 GeV (crosses) com-
pared with calculations from the hybrid model [51] with Rres = 3.
as Lres = Rres/πT where Rres is a parameter of the model.
The fragmentation functions measured here are compared with
calculations from this model in Fig. 20 for two values of Rres.
The calculations with Rres = 3 are qualitatively consistent with
the measurement at high z and pT. At low z and pT, the results
of the calculations are below the data, in agreement with prior
observations in comparisons to related observables [52]. Also
shown in Fig. 20 is a calculation from Ref. [21] which is a
phenomenological model, the effective quenching (EQ) model,
incorporating energy-loss effects through two downward shifts
in the pjetT spectrum: one for quark-initiated jets and a larger
one for gluon-initiated jets. In this case, the jets fragment as
in vacuum, but RD(z) differs from unity due to an increase in
the fraction of quark jets in Pb+Pb collisions relative to pp
collisions at a fixed pjetT . Since quark jets are more likely to
produce high-z particles than gluon jets [53,54] this causes
RD(z) > 1 at high z in the model predictions. The EQ model
does not have a description of the soft processes from soft
gluon radiation or the response of the hot QCD matter to the
jet passing through it, so the comparison with data is only
appropriate at z > 0.1.
Figure 21 shows a comparison between measured RD(pT )
and the hybrid model calculation with Rres = 3 for three pjetT in-
tervals. The magnitude of the enhancement of high-pT particles
in the calculation agrees with the observations for pjetT in the
ranges 126–158 and 200–251 GeV. The RD(z) values are also
compared in Fig. 22 with a third model which uses calculations
based on soft collinear effective theory (SCET) [55,56]. This
model well describes RD(z) in the low and intermediate z
regions, but does not reproduce the enhancement in the high-z
region observed in the data.
In order to quantify the magnitude of the low-pT enhance-
ment in the D(pT) distributions in Pb+Pb collisions compared
to pp collisions, the difference between the two distributions
is evaluated for the pjetT and centrality intervals used in this
024908-18
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FIG. 22. RD(z) for three p
jet
T ranges: 126–158 GeV (circles), 200–
251 GeV (diamonds), and 316–398 GeV (crosses) compared with






where “cent” represents one of the six centrality intervals,
and the values of pT,min and pT,max are boundaries of the
low pT enhancement region, chosen to be 1.0 and 4.2 GeV,
respectively. In addition, the pT-weighted difference between







The P chT |cent represents the total transverse momentum carried
by particles in the low pT enhancement region. The dependence
of N ch|cent and P chT |cent on p
jet
T and centrality is presented
in Fig. 23. Overall, both quantities are found to increase
as a function of pjetT and collision centrality. In the most
central collisions, N ch increases from approximately 1.5 to 2.0
particles over the pjetT range of this measurement. The amount
of transverse momentum carried by these particles increases
from approximately 2.5 to 4 GeV over the same pjetT range. In
peripheral collisions, the number of particles contributing to
the enhancement is much smaller, approximately 0.2 particles
carrying less than 0.5 GeV of transverse momentum in the
lowest pjetT range. These results are in qualitative agreement
with measurements of the same quantities in
√
sNN = 2.76
TeV Pb+Pb collisions [16]; however, the pjetT ranges are not
the same as used in this analysis and the pjetT dependence is not
reported in that measurement.
In order to quantify the rapidity dependence, the ratio of
RD(z) in the rapidity intervals 0.3–0.8, 0.8–1.2, and 1.2–2.1 to
the RD(z) in |y jet| < 0.3 is shown in Fig. 24 for pjetT intervals
of 126–158, 158–200, and 200–251 GeV and for 0–10%,
10–20%, and 20–30% central collisions. A similar quantity
was reported in Ref. [16] for 100–398 GeV jets at 2.76 TeV.
In that measurement, a small rapidity dependence for RD(z) is
observ d at high z for jets with |y jet| < 0.8; however, no strong
co clusion could be drawn due to the size of the uncertainties.
The pjetT intervals used in the measurement presented here are
selected to be similar to those used in the measurement of frag-
mentation functions at 2.76 TeV. Furthermore, jets populating
the 200–251 GeV pjetT interval in collisions at 5.02 TeV have
similar fractions of quark- and gluon-initiated jets as jets hav-
ing pT between 126 and 158 GeV in 2.76 TeV collisions. The
ratios ofRD(z) evaluated in various rapidity intervals to the most
central rapidity RD(z) in different p
jet
T intervals suggest with a
FIG. 23. Difference between Pb + Pb collisions and pp collisions in the total yield of charged particles N ch|cent (left), and difference in the
total t a sverse mome tum carried by charged particles P chT |cent (right) for particles with pT from 1 < pT < 4.2 GeV evaluated as a function
of pjetT for six centrality intervals. The vertical bars on the data points indicate statistical uncertainties while the boxes indicate systematic
uncertainties.
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Figure 2.8: The RD(z) distributions compared to th EQ and Hybrid models (l ft) and SCET (right).
The error bars represent statistical uncertainties while the sh ded boxes represent s ste atic uncertainties.












where ∆ra and ∆rb are the edges of the annulus at ∆R, and δr = ∆rb −∆ra.
The jet profile for pp, Pb+Pb, and the modification to the jet shape variable are shown in Figure 2.9. It
can be seen from the bottom panels that there is an excess of low pT particles in Pb+Pb compared to pp
at intermediate and large distances from the jet axis. This enhancement is compensated by a depletion of
high pT particles (pT > 4 GeV) at all angles. In particular, the depletion in particle yields in 0–10% central
Pb+Pb is up to almost half the particle yields in pp for ∆r > 0.4. The modifications be described in terms
of jet quenching, coupled with effects from the wake the jet as it propagates through the QGP. This wake
can cause an enhancement in the low pT yield of particles that is most easily seen at large angles.
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Figure 5: The radial jet momentum distribution P(Dr) of jets in pp (top left) and PbPb (middle
row) collisions. The PbPb results are shown for different centrality regions. The bottom row
shows the ratio between PbPb and pp data for the indicated intervals of ptrkT . The shaded bands
show the total systematic uncertainties.
Figure 2.9: The jet profile in pp (top) and Pb+Pb (middle) as a function of distance from the jet axis. The
different panels in the middle give the jet shap distribution for different centrality intervals. The modifi-
cations to the jet shape are shown at the bottom, with each panel corresponding to a different centrality.
Figure from Ref. [157].
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Chapter 3
JET ENERGY LOSS MODELS
While there are a number of different observables that can be measured in heavy ion collisions, the underlying
goal of these measurements is to characterize the QGP. This makes jet energy loss models that combine
dynamics of the jet as well as the QGP invaluable. Since different jet measurements come with their
own set of measurement biases and have different sensitivities, it is vital that any viable model be able to
describe a variety of observables. Models can also help guide experimentalists in their searches and suggest
new directions of exploration. Measurements can then be done to constrain such models, helping further
describe the jet-QGP interaction.
This chapter specifically discusses three different models: the Jet Fluid model, the Hybrid Model, and
the Effective Quenching model. These were chosen because they have been used to describe a wide variety of
observables including the jet RAA, jet fragmentation, and the jet shape. In particular, the Jet Fluid model
and Hybrid model incorporate a rigorous description of the interactions between the jet and the QGP and
describe the radial dependence of the modification of charged particles in a jet, the central topic of this
thesis. The Effective Quenching model is more phenomenological and shows agreement with measured data
using only an intuitive functional form for energy loss.
3.1 Jet Fluid model
This discussion is based on the model introduced in Ref. [158]. This model considers the evolution of the jet
and QGP in a coupled manner, considering the energy and transverse momentum exchange between them.
In this picture, both the jet and medium are allowed to modify each other; the jet is modified via collisional
and radiative processes while the medium evolves hydrodynamically and is modified because it picks up the
30
energy lost by the jet.
The time evolution of the jet is given by a set of coupled transport equations that describe the energy










































where i is the type of parton, ωi is its energy, and k
2
T is its transverse momentum with respect to the jet axis.
The first term in Equation 3.2 is the collisional energy loss, the second term is the transverse momentum
broadening, and the last two terms are the medium induced gain and loss radiative processes respectively.

















where Pi→j is the vacuum splitting function for i→ j with ωj being the energy of the radiated parton, τf is
the formation time of the radiated parton, and kTj is the transverse momentum of the radiated parton with
respect to the parent parton. These transport Equations 3.2 can be solved numerically and agree with RAA
measurements [148, 149, 159]. The effects of the medium are included by considering the energy-momentum




jet ] = 0. Then the source term J
ν(x) that describes the
energy transfer between the jet and the medium can be defined as Jν(x) ≡ −∂µTµνjet , making the QGP





which characterizes the energy-momentum transfer between the jet and the QGP.
An important component of this model is the flow induced by jets. This can be seen in Figure 3.1, where
the evolution of the energy density of the medium can be seen in a sample event. A single jet travels through
the QGP, and can be clearly seen in the lower panels after the energy of the medium has been subtracted
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out. The “V” shaped feature seen is the mach cone that is induced by the parton as it moves faster than
the medium sound velocity. 6
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FIG. 1. (Color online) Energy density distribution of the medium in the transverse plane at midrapidity ⌘s = 0 at di↵erent




0 ) = (0 fm, 6.54 fm) and
propagates in the direction of  p = 5⇡/8. The upper panels (a-1), (a-2), and (a-3) show the whole medium energy density, and
the lower panels (b-1), (b-2), and (b-3) show the medium energy density subtracted by that in the case without jet propagation.
panels show the energy density after the subtraction of
the energy density in the events without jet propaga-
tion. From these figures, we can see that the V-shaped
wave fronts (shown by higher energy density region) are
induced by the jet propagation, and develop with time
in the medium. This V-shaped wave front is the Mach
cone [65–67], a conical shock wave that appears as an
interference of sound waves caused by an object moving
faster than the medium sound velocity. Here the highly
collimated jet shower deposits its energy and momentum
and induces a Mach cone whose vertex is the center of
the jet [80, 81]. This wave front of the Mach cone carries
the energy and momentum, propagates outward and also
causes the lower energy density region behind the wave
front. During the propagation, the Mach cone and the
radial flow of the medium are pushed and distorted by
each other. One can see that the Mach cone is asymmet-
rically deformed in this example because the jet travels
through the o↵-central path in the medium.
In this work, we neglect the e↵ect of the finite small
shear viscosity of the QGP and model the medium cre-
ated in relativistic heavy-ion collisions as an ideal (non-
viscous) fluid. The finite viscosities are important for
more precise description of the medium evolution and
the collective anisotropic flows observed in the final states
[6, 113–117]. It can also a↵ect the shape of the medium
response to the jet-deposited energy and momentum,
e.g., the Mach cone can be smeared by the finite shear
viscosity [79, 83, 87, 88]. In our study, we assume the
instantaneous thermalization of the energy and momen-
tum deposited by the jet; the finite relaxation time e↵ects
may be included in the source terms [79, 118] (note that
the smearing due to the finite grid size in the hydrody-
namic simulation mimics some relaxation e↵ect). Since
the relaxation times for the deposited energy and mo-
mentum are closely related to the transport coe cients
of the QGP, and the inclusion of such e↵ects would pro-
vide further information on the QGP’s properties, which
we would like to leave as a future work.
B. Full Jet Energy Loss and Suppression
In our framework, the final full jets are contributed
from two parts: jet shower part and hydrodynamics re-
sponse part. The shower part of the jet loses energy
due to three mechanisms: the collisional energy loss and
the absorption of the soft partons by the medium, the
transverse momentum broadening which kicks the par-
tons out of the jet cone, and the medium-induced radia-
tion outside the jet cone. The hydro part of the jet comes
from the lost energy and momentum from the jet shower
Figure 3.1: (Top) The time evolution of the energy density of the quark gluon plasma with a jet propagating
through it. (Bottom) The time evolution of the energy density in the event after the energy density of the
QGP has been subtracted out. Figure from Ref. [158].
The final jet energy has two components: the jet shower, and the hydrodynamic response. The former
as discussed above comprises of the collisional energy loss, momentum broadening, and medium induced
radiation. Th latter i clud s th energy lost from the jet hower that ther alizes i to the medium and
induces conical flow, some of which is still in the jet cone. This compensates some of the energy lost in the
shower and can be seen in Figure 3.2. While the absolute amount of energy lost increases as a function of
initial jet e ergy, the fractional energy loss decreases. Furthermore there is a cone size dependence once the
hydrodyn mic contributions re included. This is a result of the jet being highly collimated, such that while
an increase in the size does not change the energy much, it does affect t e hydrodynamic contribution from
the medium.
The RAA distributions constructed with this model and compared to data from CMS [149] are shown in
Figure 3.3. Including the hydrodynamic contribution decreases the energy loss, hence increasing the RAA
value and inducing a cone size dependence to the RAA.
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FIG. 2. (Color online) Total pT loss for jets in central Pb+Pb collisions at 2.76A TeV as a function of initial jet pT for the
cone sizes (left panel) R = 0.2, 0.3, and 0.4 and (right panel) R = 0.3, 0.6, and 0.9. The solid lines for jets with hydro part,
and the dashed lines for jets without hydro part.
which thermalize into the medium and induce connical
flow; some of the energy is still inside the jet cone. Thus
the hydro part will partially compensate the energy loss
experienced by the jet shower part. Here we study the
e↵ect of jet-induced medium flow on full jet energy loss
and full jet suppression.
Figure 2 shows the mean value of the total energy
(transverse momentum) loss for inclusive jets with and
without the hydro part contribution as a function of ini-
tial full jet transverse momentum. The left panel shows
the results for the jet-cone sizes R = 0.2, 0.3, and 0.4,
and the right shows for R = 0.3, 0.6, and 0.9. One can
see the general feature that the amount of the energy
loss increases with increasing initial jet transverse mo-
mentum while the fractional energy loss decreases. The
total pjetT loss for the full jets with the inclusion of the
hydro part contribution is smaller than that without the
contribution from the medium response. For jets with
the cone size R = 0.3, about 10 % of the lost pjetT from
the jet shower part is recovered by the hydro part.
We can also see the jet cone size dependence of jet en-
ergy loss from Figure 2. For the shower part without the
hydro part contribution, the jet cone size dependence is
rather weak. This is due to the reason that the shower
part of the jet is quite collimated, i.e., most of the energy
in the shower part is covered by a narrow jet cone, there-
fore, jet energy does not change much with increasing jet
cone sizes. On the contrary, jet-induced flow evolves with
medium, di↵uses, and can spread quite widely around jet
axis. As a result, the jet cone size dependence becomes
much stronger when adding the hydro part contribution.
The e↵ect of full jet energy loss in the relativistic
heavy-ion collisions can be quantified by the measure-
ments of nuclear modification factor RAA for single in-











where hNcolli is the number of binary nucleon-nucleon
collisions averaged over events in a given centrality class,
NAAjet is the number of jets in nucleus-nucleus collisions,
and Nppjet is that in p+p collisions. One important re-
sult of jet energy loss is that jet pT spectrum in nucleus-
nucleus collisions is shifted to lower pjetT compared to that
in p+p collisions. Since the jet spectrum is a steeply de-
creasing function of pjetT , jet RAA will become smaller
than unity in high-pjetT region.
Figure 3 shows the nuclear modification factor RAA
for single inclusive jets as a function of pjetT for di↵erent
jet cone sizes: the left panel for the jet-cone sizes R =
0.2, 0.3, and 0.4, and the right for R = 0.3, 0.6, and
0.9. We also compare the results with and without the
inclusion of the contribution from the jet-induced flow.
We find that without the hydro part contribution, the jet
cone size dependence for jet RAA is very week, which is
consistent with the weak dependence for jet energy loss
as seen in Figure 2. The inclusion of the contribution
from jet-induced flow decreases the total energy loss and
thus increase the value of RAA; it also increases the jet-
cone size dependence of RAA. Our results are comparable
with CMS measurements with the jet-cone sizes R = 0.2,
Figure 3.2: (Top) The energy lost by a jets
of different radii as a function of their initial
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FIG. 3. (Color online) Nuclear modification factor RAA for inclusive jet spectrum in central Pb+Pb collisions at 2.76A TeV
with jet cone of the sizes (a) R = 0.2, 0.3, and 0.4, and (b) R = 0.3, 0.6, and 0.9. The solid lines are the results for inclusive
jets with hydro part, and the dashed lines for without hydro part. The turquoise plus markers, the magenta circles, and the
orange triangles show the experimental data taken from CMS Collaboration [23] for the jet-cone sizes R = 0.2, 0.3, and 0.4,
respectively. The colored shaded boxes indicate the systematic uncertainties of the same colored data points.
0.3, and 0.4, which show relatively small jet cone size
dependence (but with large error bars).
C. Full Jet Shape Function
One of the advantages of studying fully reconstructed
jets in relativistic heavy-ion collisions is that one may in-
vestigate not only the full jet energy loss and suppression,
but also their internal structures which provide us the de-
tailed information on how the energy is distributed inside
the full jets and how the energy distribution is modified
by the interaction with the QCD medium. Jet shape
function describes how the energy inside (and outside)
the full jets is distributed in the radial direction (trans-


















(⌘p   ⌘jet)2 + ( p    jet)2 is the radial dis-
tance of the jet constituents from the jet axis,  r is the bin
size, and the sum is taken over all constituents (tracks)
of the full jets in the bin at r.
The left panel of Figure 4 shows our result for the
jet shape function inside the jet cone for inclusive jets
with pjetT > 100 GeV/c and R = 0.3 in central Pb+Pb
collisions and in p+p collisions, compared to the exper-
imental data from CMS Collaboration [24, 28]. To see
the medium e↵ect on the jet shape function more clearly,
the nuclear modification factor for the jet shape func-
tion R⇢AA(r) = ⇢AA(r)/⇢pp(r) is shown in the right panel
of Figure 4. We can see that our results (both with
and without the contribution from the hydrodynamic re-
sponse part) show similar nuclear modification pattern
for the jet shape function to the experimental data from
CMS Collaboration, i.e., little change for small r, a dip at
r ⇠ 0.1 and an enhancement at large r. In other words,
the inner hard core of the jet is more collimated while
the tail (the outer soft part) of the jet is broadened, in
central Pb+Pb collisions compared to pp collisions.
The medium modification feature for the shower part
of the full jet has been extensively studied in Ref.
[57] which shows that the collisional energy loss and
the thermalization of the soft shower partons (into the
medium) make the jet narrower with more collimated
hard core, while the transverse momentum broadening
and medium-induced radiation transport the energy from
the inner to the outer sides of the jet and broaden the
tail of the jet shape function. After the inclusion of the
contribution from jet-induced medium flow, the jet shape
function at small r is not modified much, but for large
r region (r > 0.2-0.25), there is a significant enhance-
ment of the jet broadening e↵ect. This seems to be quite
natural considering the jet cone size dependence of full
jet energy loss as seen in Figure 2, i.e., the energy loss
from the shower part of the jet induces conical flow and
medium excitation which evolve with the medium and
Figure 3.3: The jet RAA measured by CMS
[149] an comp red to the Jet-Fluid mo el
with and without the hydro dynamic contri-
















where the sum is over all jets and for all tracks around a jet in an annulus with mean radius r from the
jet axis. The modification in the jet structure then can be defined as RρAA = ρAA(r)/ρpp(r). A comparison
of the jet shape variable ρ and its modification RρAA to data measured by CMS is seen in Figure 3.4. The
shower and hydro contributions are shown individually. These indicate that the shower contribution to the
jet shape variable is falls steeply as a function of distance from the jet axis while the hydro contribution is
fairly constant at large distances. This is because the energy loss from the shower is carri d away by the jet
induced flow to large angles. The RρAA distribution further shows that the core is largely u modified while
the outer part of the jet is broadened. The hydro-contribution mainly has an effect at larger distances from
the jet axis. This is consistent ith the cone-size dependence seen in Figure 3.2.
This model is particularly useful beca se it identifies both th effect of t medium on the jet, as well as
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FIG. 4. (Color online) Left panel: Jet shape function for inclusive jets with pjetT > 100 GeV/c in central Pb+Pb and p+p
collisions at 2.76A TeV. Right panel: Nuclear modification factor for jet shape function for inclusive jets with pjetT > 100 GeV/c
in central Pb+Pb collisions. The solid and dashed lines are results for jets with and without hydro part. The dotted line is
Pythia simulation, and the turquoise triangles are data for p+p collisions (left panel). The black circles are data for Pb+Pb
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FIG. 5. (Color online) Jet shape function for single inclusive
jets with pjetT > 100 GeV/c in central Pb+Pb and p+p colli-
sions at 2.76A TeV. The solid and dashed lines are results for
jets with and without hydro part, and the dash-dotted line
shows the pure hydro part contribution. The dotted line is
Pythia simulation, and the turquoise triangles are data for
p+p collisions. The black circles are data for Pb+Pb collisions
with the shaded boxes indicating the systematic uncertainties.
Data are taken from CMS Collaboration [24].
di↵use to larger angles with respect to the jet axis.
To see more clearly the contribution from the hydro-
dynamic response part (jet-induced medium flow) to jet
broadening e↵ect, we show in Figure 5 the jet shape
function ⇢(r) for inclusive jets with an extended radial
distance 0 < r < 1. The trigger pT threshold for the
inclusive full jets is set to be pjetT > 100 GeV/c. Here
we still use pjetT defined by the jet-cone size R = 0.3
as the normalization factor for the jet shape function
at r > R = 0.3, to be consistent with the experimental
results from CMS Collaboration [24, 28]. The red solid
line shows the result for jets with both shower and hy-
dro parts, the orange dashed dotted solid line shows the
contribution from the hydro part, and the blue dashed
line shows the result for jet without hydro part. The
green dotted line shows the result from Pythia simula-
tion. As we can see, the shower part of jet shape function
is a deep falling function of r, while the energy (momen-
tum) from the hydrodynamic response part is a quite flat
distribution in a wide range of r. This is because the en-
ergy loss from the shower part is carried away by the jet-
induced flow which evolves with the medium and di↵uses
to large distances [89]. Compared to Pythia simulation,
the broadening of the shower part of the jet continues to
large r by the transverse momentum kicks and medium-
induced radiation, but the contribution from the hydro
part to the jet shape function is quite flat and finally dom-
inates over the shower part in the region with r > 0.5.
CMS Collaboration has recently measured the jet
shape functions with a wide range of r (up to r = 1)
for both leading and subleading jets in asymmetric dijet
events in Pb+Pb collisions at 2.76A TeV [24]. We also
perform the calculation for the jet shape functions in di-
jet events, and the comparison with CMS data is shown
in Figure 6. In the calculation, we chose dijet events
(a) The jet shape as measured by CMS for pp and
cen ral Pb+Pb collisions [160] compared to the Jet
Fluid model. he shower (blue) and hydro (orange)
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FIG. 4. (Color online) Left panel: Jet shape function for inclusive jets with pjetT > 100 GeV/c in central Pb+Pb and p+p
collisions at 2.76A TeV. Right panel: Nuclear modification factor for jet shape function for inclusive jets with pjetT > 100 GeV/c
in central Pb+Pb collisions. The solid and dashed lines are results for jets with and without hydro part. The dotted line is
Pythia simulation, and the turquoise triangles are data for p+p collisions (left panel). The black circles are data for Pb+Pb







� ��� ��� ��� ��� �
���������� 2.76 TeV
pTjet> 100 GeV/c� R= 0.3
q̂q,0= 1.7 GeV2/fm� ωcut = 1.0 GeV/c









���� ����� 0-10 %�
FIG. 5. (Color online) Jet shape function for single inclusive
jets with pjetT > 100 GeV/c in central Pb+Pb and p+p colli-
sions at 2.76A TeV. The solid and dashed lines are results for
jets with and without hydro part, and the dash-dotted line
shows the pure hydro part contribution. The dotted line is
Pythia simulation, and the turquoise triangles are data for
p+p collisions. The black circles are data for Pb+Pb collisions
with the shaded boxes indicating the systematic uncertainties.
Data are taken from CMS Collaboration [24].
di↵use to larger angles with respect to the jet axis.
To see more clearly the contribution from the hydro-
dynamic response part (jet-induced medium flow) to jet
broadening e↵ect, we show in Figure 5 the jet shape
function ⇢(r) for inclusive jets with an extended radial
distance 0 < r < 1. The trigger pT threshold for the
inclusive full jets is set to be pjetT > 100 GeV/c. Here
we still use pjetT defined by the jet-cone size R = 0.3
as the normalization factor for the jet shape function
at r > R = 0.3, to be consistent with the experimental
results from CMS Collaboration [24, 28]. The red solid
line shows the result for jets with both shower and hy-
dro parts, the orange dashed dotted solid line shows the
contribution from the hydro part, and the blue dashed
line shows the result for jet without hydro part. The
green dotted line shows the result from Pythia simula-
tion. As we can see, the shower part of jet shape function
is a deep falling function of r, while the energy (momen-
tum) from the hydrodynamic response part is a quite flat
distribution in a wide range of r. This is because the en-
ergy loss from the shower part is carried away by the jet-
induced flow which evolves with the medium and di↵uses
to large distances [89]. Compared to Pythia simulation,
the broadening of the shower part of the jet continues to
large r by the transverse momentum kicks and medium-
induced radiation, but the contribution from the hydro
part to the jet shape function is quite flat and finally dom-
inates over the shower part in the region with r > 0.5.
CMS Collaboration has recently measured the jet
shape functions with a wide range of r (up to r = 1)
for both leading and subleading jets in asymmetric dijet
events in Pb+Pb collisions at 2.76A TeV [24]. We also
perform the calculation for the jet shape functions in di-
jet events, and the comparison with CMS data is shown
in Figure 6. In the calculation, we chose dijet events
(b) The modification of th jet shape between pp and
Pb+Pb as m asured by CMS [160] and compared to
the Jet Fluid model. The dashed line shows the mod-
eled modification without the hydro-contribution.
Figure 3.4: CMS d ta fit t calculations from the Jet Fluid model. Figures from Ref. [158].
3.2 Hybrid Model
This discussi is based on the work in Refs. [156, 161, 162] and describes jet quenching using a hybrid
strong/weak model. It uses perturbative QCD to describe the weakly coupled ar process of j t production
and holographic calculations of the energy loss of energetic probe o model the strong coupling between the
probe and the plasma [163, 164]. In this model, the jet evolves in space time with the lifetime of the parton





where Q is its virtuality and E its energy. This evolution is unaffected before the proper time at which the
plasma hydrodynamizes, τhydro = 0.6 fm. After this time, the jet-plasma interaction comes into play and













where Ein is the initial energy of the parton prior to any quenching and xstop is its stopping distance (jet









where κsc is a dimensionless free parameter associated to the strong coupling and is used to fit to the data.
The energy loss is characterized by the strong x2 dependence for x  xstop. Furthermore, when x is
comparable to xstop, dE/dx depends nontrivially on Ein and x, diverging for x → xstop and E → 0. The
shower is then embedded into a hydrodynamic description of the QGP from Ref. [166], and the energy
loss expressions are integrated for each parton, from the time it is produced to the time that it splits. The
splitting probabilities are taken to be independent of the medium, depending only on the initial energy
of the daughter partons. These further lose energy as they propagate through the QGP and split. Then
the total energy lost by a parton is dependent on the history of splitting and propagation of its parents,
grandparents and so on and so forth. The partons further experience kicks transverse to their direction of
motion, a phenomena called transverse momentum broadening. This effect is mainly experienced by softer
partons that are much more affected by the angular narrowing effects of energy loss, making most measured
observables insensitive to the size of this kick. This is directly related to wider jets losing more energy
than narrower ones. The wake left in the medium from the partons depositing momentum in the QGP as
they propagate through it lends a non-trivial impact to the model predictions. It is a vital part of any
model since the contribution from the wake is impossible to separate experimentally. This wake results in
a perturbation to the hydrodynamic background resulting in corrections to the final state hadron spectra,
making it particularly important for jet substructure observables like jet fragmentation and jet shapes [162].
A screening effect recently included in the hybrid model is based considering the resolving power of the
QGP [161]. As depicted in Figure 3.5, the QGP will only resolve daughter partons of a splitting after they
are separated by a certain distance Lres. It is only after they are resolved that they will be allowed them to
lose energy independent of each other. This delayed quenching results in an enhancement of softer partons
at larger angles from the jet axis compared to the case where the daughter partons are resolved immediately
after they split from the parent parton. The Lres parameter has the constraint 1/(πT ) < Lres < 2/(pTT
based on the Debye screening length for the plasma.
The free parameter κsc is determined by fitting to jet RAA data from CMS [149] as shown in Figure 3.6. It


































Figure 1. A simplified picture illustrating how we implement the effects of resolution. Solid lines
indicate the particles in the parton shower, without any consideration of resolution. Dashed lines
indicate the new shower seen by the medium after taking into account that it can only resolve
offspring partons as distinct when they have separated by a distance Lres. In the top diagram,
particle 1 propagates as a single effective parton after it splits until its offspring, particles 2 and
3, separate by Lres. In the bottom diagram, particles 2 and 3 have not separated by Lres before
particle 3 splits into particles 4 and 5. It is the later resolution of particles 4 and 5 that “breaks”
the effective parton: particle 1 resolves into particles 2, 4, and 5 when this happens.
reintroducing ambiguities from the nonocality of our prescription is to make the same
choice of frame for all splittings. We choose to use the laboratory frame. Furthermore, we
need to decide which temperature to use in defining Lres: we choose the temperature at
the location of the effective parton, m1, (the dashed orange line) at the same laboratory
frame time at which we are measuring ∆x, the spatial separation between s2 and s3. τr is
then the laboratory frame time at which ∆x has become equal to Lres. This completes the
specification of our simplified implementation of resolution — for the simple case depicted
in the top panel of figure 1.
We turn now to a more involved, and in fact more realistic situation, where further
splittings occur before the first two offspring are resolved from each other. This situation
is illustrated in the lower panel of figure 1. Consider m1 splitting into s2 and s3, where
s3 splits into d4 and d5 before ∆x23, the spatial separation between s2 and s3, becomes
greater than Lres. In this example, the first separation to exceed its relevant Lres is the
one between d4 and d5, namely ∆x45, and not ∆x23. Of course, the reader will observe
that before ∆x45 > Lres, s2 and d5 may separate by ∆x25 > Lres, and one could imagine
this causing the resolution. The reason why we don’t attempt to specify a prescription
based upon this is that when d5 resolves from s2, d4 is still unresolved both from s2 and
– 11 –
Figure 3.5: A schematic illustrating the resolving power of the QGP. The daughter partons 2 and 3 that
come from 1 need to be separated by Lres before they are treated individually by the plasma. Prior to that
separation, they are treated as one effective parton. Figure from Ref. [161].





























































Figure 3. Jet RAA as a function of jet pT for various values of the reconstruction parameter, R,
for Lres = 0 (left panel) and Lres = 2/πT (right panel). We see that wider jets tend to lose more
energy than narrower je s. Including the effects of resolution do s not affect thi conclusion.
independently) needs to be compensated by increasing κsc so as to shor e the thermaliza-
tion distance (2.2) in the hybrid model, increasing the rate of energy loss for all partons.
With κsc fixed, the simplest observable for us to compute is the jet RAA, but now
using varying values of the anti-kt reconstruction parameter, R. Reconstructing a jet
sample using a smaller value of R yields a sample in which narrower jets dominate, for two
reasons: nearby clusters are more likely to be counted as separate jets, and the full energy
of a wider jet may not be reconstructed, making it less likely for wider jets to pass the pT
cut. We show our results in figure 3, with Lres = 0 and with Lres = 2/πT . In both panels,
the blue band agrees with the left-most CMS data point because we have used this point to
fit κsc. We see that wider jets tend to lose more energy than narrower jets, resulting in more
suppression of their RAA. (One may speculate that increasing R and reconstructing wider
jets could mean catching more of the “lost” energy within the reconstructed jets, which
would mean less suppression of jet RAA. Clearly this effect does not dominate, at least up
to R = 0.5. Much of the “lost” energy ends up at larger angles relative to the jet axis.) The
result that wider jets tend to lose more energy than narrower jets in the hybrid model was
already noted in ref. [114]; here we see that this conclusion remains unchanged, and in fact
the hybrid model results for RAA are hardly modified, when we include resolution effects —
as long as we refit κsc. This is an indication of the robustness of the hybrid model, including
in particular the procedure of fitting the single parameter that controls the rate of energy
loss to an experimentally measured jet RAA data point. (The conclusion that wider jets
lose more energy also arises for holographic jets [108, 110]; and, the conclusion that jets
containing more effective partons lose more energy also arises at weak coupling [119, 120].)
It is also worth noting that the R-dependence of jet RAA that we find — namely slightly less
suppression of RAA for the narrower jets reconstructed using smaller values of R— is similar
to what has been seen in recent measurements from CMS [43], although at present the error
bars are too large relative to the smallness of the R-dependence to allow for a definitive
statement. Increased precision for this type of measurement is important as it could yield
further confirmation that narrower jets lose less energy, and that the lost energy seems to
efficiently end up at large angles relative to the jet direction, for example as in a strongly
coupled picture in which the lost energy ends up in a hydrodynamic wake in the plasma.
– 17 –
Figure 3.6: The hybrid model without (left) and with (right) the Lres parameter, compared to the jet RAA
as a function of jet pT in two centrality intervals as measured in Ref. [149]. e different colors correspond
to different jet radii. The Hybrid Model is fit to the 100–110 GeV point from the data, giving rise to the
colored bands. Figures from Ref. [161].
Fixing the κsc parameter allows for predictions of other jet mea urements like jet fragmentation and jet
shape. Figures 3.7a and 3.7b show a comparison of the measured and modeled values of the modifications
to the jet fragmentation and jet shape respectively. The model has also been compared to measurements
done by ATLAS, ALICE, and STAR [159, 167, 168]
Here it can be seen that adding a medium response and a non-zero Lres parameter affects the prediction.
While the hard fragments (see Figure 3.7a) are unaffected by the medium response, including the soft
particles from the wake compensates some of the suppression of soft fragments in Pb+Pb compared to pp
collisions. Moreover, including the Lres parameter further compensates the suppression for soft fragments,
while reducing the enhancement of the hard fragments. This is a result of allowing more hadrons carrying
a smaller fraction of the jet energy (l w z, high (ln(1/z)) to survive into the fi al state. The jet shape
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Figure 4. Fragmentation functions characterize the probability distribution for the longitudinal
energy fraction z carried by an individual hadron relative to the total energy of the jet. We plot
the ratio of the fragmentation function for jets reconstructed with the anti-kt parameter R = 0.3
that have pjetT > 100GeV and 0.3 < |η| < 2 in the 10% most central Pb-Pb collisions to that in p-p
collisions with the same 2.76TeV collision energy. In the left panel, we only include hadrons coming
from the hadronization of the jet showers. In the right panel, we also include hadrons coming from
the medium after background subtraction, meaning that we see the effects of the wake that the jet
leaves behind in the plasma. In both panels, we show the predictions of the hybrid model with
Rres = LresπT given by 0, 1, 2 and 5. Turning on a nonzero Lres has allowed more hadrons carrying
a smaller fraction of the jet energy to survive into the final state, seen on the right of each panel,
and has correspondingly reduced the contribution of hadrons carrying a large fraction of the jet
energy, seen on the left. Including the effects of resolution shifts the predictions of the hybrid model
in the direction of the CMS data [33], but the effects are relatively small in magnitude, in particular
for Rres = 1 and 2 which corresponds to our range of expectations for the resolution length Lres.
and red. The orange band corresponds to the unphysically large value Lres = 5/πT . We see
in figure 4 that, as expected, the contribution from the hardest tracks lying around z ! 1 is
diminished by increasing Lres, while the contribution of the softer particles with moderate
energies around ln(1/z) ∼ 3 is enhanced. Including the effects of resolution shifts the
predictions of the hybrid model in the direction of the CMS data [33], but the rise seen in the
CMS data at the smallest z (largest ln(1/z)) is not fully explained. We also see that in this
regime the contribution coming from including the backreaction of the medium, the wake in
the plasma, is larger in magnitude than the contribution coming from including the effects
of resolution. For the hardest hadrons with z ! 1, on the left, the two effects both push the
predictions of the model downward and together bring them quite close to the CMS data.
We turn next to the jet shape observable, which quantifies the fraction of the total
energy of jets reconstructed with anti-kt parameter R that lies within an annulus of radius
r, and width δr (in η−φ space), centered on the jet axis. Following ref. [30], we define the












for r < R, where the particles in the sum are all the hadrons found in the specified annulus
(after background subtraction) whether or not they were identified as constituents of the
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(a) The modification to the jet fragmentation from pp to Pb+Pb as a function of ln(1/z) as measured in Ref. [169]
compared to the predictions of the hybrid model. The predictions are shown without (left) and with (right) the effect
of the wake from the QGP responding to the jet. T e ifferent colors correspond to diff rent Lres parameters. Figure
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Figure 5. The jet shape observable characterizes the angular distribution of energy within the
jet as a function of r, the angle in the η − φ plane relat ve to the jet axis. We plot the ratio of
the jet shape for jets reconstructed with the anti-kt parameter R = 0.3 whose centers lie within
0.3 < |η| < 2 and that have pjetT > 100GeV in the 10% most central Pb-Pb collisions to that in p-p
collisions with the same 2.76TeV collision energy. In the left panel, we only include hadrons coming
from the hadronization of the jet showers. In the right panel, we also include hadrons coming from
the medium after background subtraction, seeing the effects of the wake in the plasma. In both
panels, we show the predictions of the hybrid model with Rres = LresπT given by 0, 1, 2 and
5. Turning on a nonzero Lres has allowed more hadrons at larger angles relative to the jet axis
to survive into the final state, see the right of each panel, and has co respondingly reduc d the
contribution of hadrons at th very center of e jet, see the l ft of each panel. Including the effects
of resolution shifts the predictions of the hybrid model in the direction of the CMS data [30], but
the effects are relatively small in magnitude, in particular for Rres = 1 and 2 which corresponds to
our range of expectations for the resolution length Lres.
jet by the anti-kt algorithm. ρ(r) is defined such that it is normalized to one. In figure 5,
we show the ratio of the jet shape for quenched jets in heavy ion collisions to that for
jets produced in p-p collisions that propagate in vacuum. For reference, the experimental
results for this ratio are also shown, as measured by the CMS collaboration [30]. In the
right panel we include the effects of the wake in the strongly coupled plasma, and in the
left panel e do not includ this re ponse of the medium to the jet. As in gure 4, in
both panels of figure 5 the colored bands sh w ow the predictions of the hybrid model
change for Rres = 0, 1, 2 and 5. As expected, increasing Lres increases the probability to
find hadrons at larger angles relative to the jet axis (and, as seen above, with moderate
energies) making it into the detector and therefore into the jets. The energy fraction at
the very core of the quenched jets is depleted as a function of increasing Lres and the
contributions in wider annuli are enhanced. It remains the case, though, that because we
are comparing quenched and unquenched jets with the same final energy, because narrower
jets lose less energy, and because the jet spectrum falls rapidly with energy, there is a bias
toward finding quenched jets that are narrower than the unquenched jets. That is, the
unquenched jets that were wider lose more energy and end up below the pjetT cut used in
the analysis, making the jet shape after quenching narrower than that in p-p collisions. As
for the fragmentation function, including the effects of resolution shifts the predictions of
the hybrid model for the jet shape seen in figure 5 in the direction of the CMS data [30],
but the rise seen in the CMS data at larger angles is not fully explained. We also see that
– 20 –
(b) The modification to the jet shape from pp to Pb+Pb as a function of r as measured in Ref. [160] compared to
the predictions of the hybrid model. The predictions are shown without (left) and with (right) the effect of the wake
from th QGP r sponding to the jet. The diff rent colors correspond to different Lres param t rs. Figure taken fr m
Ref. [161].
Figure 3.7: A comparison of measured data, MC, and the a alytic calculation of the EQ model. Figur s
from Ref. [153].
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axis. It can be seen that introducing the Lres parameter enhances the probability to find final state hadrons
at larger distances from the jet axis. The jet core (r < 0.05) is also affected, with the depletion only
slowly evolving with an increasing Lres. One must be careful before making conclusions though, since these
modifications are made between jets that are quenched (in Pb+Pb ) and unquenched (in pp ). Taking into
account the fact that wider jets lose more energy and that the jet spectrum rapidly falls off, there is a
bias for finding narrower quenched jets than unquenched jets. This makes the jet shape after quenching
narrower in Pb+Pb compared to pp. While the model is not fully able to capture the features in the data,
including the medium response moves it in the correct direction. It can be suggested that the model is
missing a description of the medium induced modification to the hadronization process or that the wakes in
the plasma are not equilibrating.
3.3 Effective Quenching
This discussion is based on the model introduced in Ref. [153]. This phenomenological model emphasizes
the jet pT dependence of the quark to gluon fraction and the difference between quark-jet and gluon-jet
quenching. It uses an “extended” power law parameterization of the high-pT hadron spectra coupled with
a quenching that is based on a jet pT dependent fractional energy loss. This model considers the different
color charges carried by quarks and gluons and their different splitting functions, and assumes that gluon
jets lose energy at a rate 9/4 times higher than quark jets. The key assumption of the model are:
• The energy lost by a jet is radiated at large angles and does not appear within the jet cone. This is
backed by [146].
• The fragmentation pattern of the jet is unaffected by the presence of the QGP i.e. they fragment as
they would in a vacuum. This is motivated by the idea that the QGP is unable to resolve the internal
jet structure and is supported by [170, 171].









where pT0 is a reference transverse momentum at which A = dn/dp
jet
T , β is the logarithmic derivative of
dn/dpjetT at p
jet
T = pT0. Then the combined spectrum from quarks and gluons can be written in terms of
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With this form, β represents the logarithmic derivative of
dn /dp jetT at p
jet
T = p T0. At the most forward rapidities, the
strong phase-space suppression of the jet spectra at high p jetT
makes even the extended power-law inadequate for describ-
ing the jet spectra. Thus, for the most forward rapidities, an
additional quadratic term, γ log2
!
p jetT / p T0
"
, is added to the
power-law exponent and the resulting function is capable of
describing the most forward quark and gluon spectra over the
p jetT range used in this analysis.
A jet spectrum that consists of a mixture of quark and
gluon contributions can be represented in terms of a sum
of contributions each of the form of Eq. 1 or its extensions.
However, for the purposes of this paper, it will be convenient
to express the combined spectrum in terms of a quark frac-
tion, fq 0, specified at p T0. Then a combined spectrum using



















where n q and n g are the quark and gluon power-law indices,
respectively. Since n q ̸= n g , the quark fraction will evolve






























*n g −n q . (4)
For the extended power-law parameterizations of the spectra,
the p jetT -dependent quark fraction looks similar to that in Eq. 4






p jetT / p T0
"
to
the exponent in the denominator. The p jetT dependence of the
quark fraction is shown in Fig. 2.
The PYTHIA8 D(z) distributions were obtained using
final-state charged hadrons located within an angular radius,
#R < 0.4, of reconstructed jets having p jetT > 100 GeV. The
resulting distributions are shown in Fig. 3 for the rapidity
interval |y| < 2.1. The quark D(z) distribution is noticeably
harder than the gluon D(z) distribution, but is also lower
at intermediate z, in the range where the D(z) distribution
appears to be depleted in Pb+Pb collisions.
For use in the analytic analysis, the D(z) distributions
were fit to functions of the form,
D(z) = a · (1 + dz)
b
























Fig. 2 Jet quark fraction as a function of p jetT in the different jet rapid-
ity intervals used in this study. The p oin ts show results obtained from
PYTHIA8 simulations, the solid lin es represent results obtained from






























Fig. 3 PYTHIA8 quark and gluon D(z) distributions for R = 0.4 jets
having p jetT > 100 GeV and |y| < 2.1. The solid lin es show the results
of fits to the D(z) distributions using the function in Eq. 5
which are similar to other commonly used parameterizations
[26 ] with the addition of an exponential term. That term is not
used for the quark distributions, but it’s presence provides a
more controlled description of the gluon D(z) distribution.
The results of the fits for the quark and gluon distributions
over |y| < 2.1 are shown in Fig. 3, and the ratios of the fit
to the PYTHIA8 D(z) distributions are shown in the lower
panels. The fits well describe the simulated D(z) distribu-
tions with parameters that are provided in Table 2. We note
123
(a) The jet quark fraction as a function of pjetT in dif-
ferent rapi ity bins. The points are from PYTHIA8
simulations and the lines are fits to the spectra de-
termined using Equation 3.9.
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Fig. 3 PYTHIA8 quark and gluon D(z) distributions for R = 0.4 jets
having p jetT > 100 GeV and |y| < 2.1. The solid lin es show the results
of fits to the D(z) distributions using the function in Eq. 5
which are similar to other commonly used parameterizations
[26 ] with the addition of an exponential term. That term is not
used for the quark distributions, but it’s presence provides a
more controlled description of the gluon D(z) distribution.
The results of the fits for the quark and gluon distributions
over |y| < 2.1 are shown in Fig. 3, and the ratios of the fit
to the PYTHIA8 D(z) distributions are shown in the lower
panels. The fits well describe the simulated D(z) distribu-
tions with parameters that are provided in Table 2. We note
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(b) A comparison of the quark and gluon fragmenta-
tion. The points are from PYTHIA8 simulations and
the lin s are fits to those points sing Equation 3.10.
Figure 3.8: Fits to quark fractions and fragmentation functions from PYTHIA8. Figures from Ref. [153].
Equation 3.9 with weighted contributions from the different quark and gluon fractions, fq0 and fg0 = 1−fq0
respectively.
The pT dependence of the quark fraction along with the fit is shown in Figure 3.8a. The fragmentation
functions can also be determined using final-state charged hadrons within a R = 0.4 jet cone. These are fit
to the form D(z), with fits for the quark and gluon fragmentation shown in Figure 3.8b.




For the quenched spectra, this model assumes a non-constant fractional shift given below as S. This
approach is based on [172] and is used because of the inability of the constant fractional shift to explain the







where α is an undetermined p ameter and s′ is the shift for a jet with pjetT = pT0. The fractional shift can
39













































































































Fig. 9 Ratios of D(z) distributions for six bins in collision centrality
to those in peripheral (60–80 %) collisions, D(z)|cent/D(z)|60−80, mea-
sured by ATLAS for R = 0.4 jets [12] (black markers) are compared to
the analytic calculation (red line) and MC calculation (blue histogram)
of the same quantity in the non-constant fractional energy loss model
the model presented in this paper by predicting the jet RAA
in the forward region where it has not yet been measured.
To do that, the jet RAA was calculated using the analytic
model in two bins of jet rapidity corresponding to those used
by ATLAS or CMS [29,30], namely 2.1 < |y| < 2.8 and
2.8 < |y| < 3.5. In the later rapidity region, the jet p T spectra
decrease approximately by four orders of magnitude in the
region of jet p T between 40 and 100 GeV. This steep fall-off
of the spectra was found to be insufficiently described by the
modified power-law, Eq. 2. To improve the parameterization,














p jetT / p T0
$
, (19)
which was found to describe the PYTHIA jet p T spectra at the
level of accuracy better then 10 %. The resulting parameters
and the quark fractions for the jet p T spectra selected in the
two rapidity regions are summarized in Table 3.
The resulting analytic RAA was calculated using an exten-
sion of Eq. 16 to account for the quadratic term, and using
Table 3 Parameters obtained from fits of the PYTHIA8 forward jet
spectra to the extended power-law (Eq. 19) forms








the results from Sect. 3, namely a shift of the form of Eq. 18
with α = 0.55 and s′(Npart) as shown in Fig. 6.
The predicted forward RAA is shown as a function of p
jet
T
in Fig. 10. A clear change in the trend of the RAA evolution
with jet p T can be seen. In contrast to the slow increase seen
for the jet RAA in the rapidity regions within |y| < 2.1, the
jet RAA in the forward regions first increases, reaches a maxi-
mum and then decreases with increasing p jetT . The decrease is
more pronounced for more forward region where the jet RAA
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Fig. 7 Nuclear m dification factor of jets, RAA, measured by ATLAS
[11] (black markers) in four different centrality bins (rows) and four dif-
ferent rapidity regions (columns) is compared to the analytic calculation
(red line) and MC calculation (blue histogram) of the same quantity in
the non-constant fractional e e gy loss model. The analytic calculation
uses the extended power law parameterization of the jet pT spectra that
































Fig. 8 Quark, gluon, and combined RAA vs p
jet
T for the |y| < 0.3 (left)
and 1.2 < |y| < 2.12 (right) rapidity bins
the D(z) modifications in the model primarily result from
the difference between quark and gluon quenching for jets
with similar transverse momenta. Thus, as long as the model
reproduces the RAA near 100 GeV the D(z) modifications
will be insensitive to the pjetT dependence of S.
6 Rapidity dependence of the suppression
The fraction of jets initiated by light quarks evolves as a
function of the rapidity such that the probability that the jet
is initiated by a quark is increasing with increasing rapidity.
T e steepness of the jet pT spectrum also evolves as a fac-
tion of the rapidity such that the pT spectra of forward jets
are steeper than the spectra of jets produced in the central
region. Both of these features are demonstrated in Fig. 2 and
Table 1 of Sect. 2. Both featur also influence the jet RAA,
though they act in opposite directions. Nonetheless, it can
reasonably be expected that the jet RAA will exhibit a differ-
ent behavior in the forward region compared to the central
region, or, equivalently, that the RAA will vary with rapidity
at sufficiently large values. Thus, it is clearly of interest to test
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Fig. 7 Nuclear modification factor of jets, RAA, measured by ATLAS
[11] (black markers) in four different centrality bins (rows) and four dif-
ferent rapidity regions (columns) is compared to the analytic calculation
(red line) and MC calculation (blue histogram) of the same quantity in
the non-constant fractional energy loss model. The analytic calculation
uses the extended power law parameterization of the jet pT spectra that
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The fraction of jets initiated by light quarks evolves as a
function of the rapidity such that the probability that the jet
is initiated by a quark is increasing with increasing rapidity.
The steepness of the jet pT spectrum also evolves as a fac-
tion of the rapidity such that the pT spectra of forward jets
are steeper than the spectra of jets produced in the central
region. Both of these features are demonstrated in Fig. 2 and
Table 1 of Sect. 2. Both features also influence the jet RAA,
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ent behavior in the forward region compared to the central
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at suffici ntly larg values. Thu , it is clearly of interest to test
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(a) A comparison of the RAA as measured by ATLAS for central Pb+Pb collisions in [148], a MC calculation (blue)
and the analytic calculation (red) in the EQ model with the extended power-law parameterization and a non-constant
fractional energy loss. The different panels are different rapidity intervals.













































































































Fig. 9 Ratios of D(z) distributions for six bins in collision centrality
to those in peripheral (60–80 %) collisions, D(z)|cent/D(z)|60−80, mea-
sured by ATLAS for R = 0.4 jets [12] (black markers) are compared to
the analytic calculation (red line) and MC calculation (blue histogram)
of the same quantity in the non-constant fractional energy loss model
the model presented in this paper by predicting the jet RAA
in the forward region where it has not yet been measured.
To do that, the jet RAA was calculated using the analytic
model in two bins of jet rapidity corresponding to those used
by ATLAS or CMS [29,30], namely 2.1 < |y| < 2.8 and
2.8 < |y| < 3.5. In the later rapidity region, the jet p T spectra
decrease approximately by four orders of magnitude in the
region of jet p T between 40 and 100 GeV. This steep fall-off
of the spectra was found to be insufficiently described by the
modified power-law, Eq. 2. To improve the parameterization,
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which was found to describe the PYTHIA jet p T spectra at the
level of accuracy better then 10 %. The resulting parameters
and the quark fractions for the jet p T spectra selected in the
two rapidity regions are summarized in Table 3.
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ferent rapidity regions (columns) is compared to the analytic calculation
(red line) and MC calculation (blue histogram) of the same quantity in
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jet
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and 1.2 < |y| < 2.12 (right) rapidity bins
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function of the rapidity such that the probability that the jet
is initiated y a quark is increa ing with increasing rapidity.
T e steepness of the jet pT spectrum also evolves as a fac-
tion of the rapidity such that th pT spectra of forward jets
are steeper than the spect a f jets produced in the central
region. Both of these features are demonstrated in Fig. 2 and
Table 1 of Sect. 2. Both featur also influence the jet RAA,
though they act in opposite directions. Nonetheless, it can
reasonably be expected that the jet RAA will exhibit a differ-
ent behavior in the forward region compared to the central
region, or, equivalently, that the RAA will vary with rapidity
at sufficiently large values. Thus, it is clearly of interest to test
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Fig. 7 Nuclear modification factor of jets, RAA, measured by ATLAS
[11] (black markers) in four different centrality bins (rows) and four dif-
ferent rapidity regions (columns) is compared to the analytic calculation
(red line) and MC calculation (blue histogram) of the same quantity in
the non-constant fractional energy loss model. The analytic calculation
uses the extended power law parameterization of the jet pT spectra that
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the D(z) modifications in the odel primarily result from
the difference between quark and gluon quenching for jets
with similar transverse momenta. Thus, as long as the model
reproduces the RAA near 100 GeV the D(z) modifications
will be insensitive to the pjetT d pendence f S.
6 Rapidity dependence of the suppression
The fraction of jets initiated by light quarks evolves as a
function of the rapidity such that the probability that the jet
is initiated by a quark is increasing with increasing rapidity.
The steepness of the jet pT spectrum also evolves as a fac-
tion of the rapidity such that the pT spectra of forward jets
are steeper than the spectra f jets produced in the central
region. Both of these features are demonstrated in Fig. 2 and
Table 1 of Sect. 2. Both features also influence the jet RAA,
though th y act in oppo ite directions. Nonetheless, it can
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ent behavior in the forward region compared to the central
region, or, equivalently, that the RAA will vary with rapidity
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(b) A comparison of the RD(z) as measured by ATLAS in [173], a MC calculation (blue) and the analytic calculation
(red) in the EQ model with the extended power-law parameterization and a non-constant fractional energy loss. The
different panels are different centrality intervals.
Figure 3.9: A comparison of measured data, MC, and the analytic calculation of the EQ model. Figures
from Ref. [153].
be coupled with Equation 3.9 and the quark and gluon fractions to give a functional form of the quenched
high-pT ha ron spe tra for quarks and gluons. This can b furth r use to cons ruc a je RAA that is fi to
data and is shown in Figure 3.9a. It can be seen that the analytic fits and the MC are in good agreement.
While the fits agree with the data by d finition, th robustn ss of the model can be seen in that it describes
the data wit a single value for α and a simple centrality dependent shift consta t s′.
Fits to the D(z) distributions are shown in Figure 3.9b and it can be seen that while the MC and
alytic calculation agree well with each other, they are only abl to qualitati ely capture ome features of
the data. The enhanceme t at high z can be explained by an increased quark content of the jet spectrum
and subsequent differential quenching for quark and gluon jets. The low z enhancement on the other hand




4.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is a part of the European Organization for Nuclear Research (CERN).
It has a circumference of 27 kilometers, making it the world’s largest particle accelerator, and is housed
in a tunnel that is up to 175 meters below the surface of the earth. The LHC ring has eight arcs and
eight straight sections, with each straight section being approximately 528 m long. Four of the straight
sections are where the major detectors are located, while the other four are used for machine utilities,
radio frequency, collimation and beam dumps. The arc sections are built using 1232 dipole superconducting
magnets, providing a magnetic field of up to 8.33 T. Another 392 quadrupole magnets are used for focussing
the particle beam. Sixteen radio frequency (RF) cavities that provide a voltage of 2 MV and operate at
400 MHz are used to accelerate the proton or ion beams that are kept in their circular path by the dipole
magnets. The magnets are cooled down to 1.9 K via liquid Helium.
The LHC beam pipe has two rings with the counter-rotating beams and uses a uses a twin-bore magnet
design that optimizes for both cost, as well as space. The counterrotating beams require opposite magnetic
dipole fields in both rings, with separate magnetic and vacuum chambers, with the common sections only
at the insertion regions and where the major experimental detectors are located. These detectors are: A
Toroidal LHC Apparatus (ATLAS), Compact Muon Solenoid (CMS), A Large Ion Collider Experiment
(ALICE), and Large Hadron Collider - Beauty (LHCb) [174].
Studying the rare events that the LHC was designed for requires high beam energies and intensities, and
the LHC is capable of reaching up to center of mass energies,
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TeV for lead ions. The LHC delivers up to 1034cm2s1 of luminosity to the ATLAS and CMS detectors when
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colliding protons. The LHCb detector is a lower luminosity experiment, that receives up to 1032cm2s1, and
ALICE, a dedicated ion experiment aims at a peak luminosity of 1027cm2s1 for nominal lead-lead operation.
In 2015, the LHC delivered an integrated luminosity of 0.49 pb−1 of Pb+Pb and 25 pb−1 of pp data.
A schematic of the entire accelerator complex and the path followed by protons and heavy ions is show
in Figure 4.1. The protons in the LHC are obtained by stripping a hydrogen atom of its electrons with an
electric field. They are then supplied to the LHC via the Linac2 - Proton Synchrotron Booster - Proton
Synchrotron - Super Proton Synchrotron chain. The complete ionization of lead on the other hand is done
in multiple stages, with the first stage in Linac3, which provides Pb+29 via an ion source. The Pb+29 lead
ions are further stripped of electrons by passing them through a 0.3 µm foil. The Pb+54 ions are selected
via mass spectrometer and sent to the Low Energy Ion Ring (LEIR), followed by the Proton Synchrotron
and Super Proton Synchrotron, and then finally the LHC. The final stripping of lead ions takes place after
the PS, on a 0.8 mm thin aluminum foil.
Figure 4.1: The accelerator complex at CERN. ATLAS can be seen inside the SPS on the LHC ring. Figure
from Ref. [175].
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4.2 The ATLAS Detector
The ATLAS detector (Figure 4.2) is a general purpose detector at the LHC. It uses a right-handed coordinate
system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along
the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y axis points upward.
Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle around the
beam pipe. The pseudorapidity is defined in terms of the polar angle θ as η = − ln tan(θ/2). The detector
is symmetric in the forward-backward direction, with the positive z direction being the A side, and the
negative z direction being the C side. It has full 2π coverage in azimuth. The transverse momentum pT, the
transverse energy ET, and the missing transverse energy ETmiss are defined in the x− y plane unless stated
otherwise. The distance ∆R in the pseudorapidity-azimuthal angle space is defined as ∆R =
√
∆η2 + ∆φ2.
The detector was designed keeping in mind the goals of the physics it aimed to explore, and as such has
the following characteristics:
• Fast, radiation-hard electronics and sensor
• Fine granularity to be able to manage large particle fluxes
• Large acceptance in pseudorapidity and full azimuthal coverage
• Good electromagnetic calorimetry for photon and electron identification
• Good hadron calorimetry for accurate jet and missing transverse energy measurements
• Good muon identification and momentum resolution
• Highly efficient trigger system
These design goals are achieved with the main subsystems: the inner detector, the calorimeter, the muon
spectrometer, and the trigger system. The main analysis discussed in this thesis uses the inner detector,
calorimeter, and the trigger system. The muon system is described for completeness.
4.2.1 Inner Detector
The inner detector shown in Figure. 4.3 is designed to reconstruct the charged particle trajectories for
particles with momenta down to 0.5 GeV in the interval |η| < 2.5. It is immersed in a 2T magnetic field
from the central solenoid that covers a region of 5.3 m long and has a diameter of 2.5 m. The inner detector
has capabilities for pattern recognition, momentum and vertex measurements, and electron identification.
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Figure 4.2: The ATLAS detector. Figure from Ref. [176].
These measurements are made using the inner pixel detector, the semi-conductor tracker (SCT), and the
transition radiation tracker (TRT).
Pixel system: This system is segmented in R− φand comprises of four pixel layers : the innermost
insertable B layer (IBL) and three identical silicon pixel detectors. The IBL was added to the ATLAS
detector during the first long shutdown of the LHC in 2013-2014. It consists of 14 carbon fiber staves, 2 cm
wide and 64 cm long, surrounding the beam pipe at a mean radius of 33 mm, and covering a pseudorapidity
region of ±3. Each stave consists of 26880 pixels in a matrix of 80 columns (50 µm pitch), by 336 rows
(250 µm pitch) [177, 178]. The other three layers layers have a pixel size in R− φ× z of 50× 400µm2. The
accuracies in the barrel region are 10µm2 (R− φ) and 115µm2(z). The end cap regions have an accuracy
of 10µm2(R− φ) and 115µm2(R). The hit resolution ranges from ∼8 (R− φ) and ∼40µm) (z) for the
innermost layer, to ∼10 µm (R− φ) and ∼115µm (z) for the next three layers [176]. The pixel detector has
approximately 80.4 million readout channels.
Semi Conductor Tracker: This subsystem has a coverage that overlaps with the pixel layers, and
is arranged in concentric cylinders around the beam axis, with the end caps being disks perpendicular to
the beam axis. The SCT has eight strip (80 µm pitch) layers that are crossed by each track. Small angle
stereo strips (40 mrad) are used to measure both coordinates, with one set of strips in each layer, parallel
to the beam direction. The end cap region has nine layers of double sided modules with strips in the radial
direction, with each also having a mean pitch of 80 µm. The intrinsic resolution is ∼17µm (R− φ) and
∼580µm (z). There are approximately 6.3 million readout channels from the SCT [176].
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Transition Radiation Tracker: The TRT uses a combination of a xenon based gas and 4mm diameter
straw tubes and provides for a large number of hits (up to 36) per track. It covers the region |η| < 2.0, and
has a resolution of ∼130µm in r − φ, with no information in the z direction. The barrel region of the TRT
has straws that are 144 cm long and are parallel to the beam axis, with the wires divided into two halves at
η = 0. The end-caps have 37 cm long straws in a radial configuration. The TRT has approximately 315,000
channels [176].
Figure 4.3: ATLAS Inner Detector System. Figure from Ref. [179].
4.2.2 Calorimeter
The calorimeter covers the range of |η| < 4.9 for using a variety of different techniques. The parameters are
summarized in the table below. Over |η| < 2.5, where there is overlap with the inner detector, the highly
granular electromagnetic calorimeter is used for precision measurements of electrons and photons. The rest
of calorimeter has coarser granularity that is sufficient for jet reconstruction. The calorimeter contains the
electromagnetic and hadronic showers, and limits the punch through to the muon system. The EMCal has a
radiation depth greater than 22 radiation lengths in the barrel, and greater than 24 radiation lengths in the
end caps. The approximately 10 interaction lengths in the barrel and end cap provide good resolution for
high energy jets. The total thickness of the calorimeter is 11 interaction lengths at η = 0. The calorimeter
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is divided into different subsystems, including the Liquid Argon Electromagnetic Calorimeter (LAr EMCal)
and the Hadronic calorimeter (HCal).
LAr EMCal: The EMCal covers the region |η| < 1.475 and has two end caps (1.375 < |η| < 3.2). It
also contains the central solenoid. The barrel calorimeter is divided into two half barrels, separated by 4mm
at z = 0. Each end cap is divided into two coaxial wheels, with the inner one covering 2.5 < |η| < 3.2 and
the outer one covering 1.375 < |η| < 2.5. The EMCal uses accordion shaped kapton electrodes and lead
absorber plates that provide full azimuthal symmetry. The EMCal is subdivided into three sections in its
depth over |η| < 2.5, the region used for precision physics. The |η| < 1.8 region also uses a pre-sampler
detector that uses an active LAr layer to correct for energy lost upstream of the calorimeter. A main source
of this loss is the central solenoid.
Hadronic Calorimeter: The hadronic calorimeter consists of the tile, LAr Hadronic end cap, and
the LAr forward calorimeter. The tile covers the region |η| < 1.0 , with its two barrels covering the range
eta 0.8 < |η| < 1.7. It uses steel as the absorber and scintillating tiles for the active material. The tile
calorimeter extends radially from an inner radius of 2.28 m to 4.25 m. It has a three layer that are 1.5,
4.1, and 1.8 interaction lengths thick in the barrel region, and 1.5, 2.6, and 3.3 interaction lengths in the
extended barrel region. The total detector thickness is 9.7 interaction lengths at η = 0.
The LAr hadronic end cap calorimeter (HEC) consists of two independent wheels per end cap, and is
behind the EMCal end cap. It extends out from 1.5 < |η| < 3.2, and overlaps with the forward calorimeter
and the tile calorimeter. The HEC covers the radial region of 0.475 to 2.03 m.
The LAr Forward calorimeter (FCal) provides coverage over the 3.1 < |η| < 4.9. It is approximately 10
interaction lengths deep, and has three modules, one of which is optimized for electromagnetic measurements,
while the other two for hadronic measurements. Each module is made of concentric rods and tubes parallel
to the beam axis.
A summary of the depth of the calorimeter in terms of the interaction lengths, as a function of pseudo-
rapidity is shown in Figure 4.4.
4.2.3 Muon Spectrometer
The muon spectrometer is based on the magnetic deflection of muon tracks in the toroid magnets. The
barrel toroid provides bending over the |η| < 1.4 range, and the end cap magnets provide bending in the
1.6 < |η < 2.7 range. In the transition region (1.4 < |η| < 1.6), the magnetic deflection is from a combination
of the barrel and end-cap fields. The barrel region has tracks that are measured in chambers in a cylindrical
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Figure 4.4: Cumulative material in the calorimeter system in units of hadronic interaction length as a
function of |η|. Figure from Ref. [176].
configuration around the beam axis. The transition and end-cap have chambers perpendicular to the beam
axis.
4.2.4 Other subsystems
Other major subsystems of the ATLAS detector include the Zero Degree Calorimeter (ZDC), the trigger
system
ZDC: The zero degree calorimeter plays a key role in determining the centrality of heavy ion collisions.
It consists of quartz rods and tungsten plates, and measures neutral particles at |η| >= 8.2. It is made of
four modules, one electromagnetic, and three hadronic. The Modules are made of 11 tungsten plates that
are perpendicular to the beam direction. Photomultiplier tubes are used to detect the Cherenkov radiation
from particle showers.
Trigger System: The trigger and data acquisition system (TDAQ) have different subsystems that
are associated with sub-detectors. There are three distinct levels: L1, L2, and the event filter. The latter
two form the High Level Trigger (HLT) system. The L1 trigger uses custom electronics, while the HLT is
software based. Each level uses information from the previous level to select events. The first level uses
limited detector information and makes decisions based on muons, electron, photons, jets, and τ -leptons
carrying a high transverse momentum. It is also capable of identifying large missing and total transverse
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energy. It has a maximum acceptance rate of 75kHz and makes a decision in less that 2.5µs. This event rate
is further reduced to 200 Hz by the HLT that uses the full granularity and precision of the inner detector,
calorimeter and muon systems to select events.
4.3 Pileup and Centrality in ATLAS
A pileup event is an event in which there are multiple Pb+Pb interactions. The rate of such events is
typically minimized in a heavy ion collision by increasing the crossing angle between the colliding beams.
Pileup events are further rejected by identifying them using information from the tracking systems and by
studying the correlation between the energy deposited in the ZDC and the FCal. In heavy ion collisions,
all tracks in the tracking system are fit back to a single primary vertex with the fits that do not converge
being rejected. Then events that have a track multiplicity corresponding to a single Pb+Pb interaction
and an energy deposition in the calorimeter that is consistent with multiple Pb+Pb interactions are pileup
events [180]. Pileup events are also identified using the anti-correlation between the number of participant
and spectator nucleons in a heavy ion collision. Figure 4.5 shows the total energy in the ZDC normalized
by the energy of a single neutron vs. the sum of transverse energy in the FCal, ΣEFCalT . The former comes
from spectators of the collision, while the latter from the participants. Events in which the ZDC measures
































Figure 4.5: The correlation of the sum of energies in the ZDC arms vs. the sum of transverse energies in
the FCal. Multiple Pb+Pb interactions in the same beam crossing with at least one of them being a central
collision would deposit large amounts of energy in the FCal and the ZCD, and are seen as the grass near
the top right of the figure. This is used to identify pileup events. Figure from Ref. [181].
Once pileup events have been identified and removed, the event centrality can be determined. This is
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The heavy-ion collision geometry is defined by its impact parameter, b. As the actual event-by-event impact
parameter is not accessible experimentally, the centrality classification is based on the transverse energy
measured in the forward calorimeter, ⌃EFCalT , which exhibits a strong monotonic correlation with b. A
model based on the Monte Carlo (MC) Glauber approach [37, 38] is used to obtain the mapping from the
observed ⌃EFCalT to the primary properties, such as the number of binary nucleon–nucleon interactions,
Ncoll, or the number of nucleons participating in the nuclear collision, Npart, for each centrality interval.
The Glauber model also provides a correspondence between the ⌃EFCalT distribution and the sampling
fraction of the total inelastic Pb+Pb cross-section, allowing the setting of the centrality percentiles [12].
For this analysis a selection of the 80% most central collisions (i.e. centrality 0–80%) is used to avoid
any di ractive, photonuclear, and other inelastic processes that contribute significantly to very peripheral
collisions (centrality 80–100%). Additionally, the events selected by UCC-1 and UCC-2 are used only
over the 0–1% and 0–0.1% centrality intervals, respectively. Figure 1 shows the distribution of ⌃EFCalT in
the data, and thresholds for the selection of several centrality intervals. The correspondence of centrality
intervals to hNparti values is provided in Table 2.

















































Figure 1: The ⌃EFCalT distribution in
psNN = 5.02 TeV Pb+Pb data for events selected by the minimum-bias trigger.
The ⌃EFCalT thresholds for several centrality intervals are marked with vertical lines and labelled on the plot. Also
shown are the number of events over the 0–1% and 0–0.1% centrality intervals selected by the ultra-central triggers.
Table 2: The correspondence between centrality intervals used in the analysis and hNparti values.
Centrality hNparti Centrality hNparti Centrality hNparti
0–0.1% 406.6 ± 1.3 10–20% 264.1 ± 2.9 50–60% 53.9 ± 2.0
0–1% 402.9 ± 1.5 20–30% 189.2 ± 2.8 60–70% 30.6 ± 1.5
0–5% 384.5 ± 1.9 30–40% 131.4 ± 2.6 70–80% 15.4 ± 1.0
5–10% 333.1 ± 2.7 40–50% 87.0 ± 2.4
In order to study the performance of the ATLAS detector, a minimum-bias sample of 4M Pb+Pb MC
events was generated using version 1.38b of HIJING [39]. The e ect of flow was added after the generation
using an “afterburner” [40] procedure in which the pT, ⌘ and centrality dependence of the vn, as measured
in the psNN = 2.76 TeV Pb+Pb data [13], is implemented by artificially rearranging the   positions of the
5
(b)
Figure 4.6: (Left) Charged particle multiplicity N selch versus the total transverse energy in the FCal, ΣE
FCal
T .
Figure from Ref. [181]. (Right) The ΣEFCalT distribution for events selected by the minimum bias trigger
along with the centrality percentiles. Also shown are the number of events over the 0–1% and 0–0.1%






done by coupling information from the Glauber Model with signals from the ZDC and FCal [59, 182]. The
centrality of an event can be mapped to the charged particle multiplicity Nch using the Glauber Model as
was shown in Figure 1.15. It can also be seen from Figure 4.6a that the charged particle multiplicity is
strongly correlated with ΣEFCalT . Then an MC Glauber simulation can be used to describe the distribution
of transverse energy in the FCal, ΣEFCalT , shown in Figure 4.6b, and divide it into percentiles [183]. The 0–
10% centrality corresponds to most central collisions with the maximum overlap between the colliding nuclei,
while the 90–100% corresponds to the most peripheral collisions with the least overlap between the colliding
nuclei. Since the energy in the barrel region (|η| < 3.2) is highly correlated with the energy in the FCal (
3.2 < |η| < 4.9) as shown in Figure 4.7, using different regions of the detector to estimate event centrality
and conduct measurements ensures a consistent centrality determination while avoiding autocorrelations in
the analysis.
4.4 Jet Reconstruction for Heavy Ion Collisions in ATLAS
Of the jet reconstruction algorithms that were discussed in Section 1.3.4, the LHC collaborations use the
anti-kt algorithm. The ATLAS jet reconstruction procedure in heavy ion collisions is described in Ref. [116],
and is summarized in Figure 4.8. It is different from the procedure for pp collisions because of the large
underlying event present in the heavy ion collision system.
This procedure uses the anti-kt algorithm as implemented in FastJet software package [187]. The
anti-kt algorithm is run in four-momentum recombination mode with its inputs being the η×φ = 0.1×π/32
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Figure 4.7: Correlation of the total energy in the calorimeter in the interval of |η| < 3.2 with the total energy
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Figure 3: Illustration of the modulation of the UE by the elliptic flow in a single Pb+Pb data event. The
dET/d  is integrated over the whole calorimeter. The fit to 1 + 2v2 cos(2[     2]) is shown. The v2 and
 2 vary event by event. The modulation can be as large as ±20%.
J pminT [GeV] p
max
T [GeV]   [nb]
1 17 35 157000
2 35 70 7090
3 70 140 258
4 140 280 5.85
5 280 560 0.0612
Table 1: Definitions of PYTHIA samples used in embedding. For each J value samples were produced
with the same number of events, one million, to ensure high statistical sampling for a jet pT out to
500 GeV.
The reconstructed jets are further corrected in the o✏ine analysis by the “self-energy bias” correction134
and by the jet energy scale calibration. The self-energy bias correction takes into account a possible bias135
of the UE estimate by a presence of a jet that was not excluded by seeds. This correction is important136
mainly for jets with pT < 60 GeV. The jet energy scale calibration is based on the numerical inversion137
method and provides calibration constants for all the jet collections used in this study. The full details138
on the jet reconstruction, the o✏ine corrections, and the jet reconstruction performance can be found in139
Ref. [13].140
4 Input Data141
The data used in this study were collected during the 2011 Heavy Ion run. The full sample of events142
reconstructed in the Hard Probe stream has been used. Hard Probe stream consists of di↵erent High143
Level Triggers (HLT) triggering on high-pT jets, muons, electrons, and photons. The details on HLT jet144
trigger are given in Sec. 5.2. The total collected luminosity of 158 µb 1 has been used. The full 2011 data145
set consists of the following runs: 194382, 194374, 194370, 194193, 194192, 194179, 194163, 194160,146
194121, 194061, 194060, 194017, 193890, 193834, 193826, 193825, 193823, 193795, 193718, 193687,147
193679, 193662, 193655, 193641, 193604, 193599, 193558, 193546, 193494, 193493, 193492, 193491,148
193481, 193463, 193447, 193412, 193403, 193321, 193295, 193291, 193270, 193211. All the runs149
were required to pass the o cial good run list (GRL) (data11 hi.periodAllYear DetStatus-v37-pro11-150






























Figure 1: An example of how seeds are excluded from the ⇢ (left) and v2 (right) calculations. The
positions of the seeds are indicated by white dots. The red regions are excluded from the averages and
the blue regions are included.
As was the case for ⇢, it is possible for the jet signal to bias the v2. This e↵ect is worsened by the fact78
dijet signals have the same ⇡ symmetry as the flow modulation. Jet seeds can be used to exclude regions79
containing potential jets from the averaging and eliminating the bias. However, excluding small regions80
around a seed as described in Section 2.2 cannot be done. In a strip of constant ⌘, excluding some of the81
cells from the full azimuthal interval will cause an anti-bias; The v2 for events where jets are aligned with82
the event plane will be reduced. To prevent this overcompensation, the entire ⌘ interval is considered to83
be biased by the jet. Such ⌘ intervals can be flagged using the jet seeds and excluded from the average in84
Eq. 5. This exclusion is shown schematically in Fig. 1. The e↵ect of jets on v2 as measured in the second85
sampling layer of the barrel electromagnetic calorimeter in MC simulations is shown in Fig. 2. Without86
excluding jets from the v2 determination (solid markers), the calculated v2 is larger in events where the87
leading jet is aligned with the event plane. This bias is removed once the jet seeds are excluded from the88
calculation as indicated by the open markers in the figure.89
2.4 Subtraction90
Once the background and flow parameters have been determined a subtraction is applied at the cell level.
For a cell at position ⌘,   in layer i, the corrected ET is determined from the raw ET via
ET = ErawT   ⇢i(⌘) ⌘  [1 + 2v2 i cos(2(     2))] . (6)
Each cell is considered as a massless four-vector using the ET after subtraction. The jet’s kinematics are91
set as the four-vector sum of the constituent cells.92
This subtraction is applied to all cells except dead cells that receive no correction from neighboring93
cells or the associated trigger tower. The latter correction is only applied if the trigger tower is above a94
2 GeV noise threshold. Thus for the purposes of subtraction, dead cells eligible for this correction must95






Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.
the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.
The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.
2.2 Area-related properties
The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.
Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR
2 when ∆12 = 0, but changes when











Figure 4.8: A schematic of the ATLAS jet reconstruction procedure. I set figures from Refs. [128, 181,
184–186].
calorimeter towers. The tower energies are the sum of the energies of all layers in the tower with cells that
straddle tower boundaries having their energies fraction lly distributed. The ant -kt lgorithm is first run
with the distance parameter R = 0.2, to give seed j ts.
These seed jets contain at least one tower with ET > 3 GeV, and have the ratio f the maximum tower
transverse energy to the average tower transverse e ergy, ET
Max/〈ET〉 > 4. Then the underlying event
subtraction procedure is performed. A first estimat of the average underlying event energy density ρi(η) is
done in 0.1 slices of η in each calorimeter layer i after excluding the regions that overlap with the seed jets.
A modulation is applied to account for the flow from the QGP (discussed in Section 1.2) and the underlying
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event is subtracted to give EsubTj :










where ETj , ηj , φj and Aj are the cell ET , η, φ and area for cell j in layer i. vni are the n
th order harmonics















where the sum is over all k cells in the FCal and φk is the azimuthal angle of the cell. The wk weights are
to ensure a uniform Ψn distribution. The dominant effect in the modulation is from the second and third
harmonic, v2 and v3 [188].
Once the background is subtracted, the anti-kt algorithm is run again with the distance parameter
R = 0.2. The underlying event is re-estimated after excluding areas that are within ∆R = 0.4 of the seeds.
Updated values of ρ′i and v′2 are recalculated and used to estimate the background that is subtracted from
the original cell energies. This is then subtracted from the original cell energies to give kinematics for the
R = 0.4 jets. The average subtracted energy normalized by the area of the jet reconstructed jet, as a function
of the energy in the forward calorimeter is shown in Fig 4.9. It can be seen that in the barrel region for
|η| < 0.1, R = 0.4 jets have a background that is approximately 300/(π × 0.42) ≈ 150 GeV. Figure 4.10
shows an ATLAS event display for a heavy ion collision with a reconstructed jet.
4.5 Jet Calibration for Heavy Ion Collisions in ATLAS
The hadronic shower (jet) has both electromagnetic and non-electromagnetic components that interact with
the calorimeter material differently. Thus the energy response of the calorimeter for these components
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Figure 4.9: The subtracted transverse energy
∆ET, normalized by the jet area Ajet as a func-
tion of ΣEFCalT in b+Pb collisions at
√
sNN =
5.02 TeV. Figure from Ref. [181].





= 2.76 TeV as mea-
sured by the ATLAS detector. Figure from
Ref. [184].
correct the reconstructed jet kinematics. These take into account features of the detector, the reconstruction
algorithm, and jet fragmentation and include the following [190]:
Origin Correction: This correction ensures that jets point back to the primary vertex and not the
nominal center of the detector.
MC based Calibration: This is a MC based correction that depends on the comparison between the
energy and pseudorapidity of the reconstructed jet and the corresponding matched truth jet.
In situ+Cross Calibration: This calibration is based on the differences between data and MC as
described by a well-measured object like a photon or Z boson [191, 192]. This poses a challenge for heavy
ion collisions because unlike in pp collisions, there simply aren’t enough statistics for these objects. Here the
cross-calibration procedure accounts for differences in the jet reconstruction procedure in heavy ion collisions
and pp collisions, and enables the usage of the in situ corrections from pp collisions.
The validity of the jet reconstruction and calibration procedure can be tested by evaluating the jet energy
scale and jet energy resolution. These are the mean and width respectively of the jet response distribution
that is given by precoT /p
truth
T in MC, where p
reco
T is the reconstructed jets transverse momentum, while p
truth
T
is the transverse momentum of the corresponding “truth” jet. This is shown in Figure 4.11.
The JES is seen to be almost unity within 1%. across a broad kinematic range. The JER is smaller for
jets with higher transverse momentum, and depends on centrality. It is the largest in central collisions and
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Fig. 1. The left panel shows the JES as a function of ptruthT and the right panel shows the JER as a function of ptruthT in MC samples. Both are for jets with |y| < 2.8. The 
curves in the right panel show fits to Eq. (1) for pp, and Pb+Pb in eight centrality intervals (0–10%, 10–20%, 20–30%, 30–40%, 40–50%, 50–60%, 60–70%, and 70–80%).
detector and data-quality requirements, which include the ID and 
calorimeters being in nominal operation, are considered. The av-
erage number of pp inelastic interactions per bunch crossing was 
µ < 1.4. In Pb+Pb collisions, µ was smaller than 10−4.
4. Jet reconstruction and analysis procedure
The reconstruction of jets in pp and Pb+Pb collisions closely 
follows the procedures described in Refs. [8,39] including the un-
derlying event (UE) subtraction procedure. A brief summary is 
given here. Jets are reconstructed using the anti-kt algorithm, 
which is implemented in the FastJet software package [40]. 
The jets are formed by clustering !η × !φ = 0.1 × π/32 log-
ical “towers” that are constructed using energy deposits in en-
closed calorimeter cells. A background subtraction procedure based 
on the UE average transverse energy density, ρ(η, φ), which is 
calorimeter-layer dependent, was applied. The φ dependence is 
due to global azimuthal correlations between the produced parti-
cles (typically referred to as “flow”). These correlations arise from 
the hydrodynamic response of the medium to the geometry of the 
initial collision. The flow contribution to the transverse energy of 
towers can be described by the magnitude (vn) and phase (&n) of 









vn cos (n (φ − &n))
#
,
where φ is the azimuthal angle of the tower and n indicates the or-
der of the flow harmonic. The modulation is dominated by v2 and 
v3 [41]. In this analysis, the second, third and fourth harmonics 
are used to further improve the UE estimation. An iterative proce-
dure is used to remove the effects of jets on ρ and the vn values. 
In the initial estimate of ρ and vn , these are estimated from the 
transverse energy of calorimeter cells within |η| < 3.2. The back-
ground is subtracted from calorimeter-layer-dependent transverse 
energies within towers associated with the jet to obtain the sub-
tracted jet kinematics. Then ρ and vn values are recalculated by 
excluding towers within !R = 0.4 of seed jets. Seed jets are de-
fined as calorimeter jets with subtracted pT > 25 GeV, which are 
reconstructed with radius parameter R = 0.2, and R = 0.4 track 
jets with pT > 10 GeV, which are reconstructed from charged-
particle tracks recorded in the ID. These new ρ2 and vn values 
2 The average ρ is ≈270 GeV and ≈10 GeV in 0–10% and 70–80% Pb+Pb colli-
sions, respectively.
are then used to evaluate a new subtracted energy using the orig-
inal towers, and the new jet kinematic variables are calculated. A 
final correction depending on rapidity and pT is applied to obtain 
the correct hadronic energy scale for the reconstructed jets. Jets 
are calibrated using an MC-based procedure which is the same as 
for the “EM+JES” jets used in the analysis of pp collisions [42]. 
This calibration is followed by a “cross-calibration” which relates 
the jet energy scale (JES) of Pb+Pb jets to the JES of pp jets [43].
The performance of the jet reconstruction was characterised by 
evaluating the JES and jet energy resolution (JER), which are cor-
respondingly the mean and width of the jet response (precT /p
truth
T )
in the MC simulation. Here precT and p
truth
T are the transverse mo-
menta of the reconstructed jet and truth jet, respectively. The per-
formance of the jet reconstruction in the simulation is summarised 
in Fig. 1, where the left and right panels show the JES and JER, re-
spectively. The JES is shown as a function of ptruthT in the left panel 
of Fig. 1. It deviates from unity by less than 1% in the kinematic 
region of the measurement. No rapidity dependence of the JES is 
observed. A weak centrality dependence of the JES is corrected by 
the unfolding procedure described later in this section. To express 
the different contributions, the JER is parameterised by a quadra-











The first parameter (a) and third parameter (c) in Eq. (1) are sen-
sitive to the detector response and are expected to be independent 
of centrality, while the second parameter (b) is centrality depen-
dent and it is driven by UE fluctuations uncorrelated with the 
jet pT. The JER for different centrality intervals and for pp colli-
sions is shown in the right panel of Fig. 1. Fits using Eq. (1) are 
indicated with dashed lines. The JER is largest in the more central 
collisions, as expected from stronger fluctuations of the transverse 
energy in the UE. The JER is about 16% for pT = 100 GeV in cen-
tral collisions and decreases with increasing pT to 5–6% for jets 
with pT greater than 500 GeV. The parameters a and c in the fit 
are found to be independent of centrality while the values of b are 
consistent with the expected magnitude of UE fluctuations. The fit 
parameters are listed in Table 2 for the most central and most pe-
ripheral Pb+Pb collisions.
The jet cross-section in pp collisions, jet yields and RAA in 
Pb+Pb collisions are measured in the following absolute rapidity 
ranges: 0–0.3, 0.3–0.8, 0.8–1.2, 1.2–1.6, 1.6–2.1, 2.1–2.8, and two 
inclusive intervals, 0–2.1 and 0–2.8. The interval of 0–2.1 is used 
to make comparisons with the measurement of RAA at 
√
sNN =
Figure 4.11: The Jet Energy Scale (left) and Jet Energy Resolution (right) as a function of ptruthT . Both are
for jets with |y| < 2.8. The different curves are for pp and varying Pb+Pb centrality. Figures from Ref. [116].









wher a nd c are elated to the detector response. The b term describes the underlying event fluctuations
and depends on centrality. The large underlying event in central collisions resul s in the JER being the
largest in that centrality interval.
The η and φ position resolution of the jet can be derived via a similar procedure and is shown in
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BETWEEN TRACKS AND JETS
5.1 Overview
Measurements of jets in heavy ion collisions are powerful tools to determine the properties of the quark gluon
plasma by measuring the modification of jet production and fragmentation after the jets have traversed the
hot QCD matter. As discussed in Section 2, jets with large transverse momenta in central lead-lead (Pb+Pb)
collisions at the LHC are measured at approximately half the rates in pp collisions when the nuclear overlap
function of Pb+Pb collisions is taken into account [116, 137, 148, 149, 159, 193]. Back-to-back dijet [142,
144, 146] and photon-jet pairs [145, 194] are observed to have less balanced transverse momenta in Pb+Pb
collisions compared to pp collisions. Jet shape measurements in the pp and Pb+Pb collision systems have
shown a broadening of the jets due to the QGP [160, 195–197], and jet fragmentation functions in Pb+Pb
collisions are modified with an excess for low and high momentum particles and depletion of intermediate
momentum particles inside the jet compared to pp collisions [151, 169, 173, 198]. Particles carrying a large
fraction of the jet momentum are generally closely aligned with the jet axis, whereas low momentum particles
are observed to have a much broader angular distribution extending outside the jet [117, 146, 157, 199]. All
these studies have suggested that the energy lost via jet-quenching is being transferred to soft particles
around the jet axis via soft gluon emission [98, 158, 162, 200–203] and investigating the radial distribution of
particles as a function of transverse momentum has the potential to provide further insight into the structure
of jets in the QGP. This can help provide information on not only how the jet is affected by the plasma, but
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also how the plasma is affected by the jet.
This thesis presents charged-particle pT distributions around the jet axis as shown in Figure 5.1. The
measured yields are defined as:
r > R  
(out of cone)
















∆η2 + ∆φ2 is the angular distance from the jet axis and Njet is the number of jets in consid-
eration. A = π(r2max − r2min) is the area of an annulus around the jet axis with its inner and outer radii rmin
and rmax respectively and nch(pT, r) is the number of charged particles with a given pT within the annulus.
The boundaries of the annuli are given by: 0.0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8. The





quantify the modifications of the yields due to the QGP medium. Furthermore, the differences between the
D(pT, r) distributions in Pb+Pb and pp collisions,
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∆D(pT, r) = D(pT, r)Pb+Pb −D(pT, r)pp, (5.3)
allow for measuring the absolute differences in charged-particle yields between the two collision systems.
The following sections describe all details of this analysis as follows:
• The datasets and event selection criteria used for this analysis are discussed in Section 5.2
• The cuts and corrections applied in the analysis procedure are discussed in 5.3
• The various sources of systematic uncertainties and their sizes are discussed in 5.4
• The results of this analysis are described and interpreted in 5.5
5.2 Datasets and Event Selection
The Pb+Pb and pp data used in this analysis were recorded in 2015. The data samples consisted of 25 pb−1
of
√




= 5.02 TeV Pb+Pb data.
Events in both the pp and Pb+Pb samples were selected by the ATLAS Trigger system discussed in
Chapter 4. The general scheme is to identify events using the Level 1 (L1) triggers, and pass them as
“seeds” to the High Level Trigger (HLT). In Pb+Pb, the selection was based on the L1 Total Energy trigger,
L1_TE50 that identified events with at least 50 GeV in the calorimeter system. These events were passed
to the HLT, where the HLT_j75_ion_L1TE50 used an online jet reconstruction algorithm to select on jets
above 75 GeV. In pp, the event selection was done using a L1 jet trigger, L1_j20, that used a simple sliding
window algorithm to find jet candidates with a pjetT > 20 GeV. These were then used as seeds to the HLT,
where the HLT_j85 trigger further selection on jets with pjetT > 85 GeV. The performance of the jet triggers
in 2015 is described in Refs. [204, 205] and the trigger efficiency is shown in Figure 5.2. This analysis then
further selected jets with pjetT > 100 GeV, thus ensuring a fully efficient trigger selection.
In addition to the jet triggered samples described above, a Minimum Bias Pb+Pb data sample was also
recorded. This was triggered based on a logical OR of the total energy trigger with a threshold of 50 GeV
and the ZDC coincidence trigger was used as part of the MC overlay procedure
In both samples, events were required to have a reconstructed vertex within 150 mm of the nominal IP
along the beam axis. The pileup was negligible in the Pb+Pb while the pp data was collected in low pileup
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Figure 5.2: Jet trigger efficiencies for (left) pp and (right) 0–80% central Pb+Pb collisions at 5.02 TeV for
R=0.4 offline jets. The broader turn-on of the jet trigger in Pb+Pb compared to pp collisions is caused
by significant differences between the HI jet trigger reconstruction algorithm used at the time of the data
taking and the current version of the offline reconstruction software. Figure from Ref. [206]






















































































































































































































Figure 5.3: The number of 2015 pp (left) and Pb+Pb (right) events used and rejected by various event
quality cuts.
Only events taken during stable beam conditions and satisfying detector and data-quality requirements that
include the detector subsystems being in nominal operating conditions were considered. The total number
of pp and Pb+Pb events entering the analysis, along with the with rejection power of various event quality
cuts is shown in Figure 5.3. Some of these events are rejected by multiple cuts. “Rejection by centrality”
indicates the number of events outside the 0-80% centrality bin.
The centrality intervals used in this analysis were defined according to successive percentiles of the ΣEFCalT
distribution obtained in minimum bias (MB) collisions, ordered from the most central (highest ΣEFCalT ) to
the most peripheral (lowest ΣEFCalT ) collisions: 0–10%, 10–20%, 20–30%, 30–40%, 40–60%, 60–80%.
The pp Monte Carlo (MC) used a set of 1.8 × 107 5.02 TeV hard-scattering dijet pp events generated
with Powheg+Pythia8 [207, 208] using the A14 tune of parameters [209] and the NNPDF23LO PDF set
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[210]. The Pb+Pb MC was generated by overlaying the additional sample of MB Pb+Pb data events on a
separate set of 1.8× 107 5.02 TeV hard-scattering dijet pp events generated with the same tune and PDFs
as the pp MC. This “MC overlay” sample was reweighted on an event-by-event basis such that it had the
same centrality distribution as the jet triggered sample. Another sample of MB Pb+Pb events was generated
using HIJING (version 1.38b) [211] and was only used to evaluate the track reconstruction performance. The
detector response in all MC samples was simulated using Geant4 [212, 213]. These MC samples were used
to evaluate the performance of the detector and analysis procedure and correct the measured distributions
for detector effects.
The time dependence of the underlying event (a core part of this measurement) was tested by dividing
the data and MC into three data taking periods with approximately equal number of events in each period.
The underlying event determined for each period compared to the nominal underlying event evaluated for
the entire dataset is shown in Figure 5.4, and it can be seen that it is stable throughout the data taking
period.
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Figure 5.4: Stability of the underlying event for three different periods of the data taking. The different
curves indicate the ratio of the underlying event in each period of data taking to the underlying event
determined in the entire dataset.
5.3 Basic Cuts and Corrections
A description of the analysis procedure to reconstruct the D(pT, r) distribution, along with the derivation
and application of the various corrections is presented in the following sections. The analysis structure is
59
MC



















Figure 5.5: The diagram presents various corrections and cuts that are applied during the analysis.
illustrated by the diagram in Figure 5.5 where each part of the analyses is described in a separate subsection
and can be summarized as follows:
• Jet selection
• Track selection
• Track momentum correction
• Fake rates
• Tracking efficiency
• Underlying event subtraction of tracks
• Unfolding
5.3.1 Jet Selection and final energy calibration
Since the Inner Detector (ID) covers the |η| < 2.5, the analysis can only be performed for jets within the
pseudorapidity interval of |η| < 1.7 to have the entire r = 0.8 cone under investigation fully covered by the
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Figure 5.6: The ratios of the jet spectra with no isolation to that with isolation in the kinematic range of
interest for Pb+Pb collisions, in all centralities. The isolation requirement rejects less that 0.1% of jets, and
has almost no impact on the final measurement.
following four successive intervals: 126–158, 158–200, 200–251, and 251–316 GeV. The pjetT cut is chosen so
as to exclude the contribution of “UE jets” generated by fluctuations in the underlying event. This binning
is also used in previous heavy ion jet measurements such as Ref. [151].
Truth jets were associated with the nearest reconstructed jet using the matching of ∆R < 0.2 for the
performance study and to build response matrices for the unfolding procedure. The same ∆R matching
criteria were employed in previous ATLAS HI jet analyses and are justified by a detailed performance
study [185]. To prevent nearby jets from distorting the measurement of D(pT, r) distributions, jets are
rejected if there is a neighboring jet with higher pjetT within an angular distance of ∆R < 1.0. The isolation
cut removes approximately 0.01% of jets (see Figure 5.6), and has almost no impact on the final measurement.
No correction for the jet reconstruction efficiency is necessary, as the analysis is performed in the jet pT
region where the jet reconstruction is fully efficient [111]. The jet energy measured in the calorimeter can be
affected by the presence of dead cells or cells with a bad response, by noise spikes in the hadronic end-cap
or the EM calorimeter, and by out-of-time energy deposits from cosmic rays and beam backgrounds. In the
pp analysis, these bad jets are removed via a set of standard recommended cuts. The rate of these jets in
the kinematic region of interest (100–316 GeV) is less than 0.5%. This cleaning procedure is not applied
in Pb+Pb collisions because it is incompatible with the heavy ion jet reconstruction procedure, and also




The track selection cuts used here follow the cuts used in [151]. These provide a low level of fake tracks and
a track reconstruction efficiency that is independent of the pT of the jet the track is associated with.
The cuts used here are the “tight” cuts as described in Ref. [214] and were utilized in previous HI jet
fragmentation measurements. The default tracking cuts used both in pp and Pb+Pb analysis are:
• track pT > 1 GeV
• track |η| < 2.5
• tracks should have at least 9 silicon hits in |η| ≤ 1.65
• tracks should have at least 11 silicon hits in |η| > 1.65
• tracks should have at least 1 hit in IB-layer + B-layer.
• tracks should have a IB-layer hit if it is expected, that is, if the track passed an active module.
• tracks should have a B-layer hit if it is expected and IB-layer hit is not expected.
• tracks should have less than 3 holes in silicon detectors.
• tracks should have 0 holes in pixel detector.
• impact parameters of track with respect to primary vertex: |d0| < 0.47e(−0.15pT)+0.19e(3.4E−4pT) mm,
|z0 ∗ sin θ| <1.0 mm. The recommended values are |d0| < 1.5 mm for tracks with pT < 10 GeV and
|d0| < 0.2 mm for tracks with pT > 10 GeV. This was chosen to guarantee a smooth behavior of the
d0 parameter as a function of track momentum.
• All tracks with pchT > pjetT +
√
(3× σJER(pjetT ))2 + (3× σTMR(pchT ))2 are rejected from the analysis,
where the TMR stands for track momentum resolution. The purpose of this cut is to be consistent
with previous fragmentation measurements [151]. It has minimal impact on this analysis because the
analysis is restricted to tracks below 63 GeV and jets above 100 GeV.
A tighter tracking selection is used for systematic studies (“tight+” cuts). These cuts include all of the
default cuts plus a 3σ cut on the significance of the d0 and z0 sin θ. Figures 5.7-5.9 shows comparisons of the
data and MC tracking quantities in pp and Pb+Pb collisions, respectively, for different track pT intervals. It
can be seen that the MC describes the data well. A 20% discrepancy is observed for low impact parameters.
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Figure 5.7: Track quantity comparison between data (points) and MC (yellow histogram) in pp collisions.
Tracks are selected to have 4.2 < pchT < 10 GeV. Below each direct data and MC overlay is the corresponding
data to MC ratio. The quantities compared are: average number of pixel hits as a function of ηch (top left),
average number of SCT hits as a function of ηch (top right), and number of tracks, Ntrk, normalized d0
(bottom left), and z0 sin θ distributions (bottom right). Figure from Ref. [206].
the z0 distribution in the MC samples. This difference is caused by the allowance of a small difference in
the z position of the primary vertex in the MC overlay procedure. However this has negligible impact on
the analysis as the overall quality requirement on the pointing parameter in the z0 is 1 mm. Furthermore,
Figure 5.9 shows the same comparison for high pT tracks. All the comparisons of distributions show the same
qualitative features as seen at lower pT with improving pointing with increasing track pT. The comparison
of the reconstructed pchT with the generated kinematics for tracks passing these cuts is shown in Figure 5.10.
Figure 5.11 presents the impact of individual tracking requirements in terms of the ratio of the number
of tracks that pass given cut and the total number of reconstructed tracks in pp MC. This is shown as a
function of track pseudorapidity in two different track pT intervals and as a function of track pT in two
different pseudorapidity intervals. The highest rejection for low pT tracks is provided by the cut on d0



























































































































Figure 5.8: Track quantity comparison between data (points) and MC (yellow histogram) in 0-10% central
Pb+Pb collisions. Tracks are selected to have 4.2 < pchT < 10 GeV. Below each direct data and MC overlay
is the corresponding data to MC ratio. The quantities compared are: average number of pixel hits as a
function of ηch (top left), average number of SCT hits as a function of ηch (top right), track d0 (bottom




























































































































Figure 5.9: Track quantity comparison between data (points) and MC (yellow histogram) in Pb+Pb collisions
inclusive in collisions centrality. Tracks are selected to have 60 < pchT < 200 GeV and to originate from jet
with pT in the interval from 251 to 316 GeV. Below each direct data and MC overlay is the corresponding
data to MC ratio. The quantities compared are: average number of pixel hits as a function of ηch (top
left), average number of SCT hits as a function of ηch (top right), track d0 (bottom left), and track z0 sin θ
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Figure 5.10: (left) Comparison of the generated and reconstructed track pT as a function of η
trk
truth for
five track ptrk,TruthT selections. (right) Track momentum resolution as a function of η
trk
truth for five p
trk,Truth
T
selections. Both plots are for pp MC. All tracks shown in this plot have passed the 2015 default tracking
cuts defined in this section. The pT in the legend corresponds to the bin centers in the following track pT
bins: 1.3 – 1.8 GeV, 5.6 – 7.5 GeV, 13.3 – 17.7 GeV, 56.1 – 74.8 GeV, 99.7 – 132.9 GeV, 177.2 – 236.2 GeV.
Figure from Ref. [206].
Similarly, Figure 5.12 presents the impact of individual tracking requirements in Pb+Pb MC. The difference
between the impact of individual cuts can be attributed to a different setting of the tracking algorithm and
to the overall increase of the track multiplicity as the number of rejected tracks does not linearly scale with
the multiplicity that enters the denominator.
The primary particles1 used in this analysis have a mean lifetime τ > 0.3× 10−10 s and are either directly
produced in pp interactions or from subsequent decays of particles with a shorter lifetime. They are required
to have their barcode in the range 0 − 200000. Of these, particles with barcode < 10000 are coming from
Pythia, while the remaining are from HIJING. Particles with barcodes above 200000 are secondaries, and
come from weak decays of Λ, KS , Ξ, Σ, Ω and from particles created in interactions with the material.
Strange baryons are included: Σ− (PDG ID 3112), Σ+ (PDG ID 3222), Ξ− (PDG ID 3312), Ω− (PDG ID
3334).
5.3.3 Track momentum correction
Specific corrections are needed for track momentum in 5.02 TeV pp and Pb+Pb data to account for a miss-
alignment introduced in the track reconstruction. The sign charge dependent momentum scale shift was
observed in pp data when the transverse momentum of muons reconstructed using muon spectrometer was
compared to the transverse momentum of muons from the inner detector. The difference as a function of
muon momentum in Pb+Pb data can be seen in Figure 5.13. The correction to track pT as a function of
1Primary particles are defined as particles with a mean lifetime τ > 0.3× 10−10 s either directly produced in pp interactions
or from subsequent decays of particles with a shorter lifetime.All other particles are considered to be secondary.
66
trkη



















= 5.02 TeVspp 
d0 cut z0sintheta cut
SI_hits cut Pix_holes cut
SI_holes cut Pix_hits cut
PixExpected cut Allcuts cut























= 5.02 TeVspp 
d0 cut z0sintheta cut
SI_hits cut Pix_holes cut
SI_holes cut Pix_hits cut
PixExpected cut Allcuts cut


























= 5.02 TeVspp 
d0 cut z0sintheta cut
SI_hits cut Pix_holes cut
SI_holes cut Pix_hits cut
PixExpected cut Allcuts cut
























= 5.02 TeVspp 
d0 cut z0sintheta cut
SI_hits cut Pix_holes cut
SI_holes cut Pix_hits cut
PixExpected cut Allcuts cut
: -2.1 - -2.0 GeVη
Figure 5.11: The impact of each cut applied individually in the pp MC to the starting collection of tracks,
as a function of ηch(top) for 1.3 < pchT < 4.6 GeV (left) and for 23.7 < p
ch
T < 31.5 GeV and as a function of
track pT for two different pseudorapidity intervals (bottom). The final combination of all cuts is shown as




















































Figure 5.12: The impact of each cut applied individually in the Pb+Pb MC to the starting collection of
tracks, as a function of the track pT inclusive in collision centrality for the default and the tight set of
tracking requirements. The final combination of all cuts is shown as well.
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track η and track φ is applied through sagitta bias maps introduced in Ref. [215].
Figure 5.13: Comparisons of track momentum scale of positive and negative muons reconstructed using
muon spectrometer and inner detector. The muon traverse momentum evaluated from muon spectrometer
(MC) is compared by that evaluated using the inner detector (ID) and the relative scale is normalized by
the momentum that uses both detectors. Figure from Ref. [216].
5.3.4 Track reconstruction efficiency
The tracking reconstruction efficiency is defined as the ratio between the number of primary truth charged
particles that are reconstructed and the total number of primary truth charged particles in the given pT and
η bin. It is evaluated using MC tracks, where tracks are required to pass all the tracking cuts imposed on
the data.
Matching between the reconstructed and the truth track is done via a cut on mcprob. This is defined
as the probability that a reconstructed track matched to a truth track actually was a truth track. It is
calculated as:
mcprob =











where N commonX are the number of hits in detector X in common between the truth and reconstructed track.
N trackX is the number of total hits in the reconstructed track.
Tracks with mcprob > 0.3 are associated with the truth track and those with a lower value are not and
are classified as fake tracks. The choice of mcprob = 0.3 is based on the recommendation from the ATLAS
tracking group and was used in [217]. The sensitivity of the measurement on the value of the mcprob cut is
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Figure 5.14: Efficiency for reconstructing tracks evaluated using the default tracking selections in different
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Figure 5.15: Efficiency for reconstructing tracks evaluated using the default tracking selections in different
track η bins in the pp MC samples.
In MC samples, the “track barcode” classifies reconstructed tracks to different classes based on the origin
(primary, secondary, pileup, beam halo, fake). We require 0 < barcode < 200000 in evaluation of the tracking
efficiency to remove pileup, beam halo, secondary particles, and fake particles. Reconstructed tracks that
do not have a matched truth track with given mcprob are labeled all together as fake tracks. The tracking
cuts need to provide both good efficiency for generator level tracks and to adequately reject fakes.
The final efficiency corrections applied were determined and applied as a function track pT and track η,
and can be seen in Figures 5.14-5.15 for pp and Pb+Pb collisions. No significant dependence on the collision
centrality is observed. The efficiency exhibits a small, but monotonic increase with the track pT. Only a
small variation with the track η is observed in the region |η| < 1.1. The efficiency correction is applied on a
track-by-track basis, assuming pchT = p
truth
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Figure 5.16: Efficiency for reconstructing tracks evaluated using the default tracking selections in different
jet pT bins and jet rapidity interval |y| < 0.3 in the Pb+Pb MC overlay samples. Each panel is a different
centrality bin.
sufficiently slowly with ptruthT that the error introduced by this assumption is negligible, up to 1%. The
tracking efficiency determined in Ref. [151] was not seen to be dependent on pjetT for p
ch
T . 40 GeV as can
be seen in Figures 5.16-5.18. The small depletion of the efficiency for tracks with pT ∼ 10 − 40 GeV was
attributed to the convolution of how jet fragments and with the performance of the track reconstruction in
the dense core of the jet [151].
5.3.5 Fake rates
Reconstructed tracks that cannot be matched to a primary particle in the MC samples or are matched to a
secondary particle are considered to be “fake” tracks. The rate of these tracks was evaluated and extensively
studied in Ref. [151] in the pp, Pb+Pb HIJING MC, and in Pb+Pb MC overlay samples. The MC overlay
sample is used to crosscheck the fake rate at higher pT, but is not used for any corrections. It was shown
that as the pchT approaches the p
jet
T the fraction of fake tracks increases due to the steeply falling spectra
of generator level tracks. Figures 5.19 and 5.20 show the fraction of tracks that are identified as fakes,
secondaries, or part of UE in case of Pb+Pb collisions as a function of pchT for selections in p
jet
T in pp and
Pb+Pb collisions, respectively. The rate decreases with pchT up to approximately 10 GeV and then remains
constant until pchT approaches p
jet
T where the rate increases again. In Pb+Pb collisions, the “fake” rate also
includes tracks which are from the underlying event from the real collisions into which the jet is overlaid.



















cy  0 - 10%
Internal
ATLAS Simulation






















cy 10 - 20%























































































cy 60 - 80%
Figure 5.17: Efficiency for reconstructing tracks evaluated using the default tracking selections in different
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Figure 5.18: Efficiency for reconstructing tracks evaluated using the default tracking selections in different
jet pT bins, in the pp MC samples.
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The contribution from UE is negligible for tracks with pT above 10 GeV as no centrality dependence is seen.
The Figure 5.20 excludes the very low pT region where the distribution would be completely dominated by
the UE. The size of the UE is then presented further in Figure 5.29. To separate the contribution of UE
tracks (see section 5.3.6) from the fake tracks in Pb+Pb collisions and cross-check the centrality dependence
of the fake rate, 200,000 MB Pb+Pb fully reconstructed HIJING MC [211] events were used. The HIJING
MC generator is capable of simulating global properties of HI collisions. The estimated fake rate of tracks
associated with jets with pT > 40 GeV is at the level of 1% and it exhibits similar behavior as observed in
Figure 5.20. No significant dependence of the fake rate on the collision centrality was found [151].
To correct for the contribution from fake and secondary particles, charged particle distributions are
estimated using reconstructed tracks that do not have a truth match as defined by criteria described in
previous paragraphs. These distributions are then subtracted from the measured distributions both in the
data and MC. This procedure is applied for tracks above 10 GeV in Pb+Pb collisions and for tracks above
1 GeV in pp collisions. The correction also removes any residual UE above 10 GeV in case of Pb+Pb. The
choice of the 10 GeV cut is based on the centrality dependence of the rate of truth-unmatched tracks in MC
overlay samples shown in Figure 5.20. The correction for UE, fake and secondary tracks below 10 GeV in
Pb+Pb collisions is discussed in the next section.
5.3.6 Underlying event subtraction of tracks
Charged particles from the nucleon-nucleon scatterings that are not associated with the hard scattering in
question constitute a background to the D(pT, r) distributions that needs to be subtracted from the measured
distributions. This background strongly depends on the collisions centrality and on the charged particle pT.
In the measurement of the inclusive jet fragmentation functions it was found that the UE contribution is
negligible for charged particles with pT > 10 GeV [151]. This can be seen in the centrality dependence of
the combined rate of fake and underlying event charged particles shown in Figure 5.20 where no significant
centrality dependence is observed for track above 10 GeV.
In pp collisions, the UE is not subtracted. The pileup contribution is negligible and subtracting the
intrinsic UE from the hard scattering processes would also necessitate a similar subtraction in the particle
level fragmentation functions in Pb+Pb that would be generator dependent and make comparisons between
pp and Pb+Pb non-trivial.
In Pb+Pb collisions, the UE from the soft processes is estimated using two independent methods. The
“Map method” is nominally used for the analysis while the “Cone method” is used to provide a systematic
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Figure 5.19: Fake rate for five different pjetT selections in 5.02 TeV pp collisions and four pseudorapidity



















































































Pb+Pb  = 5.02 TeVNNs
Overlay
Figure 5.20: Rate of tracks unmatched to truth tracks in Pb+Pb collisions for different centrality selections
as indicated on the plot as a function of pchT . The unmatched tracks include both fake tracks and tracks from
the underlying event. The panels show two pjetT selections: 126-158 GeV (left) and 251-316 GeV (right). The

















































































































































Figure 5.21: Fake rate for six different centrality intervals in 5.02 TeV Pb+Pb HIJING MC collisions. The
fake rate is evaluated for default value of mcprob = 0.3 in 2015 analysis.
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events, while the latter evaluates the underlying event on an event-by-event basis using a grid of cones.
Map Method
In the ”Map Method”, η−φ maps of the average number of UE charged particles in a given annulus around
a jet (nUEch
Map
) are determined in MC overlay events using tracks without a truth match. The maps are
filled as a function of the distance from the jet, pjetT , η
jet, φjet, angle of the jet to the reaction plane2 dΨch,
pT and centrality.
Examples of the these distributions for three different annuli (0–0.05, 0.25 – 0.30, 0.60–0.70), in the dΨ
interval of 0.80 – 1.00, for six collision centrality classes and for 1–1.6 GeV particles in 126 – 158 GeV jets are
shown in Figure 5.22. The number of UE particles associated with a jet decreases with size of the annulus,
decreasing centrality, increasing track pT and increasing distance to the reaction plane.
The underlying event is then estimated by convoluting the nUEch
Map
distributions with the ηjet, φjet, and
dΨjet distributions of jets. The UE estimated by this method in MC consists of tracks without a truth
match, and hence is the “true” underlying event by definition. This UEMC can then be used to correct any
correlations between the underlying event as determined by the cone method and the JER (discussed in
later sections). The UE normalized to unit area, as a function of ∆R with respect to the jet axis is shown in
Figure 5.23 for the lowest track pT interval where the UE contribution is the largest. The two distributions
are the UE with and without secondary particles. The UE strongly decreases for more peripheral collisions
and for increasing track pT. Little radial dependence is seen when the secondaries are not included. A
small effect is expected because there is an enhancement in the number of jets at mid rapidity, along with
a decrease in the UE yield as a function of η. Since the secondaries are generated by primary PYTHIA
particles, the enhancement is expected towards the jet core, where there is a higher multiplicity of primary
particles.
Cone Method
The cone method uses a regular grid of 9 cones of size R = 0.8 covering the full inner detector region (shown
in Figure 5.24). The size of the cone corresponds to the radial phase space being investigated (0.8 in this
case). Cones within a distance of dR = 1.6 to a reconstructed jet are excluded if pjetT > 90 GeV. They are
also excluded if they contain a track with pT > 10 GeV. The 10 GeV was cut was chosen based on the small
centrality dependence of the combined rate of fake and underlying event tracks above 10 GeV as shown in
Figure 5.21. The fraction of events as a function of number of cones used in each centrality bin is shown in
2The reaction plane angle Ψ is determined on an event-by-event basis by a standard method using the φ variation of
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Figure 5.22: Per jet nUEch
Map
distributions of charged particles evaluated for 1–1.6 GeV (left) and 4–6 GeV
tracks in the jet core (top), near the jet edge (middle), and far from the jet (bottom) for dΨ in the interval
0.8–1.00, for six centralities, and 126–158 GeV jets.
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Figure 5.23: UE estimated from tracks which do not have an associated truth particle in jet with pT from
126 to 158 GeV and for the lowest track pT interval (1–1.58 GeV). The two different distribution shows the
UE with and without the contribution from the secondary particles.
Figure 5.25. It can be seen that in the MC the number of cones used is consistent with there being no jet
quenching. This is as expected since the jets in the Pb+Pb MC overlay are coming from PYTHIA and are
unquenched. Moreover, quenching in central Pb+Pb data leads to only one jet causing exclusions, consistent
with most events using 7 cones. For more peripheral Pb+Pb collisions, the cone distribution tends to look
like the distribution with no quenching.
The resulting UE charged particle yields dnUEch
Cone
/dpchT are evaluated over the 1 – 10 GeV range as a
function of pT p
jet




















ch is the num-
ber of charged particles summed across all background cones associated to the jet in question. The cone
method estimates the UE yields only from events containing jets included in the analysis, ensuring that the
background automatically had the correct distribution of centralities within a given centrality bin.
The UE contribution as measured using the cone method in data needs to be further corrected for three
77
Figure 5.24: Illustration of the cone method to estimate the underlying event. Cones numbered 3, 6, and 7
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Figure 43: Ratio of the dnUEch /dp
ch
T distributions with and without the correction for ⌘-dependence in
0-10% Pb+Pb collisions evaluated with a subset of the data statistic (70k events).
To correct for this e↵ect, the centrality-, pjetT - and p
ch
T -dependent (or z-dependent) multiplicative551




ch /dz) distributions. These multiplicative factors,552
1/wUE, were estimated as a ratio of UE distributions calculated in MC samples from tracks within the553












The example of those factors is plotted in Fig 45. The correction by construction corrects also for556
fake/secondary track contribution in the track pT region 1-10 GeV in Pb+Pb collisions. Outside that557
region and in pp system fake contribution is corrected as described at the beginning of Section 7.6. More558




ch /dz, were then559
subtracted from measured distributions both in MC and data as follows560




















The size of the wUE correction is only a few % at the low track pT where the UE is the largest and the561
absolute magnitude of the correction increases towards the higher track pTwhere the UE is smaller. This562
behavior originates in 1) the intrinsic correlations between the UE contribution to the yield of particles563
measured inside the jet and the MC pjetT shift as it was discussed earlier; 2) the correlation of production564
of secondary particles with the jet. The production of secondary particles is associated with presence of565
primary particles. Thus, the production of secondary particles is enhanced in the jet due to the higher566
density of primary particles compared to the regions outside a jet. This is shown in Fig. 42 where the UE567



























































Figure 44: Ratio of the dnUEch /dp
ch
T distributions with and without the correction on elliptic flow in 0-10%
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Figure 45: The multiplicative correction factors that correct for the correlation between the UE and the
JER in 0–10% central events.
rom secondary particles is presented and where the yield of secondary particles is significant only at569
smaller dR, i.e. within a jet. Fig. 42 also shows that the relative yield of secondary particles to the570
yi ld of the UE particles is increasing with decreasing collisions centrality. Furthermore, the relative571
contribution of secondary particles to the UE increases with the track pT as the fraction of the secondary572
particles decreases only slowly with the increasing track pT(Figs.28 and 29), however, the UE decreases573
strongly with the increasing track pT Fig.46). This results in lower UE contribution estimated by the574
random cone method where areas outside the jet are used.575
The impact of the underlying event and fake track subtraction on the D(pT) distributions is shown in576
Figure 46 for 0–10% Pb+Pb events (where the UE subtraction is the largest) and pp collisions (where577
there is no UE subtraction, only a subtraction of fake tracks. The magnitude of the correction for UE is578
the most significant in the central collisions and at low pT where the ratios of unsubtracted to subtracted579
distribution is up to 14. The contribution significantly decrease with increasing track pT and it reaches580
about 20% for track with pT of 4 GeV in central Pb+Pb collisions and further decreases with pT. In pp581
collisions the magnitude of the fake track subtraction is always much less than 3% as can be seen from582
(b)
Figure 5.26: Ratio of the NUE conech distributions with and without the correction for (left) η dependence and
(right) elliptic flow in the most central 0-10% Pb+Pb collisions, evaluated with a subset of the data (70k
ev nts). Figures from Ref. [206].
effects:
Correction for η-depe dence: To account for differences in the yields of UE particles at the position
of the jet and at the position of the track for the random cone entering the UE estimate, the η distribution
of charged particles from MC overlay events is used to appropriately weigh the UE tracks. The correction
is then the ratio of the value of the dnch/dη at the position of the jet and the track. The impact of the
correction in 0-10% Pb+Pb collisions is shown in Figure 5.26a
Correction for flow: Elliptic flow is th characteristic sinusoidal modulation of the yi lds of parti l s
along the azimuth in heavy ion collisions. The maximum amplitude of the modulation determines the
reaction plane, with more momenta being measured in plane than out of plane. Ref. [59] provides a basic
measurement of the magnitude of the elliptic flow, and its pT dependence. The correction for this effect
was based on a parametrization of the pchT and centrality depe d nce of previously measured elliptic flow
coefficients, v2 [59]. The reaction plane angle Ψ is estimated on an event-by-event basis by using the φ
variation of tran verse energy in the forward calorimet r. The co rection factor is evaluated as a function of
the distance of the jet from the reaction plane cos 2(φjet−Ψ). The correction is less (greater) than unity for
jets in a direction perpendicular (parallel) to the reaction plane. Jets perpendicular (parallel) to the plane
typically have a lower (higher) UE, and a cone at a random position in the ID is corrected down (up). The
size of the correction is at the level of a few percent, and decreases with increasing track pT, as is shown in
Figure 5.26b
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UE and JER correlation: The interplay between the UE and the JER will be described here is discussed
in further detail in Ref. [218]. Due to the steeply falling nature of the jet pT spectra, the smearing due to jet
energy resolution leads to a net migration of jets from lower pT to higher pT values (hereafter referred to as
“up-feeding”) such that a jet reconstructed with a given precT will correspond, on average, to a lower truth jet
pT, 〈ptruthT 〉. The up-feeding was observed to induce in the MC a difference between the UE yields determined
using the MC overlay events and the actual UE contribution to reconstructed jets. The magnitude of this
difference was found to be centrality dependent and exhibited a weak pT dependence. That difference was
found to result from intrinsic correlations between the UE contribution to the yield of particles measured




T − ptruthT . In particular, jets with positive (negative) ∆pjetT
were found to have an UE contribution larger (smaller) than jets with ∆pjetT ∼ 0.
To correct for this effect, the centrality-, pT-, r− and pchT -dependent multiplicative correction factors were
applied on dnUEch
Cone
/dpchT distributions. These multiplicative factors, wUE, were estimated as a ratio of UE











Examples of these factors are shown in Figure 5.27. The correction by construction corrects also for fakes and
secondary contribution in the track pT region 1-10 GeV in Pb+Pb collisions. The size of these corrections
integrated over r = 0.4 is comparable to the UE-JER correction done in [151].
The absolute magnitude of the correction increases towards the higher track pT in the jet core where the
UE is smaller. This behavior has two contributions: the intrinsic correlations between the UE contribution
to the yield of particles measured inside the jet and the MC pT shift as it was discussed earlier, and the
correlation of production of secondary particles with the jet. The production of secondary particles is
associated with presence of primary particles. Thus, the production of secondary particles is enhanced in
the jet due to the higher density of primary particles compared to the regions outside a jet. This was
shown in Figure 5.23 where the UE evaluated in term of particles without matching to truth particles in MC
with and without the contribution from secondary particles is presented and where the yield of secondary
particles is significant only at smaller dR, that is, within a jet. Figure 5.23 also shows that the relative
yield of secondary particles to the yield of the UE particles is increasing with decreasing collisions centrality.
Furthermore, the relative contribution of secondary particles to the UE increases with the track pT as the
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0.25 < r < 0.30 60 - 80%
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Figure 5.27: The multiplicative correction factors that correct for the correlation between the UE
and the JER, fake and secondary particles in different centrality classes and 0.05 < r < 0.10 (top) and
0.25 < r < 0.30 (bottom).
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Figure 5.28: The difference between the cone method and the map method as a function for r for 0-10%
Pb+Pb collisions, in 126-158 GeV jets, 1-1.6 GeV tracks.
the UE decreases strongly with the increasing track pT (Figure 5.29). This results in lower UE contribution
estimated using the MB collisions where tracks are not associated to a jet.
As shown in Figure 5.28, the two UE estimation methods give almost identical UE at angles outside the
R = 0.4 jet as the role of the two effects discussed here decreases. The difference between the methods varies
slowly with pjetT and track pT, with a small centrality dependence coming from fact that the underlying event
strongly depends on the centrality.
For pT > 10 GeV and in pp system fake contribution is corrected as described at the beginning of Sec-
tion 5.3.4. The corrected UE distributions, dnUE+fakech /dp
ch























The impact of the underlying event and fake track subtraction on the D(pT, r) distributions is shown in





























































































































































































































































































































































































































































































































































































































































































































































































Figure 5.29: Ratio between the raw D(pT, r) distributions before and after the UE subtraction in different
centrality classes and different jet pT intervals for different distances from the jet axis: 0.05 < r < 0.10,
0.15 < r < 0.20, 0.25 < r < 0.30, 0.60 < r < 0.70.
and the largest annulus. In the most extreme case the S/B ratios can be as low as 1/100. The size of the
correction decreases rapidly with increasing track pT, decreasing centrality and towards the core of the jet.
In pp collisions the magnitude of the fake track subtraction is always much less than 5%.
The basic performance of the UE subtraction was tested in the MC overlay dataset. This closure test was
performed using the MC overlay sample that has the same UE as in the data and will be discussed in the
next subsection. The truth RD(pT,r) distributions were compared to fully corrected RD(pT,r) distributions
where the UE contribution is subtracted by the same method as used in the data (see Figure 5.41a). From
the above mentioned tests we concluded that the UE subtraction procedure is correct and works well. The
UE estimate is subjected to a variation as part of the systematic uncertainties. For the pp data, we have
not performed any UE subtraction.
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5.3.7 Unfolding
Unfolding procedures are used to remove Instrumental effects like detector resolutions and allow for direct
comparisons to theory calculations [219]. This is done via the approach based on Bayes theorem that is
implemented in the RooUnfold package and uses “response matrices” [220]. These matrices are multidimen-
sional object that created using the MC and describe the migration between the reconstructed quantities
and the corresponding truth quantities that are to be unfolded.
This analysis uses three separate unfolding procedures that are discussed in this section.
• One dimensional unfolding for the pjetT spectra for the normalization.
• Two dimensional Bayesian unfolding in pchT and pjetT for jet pT dependent yields of charged particles.
• Bin by bin correction for the jet and track position resolution.
To achieve better correspondence with the data, the response matrices for both the one and two dimen-
sional unfolding are reweighted so that the distributions match the shapes in the reconstructed data.
One Dimensional Unfolding for Jet Spectra
The charged particle spectra need to be normalized by the number of jets in given jet pT interval. Thus,
the jet spectra needs to be corrected for bin migration due to the finite JER by unfolding procedure. The
unfolding is done via a one dimensional Bayesian unfolding procedure with 4 iterations implemented as part
of the RooUnfold [220] package. The pp and Pb+Pb MC samples are used to construct two dimensional
response matrices in terms of pjet,truthT and p
jet,reco
T . These matrices can be seen in Figure 5.30 and are
evaluated separately for pp and in different centrality intervals for Pb+Pb collisions. The technical closure
of this unfolding procedure (done using un-reweighted response matrices to unfold the reconstructed jet
spectra) is shown in Figure 5.31, as a function of pjetT for jets in the |y| < 1.7 region. A good recovery of the
truth distribution is seen for both 1% for Pb+Pb and pp MC samples.
Two Dimensional Unfolding for Charged Particle Spectra
The observed correlation between the jet response in the detector and the jet fragmentation necessitates
a two dimensional unfolding [151]. For example, gluon jets, which have in general a softer fragmentation
function, are observed to have a lower energy response than quark jets [190]. We use the RooUnfold [220]
implementation of the two dimensional iterative Bayesian unfolding [221] with 4 iterations. The MC Pb+Pb

























































































































































Figure 5.30: The response matrices in terms of pjet,recoT and p
jet,truth
T in the jet |y| <1.7 region, in (left) data
overlay Pb+Pb MC samples, with each panel being a different centrality bin and (right) in pp MC samples.
































































































































































































































































































































Figure 5.31: The jet spectra and MC closure as a function of pjetT in the jet |y| <1.7 region, in (left) data
overlay Pb+Pb MC samples, with each panel being a different centrality bin and (right) in pp MC samples.
































































































































































































































































































T , and p
trk,Truth
T , for reconstructed
track - reconstructed jet pairs, that have 0.20 < r <0.25, in (left) data overlay Pb+Pb MC samples, with
each panel being a different centrality bin and (right) in pp MC samples.
pjet,recoT , shown in Figure 5.32. The response matrix Aijkl describes the probability that an event from the







Bin-by-bin correction for Angular resolution
There is an additional unfolding procedure applied in this analysis to correct for the jet and the track position
resolution that results in the migration in angular distance r. The migration is dominated by the poor jet
angular resolution (shown in Figure 4.12), since the track angular resolution shown in Figure 5.33 is very
good.
The correction factors are derived using response matrices that correlate the reconstructed and truth
angular distance r. These matrices are evaluated for different jet and track pT in different centrality classes.
Examples of the response matrices are shown in Figure 5.34 for Pb+Pb and pp MC samples. The bin-by-bin
correction procedure is applied to D(pT, r) distribution unfolded to the particle level in terms of track and
jet pT by the two unfolding procedures discussed above. The correction factors for angular resolution were
derived using the the reconstructed jets and tracks where the reconstructed jet and track pT is replaced
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Figure 5.33: The (left) η and (right) φ position resolution of the tracker as a function of ptruthT for different
centrality and η regions in Pb+Pb MC overlay samples. The different curves are different centralities, and
it can be seen that there is no centrality dependence.
response matrices on the truth and reconstructed axis. These correction factors are shown in Figure 5.35
for Pb+Pb and pp collisions as a function of r. The efficiency and purity are a measure of what fraction of
jets are reconstructed in the same bin as their generator level counterpart. The efficiency is given by the
fractional distribution of reconstructed jets at a fixed truth pjetT while the purity is given by the fractional
distribution of truth jets at a fixed reconstructed pjetT . These are shown in the Figures 5.36.
The robustness of this correction can be validated by constructing D(pT, r) distributions using a coarser
pT binning (entire analysis chain is re-done) and comparing them to a summation of the individually unfolded
narrow bins. This comparison can be seen in Figure 5.37, for 1 < pT < 4 GeV, 126 < p
jet
T < 158 GeV, for
0-10%. central Pb+Pb and pp collisions, and is seen to be unity.
It can be seen that these corrections become large at the edges of the jet cone for tracks that carry a
significant fraction of the jet momentum. This is an artifact of the jet reconstruction algorithm, where a
truth track near the edge of a truth jet will pull the reconstructed jet towards itself, causing a depletion of
high pT particles at the edge of the jet cone. This depletion can be seen in the distribution of truth charged
particles in truth jets shown in Figure 5.38 and was also seen in Ref. [222]. These large factors result in a
large non-closure near the jet edge for tracks carrying a significant momentum fraction of the jet. To exclude
these effects, the results are only shown for tracks that show a closure of less than 5%.
The D(pT, r) distributions at various stages of the analysis in pp and Pb+Pb MC and data are shown
in Figure 5.39 and Figure 5.40.
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Figure 5.34: The response matrix for the bin by bin correction applied to the unfolded charged particle
spectra. This accounts for the jet position resolution. Each panel is a different pchT bin, for 126 < p
jet
T < 158
GeV jets, in (top) central collisions from Pb+Pb MC overlay samples and (bottom) pp MC samples.
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Figure 5.35: The correction factors applied to the unfolded charged particle spectra, as a function of r, with
each panel showing a different track pT bin, and each curve showing a different p
jet
T range, in (top) central
collisions from Pb+Pb MC overlay samples and (bottom) pp MC samples.
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Figure 5.36: The (top) purity and (bottom) efficiency of the bin-by-bin unfolding factors used to correct
for the angular resolution for different pchT ranges tracks (in different panels), shown as a function of r for
different pjetT ranges, in the most central 0–10% Pb+Pb collisions.
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Figure 5.37: The D(pT, r) distributions in pp and 0–10% central Pb+Pb, constructed using a single bin
from 1–4 GeV (merging the first three pT bins in this analysis) compared to the D(pT, r) distributions
constructed by adding up the bins individually: 1–1.6 GeV, 1.6–2.5 GeV and 2.5–4 GeV. This comparison
tests the robustness of the angular bin by bin correction and its dependence on the width of the pT bins.
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Figure 5.38: The distribution of truth charged particles in truth jets for different track pT ranges and p
jet
T
ranges in pp collisions. It can be seen that there is a kink in the distribution at the jet edge for high pT
tracks.
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Figure 5.39: The evolution of the D(pT, r) distributions for pp MC (left) and data (right) as various cor-
rections are applied. The spectra is shown for tracks with 0.05 < ∆r < 0.10 away from the jet axis, for
126 < pjetT < 158 GeV. The ratios showing the effect of the unfolding and bin by bin corrections (left and
right), as well as the MC closure (left) are shown in the lower half of the panels.
samples can be seen in Figures 5.41 and is well within 1% for low pT particles.
5.4 Systematic Uncertainties
This section gives an overview of the sources of systematic uncertainties on the pp and Pb+Pb charged
particle spectra associated with jet. These include:
• Jet energy scale
• Jet energy resolution
• Tracking selections
• Unfolding
• Underlying event contribution
• MC non-closure
The systematic uncertainties are evaluated separately for D(pT, r) distributions and for their ratios
as a function of jet pT for pp and Pb+Pb collisions. For each systematic variation, the entire analysis
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Figure 5.40: The evolution of the D(pT, r) distributions for Pb+Pb MC (top) and data (bottom) as various
corrections are applied. The spectra is shown for tracks with 0.05 < ∆r < 0.10 away from the jet axis, for
126 < pjetT < 158 GeV. The ratios showing the effect of the subtraction, unfolding and bin by bin correction
as well as the comparison to truth are shown in the lower half of each panel. The different panels are different
centrality selections.
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Figure 5.41: The response matrices in terms of pjet,recoT and p
jet,truth
T in the jet |y| <1.7 region, in (left)
Pb+Pb MC overlay with each panel being a different centrality bin and (right) in pp MC.
procedure is repeated to ensure that the jets are treated in a consistent manner throughout the analysis.
The positive relative shift was used to calculate the upper bound of the systematic uncertainty, whereas the
negative relative shift was used to calculate the lower bound. All uncertainties except the unfolding and the
MC non-closure are assumed to be correlated and are evaluated by comparing the RD(pT,r) distributions
for the various systematic variations to the nominal RD(pT,r) distribution. For uncorrelated systematic
uncertainties, the uncertainty on the RD(pT,r) distribution is evaluated by adding the uncertainties on the
pp and Pb+Pb D(pT, r) distributions in quadrature. The total systematic uncertainties on the RD(pT,r)
distributions for a selection of track pT ranges (1.0–1.6 GeV, 2.5–4.0 GeV, 6.3–10 GeV) in jets with pT in
the 126–158 GeV range are shown in Figures 5.42 and 5.43.
5.4.1 Jet energy scale uncertainty
The uncertainty on the JES for heavy ion jets has two parts. The first is taken from pp JES uncertainties
for jets in pp collisions while the second is specific to the heavy ion jets. For the pp part we use the strongly
reduced set of 4 nuisance parameters using Scenario 1 as described in Ref. [223]. Nuisance parameters
that are not applicable for HI jet collections (pileup, b-jets, flavor and MC non closure) are removed or
replaced (flavor uncertainties). The heavy ion specific components are from the cross calibration [191] and
the jet flavor uncertainties at 5.02 TeV [111]. For each component of the variation the response matrices are
regenerated with the shifted pjetT :
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Figure 5.42: A summary of the systematic uncertainties on RD(pT,r) distributions for different track
1.0 < pT < 1.6 GeV (top) and 2.5 < pT < 4.0 GeV (bottom), for jets with pT 126–158 GeV, as a func-
tion of r for different centrality bins. Different panels are different centrality bins. The total systematic
uncertainty and its individual contributions are shown.
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Figure 5.43: A summary of the systematic uncertainties on RD(pT,r) distributions for different track
6.3 < pT < 10.0 GeV (top) and 10.0 < pT < 25.1 GeV (bottom), for jets with pT 126–158 GeV, as a func-
tion of r for different centrality bins. Different panels are different centrality bins. The total systematic




reco(1± UJES(pT, η)). (5.9)
The data is then re-unfolded with these response matrices and the variation in the fragmentation functions
is taken as the systematic uncertainty.
The centrality dependent uncertainty on the JES was evaluated by shifting the jet pT of all measured
jets up and down by shift between 0% and 0.5%. The magnitude of the shift depends on the centrality in
the way that the uncertainty on the jet pT is 0.5% in 1% most central collisions and than linearly decreases
to 0% in 60% peripheral bin. The size of the shift reflects the uncertainty on the JES evaluated as using
the r−track study where the sum of pT of the tracks associated to a reconstructed jet is compared to the
reconstructed jet pT in ratio that is than compared between PbPb data and MC [148, 192].
5.4.2 Jet energy resolution
To account for systematic uncertainties due to disagreement between the jet energy resolution in data and
MC, the unfolding procedure was repeated with a modified response matrix. The matrix was generated
by repeating the MC study with modifications to the ∆pT for each matched truth-reconstructed jet pair.
The procedure to generate modified migration matrices follows the standard procedure applied in pp jet
measurements and is used for both the pp and Pb+Pb collisions. The JetEnergyResolutionProvider
tool [224] was used to retrieve uncertainty on the fractional resolution, σsystJER as a function of jet pT and η.
An additional HI jet specific uncertainty from the cross calibration of the HI jet collections [191] is applied to
jets in both pp and Pb+Pb collisions. The full JER uncertainty on 2015 pp data is shown also in Ref. [225]
The jet pT
reco was then smeared by
pT
?,reco = pT
reco ×N (1, σeffJER) , (5.10)







Track selection This uncertainty was estimated by tightening the tracking cuts by adding the cuts on
the significance of d0 and z0 as described in the Section 5.3.2. The entire analysis is redone with these track
selections (including re-deriving the tracking efficiencies and the η−φ maps for the UE estimation) and the
difference from the nominal analysis is taken as the systematic uncertainty.
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Truth track definition This uncertainty quantifies the robustness of the matching of reconstructed to
truth particles. The uncertainty is taken as a difference in the final results obtained with mcprob > 0.3 and
results obtained with mcprob > 0.5. This systematic included a re-derivation of the η − φ maps for UE
estimation.
Detector material description in simulation The uncertainty on the inner detector material varies
with pchT and η
ch from 0.5% to 2.0% [214] on the efficiency correction. This systematic also included a
re-derivation of the η − φ maps for UE estimation.
Tracking in dense environments There is a 0.4% uncertainty on the efficiency due to tracking in dense
environments (the core of the jet) [214]. This systematic also included a re-derivation of the η − φ maps for
UE estimation.
Fake rate and secondaries The uncertainty on the rate of fake tracks and secondaries is taken to be
30% independent of pchT and η
ch [214, 226]. This uncertainty is conservatively symmetrized.
Uncertainty on the track momentum To account for a possible misalignment in pp and Pb+Pb data,
the reconstructed pT of each track (corrected first as described in section 5.3.3) was changed according
to [215]:
pT → pT × (1 + q × pTδsagitta(η, φ))−1, (5.11)
where q is charge of the track and δsagitta(η, φ) is uncertainty on the track curvature. The uncertainty derived
for 5.02 TeV pp and Pb+Pb data is included in InDetTrackSystematicsTools-00-00-19. Due to statistical
origin of the uncertainty the resulting systematic uncertainty is symmetrized. This systematic also included
a re-derivation of the η − φ maps for UE estimation.
5.4.4 Systematic uncertainty due to unfolding
The systematic uncertainty associated with the unfolding is connected with the sensitivity of the unfolding
procedure to the choice of the input distributions. The systematic is evaluated by generating response
matrices from the MC distributions without the reweighting factor that is used to match the jet spectrum
and D(pT, r) distributions in data, and then unfolding the data using these response matrices. This has
minimal effect on track pT because of the good track momentum resolution in the kinematic region of
98
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Figure 5.44: Size of the individual contributions to the underlying event systematic uncertainty as a function
for r for 0-10% Pb+Pb collisions, in 126-158 GeV jets, 1-1.6 GeV tracks.
interest. The uncertainty is evaluated by comparing the nominal result with the un-reweighed result, and is
considered to be uncorrelated between Pb+Pb and pp.
5.4.5 Systematic uncertainty due to the UE event subtraction
The systematic uncertainty associated with the estimation of the UE has two main components: one is the
statistical uncertainty on the η−φ maps used in the map method (described in section 5.3.6), and the other
is the comparison of the map method to the alternative cone method (discussed in section 5.3.6. More details
on the cone method can be found in Ref. [151]. The contributions of both components to the underlying
event uncertainty can be seen in Figure 5.44, with the uncertainty from the map statistic dominating in
central collisions. The uncertainty on the underlying event convolutes with the signal to background ratio
to produce the uncertainty on the charged particle spectra.
Uncertainty from map statistic: The η − φ maps used in the estimation of the underlying event are
sparsely populated for high track pT and high p
jet
T , and are susceptible to statistical fluctuations. To take
this into account, 100 pseudo-experiments are conducted to re-estimate the set of maps, with a bin-by-bin
gaussian variation where the mean and standard deviation were taken to be the bin content and bin error
from the nominal set of maps. The distribution of the relative difference between each estimation of the
shifted underlying event and and the nominal value is fit to a gaussian. The width of this gaussian is taken
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Figure 5.45: (Left) An example of the relative difference between the nominal and shifted values of the UE,
fit to a gaussian. The width is taken as the systematic uncertainty. Wider distributions larger statistical
uncertainty on the bin content in the η − φ map used to estimate the UE. (Right) Size of the systematic
uncertainty from the map statistic component, as a function for pchT and p
jet
T for 0-10% Pb+Pb collisions,
0.15 < r < 0.20 away from the jet axis.
to be the systematic uncertainty. This uncertainty is symmetrized to be conservative. A few examples of
the distribution of normalized relative differences can be seen in Figure 5.45a. The size of the systematic
from this can be seen in Fig.5.45b.
Uncertainty from cone method: The difference between the UE from the two methods is discussed in
section 5.3.6 and is shown in Figure 5.28. The effect of the different UE estimation methods on the charged
particle spectra is seen in Fig.5.46. This uncertainty is conservatively symmetrized. While the absolute size
of the uncertainty on the UE is typically small, the small signal-to-background ratio makes this the dominant
systematic uncertainty in central collisions for lowest pT tracks and large r.
5.4.6 MC non-closure
To make sure that all the sources of systematic uncertainties were covered, the systematic uncertainty from
the non closure in the MC was also evaluated. It was calculated using the technical closure (done using non-
reweighed response matrices) between the fully corrected and reconstructed charged particle distributions in
MC to the charged particle distributions evaluated at the truth level. This uncertainty can be considered a
measure of unknowns in the analysis, but it also includes fluctuations due to the finite statistics in the MC
which are used to evaluate it (especially in high pchT regions of the analysis. The non-closure can be seen in
Figure 5.47. The systematic uncertainty is taken to be uncorrelated between Pb+Pb and pp
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Figure 5.46: Ratio of the charged particle spectra as determined using two different UE estimation methods
as a function for r for 0-10% Pb+Pb collisions in 126-158 GeV jets and 1-1.6 GeV tracks. Deviations from
unity are a combination of the difference between the two methods and the signal to background ratio. The
largest differences between the spectra are seen at large r, where the signal to background is the smallest.
Points are offset along the x-axis for ease of viewing.
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Figure 5.47: Size of the non-closure as a function for r for 0-10% Pb+Pb collisions, in 126-158 GeV jets for
different pchT ranges. Points in the bottom panel are offset along the x-axis for ease of viewing.
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5.4.7 Correlations between the systematic uncertainties in Pb+Pb and pp
collisions
Due to the common analysis and reconstruction procedure, and detector conditions, the systematic uncer-
tainties are correlated between the pp and Pb+Pb collisions in most cases. Table 5.1 summarizes correlations
between pp and Pb+Pb and also point-to-point correlations of individual distributions. The unfolding un-
certainty is uncorrelated between the two systems because it comes from the sensitivity of the unfolding to
the starting MC distribution. In Pb+Pb collisions where the fragmentation is modified by the presence of
the QGP, this sensitivity could be different than in pp collisions where the fragmentation functions are quite
similar to those in Pythia8 [217]. The impact of the modification of the fragmentation process in Pb+Pb
compared to pp and MC simulations is account for in the HI specific data-driven and centrality dependent








JES (pp) yes yes two sided
JES (HI) no yes two sided
JER yes yes symmetrized
Track selection yes yes one sided
mcprob yes yes one sided
Material yes yes one sided
Dense environment yes yes one sided
Fake rate yes yes symmetrized
Track momentum yes no two sided
Unfolding no yes symmetrized
UE subtraction no yes symmetrized
MC non-closure no no symmetrized
Table 5.1: Summary of correlation of different systematic uncertainties.
In the case where the systematic uncertainties are correlated, we evaluate RD(pT,r) ratios using the
systematic variation from the nominal distributions in both pp and Pb+Pb. The variation in the ratio is
used as the systematic uncertainty. The variations in the ratios are summed in quadrature to get the total
systematic uncertainty on the ratio.
5.5 Results
The D(pT, r) distributions are studied as a function of p
jet
T for pp data and Pb+Pb collisions with different
centralities. The interplay between the hot and dense matter and the parton shower is explored by evaluating
the ratios and differences between the D(pT, r) distributions in Pb+Pb and pp collisions. Some selected
103
moments of these distributions are also investigated.
5.5.1 D(pT, r) distributions
The D(pT, r) distributions evaluated in pp and Pb+Pb collisions for 126 < p
jet
T < 158 GeV are shown in
Figure 5.48. These distributions decrease as a function of distance from the jet axis. The rate at which they
fall off sharply increases for higher pT particles, with most of these being concentrated near the jet axis. The
distributions exhibit a difference in shape between Pb+Pb and pp collisions, with the Pb+Pb distributions
being broader at low pT (pT <4 GeV) and narrower at high pT (pT > 4 GeV) in 0–10% central collisions.
This modification is centrality dependent and is smaller for peripheral Pb+Pb collisions.
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Figure 5.48: The D(pT, r) distributions in pp (open symbols) and Pb+Pb (closed symbols) as a function
of angular distance r for pjetT of 126 to 158 GeV. The colors represent different track pT ranges, and each
panel is a different centrality selection. The vertical bars on the data points indicate statistical uncertainties
while the shaded boxes indicate systematic uncertainties. The widths of the boxes are not indicative of the
bin size and the points are shifted horizontally for better visibility. The distributions for pT > 6.3 GeV are
restricted to smaller r values as discussed in Section 5.3.
5.5.2 RD(pT,r) distributions
In order to quantify the differences seen in Figure 5.48, ratios of the D(pT, r) distributions in Pb+Pb
collisions to those measured in pp collisions for 126 < pjetT < 158 GeV and 200 < p
jet
T < 251 GeV jets are
presented in Figure 5.49. They are shown as a function of r for different pT and centrality selections. In
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0–10% central collisions, RD(pT,r) is greater than unity for r < 0.8 for charged particles with pTless than
4.0 GeV in both jet selections. For these particles, the enhancement of yields in Pb+Pb collisions compared
to those in pp collisions grows with increasing r up to approximately r = 0.3, with RD(pT,r) reaching up to
two for 1.0 < pT < 2.5 GeV. The value of RD(pT,r) is approximately constant for r in the interval 0.3–0.6
and decreases for r > 0.6. For charged particles with pT > 4.0 GeV, RD(pT,r) shows a depletion outside
the jet core for r > 0.05. The magnitude of this depletion increases with increasing r up to r = 0.3 and
is approximately constant thereafter. For 30–40% mid-central collisions, the enhancement of particles with
pT < 4.0 GeV has similar trends to that in the most central collisions, however the depletion of particles with
pT > 4.0 GeV is not as strong. For 60–80% peripheral collisions, RD(pT,r) has no significant r dependence
and the values of RD(pT,r) are within approximately 50% of unity. The observed behavior inside the jet
cone, r < 0.4, agrees with the measurement of the inclusive jet fragmentation functions [142, 151, 198],
where yields of fragments with pT < 4 GeV are observed to be enhanced and yields of charged particles with
intermediate pT are suppressed in Pb+Pb collisions compared to those in pp collisions. Calculations done in
Ref. [158] show that the medium response to the jet compensates the energy that is lost by the jet in Pb+Pb
collisions even up to r = 1.0 from the jet axis. The plateauing and slight decrease seen in Figure 5.49 for
the RD(pT,r) distributions in central Pb+Pb collisions beyond r = 0.6 from the jet axis suggests that the
medium response to the jet is smaller than predicted for r > 0.6.
The centrality dependence ofRD(pT,r) for two charged-particle pT intervals: 1.6–2.5 GeV and 6.3–10.0 GeV,
and two different pjetT ranges: 126–158 GeV and 200–251 GeV, is presented in Figure 5.50. For both p
jet
T
selections and 1.6–2.5 GeV charged particles, the magnitude of the excess increases for more central events
and for r for r < 0.3. The magnitude of the excess is approximately a factor of two in the most cen-
tral collisions for r > 0.3. A continuous centrality dependent suppression of yields of charged particles with
6.3 < pT < 10.0 GeV is observed. The magnitude of the modification decreases for more peripheral collisions
in both pT intervals and p
jet
T selections.
Figure 5.51 shows the pT dependence of RD(pT,r) for selections in r for 126–158 GeV and 200–251 GeV
jets in the following centrality intervals: 0–10%, 30–40%, and 60–80%. Interestingly, there is no significant
suppression of the yields in Pb+Pb collisions for r < 0.05 at all measured pT. For larger r values the yields
are enhanced for charged particles with pT < 4 GeV and suppressed for higher pT charged particles in both
the 0–10% and 30–40% centrality selections and both pjetT ranges presented here. The magnitude of the
enhancement increases for decreasing pT below 4 GeV while the suppression is enhanced with increasing pT
for mbox4–10 GeV, after which it is approximately constant. At fixed pT the magnitude of the deviation
from unity is largest for 0.3 < r < 0.4 and 0.5 < r < 0.6. In the 60–80% peripheral collisions, the same
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Figure 5.49: Ratios of D(pT, r) distributions in Pb+Pb and pp collisions as a function of angular distance r
for pjetT of 126 to 158 GeV (top) and of 200 to 251 GeV (bottom) for seven pT selections. Different centrality
selections are shown: 0–10% (left), 30–40% (middle), 60–80% (right). The vertical bars on the data points
indicate statistical uncertainties while the shaded boxes indicate systematic uncertainties. The widths of the
boxes are not indicative of the bin size and the points are shifted horizontally for better visibility.
trend remains true (but with smaller magnitude modifications) for 126 < pjetT < 158 GeV; for the higher p
jet
T
selection the larger uncertainties do not allow a clear conclusion to be drawn for peripheral collisions.
The enhancement of charged particles in the kinematic region of pT < 4 GeV has two common expla-
nations. First, gluon radiation from the hard scattered parton as it propagates through the QGP would
lead to extra soft particles [154, 155]. Second, the interactions of a jet with the QGP and its hydrodynamic
response could induce a wake that manifests itself as an enhancement of low pT particles [158].
The observed modification at pT > 4 GeV can be explained on the basis of the larger expected energy loss
of gluon-initiated jets, resulting in a relative enhancement of quark jets in Pb+Pb collisions compared to pp
collisions at a given pjetT value [151, 153]. Since gluon jets have a broader distribution of particle transverse
momentum with respect to the jet direction compared to quark-initiated jets [227], such an effect could
describe the narrowing of the particle distribution around the jet direction for particles with pT > 4.0 GeV
that is observed here, though no calculations of this are available.
The RD(pT,r) distributions for low and high pT particles in the different p
jet
T selections are directly overlaid
in Figure 5.52. These distributions are for the 0–10% most central collisions, and show a hint of enhancement
in RD(pT,r) with increasing p
jet
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Figure 5.50: The RD(pT,r) distributions for p
jet
T of 126–158 GeV (left) and 200–251 GeV (right) as a function
of angular distance r for two pT selections, 1.6–2.5 GeV (closed symbols) and 6.3–10.0 GeV (open symbols),
and six centrality intervals. The vertical bars on the data points indicate statistical uncertainties while the
shaded boxes indicate systematic uncertainties. The widths of the boxes are not indicative of the bin size
and the points are shifted horizontally for better visibility.
seen at larger r values, or for high-pT charged particles at any r. This p
jet
T dependence is further explored
by defining an integral over the low pT excess and is discussed in Section 5.5.4.
5.5.3 ∆D(pT, r) distributions
In addition to the ratios of the D(pT, r) distributions, differences between the unfolded charged-particle
yields are also evaluated as ∆D(pT, r) to quantify the modification in terms of the particle density.
These differences are presented as a function of r for different pT selections in 0–10% central collisions in
Figure 5.53. These distributions show an excess in the charged-particle yield density for Pb+Pb collisions
compared to pp collisions for charged particles with pT < 4.0 GeV. This ranges from 0.5 to 4 particles per
unit area per GeV for 1–1.6 GeV charged particles in 126–158 GeV jets for 0–10% central Pb+Pb collisions
and increases with increasing pjetT . The largest excess for charged particles with pT < 4.0 GeV is within
the jet cone. For large r values, the difference decreases, but remains positive. A depletion for higher pT
particles of approximately 0.5 particles per unit area per GeV is seen for 126–158 GeV jets in 0–10% central
Pb+Pb collisions. The magnitude of this depletion increases for higher pjetT . A minimum in the ∆D(pT, r)
distributions for charged particles with 4.0 < pT < 25.1 GeV at 0.05 < r < 0.10 is observed. The magnitudes
of the excesses and deficits discussed here are dependent on the selected charged-particle pT.
5.5.4 pT integrated distributions
Motivated by similar studies of the enhancement of soft fragments in jet fragmentation functions in Pb+Pb
compared to pp collisions from Ref. [151], the unfolded D(pT, r) distributions are integrated for charged
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Figure 5.51: RD(pT,r) as a function of pT for 0–10% (left), 30–40% (middle), and 60–80% (right) Pb+Pb
collisions in two different pjetT selections: 126–158 GeV (top) and 200–251 GeV (bottom). The different
colors indicate different angular distances from the jet axis. The vertical bars on the data points indicate
statistical uncertainties while the shaded boxes indicate systematic uncertainties. The widths of the boxes













The Θ(r) values are integrated over the charged-particle pT interval of 1–4 GeV to provide a summary look
at the pT region of enhancement discussed above. The P (r) values further add a running integral over r and
provide information about the jet shape. Both of these quantities are compared between the pp and Pb+Pb
systems to give the following distributions:

























 < 158 GeVjet
T
p126 < 
 < 200 GeVjet
T
p158 < 
 < 251 GeVjet
T
p200 < 




-1 = 5.02 TeV, 0.49 nbNNsPb+Pb 
-1 = 5.02 TeV, 25 pbs pp
 R=0.4tkanti-
0 - 10%
Figure 5.52: RD(pT,r) as a function of r for 0–10% collisions for charged particles with 1.6 < pT < 2.5 GeV
(closed symbols) and 6.3 < pT <10.0 GeV (open symbols) for different p
jet
T selections. The vertical bars on
the data points indicate statistical uncertainties while the shaded boxes indicate systematic uncertainties.
The widths of the boxes are not indicative of the bin size and the points are shifted horizontally for better
visibility.
These integrated quantities are intended to provide aggregate information about the angular distance with
respect to the jet axis, magnitude, and pjetT dependence of the low-pT charged-particle excess discussed
above. The ratio quantities are useful for comparisons to other Pb+Pb measurements; ∆Θ(r) is comparable
to ∆D(pT, r), however it is integrated over charged-particle pT in the 1–4 GeV interval [151].
Figure 5.54 shows the ∆Θ(r) distributions as a function of r for the following centrality intervals: 0–10%,
30–40%, and 60–80%. In the most central collisions, a significant pjetT dependence to ∆Θ(r) is observed; for
r < 0.4 (particles within the jet cone) ∆Θ(r) increases with increasing p
jet
T . The value of ∆Θ(r) decreases in
more peripheral collisions where the pjetT dependence is also no longer significant.
Figure 5.55 shows the RΘ(r) and RP (r) distributions as a function of r for the 0–10%, 30–40%, and
60–80% centrality intervals. The RΘ(r) distributions in the most central collisions show a maximum for
r ∼ 0.4 and a flattening or a decrease for larger r. However, since RΘ(r) remains at or above unity for
the full range of r values presented, RP (r) shows no suppression with increasing r over the entire measured
range. A slow increase in RP (r) is clearly observed in 30–40% central collisions. In more peripheral collisions
the magnitude of the excess is reduced and the trends in RΘ(r) are less clear, though RP (r) is still seen to be
above unity. The flattening of the RP (r) distributions at large distances suggests that while wider jets have a
softer fragmentation and contain more particles with less pT in Pb+Pb compared to pp collisions [161, 163],
this effect plateaus for jets with radius larger than 0.6.
These measurements show that the excess of particles with pT < 4.0 GeV observed in [151] extends
outside the R = 0.4 jet cone. The measured dependence of RD(pT,r) suggests that the energy lost by jets
through the jet quenching process is being transferred to particles with pT < 4.0 GeV at larger radial
distances from the jet axis. This is qualitatively consistent with theoretical calculations [202]. Additionally,
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Figure 5.53: ∆D(pT, r) as a function of r in central collisions for all pT ranges in four p
jet
T selections: 126–
158 GeV, 158–200 GeV, 200–251 GeV, and 251–316 GeV. The vertical bars on the data points indicate
statistical uncertainties while the shaded boxes indicate systematic uncertainties. The widths of the boxes
are not indicative of the bin size and the points are shifted horizontally for better visibility.
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Figure 5.54: ∆Θ(r) as a function of r for charged particles with pT ¡ 4 GeV in four p
jet
T selections: 126–
158 GeV, 158–200 GeV, 200–251 GeV, and 251–316 GeVand three centrality selections: 0–10% (left), 30–40%
(middle) and 60–80% (right). The vertical bars on the data points indicate statistical uncertainties while
the shaded boxes indicate systematic uncertainties. The widths of the boxes are not indicative of the bin
size and the points are shifted horizontally for better visibility.
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Figure 5.55: RΘ(r) (top) and RP (r) (bottom) as a function of r for charged particles with pT < 4 GeV ranges
in four pjetT selections: 126–158 GeV, 158–200 GeV, 200–251 GeV, and 251–316 GeV and three centrality
selections: 0–10% (left), 30–40% (middle) and 60–80% (rights). The vertical bars on the data points indicate
statistical uncertainties while the shaded boxes indicate systematic uncertainties. The widths of the boxes
are not indicative of the bin size and the points are shifted horizontally for better visibility.
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these observations are in agreement with the previous measurement of jet fragmentation functions [151, 157,
169, 198] and may indicate the dependence of the response of the hot dense matter to the momentum of a




This thesis presents a measurement of the yields of charged particles, D(pT, r), inside and around R = 0.4
anti-kt jets with |yjet| <1.7 up to a distance of r = 0.8 from the jet axis. The yields are measured in intervals
of pjetT from 126 to 316 GeV in Pb+Pb and pp collisions at 5.02 TeV as a function of charged-particle pT
and the angular distance r between the jet axis and charged particle.
The results show a broadening of the D(pT, r) distribution for low pT particles inside the jet in central
Pb+Pb collisions compared to those in pp collisions while for higher pT particles angular distributions are
narrower in Pb+Pb collisions compared to pp collisions. These modifications are centrality dependent and
decrease for more peripheral collisions. The RD(pT,r) distributions for charged particles with pT < 4 GeV
are above unity and grow with increasing angular separation up to r ∼ 0.3, showing weak to no dependence
on r in the interval 0.3 < r < 0.6 followed with a small decrease in the enhancement for 0.6 < r < 0.8. For
charged particles with pT > 4 GeV, a suppression in RD(pT,r) is observed, and the distributions decrease
with increasing r for 0.05 < r < 0.3, with no r dependence for r > 0.3. For all charged-particle pT values,
the RD(pT,r) values are greater than or equal to unity for r < 0.05. Between 0.1 < r < 0.25, a statistically
significant trend of increasing RD(pT,r) with increasing p
jet
T is observed for low-pT particles. No significant
pjetT dependence is seen for particles with pT > 4 GeV.
While there have been a variety of measurements and models that describe the jet shape, this measure-
ment is the first to describe both the radial and momentum dependence of charged particles inside and
outside the jet cone. In particular, observations made in this thesis can help constrain models of jet energy
loss that distinguish the modifications of jet due to the presence of the plasma from the response of the
medium to the jet.
At the time of writing this thesis, preliminary results from this analysis have been shown at both the
113
Hard Probes 2018 Conference in Aix-le-Bains, France, and the Quark Matter Conference 2018 in Venice,
Italy. The full analysis is currently in the process of approval from the ATLAS Collaboration and will be
published in Physical Review C.
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