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ABSTRACT 
The two most popular types of graphical model arc 
Bayesian networks (BNs) and Markov random fields 
(MRFs). These types of model offer complementary 
properties in model construction, expressing condi­
tional independencies, expressing arbitrary factoriza­
tions of joint distributions, and formulating message­
passing inference algorithms. We show how the nota­
tion and semantics of factor graphs (a relatively new 
type of graphical model) can be extended so as to com­
bine the strengths of BNs and MRFs. Every BN or 
MRF can be easily converted to a factor graph that ex­
presses the same conditional independencies, expresses 
the same factorization of the joint distribution, and 
can be used for probabilistic inference through appli­
cation of a single, simple message-passing algorithm. 
We describe a modified "Bayes-ball" algorithm for es­
tablishing conditional independence in factor graphs, 
and we show that factor graphs form a strict superset 
of BNs and MRFs. In particular, we give an example 
of a commonly-used model fragment, whose indepen­
dencies cannot be represented in a BN or an MRF, 
but can be represented in a factor graph. For readers 
who use chain graphs, we describe a further extension 
of factor graphs that enables them to represent proper­
ties of chain graphs. 
1 INTRODUCTION 
Graphical models play an important role in the theory, 
practice and communication of probability models and 
associated inference algorithms. Pictorial representa­
tions of graphical models are useful for efficiently com­
municating the conditional independence structure in 
a system of random variables, efficiently communicat­
ing the factorization of the joint distribution into func­
tions on subsets of variables, and graphical user in­
terfaces for constructing graphical models. Even for 
large scale systems that may contain millions of ran­
dom variables, pictorial representations are useful for 
describing fragments of the model, model structures 
that occur repeatedly, and model structures on large 
groups of variables. Leaving pictures aside, graphi­
cal models are useful for deriving computational tech­
niques for analyzing independence relationships, and 
deriving exact and approximate probabilistic inference 
algorithms. 
The two most popular types of graphical model, 
BNs (BNs) (Pearl 1988) and Markov random fields 
(MRFs) (Kinderman and Snell 1980) offer complemen­
tary strengths. Whereas BNs are well-suited to con­
struction using known causal relationships, MRFs are 
well-suited to construction using known Markov blan­
kets, or non-causal relationships. Whereas BNs are 
well-suited to expressing marginal independence and 
conditional dependence ("explaining away"), MRFs 
are well-suited to expressing marginal dependence and 
conditional independence. Researchers choose to use 
one type or the other for a particular application, or, 
as is often the case, prefer to use one or the other in 
all of their work, potentially limiting the scope of their 
work. 
BNs and MRFs also have common weaknesses. While 
bucket elimination (Dechter 1996) offers a single, 
concise algorithm for exact inference in both mod­
els, approximate probability propagation algorithms 
that ignore cycles have been recently used to achieve 
breakthroughs on difficult instances of NP-hard prob­
lems, including problems in error-correcting decoding 
(MacKay and Neal 1996; Frey and Kschischang 1996; 
McEliece 1997), phase unwrapping (Frey, Koetter and 
Petrovic 2002), and satisfiability (Mezard, Parisi and 
Zecchina 2002). Local message-passing inference al­
gorithms are notationally cumbersome in BNs (Pearl 
1988) and extra rules apply when the BN is a "poly­
tree" , a term that MRF researchers are reluctant to 
incorporate into their vocabularies. Local message­
passing inference algorithms cannot be implemented 
directly on MRFs. Instead, the MRF must be con­
verted to a graph on groups of replicated variables, 
which usually obscures many of the conditional inde-
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Figure 1: For any BN or MRF, there is a factor graph th at 
expresses th e same conditional independencies and th e same 
factorization of the join distr ibution. Importantly ,  there are 
interesting and useful factor graphs that have properties that 
cannot be expressed by a BN or MRF. 
pendence relationships that BN researchers prefer to 
keep clear. 
Another common weakness of BNs and MRFs is that 
neither model can express an arbitrary factorization 
of the joint distribution. Often, the joint distribu­
tion over a set of variables is best described by the 
product of a large number of functions that overlap 
in their dependencies. A simple example is P(x, y) = 
f(x, y)g(x, y), whose factorization cannot be expressed 
using a BN or an MRF on x and y. Examples of 
real-world models of this sort that have recently taken 
center stage in the AI and information theory commu­
nities include low-density parity-check codes (Gallager 
1963; MacKay and Neal 1996) and random satisfiabil­
ity problems (Mezard, Parisi and Zecchina 2002). For 
these kinds of models, neither a BN nor an MRF on the 
same set of variables can be used to explicitly identify 
all of the functions. While this is not important for as­
certaining conditional independence relationships, the 
ability to specify arbitrary factorizations is important 
when communicating models, and can have a tremen­
dous impact on the efficiency and accuracy of inference 
algorithms. 
Chain graphs (Lauritzen 1996) are graphical models 
that can have both directed and undirected edges. 
While they combine some of the conditional indepen­
dence properties of BNs and MRFs, they are not well­
suited to deriving message-passing algorithms, and like 
BNs and MRFs, they are not able to represent arbi­
trary factorizations of the joint distribution. 
In (Frey et a!. 1998; Kschischang, Frey and Loeliger 
2001), we introduced factor graphs as a graphical 
model that can explicitly represent arbitrary factor­
izations of joint distributions, and are especially well­
suited to generalized message-passing algorithms. Un­
like BNs, MRFs and chain graphs, factor graphs ex­
plicitly identify terms in the joint distribution through 
the use of function nodes. This graphical notation 
leads to a single local message-passing algorithm that 
can be used to perform inference in both directed and 
undirected models. In fact, the explicit identification 
of functions enables message passing in factor graphs 
to be more efficient than belief propagation and the 
junction tree algorithm, in some cases. 
In this paper, we show how factor graphs can be ex­
tended so as to unify the conditional independence 
properties of BNs and MRFs. Factor graphs of this 
new type can be constructed from knowledge of causal 
relationships, non-causal relationships, or both, and 
they can express all conditional independencies that 
can be expressed by BNs and MRFs. While every BN 
or MRF has an equally expressive factor graph, there 
are factor graphs whose properties cannot be expressed 
by a Bayesian network or an MRF. 
In the next section, we define our extension of factor 
graphs and show how BNs and MRFs can be easily 
converted to factor graphs, without loss of semantics. 
We also describe simple, easily verifiable conditions 
that are sufficient for converting a factor graph to a 
BN or an MRF. Then, we describe the rule for as­
certaining conditional independence in factor graphs -
a rule which naturally follows from the rules for BNs 
and MRFs. We show that insofar as expressing condi­
tional independencies and factorization, factor graphs 
subsume BNs and MRFs. For readers interested in 
chain graphs, we show how a further extension of fac­
tor graphs can be used to represent properties of chain 
graphs, in particular the chain graph a -t c - d +-- b. 
We finish with some concluding remarks. 
2 EXTENDING FACTOR GRAPHS 
Graphical models describe how the joint distribution 
over a set of variables can be decomposed into a prod­
uct of functions on subsets of variables. 
Origin al factor graphs. In (Frey et a!. 1998; 
Kschischang, Frey and Loeliger 2001), we define a 
factor graph for variables x1, ... , x N and functions 
g1, ... , 9K, to be a bipartite graph on a set of nodes 
corresponding to the variables, and a set of nodes cor­
responding to the functions. Each function depends 
on a subset of the variables, and the corresponding 
function node is connected to the nodes correspond­
ing to to the subset of variables, i.e., if 9k depends on 
Xi, there is an edge connecting 9k and Xi. The joint 
distribution is given by 
K 
P(xi, ... ,xN) =IT 9k(xc.), (1) 
k=I 
where Ck is the index set of the variables that are 
connected to function 9k, and xc, denotes this set of 
variables. Like BNs, many factor graphs are automat­
ically normalized, but like MRFs, some factor graphs 
require normalization. In the latter case, we include a 
constant go= 1/((I:x,, ... ,xN f1�1 9k(xc,)) to ensure 
that P(x1, . . .  , XN ) is normalized. 
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Figure 2: (a) A BN. {b) The factor graph obtained by creat­
ing one function node (solid black square) for each variable, 
and connecting each function node to the corresponding child 
and its parents. (c) A directed factor graph can be used 
to indicate conditional probabilities. (d) A hybrid constr uc­
tion, wher e u and v are modeled in an undirected fashion as 
P(u, v) and x, y and z are modeled in a directed fashion. 
(e) A Markov random field (MRF) . (f) The factor graph ob­
tained by creating one function node for each maximal clique, 
and connecting the variables in each maximal clique to the 
corresponding function node. 
Fig. 2a shows a BN that describes the following fac­
torization: 
P(u, v, x, y, z) = P(u)P(vfu)P(xfu)P(yfv)P(zfx, y). 
This joint distribution is a product of 5 functions, so 
we can represent it using a factor graph with 5 func­
tion nodes. Fig. 2b shows a factor graph where the 
function nodes are solid black squares, and the cor­
responding functions are written beside each function 
node. Frequently, discs are used to indicate variables 
in a graphical model, but for visual clarity, we indicate 
each variable node with its corresponding random vari­
able. 
Extension of factor graphs. To represent prop­
erties of directed models, we allow factor graphs to 
have directed edges, which indicate conditional distri­
butions. A simple example is shown in Fig. 2c. In 
parent-child relationships, the children are indicated 
by edges directed from functions to variables and the 
parents are indicated by edges directed from variables 
to functions. As with BNs, a factor graph must not 
have directed cycles. If every edge in the factor graph 
is directed, we refer to the model as a directed factor 
graph. The above extension has implications for lo­
cal normalization requirements and the rule for ascer­
taining conditional independencies. So as to ease the 
reader into these implications, we describe some sim­
ple examples and the straight-forward correspondences 
between factor graphs and BNs and MRFs, before for­
malizing the normalization requirements and describ­
ing a Bayes-ball algorithm for ascertaining conditional 
independence. 
Fig. 2c shows a directed factor graph for the BN in 
Fig. 2a. Notice that by looking at the graph alone, it 
is possible to identify the conditional distributions in 
Fig. 2c, whereas it is not possible to do so in Fig. 2b. 
In this example, each variable has just one incoming 
directed edge and each function has just one outgo­
ing directed edge. However, we will see later that in 
general, each variable can have multiple "parent func­
tions" and each function can have multiple "child vari­
ables". 
Often, we would like to model some parts of a system 
in an undirected fashion (using noncausal knowledge), 
whereas we'd like to model other parts of a system 
in a directed fashion (using causal knowledge). An 
example is a model of a magnetic disk medium and 
the noisy read/write head which sometimes causes er­
rors. An undirected Ising model may be appropriate 
for modeling deterioration of information on the mag­
netic disk, whereas a directed channel noise model may 
be appropriate for modeling the noise introduced by 
the read/write head. Fig. 2d shows a factor graph 
for the BN in Fig. 2a, where u and v are modeled in 
an undirected fashion as P(u, v), while the rest of the 
variables are modeled in a directed fashion as before. 
Chain graphs can also represent hybrid constructions, 
but are less specific about factorization, as discussed 
below. 
To contrast directed and semi-directed factor graphs 
with undirected factor graphs, consider the MRF in 
Fig. 2e. This MRF corresponds to the BN in Fig. 2a, 
and describes the factorization, P(u, v, x, y, z) == 
rj!(u, v)rj!(u, x)rj!(v, y)¢(x, y, z). This joint distribution 
is a product of 4 functions, so we can represent it us­
ing a factor graph with 4 function nodes. Fig. 2f shows 
the corresponding factor graph. 
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2.1 From BNs to Factor Graphs and Back 
Every BN can be converted to a factor graph without 
loss of semantics, although the converse is not true. 
To convert a BN to a factor graph, imagine the edges 
in the BN are elastic bands. For each child in the 
BN the incoming directed edges are pinched together 
and "pinned" with a function node whose correspond­
ing function is set equal to the conditional probability 
of the child given its parents. The edges connecting 
the parents and the function are directed toward the 
function. If a variable does not have any parents, a 
function node corresponding to the variable's marginal 
distribution is created and connected to the variable 
with a directed edge. See Fig. 2a and Fig. 2c for an 
example. To convert the factor graph back to a BN, 
simply "un-pin" each function node and set the condi­
tional probability of the child given its parents equal to 
the function corresponding to the function node. The 
resulting BN is identical to the original BN. 
The edge complexity of the factor graph obtained from 
a BN is similar to the complexity of the BN. If the BN 
has E edges and N variables, the factor graph will 
have E + N edges. 
Since the conversion process is reversible, all semantics 
associated with the BN carry over to the factor graph. 
In fact, when looking at the factor graph, it is easy to 
imagine the functions "unpinned" and directly apply 
the graph-based rule for ascertaining independencies 
in the BN (Pearl 1988). 
However, although the factor graph for a BN retains 
all semantics of the BN, later in this paper we show 
that the converse is not true. There are directed factor 
graphs whose corresponding BNs are not as expressive. 
Later, we describe how to ascertain conditional inde­
pendencies in factor graphs and find that there are di­
rected factor graphs that can express independencies 
that cannot be expressed in BNs. 
2.2 From MRFs to Factor Graphs and Back 
As with BNs, every MRF can be converted to a factor 
graph without loss of semantics. To convert an MRF 
to a factor graph, one function node is created for each 
maximal clique and each function node is connected 
to the variables in the corresponding maximal clique. 
Each function is set to the potential function on the 
corresponding maximal clique of variables. See Fig. 2e 
and Fig. 2f for an example, where there are 4 maximal 
cliques. To convert the factor graph back to the origi­
nal MRF, for each function node, a clique is created on 
the neighboring variables. These cliques are maximal, 
since the function nodes were created from maximal 
cliques. The potential for each maximal clique is set 
to the corresponding function in the factor graph. 
(a) � 
X 
A 
y z 
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x n{x,y) y 
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Figure 3: Factor graphs whose BNs and MRFs are less ex· 
pressive. (a) A directed factor graph that distinguishes be­
tween the children in the conditional distribution P(y, zlx). 
(b) A directed factor graph for a model where the condi­
tional distribution P(zlx, y) factorizes. (c) An undirected fac­
tor graph for a model with 3 unique potentials on 3 pairs of 
variables. 
The edge complexity of the factor graph can be signif­
icantly lower than the edge complexity of the MRF. 
For an MRF with E edges and N variables, the factor 
graph will have at most E + N edges, but may have N 
times fewer edges. The latter case is exemplified by a 
fully-connected MRF on N variables, which has order 
N2 edges, whereas the factor graph has N edges. 
Applying the above two procedures to convert an MRF 
to a factor graph and then back to an MRF, always 
leaves the MRF unchanged. So, the semantics of 
MRFs carry over to factor graphs. For example, it 
is easy to show that the Markov blanket is given by 
a variable's second neighbors in the factor graph. In 
Fig. 2f, the Markov blanket ofy is {v, x,z}. Later, we 
show that the converse is not true - there are factor 
graphs whose corresponding MRFs are not as expres­
sive. 
3 BEYOND BNs AND MRFs 
Fig. 3 shows examples of factor graphs that convey 
more structural information than any BN or MRF for 
the same distribution. The first example demonstrates 
how a factor graph can distinguish between multi­
ple children in a conditional distribution. While a 
BN can "fake" this by created fully-connected sub­
graphs-graphs (e.g. on x, y and z), the resulting 
network implies a directional dependence that may 
not exist. The second example shows how a factor 
graph can represent a conditional distribution of the 
form P(zlx, y) = f(x, z)g(y, z)n(x, y), where n(x, y) = 
1/ Lz f(x, z)g(y, z). The fact that n(x, y) is a normal­
ization function for z may be indicated by a dashed 
edge from n(x, y) to z, although this is not formally 
required. While the factor graph can represent this 
factorized form, a BN on x, y and z cannot. The third 
examples shows how an undirected factor graph can 
represent a distribution on 3 variables as a product of 
3 unique potentials. The MRF for this distribution 
contains one maximal clique and so cannot indicate 
the existence of 3 unique potentials. 
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3.1 Local Normalization Condition 
The product of all functions in a directed factor graph 
will give a normalized joint distribution, if the local 
normalization condition described below is satisfied. 
We describe various situations, before giving the gen­
eral normalization condition. 
If a function has exactly one outgoing edge that is 
connected to a variable that has exactly one incoming 
edge, the function must be normalized w.r.t. the vari­
able. For example, the function connected to x, y and 
z in Fig. 2c must be normalized w.r.t. z. If a func­
tion has multiple outgoing edges that are connected 
to variables that each have exactly one incoming edge, 
the function must be normalized w .r. t. the set of vari­
ables. For example, the function connected to x, y and 
z in Fig. 3a must be normalized w.r.t. the pair y, z. 
Unlike BNs, directed factor graphs can represent a con­
ditional distribution as a product of functions. Such a 
situation is indicated by a variable that has multiple 
incoming directed edges, where the conditional distri­
bution is given by the product of the functions that are 
connected to the variable by directed edges. However, 
to ensure normalization, there may be functions con­
necting all parents or subsets of the parents that must 
be included in the product. Since these functions do 
not represent conditional distributions, they are char­
acterized by having only incoming edges. For example, 
in Fig. 3b the function n(x, y) is a function used to nor­
malize a conditional distribution for z. The fact that 
n(x, y) is used to normalize a conditional distribution 
on z is indicated by a dashed edge connecting n(x, y) 
to z. Generally, if a variable has two or more incoming 
edges that are connected to functions that each have 
exactly one outgoing edge, the product of the functions 
and any associated normalization functions connected 
to the parents, must be normalized w.r.t. the vari­
able. In Fig. 3b, we require that f(x, z)g(y, z)n(x, y) 
be normalized w .r. t. z. 
The above situations correspond to single functions 
and multiple children or multiple functions with a sin­
gle child. The general normalization condition applies 
to situations where there are sets of functions and cor­
responding sets of children. Generally, in a directed 
factor graph, every maximal set of functions and vari­
ables that are related by a connected graph with di­
rected edges from functions to variables, must satisfy 
the condition that the product of the functions and 
the associated normalization functions are normalized 
w.r.t. the set of variables. This condition can be 
viewed as a factor graph equivalent of the chain graph 
normalization (Lauritzen 1996). 
3.2 Convertin g Factor Graphs to BNs 
If every variable in a directed factor graph has exactly 
one incoming directed edge, the factor graph can be 
converted to a BN in a straightforward fashion, as de­
scribed previously. If a variable has more than one 
neighboring function that is connected by a directed 
edge, the conditional probability of the child given its 
parents is set to the product of these functions and any 
associated normalization functions (which may be in­
dicted by dashed edges). Since a directed factor graph 
cannot have directed cycles, this process ensures that 
the resulting BN does not have directed cycles and is 
properly normalized. 
3.3 Convertin g Factor Graphs to MRFs 
Any factor graph can be converted to an MRF. For 
each function node, a clique is created on the neighbor­
ing variables. Then, the maximal cliques are identified 
and each function is associated with one of the maxi­
mal cliques that includes the variables neighboring the 
function node. The potential for each maximal clique 
is set to the product of the functions that are associ­
ated with the maximal clique. This procedure works 
for undirected factor graphs, directed factor graphs, 
and hybrid factor graphs. For example, this procedure 
can be used to convert the factor graphs in Fig. 2b, 
Fig. 2c, Fig. 2d, and Fig. 2f to the MRF in Fig. 2e. 
Sometimes, a choice is made as to which maximal 
clique a function should be associated with. While 
there are no such choices when converting the factor 
graphs in Fig. 2d and Fig. 2f, for the factor graphs 
in Fig. 2b and Fig. 2c, we can either set ¢( u, v) = 
P(u)P(viu) and ¢>(u,x) = P(xiu) or set ¢>(u,v) = 
P(viu) and ¢>(u,x) = P(u)P(xiu). In fact, we can also 
choose to associate portions of functions with max­
imal cliques, e.g., set ¢>(u,v) = P(u)112P(viu) and 
¢>(u, x) = P(u)112 P(xiu). 
3.4 More Specificity About Factorization 
Since factor graphs have function nodes, each of which 
corresponds to a term in the factorization of the joint 
distribution, factor graphs can express arbitrary fac­
torizations of the joint distribution. This is not true 
for BNs, MRFs and chain graphs. It is easy to con­
struct interesting and useful factor graphs that, when 
converted to BNs or MRFs, are not as expressive about 
factorization. For example, if the factor graph in 
Fig. 5c is converted to a BN as described in a pre­
vious section, the BN in Fig. 5a is obtained. This BN 
does not express the fact that P(zlm, c1, c0) factorizes 
into a function of m, c1 and z and another function of 
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z z 
Figure 4: Factor graphs ar e more explicit about factoriza­
tion than are MRFs. (a) A factor graph that ind icates the 
factorization f(x,y)g(y,z)h(x,z). (b) The MRF obtained by 
cr eating a clique for each function nod e in the factor graph 
(here, the cliques are pairs of variables). Unfortunately , these 
cliques ar e not maximal, so the resulting MRF cannot iden­
tify the correct factorization. (c) The factor graph obtained 
by identify ing the maximal cliques in the MRF. 
m, c0 and z. 
As another example, consider the factor graph in 
Fig. 4a, which describes the factorization P(x, y, z) = 
f(x, y)g(y, z)h(x, z). The corresponding MRF is 
shown in Fig. 4b. However, this MRF has one max­
imal clique, which fails to express the more detailed 
factorization of the joint distribution, as shown by con­
verting the MRF back to a factor graph (Fig. 4c). 
In terms of factorization, chain graphs consist of com­
ponents that express factorization in a similar manner 
as both BNs and MRFs. As with the latter models, 
chain graphs cannot express arbitrary factorizations. 
Several important theoretical and practical problems 
are characterized by joint distributions that are given 
by the product of a very large number of functions, 
including error-correcting decoding (MacKay and Neal 
1996; Frey and Kschischang 1996; McEliece 1997; Frey 
and MacKay 1998), phase unwrapping (Frey, Koetter 
and Petrovic 2002), and satisfiability (Mezard, Parisi 
and Zecchina 2002). 
While extra dummy variables can be added to BNs and 
MRFs to assist them in modeling arbitrary factoriza­
tions, the use of dummy variables is clumsy (requir­
ing additional, nonuniversal notation). Importantly, 
introducing these dummy variables also obscures con­
ditional independence relationships. 
4 AS CERTAINING CONDITIONAL 
INDEPENDENCE 
The rule for ascertaining conditional independence are 
obtained by judiciously merging the rules for BNs and 
MRFs. The resulting rule works for directed fac­
tor graphs, undirected factor graphs, and partially­
directed factor graphs. In this section, after describing 
the rule, we give some examples, including a commonly 
used model component whose conditional independen­
cies cannot be completely represented in a BN or an 
MRF, but can be represented in a factor graph. We 
also describe how a factor graph can represent the con­
ditional independencies in a chain graph, while reveal­
ing more detail of the factorization of the distribution. 
To determine whether two variables are independent 
given a set of observed variables (the variables that are 
conditioned on), consider all paths connecting the two 
variables. If all paths are blocked, the variables are 
conditionally independent, and otherwise, they may 
not be conditionally independent. A path is blocked if 
any one or more of the following conditions are satis­
fied: 
1. One of the variables in the path is observed 
2. One of the variables or functions in the path has 
two incoming edges that are part of the path, and 
neither the variable or function nor any of its de­
scendants are observed 
It is interesting that the set of 3 conditions for blockage 
in BNs (Pearl 1988) reduces to a set of 2 conditions in 
factor graphs, and the first condition covers the con­
dition for blockage in MRFs. 
For example, from the factor graph in Fig. 2c, we see 
that x andy are independent given u and v. There are 
two paths from x to y and the upper path is blocked 
by the observation of u ( Cond 1). The lower path is 
blocked by Cond 2, because there is a function node 
with 2 incoming directed edges in the path and the de­
scendants of the function (namely z) are not observed. 
(The function itself is also not "observed".) 
The factor graph in Fig. 2f was derived from the MRF 
for the joint distribution (Fig. 2e) and gives a different 
answer to the above problem. In this case, the upper 
path is blocked, but the lower path is not. None of the 
variables along the lower path are observed, and there 
are no variables or functions with incoming directed 
edges along the path, so Cond 2 is not applicable. 
In the above example, the directed factor graph in 
Fig. 2c indicates a conditional independence that is 
lost in the factor graph in Fig. 2f. We now make some 
general observations about ascertaining independen­
cies in factor graphs. 
4.1 Unification of Conditional Independence 
Relationships 
Every BN has a corresponding directed factor graph 
that can be converted back to the BN. It is straight­
forward to show that in this case, the above rules for 
ascertaining conditional independence reduce to the 
rules for BNs. It follows that the factor graph rules 
can be used to ascertain any conditional independen­
cies that can be ascertained in a BN. The same ar­
gument holds for MRFs. So, the union of the sets of 
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Figure 5: (a) A BN for the mixture-of-experts model. (b) 
A MRF for the mixture-of-experts model. (c) A factor graph 
for the mixture-of-experts model. 
models whose independencies can be expressed by BNs 
or MRFs is a subset of the models whose independen­
cies can be expressed by factor graphs. In this sense, 
factor graphs subsume BNs and MRFs. 
In fact, it turns out there BNs aud NfRFs form a 
strict subset of factor graphs: There are models whose 
conditional independencies cannot be completely ex­
pressed in BNs or MRFs, but can be expressed in fac­
tor graphs. A common model component consists of 
a "switch" that decides which variable is the parent 
of another variable. For example, this component is 
found in the mixture-of-experts model (Jacobs et a!. 
1991). Suppose z is the child, m is the switch, and 
c1 and c0 are the two potential parents. If m = 0, 
the parent of z is c0, and if m = 1, the parent of z is 
c1. Assuming m, c0 and c1 are independent, the joint 
distribution can be written 
Note that for m = 1, we get P(z, m, eo, ct) = 
P(zlc1)P(m)P(eo)P(c!) and for m = 1, we get 
P(z, m, co, c1) = P(zleo)P(m)P(co)P(cl). 
In this model, m, Co and c1 are independent. Also, c1 
and c0 are independent given m, since if the state of 
the switch is known, z is related to one and only one 
of the two variables c0 and c1 so they are uncoupled. 
Also, c1 and co are independent given m and z. 
Fig. 5a and Fig. 5b show the BN and the MRF for 
this model. The BN clearly indicates that m, eo and 
c1 are marginally independent, but fails to indicate 
that given z and m, c0 and c1 are independent. Ac­
cording to the rule for BNs, the path from c1 to z to c0 
is not blocked, when z is observed. The MRF clearly 
indicates that c1 and Co are independent given m and 
z, but fails to indicate that c1, m and c0 are indepen­
dent. Further, like the BN, the MRF fails to indicate 
that c1 and co are independent given m. 
A factor graph for this problem is shown in Fig. 5c. 
The singly-connected function nodes correspond to the 
marginals P(cl), P(m) and P(c0). The other two 
functions are P(zlc1)m and P(zlco)1-m. According to 
the normalization condition for directed factor graphs, 
(a) 
P(a) P(b) 
a b 
1 1 
c d 
f(a,c)g(b,d)h(c,d)n(a,b) 
(b) 
f(a,c) 
P(a) P(b) 
T T 
a� b 
INI 
h(c,d) 
g(b,d) 
Figure 6: (a) A chain graph from (Lauritzen 1996). (b) A 
factor graph that indicates all of the conditional independen­
cies that are indicated by the chain graph, but is more specific 
about the factorization of the joint distribution. 
we require that the product of these two functions 
be normalized with respect to z. This is true, since 
Lz P(zlcl)m P(zlco)1-m = 1. 
It turns out that this factor graph expresses all of the 
conditional independencies for the above distribution. 
Without any observations, the paths between c1, m 
and c0 are blocked by Cond 2, since they either include 
a function node with two incoming directed edges and 
unobserved descendants z, or they include a variable 
node with two incoming directed edges, where neither 
the variable (z) nor any of its descendants (none) are 
observed. c1 and co are also independent when m is 
observed, since the upper path that goes through m 
is still blocked (in fact, blocked "more" by the obser­
vation of m in Cond 1). When both m and z are 
observed, c1 and co are independent. The upper path 
from co to c1 is blocked by the observation of m in 
Cond 1, and the lower path is blocked by z in Cond 
1. W hen only z is observed, C! and eo are not in­
dependent. The upper path is no longer blocked by 
m in Cond 1, and although there are function nodes 
with two incoming edges, in both cases there is a de­
scendant, z, that is observed, preventing Cond 2 from 
being satisfied. 
This example shows that the set of models whose in­
dependencies can be expressed by factor graphs is a 
strict superset of the union of such models for BN s 
and MRFs. 
4.2 Expressing Chain Graph Independencies 
Chain graphs can represent conditional independen­
cies that cannot be represented by BNs or MRFs. 
Fig. 6a shows a chain graph that is frequently used 
to demonstrate this representational power (Lauritzen 
1996). This chain graph describes the distribution 
P(a, b, c, d) = P(a)P(b)P(c, dla, b) with P(c, dla, b) = 
f(a, c)g(b, d)h(c, d)n(a, b), where n(a, b) is a normaliz­
ing function: n(a, b) = 1/ Lc Ld f(a, c)g(b, d)h(c, d). 
In this model, a and b are independent, a and d are 
independent given b and c, and b and c are indepen­
dent given a and d. These independencies can be de-
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termined using the conditional independence rule for 
chain graphs (Lauritzen 1996). 
While the above chain graph efficiently describes a set 
of conditional independencies, it does not accurately 
reflect the factorization of the distribution, which con­
sists of 6 terms. The factor graph in Fig. 6b explicitly 
represents the 6 terms using 6 function nodes. Note 
the dashed edges, which indicate that n(a, b) is used 
to normalize the conditional distribution over c, d. 
This factor graph indicates the same independencies 
as the chain graph. a and b are independent, since 
both of the two paths between a and b are blocked. 
The lower path is blocked by Cond 2 because c has 
two incoming edges and is not observed. The upper 
path is blocked by Cond 2 because n(a, b) has two 
incoming edges and none of its descendants ( c and d) 
are observed. a and d are independent given b and c, 
since both paths between a and d are blocked. The 
lower path is blocked by Cond 1 because c is observed. 
The upper path is blocked by Cond 1 because b is 
observed. Similarly, b and c are independent given a 
and d. Note that a and b are not independent given c 
or d or both, because the upper path from a to b is not 
blocked whenever c or d or both c and d are observed, 
by Cond 2. 
5 CONCL USIONS 
We have shown that an extension to factor graphs is 
able to unify the properties Bayesian networks (BNs) 
and Markov random fields (MRFs), and is more spe­
cific about factorization of the joint distribution than 
either BNs or MRFs. A factor graph can represent any 
set of conditional independencies that can be repre­
sented by a BN or an MRF, and there exist important 
models whose independencies cannot be represented 
by BNs or MRFs, but can be represented by a factor 
graph. We show how a factor graph can also be used 
to represent the conditional independencies in a chain 
graph. An advantage of factor graphs, is that they can 
be constructed using causal knowledge or non-causal 
knowledge or both. We emphasize that factor graphs 
are not meant to be a replacement for BNs, MRFs or 
chain graphs (the author draws BNs and MRFs all the 
time). However, there are many circumstances where 
BNs, MRFs and chain graphs are inadequate for ex­
pressing graphical structure, but where factor graphs 
excel. 
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