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Abstract
Let U =
[
A M
N B
]
be a generalized matrix ring, where A and B are 2-torsion free.
We prove that if φ : U → U is an additive mapping such that φ(U) ◦ V + U ◦ φ(V ) = 0
whenever UV = V U = 0, then φ = δ + η, where δ is a Jordan derivation and η is a
multiplier. As its applications, we prove that the similar conclusion remains valid on
full matrix algebras, unital prime rings with a nontrivial idempotent, unital standard
operator algebras, CDCSL algebras and von Neumann algebras.
Keywords: derivation, generalized matrix ring, Jordan derivation, multiplier, von
Neumann algebra
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1 Introduction
Let R be a ring (or algebra) with the unit I. For each A,B in R, We define the
Jordan product by A ◦B = AB +BA, and the Lie product by [A,B] = AB −BA.
R is said to be 2-torsion free if 2A = 0 implies A = 0 for every A in R. Recall that
a ring R is prime if ARB = {0} implies that either A = 0 or B = 0 for each A,B in
R, and is semiprime if ARA = {0} implies A = 0 for every A in R.
Let M be an R-bimodule. An additive mapping (or linear mapping) η from R
into M is called a multiplier if η(A) = η(I)A = Aη(I) for every A in R. An additive
mapping (or linear mapping) δ from R into M is called a derivation if δ(AB) =
∗Corresponding author. E-mail address: jiankuili@yahoo.com
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δ(A)B + Aδ(B) for each A,B in R. Let M be an element in M, the mapping δM :
R →M, A→ δM (A) := [M,A], is a derivation. A derivation δ : R →M is said to be
an inner derivation when it can be written in the form δ = δM for some M in M. An
fundamental contribution, due to Sakai, states that every derivation on a von Neumann
algebra is inner(cf. [25]).
An additive mapping (or linear mapping) δ from R into M is called a Jordan
derivation if δ(A2) = δ(A)A + Aδ(A) for every A in R. Obviously, every derivation
is a Jordan derivation, while the converse is in general not true. A classical result
of Herstein [18] asserts that every Jordan derivation on a 2-torsion free prime ring is
a derivation. In [10], Cusack generalizes the above result to 2-torsion free semiprime
rings. In [26], Zhang and Yu show that every Jordan derivation of triangular algebras
is a derivation. In [5], Alizadeh shows that every Jordan derivation from full matrix
algebras Mn(A) (n ≥ 2) into Mn(M) is a derivation, where A is a unital ring and
M is a 2-torsion free A-bimodule. In [23], Peralta and Russo show that every Jordan
derivation from a C*-algebra A to a Banach A-bimodule is a derivation.
Let A and B be two unital rings, and M be a unital (A,B)-bimodule. We say that
M a left faithful A-module if AM = {0} implies that A = 0 for every A ∈ A, and M
a right faithful B-module if MB = {0} implies that B = 0 for every B ∈ B. If M is
both a left faithful A-module and a right faithful B-module, then we call M is a untial
faithful (A,B)-bimodule.
A Morita context is a set (A,B,M,N ) and two mappings σ and ρ, where A and
B are two unital rings, M is a untial faithful (A,B)-bimodule and N (not necessarily
faithful) is a (B,A)-bimodule, σ : M
⊗
BN → A and ρ : N
⊗
AM → B are two
homomorphisms satisfying the following commutative diagrams:
M⊗B N ⊗AM
σ⊗IM−−−−→ A⊗AM
IM⊗σ
y ∼=y
M⊗A B
∼=
−−−−→ M,
and
N ⊗AM⊗B N
ρ⊗IN−−−−→ B ⊗B N
IN⊗ρ
y ∼=y
N ⊗B A
∼=
−−−−→ N .
These conditions insure that the set
U =
[
A M
N B
]
=
{(
A M
N B
)
: A ∈ A,M ∈M, N ∈ N , B ∈ B
}
forms a ring under usual matrix addition and matrix multiplication if we put MN =
σ(M,N) and NM = ρ(N,M). We call it a generalized matrix ring.
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Let A and B be two unital rings, and M be a unital faithful (A,B)-bimodule. The
set
T =
[
A M
0 B
]
=
{(
A M
0 B
)
: A ∈ A, B ∈ B,M ∈M
}
under the usual matrix addition and matrix multiplication is called a triangular ring.
In [1, 2, 3, 6, 5, 7, 16, 20], several authors consider the following conditions on an
additive (or a linear) mapping φ : R→M :
A,B,C ∈ R, AB = BC = 0 =⇒ Aφ(B)C = 0; (P1)
A,B ∈ R, AB = 0 =⇒ φ(A)B +Aφ(B) = 0; (P2)
A,B ∈ R, AB = BA = 0 =⇒ φ(A)B +Aφ(B) = 0; (P3)
A,B ∈ R, A ◦B = 0 =⇒ φ(A) ◦B +A ◦ φ(B) = 0; (P1)
A,B ∈ R, AB = BA = 0 =⇒ φ(A) ◦B +A ◦ φ(B) = 0; (P)
and investigate whether these conditions characterize derivations or Jordan derivations.
In [16], Hadwin and Li show that if φ is a bounded linear mapping from a unital
C*-algebra A into a Banach A-bimodule M with M∗ weakly sequentially complete
satisfying the condition (P1) and φ(I) = 0, then φ is a derivation.
In [7], An and Hou show that if φ is an additive mapping from a unital ring R with
a nontrivial idempotent into itself satisfying the condition (P2), then φ(R) = δ(R)+ξR,
where δ is a derivation on R and ξ is an element in the center of R.
Let A be a Banach algebra, and M be a Banach A-bimodule. Under some mild
conditions on A, in [3], Alaminos et al. characterize a bounded linear mapping φ from
A into M satisfying the conditions (P1), (P2), (P3) and (P4), respectively.
Obviously, the condition (P) is more general than the conditions (P1), (P2), (P3)
and (P4). In [2], Alaminos et al. show that if φ is a bounded linear mapping from
a C*-algebra A into an essential Banach A-bimodule M satisfying the condition (P),
then φ = δ + η, where δ is a derivation and η is a multiplier. In [20], Liu and Zhang
show that if φ is a linear mapping from a triangular algebra A into itself satisfying the
condition (P), then φ = δ + η, where δ is a derivation and η is a multiplier.
This paper is organized as follows. In Section 2, our purpose is to characterize
an additive mapping φ : U → U satisfying the condition (P), where U is a generalized
matrix ring withA and B are 2-torsion free. We prove that φ = δ+η, where δ is a Jordan
derivation from U into itself and η is a multiplier from U into itself. As its applications,
we prove that the similar conclusion remains valid on full matrix algebras, unital prime
rings with a nontrivial idempotent, unital standard operator algebras, CDCSL algebras
and von Neumann algebras. We extend several results in [7, 20].
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2 The Main Results
In the section, we assume that U =
[
A M
N B
]
is a generalized matrix ring, where
A and B are 2-torsion free.
We denote by Z(U) be the center of U . It is well known that
Z(U) =
{(
A 0
0 B
)
: AM =MB,NA = BN,M ∈M, N ∈ N
}
.
Let IA and IB be the identities of the rings A and B, respectively. I denotes the identity
of U .
In the following, let
P1 =
(
IA 0
0 0
)
, P2 =
(
0 0
0 IB
)
and Uij = PiUPj (i, j = 1, 2).
It is clear that the generalized matrix ring may be represented as U = U11 + U12 +
U21+U22. Here U11 and U22 are subrings of U isomorphic to A and B , respectively. U12
is a (U11,U22)-bimodule isomorphic to the (A,B)-bimoduleM, and U21 is a (U22,U11)-
bimodule isomorphic to the (B,A)-bimodule N .
The following theorem is the main result of the paper.
Theorem 2.1. Suppose that U =
[
A M
N B
]
is a generalized matrix ring, where A
and B are 2-torsion free. If φ : U → U is an additive mapping satisfying the condition
(P), then there exist a Jordan derivation δ from U into itself and a multiplier η from U
into itself such that φ = δ + η. In addition, if φ(I) = 0, then φ is a Jordan derivation.
To show the result, we need the following several lemmas.
Lemma 2.2. φ(I) ∈ Z(U).
Proof. Let P be an arbitrary idempotent in U , and P (I − P ) = (I − P )P = 0. By
assumption, it follows that
φ(P ) ◦ (I − P ) + P ◦ φ(I − P ) = 0.
Hence
2φ(P ) + Pφ(I) + φ(I)P = 2φ(P )P + 2Pφ(P ).
Multiplying the above equality on the left and right by P respectively, we have that
Pφ(I) + Pφ(I)P = 2Pφ(P )P
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and
φ(I)P + Pφ(I)P = 2Pφ(P )P.
Thus
Pφ(I) = φ(I)P. (2.1)
In particular,
φ(I) = P1φ(I)P1 + P2φ(I)P2. (2.2)
Let Uij be any elements in Uij (i, j = 1, 2), respectively. Since P1 + U12 and P2 + U21
are idempotents in U , we have
(P1 + U12)φ(I) = φ(I)(P1 + U12)
and
(P2 + U21)φ(I) = φ(I)(P2 + U21).
By (2.1), we have that
U12φ(I) = φ(I)U12 (2.3)
and
U21φ(I) = φ(I)U21. (2.4)
By (2.2), (2.3) and (2.4), it follows that
P1φ(I)P1U12 = U12P2φ(I)P2.
Similarly,
P2φ(I)P2U21 = U21P1φ(I)P1.
Hence
φ(I) ∈ Z(U).
The proof is complete.
Lemma 2.3. P1φ(P2)P1 = P2φ(P1)P2 = 0.
Proof. By (2.2), we have that
P1φ(I)P1 = P1φ(P1)P1
and
P2φ(I)P2 = P2φ(P2)P2.
Hence
P1φ(P2)P1 = P2φ(P1)P2 = 0.
The proof is complete.
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For each U in U , in the following, we define an additive mapping ϕ : U → U by
ϕ(U) = φ(U)− φ(I)U + [P1φ(P1)P2 + P2φ(P2)P1, U ].
Lemma 2.4. ϕ has the following properties:
(1) ϕ(P1) = ϕ(P2) = 0;
(2) ϕ satisfying the condition (P).
Proof. By Lemma 2.3, it follows that
ϕ(P1) = φ(P1)− φ(I)P1 + [P1φ(P1)P2 + P2φ(P2)P1, P1]
= φ(P1)− φ(I)P1 + P2φ(P2)P1 − P1φ(P1)P2
= φ(P1)− φ(P1)P1 − φ(P2)P1 + P2φ(P2)P1 − P1φ(P1)P2
= φ(P1)P2 − φ(P2)P1 + P2φ(P2)P1 − P1φ(P1)P2
= 0.
Similarly, we can show ϕ(P2) = 0. Hence (1) holds.
Let UV = V U = 0, by the assumption and Lemma 2.2, it follows that
ϕ(U) ◦ V + U ◦ ϕ(V )
= φ(U) ◦ V + U ◦ φ(V ) + [T,U ] ◦ V + U ◦ [T, V ]
= 0 + [T,U ] ◦ V + U ◦ [T, V ]
= 0,
where T = P1φ(P1)P2 + P2φ(P2)P1. Hence (2) holds.
Lemma 2.5. ϕ has the following properties:
(1) ϕ(U11) ∈ U11;
(2) ϕ(U22) ∈ U22;
(3) P1ϕ(U12)P1 = P2ϕ(U12)P2 = 0;
(4) P1ϕ(U21)P1 = P2ϕ(U21)P2 = 0.
Proof. Since U11P2 = P2U11 = 0, by Lemma 2.4, we have that
P2ϕ(U11) + ϕ(U11)P2 = 0. (2.5)
Multiplying (2.5) on the left by P1, we have that
P1ϕ(U11)P2 = 0.
Multiplying (2.5) on the right by P1, we have that
P2ϕ(U11)P1 = 0.
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Multiplying (2.5) on the left and right by P2 respectively, we have that
P2ϕ(U11)P2 = 0.
Hence we obtain
ϕ(U11) ∈ U11.
Similarly,
ϕ(U22) ∈ U22.
Since U21U21 = U21U21 = 0 , we have
2ϕ(U21)U21 + 2U21ϕ(U21) = 0,
and
(P2 + U21)(P1 − U21) = (P1 − U21)(P2 + U21) = 0.
We have that
P1ϕ(U21) + ϕ(U21)P1 = P2ϕ(U21) + ϕ(U21)P2. (2.6)
Multiplying (2.6) on the left and right by P1 respectively, we have that
P1ϕ(U21)P1 = 0.
Multiplying (2.6) on the left and right by P2 respectively, we have
P2ϕ(U21)P2 = 0.
Similarly,
P1ϕ(U12)P1 = P2ϕ(U12)P2 = 0.
The proof is complete.
Lemma 2.6. Let Uij and Vij be arbitrary elements in Uij (i,j=1,2), respectively. ϕ has
the following properties:
(1) ϕ(U11 ◦ V12) = ϕ(U11) ◦ V12 + U11 ◦ ϕ(V12);
(2) ϕ(U22 ◦ V21) = ϕ(U22) ◦ V21 + U22 ◦ ϕ(V21);
(3) ϕ(U11 ◦ V21) = ϕ(U11) ◦ V21 + U11 ◦ ϕ(V21);
(4) ϕ(U22 ◦ V12) = ϕ(U22) ◦ V12 + U22 ◦ ϕ(V12);
(5) ϕ(U11 ◦ V11) = ϕ(U11) ◦ V11 + U11 ◦ ϕ(V11);
(6) ϕ(U22 ◦ V22) = ϕ(U22) ◦ V22 + U22 ◦ ϕ(V22);
(7) ϕ(U12 ◦ V21) = ϕ(U12) ◦ V21 + U12 ◦ ϕ(V21);
(8) ϕ(U21 ◦ V12) = ϕ(U21) ◦ V12 + U21 ◦ ϕ(V12).
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Proof. Since
(U11 − U11V12)(V12 + P2) = (V12 + P2)(U11 − U11V12) = 0,
by Lemma 2.4, it follows that
ϕ(U11 − U11V12) ◦ (V12 + P2) + (U11 − U11V12) ◦ ϕ(V12 + P2) = 0.
We have that
(−U11V12ϕ(V12)− ϕ(V12)U11V12 − V12ϕ(U11V12)) + (ϕ(U11)V12 − ϕ(U11V12)P2
+ U11ϕ(V12)) + (−P2ϕ(U11V12) + ϕ(V12)U11) + (−ϕ(U11V12)V12)
= 0.
By Lemma 2.5, we have that
ϕ(U11)V12 − ϕ(U11V12)P2 + U11ϕ(V12) ∈ U12,
and
−P2ϕ(U11V12) + ϕ(V12)U11 ∈ U21.
Thus
ϕ(U11)V12 − ϕ(U11V12)P2 + U11ϕ(V12)− P2ϕ(U11V12) + ϕ(V12)U11 = 0. (2.7)
By Lemma 2.5, we have that
ϕ(U11V12)P2 + P2ϕ(U11V12) = ϕ(U11V12). (2.8)
By Lemma 2.5, (2.8) and (2.7), we obtain
ϕ(U11 ◦ V12) = ϕ(U11) ◦ V12 + U11 ◦ ϕ(V12). (2.9)
Hence (1) holds.
Since
(V21 − P2)(V21U11 + U11) = (V21U11 + U11)(V21 − P2) = 0,
by Lemma 2.4, it follows that
ϕ(V21 − P2) ◦ (V21U11 + U11) + (V21 − P2) ◦ ϕ(V21U11 + U11) = 0.
Hence
(ϕ(V21)V21U11 + ϕ(V21U11)V21) + (U11ϕ(V21)− ϕ(V21U11)P2)
+ (ϕ(V21)U11 − P2ϕ(V21U11) + V21ϕ(U11))
+ (V21U11ϕ(V21) + V21ϕ(V21U11)) = 0.
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By Lemma 2.5, we have that
U11ϕ(V21)− ϕ(V21U11)P2 ∈ U12,
and
ϕ(V21)U11 − P2ϕ(V21U11) + V21ϕ(U11) ∈ U21,
it follows that
U11ϕ(V21)− ϕ(V21U11)P2 + ϕ(V21)U11 − P2ϕ(V21U11) + V21ϕ(U11) = 0. (2.10)
By Lemma 2.5, we have that
ϕ(V21U11)P2 + P2ϕ(V21U11) = ϕ(V21U11). (2.11)
By Lemma 2.5, (2.10) and (2.11), we obtain
ϕ(U11 ◦ V21) = ϕ(U11) ◦ V21 + U11 ◦ ϕ(V21).
Hence (3) holds.
Let V12 be an arbitrary element in U12. Since
ϕ(U11V11V12) = ϕ(U11V11 ◦ V12),
by (2.9), we have that
ϕ(U11V11V12) = ϕ(U11V11)V12 + U11V11ϕ(V12) + ϕ(V12)U11V11, (2.12)
on the other hand,
ϕ(U11V11V12) = ϕ(U11 ◦ V11V12).
By Lemma 2.5 and (2.9) it follows that
ϕ(U11V11V12) = ϕ(U11)V11V12 + U11ϕ(V11)V12 + U11V11ϕ(V12) + ϕ(V12)V11U11. (2.13)
By (2.12) and (2.13), we have that
(ϕ(U11V11)− ϕ(U11)V11 − U11ϕ(V11))V12 + ϕ(V12)U11V11 − ϕ(V12)V11U11 = 0.
By Lemma 2.5, we have that
(ϕ(U11V11)− ϕ(U11)V11 − U11ϕ(V11))V12 = 0.
By assumption, U12 is a left faithful U11-module. It follows that
ϕ(U11V11) = ϕ(U11)V11 + U11ϕ(V11).
Hence (5) holds.
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Since
(U12V21 + U12 + V21 + P2)(V21U12 − V21 − U12 + P1)
= (V21U12 − V21 − U12 + P1)(U12V21 + U12 + V21 + P2)
= 0.
By Lemma 2.4, it follows that
ϕ(U12V21 + U12 + V21 + P2) ◦ (V21U12 − V21 − U12 + P1)
+ (U12V21 + U12 + V21 + P2) ◦ ϕ(V21U12 − V21 − U12 + P1)
= 0.
It follows that
2(ϕ(U12V21)− ϕ(U12)V21 − U12ϕ(V21)) + (−ϕ(U12V21)U12
+ ϕ(U12)V21U12 + ϕ(V21)V21U12 + P1ϕ(U12) + P1ϕ(V21)
+ U12ϕ(V21U12)− U12V21ϕ(V21)− U12V21ϕ(U12)− ϕ(V21)P2
− ϕ(U12)P2) + (ϕ(U12)P1 + ϕ(V21)P1 − V21ϕ(U12V21)
+ V21U12ϕ(U12) + V21U12ϕ(V21)− P2ϕ(V21) + ϕ(V21U12)V21
− ϕ(V21)U12V21 − ϕ(U12)U12V21) + 2(ϕ(V21U12)− ϕ(V21)U12
− V21ϕ(U12)) = 0.
By Lemma 2.5, it follows that
0 = 2(ϕ(U12V21)− ϕ(U12)V21 − U12ϕ(V21)) ∈ U11,
and
0 = 2(ϕ(V21U12)− ϕ(V21)U12 − V21ϕ(U12) ∈ U22.
By assumption, U11 and U22 are 2-torsion free. Thus
ϕ(U12V21)− ϕ(U12)V21 − U12ϕ(V21) = 0
and
ϕ(V21U12)− ϕ(V21)U12 − V21ϕ(U12) = 0.
Hence (7) holds.
Similarly, we can prove that (2), (4), (6) and (8). The proof is complete.
Lemma 2.7. ϕ is a Jordan derivation.
Proof. By Lemmas 2.5 and 2.6, the conclusion follows.
10
Proof of Theorem 2.1. Let U be an arbitrary element in U . We define an additive
mapping ϕ : U → U by
ϕ(U) = φ(U)− φ(I)U + [P1φ(P1)P2 + P2φ(P2)P1, U ],
where T = P1φ(P1)P2 + P2φ(P2)P1 in U . Then
φ(U) = ϕ(U) − [T,U ] + φ(I)U.
We define δ and η from U into itself by
δ(U) = ϕ(U)− [T,U ], and η(U) = φ(I)U,
it follows that
φ = δ + η.
By Lemma 2.7, δ is a Jordan derivation. Hence δ(I) = 0, and η(I) = φ(I). By Lemma
2.2, it follows that η is a multiplier. The proof is complete.
Corollary 2.8. Let A be a unital ring, and Mn(A), n ≥ 2, be the full matrix algebra
of all n× n matrices over A. If φ :Mn(A)→Mn(A) is an additive mapping satisfying
the condition (P), then there exist a derivation δ : Mn(A) → Mn(A) and a multiplier
η : Mn(A) → Mn(A) such that φ = δ + η. In addition, if φ(I) = 0, then φ is a
derivation.
Proof. By Theorem 2.1 and [5, Theorem 3.1], the conclusion follows.
Corollary 2.9. Let R be a 2-torsion free unital prime ring with a nontrivial idempotent
P. If φ : R → R be an additive mapping satisfying the condition (P) , then there exist
a derivation δ : R → R and a multiplier η : R → R such that φ = δ + η. In addition,
if φ(I) = 0, then φ is a derivation.
Proof. By assumption, R is a prime ring, it follows that PR(I − P ) is a faithful
(PRP, (I − P )R(I − P ))-bimodule. Then R is isomorphic to the generalized matrix
ring [
PRP PR(I − P )
(I − P )RP (I − P )R(I − P )
]
.
By Theorem 2.1 and [18, Theorem 3.1], the conclusion follows.
Let X be a real or complex Banach space and let B(X) and F(X) denote the algebra
of all bounded linear operators on X and the ideal of all finite rank operators in B(X),
respectively. A subalgebra A(X) of B(X) is said to be standard in case F(X) ⊂ A(X).
Obviously, there exist nontrivial idempotents in any standard operator algebra. Any
standard operator algebra is prime. We have
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Corollary 2.10. Let X be a real or complex Banach space and let A(X) be a unital
standard operator algebra on X. If φ : A(X) → A(X) is a linear mapping satisfying
the condition (P), then there exist a derivation δ : A(X) → A(X) and a multiplier
η : A(X)→ A(X) such that φ = δ+ η. In addition, if φ(I) = 0, then φ is a derivation.
Theorem 2.11. Suppose that T =
[
A M
0 B
]
is a triangular ring, where A and B are
2-torsion free. If φ : T → T is an additive mapping satisfying the condition (P), then
there exist a derivation δ : T → T and a multiplier η : T → T such that φ = δ + η. In
addition, if φ(I) = 0, then φ is a derivation .
Proof. The proof is similar to the proof of Theorem 2.1. We leave it to the reader.
Lemma 2.12. Let A be an algebra over C with unit I. Suppose that A =
∞∑
i=1
⊕
Ai,
where Ai is a unital subalgebra of A with unit Ii for every i = 1, 2, · · · . Let φ : A → A
be a linear mapping satisfying the condition (P), then φ(Ai) ⊂ Ai, i = 1, 2, · · · .
Proof. Given any integer i, let B =
∞∑
j 6=i
⊕
Aj, then A ∼= Ai
⊕
B. By Lemma 2.3,
φ(Ii) ∈ Ai and φ(I − Ii) ∈ B. Let A be an arbitrary element in Ai, we have that
A(I − Ii) = (I − Ii)A = 0.
By assumption, it follows that
2φ(A)(I − Ii) + φ(I − Ii)A+Aφ(I − Ii) = 0.
By assumption, it follows that
φ(A)(I − Ii) = 0.
Thus
φ(A) ∈ Ai.
The proof is complete.
Lemma 2.13. Let A be an algebra over C with unit I. Suppose that A =
∞∑
i=1
⊕
Ai,
where Ai is a unital subalgebra of A with unit Ii for every i = 1, 2, · · · . Let φ : A → A
be a linear mapping satisfying the following conditions:
(1) φ(Ai) ⊂ Ai;
(2) φ|Ai = δi + ηi, where δi is a derivation on Ai and ηi is a multiplier on Ai, for
every i = 1, 2 · · · .
Then there exist a derivation δ from A into itself and a multiplier η from A into
itself, such that φ = δ + η.
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Proof. Let A be an arbitrary element in A, then A has the form A =
∞∑
i=1
⊕
Ai, where
Ai ∈ Ai for every i = 1, 2, · · · . We define δ and η from A into itself by
δ(A) =
∞∑
i=1
⊕
δi(Ai), and η(A) =
∞∑
i=1
⊕
ηi(Ai).
It follows that
φ(A) = δ(A) + η(A).
By assumption, we may verify that δ is a derivation and η is a multiplier.
Let A be a CDCSL (completely distributive commutative subspace lattice) algebra
on a separable Hilbert space H (cf. [12] ). It is well known (see [21, Lemmas 3 and 4])
that A ∼=
∞∑
i=1
⊕
Ai, where each Ai is a nest subalgebra of B(H).
The following theorem generalizes Corollary 2.5 of [7].
Theorem 2.14. Let A be a CDCSL algebra on a separable Hilbert space H. If φ :
A → A is a linear mapping satisfying the condition (P), then there exist a derivation
δ : A → A and a multiplier η : A → A such that φ = δ + η. In addition, if φ(I) = 0,
then φ is a derivation.
Proof. By Corollary 2.10, Theorem 2.11, Lemmas 2.12 and 2.13, the conclusion follows.
Lemma 2.15. Let A be an abelian von Neumann algebra. If φ : A → A is a linear
mapping satisfying the condition (P), then φ is a multiplier.
Proof. By assumption, A is an abelian von Neumann algebra. It is well known that([19,
Theorem 5.2.1]) A is ∗-isomorphic to the algebra C(Ω), where Ω is an extremely dis-
connected Hausdorff space. If A,B ∈ A with AB = 0, then the supports of A and B
are disadjoint. So
φ(A)B +Aφ(B) = 0
implies that
φ(A)B = Aφ(B) = 0.
It follows that, φ is a linear annihilator-preserving mapping (cf. [22]). By [13, Corollary
2.6], φ is a multiplier from A into itself.
The following theorem generalizes Corollary 2.3 of [7].
Theorem 2.16. LetM be a von Neumann algebra. If φ :M→M is a linear mapping
satisfying the condition (P), then there exist an inner derivation δ : M → M and a
multiplier η :M→M such that φ = δ+η. In addition, if φ(I) = 0, then φ is an inner
derivation.
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Proof. We denoteM = A
⊕
B, where A = 0 or a von Neumann algebra of type I1 and
B = 0 or a von Neumann algebra has no direct summand of type I1.
Suppose that B 6= 0, by Lemma 2.12, φ(B) ⊂ B. By Lemmas 2.13 and 2.15, we only
need to show that there exist a derivation δ2 on B and a multiplier η2 on B, such that
φ|B = δ2 + η2.
We denote IB be the unit of B. For any A ∈ B, we denote the central carrier of A by
CA. It is well known that there exists a projection P in B such that CP = CIB−P = IB
(cf. [19, chapters 5 and 6]). Hence PB(IB − P ) is a faithful (PBP, (IB − P )B(IB − P ))
-bimodule. It is clear that B is algebraic isomorphic to the generalized matrix ring
[
PBP PB(IB − P )
(IB − P )BP (IB − P )B(IB − P )
]
.
By Theorem 2.1 and [23, Corollary 17], there exist a derivation δ2 on B and a multiplier
η2 on B such that φ|B = δ2 + η2. By Lemmas 2.13, 2.15 and [25, Theorem 4.1.6], the
conclusion follows.
Remark In [2, Theorem 4.1], Alaminos et al. show that if φ is a bounded linear
mapping from a C*-algebra A into an essential Banach A-bimodule M satisfying the
condition (P), then φ = δ + η, where δ is a derivation and η is a multiplier. Theorem
2.16 tells that for the case of von Neumann algebra, the condition of boundness is not
necessary.
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