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От автора 
 
Особенностью данного УМК является краткое содержание 
теоретической части. В этой связи хотелось бы отметить, что более 
глубокое изучение теоретической части студент может найти в учебниках, 
которые приведены в списке, используемой литературы. В УМК основное 
внимание уделено проектированию практической части, а также 
организации познавательной деятельности по усвоению и переработке 
математической информации в соответствии с тремя уровнями обучения. 
Большую благодарность и глубокую признательность автор 
выражает рецензентам данного издания кандидату физико-математических 
наук, доценту, заведующему кафедрой алгебры и геометрии Учреждения 
образования «Могилевский государственный университет им. А.А. Ку-
лешова» Чеботаревскому Борису Дмитриевичу, а также кандидату физико-
математических наук, доценту, начальнику учебно-методического отдела 
Учреждения образования «Полоцкий государственный университет» Яско 
Федору Филипповичу за внимательное отношение к представленной 
работе и ценные замечания по улучшению ее содержания. Отдельную 
благодарность выражаю лаборанту кафедры математического анализа и 
дифференциальных уравнений Учреждения образования «Полоцкий 
государственный университет» Холмачевой Инне Анатольевне за 
большую помощь, оказанную в процессе выполнения компьютерного 
набора. 
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ВВЕДЕНИЕ 
 
В предлагаемом УМК, графическая схема которого представлена на 
рис. 1, автором предпринята попытка спроектировать процесс обучения 
математике, обеспечивающий организацию познавательной деятельности 
студентов с учетом дифференциации студенческой аудитории. Дидактиче-
скую основу УМК составляет дифференцированный и деятельностный 
подход к обучению математике, а также дидактические принципы научно-
сти, системности, доступности. В применении к математике мы руково-
дствуемся сформулированным А. А. Столяром исходным положением тео-
рии обучения математике: «Обучение математике есть дидактически целе-
сообразное сочетание обучения математическим знаниям и математиче-
ской деятельности». Под дифференцированным подходом к обучению ма-
тематике понимается такая его организация, при которой каждый студент, 
овладевая некоторым минимумом математических знаний и их практиче-
ских приложений, получает право и возможность расширять и углублять 
свои математические знания на более высоких уровнях усвоения. Отдель-
ное внимание необходимо обратить на наличие в УМК таких дидактиче-
ских средств как графические схемы, информационные таблицы, глосса-
рий, обобщенные планы, алгоритмические указания, алгоритмическое вы-
деление этапов познавательной деятельности, которые позволяют органи-
зовать мыслительную деятельность по переработке математической ин-
формации, помогают студенту в логической организации, структурирова-
нии, систематизации математических знаний. Поскольку УМК предназна-
чен для студентов нематематических специальностей, то он имеет при-
кладную направленность, содержит практические задачи, решение кото-
рых требует моделирования с помощью изучаемого математического ап-
парата. УМК содержит в себе возможности самоконтроля, а также уровне-
вого контроля знаний. Студенты, работающие на I уровне сложности, по-
тенциально могут претендовать на получение на экзамене оценки «4» – 
«5»; работающие на II уровне – оценки «6» – «8»; работающие на III уров-
не – оценки «9» – «10». Информационное поле УМК позволяет студенту 
выбирать свою траекторию обучения в каждом модуле. Трехуровневая 
тестовая среда УМК создает условия для перехода студентов от заданий, 
требующих воспроизводящей мыслительной деятельности к заданиям, тре-
бующим познавательной деятельности преобразующе-воспроизводящего 
или творческого характера. 
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УЧЕБНЫЙ МОДУЛЬ 0 
 
0.1. Специфика учебно-познавательной работы в вузе 
 
Практика вузовского обучения показывает, что большая часть сту-
дентов теряется в процессе вузовского обучения, не реализует в стенах ву-
за свои потенциальные возможности не потому, что не имеет для этого 
способностей, а потому, что не знает особенностей обучения в высшей 
школе и, что самое главное, не умеет правильно организовывать свою 
учебно-познавательную деятельность, не достаточно владеет знаниями 
правильного мышления, логическими операциями умственной работы и 
специфическими приемами рациональной познавательной деятельности – 
не умеет учиться. 
Остановимся на наиболее существенных отличительных особенно-
стях вузовского обучения. 
В высшей школе учатся взрослые люди. Значит, вся система обуче-
ния в ней строится в расчете на работу со взрослыми людьми, которые 
пришли в вуз с осознанной целью стать специалистами высокого класса в 
избранной области деятельности, которые должны быть вполне самостоя-
тельны в своих суждениях, поступках, делах, организации свободного 
времени и понимать свою ответственность и обязанности. Обучение в ву-
зе, которое характеризуется отличной от школы постановкой учебной 
работы, своим режимом, формами и методами обучения, требует от 
студента-первокурсника перестройки школьных стереотипов позна-
вательной деятельности, выработки новых форм и методов учебной 
работы, освоения новых методов и приемов рациональной мысли-
тельной деятельности. В вузе студент большую часть своего времени 
должен организовывать сам. Иначе, новый образ жизни и сравнительная 
свобода при распределении внеаудиторной самостоятельной работы при-
водят к тому, что многие студенты не успевают усвоить большое количе-
ство новой информации, не овладевают необходимыми практическими на-
выками и умениями, и как результат – неудачи на экзаменах. 
Основная форма аудиторных занятий в вузе – лекция. Она разви-
вает у студента интерес к знаниям, привлекает его внимание к основной 
системе понятий данной науки. На лекции сообщают последние достиже-
ния науки, ставят проблемы, дают информацию для размышлений и т. п. 
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Дидактическая цель лекции заключается в том, чтобы создать у студента 
ориентировочную основу для последующего усвоения учебной информа-
ции, т. е. обеспечить восприятие им учебного материала, его первичное 
осмысление и формирование начальных представлений в изучаемом пред-
мете. Значит, лекцию нельзя рассматривать в качестве основного источ-
ника знаний. 
«Центр тяжести» в усвоении предмета лежит в последующей са-
мостоятельной деятельности студента над учебными пособиями, учеб-
ной и научной литературой, в выполнении им практических и лабора-
торных работ, самостоятельном решении задач с привлечением до-
полнительного к лекционному теоретического и практического мате-
риала и т. п. Однако таких навыков в школе абитуриенты почти не полу-
чают. И можно утверждать, что главной проблемой большинства студен-
тов является: 
− отсутствие навыков и умений напряженной кропотливой, серьез-
ной самостоятельной работы, психологическая неподготовленность к ре-
гулярной целенаправленной самостоятельной деятельности; 
− непонимание того, что лекции, практические, лабораторные и се-
минарские занятия играют роль фактора направляющего самостоятельную 
познавательную деятельность студента и являются не основными источни-
ками, а лишь ограниченной частью в получении необходимой информации; 
− недостаток потребности в приобретении углубленных, системати-
зированных знаний. 
 
Значит, с первых дней обучения в вузе нужно понять, что только 
активная работа во время аудиторных занятий, над учебными посо-
биями и научной литературой, чтение специальных журналов, посе-
щение консультаций, занятия научно-исследовательской работой, са-
моорганизация, самосовершенствование и самоконтроль являются 
залогом успешной учебы, а в дальнейшем – успешной профессиональ-
ной деятельности и самореализации себя как личности. 
Обучение в вузе существенным образом отличается и организацией 
контроля за учебной деятельностью студентов. Как известно, в большин-
стве школ учебный год делится четверти или триместры, в вузе – на два 
основных семестра: осенний и весенний. Школьные учителя ежедневно и 
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даже чаще проверяли знания, выполнение всех видов учебной работы.  
В вузе такой «опекающий» контроль отсутствует. Основными параметра-
ми, характеризующими работу студента в семестре, являются результаты 
сдачи экзаменационной сессии. Лектор же может и не знать на протяжении 
семестра всех своих студентов, не иметь ясного представления об усвое-
нии ими читаемого курса. Поэтому для ритмичной результативной ра-
боты начинающему студенту нужно адаптироваться к новой системе 
контроля, самому необходимо проявлять волю и самостоятельность  
в планировании и организации своей внеаудиторной учебно-
познавательной деятельности. 
Важной отличительной особенностью вузовского обучения является 
то, что в школе изучаются основы наук, в вузе – преподается сама наука 
в ее становлении и развитии, как стройная логически упорядоченная и 
обоснованная система теоретических и практических знаний, с высоким 
уровнем абстракций и теоретических положений. Глубокое овладение дис-
циплинами вузовского курса требует от студента высокой культуры теоре-
тического мышления, усвоения и выработки специальных методов научно-
го познания, навыков и умений аналитико-синтетической деятельности. 
Они включают в себя умения и навыки: 
− выделять существенные и несущественные параметры, отличи-
тельные и общие признаки и особенности, стороны в развитии изучаемого 
объекта, существенные связи изучаемого явления или процесса с другими 
явлениями и процессами; 
− устанавливать и усваивать общие и специфические закономерно-
сти в развитии изучаемого класса объектов, процессов или явлений; 
− рассматривать объект с различных сторон, мысленно охватывать 
его в целом; 
− усваивать информацию не на уровне представлений, а на уровне 
понятий, законов и закономерностей; 
− структурировать, систематизировать и обобщать полученную 
информацию; 
− применять полученные знания для решения практических и при-
кладных задач; 
− проводить научные исследования по определенным проблемам, 
заниматься научно-исследовательской работой. 
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Получить эти навыки и умения, а значит, добиться больших ус-
пехов в изучении гуманитарных, общетеоретических, общеинженер-
ных, специальных и других наук, можно лишь упорным трудом, через 
активизацию внимания, памяти, мышления, проявление характера, 
настойчивости и воли. 
− Таким образом, каждому, кто хочет вполне реализовать себя в сте-
нах вуза, необходимо с первых дней учебы осознать специфические осо-
бенности вузовского обучения и сделать для себя вывод, что главное со-
стоит в овладении рациональной методикой самостоятельной работы, 
деятельностью по самообразованию.  
 
Педагогический опыт и наблюдения показывают, что уровень овла-
дения общенаучными дисциплинами в значительной степени зависит от 
умений студента самостоятельно, глубоко и критически анализировать, 
осмысливать основные положения и теоретические выводы фундамен-
тальных наук. Остановимся на кратком изложении роли и специфики ус-
воения математики. 
В системе учебных предметов ряда специальностей математика яв-
ляется одной из фундаментальных наук, а овладение математическим ап-
паратом – необходимое условие результативного изучения общеинженер-
ных, экономических, специальных и других наук. Математический аппарат 
дифференцирования, интегрирования, формула Тейлора, ряд Фурье, мат-
ричное исчисление и т. п. – инструмент, с помощью которого исследуются 
и моделируются реальные процессы и явления, получаются серьезные 
практические результаты. Тем самым, математика выполняет функцию 
языка других наук, дает удобные и плодотворные способы описания 
процессов и явлений окружающего мира. Наилучшим подтверждением 
сказанному являются прекрасные и мудрые слова Галилея: «Философия 
написана в грандиозной книге Вселенной, которая открыта нашему при-
стальному взгляду. Но понять эту книгу может лишь тот, кто научился по-
нимать ее язык и знаки, которыми она изложена. Написана же она на языке 
математики». 
Как известно, одним из методов изучения окружающего мира явля-
ется моделирование. Большие возможности и удобные средства содержит 
в себе математика для моделирования объектов и процессов окружающего 
мира. Математическая модель, чаще всего, построена на использовании 
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математических уравнений, является экономически выгодной, и без значи-
тельных материальных затрат, и на основе интеллектуальных усилий и ис-
пользования компьютерной техники позволяет выявить основные законо-
мерности изучаемых процессов, провести их глубокий анализ, сделать тео-
ретические и практические выводы. 
Огромные потенциальные возможности математики заключаются 
также в развитии логического мышления, познавательных сил и способно-
стей, воспитании культуры мышления, формировании навыков и умений 
таких умственных действий как анализ и синтез, дедукция и индукция, 
аналогия и сравнение, абстрагирование и т. д.  
 
Выделим основные особенности и трудности в изучении математики: 
1. Логическая стройность и строгая доказательность большинства 
теоретических положений, дедуктивное построение математических кур-
сов – главное достоинство математики, и вместе с тем, это составляет одну 
из главных трудностей, особенно на первых порах, изучения высшей ма-
тематики; 
2. Своеобразие математического языка также составляет опреде-
ленное препятствие в процессе овладения математикой. А поскольку ма-
тематический язык – специальный язык, то значит, нужно изучать его аз-
буку и термины, учиться твердому усвоению и осмыслению математиче-
ских понятий и теорий; 
3. Высокая степень абстрактности математики предъявляет повы-
шенные требования к уровню логического мышления студента, простран-
ственному воображению, к умениям и навыкам аналитико-синтетической 
деятельности. 
Все это приводит к тому, что часть студентов, даже не представляю-
щих этих трудностей, не осознавая их, теряются перед изучением высшей 
математики. Однако наличие трудностей означает лишь то, что их необхо-
димо научиться преодолевать. Упорный и настойчивый труд позволит 
справиться с овладением математическим аппаратом, укрепит интел-
лектуальные возможности, даст радость познания. Успех в такой дея-
тельности зависит от знания некоторых методических средств и рекомен-
даций для изучения математики. Приведем несколько обобщенных планов-
ориентиров, полезных в овладении математическими знаниями и матема-
тической деятельностью. 
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I. Как изучать и работать с математическим объектом 
Нужно уяснить: 
1. Что представляет собой объект, к какому классу математических 
объектов он относится (число, вектор, функция, уравнение и т. п.)? 
2. Что в нем особенного? 
3. Что требуется сделать с этим объектом? 
4. Какие знания для этого имеются? 
5. Какова методика работы с объектами такого класса? 
 
I. Общее в построении математических структур 
1. Они изучают некоторый объект определенной природы: число, 
вектор, функцию, предел функции и т. д. 
2. Над этими объектами вводятся операции: алгебраические и неал-
гебраические. 
3. Операции над объектами имеют свою специфику, обслуживаются 
определенными правилами, теоремами. 
4. Объекты эти отображают реальную действительность, следова-
тельно, имеют приложения. 
 
II. Что нужно знать о математической теории? 
1. Основные понятия, которые лежат в основе данной теории. 
2. Таблицы и правила, которым должны подчиняться основные 
понятия. 
3. Теоремы, обслуживающие понятия и их связи. 
4. Основные приложения данной теории. 
 
III. Как изучать теорему? 
1. Формулировка теоремы. 
2. Комментарий (пояснение) к ней. 
3. Пример использования. 
4. Доказательство. 
5. Сравнение различных подходов к доказательству одного и того 
же утверждения (установление различия и общности). 
 
Отметим, что на первом этапе изучения высшей математики многие 
студенты жалуются на непонимание теоретического материала, читаемого 
в лекционном курсе. Это можно объяснить причинами двоякого характера: 
− или студент не умеет слушать лекцию по математике; 
− или он не готов ее слушать. 
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Каждый новый факт, излагаемый на лекции по высшей математике, 
является логическим следствием из ранее изложенного. Если при этом 
студент не достаточно внимателен, не умеет активизировать свою 
аналитико-синтетическую деятельность, да еще отвлекается, то логи-
ческая последовательность рассуждений в сознании прерывается, и в 
результате, не удается ухватить не только главную суть и смысл ма-
териала лекции, но даже понять и осознать отдельные смысловые 
блоки. Поэтому к лекции нужно готовиться, внимательно на ней слушать 
и записывать. Если какая-то часть лекции останется все же не усвоенной, 
то нужна дополнительная работа по овладению непонятой информацией 
при подготовке к следующей лекции, а так же в конце изучения конкрет-
ного раздела. Важным элементом в такой познавательной деятельности яв-
ляется умение читать лекции, учебную и специальную математическую 
литературу. Можно рекомендовать выделение следующих этапов в работе 
над математической информацией: 
1. В первом чтении информацию можно разделить на логически за-
конченные части или разделы. Каждый такой раздел первоначально полез-
но читать в целом, стараясь ухватить его суть, главную логическую осно-
ву, главные положения, ключевые понятия и т. п. Одновременно нужно 
выделить, какие понятия и с помощью каких определений, символов рас-
сматриваются в данном разделе. Определения эти следует постараться хо-
рошо понять. Далее, целесообразно, уяснить смысл и содержание лемм, 
теорем, следствий, приводимых и доказываемых в этом разделе. В первом 
чтении нет необходимости в усвоении всех преобразований и доказа-
тельств, но полезно возникшие непонятные или трудные места подчерк-
нуть или отметить знаком вопроса. В результате познавательной дея-
тельности на первом этапе должно быть сформировано общее пред-
ставление об изучаемом материале, на уровне наиболее существенных, 
главных, ключевых положений и понятий. 
2. Второе чтение должно быть глубоким, основательным, с обяза-
тельным письменным выполнением всех преобразований и рассуждений. 
При этом нужно стремиться понять логику доказательства, его основные 
идеи, что является главным в доказательстве, на каких основных положе-
ниях строится доказательство и т. д. На этом этапе полезно произвести 
мысленное воспроизведение наиболее трудоемких моментов, система-
тизацию и обобщение изученной информации. 
3. Глубокое владение математической теорией, ее математическим 
аппаратом, видение возможностей математики и ее практических прило-
 16 
жений, невозможно без выработки навыков решения соответствующих за-
дач и упражнений, охватывающих изучаемый материал. Поэтому много 
времени нужно отводить решению задач и упражнений на рассматри-
ваемую тему, отработке умений и навыков по решению задач базового 
уровня на практических занятиях, самостоятельному выполнению 
домашних и индивидуальных заданий, типовых расчетов, серьезной 
подготовке к контрольным работам и решению задач на зачетах и эк-
заменах. 
 
0.2. Немного о математике 
 
Математика – одна из самых древних наук. Первые математические 
представления и понятия появились в доисторическое время. Они возник-
ли в процессе практической деятельности людей. Из самой природы чело-
век заимствовал геометрические формы; в процессе решения практических 
задач возникали понятия арифметики и геометрии. 
Основы теоретической арифметики и элементарная геометрия сложи-
лись еще в Древней Греции. «Начала» Евклида, написанные в III в. до н. э., 
являются основой для школьных учебников геометрии во всех странах на 
протяжении более двух тысячелетий. До конца XVI в. математика включа-
ла арифметику, алгебру, геометрию и тригонометрию. Это была математи-
ка постоянных величин. 
В XVII в. математические исследования необычайно расширяются, и 
возникает несколько новых направлений: аналитическая геометрия, анализ 
бесконечно малых, теория вероятностей и др. Создание аналитической 
геометрии и анализа явилось подлинной революцией в математике. В цен-
тре исследований оказались новые объекты и методы. 
Математика перешла к изучению переменных величин и функций, 
как аналогов механического движения и всякого изменения вообще. Соз-
дание дифференциального и интегрального исчисления повлекло за собой 
возникновение новых областей математики: теории рядов, дифференци-
альных уравнений, дифференциальной геометрии. 
Крупнейшие успехи анализа всегда были обусловлены решением за-
дач точного естествознания. Начиная с И. Ньютона (1642 – 1727), знамени-
тые ученые Д. Бернулли (1700 – 1782), Л. Эйлер (1707 – 1783), Ж. Лагранж 
(1736 – 1813), П. Лаплас (1749 – 1827), Ж. Фурье (1768 – 1830), А. Пуанкаре 
(1854 – 1912), М. В. Остроградский (1801 – 1862), A. M. Ляпунов (1857 – 
1918), как и многие другие, в своих математических трудах исходили из 
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насущных задач механики и физики. В связи с запросами механики Эйлер 
и Лагранж создают вариационное исчисление, Пуанкаре и Ляпунов – каче-
ственную теорию дифференциальных уравнений. 
В XIX в. в анализе появилась новая область – теория функций ком-
плексной переменной, оформленная в трудах О. Коши (1789 – 1857). Эта 
теория нашла существенные приложения к решению задач математики, 
физики и техники. Так, основная теорема о подъемной силе крыла самоле-
та была доказана Н. Е. Жуковским (1847 – 1921) средствами именно тео-
рии функций комплексной переменной.  
В 1826 г. русский математик Н. И. Лобачевский (1792 – 1856) создал 
неевклидову геометрию; с этого времени началось принципиально новое 
развитие геометрии. Независимо от Лобачевского и друг от друга к ос-
новным идеям новой геометрии пришли немецкий математик и астроном 
К. Ф. Гаусс (1777 – 1855) и венгерский математик Я. Больяй (1802 – 1860). 
Общие идеи теории множеств явились основой теории функций ве-
щественной переменной, развитие которой многим обязано Н. Н. Лузину 
(1883 – 1950) и его школе, а также А. Лебегу (1871 – 1941). 
В анализе возникают и другие новые направления, например, теория 
приближения функций, основателем которой является П. Л. Чебышев 
(1821 – 1894). Возникновение этой теории обусловлено необходимостью 
решения актуальной для того времени практической задачи, связанной с 
конструированием паровых машин. Чебышев неоднократно подчеркивал 
роль практики в развитии теории, их полезные взаимодействия. 
В XIX в. значительно расширяется область приложений математиче-
ского анализа. Математические методы применяются не только в механи-
ке, но и в электродинамике, теории магнетизма, термодинамике. 
Разрабатывается теория дифференциальных уравнений (обыкновен-
ных и с частными производными), уравнений математической физики. Ряд 
новых приложений получили теория вероятностей и математическая стати-
стика. Численные методы анализа и алгебры, возникшие в конце XIX в., в 
связи с созданием и использованием электронных вычислительных машин, 
развиваются в самостоятельную область – вычислительную математику. 
Применения математических методов в разных науках привели к 
возникновению новых дисциплин: математической логики, топологии, 
функционального анализа, кибернетики, дискретного анализа, математиче-
ской экономики, математической лингвистики. 
В последнее время запросы общественного производства и управле-
ния, быстрый прогресс вычислительной техники стимулировали создание 
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новых математических теорий: теории автоматов, теории алгоритмов, тео-
рии игр, теории информации, исследования операций, теории оптимально-
го управления. 
В развитие математики большой вклад внесли русские и советские 
ученые. В Беларуси научные исследования в области математики начина-
лись в Белорусском государственном университете (открыт в 1921 г.). В 
настоящее время исследования по математике проводятся в Академии наук 
Беларуси (создана в 1929 г.), в университетах Республики Беларусь, в ряде 
других высших учебных заведений педагогического, технического, техно-
логического и экономического профилей. 
 
0.3. Модели организации познавательной деятельности  
студентов на практических занятиях 
 
Основная методическая схема I  
Схема построения занятия достаточно проста. Начинаем традицион-
но: краткое обсуждение и разбор наиболее сложных моментов в домашнем 
задании; сжатое повторение теоретического материала по новой теме, вы-
деляются главные, существенные положения, по необходимости, основные 
формулы фиксируются на доске (проводится в диалоговом режиме со всей 
аудиторией). Затем, ставятся задачи по освоению новой темы, выписыва-
ются номера заданий на все занятие в целом. Работа с аудиторией ведется 
одновременно по нескольким направлениям. 
Во-первых, ставится условие, кто заканчивает работу раньше, чем 
это будет сделано на доске – получает оценку «8 – 9». Иногда номера зада-
ний приходится разбивать на несколько групп – не более трех, тогда для 
обучающихся имеется реальный шанс получить несколько «8 – 9». Таким 
образом, в аудиторное время организуется активная самостоятельная работа 
для наиболее способных и целеустремленных студентов. В ходе такой по-
знавательной деятельности разрешается использовать любые источники для 
помощи: конспекты лекций, справочники, графические схемы, информаци-
онные таблицы и т.п.; помощь преподавателя, другого студента. 
Во-вторых, работа у доски осуществляется, в большинстве случаев, 
со слабыми и средними студентами. Причем, выполняют они сразу по два 
задания, что позволяет обучающемуся преодолеть «первичный страх» перед 
доской, овладев определенным методом решения, сразу же на высоком 
уровне познавательной активности закрепить его. При этом экономится 
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время на перемещениях студентов в аудитории, в большей степени удается 
удержать концентрацию внимания к работе у доски более слабых студентов. 
В-третьих, у преподавателя появляется время для индивидуальной 
работы со студентами разного уровня познавательной самостоятельности. 
Если имеются студенты, выполнившие все задания, им выдаются задания 
на «10». 
Отметим, что очень важно в процессе всей организуемой работы соз-
дать благоприятную, доброжелательную атмосферу, позволяющую каждо-
му студенту реализовать себя в аудитории на максимально возможном 
уровне активности и самостоятельности. 
 
Методическая схема II 
Применение методических пособий и УМК позволяет одновременно 
использовать воспроизводящие (уровень I), частично-поисковые (уровень 
II), творческие (уровень III) самостоятельные работы студентов (СРС). 
Указанные методические средства позволяют построить модель организа-
ции самостоятельной познавательной деятельности студентов в виде цик-
ла: первоначальное знакомство с новым понятием на лекции → самостоя-
тельная проработка материала лекций и учебников с использованием до-
полнительной литературы и методического пособия с трехуровневыми за-
даниями, результатом которой является овладение изучаемой математиче-
ской информации на базовом уровне (в качестве самоконтроля служит 
уровень I) → углубление изучаемого материала на практическом занятии, 
овладение знаниями на уровне II или III → закрепление изученного во вне-
аудиторной СР через завершение невыполненных заданий выбранного 
уровня или освоение уровня III, изучение дополнительной литературы) → 
обобщение освоенного материала в виде граф-схем и сжатого справочного 
материала по теме → повторение и систематизация перед контрольной ра-
ботой, коллоквиумом или экзаменом. 
Методика контрольно-корректирующей деятельности преподавателя 
может быть построена следующим образом. Он готовит граф-схему всей 
темы, раздает ее каждому студенту, чтобы обучающийся на протяжении 
изучения темы имел наглядное представление о теме в целом, видел связи 
между частями и в процессе самостоятельной работы, усваивал не только 
изучаемую информацию, но и ее графическую схему. Каждому студенту 
предлагается составить граф-схему теоретического материала параграфов 
УМК или пособия. 
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Практическое занятие строится в виде СРС и состоит из трех основ-
ных этапов. В начале занятия идет активное обсуждение необходимого 
теоретического материала. Поскольку студенты уже изучали эту тему во 
внеаудиторной СР и отрабатывали ее применение на базовом уровне, то 
имеются все условия для углубления и расширения полученных знаний. 
Преподаватель акцентирует внимание на наиболее важных фактах, труд-
ных моментах. 
Второй этап занятия – активная СР над своим вариантом по УМК 
или пособию на уровне II или III. Здесь разрешается использование любых 
источников информации. В случае затруднений, преподаватель консульти-
рует по возникшему вопросу. По ходу занятия оценивается выполнение 
каждого упражнения (это отмечается «+»). На третьем этапе подводятся 
итоги занятия. Оцениваются лишь те студенты, которые полностью завер-
шили задание. Кто не справился с заданием, но согласен по данной теме на 
оценку «4», показывает выполнение домашнего задания на уровне I. 
Таким образом, студент ставится в условия, когда ему нужно самому 
принять решение: согласиться с низкой оценкой, и остаться на базовом 
уровне или закончить работу дома, и, следовательно, увеличить нагрузку 
на внеаудиторную СР. 
Работа осуществляется отдельно каждым студентом (или двумя) в 
аудиторное или внеаудиторное время. Преподаватель в аудиторных СРС 
направляет работу студентов, которые испытывают затруднения, оценива-
ет результаты самостоятельной деятельности каждого из них. На работу с 
пособием или УМК выделяется несколько занятий, студенты сами коррек-
тируют время работы с каждым параграфом, отдельные студенты могут 
закончить эту СРС и ранее, студенты, пропустившие занятия, прорабаты-
вают его во внеаудиторное время. Исчезает принудительный темп позна-
вательной деятельности. Темп, глубина, качество усвоения определяются, 
регулируются самим студентом. С помощью учебно-методического ком-
плекса или пособия обучающийся осознает цели и задачи своей работы, 
учится распределять время, студент может сдать тему досрочно или, на-
оборот, наверстать упущенное. Обучающийся практически ставится в ус-
ловия, когда обязательно необходимо овладеть ею хотя бы на базовом 
уровне. 
 
Методическая схема III 
Вся аудитория работает на выбранном уроне сложности. Два студента 
выполняют свои задания у доски (уровень II и уровень III). В конце выпол-
нения работы идет обсуждение заданий, выполненных на доске. Такой под-
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ход позволяет открыть решение заданий повышенных уровней сложности 
всей аудитории. Предлагаемая модель «подтягивает» студентов до приклад-
ного и творческого уровней обучения. Работая на протяжении занятия с за-
даниями I уровня, слабые студенты приобретают базовые знания и умения. 
Тем самым, создаются предпосылки для освоения методики решения более 
сложных заданий студентам, желающим перейти на другой уровень обуче-
ния; для развития, в конечном счете, потенциала всей аудитории. 
 
0.4. Методические рекомендации работы  
в информационном поле модуля 
 
В самом общем виде процесс познания новой информации состоит 
из следующих этапов: первичное восприятие → изучение основных ее 
элементов → углубление, обобщение, систематизация полученной инфор-
мации → включение познанного нового знания в систему имеющихся 
представлений, знаний, мировоззрения в целом. Исходя из этих психолого-
методологических соображений, предлагается следующая последователь-
ность этапов работы в информационном поле модуля. 
0. С помощью методической карты изучить содержание разделов 
лекционного материала. 
1. Вход в модуль целесообразно осуществить с помощью графиче-
ской схемы и информационной таблицы. Граф-схема и информационная 
таблица определенного раздела математики представляют собой макси-
мально сжатый, компактно составленный справочный материал. Справоч-
ный материал информационной таблицы раскрывает основные блоки гра-
фической схемы рассматриваемого раздела. 
Предложенные методические средства помогают при изучении но-
вой информации увязать различные понятия, теоремы, формулы в единое 
целое; позволяют проследить логику построения теорий; служат эффек-
тивному прохождению всех этапов восприятия, усвоения, обобщения, сис-
тематизации, и в конечном итоге, логической организации новой инфор-
мации. Структурированная наглядность содержания представленной ин-
формации облегчает ее усвоение за счет целостности представления и вос-
приятия изучаемого объекта, направляет избирательность внимания и па-
мяти. Все это способствует более глубокому уровню усвоения предмета, 
помогает находить главное и производное в изучаемом материале, анали-
зировать его, учит рационально работать с новой информацией любого со-
держания. 
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2. Изучение теоретической части модуля следует начинать с бегло-
го чтения всей информации. На втором этапе этой познавательной дея-
тельности рекомендуется проработать каждый раздел, отдельные фрагмен-
ты при этом разумно параллельно проделать своей рукой. На третьем эта-
пе, просмотрев еще раз графическую схему, отработав основные положе-
ния теоретической части модуля с помощью информационной таблицы, 
целесообразно прочитать еще раз весь теоретический материал с целью его 
целостного восприятия, большей систематизации, логической организации 
и обобщения. 
3. Практическая часть модуля представляет собой методически 
спроектированные практические занятия. Отметим, что они содержат как 
методические рекомендации преподавателям, так и методические реко-
мендации студентам. В этой связи, обратим внимание на наличие обучаю-
щих задач, решение нулевых вариантов аудиторных и внеаудиторных кон-
трольных работ. Все это дополняет задачи и примеры, приведенные в тео-
ретической части модуля, и создает предпосылки для овладения соответст-
вующим математическим аппаратом, по крайней мере, на уровне воспро-
изводящей познавательной деятельности, позволяет освоить студенту 
практическую часть информации модуля либо самостоятельно, либо под 
руководством преподавателя.  
4. На выходе из модуля следует еще раз провести обобщение, сис-
тематизацию полученных знаний путем повторного изучения графической 
схемы, информационной таблицы, глоссария и выводов. Кроме того, прак-
тическая часть содержит в себе возможности для проведения контроля и 
самоконтроля результатов обучения: тесты трех уровней сложности, нуле-
вой вариант аудиторной или внеаудиторной контрольной работы, индиви-
дуальные домашние задания. Поэтому на выходе из модуля рекомендует-
ся, как минимум, выполнить тест первого уровня сложности. Тесты перво-
го уровня сложности рекомендуется выполнить и непосредственно при 
подготовке к экзамену, зачету либо коллоквиуму. 
Желаем успехов! 
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УЧЕБНЫЙ МОДУЛЬ 1. 
ЭЛЕМЕНТЫ ЛИНЕЙНОЙ АЛГЕБРЫ 
 
Введение 
 
В данном учебном модуле рассматриваются матрицы и действия над 
ними, изучаются свойства и методы вычисления определителей, большое 
внимание уделяется теории решения систем линейных уравнений. Матрич-
ная алгебра дает возможность оперировать с целыми группами однотипных 
величин, выполняя различные математические преобразования (сложение, 
умножение и т.д.) аналогично тому, как это делается в обычной алгебре. 
Использование матриц не только открывает новые возможности, но и уп-
рощает решение многих задач. Матричная формулировка задачи облегчает 
ее программированное решение. При этом оказывается возможным исполь-
зование стандартного математического программного обеспечения.  
 
ДИДАКТИЧЕСКИЕ ЦЕЛИ ОБУЧЕНИЯ 
 
Студент должен знать Студент должен уметь 
− основные определения, связан-
ные с понятием матриц; 
− основные определения, связан-
ные с понятием определителей; 
− основные определения, связан-
ные с понятием систем линейных 
уравнений; 
− свойства линейных операций над 
матрицами; 
− определение и свойства умноже-
ния матриц; 
− свойства определителей; 
− матричный метод и правило Кра-
мера решения невырожденных сис-
тем линейных уравнений; 
− теорему Кронекера – Капелли; 
− метод Гаусса 
 
− выполнять линейные операции 
над матрицами; 
− выполнять умножение матриц; 
− вычислять обратную матрицу; 
− вычислять определители 2, 3, n 
порядка разложением по элементам 
произвольного ряда; 
− использовать эффективные спо-
собы вычисления определителей; 
− исследовать системы линейных 
уравнений на совместность; 
− применять матрицы и определи-
тели к решению систем линейных 
уравнений матричным методом, по 
формулам Крамера; 
− использовать метод Гаусса 
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УЧЕБНО-МЕТОДИЧЕСКАЯ КАРТА МОДУЛЯ 1 
 
Название вопросов,  
которые изучаются на лекции 
Номер 
практи-
ческого 
занятия 
Нагляд-
ные и  
методи-
ческие  
пособия 
Формы 
контроля 
знаний 
1. Матрицы, основные понятия. Линейные 
операции над матрицами и их свойства. 
Определители n-ного порядка и их свойст-
ва. Алгебраическое дополнение. Вычисле-
ние определителя разложением  по строке 
(столбцу). Вычисление определителя при-
ведением к треугольному виду.  
I 
1, 2, 3,  
4, 5 
ПЛ, 
ВДЗ 
2. Умножение матриц, свойства операции 
умножения. Обратная матрица, ее вычисле-
ние. Решение систем линейных уравнений 
матричным методом. Правило Крамера. 
II, III 1, 2, 3,  4, 5 
ПЛ, 
ВДЗ 
3. Ранг матрицы. Теорема Кронекера-
Капелли. Решение произвольных систем 
линейных уравнений методом Гаусса 
IV, V 1, 2, 3,  4, 5 
Опрос, 
ПДЗ 
 
Перечень тем практических занятий приведен в практической части 
модуля. 
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ГРАФИЧЕСКАЯ СХЕМА МОДУЛЯ 1 
 
 
 
ЛИНЕЙНАЯ АЛГЕБРА 
Матрицы 
Определители, 
их свойства, 
 методы вычисле-
ний  
Системы линей-
ных уравнений 
Основные 
понятия 
Операции над 
матрицами 
Ранг 
матрицы 
Критерий  
совместности 
Линейные 
свойства 
Умножение матриц, 
свойства 
Обратная 
матрица 
Несовместные 
Совместные 
Однородные 
Неоднородные 
Методы решения 
Матрич-
ный 
Правило 
Крамера 
Метод 
Гаусса 
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Информационная таблица  «Элементы линейной алгебры» 
Матрица Аm × n – прямоугольная таблица 
из m строк и n столбцов, состоящая из эле-
ментов произвольной природы. 
( )m n ij m nA a× ×= . 
Аm × n + Bm × n = (aij)m × n + (bij)m × n 
α⋅A = (α aij)m × n 
Аm × к ⋅ Bк × n = 
1
k
il lj
l
a b
=
 
⋅ 
 
∑  
∃A и В, что A⋅B≠В⋅A,   ∃A≠0, B≠0, что A⋅B = 0 
А
-1
 – обратная матрица для А
 n × n,  
если AА-1 = А-1А = E. 
Если ∆Аn×n ≠0, то 
11 21 1
12 22 21
1 2
...
...1
... ... ... ...
...
n
n
n n nn
A A A
A A A
A
A A A
−
 
 
 ∃ =
 ∆
 
 
 
Эффективные методы вычисления ∆А: 
1) получение среди элементов произвольно-
го ряда максимального количества нулей; 
2) приведение ∆А к «треугольному» виду. 
Элемент строки матрицы – крайний, если 
он не равен 0, а все элементы этой строки, 
находящиеся левее него, равны 0. 
Матрица – ступенчатая, если крайний 
элемент каждой матрицы находится правее 
крайнего элемента предыдущей строки. 
10. 
1 3 4 2
0 0 2 0
0 1 3 1
 
 
 
 
− 
       20.
1 2 3 2
0 2 0 1
0 0 0 0
 
 
− 
 
 
. 
неступенчатая  ступенчатая 
Ранг матрицы – наибольший из порядков 
ее миноров, не равных 0. 
Базисным минором называется любой из 
отличных от нуля миноров матрицы А, по-
рядок которого равен r(A). 
(1) 1 1m n n mA X b× × ×⋅ =  – матричная запись систе-
мы из m линейных уравнений с n неизвестными. 
Решение системы (1) – такой набор чисел 
(с1,…, сn), что при его подстановке в систему 
вместо соответствующих неизвестных каждое 
из уравнений системы обращается в тождество. 
Система называется определенной, если 
она имеет единственное решение, и неопре-
деленной, если она имеет более одного ре-
шения. 
Система совместна, если она имеет 
хотя бы одно решение.  
Система, не имеющая ни одного ре-
шения, называется несовместной. 
Элементарные преобразования 
матрицы: 
1) перемена местами двух параллель-
ных рядов; 
2) умножение элементов ряда на чис-
ло, отличное от нуля; 
3) прибавление к элементам одного 
ряда соответствующих элементов 
другого, параллельного ему ряда. 
 
При элементарных преобразованиях 
ранг матрицы не изменяется 
 
Ранг ступенчатой матрицы равен ко-
личеству ее ненулевых строк 
 
Система (1) совместна тогда и толь-
ко тогда, кода ранг матрицы системы 
равен рангу расширенной матрицы 
системы 
( ) ( ), ( )r A r A A A b= =  
 
Если ∆А ≠ 0, то система имеет един-
ственное решение. iix
∆
=
∆
 (формулы 
Крамера) 
 
Если ∆А ≠ 0, то система имеет един-
ственное решение. 1X A b−= ⋅  (мат-
ричный метод решения системы) 
Суть метода Гаусса: 
1) привести с помощью элементарных 
преобразований над строками A  к 
ступенчатому виду; 
2) вычислить и сравнить r(A), ( )r A : 
- если ( ) ( )r A r A≠ , то система несо-
вместна; 
- если ( ) ( )r A r A= , то система со-
вместна; 
3) выбрать базисный минор; 
4) выделить свободные и базисные 
неизвестные. Получить решение. 
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КРАТКОЕ СОДЕРЖАНИЕ  
ТЕОРЕТИЧЕСКОГО МАТЕРИАЛА 
 
1.1. Матрицы. Основные понятия. 
Линейные операции над матрицами 
 
Определение 1.1.1. Матрицей размера  m × n  называется прямо-
угольная таблица чисел или объектов какой-либо другой природы, запи-
санных в  m строк и  n столбцов. 
Определение 1.1.2. Числа или другие объекты, составляющие 
матрицу, называются элементами матрицы. 
Элементы матрицы удобно снабжать двумя индексами: aij – элемент, 
стоящий в  i-той строке и j-том столбце. 
Обозначение матрицы: 
11 12 1
21 22 2
1 2
...
...
...
n
n
m m mn
a a a
a a a
A
a a a
 
 
 
=
 
− − − − − − − − − −
 
 
      
 
A = (aij)m×n 
A = [aij]m×n 
A = ||aij||m×n 
 
Определение 1.1.3. Матрица, у которой число строк и столбцов 
одинаково, называется квадратной.  
Определение 1.1.4. Элементы  а11, а22, …, ann  составляют главную 
диагональ матрицы. 
Определение 1.1.5. Матрица, у которой все элементы, кроме, мо-
жет быть, диагональных, равны нулю, называется диагональной.  
Например, 
1 0 0
0 2 0
0 0 0
A
 
 
=  
 
 
 
Определение 1.1.6. Матрица, у которой все элементы равны нулю, 
называется нулевой.  
Например, 
0 0 0
0 0 0
0 0 0
A
 
 
=  
 
 
 
Определение 1.1.7. Диагональная матрица, у которой все диаго-
нальные элементы равны единице, называется единичной. 
Определение 1.1.8. Матрица, у которой все элементы, стоящие 
ниже главной диагонали равны нулю, называется верхнетреугольной. 
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Определение 1.1.9. Две матрицы называются равными, если их 
размеры совпадают и совпадают все элементы, стоящие на одинаковых по-
зициях.  
Определение 1.1.10. Матрица, в которой строки переставлены со 
столбцами, называется транспонированной. 
11 21 1
12 22 2
1 2
...
...
...
m
m
m m mm
a a a
a a a
A
a a a
∗
 
 
 
=
 
− − − − − − − − − −
 
 
. 
Определение 1.1.11. Элементарными преобразованиями матриц 
называются: 
- перестановка местами двух параллельных рядов матрицы; 
- умножение всех элементов ряда матрицы на число, отличное от нуля; 
- прибавление ко всем элементам ряда матрицы соответствующих эле-
ментов параллельного ряда, умноженных на одно и то же число. 
Определение 1.1.12. Элемент матрицы называется крайним, если 
он не равен 0, а все элементы этой строки, стоящие левее его, равны 0. 
Определение 1.1.13. Матрица называется ступенчатой, если 
крайний элемент каждой матрицы находится правее крайнего элемента 
предыдущей строки. 
Определение 1.1.14. Матрица называется канонической, если в на-
чале главной диагонали ее стоят подряд несколько единиц, а все остальные 
элементы равны нулю. 
Определение 1.1.15. Две матрицы называются эквивалентными, 
если одна из них получается из другой с помощью элементарных преобра-
зований. Записывается  А∼В. 
Замечание. При помощи элементарных преобразований любую 
матрицу можно привести к эквивалентной ей ступенчатой или канониче-
ской матрице. 
 
1.2. Линейные операции над матрицами и их свойства 
 
Определение 1.2.1. Суммой двух матриц одной размерности  на-
зывается матрица той же размерности, каждый элемент которой равен 
сумме соответствующих элементов исходных матриц. 
(aij)m×n + (bij)m×n = (cij)m×n 
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Определение 1.2.2. Произведением матрицы на число (или на-
оборот) называется матрица той же размерности, в которой каждый эле-
мент умножен на это число. 
Например,  А = 
1 2
3 4
 
 
 
; В = 
1 2
1 0
 
 
− 
; С = 
1
2
 
 
 
. 
А + В = 
2 4
2 4
 
 
 
;    (–1)А = 1 2
3 4
− − 
 
− − 
;  А + С     не ∃. 
Определение 1.2.3. Матрица  (-1)А = -А  называется противопо-
ложной матрице  А. 
 
Свойства линейных операций: 
1. А + В = В + А; 
2. (А + В) + С = А + (В + С); 
3. α(А + В) = αА + αВ; 
4. Аm× n + (–А) = 0m×n; 
5. Аm×n + 0 = Аm×n; 
1. 0 ⋅ Аm×n = 0 m×n; 
2. (α⋅β)А = α (βА) = αβА; 
3. αА = Аα; 
4. 1⋅А = А. 
 
 
1.3. Определители 2-го, 3-го, n-ного порядков 
 
Квадратной матрице  А можно сопоставить число |А|,  detA,  ∆A,  на-
зываемое определителем.  
Определение 1.3.1. Определителем матрицы 2-го порядка назы-
вается число 
11 12
11 22 12 21
21 22
a a
a a a a
a a
= − . 
Определение 1.3.2. Определителем матрицы 3-го порядка назы-
вается число 
11 12 13
21 22 23
31 32 33
a a a
a a a
a a a
= а11а22а33 + а21а32а13 + а12а23а31 – а31а22а13 – а21а12а33 – а32а23а11. 
Вычисление определителя 3-го порядка иллюстрируется схемой: 
 
«+» «–» 
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Замечание. Определитель матрицы  А  также называют ее детер-
минантом. Правило вычисления детерминанта для матрицы произвольно-
го порядка является довольно сложным для восприятия и применения. Од-
нако известны методы, позволяющие вычисление определителей высокого 
порядка свести к вычислению определителей более низких порядков. Один 
из таких методов основан на свойстве разложения определителя по эле-
ментам некоторого ряда. 
Определение 1.3.3. Минором  Mik, соответствующим элементу  аik,  
называется определитель, полученный из исходного вычеркиванием  i-той 
строки и  k-того столбца. 
Например, 
1 2 3
0 1 2
1 1 2
∆ =
−
.  Тогда  23
1 2
1 1
M =
−
. 
Определение 1.3.4. Алгебраическим дополнением элемента  аik  
называется его минор, взятый со знаком  «+», если сумма индексов строки 
и столбца четна, и  «–», если указанная сумма нечетна. 
Aik = (–1)i+k Mik. 
Например, A23 = – 
1 2
1 1−
 = 3. 
Определение 1.3.5. Определитель n-ного порядка равен сумме 
произведений элементов его произвольного ряда на их алгебраические до-
полнения. 
Определение 1.3.6. Определителем матрицы  n-ного порядка 
А = (аij)n = 
11 12 1
21 22 2
1 2
..............................
n
n
n n nn
a a a
a a a
a a a
 
 
 
 
 
 
…
…
…
, 
полученным разложением по  i-той строке, называется число  
detA = ai1Ai1 + ai2Ai2 + ... + ainAin, 
где  аi1,  ai2, …, ain – элементы  i-той  строки  A, 
Ai1,  Ai2,  ... ,  Ain – их алгебраические дополнения. 
Например, по определению 1.3.5 определителем  detА  матрицы 3-го 
порядка называется число 
detA = a11A11 + a12A12  +a13A13. 
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Последнюю формулу называют разложением определителя по 
первой строке. Легко проверить, что число, вычисленное по этой форму-
ле, совпадает с числом, найденным по определению 1.3.2. 
Из общих соображений ясно, что первая строка матрицы А  не «луч-
ше» других ее строк или столбцов. Поэтому такое же разложение можно 
записать для любого ряда матрицы и получить тот же определитель  А. 
Пример: А = 
1 1 3
0 1 1
1 0 2
− 
 
 
 
− 
. 
Вычислим detА разложением по третьему столбцу, элементы которо-
го  a13 = 3,  а23 = 1,  а33 = 2,  а их алгебраические дополнения  
А13 = (–1)1+3
0 1
1 0−
 
= 1,   А23 = (–1)2+3 
1 1
1 0
−
−
 
= 1,   А33 = (–1)3+3 
1 1
0 1
−
 
= 1. 
Тогда  detА = а13А13 + а23А23 + а33А33 = 3⋅1 + 1⋅1 + 2⋅1 = 6. 
Применим теперь для вычисления того же определителя разложение 
по 2-й строке:    а21 = 0,  а22 = 1,  а23 = 1,   А21 = 2,   А22 = 5,  А23 = 1. Тогда 
detA = 0⋅2 + 1⋅5 + 1⋅1 = 6. 
 
1.4. Основные свойства определителей 
 
Сформулируем основные свойства определителей, присущие опреде-
лителям всех порядков. Некоторые из этих свойств поясним на определите-
лях 3-го порядка. (Доказательство свойств изучить самостоятельно). 
1. При транспонировании значение определителя не изменяется. 
2. При перестановке двух параллельных рядов определитель меняет 
знак на противоположный. 
3. Если определитель содержит нулевой ряд, то его значение равно нулю. 
11 13
21 23
31 33
0
0
0
a a
a a
a a
 = 0. 
4. Если в определителе имеется два одинаковых ряда, то его значе-
ние равно нулю. 
5. Если какой-либо ряд определителя содержит общий множитель, то 
его можно вынести за знак определителя. 
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11 12 13 11 12 13
21 22 23 21 22 23
31 32 33 31 32 33
a a a a a a
ma ma ma m a a a
a a a a a a
=  
6. Если у определителя пропорциональны элементы каких-либо па-
раллельных рядов, то его значение равно 0. 
11 12 13
21 22 23
11 12 13
a a a
a a a
a a aα α α
 = 0. 
7. Если элементы какого-либо ряда определителя представляют со-
бой суммы двух слагаемых, то определитель может быть разложен на сум-
му двух соответствующих определителей: 
11 12 13 11 12 13 11 12 13
21 21 22 22 23 23 21 22 23 21 22 23
31 32 33 31 32 33 31 32 33
a a a a a a a a a
a a a a a a a a a a a a
a a a a a a a a a
′ ′′ ′ ′′ ′ ′′ ′ ′ ′ ′′ ′′ ′′+ + + = +  
8. Если к элементам какого-либо ряда определителя прибавить соот-
ветствующие элементы параллельного ряда, умноженные на одно и то же 
число, то его значение не изменится: 
11 12 13
21 22 23
31 32 33
a a a
a a a
a a a
 = 
11 31 12 32 13 33
21 22 23
31 32 33
a ka a ka a ka
a a a
a a a
+ + +
 
9. Сумма произведений элементов какого-либо ряда определителя на 
алгебраические дополнения соответствующих элементов параллельного 
ряда равна нулю: 
11 12 13
21 22 23
31 32 33
a a a
a a a
a a a
 = а12А11 + а22А21 + а32А31 = 0. 
Рассмотрим несколько примеров. 
Пример 10. Вычислим определитель верхнетреугольной матрицы 
∆ = 
3 1 0 4
0 2 1 1
0 0 1 1
0 0 0 1
−
−
−
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Решение. Будем вычислять его, раскладывая по1-му столбцу. Так 
как только один элемент этого столбца отличен от нуля  a11 = 3 ≠ 0, а ос-
тальные элементы равны нулю, то  
∆ = 3⋅
2 1 1
0 1 1
0 0 1
−
− . 
Определитель третьего порядка, а потом и второго снова расклады-
ваем по первому столбцу 
∆ = 3⋅
2 1 1
0 1 1
0 0 1
−
−  = 3⋅2 
1 1
0 1
−
 = 3⋅2⋅1 = 6. 
Замечание 1.4.1. Легко видеть, что определитель верхнетреуголь-
ной матрицы равен произведению диагональных элементов. 
detA = 
11 12
22 20
0 0
n
n
nn
a a a
a a
a
…
…
… … … …
… … … …
…
 = a11 a22 a33…ann. 
Замечание 1.4.2. При элементарных преобразованиях матрицы ее 
определитель может только изменить знак (при перестановке двух парал-
лельных рядов). Поэтому удобно считать определитель матрицы, предва-
рительно приведя ее с помощью элементарных преобразований к верхне-
треугольному виду. Определитель такой матрицы равен произведению 
диагональных элементов (см. предыдущий пример). 
Такой определитель будет отличен от нуля, если среди диагональных 
элементов нет нулей. 
Пример 20. 
1 2 3 1 2 3
1 3
0 1 3 0 1 3 1 2
1 5
2 3 1 0 1 5
= = ⋅ = −
− −
− −
. 
Пример 30. 
1 2 3 1 2 3 1 2 3
0 1 3 0 1 3 0 1 3
2 3 1 0 1 5 0 0 2
= = =
− − −
1⋅1⋅(–2) = –2. 
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Пример 40. Вычислить определитель, пользуясь его свойствами 
∆ = 
4 6 4 0
2 3 5 1
6 9 7 15
2 3 0 3
− −
−
. 
Решение. Заметим, что можно вынести за знак определителя об-
щий множитель 2 из 1-го столбца и еще множитель 2 из 1-й строки, а из 2-
го столбца выносится множитель 3 
∆ = 2 ⋅ 2 ⋅ 3 
1 1 2 0
1 1 5 1
3 3 7 15
1 1 0 3
− −
−
. 
В последнем определителе 1-й и 2-й столбцы совпадают и определи-
тель равен нулю (свойство 4). 
 
1.5. Произведение матриц и его свойства 
 
Определение 1.5.1. Матрицы  А  и  В   называются согласованны-
ми, если число столбцов (ширина) первой матрицы равно числу строк (вы-
соте) второй матрицы. 
Замечание 1.5.1. Умножение матриц возможно только для согла-
сованных матриц. 
Определение 1.5.2. Произведением матрицы  Am×k  на матрицу  
Вk×n  называется матрица  Cm×n, каждый элемент которой определяется сле-
дующим образом:  cij = a i 1 ⋅ b1j + a i 2 ⋅ b2j + … + aik bkj. 
cij   = 1
1
k
l lj
l
a b
=
⋅∑ . 
Например,  A = 
1 2 3
0 1 2
0 1 2
 
 
 
 
− 
, B = 
2
3
1
 
 
 
 
 
, C = 
0 1
2 1
3 1
 
 
 
 
 
 
A⋅B = 
( )
1 2 2 3 3 1 11
0 2 1 3 2 1 5
0 2 1 3 2 1 1
⋅ + ⋅ + ⋅   
   
⋅ + ⋅ + ⋅ =   
  
⋅ + − ⋅ + ⋅ −  
; 
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A⋅C = 
( )
1 0 2 2 3 3 1 1 2 1 3 1 13 6
0 0 1 2 2 3 0 1 1 1 2 1 8 3
0 0 1 2 2 3 0 1 1 1 2 1 4 3
⋅ + ⋅ + ⋅ ⋅ + ⋅ + ⋅   
   
⋅ + ⋅ + ⋅ ⋅ + ⋅ + ⋅ =   
  
⋅ + − ⋅ + ⋅ ⋅ + ⋅ + ⋅   
 
 
Свойства произведения матриц 
1.  А ⋅ Е = ЕА = А; 
2.  А ⋅ 0 = 0; 
3.  0 ⋅ А = 0; 
4.  А (ВС) = (АВ) С; 
5.  А (В + С) = АВ + АС; 
6.  (А + В) С = АС + ВС; 
7.  (αβ) А = α (βА); 
8.  (αА) В = α (АВ); 
9.  ∃ А ≠ 0, В ≠ 0, такие, что А⋅В = 0. 
 
 
Замечание 1.5.2. В свойствах 1 – 9 имеется ввиду, что  А, В, С, О, 
Е – согласованные матрицы. 
Замечание 1.5.3. Из того, что матрицу А  можно умножить на мат-
рицу В  еще не следует, что матрицу В  можно умножить на матрицу А. 
Вообще говоря,  А⋅В ≠ В⋅А. 
Определение 1.5.3. Пусть  А – квадратная матрица. Тогда целой 
неотрицательной степенью  А
k
 для матрицы А  называется матрица: 
1.  А0 = Е;       2.  А2 = АА;       3.  Аk = Аk-1А. 
Определение 1.5.4. Пусть  f(x) = a0 + a1x + a2x2 +…+ anxn  – некото-
рый многочлен степени  n, тогда многочленом от матрицы  А  называет-
ся матрица 
f(A) = a0E + a1A + a2A2 +…+ anAn. 
 
1.6.  Обратная матрица, ее вычисление 
 
Определение 1.6.1. Матрица А-1 называется обратной матрице А, 
если выполняется условие  А⋅ А
-1
 = А
–1 
⋅ А = Е,  где  Е – единичная матрица 
того же порядка, что и матрица  А.  
Определение 1.6.2. Квадратная матрица  А  называется невырож-
денной, если ее определитель  detA ≠  0. В противном случае матрица  А  
называется вырожденной. 
Теорема 1.6.1. Всякая квадратная невырожденная матрица имеет 
обратную матрицу  А
-1
,  причем  
А
-1 
= 
11 21 1
12 22 2
1 2
...
...1
det ..............................
...
n
n
n n nn
A A A
A A A
A
A A A
 
 
 
 
 
 
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Доказательство: Вычислим  А ⋅ А–1 =  
= 
11 12 1
21 22 2
1 2
..............................
n
n
n n nn
a a a
a a a
a a a
 
 
 
 
 
 
…
…
…
1 1 1 2 1
1 1 1
2 1 2 2 2
1 1 1
1 2
1 1 1
...
...1
det
..............................................................
...
n n n
i i i i i ni
i i i
n n n
i i i i i ni
i i i
n n n
ni i ni i ni ni
i i i
a A a A a A
a A a A a A
A
a A a A a A
= = =
= = =
= = =
 
⋅ ⋅ ⋅ 
 
 
⋅ ⋅ ⋅




⋅ ⋅ ⋅
 
∑ ∑ ∑
∑ ∑ ∑
∑ ∑ ∑






 = 
=
det 0 ... 0
0 det ... 01
..........................det
0 0 ... det
A
A
A
A
 
 
 
 
 
 
= Е. 
Аналогично убеждаемся, что  А
–1
 ⋅ А = Е. 
Например, построим обратную матрицу для матрицы 2-го порядка. 
Пусть матрица  А = 
1 2
1 2
 
 
− 
,  detA = 
1 2
1 2−
 = 4. 
Вычислим для каждого элемента матрицы  аij его алгебраическое до-
полнение    Aij : А11 = 2,    А12 = 1,    А21 = –2,    А22 = 1. 
Составим матрицу из алгебраических дополнений 
11 12
21 22
A A
A A
 
 
 
 
= 
2 1
2 1
 
 
− 
 
Теперь транспонируем полученную матрицу, поменяв местами ее 
строки и столбцы 
11 21
12 22
A A
A a
 
 
 
 = 
2 2
1 1
− 
 
 
 
Поделим каждый элемент последней матрицы на определитель мат-
рицы  А,  т.е. на  detA = 4 
2 2
4 4
1 1
4 4
 
− 
 
  
 
 = 
1 1
2 2
1 1
4 4
 
− 
 
  
 
= А
–1
. 
Эта последняя матрица и есть обратная для  А.  Ее еще можно запи-
сать, вынеся за знак матрицы 
1
4
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А
-1
 = 
1
4
 
2 2
1 1
− 
 
 
 
Убедимся, что построенная матрица – искомая, для чего умножим  А  
на полученную матрицу  А
-1: 
А ⋅ А
-1
 = 
1 2
1 2
 
 
− 
1 1
2 2
1 1
4 4
 
− 
 
  
 
=
1 0
0 1
 
 
 
=Е. 
Как правило, такой способ не применяют для вычисления обратной 
матрицы более высокого порядка, чем 2 или 3. Способ этот слишком гро-
моздкий, требует много операций при вычислении определителей, даже на 
современных компьютерах потребуется много машинного времени, и на-
копятся большие ошибки в вычислениях. 
Рассмотрим способ, как вычислить обратную матрицу более эффек-
тивным методом. Будем применять метод приведения матрицы с помощью 
элементарных преобразований к каноническому виду. Идея метода состоит 
в следующем. 
Напишем исходную невырожденную матрицу  А. 
Припишем к ней за вертикальной чертой единичную матрицу  Е того 
же порядка  (А|Е). 
Будем приводить матрицу  А  сначала к каноническому виду, причем 
преобразования будем совершать с «длинной» строкой, т.е. по тем же пра-
вилам будем преобразовывать соответствующие строки матрицы  Е. Про-
делав конечное число шагов, приведем  А  к виду  Р. Матрица  Р  в нашем 
случае будет треугольной с угловыми элементами, отличными от нуля, так 
как исходная матрица  А – невырожденная. 
Получим промежуточный результат  (Р|В), где  В – матрица, которая 
получится из  Е  после преобразований. Продолжая наши преобразования 
над  Р, добьемся того, чтобы матрица  Р  «перешла» в  Е, тогда те же пре-
образования, которые переведут  Р  в единичную матрицу  Е , переведут 
матрицу  В  в матрицу, обратную к  А,  т.е. в матрицу  А
–1
. 
(А|Е) → ... → (Р|В) → … → (Е|А-1). 
Пример.   (А|Е) →
1 1 1 1 0 0
2 0 1 0 1 0
1 3 2 0 0 1
 − 
 
 
 
− 
→
1 1 1 1 0 0
0 2 3 2 1 0
0 4 1 1 0 1
 − 
 
− − 
 
 
→ 
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→
1 1 1 1 0 0
0 2 3 2 1 0
0 0 7 3 2 1
 − 
 
− − 
 
 
→(Р|В)→
1 1 1 1 0 0
0 1 3/ 2 1 1/ 2 0
0 0 1 3/ 7 2 / 7 1/ 7
 − 
 
− − 
 
− 
→ 
→
1 1 0 4 / 7 2/ 7 1/ 7
0 1 0 5/14 1/14 3/14
0 0 1 3/ 7 2/ 7 1/ 7
 
 
− 
 
− 
→
1 0 0 3/14 5/14 1/14
0 1 0 5/14 1/14 3/14
0 0 1 3/ 7 2 / 7 1/ 7
 − 
 
− 
 
− 
→ (Е|А–1). 
Итак,  А
-1
 = 
1
14
3 5 1
5 1 3
6 4 2
− 
 
− 
 
− 
. 
 
1.7. Системы линейных уравнений. 
Основные понятия и определения 
 
Определение 1.7.1. Системой линейных алгебраических уравне-
ний, содержащей  m  линейных уравнений и  n  неизвестных,  называется 
система вида 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
...
...
.............................................
...
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =
 + + + =


 + + + =
   (1.7.1) 
 
Заметим сразу, что число уравнений  m, вообще говоря, не обяза-
тельно совпадает с числом неизвестных  n. 
В качестве такой системы уравнений можно предложить следующую 
задачу: поставщик продавал в течение 4-х кварталов года заказчику 4 вида 
товаров (вентиляторы или насосы различной мощности);  аkl – это извест-
ное количество (в условных единицах) товара  l-ного вида (l = 1, 2, 3, 4), 
проданного в  k-том квартале (k = 1, 2, 3, 4). Цена условной единицы каж-
дого из 4-х видов товара  x1,  x2,  x3,  x4,  неизвестна. Требуется найти зна-
чение этих цен по известным значениям сумм квартальных платежей   b1, 
b2,  b3,  b4. Математической моделью такой задачи будет система 4-х урав-
нений с четырьмя неизвестными. 
К системам линейных уравнений приводят, например, некоторые за-
дачи теории цепей. Пусть схема электрической цепи с источником сину-
соидального напряжения и тока одинаковой частоты содержит (q – 1) неза-
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висимых узлов и  l  независимых контуров. Система уравнений, составлен-
ных для данной схемы методом контурных токов, запишется следующим 
образом 
11 1 12 2 1 1,
1 1 2 2 .
k k l kl k
l k l k ll kl kl
z i z i z i E
z i z i z i E
+ + + =


 + + + =
⋯
⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯
⋯
 
где   1, ,k kli i…  – контурные токи; 
11, , llz z…  – собственные сопротивления контуров, входящих в 1, ..., l 
контуры; 
12 21 13 31; ;z z z z= = … – сопротивления ветвей, являющиеся общими 
для 1-го и 2-го; 1-го и 3-го; ... контуров; 
1, ,k klE E…  – контурные ЭДС источников ветвей, входящих в 1, …, l 
контуры. 
11 1 12 2 13 3 14 4 1
21 1 22 2 23 3 23 3 2
31 1 32 2 33 3 33 3 3
41 1 42 2 43 3 44 4 4
a x a x a x a x b
a x a x a x a x b
a x a x a x a x b
a x a x a x a x b
+ + + =
 + + + =

+ + + =
 + + + =
 
Определение 1.7.2. Матрица  А = 
11 12 1
21 22 2
1 2
...
...
.............................
...
n
n
m m mn
a a a
a a a
a a a
 
 
 
 
 
 
  имеет по-
рядок  m × n,  состоит из коэффициентов при неизвестных в системе (1.7.1) 
и называется матрицей системы уравнений. Вектор x  = (х1, х2, ..., хn), ко-
ординатами которого являются неизвестные нашей системы, называется 
вектором неизвестных, а вектор b  = (b1, b2, ..., bm) – это вектор-столбец 
из свободных членов правых частей уравнений. Обычно оба эти вектора  
x   и  b  записываются как векторы-столбцы  
x  = 
1
2
...
n
x
x
x
 
 
 
 
 
 
,       b  = 
1
2
...
m
b
b
b
 
 
 
 
 
 
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Определение 1.7.3. Матрица A  = 
11 12 1 1
21 22 2 2
1 2
...
...
... ... ... ... ...
...
n
n
m m mn m
a a a b
a a a b
a a a b
 
 
 
 
  
 
  
называется  расширенной матрицей системы. 
Ее последний столбец играет особую роль, поэтому будем отделять 
его вертикальной чертой. 
Определение 1.7.4. Если хотя бы одно из чисел b1, b2, …, bm не равно 
нулю, то система (1.7.1) называется неоднородной системой. Если же в пра-
вой части системы уравнения (1.7.1) стоят только нули (b1 = b2 = … = bm = 0), 
то систему называют однородной. 
Определение 1.7.5. Вектор-столбец x , т.е. набор чисел  х1, х2, ..., хn, 
называется решением системы уравнений, если при подстановке чисел  
х1, х2, ..., хn  в уравнения системы получаются верные равенства. 
Решить систему уравнений (1.7.1) значит найти или описать все та-
кие векторы-решения. 
Определение 1.7.6. Две системы называются эквивалентными, 
если каждое решение первой является решением второй и каждое решение 
второй – решением первой. Системы, не имеющие решений, являются эк-
вивалентными. 
Определение 1.7.7. Элементарными преобразованиями системы 
линейных уравнений называют: 
1. Перестановку уравнений в системе местами. 
2. Умножение обоих частей уравнения на число отличное от нуля. 
3. Перестановку местами соответствующих слагаемых в уравнении. 
4. Прибавление к одному уравнению другого, умноженного на число 
отличное от нуля. 
Замечание. Очевидно, элементарные преобразования решения сис-
темы не меняют, т.е. полученная новая система остается эквивалентной 
прежней. Заметим, что эти операции над системой уравнений сводятся к 
элементарным преобразованиям над расширенной матрицей  A . Таким об-
разом, элементарные преобразования над системой (1.7.1) не меняют 
совокупности ее решений. 
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Умножим матрицу  А  справа на вектор  x .  Вектор  x  = 
1
2
...
n
x
x
x
 
 
 
 
 
 
 можно 
рассматривать как матрицу с  n строками и одним столбцом  1nx . Напом-
ним, что в этом случае перемножение  Amхn 1nx  возможно (число столбцов А 
равно числу строк x ). Результатом этого произведения будет вектор-
столбец, число строк его равно  m, т.е. числу строк   А. При умножении ка-
ждая строка  А  скалярно умножается на  x  
А x  = 
11 1 12 2 1
21 1 22 2 2
1 1 2 2
...
...
.....................................
...
n n
n n
m m mn n
a x a x a x
a x a x a x
a x a x a x
+ + + 
 + + + 
 
 
+ + + 
 
Полученные координаты произведения сравним с выражениями, 
стоящими в левой части системы уравнений (1.7.1). Оказывается, они сов-
падают. Поэтому систему (1.7.1) можно записать в векторно-матричном 
виде 
А x  = b      (1.7.2) 
Соответствующая однородная система 
11 1 12 2 1
21 1 22 2 2
1 1 2 2
... 0
... 0
............................................
... 0
n n
n n
m m mn n
a x a x a x
a x a x a x
a x a x a x
+ + + =
 + + + =


 + + + =
    (1.7.3) 
в векторно-матричной форме запишется так:  А x = 0, где  0  = 
0
0
...
0
 
 
 
 
 
 
 – нуле-
вой вектор. Система уравнений (1.7.1) может не иметь ни одного вектора-
решения. 
Например,  
1 2
1 2
2 2 0
1
x x
x x
− =

− =
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Действительно, из первого уравнения найдем, что  x1 = x2,   но тогда 
разность  (x1 – x2)  не будет принимать значения 1, т.е. второе уравнение не 
имеет решений ни при каких  x1 = x2. 
Определение 1.7.8. Система уравнений, у которой не существует 
решения, называется несовместной. Система совместна, если она имеет 
одно решение или больше (фактически бесчисленное множество). 
Определение 1.7.9. Система называется определенной, если она 
имеет единственное решение, и неопределенной, если она имеет более од-
ного решения. 
Так система 
1 2
1 2
1
2 2 2
x x
x x
− =

− =
 совместна, любой вектор x  = 
1
2
x
x
 
 
 
, ком-
поненты которого  x1 = 1 + x2,  будет решением системы. Таким образом, 
заданная система имеет бесчисленное множество решений. 
Изменим систему   
1 2
1 2
1
0
x x
x x
− =

+ =
 
Тогда из второго уравнения   x1 = –x2  и, подставляя его в первое 
уравнение, получим  –2x2 = 1,  x2 = –
1
2
,  x1 = 
1
2
. В данном случае пара  x1,  x2 
однозначно определена, и система имеет единственное решение 
x  = 
1
2
1
2
 
 
 
 
− 
 
 
 
1.8. Решение невырожденных линейных систем. 
Матричный метод решения систем линейных уравнений. 
Формулы Крамера 
 
Пусть дана система  п  линейных уравнений с  n  неизвестными 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
...
...
.............................................
...
n n
n n
n n nn n n
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =
 + + + =


 + + + =
    (1.8.1) 
или в матричной форме 
А x  = b ,     (1.8.2) 
где основная матрица  А  такой системы квадратная. 
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Определитель этой матрицы называется определителем системы. 
Если определитель системы отличен от нуля ( det 0A ≠ ), то система назы-
вается невырожденной. 
Теорема 1.8.1.  (Матричный метод решения систем линейных урав-
нений).  Пусть задана система, где  А x  = b , det 0A ≠ . Тогда система имеет 
единственное решение, которое может быть найдено по формуле  
1x A b−= ⋅ . 
Доказательство. Умножим заданное матричное уравнение на мат-
рицу 1A−  слева. Будем иметь 1 1A A x A b− −⋅ ⋅ = ⋅ . Получим 1E x A b−⋅ = ⋅ , 
следовательно, 
1x A b−= ⋅ .     (1.8.3) 
Теорема 1.8.2.  (Правило Крамера).  Если определитель матрицы 
системы (1.8.1) не равен нулю, то система  n линейных уравнений с  n  не-
известными имеет единственное решение, которое может быть получено 
по следующим формулам:  11 ,..., ,...,
i n
i n
x xx
x x x
∆ ∆∆
= = =
∆ ∆ ∆
, где det A∆ =  – 
определитель матрицы  A. 
Доказательство: Матричное равенство (1.8.3) запишем в виде 
1 11 21 1 1
2 12 22 2 2
1 2
1
n
n
n n n nn n
x A A A b
x A A A b
x A A A b
     
     
     
= ⋅
     ∆
     
     
…
…
⋮ … … … … ⋮
…
,  т.е.  
11 1 21 2 1
1
12 1 22 2 2
2
1 1 2 2
...
...
.......................................
...
n n
n n
n
n n nn n
A b A b A b
x
A b A b A b
x
x A b A b A b
+ + + 
 ∆   
+ + +   
   = ∆
   
   
   + + +
 
 ∆ 
⋮
 
Отсюда следует, что 
11 1 21 2 1
1
12 1 22 2 2
2
1 1 2 2
...
...
............................................
...
n n
n n
n n nn n
n
A b A b A b
x
A b A b A b
x
A b A b A b
x
+ + +
=
∆
+ + +
=
∆
+ + +
=
∆
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Но  11 1 21 2 1... n nA b A b A b+ + +  есть разложение определителя 
1 12 1
2 22 2
1
2
...
...
... ... ... ...
...
n
n
n n nn
b a a
b a a
b a a
∆ =  
по элементам первого столбца. Определитель  1∆   получается из определи-
теля  ∆   путем замены первого столбца коэффициентов столбцом из сво-
бодных членов. Итак,  11x
∆
=
∆
. 
Аналогично, 22x
∆
=
∆
, где 2∆  получен из ∆  путем замены второго 
столбца коэффициентов столбцом из свободных членов; 33x
∆
=
∆
, …, 
n
nx
∆
=
∆
. 
Формулы  , 1,iix i n
∆
= =
∆
    (1.8.4) 
называются формулами Крамера. 
Итак, невырожденная система  п  линейных уравнений с  п  неиз-
вестными имеет единственное решение, которое может быть найдено мат-
ричным способом (1.8.3), либо по формулам Крамера (1.8.4). 
Пример. Решить систему  
1 2
1 2
2 0,
3 7.
x x
x x
− =

+ =
 
Решение: 
2 1
7 0,
1 3
−
∆ = = ≠    1
0 1
7,
7 3
−
∆ = =   2
2 0
14
1 7
∆ = = . 
Значит,  1
7 1
7
x = = , 2
14 2
7
x = = . 
 
1.9.  Ранг матрицы 
 
Рассмотрим матрицу  А  размера  m × п.  
А = (аij)n = 
11 1 1
1
1 2
...
..... ............ ......
...
..............................
k n
k kk kn
n n nn
a a a
a a a
a a a
 
 
 
 
 
 
 
 
…
…
…
. 
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Выделим в ней  k строк и  k столбцов (k = min (m, n )). Из элементов, 
стоящих на пересечении выделенных строк и столбцов, составим опреде-
литель  k-того порядка. Все такие определители называются минорами 
этой матрицы. В матрице  А  пунктиром выделен минор k-того порядка. 
Определение 1.9.1. Наибольший из порядков миноров данной 
матрицы, отличных от нуля, называется рангом матрицы. Обозначается  
r,  r(А)  или  rang А. 
Очевидно, что 0 ≤ r ≤ min (m; n), где min (m; n) – меньшее из чисел m и n. 
Определение 1.9.2. Минор, порядок которого определяет ранг 
матрицы, называется базисным. У матрицы может быть несколько базис-
ных миноров. 
Пример 10. Найти ранг матрицы   
2 0 4 0
3 0 6 0
1 0 3 0
A
 
 
=  
 
− 
 
Решение: Все миноры 3-го порядка равны нулю. Есть минор 2-го 
порядка, отличный от нуля 
3 6
1 3−
= –15 ≠ 0. Значит, r(А) = 2. Базисный 
минор стоит на пересечении 2 и 3 строки с 1 и 3 столбцами. 
 
Отметим свойства ранга матрицы: 
1. При транспонировании матрицы ее ранг не меняется. 
2. Если вычеркнуть из матрицы нулевой ряд, то ранг матрицы не 
изменится. 
3. Ранг матрицы не изменяется при элементарных преобразованиях  
матрицы. 
 
Замечание. Если матрицу элементарными преобразованиями при-
вести к ступенчатой форме, то ранг A  равен максимальному числу отлич-
ных от нуля диагональных элементов последней матрицы. В частности, 
ранг канонической матрицы равен числу единиц на главной диагонали. На 
этом выводе основан один из способов вычисления ранга матрицы. 
Пример 20. Найти ранг матрицы  
2 3 1 2
0 2 1 1
4 0 5 1
 
 
− 
 
 
 
Решение: Легко проверить, что с помощью элементарных преобра-
зований матрица  А  приводится к эквивалентной ей канонической матрице 
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1 0 0 0
0 1 0 0
0 0 0 0
 
 
 
 
 
 
Таким образом, ранг матрицы  А  равен  r(А) = 2. 
 
1.10. Решение систем линейных уравнений методом Гаусса. 
Теорема Кронекера – Капелли 
 
Пусть дана произвольная система  т  линейных уравнений с  n  неиз-
вестными  
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
...
...
.............................................
...
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =
 + + + =


 + + + =
   (1.10.1) 
Исчерпывающий ответ на вопрос о совместности этой системы дает 
теорема Кронекера – Капелли. 
Теорема 1.10.1. (критерий совместности неоднородной системы).  
Система линейных алгебраических уравнений совместна тогда и только 
тогда, когда ранг расширенной матрицы системы равен рангу основной 
матрицы   ( ) ( )rang A rang A b= . 
Примем ее без доказательства. 
Правила практического разыскания всех решений совместной систе-
мы линейных уравнений вытекают из следующих теорем. 
Теорема 1.10.2.  Если ранг совместной системы равен числу неизвест-
ных  ( ( ) ( )rang A rang A b= = n), то система имеет единственное решение. 
Теорема 1.10.3. Если ранг совместной системы меньше числа неиз-
вестных, то система имеет бесчисленное множество решений. 
 
Правило решения произвольной системы линейных уравнений 
1. Найти ранги основной и расширенной матриц системы. Если ран-
ги не равны  (r(А) ≠ r(А)), то система несовместна. 
2. Если r(А) = r (А) = r,  то система совместна. В этом случае нужно 
найти какой-либо базисный минор порядка  r (напоминание: минор, порядок 
которого определяет ранг матрицы, называется базисным). Взять  r  уравне-
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ний, из коэффициентов которых составлен базисный минор (остальные 
уравнения отбросить). Неизвестные, коэффициенты которых входят в ба-
зисный минор, называют базисными  и оставляют слева, а остальные (n − r) 
неизвестных называют свободными и переносят в правые части уравнений. 
3. Найти выражения базисных неизвестных через свободные. Полу-
чено общее решение системы. 
4. Придавая свободным неизвестным произвольные значения, полу-
чим соответствующие значения базисных неизвестных. Таким образом, 
можно найти частные решения исходной системы уравнений.  
Одним из наиболее универсальных и эффективных методов решений 
линейных алгебраических систем является метод Гаусса, состоящий в по-
следовательном исключении неизвестных.  
Процесс решения по методу Гаусса состоит из двух этапов. На пер-
вом этапе (прямой ход) элементарными преобразованиями системы после-
довательно исключают из уравнений  неизвестные так, что система приво-
дится к ступенчатому (в частности, треугольному) виду, то есть к одной 
из следующих систем: 
'
11 1 12 2 1 1
'
22 2 2 2
'
...
...
... ... ... ...
n n
n n
nn n n
c x c x c x b
           c x c x b
                               
                      ... c x b
 + + + =

+ + =


 + =
    (1.10.2) 
'
11 1 12 2 1 1 1
'
22 2 2 2 2
'
... ...
... ...
... ... ... ...
...
k k n n
k k n n
kk k kn n k
c x c x c x c x b
           c x c x c x b
                               
                      ... c x c x b
 + + + + + =

+ + + + =


 + + + =
  (1.10.3) 
'
11 1 12 2 1 1
'
22 2 2 2
'
...
...
... ... ... ...
,
n n
n n
m m
c x c x c x b
           c x c x b
                               
                             0x b
 + + + =

+ + =



=
,    (1.10.4) 
где  ' 0mb ≠ . 
На втором этапе (обратный ход) идет последовательное определение 
неизвестных из ступенчатой системы. 
1. Система (1.10.2) при этом имеет единственное решение, которое 
может быть получено обратным ходом метода Гаусса: из последнего урав-
нения выражают  nx ,  из предпоследнего  1nx −   и т.д. 
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2. Система (1.10.3) имеет множество решений. Из последнего урав-
нения выражают  kx   через  1, ...,k nx x+  и обратным ходом метода Гаусса – 
оставшиеся неизвестные: 1 1,...,kx x− . 
3. Система (1.10.4) несовместна, т.к. она содержит противоречие. В 
последнем уравнении  '0 0mb= ≠ . 
Замечание 1.10.1. На практике удобнее работать не с системой 
(1.10.1), а с расширенной ее матрицей, выполняя все элементарные преоб-
разования над ее строками, а столбцы (в случае необходимости) перестав-
ляя местами (это соответствует перестановке в уравнениях местами сла-
гаемых). Удобно, чтобы коэффициент  α11  был равен 1 (уравнения пере-
ставить местами, либо разделить обе части уравнения на  11 1a ≠ ). 
Пример 10. Решить систему методом Гаусса   
1 2 3 4
1 2 3
1 2 3 4
1 2 3 4
2 3 5 1
5 2
3 2 2 5 3
7 5 9 10 8
x x x x
x x x
x x x x
x x x x
− + − =

− − =

− − − =

− − − =
 
Решение: В результате элементарных преобразований над расши-
ренной матрицей системы 
2 1 3 5 1
1 1 5 0 2
3 2 2 5 3
7 5 9 10 8
 − − 
 
− − 
 
− − −
  
− − − 
  ∼  
1 1 5 0 2
2 1 3 5 1
3 2 2 5 3
7 5 9 10 8
 − − 
 
− − 
 
− − −
  
− − − 
  ∼ 
∼  
1 1 5 0 2
0 1 13 5 3
0 1 13 5 3
0 2 26 10 6
 − − 
 
− − 
 
− −
  
− − 
  ∼  
1 1 5 0 2
0 1 13 5 3
0 0 0 0 0
0 0 0 0 0
 − − 
 
− − 
 
  
 
 
исходная система свелась к ступенчатой 
1 2 3
2 3 4
5 2
13 5 3.
x x x
x x x
− − =

+ − = −
 
Поэтому общее решение системы уравнений: 2 4 35 13 3x x x= − − ; 
1 4 35 8 1x x x= − − . Если положить, например, 3 0x = , 4 0x = , то найдем одно 
из частных решений этой системы 1 1x = − , 2 3x = − , 3 0x = , 4 0x = . 
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Пример 20. 
1 2 3 4
1 2 3 4
1 2 4
5 0
3 2 2 1
4 11 0
x x x x
x x x x
x x x
− + + =

+ + − =
 + − =
 
Решение: Имеем  А = 
1 1 1 5
3 2 2 1
1 4 0 11
− 
 
− 
 
− 
,  x  = 
1
2
3
4
x
x
x
x
 
 
 
 
 
 
,  b  = 
0
1
0
 
 
 
 
 
, 
A  = 
1 1 1 5 0
3 2 2 1 1
1 4 0 11 0
 − 
 
− 
 
− 
. 
Выпишем расширенную матрицу A  и методом Гаусса приведем ее к 
ступенчатому виду 
1 1 1 5 0
3 2 2 1 1
1 4 0 11 0
 − 
 
− 
 
− 
 ∼ 
1 1 1 5 0
0 5 1 16 1
0 5 1 16 0
 − 
 
− − 
 
− − 
 ∼ 
1 1 1 5 0
0 5 1 16 1
0 0 0 0 1
 − 
 
− − 
 
− 
 = P. 
Матрица  Р  имеет ступенчатый вид и три угловых элемента. Ранг 
расширенной матрицы равен 3. Заметим, что и нерасширенная матрица (до 
вертикальной черты) одновременно тоже приведена к ступенчатому виду, 
но она имеет ранг  r = 2. 
Выпишем соответствующую систему уравнений 
1 2 3 4
2 3 4
1 2 3 4
5 0
5 16 1
0 0 0 0 1
x x x x
x x x
x x x x
− + + =

− − =
 + + + = −
 
Видно, что не существует таких числовых значений  x1, x2, x3, x4 , 
чтобы последнее уравнение выполнялось, а значит, система несовместна. 
Замечание. 1.10.2. Всегда, если в ступенчатом виде расширенной 
матрицы есть строка, в которой до вертикальной черты стоят только нули, 
а за вертикальной чертой – ненулевой элемент, можно сделать вывод о не-
совместности системы уравнений. Описанная ситуация означает, что ранг 
расширенной матрицы больше на 1 ранга основной матрицы (в нашем 
случае  r(А) = 2,  r( A ) = 3). 
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Если же  r(А) = r( A ), т.е. ранги расширенной и основной матрицы 
совпадают, то ступенчатая форма  P  заканчивается нулевыми строками.  
В этом случае исходная система совместна.  
Пример 30.  
1 2 3 4
1 2 3 4
1 2 3 4
1 2 4
2 1
2 3 2
3 11 0
3 5 2 0
x x x x
x x x x
x x x x
x x x
− + + =

− − + =

− − − =

− + =
 
Решение: Выпишем расширенную матрицу и приведем ее к ступен-
чатому виду (прямой ход метода Гаусса) 
1 2 1 1 1
2 3 1 1 2
3 1 11 1 0
3 5 0 2 3
 − 
 
− − 
 
− − −
  
− 
∼
1 2 1 1 1
0 1 3 1 0
0 5 14 4 3
0 1 3 1 0
 − 
 
− − 
 
− − −
  
− − 
∼
1 2 1 1 1
0 1 3 1 0
0 0 1 1 3
0 0 0 0 0
 − 
 
− − 
 
−
  
 
=P. 
Поскольку и в расширенной и в основной матрице 3 ступеньки, то 
r(А) = r( A ), система совместна. Эквивалентная ступенчатая система имеет вид 
1 2 3 4
2 3 4
3 4
2 1
3 0
3
x x x x
x x x
x x
− + + =

− − =
 + = −
    (1.10.5) 
Мы отбросили последнее уравнение, которое выполняется тождест-
венно (при всех значениях  x1, x2, x3, x4 имеем  0x1 + 0x2 + 0x3 + 0x4 = 0). 
Обратный ход метода Гаусса начинается с того, что объявляем пере-
менные  x1, x2, x3 («связанные» с угловыми элементами) несвободными, а 
переменную  x4 – свободной. Выражаем через свободную переменную  x4 
остальные 
1 4
2 4
3 4
4 14
2 9
3
x x
x x
x x
= − −

= − −

= − −
        (1.10.6) 
Сначала из последнего уравнения системы (1.10.5) мы нашли  x3, 
затем, подставляя выражение для  x3  через  х4  во второе уравнение 
(1.10.5), получили выражение  x2 через  x4  и, поднимаясь еще «выше», 
находим  х1. 
 51 
Последние формулы системы (1.10.6) являются записью общего ре-
шения системы. Давая переменной  х4  конкретные числовые значения и 
вычисляя  x1, х2, х3,  получаем все решения системы. 
Например, если   х4 = 0,  то  х1 = –14,   х2 = –9,  х3 = –3,  и вектор  
x (–14, –9, –3, 0)  будет частным решением системы. 
Отметим следующий важный факт. Общее решение соответст-
вующей однородной системы в нашем примере запишется так 
1 4
2 4
3 4
4
2
x x
x x
x x
= −

= −

= −
     (1.10.7) 
Из формул системы (1.10.6) видно, что общее решение неоднород-
ной системы есть сумма общего решения (1.10.7) однородной и частного 
решения x (–14, –9, –3, 0)  неоднородной системы. Факт этот имеет об-
щий характер. 
Теорема 1.10.4. Общее решение неоднородной системы равно 
сумме некоторого частного решения неоднородной системы и общего 
решения однородной. 
Особо отметим ситуацию, когда система имеет единственное реше-
ние. Это означает, что в системе нет свободных переменных, а угловых 
элементов ровно столько, сколько переменных в задаче. 
Пример 40. Рассмотрим систему   
1 2 3
1 2 3
1 3
3 1
2 0
2 1
x x x
x x x
x x
+ − =

− − + =

− = −
 
Решение: Имеем  
3 1 1 1
1 1 2 0
2 0 1 1
 − 
 
− − 
 
− − 
 ∼ 
1 1 2 0
3 1 1 1
2 0 1 1
− − 
 
− 
 
− − 
 ∼ 
∼ 
1 1 2 0
0 2 5 1
0 2 3 1
− − 
 
− 
 
− − 
 ∼ 
1 1 2 0
0 2 5 1
0 0 2 2
− − 
 
− 
 
− − 
 = A ,  r( A ) = 3. 
Ступенчатая система имеет вид 
1 2 3
2 3
3
2 0
2 5 1
2 2
x x x
x x
x
− − + =

− + =

− = −
. 
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Свободных переменных нет, из последнего уравнения находим, что  
х3 = 1.  Подставляя это значение во второе уравнение, получим 
–2х2 = 1 – 5х3, – 2х2 = –4,  х2 = 2. 
Наконец, из первого уравнения  x1 = –x2 + 2х3 = –2 + 2⋅1 = 0.  Единст-
венное решение системы – вектор  x  = (0; 2; 1). 
 
1.11. Однородные системы уравнений 
(для самостоятельного изучения) 
 
Рассмотрим однородную систему уравнений 
11 1 12 2 1
21 1 22 2 2
1 1 2 2
... 0
... 0
............................................
... 0
n n
n n
m m mn n
a x a x a x
a x a x a x
a x a x a x
+ + + =
 + + + =


 + + + =
    (1.11.1) 
или     А x  = 0     (1.11.2) 
Отметим, прежде всего, что такая система всегда совместна. Дейст-
вительно, вектор  x  = 
0
0
...
0
 
 
 
 
 
 
 = 
1
2
...
n
x
x
x
 
 
 
 
 
 
, т.е. 0  – нуль-вектор является решением 
системы (1.11.1) и (1.11.2). 
Говорят, что множество решений системы (1.11.1) не пусто (оно со-
держит вектор 0).  
При каких условиях однородная система имеет и ненулевые решения? 
Теорема 1.11.1. Для того чтобы система однородных уравнений 
имела ненулевые решения, необходимо и достаточно, чтобы ранг  r  ее ос-
новной матрицы был меньше числа n неизвестных, т.е.  r < n. 
Доказательство. 
Необходимость. Так как ранг не может превосходить размера 
матрицы, то, очевидно,  r ≤ п.  Пусть  r = п.  Тогда один из миноров разме-
ра  n × n  отличен от нуля. Поэтому соответствующая система линейных 
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уравнений имеет единственное решение: 0iix
∆
= =
∆
, т.к. 0i∆ = , 0∆ ≠ . Зна-
чит, других, кроме тривиальных, решений нет. Итак, если есть нетриви-
альное решение, то  r < n.  
Достаточность. Пусть  r < n.  Тогда однородная система, буду-
чи совместной, является неопределенной. Значит, она имеет бесчисленное 
множество решений, т. е. имеет и ненулевые решения. 
Теорема 1.11.2. Для того, чтобы однородная система  n  линейных 
уравнений с  n  неизвестными имела ненулевые решения, необходимо и 
достаточно, чтобы ее определитель ∆  был равен нулю, т. е. ∆  = 0. 
Доказательство. 
Необходимость. Пусть система имеет ненулевые решения, то-
гда ∆  = 0. Иначе при  ∆  ≠ 0  система имеет только единственное, нулевое 
решение. 
Достаточность. Пусть  ∆  = 0, тогда ранг  r  основной матрицы 
системы меньше числа неизвестных, т.е.,  r < n. И, значит, система имеет 
бесконечное множество (ненулевых) решений. 
Переходим к обсуждению вопроса о том, как найти все решения од-
нородной системы. Применим для этого метод Гаусса. 
Прямым ходом приводим заданную систему к ступенчатому виду. 
Рассматриваем соответствующую ступенчатую систему. С одной стороны, 
она эквивалентна исходной, а с другой, как будет показано ниже, – легко 
поддается исследованию и решению. Решение системы находим обратным 
ходом метода Гаусса. 
Проиллюстрируем сказанное на примере. 
Пример 10. 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
0
2 0
2 2 0
2 2 4 0
x x x x x
x x x x x
x x x x x
x x x x x
+ − + + =
 + + + − =

+ + − + =
 + − − + =
 
Решение: Очевидно, что все преобразования над системой сводятся 
к соответствующим преобразованиям над матрицей системы. 
Прямой ход метода Гаусса – приведение матрицы системы к сту-
пенчатому виду 
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А = 
1 1 1 1 1
1 1 1 2 1
1 2 1 1 2
1 2 1 2 4
− 
 
− 
 
−
 
− − 
 ∼ 
1 1 1 1 1
0 0 2 1 2
0 1 1 2 1
0 1 0 3 3
− 
 
− 
 
−
 
− 
 ∼ 
1 1 1 1 1
0 1 2 2 1
0 0 2 1 2
0 1 0 3 3
− 
 
− 
 
−
 
− 
 ∼  
 ∼ 
1 1 1 1 1
0 1 2 2 1
0 0 2 1 2
0 0 2 1 2
− 
 
− 
 
−
 
− − 
 ∼ 
1 1 1 1 1
0 1 2 2 1
0 0 2 1 2
0 0 0 0 0
− 
 
− 
 
−
 
 
 = P. 
Матрица  Р  ступенчатая и прямой ход алгоритма Гаусса закончился. 
Вернемся теперь к той системе уравнений, которая соответствует матрице Р 
1 2 3 4 5
2 3 4 5
3 4 5
0
2 2 0
2 2 0
x x x x x
x x x x
x x x
+ − + + =

+ − − =
 + − =
    (1.11.3) 
Заметим, что угловые элементы матрицы   Р  являются коэффициен-
тами при  x1, x2, x3  в системе (1.11.3). Коэффициенты же при  х4  и  x5  не 
являются угловыми. Переходим ко второму этапу (обратному ходу) метода 
Гаусса – отысканию решения нашей системы. Число переменных системы  
n = 5,  а независимых уравнений осталось только  m = 3. Назовем перемен-
ные  х4  и  x5, не связанные с угловыми коэффициентами, свободными, а пе-
ременные  x1, x2, x3 – базисными. Базисными, или несвободными, всегда 
объявляются переменные, коэффициенты при которых оказались угловы-
ми. Необходимо отметить, что при другом способе приведения матрицы к 
ступенчатому виду свободными переменными могли оказаться перемен-
ные с другими номерами. 
Однако число свободных переменных всегда равно  n – r,  где  n – 
число переменных в системе уравнений (в нашем случае  n = 5), а  r – ранг 
матрицы, равный числу угловых элементов (в нашем случае  r = 3). 
Найдем вектор-решение, для этого сначала рассмотрим последнее 
уравнение системы, а затем будем «подниматься наверх» по системе к 
первому уравнению (отсюда название «обратный ход»). Вернемся к систе-
ме (1.11.3). Перенесем слагаемые, содержащие свободные переменные  x4, 
x5  в правую часть системы 
1 2 3 4 5
2 3 4 5
3 4 5
2 2
2 2
x x x x x
x x x x
x x x
+ − = −

+ = −

= − +
    (1.11.4) 
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Из последнего уравнения выразим базисную переменную  x3  через 
свободные  x4, x5. При этом важно, что коэффициент при x3 – это угловой 
элемент, а значит, отличен от нуля 
x3 = –
1
2
 x4 + x5.    (1.11.5) 
Полученное выражение для  x3 подставим в предпоследнее уравне-
ние системы (1.11.4) и выразим из него базисную переменную  х2  через 
свободные  x4, x5 
x2 + 2(– 12 x4 + x5) = 2x4 – x5 
x2 – x4 + 2x5 = 2x4 – x5    (1.11.6) 
x2 = 3x4 – 3x5 
Подставляя в первое уравнение системы (1.11.4) выражения (1.11.5) 
и (1.11.6) для переменных  x3  и  х2, получим x1= – 92 x4 + 3x5. 
Окончательно формулы, выражающие базисные (несвободные) пе-
ременные через свободные имеют вид 
1 4 5
2 4 5
3 4 5
9 3
2
3 3
1
2
x x x
x x x
x x x

= − +

= −

 = − +

     (1.11.7) 
Эту запись можно рассматривать, как запись общего решения систе-
мы (1.11.3). Придавая свободным переменным  x4, x5  произвольные значе-
ния, находим по формулам (1.11.7) значения зависимых переменных и полу-
чаем решение системы. Очевидно, что в записи (1.11.7) содержится бесчис-
ленное множество решений исходной системы, т.к. переменным  х4  и  x5  
можно давать любые значения: 4 1x c= , 5 2x c= . Например, пусть x4 = 0, х5 = 1, 
тогда вектор  x (3; –3; 1; 0; 1) будет решением системы. Если  x4 = 1,  x5 = 0, 
тогда вектор y (– 9
2
; 3; – 1
2
; 1; 0) – другое решение системы;  при  x4 = x5 = 1  
получим z (– 3
2
; 0; 1
2
; 1; 1) – тоже решение. 
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Векторы x , y , z   называют частными решениями системы. Они по-
лучаются из общих формул (1.11.7), если подставлять в них конкретные 
значения свободных переменных. 
Особую роль играют системы уравнений, которые имеют единствен-
ное решение. В случае такой системы нет свободных переменных, т.е. сту-
пенчатая форма матрицы имеет верхнетреугольный вид. 
Пример 20. 
1 2 3
1 2 3
1 3
3 0
2 0
2 0
x x x
x x x
x x
+ − =

− − + =

− =
 
Решение:  
3 1 1
1 1 2
2 0 1
− 
 
− − 
 
− 
 ∼ 
1 1 2
3 1 1
2 0 1
− − 
 
− 
 
− 
 ∼ 
1 1 2
0 2 5
0 2 3
− − 
 
− 
 
− 
 ∼ 
1 1 2
0 2 5
0 0 2
− − 
 
− 
 
− 
 
Преобразованная система имеет вид  
1 2 3
2 3
3
2 0
2 5 0
2 0
x x x
x x
x
− − + =

− + =

− =
 
Из последнего уравнения  х3 = 0, подставляя  х3  во второе уравнение, 
получим  х2 = 0, а затем и   x1 = 0 . Мы нашли единственное решение систе-
мы  x (0; 0; 0) = 0.  
Таким образом, если число угловых элементов оказалось в ступенчатой 
форме равным числу переменных, n = 3, то система имеет единственное ре-
шение, таким решением однородной системы является 0  = (0, 0, 0) – нуль-
вектор. Нулевое решение однородной системы называют тривиальным. 
 
1.12. Модель Леонтьева межотраслевого баланса 
(для самостоятельного изучения) 
 
Метод Гаусса для решения систем линейных уравнений и его раз-
личные модификации являются самыми распространенными и «эконом-
ными» методами решения систем линейных уравнений. 
В математическом обеспечении компьютерных программ обязатель-
но есть программы для решения систем. Эти стандартные программы реа-
лизуют метод Гаусса, именно метод Гаусса требует минимальных затрат 
машинного времени. Чтобы уменьшить ошибки округления при решении 
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систем линейных уравнений высокого порядка на компьютере, используют 
метод Гаусса с выбором «ведущего» элемента. Как правило, таким элемен-
том является максимальный по модулю коэффициент в матрице системы. 
Каждому инженеру в своей практико-хозяйственной деятельности 
приходится решать задачи экономического содержания. Основной задачей 
при математическом моделировании таких проблем является задача созда-
ния модели межотраслевого баланса. Модель эта называется моделью 
Леонтьева (по фамилии ее создателя) и активно используется для управле-
ния народным хозяйством. Пусть в национальной экономике взаимодейст-
вует  n  отраслей. Каждая отрасль выпускает некоторый продукт, причем 
для его производства используется продукция других отраслей. 
Обозначим объем продукции i-той отрасли, необходимый для произ-
водства единицы продукции j-той отрасли  aij (i = 1, 2, ..., n;   j = 1, 2, ..., n). 
Составим из чисел   aij  квадратную матрицу. Ее называют матрицей коэф-
фициентов затрат 
А = 
11 12 1
21 22 2
1 2
..............................
n
n
n n nn
a a a
a a a
a a a
 
 
 
 
 
 
⋯
⋯
⋯
 = (aij)nn. 
Среди элементов матрицы могут быть нулевые. Например, если  а36 = 0, 
то это значит, что для производства продукции 3-й отрасли продукция 6-й 
отрасли не используется. 
Рассмотрим некоторый промежуток времени, например, год или месяц. 
Пусть вектор-план валового выпуска продукции за этот промежу-
ток времени   x  = 
1
2
n
x
x
x
 
 
 
 
 
 
⋯
 
где  x1 – единиц продукции выпускает 1-я отрасль; 2-я отрасль за это время 
выпустит  х2  единиц продукции; и вообще,  j-тая отрасль выпустит  хj еди-
ниц своего продукта (j = 1, 2, ..., n). 
Выпускаемая продукция потребляется другими отраслями, т.е. часть 
выпуска каждой отрасли затрачивается для производства. Подсчитаем, на-
пример, сколько единиц продукта  i-той отрасли затрачивается на выпуск 
плана  x : ai1⋅ x1 – столько единиц продукции  i-той  отрасли пойдет на вы-
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пуск  x1  единиц 1-й отрасли,  аi2⋅x2 – на производство  х2  единиц продукта 
2-й отрасли, ..., ain⋅xn – столько заберет из выпуска  xi  n-ная отрасль. 
Полные затраты  i-той отрасли составят величину 
ai1x1 + ai2x2 +…+ ain⋅xn, (i = 1, 2, ..., n). 
Из выпуска  xi  на потребление и накопление остается разность 
xi – (ai1x1 + ai2x2 +…+ ain⋅xn), 
которая называется конечным спросом  i-того продукта. 
Подсчитаем затраты на воспроизводство для всех отраслей  i = 1, 2, 
..., n  и составим из них  вектор-затрат: 
11 1 12 2 1
21 1 22 2 2
1 1 2 2
...
...
.......................................
...
n n
n n
n n nn n
a x a x a x
a x a x a x
a x a x a x
+ + + 
 + + + 
 
 
+ + + 
 = А x . 
Используя правило умножения матрицы на вектор, видим, что век-
тор-затрат является произведением матрицы затрат  А  на вектор планового 
выпуска  x . 
Обозначим вектор конечного спроса  c  = 
1
2
n
c
c
c
 
 
 
 
 
 
⋯
,  где,  
например,  с3 = x3 – а31x1 – а32x2 – …– а3nxn – величина, определяющая ко-
личество продукта 3-й отрасли, которая идет на удовлетворение спроса. 
Вектор-спроса  c  на практике бывает известен.  
Задача межотраслевого баланса ставится так: требуется составить та-
кой план выпуска продукции  x , чтобы удовлетворить спрос  c . По смыс-
лу задачи все  xi ≥ 0,   i = 1, 2, ..., n. 
Математическая модель этой задачи выглядит следующим образом:  
найти вектор-решение x  системы уравнений 
А x  = c ,     x  ≥ 0,     (1.12.1) 
где заданы вектор-столбец свободных членов  c  ≥ 0   и матрица системы  
А = (aij) – матрица затрат. 
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Модель Леонтьева называется продуктивной, если решение системы 
(1.12.1) существует для любого неотрицательного вектора  c . Составление 
и исследование системы (1.12.1) является сложной и трудоемкой задачей. 
Во-первых, потому, что определение чисел   aij  требует практического 
умения и экспериментального исследования; во-вторых, потому, что для 
хорошего описания сложной экономической системы приходится иметь 
дело с матрицами очень большой размерности (американская экономика в 
настоящее время использует матрицу  А  размером 450 × 450).  
 
ВЫВОДЫ 
 
Линейная алгебра обладает большими возможностями и эффектив-
ными средствами для моделирования в математической форме многих 
практических задач независимо от размерности объектов, участвующих в 
изучаемых процессах. Применение матриц, определителей, систем ли-
нейных уравнений не только позволяет сжато формализовать поставлен-
ную проблему, но и использовать достижения линейной алгебры в расче-
тах, связанных с обработкой больших массивов информации. Теория мат-
риц имеет широкие применения на практике, в частности, в важном для 
технических специальностей курсе «Основы теории цепей». Метод ана-
лиза электрических цепей, основанный на применении алгебры матриц и 
некоторых элементарных положений теории графов, обладает достаточно 
большими возможностями, сравнительно легко усваивается. Он позволя-
ет в компактной форме записать уравнение сложных электрических цепей 
и в ряде случаев упрощает решение задачи. Анализ процессов, проте-
кающих в цепи, начинают, как правило, с составления системы расчетных 
уравнений и преобразования этой системы к виду удобному для анализа. 
Преобразования систем, особенно высоких порядков, проще всего произ-
водить с помощью специально приспособленного для этого математиче-
ского аппарата, который называется «алгеброй матриц». 
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МЕТОДИЧЕСКИЕ УКАЗАНИЯ 
К ПРОВЕДЕНИЮ ПРАКТИЧЕСКИХ ЗАНЯТИЙ  
 
Учебно-информационный блок  
для проведения практических занятий 
 
Тема занятия Тип занятия 
Кол-во 
часов 
I. Определители  n-ного порядка и 
их свойства. Вычисление определите-
ля разложением по строке (столбцу) 
Усвоение и закрепление изучен-
ного на лекции нового материала 2 
II. Эффективные методы вычис-
ления определителей. Операции над 
матрицами 
Углубление и расширение полу-
ченных знаний. Усвоение нового ма-
териала. Предварительный контроль 
2 
III. Единичная матрица. Обратная 
матрица, ее свойства и вычисление. 
Решение систем линейных уравнений 
матричным методом. Правило Крамера 
Углубление и расширение полу-
ченных знаний. Усвоение и закреп-
ление нового материала. Текущий 
контроль 
2 
IV. Ранг матрицы и его вычисле-
ние. Теорема Кронекера – Капелли 
Углубление и расширение полу-
ченных знаний. Обобщение и приме-
нение полученных знаний к решению 
систем линейных уравнений. Теку-
щий контроль 
2 
V. Решение произвольных систем 
линейных уравнений методом Гаус-
са-Жордана (Итоговое занятие) 
Обобщение, систематизация и 
применение полученных знаний к 
решению систем линейных уравне-
ний. Итоговый контроль  
2 
 
Используемая литература 
 
1. Бугров, Я. С. Элементы линейной алгебры и аналитической геометрии / 
Я. С. Бугров, С. М. Никольский. – М. : Наука, 1980. 
2. Гусак, А. А. Справочник по высшей математике / А. А. Гусак, Г. М. Гу-
сак. – Мн. : Навука и тэхника, 1991. 
3. Мышкис, А. Д. Лекции по высшей математике / А. Д. Мышкис. – М. : 
Наука, 1973. 
4. Сборник задач по математике для втузов. Линейная алгебра и основы 
математического анализа / под ред. А. В. Ефимова, Б. П. Демидовича. – 
М. : Наука, 1986. 
5. Сборник задач по математике для втузов. Специальные разделы мате-
матического анализа / под ред. А. В. Ефимова, Б. П. Демидовича. – М. : 
Наука, 1981. 
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I. Определители n-ного порядка и их свойства. Вычисление 
определителя разложением по строке (столбцу) 
 
1. Краткий теоретический обзор с использованием лекционного ма-
териала, графической схемы, информационной таблицы. Основной акцент 
ставится на усвоение вычисления по определению определителей 2-го, 3-
го, 4-го, произвольного порядков. 
2. Вычислить (преподаватель у доски): 
1)  1 2
3 4
  2)  
1 2 3
0 1 2
1 3 5
  3)  
1 0 3 4
5 1 0 5
0 2 1 1
3 2 0 3
 
Ответ: –2.  Ответ: 0.   Ответ: 0. 
3. Аудитория вычисляет самостоятельно по определению определители 
1) 2 7
1 3−
  2) 
3 2 1
2 1 7
0 0 3
−
−  3) 
2 1 3
0 3 2
0 0 4
 
Ответ:  –13.  Ответ:  –21.  Ответ:  24. 
Обратить внимание на результаты примеров 2, 3, 5 и 6. Поставить 
задачу: найти закономерные связи между элементами соответствующих 
строк или столбцов заданных определителей. Сделать выводы, обратить 
внимание на основные свойства определителей. 
4. Обсудить эффективные методы вычисления определителей: 
а) получение в некотором ряду максимального количества нулей; 
б) приведение определителя к треугольному виду. 
5. Вычислить 
1) 
1 2 3
4 6 8
2 3 1
  2) 
2 3 1 1
0 1 2 0
1 3 2 1
1 2 1 3
−
 
Ответ:  6.   Ответ:  53. 
Каждое задание по два студента решают у доски (один получением в 
некотором ряду максимального количества нулей; другой приведением 
определителя к треугольному виду). 
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Домашнее задание 
1. Вычислить определитель: 
− по правилу Саррюса; 
− разложением по первой строке; 
− приведением к треугольному виду. 
1 2 3
1 2 1
3 1 2
−   Ответ:  –8. 
2. Разложить определитель по первой строке  2 3 1
2 0 1
i j k
−  
3. Вычислить 
1 2 1 1
0 1 2 3
2 1 2 1
1 0 3 1
−
−
  Ответ: 12. 
4. Выполнить мини-тест базового уровня. 
 
Мини-тест по проверке базового уровня по курсу 
«Элементарная математика» 
(выдается на первом занятии) 
 
1. Вычислить 
2 5
7 5 1 23 2 4
32 4
245
 
⋅ ⋅ ⋅ + 
  ; 
2. Выполнить действия 
3 2
2 3
25 2 25
55 25 125
a a a
aa a a
+
− −
−+ + −
; 
3. Решить уравнение 
3 8 12 18
2 4
x
x
x
−
= −
−
; 
4. Решить уравнение 1 11x x+ = − ; 
5. Вычислить 2 2 2log 3 log 30 log 5− + ; 
6. Решить неравенство 
1
3
1log
2
5 1
x
x
−
+
< ; 
7. Решить уравнение 3 3 0tgx − = ; 
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8. Вычислить 2 2 0sin 68 sin 38 0,5cоs16 3− − + ; 
9. Высота прямоугольного треугольника, проведённая из вершины 
прямого угла к гипотенузе, равна 2 5 . Найти гипотенузу, если один из ка-
тетов равен 6. 
10. Токарь и его ученик должны изготовить за смену 65 деталей. 
Благодаря тому, что токарь перевыполнил план на 10 %, а ученик на 20 %, 
они изготовили 74 детали. Сколько деталей по плану должны были изгото-
вить за смену токарь и сколько ученик? 
 
II. Эффективные методы вычисления определителей. Опера-
ции над матрицами 
 
1. Повторить эффективные методы вычисления определителей: 
а) получение в некотором ряду максимального количества нулей; 
б) приведение определителя к треугольному виду. 
Два студента у доски вычисляют этими методами определитель 
2 2 8 3
1 1 1 1
3 3 1 2
4 0 4 1
−
   Ответ: 8. 
2. Краткий теоретический опрос по теории «Матрицы, действия над 
матрицами» с использованием графической схемы, информационной таблицы. 
3. Выписать на доске все номера заданий. Практическое занятие 
осуществляется по основной методической схеме I. 
Вычислить: 
1) 3A + 2B, если А = 2 1 1
0 1 4
− 
 
− 
, В = 
2 1 0
3 2 2
− 
 
− 
  Ответ: 
2 5 3
6 7 8
− 
 
− − 
. 
2) 
1 3 2 2 5 6
3 4 1 1 2 5
2 5 3 1 3 2
−   
   
− ⋅   
   
−   
 Ответ:  
1 5 5
3 10 0
2 9 7
− 
 
 
 
− 
. 
3) 
6
5 0 2 3
2
4 1 5 3
7
3 1 1 2
4
 
   
−   
⋅    
−   
 
 Ответ:  
56
69
17
 
 
 
 
 
. 
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4) ( )4 0 2 3 1− ⋅
3
1
1
5
2
 
 
 
 
−
 
 
 
 
 Ответ:  ( )31 . 
5) 
3
1
1
5
2
 
 
 
 
−
 
 
 
 
⋅ ( )4 0 2 3 1−  Ответ:  
12 0 6 9 3
4 0 2 3 1
4 0 2 3 1
20 0 10 15 5
8 0 4 6 2
− 
 
− 
 
− − −
 
 
 
− 
. 
6) 
2 5 7
6 3 4
5 2 3
 
 
 
 
− − 
⋅
1 1 1
38 41 34
27 29 24
− 
 
− − 
 
− 
 Ответ: 
1 0 0
0 1 0
0 0 1
 
 
 
 
 
. 
Обратить внимание на полученный результат. 
 
Домашнее задание 
1. Подготовка теоретического материала по теме: «Единичная мат-
рица. Обратная матрица, ее свойства и вычисление. Решение систем ли-
нейных уравнений матричным методом. Правило Крамера». 
2. Вычислить: 
1) 
2 1 0 1
4 2 2 1
0 1 1 1
5 1 4 1
−
 Ответ: 7. 
2) 4 3 28 93 7 3
7 5 38 126 2 1
−     
⋅ ⋅     
−     
 Ответ: 
2 0
0 3
 
 
 
. 
3) 
5 8 4 3 2 5
6 9 5 4 1 3
4 7 3 9 6 5
−   
   
− ⋅ −   
   
−   
  Ответ: 
1 5 5
3 10 0
2 9 7
− 
 
 
 
− 
. 
3. Решить матричное уравнение: 
1 2 3 1 3 0
3 2 4 10 2 7
2 1 0 10 7 8
X
− −   
   
− ⋅ =   
   
−   
 Ответ: 
6 4 5
2 1 2
3 3 3
 
 
 
 
 
. 
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4. Найти обратную матрицу для матрицы 
2 5 7
6 3 4
5 2 3
 
 
 
 
− − 
    Ответ: ⋅
1 1 1
38 41 34
27 29 24
− 
 
− − 
 
− 
. 
Примечание. Задания 3 и 4 являются упреждающими для следую-
щего занятия, тем самым требуют обязательной проработки не только ин-
формационной таблицы, но и лекционного материала, изучения приведен-
ных там примеров. 
 
III. Единичная матрица. Обратная матрица, ее свойства и вы-
числение. Решение систем линейных уравнений матричным мето-
дом. Правило Крамера 
 
1. Выписать на доске определение обратной матрицы, формулу ее 
вычисления: А-1 = 
11 21 1
12 22 2
1 2
...
...1
det ..............................
...
n
n
n n nn
A A A
A A A
A
A A A
 
 
 
 
 
 
. Обратить внимание на при-
мер 6 предыдущего практического занятия, а также решение примера 4 из 
домашнего задания. Выписать это решение на доске. 
2. Теоретическое обсуждение темы «Системы линейных уравнений, 
матричный метод решения. Правило Крамера». Обсуждение вести с помо-
щью информационной таблицы. Необходимые формулы в это время сту-
дент выписывает на доске: 
if (если) в системе  A x b⋅ = ,  det 0,A∆ = ≠  то 1x A b−= ⋅ ; 
if в системе  A x b⋅ = ,  det 0,A∆ = ≠  то  11 ,..., ,i ni n
x xx
x x x
∆ ∆∆
= = =
∆ ∆ ∆
. 
3. У доски студент выписывает решение матричного уравнения из 
домашнего задания: 
1 2 3 1 3 0
3 2 4 10 2 7
2 1 0 10 7 8
X
− −   
   
− ⋅ =   
   
−   
 
4. Практическое занятие осуществляется по основной методической 
схеме. Выписать номера заданий на доске. 
1) Найти обратную матрицу для матрицы  
1 2 2
2 1 2
1 2 1
 
 
− 
 
− 
. 
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Ответ: 
1 2 2
9 9 9
2 1 2
9 9 9
2 2 1
9 9 9
 
 
 
 
−
 
 
 
− 
 
 
2) Решить систему матричным методом и по правилу Крамера: 
а) 
1 2 3
1 2 3
1 2
3 2 5
2 6
5 3
x x x
x x x
x x
+ + =

− + =
 + = −
,  Ответ: 
2
1
1
 
 
− 
 
 
. 
б) 
1 2 3
1 2 3
1 2 3
7 2 3 15
5 3 2 15
10 11 5 36
x x x
x x x
x x x
+ + =

− + =

− + =
,  Ответ: 
2
1
1
 
 
− 
 
 
. 
 
Домашнее задание 
1. Подготовка теоретического материала по теме: «Ранг матрицы и 
его вычисление. Теорема Кронекера-Капелли». 
2. Найти обратную матрицу для матрицы 
3 4 5
2 3 1
3 5 1
− 
 
− 
 
− − 
,  Ответ:
8 29 11
5 18 7
1 3 1
− − 
 
− − 
 
− 
. 
3. Решить систему матричным методом и по правилу Крамера: 
1) 
1 2 3
1 2 3
1 2 3
2 6
2 3 7 16
5 2 16
x x x
x x x
x x x
+ − =

+ − =
 + + =
. Ответ: 
3
1
1
 
 
 
 
− 
. 
2) 
1 2 3
1 2 3
1 2 3
5 8 2
3 2 6 7
2 5
x x x
x x x
x x x
+ + =

− + = −
 + − = −
. Ответ: 
3
2
1
− 
 
 
 
 
. 
 
IV. Ранг матрицы и его вычисление. Теорема Кронекера – Капелли 
 
1. Теоретический обзор с выделением главных существенных по-
ложений, с использованием графической схемы и информационной табли-
цы по теме «Ранг матрицы и его вычисление. Теорема Кронекера – Капел-
ли». Записать краткую формулировку теоремы Кронекера – Капели. 
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Система A x b⋅ =  совместна тогда и только тогда, когда ранг 
матрицы системы равен рангу расширенной матрицы системы 
( ) ( ), ( )r A r A A A b= = . 
Обратить внимание на определение базисного минора, базисных и 
свободных неизвестных. 
2. Параллельно осуществляется проверка домашнего задания (у 
доски работают два студента): 
Решить систему матричным методом и по правилу Крамера 
1 2 3
1 2 3
1 2
3 2 5,
2 6,
5 3.
x x x
x x x
x x
+ + =

− + =
 + = −
  Ответ:  
2
1
1
 
 
− 
 
 
 
3. Беглый просмотр конспектов остальных студентов. Вместе со 
всей аудиторией вычислить с помощью элементарных преобразований 
ранг матрицы 
1 2 3 4 5
2 5 3 5 0
3 7 6 1 5
1 3 0 9 5
 
 
− 
 
−
 
− − − 
  Ответ: 2. 
4. Практическое занятие осуществляется по основной методической 
схеме. Выписать на доске 
1) 
2 2,
2 3 1,
3 2 3.
x y z
x y z
x y z
− + = −

+ + = −

− − =
   Ответ:  система несовместна. 
2) 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
3 4 2 3,
3 5 3 5 6,
6 8 5 8,
3 5 3 7 8.
x x x x
x x x x
x x x x
x x x x
+ + + = −
 + + + = −

+ + + = −
 + + + = −
 Ответ:  ( )2; 2;1; 1− − . 
3) 
1 2 3 4
1 2 3 4
1 2 3 4
2 7 3 6,
3 5 2 2 4,
9 4 7 2.
x x x x
x x x x
x x x x
+ + + =

+ + + =
 + + + =
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 Ответ: 1 2 1 2 1 2
2 1 9 10 5 1
; ; ;
11 11 11 11 11 11
c c c c c c
 
− + − − + 
 
. 
4) 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
3 2 2 2 2,
2 3 2 5 3,
9 4 5 1,
2 2 3 4 5,
7 6 7.
x x x x
x x x x
x x x x
x x x x
x x x x
+ + + =
 + + + =
+ + − =
 + + + =

 + + − =
 
 Ответ: 1 1 1 1
6 8 1 13 15 6
; ; ;
7 7 7 7 7 7
c c c c
 
− + − − 
 
. 
 
Домашнее задание 
1. Подготовка теоретического материала по теме «Решение произ-
вольных систем линейных уравнений методом Гаусса - Жордана». Повто-
рить всю теорию с использованием графической схемы и информационной 
таблицы, глоссария, конспекта лекций. 
2. Исследовать на совместность и решить системы уравнений: 
1) 
2 4 1,
2 5 1,
2.
x y z
x y z
x y z
+ − =

+ − = −

− − = −
 Ответ: ( )1 1 11 2 ;1 ;c c c− + + . 
2) 
1 2 3 4
1 2 3 4
1 2 3 4
9 3 5 6 4,
6 2 3 4 5,
3 3 14 8.
x x x x
x x x x
x x x x
− + + =

− + + =

− + + = −
 Ответ: ( )1 1; 13 3 ; 7;0c c− + − . 
3) 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
6 4 6,
3 6 4 2,
2 3 9 2 6,
3 2 3 8 7.
x x x x
x x x x
x x x x
x x x x
+ − − =

− − − =

+ + + =
 + + + = −
 Ответ:
1 30;2; ;
3 2
 
− 
 
. 
 
V. Решение произвольных систем линейных уравнений методом 
Гаусса – Жордана  (итоговое занятие) 
 
1. Теоретический опрос аудитории по всем основным положениям 
информационной таблицы и графической схемы. 
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2. Теоретическое обсуждение темы «Решение систем линейных 
уравнений. Метод Гаусса». 
3. Осуществляется по основной методической схеме (у доски рабо-
тают по два студента). 
1) 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 2 3 1,
2 2 4 3 2,
3 3 5 2 3 1,
2 2 8 3 9 2.
x x x x x
x x x x x
x x x x x
x x x x x
+ + − + =
 + + − + =

+ + − + =
 + + − + =
 Ответ: система несовместна. 
2) 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 2 3 2,
6 3 2 4 5 3,
6 3 4 8 13 9,
4 2 2 1.
x x x x x
x x x x x
x x x x x
x x x x x
− + + + =

− + + + =

− + + + =

− + + + =
 
 Ответ: ( )1 2 1 2 1 2; ;5 8 4 ; 3;1 2c c c c c c− + − + − . 
3) 
1 2 3 4 5
1 3 4 5
1 2 3 5
1 2 3 4 5
2 3 4 7 13,
2 7 1,
3 4 5 11,
5 6 7 2 19.
x x x x x
x x x x
x x x x
x x x x x
+ − + + = −

− + + + = −

+ + + =
 + + − + =
   
Ответ: ( )13 1;1 14 ;2 2;3 2;c c c c c− − + − . 
4) 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 4 2 3 5,
5 7 3 4 8,
4 5 2 5 7,
7 10 6 5 11.
x x x x x
x x x x x
x x x x x
x x x x x
+ + + + =
 + + + + =

+ + + + =
 + + + + =
  
Ответ: 1 2 1 21 2
3 2 5
; ;1 ;0;
3 3
c c c c
c c
− − + 
− 
 
. 
5) 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 4 5
3 2 3 5 0,
6 4 3 5 7 0,
9 6 5 7 9 0,
3 2 4 8 0.
x x x x x
x x x x x
x x x x x
x x x x
+ + + + =
 + + + + =

+ + + + =
 + + + =
 
 Ответ: 1 2 3 1 2 3 1 2 3
9 3 3 1
; ; ; 2 ;
4 2 4 2
c c c c c c c c c
 
− − − + + 
 
. 
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Домашнее задание 
1. Методом Гаусса исследовать совместность систем и найти их об-
щее решение. 
1) 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 5
2 3 4 1,
2 3 2 3 2,
3 5 2 2 4 3,
5 8 7 2.
x x x x x
x x x x x
x x x x x
x x x x
+ − + + =
 + + − + =

+ − + + =
 + − + =
 Ответ: система не совместна. 
2) 
1 3 4
1 2 3
1 2 3 4
1 2 3 4
2 3,
3 2 1,
2 2 4,
3 2 2 7.
x x x
x x x
x x x x
x x x x
− + = −

− − =

+ − − =
 + − − =
 
 Ответ: 1 2 1 2 1 2
4 1 2 31 ;2 ; ;
5 5 5 5
c c c c c c
 
+ + + + 
 
. 
2. Выполнить задания уровня I, либо одного из повышенных уров-
ней. В случае выполнения уровня I, студент получает оценки «4» – «6», 
уровня II – оценки «7» или «8», уровня III – оценку «10» или «9». 
 
Трехуровневые тестовые задания к разделу 
«Элементы линейной алгебры» 
 
Уровень I 
 
1. Найти значение многочлена  f(A): 
( ) 3 2 1 02 3,
3 2
f x x x x A − = − + − + =  
 
 Ответ: 
7 0
6 1
 
 
− 
 
2. Вычислить определитель: 
1 2 3
4 7 0
2 9 3
− −
 
а) разложением по первой строке; 
б) получением максимального числа нулей в произвольно выбран-
ном ряду; 
в) приведением к треугольному виду. 
Ответ:  48. 
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3. Найти матрицу, обратную к матрице 
2 3 5
7 1 4
9 8 6
− 
 
− − 
 
− − 
. Проверить 
выполнимость равенства   А
-1
⋅А = АА
-1 
= Е. 
Ответ:  
38 22 17
1 6 33 27
231
65 11 23
− 
 
− − − 
 
 
 
4. Решить систему с помощью формул Крамера и матричным методом 
1 2 3
1 2 3
1 2 3
2 3 3
2 6 9 11
4 3 8 2
x x x
x x x
x x x
+ − = −

− + + = −

− − + = −
  Ответ: ( )4, 2,1− . 
5. Исследовать систему на совместность, найти ее решение 
1 2 3 4
1 2 4
1 3 4
1 2 3 4
3 2 2 3
3 2 3
4 0
3 3 6
x x x x
x x x
x x x
x x x x
+ − + = −

− − + = −

− + =

− + + =
 Ответ: система не совместна. 
 
Уровень II 
 
1. Решить уравнение: 
2 0 3
1 7 3 0
5 3 6
x− − =
−
     Ответ: {5}. 
2. Вычислить, используя свойства определителей  
2 2
2 2
2 2
sin cos 1
sin cos 1
sin cos 1
α α
β β
γ γ
 
Ответ: {0}. 
3. Вычислить  А-1: 
1 2 3 4
5 6 7 2
1 0 1 2
3 4 5 6
− 
 
− 
 
−
 
 
.  
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Ответ: 
1 1 61 23
6 5 60 60
1 3 11 11
3 10 15 30
1 1 10
6 12 12
1 1 30
10 20 20
 
− − − 
 
 
−
 
 
 
−
 
 
− − 
 
. 
4. Найти ранг матрицы приведением к ступенчатому виду. 
2 0 8 1 5
3 1 7 2 4
8 2 6 3 13
11 3 13 5 17
− − 
 
− 
 
− − − −
 
− 
 Ответ: {3}. 
5. Исследовать систему на совместность и определенность. В слу-
чае совместности, найти решение. 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 2 3 2
6 3 2 5 3
6 3 4 8 13 9
4 2 2 4
x x x x x
x x x x x
x x x x x
x x x x x
− + + + =

− + + + =

− + + + =

− + + + =
 
Ответ:  совместна и неопределенна, (с1, с2; 5 – с1 + 4с2; –3; 1 + 2с1 – с2). 
6. Решить однородную систему 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
5 6 2 7 4 0
2 3 4 2 0
5 9 3 6 0
7 9 3 5 6 0
x x x x x
x x x x x
x x x x x
x x x x x
+ − + + =
 + − + + =

+ − + + =
 + − + + =
 
Ответ: (0; с1 – 2с2; 3с1; 0; 3с2). 
 
Уровень III 
 
1. Найти ранг матрицы: 
а) 
1
2
3
n n n
n n n
n n n
n n n n
 
 
 
 
 
 
 
 
…
…
…
⋮ ⋮ ⋮ ⋱ ⋮
…
;   б) 
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
 
 
 
 
 
 
 
 
⋯
⋯
⋯
⋮ ⋮ ⋮ ⋱ ⋮
⋯
. 
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Ответ:  а)  n;      б)  n. 
2. Решить матричное уравнение 
1 2 3 1 2 3 1 2 3
2 3 1 4 5 6 4 5 6
0 2 1 7 8 0 7 8 0
X
−     
     
− ⋅ ⋅ =     
     
−     
   Ответ: 
1 4 1
7 7
2 1 1
7 7
4 2 1
7 7
 
− 
 
 
− −
 
 
 
− − 
 
 
3. Вычислить определители приведением к треугольному виду: 
а) 
1 2 2 1
1 2 3 1 0
2 3 4 0 0
2 1 0 0 0
1 0 0 0 0
n n n
n n n
n n n
− − − − −
− − − −
− − −
− −
−
…
…
…
⋮ ⋮ ⋮ ⋱ ⋮ ⋮
…
…
, Ответ: ( ) ( )
1
21 .
n n−
−  
б) 
1 1 1 1
1 1 1 1
1 1 1 1
n
n
−
−
…
…
⋮ ⋮ ⋮ ⋱ ⋮
…
,   Ответ: 0. 
Числа 255, 391, 578 делятся на 17. Не вычисляя значение определи-
теля  
2 5 5
3 9 1
5 7 8
  доказать, что он тоже делится на 17. 
4. Исследовать систему на совместность и определенность. 
Найти решение   
1 2
1 3
1 2 4
1 2 1
... 2
... 3
... 3
....................................
... 3
n
n
n
n
x x x n
x x x n
x x x x n
x x x n
−
+ + + = −
 + + + = −
+ + + + = −


+ + + = −
 
Ответ: система совместна и определенна, единственное решение 
( )1;1;1;...;1− . 
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ГЛОССАРИЙ 
 
Матрица – прямоугольная 
таблица порядка  m × n, 
обозначаемая  
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
m m mn
a a a
a a a
A
a a a
 
 
 
=
 
 
 
 
прямоугольная таблица из  m× n  элементов, 
где первое число  m  равно числу строк, а  n  – 
числу столбцов матрицы  А; кратко матрица  А  
обозначается ( )mn ijA a=  
Элементы матрицы 
числа  ija ,  из которых состоит матрица; ин-
дексы определяют положение элемента в таб-
лице: первый индекс – число строк; второй ин-
декс – число столбцов 
Квадратная матрица поряд-
ка n 
матрица, число строк которой равно числу ее 
столбцов и равно числу  n 
Главная диагональ квад-
ратной матрицы 
образуется элементами с одинаковыми индек-
сами   а11, а22, …, ann. 
Симметричная матрица 
квадратная матрица, элементы которой, симмет-
ричные относительно главной диагонали, равны  
, 1,2,..., ; 1,2,...,ij jia a i m j n= = = . 
Единичная матрица (Е) 
квадратная матрица, на главной диагонали кото-
рой стоят единицы, а остальные элементы нуле-
вые 
Произведение матрицы Amхn  
(порядка m × n) на матрицу 
Bnхk (порядка  n × k)  
матрица  Cmk (порядка m × k), элементы кото-
рой вычисляются по формуле  
1 1 2 2 ...ij i j i j in njC a b a b a b= ⋅ + ⋅ + + ⋅ , 
1, 2,..., ; 1,2,...,i m j k= =  
Определитель квадратной 
матрицы 
число, которое ставится в соответствие матри-
це  А  и вычисляется по ее элементам 
Алгебраическое дополнение  
ijA  элемента  ija  
величина  ( )1 i jij ijA M+= − , где ijM  – определи-
тель порядка (n – 1), полученный вычеркива-
нием  i-той строки и  j-того столбца, на пересе-
чении которых стоит элемент  ija  
Вырожденная матрица матрица, у которой определитель равен нулю. 
Обратная матрица для 
матрицы  А. 
квадратная матрица  1A− , которая удовлетворяет 
условию 1 1A A A A E− −⋅ = ⋅ = ; обратная матрица  
1A−  существует тогда и только тогда, когда исход-
ная матрица невырожденная, det 0A ≠  
Ранг матрицы  А 
наибольший из порядков миноров данной мат-
рицы, отличных от нуля 
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Элементарные преобразо-
вания матрицы А 
− перестановка местами двух параллельных 
рядов матрицы; 
− умножение всех элементов ряда матрицы 
на число, отличное от нуля; 
− прибавление ко всем элементам ряда мат-
рицы соответствующих элементов параллель-
ного ряда, умноженных на одно и то же число 
Ступенчатая матрица 
матрица, обладающая следующими свойством: 
если в  i-той строке матрицы левее элемента  aij  
стоят только нули (aij  - первый отличный от 
нуля элемент в  i-той строке), то ниже этого 
элемента в  j-том столбце стоят только нули 
Метод Гаусса 
метод приведения произвольной матрицы к 
ступенчатому виду с помощью элементарных 
преобразований 
Угловые элементы ступен-
чатой матрицы 
первые отличные от нуля элементы каждой 
строки, «стоящие на углах» ступенчатой мат-
рицы; число угловых элементов ступенчатой 
матрицы равно рангу исходной матрицы 
Система из  m  линейных 
уравнений с  n  неизвестны-
ми 
система вида 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
...
...
............................................
...
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
+ + + =
 + + + =

 + + + =
, 
где ( )1 2; ; ...; nx x x x=  – вектор неизвестных, 
подлежащих определению 
Матрица системы 
матрица коэффициентов при неизвестных  
11 12 1
21 22 2
1 2
n
n
m m mn
a a a
a a a
A
a a a
 
 
 
=
 
 
 
…
…
… … … …
…
 
Расширенная матрица 
системы 
матрица, полученная присоединением столбца 
из свободных членов  1 2, , ..., mb b b  к матрице 
системы 
11 12 1 1
21 22 2 2
1 2
n
n
m m mn m
a a a b
a a a b
A
a a a b
 
 
 
=
 
  
 
…
…
… … … … …
…
 
Векторно-матричная за-
пись системы 
запись системы в виде  Ax b=  
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Однородная система 
Система уравнений, в которых вектор правых 
частей является нулевым вектором: 0b = ; 
0Ax =  
Неоднородная система 
уравнений 
система, в которой хотя бы в одном уравнении 
справа стоит ненулевой элемент: 0b ≠  
Решение системы 
такой вектор  ( )1 2, , , nx x x x= … , что при под-
становке чисел  1 2, , , nx x x…  в уравнения сис-
темы, получаются верные равенства 
Совместная система система, у которой существует решение 
Несовместная система система, у которой нет решений 
Критерий (необходимое  
и достаточное условие)  
совместности системы 
равенство рангов основной и расширенной 
матрицы 
Общее решение системы совокупность всех решений системы 
Частное решение системы 
решение, которое получается из общего реше-
ния путем подстановки вместо свободных пе-
ременных конкретных численных значений 
Метод Гаусса для решения 
системы уравнений 
метод, состоящий из прямого и обратного хода: 
1. прямой ход метода Гаусса – приведение 
системы к ступенчатому виду с помощью эле-
ментарных преобразований; 
2. обратный ход – выбор свободных и базис-
ных переменных и получение формул общего 
решения 
Общее решение неоднород-
ной системы 
решение, состоящее из суммы общего решения 
однородной системы и некоторого частного 
решения неоднородной 
Определенная система или 
имеющая единственное ре-
шение 
система, которая имеет единственное решение 
(у которой число угловых элементов в ступенча-
той форме равно числу переменных, т.е. ранг 
системы равен числу переменных) 
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УЧЕБНЫЙ МОДУЛЬ 2. 
ВВЕДЕНИЕ В МАТЕМАТИЧЕСКИЙ АНАЛИЗ 
 
Введение 
 
Математический анализ – общее название для ряда математи-
ческих дисциплин, основанных на понятиях функции и предельного 
перехода. К нему относятся дифференциальное и интегральное 
исчисления, теория рядов, дифференциальных уравнений и др. 
 
ДИДАКТИЧЕСКИЕ ЦЕЛИ ОБУЧЕНИЯ 
 
Студент должен знать Студент должен уметь 
− определение функции, способы 
ее задания ; 
− определение предела числовой 
последовательности; 
− определение предела функции по 
Гейне и по Коши; 
− определения бесконечно малой, 
бесконечно большой функции; 
− связь между бесконечно малой и 
бесконечно большой функциями; 
− необходимое и достаточное ус-
ловие существования предела 
функции; 
− теоремы о предельном переходе 
в равенствах; 
− теоремы о предельном переходе 
в неравенствах;  
− первый замечательный предел; 
− второй замечательный предел; 
− три определения функции, не-
прерывной в точке; 
− основные свойства непрерывных 
на отрезке функций 
− узнавать основные классы эле-
ментарных функций; 
− строить графики основных эле-
ментарных функций; 
− доказывать по определению, что 
существует предел числовой по-
следовательности;  
− выделять неопределенности; 
− пользоваться правилами раскры-
тия неопределенностей; 
− выделять первый замечательный 
предел; 
− выделять второй замечательный 
предел; 
− пользоваться таблицей эквива-
лентных бесконечно малых функ-
ций, бесконечно больших функций 
при вычислении пределов; 
− исследовать на непрерывность 
различные функции; 
− определять характер точек раз-
рыва; 
− схематически изображать пове-
дение функции в окрестностях то-
чек разрыва 
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УЧЕБНО-МЕТОДИЧЕСКАЯ КАРТА МОДУЛЯ 2 
 
Название вопросов,  
которые изучаются на лекции 
Номер 
практи-
ческого 
занятия 
Нагляд-
ные и 
методи-
ческие  
пособия 
Формы 
кон-
троля 
знаний 
1. Множество действительных чисел. 
Функция. Область ее определения. Спосо-
бы задания. Сложные и обратные функ-
ции, их графики. Основные элементарные 
функции. Гиперболические функции, их 
графики 
I 1, 2, 4, 7, 8 
Опрос, 
ПДЗ 
2. Числовые последовательности. Спо-
собы задания и виды последовательности. 
Существование предела монотонной огра-
ниченной последовательности 
II, III 2, 4, 7, 8 Опрос, 
ПДЗ 
3. Предел функции в точке. Предел 
функции в бесконечности. Односторонние 
пределы, их связь с пределом функции. 
Свойства функций, имеющих предел. Пре-
дел суммы, произведения и частного 
функций. Предел сложной функции 
IV 2, 4, 7, 8 ПДЗ 
4. Первый и второй замечательные пре-
делы, их следствия 
V, VI 2, 4, 7, 8 Опрос, 
ПДЗ 
5. Бесконечно малые и бесконечно 
большие функции, их свойства и взаимо-
связь. Эквивалентность функций, их ис-
пользование при вычислении пределов 
VII 2, 4, 7, 8 Опрос, 
ПДЗ 
6. Непрерывность функции в точке. Не-
прерывность основных элементарных 
функций. Свойства функций, непрерыв-
ных не отрезке: ограниченность, сущест-
вование наибольшего и наименьшего зна-
чений 
VIII, IX 2, 4, 7, 8 КР 
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ГРАФИЧЕСКАЯ СХЕМА МОДУЛЯ 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ВВЕДЕНИЕ В МАТЕМАТИЧЕСКИЙ АНАЛИЗ 
Основные понятия 
Множество Функция Предел 
функции 
Непрерывность 
Аналитический способ задания 
Явно 
заданные 
I 
рода  
II 
рода  
Неявно 
заданные 
В 
ДПС
К 
В 
ПСК 
Заданные 
парамет-
рически 
Точки разрыва 
Числовая  
последовательность 
Предел 
функции 
по Гейне 
БМФ 
Предел 
функции 
по Коши 
ББФ 
Критерий существова-
ния предела функции 
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Информационная таблица «Введение в математический анализ» 
 
Переменная величина y называется функцией 
от независимой переменной x (аргумента), 
если указан закон (правило), по которому каж-
дому элементу x некоторого множества ставит-
ся в соответствие единственный элемент y того 
же или другого множества. 
Способы задания:  аналитический, табличный, 
графический, словесный, программой на ЭВМ 
Правый (левый) односторонний предел: 
( )
( ) ( )
0
0
0
0lim 0
x x
x x
x x
f x f x A
→
>
<
= ± =  
Бесконечно малые функции 
( )
0
lim 0
x x
x
→
α =  
Бесконечно большие функции 
( )
0
lim
x x
f x
→
= ∞  
 
Правила вычисления пределов 
( )
0
1lim
x x
f x A
→
= , ( )
0
lim
x x
f x B
→
=  
1. 
0
lim ,
x x
c c c const
→
= = ; 
2. ( ) ( )
0
1 2lim
x x
f x f x A B
→
± = ±    
3. ( ) ( )( )
0
1lim
x x
f x g x A B
→
⋅ = ⋅ ; 
4. ( )
0
1lim
x x
c f x c A
→
⋅ = ⋅ ; 
5. ( )( )0
1
2
lim
x x
f x A
f x B→ = ,  B≠0. 
НЕПРЕРЫВНОСТЬ 
Опр.1 ( ) { }0xf x C∈ ⇔  
1) ∃f(x0);   2) ( ) ( )
0
0lim
x x
f x f x
→
= . 
Опр.2 ( ) { }0xf x C∈ ⇔  
1) ∃f(x0);    2) ( )
0
lim 0
x
f x
∆ →
∆ = . 
Опр.3 ( ) { }0xf x C∈ ⇔  
( ) ( ) ( )
0 0
0 0
00 0
lim lim
x x x x
x x x x
f x f x f x
→ − → +
< >
= =  
ПРЕДЕЛ ФУНКЦИИ ( )lim
x a
f x A
→
=  
(По Гейне) Число A  называется пределом 
функции ( )y f x=  при 0x x→ , если для любой 
числовой последовательности { }n n Nx ∈ , сходящейся 
к 0x , соответствующая последовательность 
значений функции ( ){ }n n Nf x ∈  сходится к A . 
(По Коши). Число A  является пределом 
функции ( )y f x=  при 0x x→ , если для любого 
сколь угодно малого числа 0ε >  существует число 
0εδ >  (зависящее от ε), такое, что для всех 0x x≠ , 
удовлетворяющих неравенству 0x x ε− < δ , 
выполняется неравенство ( )f x A− < ε  
x0 – точка разрыва, if  в x0 не вы-
полняется хотя бы одно условие 
непрерывности. 
x0 – точка разрыва I рода, if оба 
односторонних предела сущест-
вуют и конечны. 
x0 – точка разрыва II рода, if хотя 
бы один из односторонних преде-
лов равен ∞ или не существует 
Ф 
У 
Н 
К 
Ц 
И 
Я 
 
С 
Л 
О 
Ж 
Н 
А 
Я 
х 
y 
( )y f x=  
Возрастающая 
y 
х 
( )y f x=  
Убывающая 
y 
х О 
2 1y x= +
 
Четная 
( ) ( )f x f x= −
y 
х О 
3y x=  
Нечетная 
( ) ( )f x f x= − −  
( )y f u= ,  ( )u x= ϕ  
( )( ) ( )y f x F x= ϕ =  
х – независимая переменная 
u – промежуточная переменная 
Множества Числовые множества 
натуральных чисел – ℕ  
целых чисел – ℤ  
рациональных чисел – ℚ  
действительных чисел – ℝ  
 81 
Неопределенные выражения могут быть раскрыты: 
∞ 
 
∞ 
 
− делением числителя и знаменателя на 
величину, имеющую в данном процессе наи-
высший порядок неограниченного роста 
(чаще – наивысшую степень переменной) 
0
0
 
 
 
, содержащие отношение многочленов 
1) разложением числителя и знаменателя 
дроби на множители; 
2) делением числителя и знаменателя на (x – x0). 
0
0
 
 
 
, содержащие ирр. выражения 
1) переводом иррациональности из числите-
ля в знаменатель (или наоборот); 
2) заменой переменной. 
0
0
 
 
 
, содержащие триг. выражения 
1) с помощью I замечательного предела 
0
sinlim 1
y
y
y→
= ; 
2) с использованием эквивалентностей. 
0
0
 
 
 
, содержащие лог., пок. выражения 
1) с помощью следующих пределов: 
10. 
0
1lim 1
y
y
e
y→
−
= ; 20.  ( )
0
ln 1
lim 1
y
y
y→
+
= ; 
30. 
0
1lim ln
y
y
a
a
y→
−
= ; 
2) с помощью эквивалентностей. 
( )1∞  
− с помощью II замечательного предела 
( )1
0
lim 1 y
y
y e
→
+ =  
 
( )∞ − ∞ , ( )0 ∞  
− сведением к неопределенностям 
0
0
 
 
 
 или 
∞ 
 
∞ 
 
ТАБЛИЦА ЭКВИВАЛЕНТНЫХ 
БМФ 
1. 
0
sin
y
y y
→
∼ ; 
2. 
0
tg
y
y y
→
∼ ; 
3. 
2
0
1 cos
2y
yy
→
− ∼ ; 
 
4. 
0
arcsin
y
y y
→
∼ ; 
5. 
0
arctg
y
y y
→
∼ ; 
 
6. ( )
0
ln 1
y
y y
→
+ ∼ ; 
7. ( )
0
log 1
lna y
yy
a→
+ ∼ ; 
 
8. 
0
1y
y
e y
→
− ∼ ; 
9. 
0
1 lny
y
a y a
→
− ⋅∼ ; 
 
10. ( )
0
1 1
y
y yα
→
+ − α∼ ; 
11. 1
0
...
n n
y
Ay By Cy Cy−
→
+ + + ∼  
ББФ 
1
...
n n n
y
Ay By Cy D Ay−
→∞
+ + + + ∼  
log n x xa x x a x≪ ≪ ≪ , 
, 1,n a x∈ > → ∞ℕ  
 
Дополнительные сведения 
1. ( )log log loga a axy x y= + ,  
2. log log loga a a
x
x y
y
= − ,  
3. ( )log logka ax k x= ⋅ , 
4. sin 2 2sin cosα = α ⋅ α ; 
5. 2 2cos 2 cos sinα = α − α ; 
6. sin sin 2sin cos
2 2
α + β α −β
α + β = ⋅ ; 
7. sin sin 2cos sin
2 2
α + β α −β
α − β = ⋅ ; 
8. cos cos 2sin sin
2 2
α + β α − β
α − β = − ⋅  
9.  21 cos 2 2sin− α = α  
Три-
го-
номе
три-
чес-
кие 
Об-
рат-
нот-
риго-
ном. 
Лога-
риф-
мичес
кие 
Пока-
затель
ные 
Сте-
пен-
ные 
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КРАТКОЕ СОДЕРЖАНИЕ  
ТЕОРЕТИЧЕСКОГО МАТЕРИАЛА 
 
2.1. Основные понятия 
 
Одно из основных понятий математического анализа понятие мно-
жества. Под множеством обычно понимают совокупность объектов (чи-
сел, функций, векторов, матриц и т.п.), объединенных в единое целое. 
Множества могут быть как конечными, так и бесконечными. Напри-
мер, пустое множество (∅) не содержит ни одного элемента. Множество 
может быть задано перечислением своих элементов, описанием характер-
ных свойств, которыми должны обладать элементы, порождающей проце-
дурой (образование множества с помощью операций над множествами). 
Чаще всего используются следующие числовые множества: 
1. Множество натуральных чисел  { }1, 2, 3, ...=ℕ . 
2. Множество целых чисел  { }0, 1, 2, 3, ...= ± ± ±ℤ . 
3. Множество рациональных чисел  , ,m m n
n
 
= ∈ ∈ 
 
ℚ ℤ ℕ . 
4. Множество иррациональных чисел  m
n
 Ι = ≠ 
 
. 
5. Множество действительных чисел  = ∪ Ιℝ ℚ . 
Множество действительных чисел ℝ  геометрически изображаются 
точками числовой прямой. 
Множество рациональных чисел ℚ  может быть представлено конеч-
ной или бесконечной периодической десятичной дробью. 
Множество иррациональных чисел  Ι   представляется бесконечной 
непериодической дробью. 
Определение 2.1.1. Любая совокупность элементов множества  А  
называется подмножеством этого множества. Например, ℕ  является 
подмножеством множества ℝ . 
Простейшими подмножествами множества ℝ  являются: 
- интервал – множество всех чисел, удовлетворяющих неравенству  
a x b< < . Обозначается  ( );a b ; 
- отрезок – множество всех чисел, удовлетворяющих неравенству  
( )a x b≤ ≤ . Обозначается  [ ];a b ; 
- полуинтервал – множество всех чисел, удовлетворяющих неравен-
ству  a x b≤ <   или  a x b< ≤ . Обозначается  [ );a b   или  ( ];a b ; 
 83 
- бесконечный интервал – множество всех чисел, удовлетворяющих 
неравенству  x a<   или  x a> . Обозначается  ( ); a−∞   или  ( );a + ∞ ; 
- бесконечный полуинтервал – множество всех чисел, удовлетво-
ряющих неравенству  x a≤  или x a≥ . Обозначается ( ]; a−∞  или [ );a + ∞ . 
Все эти подмножества из ℝ  называются еще промежутками. Число 
a b−   называется длиной промежутка, заключенного между  a  и  b. 
Определение 2.1.2. Интервал вида  (а – δ,  а+ δ), где  δ > 0, назы-
вается  δ-окрестностью точки  а. 
Для любых действительных  a,  b справедливы неравенства: 
1. a b a b+ ≤ +      (2.1.1) 
2. a b a b− ≥ − .    (2.1.2) 
Определение 2.1.3. Говорят, что числа  a  и  b  отличаются меньше 
чем на  ε , если выполняется неравенство a b− < ε ,  которое равносильно   
a b−ε < − < ε . 
Определение 2.1.4. Говорят, что числа  a  и  b  отличаются больше 
чем на ε , если при этом выполняется неравенство a b− > ε , которое рав-
носильно 
a b
a b
− > ε

− < −ε
. 
Определение 2.1.5. Числовое множество G является ограничен-
ным сверху (снизу), если для всех x G∈  выполняется неравенство  
( )x M x m≤ ≥ . 
Определение 2.1.6. Множество  G  называется ограниченным, ес-
ли оно ограничено как сверху, так и снизу. 
Определение 2.1.7. Наименьшая (наибольшая) из всех верхних 
(нижних) граней множества  G  называется её точной верхней (точной 
нижней) гранью множества G. Обозначается: supG (супремум) – точная 
верхняя грань, inf G  (инфемум) – точная нижняя грань. 
Можно доказать, что у всякого непустого множества, ограниченного 
сверху (снизу), существует точная верхняя (точная нижняя) грань. 
В дальнейшем часто будем использовать следующие обозначения: 
⊂ – включение (принадлежность одного множества другому); 
∈ – принадлежность элемента множеству; 
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∀ – любой, всякий, каждый; 
∃ – существует; 
⇒ – следствие; 
⇔ – равносильность; 
∼ – эквивалентность; 
∪ – объединение; 
∩ – пересечение. 
 
2.2. Постоянные и переменные величины 
 
Определение 2.2.1. Величина – всё то, что может быть измерено 
(рост, вес, температура, количество потребляемой воды и др.).  
Различают величины: 
− постоянные и переменные, 
− скалярные и векторные, 
− дискретные и непрерывные. 
Определение 2.2.2. Величина, которая в данном процессе может 
принимать только одно определенное значение, называется постоянной. 
Постоянную величину принято обозначать ,c const . Например, при пря-
молинейном равномерном движении скорость является постоянной вели-
чиной: ν  = const. Постоянной величиной может быть также диаметр трубы 
на определенном участке водопровода или газопровода и т.п. 
Определение 2.2.3. Величина, которая в данном процессе может 
принимать различные значения, называется переменной. Переменную ве-
личину принято обозначать каким-либо символом:   x,  y,  z,  t  и т.п. 
Очевидно, что одна и та же величина в различных процессах может 
быть как постоянной, так и переменной. Например, скорость при равноус-
коренном движении уже является переменной величиной, зависящей от 
времени. Следовательно, понятия переменной и постоянной величин отно-
сительны. Величина, постоянная в одном процессе, может быть перемен-
ной в другом процессе. В то же время, постоянную величину можно рас-
сматривать как частный случай переменной величины, принимающей в 
данном процессе одно и то же значение. 
Определение 2.2.4. Непрерывной называется величина, значение 
которой заполняет некоторый промежуток: x ∈ (a, b), x ∈ [a, b], x ∈ (–∞,+∞) 
и т.п. Например, количество воды, потребляемое городом в каждый мо-
мент времени на протяжении месяца. 
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Определение 2.2.5. Дискретной называется переменная величина, 
принимающая изолированные (отдельные) значения. 
Например, диаметры труб в сети водопроводов, обслуживающих го-
род водой, или на трассе газопровода и т.п. 
 
2.3.  Функция одной переменной. Способы задания 
 
Определение 2.3.1. Переменная величина  y  называется функцией 
от независимой переменной  x (аргумента), если указан закон (правило), 
по которому каждому элементу  x  некоторого множества ставится в соот-
ветствие единственный элемент  y  того же или другого множества. То об-
стоятельство, что величина  y  есть функция от  x, принято записывать в 
виде  ( )y y x= ,  или  ( )y f x=  (x называют аргументом, независимой пере-
менной,  y-функцией  или зависимой переменной). 
Определение 2.3.2. Совокупность значений  x, при которых функ-
ция имеет смысл, называется областью её определения. Обозначают: 
( )D y  или ( )D f . 
Определение 2.3.3. Совокупность значений  y, которые принимает 
функция для всех  x  из области определения, называют областью значе-
ний функции и обозначают: ( )E y  или ( )E f . 
 
Способы задания функции 
Функция считается заданной, если известна область определения 
функции и указано правило, по которому для каждого значения аргумента 
можно найти соответствующее значение функции. Такое правило можно 
указать различными способами. Известны следующие способы задания 
функции: аналитический, графический, табличный, словесный, с помощью 
программы на ЭВМ. 
1. Аналитический: функциональная зависимость задаётся форму-
лой xy e= , 2 2 2x y R+ = . 
Достоинства: можно вычислить значение функции (неизвестной в 
данном процессе величины) с заданной точностью. 
Недостаток: отсутствие наглядности. 
2. Графический: функциональная зависимость задаётся графиком. 
Определение 2.3.4. Графиком функции ( )y f x=  называется со-
вокупность точек, координаты которых связаны соотношениями ( )y f x= . 
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Достоинства: наглядность. 
Недостаток: невозможность точного вычисления значения функции. 
3. Табличный: функциональная зависимость задаётся таблицей. 
При исследовании явлений природы часто приходится встречаться с пере-
менными величинами, зависимость между которыми устанавливается 
опытным путем. В этих случаях на основании полученных данных состав-
ляются таблицы, в которых содержатся значения функций, соответствую-
щие различным частным значениям аргумента. 
Достоинства: наглядность. 
Недостаток: не дает возможности полностью установить характер 
функциональной зависимости и, следовательно, не позволяет узнать зна-
чения  у  между узлами. 
До недавнего времени очень распространенный в практике способ 
задания функциональной зависимости между параметрами, участвующими 
в изучаемом процессе. 
4. Словесный: функциональная зависимость задаётся словесным 
описанием. Например, 
10. Функция Дирихле:  ( ) 1, если 
0, если .
x
x
x I
∈δ = 
∈
ℚ
 
20. Целая часть  x – наибольшее целое, не превосходящее  x: [ ]y x= . 
5. Компьютерной программой 
Замечание. Наиболее удобный, но, к сожалению, не всегда возмож-
ный, аналитический способ задания функции. Так как с помощью форму-
лы всегда можно установить связь между любым значением зависимого и 
независимого параметра. 
На практике обычно используют несколько способов задания. Часто 
возникает задача о переходе от одного способа задания к другому: о по-
строении графика, о составлении таблицы, о подборе формулы.  
 
2.4. Аналитический способ задания функции 
 
Среди аналитически заданных функций различают: явные, неявно 
заданные, заданные параметрически, а так же заданные в полярной 
системе координат. 
В аналитическом способе задания функциональная зависимость рас-
сматривается относительно определенной системы координат. 
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Декартовая система координат 
 
Определение 2.4.1. Функция назы-
вается заданной явно, если связь между за-
висимым и независимым параметром, вы-
ражается формулой, разрешённой относи-
тельно зависимого параметра: ( )y f x=   или  
( )x g y= . 
Определение 2.4.2. Функция, оп-
ределяемая уравнением ( ) 0F x, y = , 
неразрешенным относительно одного из па-
раметров называется функцией, заданной не-
явно, или неявной функцией. 
Например, уравнение окружности 
2 2 2x y r+ =  определяет функцию, заданную 
неявно. 
Замечание 2.4.1. Выразить  у из функции, заданной неявно можно не 
всегда. Например,  ( )3 2cos 0yxx x y e− − =   (явно у  выразить невозможно). 
 
Информация для самостоятельного изучения 
Теоретическая механика естественным образом приходит к еще 
одному виду задания линии – параметрическому. 
Определение 2.4.3. Функциональная за-
висимость между  x  и  y  называется параметри-
ческой, если ей соответствуют соотношения вида 
( )
( )
x x t
y y t
=

=
, 
где    t – параметр (например, время, угол поворота 
и т.п.). 
С помощью параметрически заданной функ-
ции описывают процесс движения точки на плоско-
сти или в пространстве. Например,  
cos
sin
x a t
y a t
=

=
 – 
а>1 
0< а <1 
xy a=  y 
x 0 
2 2y r x= −  
2 2y r x= − −  
y 
0 x 
M( x, y) 
y 
0 а x 
t 
 
 
 
y 
x 0 
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описывает движение точки по окружности радиуса  a. В качестве парамет-
ра  t  выступает угол. 
Задать движение точки – это, значит, дать средство находить ее по-
ложение (координаты) для любого момента времени  t. Поэтому, например, 
равенства  
3 ,
2 3,
x t
y t
=

= −
     (2.4.1) 
полностью определяют движение точки, а значит, и линию, по которой она 
движется. 
Таким образом, в рассматриваемом примере кривая оказывается за-
данной с помощью двух равенств (2.4.1). Легко получить уравнение этой 
линии в декартовой системе координат. Для любого момента времени  t  
будем иметь 
3
x
t = . Поэтому можно получить зависимость ( )y y x= : 
2 3.
3
y x= −  Отсюда делаем вывод, что точка движется по прямой. Необхо-
димо отметить, что параметр  t  может обозначать не обязательно время. 
Пусть далее, например,  x  и  y следующим образом зависят от вспо-
могательной переменной: 
2
1,
.
x t
y t
= +

=
     (2.4.2) 
Меняя  t, будем получать различные точки  (x; y), совокупность кото-
рых составит некоторую линию. 
Исключая параметр  t  из системы (2.4.2), получим уравнение линии 
в декартовой системе координат 
2( 1) .y x= −  
Очевидно, последнее уравнение задает параболу. 
 
Параметрическое уравнение окружности 
 
Рассмотрим окружность радиуса R с цен-
тром в начале координат. Положение любой точ-
ки М этой окружности вполне определяется зада-
нием угла t, образованного осью Ox и радиусом 
ОМ. Естественно выразить координаты  x  и  y 
точки М через этот угол. 
R 
M y 
t 
0 
y 
x P A 
x 
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При этом будем иметь 
cos ,
sin .
x R t
y R t
=

=
                 (2.4.3) 
Эти равенства представляют собой параметрические уравнения ок-
ружности. Чтобы получить все точки окружности достаточно изменить па-
раметр в промежутке  0 2t≤ ≤ pi . 
Из уравнений (2.4.3) легко получить обычное уравнение окружности. 
Возведем для этого оба равенства системы (2.4.3) в квадрат и сложим ре-
зультаты, при этом будем иметь 
2 2 2x y R+ =  – уравнение окружности в декартовой системе координат. 
 
Параметрическое уравнение эллипса 
 
Эллипс можно получить из окружности радиуса a, имеющей диамет-
ром большую ось эллипса, с помощью сжатия в  
a
b
 раз. Это значит, что 
любая точка M  эллипса получается из некоторой  точки N  окружности ра-
диуса a, имеющей одинаковую с  М абсциссу x, при помощи умножения 
ординаты точки  N  на число  b
a
. 
Параметрические уравнения окружности 
радиуса  a  имеют вид 
cos ,
sin .
x a t
y a t
=

=
 
Умножим ординату y  на  b
a
, тем самым 
получим параметрические уравнения эллипса 
cos ,
sin ,
x a t
y b t
=

=
       (2.4.4) 
где 0 2t≤ ≤ pi . 
В системе (2.4.4) выразим  cos ,xt
a
=   sin yt
b
=   и возведем получен-
ные равенства в квадрат 
2
2
2
2
2
2
cos ,
sin .
x
t
a
y
t
b

=



=
 
y 
b 
a x 0 
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В последней системе сложим первое и второе равенство. Учитывая 
основное тригонометрическое тождество  2 2sin cos 1t t+ = , получим кано-
ническое уравнение эллипса в декартовой системе координат 
2 2
2 2 1
x y
a b
+ = . 
 
Циклоида 
 
Определение 2.4.5. Циклоидой называется линия, описываемая 
точкой окружности, которая катится по прямой, без скольжения и прово-
рачивания. 
Из определения следует, что циклоида состоит из ряда арок, причем 
высота этих арок равна  2R , где  R  – радиус катящейся окружности. Далее 
мы докажем, что расстояния 
АВ, ВС, … – между соседни-
ми «точками опоры» – равны 
2 Rpi . Выведем параметриче-
ские уравнения циклоиды. 
В качестве оси Ox  возьмем прямую, по которой катится окружность, 
а за начало координат примем положение точки  М, описывающей циклои-
ду, в тот момент, когда эта точка лежит на оси  Ox. Этот момент примем за 
начальный и изобразим катящуюся окружность в начальный момент и в 
некоторый последующий момент τ.  
Обозначим через  t  угол, образованный 
в момент τ  радиусами катящейся ок-
ружности, направленными в точку  М, 
описывающую циклоиду, и в точку  А  
соприкосновения с осью  Ox, т.е. радиу-
сами  С1М  и С1А. Этот угол t  примем за 
параметр и выразим через него коорди-
наты  x  и  y  точки  М  циклоиды. 
Очевидно, 1 1 cos .y BM AD AC C D R R t= = = − = −  
Определим абсциссу x OB OA BA= = − . Так как окружность, по оп-
ределению, катится без скольжения и проворачивания, то OA AM=
⌣
. Будем 
считать, что угол t  задан в радианах. Тогда,  AM Rt=
⌣
  и 
sinx AM MD Rt R t= − = −
⌣
. 
2R 
2piR A B C 
t C C1
0 
y 
x B 
D M 
A 
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Таким образом, параметрические уравнения циклоиды имеют вид 
( sin ),
(1 cos ).
x R t t
y R t
= −

= −
    (2.4.5) 
Параметр t можно менять от  –∞ до +∞.  Ближайшая к началу коорди-
нат и лежащая правее него точка пересечения циклоиды с осью Ox отвечает 
значению  t = 2pi, т.к. она получается после одного полного оборота катя-
щейся окружности. Для этого значения параметра будем иметь  x = 2piR. 
Кроме того, из (2.4.5) следует, что наивысшая точка циклоиды, соот-
ветствующая  t = pi, имеет координаты  (piR; 2R). Очевидно, для циклоиды 
выразить  y  как элементарную функцию  x   нельзя, выразить же  x  через  
y  можно ( arccos 1 yt
R
 
= − 
 
), но полученная при этом формула будет очень 
громоздка. Параметрические уравнения циклоиды значительно проще. 
 
Эвольвента окружности 
Рассмотрим еще одну интересную кривую, которая имеет 
применение в теории зубчатых зацеплений. 
Определение 2.4.6. Эвольвента окружности есть линия, описы-
ваемая точкой нити, которая, оставаясь туго натянутой, разматывается с 
этой окружности. 
Предположим, что нить нерастяжима и предварительно была намо-
тана на окружность. Найдем параметрические уравнения эвольвенты ок-
ружности. 
Поместим начало координат в центр окружности и проведем ось  Ox  
через ту точку окружности, где находится точка, описывающая эвольвенту 
в момент, когда нить еще целиком 
намотана на окружность (на рисунке 
это точка  A). Пусть в некоторый мо-
мент времени нить занимает положе-
ние  BM, точка  B  при этом изобража-
ет точку схода нити с окружности, а 
M – точку, описывающую эвольвенту. 
Радиус окружности мы обозначим че-
рез R, а угол оси Ox и луча OB через  t. 
Так как нить нерастяжима, то ее 
отрезок  BM  равен дуге  AB
⌣
  окружности. Значит,  BM = Rt.  С другой сто-
роны, так как нить остается туго натянутой, то она сходит с окружности по 
y 
x 
N 2
Rpi
 
R t 
t 
t R 
0 
M 
D A E 
С 
В 
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касательной. Поэтому отрезок  BM  перпендикулярен радиусу  OB. Поэто-
му AOB MBD t∠ = ∠ =   как углы, стороны которых взаимно перпендику-
лярны. Тогда из  BMC∆   будем иметь 
sin , cos .CM Rt t CB Rt t= =  
Эти равенства позволяют легко получить координаты x и y  точки M: 
cos sin ,x OE OD DE OD CM R t Rt t= = + = + = +  
sin cos .y EM DC DB CB R t Rt t= = = − = −  
Таким образом, параметрические уравнения эвольвенты имеют вид 
(cos sin ),
(sin cos ), 0 .
x R t t t
y R t t t t
= +

= − ≤ < +∞
 
Очевидно, что эвольвента окружности представляет собою 
некоторую спираль. Точка N, 
например, соответствует 
значению 
2
t
pi
= , имеет 
координаты  
, .
2
R
x y Rpi= =  
 
Полярная система координат 
 
В некоторых задачах техники и естествознания, например, при ис-
следовании вращательных движений, удобно использовать довольно экзо-
тическую систему координат на плоскости, которую называют полярной. 
Она очень важна для инженерных расчетов и исследований, по-
скольку значительно упрощает изучение ряда вопросов: при исследовани-
ях вращательных движений, описании определенных ситуаций на фазовой 
плоскости системой дифференциальных уравнений, в геодезических изме-
рениях и расчетах и т.п. 
Определение 2.4.7. Основными элементами полярной системы 
координат являются: 
− точка  0 (полюс); 
− исходящий из нее луч [OP) (полярная ось); 
− масштабный отрезок  e; 
− направление отсчета углов. 
x 
y 
t 
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Положение точки M  в поляр-
ной системе координат на плоскости 
определяется двумя параметрами:  
ρ =OM и величиной угла ϕ, на ко-
торый надо повернуть луч [OP), что-
бы совместить его с лучом [OM). Бу-
дем считать, что ϕ > 0, если поворот совершается против часовой стрелки 
и ϕ < 0 – в противном случае. Величины (ρ; ϕ) называют полярными коор-
динатами точки М: ρ – полярный радиус, ϕ – полярный угол точки М. 
Обычно считают, что 0 ≤ ϕ ≤ 2pi  или  – pi ≤ ϕ ≤ pi. 
Мы будем рассматривать, так называемую, обобщенную полярную 
систему координат, в которой ρ может принимать как неотрицательные, 
так и отрицательные значения. 
Замечание 2.4.2. Точку М по ее полярным координатам ρ и ϕ в 
обобщенной системе координат строят следующим образом: по заданному 
полярному углу ϕ строят луч, проходящий через полюс под углом ϕ  к по-
лярной оси, причем положительное направле-
ние построенной оси должно совпадать с тем 
направлением, которое имела бы полярная 
ось, если бы ее повернули на угол  ϕ. На этом 
луче откладывают отрезок длиной  |ρ|  от по-
люса  0  в положительном направлении по-
строенной оси, если  ρ ≥ 0,  и в отрицательном 
(т.е. на луче под углом  ϕ + pi) – если  ρ < 0. 
Установим связь между полярными и декартовыми координатами 
одной и той же точки. Для этого совместим полюс  0  полярной системы  с 
началом координат декартовой, а полярная ось [OP) пусть совпадает с по-
ложительным направлением оси  Ox  как на рисунке. 
Тогда из прямоугольного треугольника  OMN следует 
2 2
,
tg
x y
y
x
ρ = +


ϕ =

 
Так выражаются полярные координаты через декартовые. 
И наоборот, из того же треугольника следует  
cos ,
sin .
x
y
= ρ ϕ

= ρ ϕ
 
Так выражаются прямоугольные координаты через полярные. 
x 
y 
y 
N 
ρ 
x 0 
P 
M(ρ; ϕ) 
M(x; y) 
ϕ 
e 
0 
M 
P 
ϕ 
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Уравнение кривой в полярных координатах имеет вид F(ρ,ϕ) =0 или 
ρ = f (ϕ). Оно может быть получено либо непосредственно из геометриче-
ских свойств кривой, либо переходом к полярным координатам в уравне-
нии этой кривой, заданном в декартовых прямоугольных координатах. 
Замечание 2.4.3. В полярной сис-
теме координат уравнение окружности с 
центром в полюсе и радиусом  а > 0 (или 3, 
или 5) имеет очень простой вид: ρ = а, 
(или ρ = 3, или ρ = 5)  (как на рисунке). 
Здесь ρ = const, а  ϕ – произвольно. 
Аналогично, ϕ = а, где a = const,   
определяет в полярной системе коорди-
нат луч, выходящий из полюса (как на 
рисунке). 
Чтобы определить прямую, про-
ходящую через полюс, нужно задать 
два луча. Например, уравнения  
4
piϕ = ,  
5
4
piϕ =   определяют прямую  y = x  
(уравнение  y = x  указано относительно декартовой системы координат, 
совмещенной с полярной указанным выше способом). 
Выделим некоторые кривые, которые получили широкое распро-
странение в технике и естествознании при исследовании и использовании 
вращательных движений. 
 
Спираль Архимеда 
 
Определение 2.4.8. Спиралью Архимеда называется линия, опи-
сываемая точкой, равномерно двигающейся по лучу, который сам равно-
мерно вращается вокруг своего начала. 
Выведем уравнение спирали Архимеда. Для этого надо, прежде все-
го, выбрать определенную систему координат. Возьмем за полюс начало 
луча, по которому движется точка  М, а за положительное направление по-
лярной оси – начальное положение этого луча. 
Обозначим, соответственно, через  ω  и  v  скорость вращения луча и 
скорость движения точки  М  вдоль по лучу. Поскольку оба движения рав-
номерны, то ω – угол, на который поворачивается луч за единицу времени, 
P 
6
piϕ =  3
4
piϕ =  
3
2
piϕ =  
3
2
pi
 
3
4
pi
 
0 
6
pi
 
1 a 
 
0 3 5 
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а  v – расстояние, которое за единицу времени точка  М, описывающая спи-
раль, проходит вдоль по лучу. 
Положение точки М  будем определять ее полярными координатами ρ и ϕ. 
В начальный момент ρ = 0, ϕ = 0. В момент же времени t > 0, ϕ = ωt, ρ = vt. 
Значит, для любого момента  t: 
vρ
=
ϕ ω
. 
Обозначим  
v k=
ω
, тогда  kρ = ϕ  – уравне-
ние спирали Архимеда. 
Таким образом, при движении точки по 
спирали Архимеда ее полярный радиус-вектор изменяется прямо пропор-
ционально аргументу. 
 
Гиперболическая спираль 
Определение 2.4.9. Гиперболическая спираль есть такая линия, 
что полярные координаты точки, движущейся по ней, изменяются обратно 
пропорционально друг другу. 
Из определения следует, что уравнение гиперболической спирали 
имеет вид 
kρ =
ϕ
. 
Очевидно, что с безграничным увеличением аргумента ϕ  точки М 
радиус-вектор ρ этой точки будет приближаться неограниченно к нулю. 
Это показывает, что гиперболическая 
спираль, совершая бесконечное множест-
во оборотов вокруг полюса, неограни-
ченно приближается к нему, никогда не 
достигая его. Поэтому принято говорить, 
что полюс служит асимптотической точ-
кой гиперболической спирали. 
 
Лемниската 
Определение 2.4.10. Лемнискатой называется линия, представ-
ляющая собой геометрическое место точек, произведение расстояний ко-
торых от двух данных точек-фокусов – есть величина постоянная и равная 
квадрату половины междуфокусного расстояния. 
0 
P 
P 
y = k 
0 
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В соответствии с определением можно вывести уравнение лемниска-
ты в декартовой системе координат 
( ) ( )22 2 2 2 2 .x y a x y+ = −
 
Таким образом, это кривая четвертого порядка. Поскольку уравнение 
ее содержит  x и y только в четных степенях, соответствующая кривая 
симметрична относительно обеих осей. Значит, для установления формы 
лемнискаты достаточно выяснить форму той ее части, которая лежит в 
первом координатном угле. 
Для этого введем полярную систему координат, приняв ось  Ox  за 
полярную ось и начало координат  O за полюс. Тогда  
cos
sin
x
y
= ρ ϕ

= ρ ϕ
  и урав-
нение принимает вид 
( )4 2 2 2 2cos sinaρ = ρ ϕ − ϕ   или  2 2 cos2aρ = ϕ
. 
Из полученного уравнения видно, что при  ϕ = 0  получается  ρ = а. 
Если же  ϕ  станет увеличиваться от  ϕ = 0  до  
4
piϕ = , то  ρ будет умень-
шаться от  ρ = а  до  ρ = 0.  Значениям же ϕ, заключенным между 
4
pi
 и 
2
pi
, 
отвечают мнимые значения ρ,  т.е. на 
лемнискате нет точек со значениями  
.
4 2
pi pi
< ϕ ≤  
Таким образом, учитывая со-
ображения симметрии, лемниската 
имеет вид как на рисунке 
 
Кардиоида 
 
Определение 2.4.12. Кардиоидой на-
зывается линия, описываемая точкой М  ок-
ружности радиуса  r, катящейся по окружно-
сти с таким же радиусом. 
Уравнение кардиоиды в прямоуголь-
ной системе координат 
(x2 + y2 + 2rx)2 = 4r2(x2 + y2). 
P 
ρ 
ϕ 
4r 
2r 
2r 
0 
y 
x 
a 
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В полярных координатах 
ρ = 2r(1 – cosϕ). 
Замечание 2.4.5. Уравнение ρ = 2r(1 + cosϕ) также определяет 
кардиоиду в полярной системе координат с полюсом в той же точке. Оче-
видно, в этом случае кардиоида является улиткой Паскаля. 
Улитка Паскаля и кардиоида находят применение в кулачковых ме-
ханизмах. Например, по улитке Паскаля очерчена одна из составных час-
тей в механизме для поднятия и опускания се-
мафора, а в швейной машине форму кардиои-
ды имеет кулачек, под воздействием которого 
колеблется толкатель, подающий нитку на 
шпульку. Лемниската применяется, в частно-
сти, в качестве переходной кривой на закруг-
лениях малого радиуса, как это имеет место на 
железнодорожных линиях в горной местности 
и на трамвайных путях. 
Кривые, заданные в полярной системе координат, чаще всего, строят 
по точкам. Более детальное изучение формы этих кривых может быть вы-
полнено с привлечением методов дифференциального исчисления. 
Пример. Построить кривую  cos2 ,aρ = ϕ   a > 0  и найти ее урав-
нение в прямоугольной системе координат. 
Решение. Первый способ.  Придадим полярному углу ϕ  значение 
от  ϕ = 0 до ϕ = 2pi  через промежуток  
8
pi
α = , вычислим соответствующие 
значения ρ  и найденные значения поместим в табл 2.1. 
Таблица 2.1 
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В полярной системе координат примем 
произвольный отрезок за единицу масштаба, 
которой мы будем пользоваться при по-
строении ρ. По значениям ρ и ϕ из таблицы 
построим точки, соответствующие каждой 
паре чисел ρ и ϕ, и соединим их плавной 
кривой. 
Второй способ. Свое наименьшее значение ρ = 0 функция ρ = 
acos2ϕ будет принимать в точках, где cos2ϕ = 0  или  2
2
kpiϕ = + pi , k ∈ℤ , 
или  
4 2
kpi piϕ = + ,  k ∈ℤ .  Значит, при  k = 0,  
4
piϕ = ;  k = 1,  3
4
piϕ = ;  2k = , 
5
4
piϕ = . Наибольшее значение  |ρ| = a  функция будет принимать в точках,  
где  cos2 1ϕ = ±  или 2ϕ = pin, n∈ℤ ,  или 
2
n
piϕ = ,  n∈ℤ .  Значит, при  n = 0, 
ϕ = 0;  n = 1,  
2
piϕ = ;  n = 2,  3
2
piϕ = ;  n = 2,  ϕ = pi.  Таким образом, в проме-
жутке  0
4
pi≤ ϕ ≤   значение ρ  уменьшаются от  a  до  0.  В промежутке от  
4
pi
  
до  
2
pi
  значения  ρ < 0. Значит, они переходят в третью четверть в промежу-
ток от  
4
pi 
pi + 
 
  до  
2
pi 
pi + 
 
, значения ρ  будут увеличиваться от  0  до  a. 
Рассуждая аналогично и далее, получим изображение заданной кривой как 
на рисунке в 1-м способе. 
Замечание 2.4.6. Кривые, определяемые уравнениями  ρ = asin kϕ,  
ρ = acos kϕ,  где  a  и  k – постоянные величины  и  k ∈ℕ , называются «ро-
зами». Если  k – четное число, то кривая имеет  2k  лепестков, если  k – не-
четное, то кривая имеет k лепестков. 
Далее, найдем уравнение четырехлепестковой розы в прямоугольной 
системе координат, у которой начало помещено в полюс полярной систе-
мы координат, а ось абсцисс направлена вдоль полярной оси. 
Так как 2 2cos2 cos sinϕ = ϕ − ϕ , исходное уравнение  cos2aρ = ϕ   пе-
репишем в виде  ( )2 2cos sinaρ = ϕ − ϕ . Подставляя сюда формулы перехода  
P 
2
a
 
а 
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2 2
x yρ = + ,  
2 2
cos
x
x y
ϕ =
+
,  
2 2
sin y
x y
ϕ =
+
,  получим 
2 2
2 2
2 2 2 2
x y
x y a
x y x y
 
+ = −  + + 
  или  
2 2
2 2
2 2
x y
x y a
x y
−
+ =
+
. 
Отсюда 
( ) ( )2 2 2 2 2 2x y x y a x y+ + = − . 
Возведя обе части полученного уравнения в квадрат, получим окон-
чательно  
( ) ( )3 22 2 2 2 2x y a x y+ = − . 
 
2.5. Специальные классы функций 
 
Определение 2.5.1. Функция называется ограниченной, если су-
ществуют такие числа  M  и  m, что для  ( )x D y∀ ∈  выполняется неравен-
ство 
( )m f x M≤ ≤     (2.5.1) 
В противном случае функцию называют неограниченной. 
Определение 2.5.2. Функция  f(x) называется возрастающей (не-
убывающей) на отрезке  [a, b], если для  ∀x1∈[a, b]  и  x2∈[a, b] при  x1< x2  
выполняется неравенство 
( ) ( )
( ) ( )( )
1 2
1 2
f x f x
f x f x
<
≤
    (2.5.2) 
Определение 2.5.3. Функция  f(x) называется убывающей (невоз-
растающей) на отрезке  [a, b], если для  ∀x1∈[a, b]  и  x2∈[a, b] при  x1 < x2  
выполняется неравенство 
( ) ( )
( ) ( )( )
1 2
1 2
f x f x
f x f x
>
≥
    (2.5.3) 
Определение 2.5.4. Невозрастающие, неубывающие, а также воз-
растающие и убывающие функции называется монотонными. Возрас-
тающие и убывающие функции называются строго монотонными. 
 100 
Определение 2.5.5. Функция  f (x)  называется четной, если: 
1) область ее определения симметрична относительно начала координат; 
2) для  ( )x D y∀ ∈   выполняется равенство  ( ) ( )f x f x− = . 
График четной функции симметричен относительно оси  Оу. 
Определение 2.5.6. Функция  f(x)  называется нечетной, если: 
1) область ее определения симметрична относительно начала ко-
ординат; 
2) для  ( )x D y∀ ∈   выполняется равенство  ( ) ( )f x f x− = − . 
Существуют функции, которые не являются ни четными, ни нечетными. 
График нечетной функции симметричен относительно начала координат. 
Определение 2.5.7. Функция f(x)  называется периодической с пе-
риодом  Т,  если: 
1) для  ( )x D y∀ ∈  числа ( ) ( )x T D y+ ∈   и  ( ) ( )x T D y− ∈ ; 
2) для  ( )x D y∀ ∈  выполняется равенство 
( ) ( ) ( )f x T f x f x T+ = = − . 
Определение 2.5.8. Пусть три переменные  u, x, y  связаны друг с 
другом так, что  u  зависит от  x, а  y  –  от  u: 
( ) ( ),y f u u x= = ϕ . 
Если  ( ) ( )E D yϕ ⊂ , то переменную  y  можно считать зависящей от 
переменной  x, т.к. каждому значению ( )x D y∈  соответствует единствен-
ное значение ( )u E∈ ϕ , которому, в свою очередь, соответствует единст-
венное и определенное значение ( )y E f∈ . Таким образом, каждому зна-
чению переменной ( )x D y∈  соответствует единственное и определенное 
значение ( )y E f∈ . 
Указанную зависимость можно записать следующим образом 
( )( )y f x= ϕ . 
В этом случае говорят, что  y  есть сложная функция от  x. Сложную 
функцию называют еще композицией функций. 
3
3
1. y ax b
y u
= +
=
 ⇒ 
( )
( )3 ;
u x ax b
y x
= ϕ = +
= ϕ
 
( ) 332. cos sin , cos , siny x y u u t t x= = = = . 
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Введем понятие обратной функции. 
Определение 2.5.9. Пусть дана 
функция ( )y f x=  такая, что ( )x D f∀ ∈  со-
ответствует одно и только одно значение 
( )y E f∈ , т.е., если  x1 ≠ x2, то  и  y1 ≠ y2,  где  
( )1 1y f x= , ( )2 2y f x= . Тогда можно уста-
новить обратное соответствие, т.е. считать, 
что ( )y E f∀ ∈  соответствует одно и только 
одно ( )x D f∈ , для которого ( )f x y= . 
Очевидно, последнее соответствие будет удовлетворять определе-
нию функции, поэтому  х  есть функция переменной  у: ( )x y= ϕ . Обла-
стью определения новой функции является  E(f ) функции  f(x), а областью 
значений – область определения  D(f ). Функцию ϕ(у)  называют обратной 
функцией по отношению к функции  f (x). 
Понятие обратной функции взаимное, сами же функции  f(x)  и  ϕ(у) 
называются взаимно обратными. 
Замечание 2.5.1. Любая строго монотонная функция имеет обратную. 
Для удобства при рассмотрении обратной функции часто переходят к 
обычным обозначениям (аргумент  х, функция  у). 
Если при обычных общепринятых обозначениях обратной для функ-
ции  f(x)  является функция ϕ(х), то для получения графика функции 
( )y f x= следует повернуть плоскость  Оху  вокруг биссектрисы первого и 
третьего координатных углов на 180°. Очевидно, что если функция 
( )y f x=  возрастающая (убывающая), то и обратная функция также воз-
растающая (убывающая). 
Графики взаимно обратных функций симметричны относительно 
биссектрисы  I  и  III  координатных четвертей.  
 
2.6. Класс элементарных функций 
 
Основные элементарные функции подробно изучались в школьном 
курсе математики. Поэтому напомним кратко их аналитические выраже-
ния и графики. 
Определение 2.6.1. Основными элементарными функциями на-
зываются: 
1) py x= ,    p ∈ℝ  – степенная функция; 
y 
x 0 
3y x=  
3y x=  
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2) xy a= ,     0 1a< ≠  – показательная функция; 
3) logay x= ,    0 1a< ≠  – логарифмическая функция; 
4) siny x=  
5) cosy x=  
6) tgy x=  – тригонометрические функции; 
7) ctgy x=  
8) arcsiny x=  
9) arccosy x=  
10) arctgy x=  – обратные тригонометрические функции. 
11) arcctgy x=  
 
ГРАФИКИ ЭЛЕМЕНТАРНЫХ ФУНКЦИЙ 
 
1. Степенная функция , constpy x p= =  
 
 
 
 
2. Показательная функция  
xy a=  
 
3. Логарифмическая функция  
logay x=  
 
 
 
x 1 
y 
1 
0 
y x=  
3y x=  
1y
x
=  
y 
x 
( )1
xy a ,
a
=
>
 
0 
1 ( )0 1
xy a ,
a
=
< <
 
y 
x 0 
( )
log ,
1
ay x
a
=
>
 
( )
log ,
0 1
ay x
a
=
< <
 
y=x 
2
1y
x
=  
y 
x 
2
3y x=  
0 1 
1 
y 
x 
2y x=  
3y x=  0 1 
1 
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4. Основные тригонометрические функции: 
  
  
 
 
 
5. Обратные тригонометрические функции: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2
pi
−  
у 
x 0 1 
–1 
2
pi
 
arcsiny x=  arccosy x=  
у 
x 0 1 
–1 
2
pi
 
pi 
2
pi
−  
y 
x 
2
pi
 
0 
arctgy x=  
y 
x 
0 
pi 
arcctgy x=  
tgy x=  ctgy x=  
3
2
pi
y 
x 
–pi pi 
2
pi
2
pi
−
3
2
− pi
0 
y 
x pi –pi 
2
pi
pi
2
pi
−
pi
3
2
pi
pi3
2
− pi
pi
0 
0 
siny x=  
y 
x 
–1 
1 
3
2
− pi  
3
2
pi  
2
pi
 
2
pi
−  pi 
–-pi 0 
cosy x=  
y 
x 
–1 
1 
3
2
− pi  
3
2
pi  
2
pi
 
2
pi
−  
pi –pi 
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Определение 2.6.2. Элементарной называется функция, которая 
может быть получена из основных элементарных функций с помощью ко-
нечного числа алгебраических операций или образования сложных функ-
ций, причем аналитическое представление функции должно содержать од-
ну формулу. 
Например, 
2 43
5
7
cos log
tg
x x xy
x x
− −
=  – элементарная функция, 
21 ... ...ny x x x= + + + + +  – неэлементарная функция, 
5
0, 2
2 3 , 2 4
, 4
если x
y x x
x x
 < −

= + − ≤ <
 ≥
 – неэлементарная функция. 
Среди элементарных отдельный интерес представляют так называе-
мые «гиперболические функции». 
Определение 2.6.3. Гиперболическим синусом называется функ-
ция, определяемая формулой    sh
2
x xe e
x
−
−
= . 
Определение 2.6.4. Гиперболическим косинусом называется 
функция, определяемая формулой    ch
2
x xe e
x
−+
= . 
Определение 2.6.5. Гиперболические тангенс и котангенс функ-
ции определяются соответственно формулами: 
sh ch
th , c th
ch sh
x x
x x
x x
= = . 
Замечание 2.6.1. Очевидно, что гиперболические функции имеют 
определенные значения при всех x∈ℝ , за исключением функции 
c thy x= , которая не определена при  0x = . 
Замечание 2.6.2. 2 2sh 0 0, ch 0 1, ch sh 1x x= = − = . 
Замечание 2.6.3. Гиперболические функции напоминают триго-
нометрические, однако не обладают важнейшим свойством тригонометри-
ческих функций – периодичностью. 
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2.7. Числовая последовательность. 
Предел числовой последовательности 
 
Определение 2.7.1. Числовой последовательностью называется 
функция от натурального аргумента (числа) 
 
( )nx f n= .      (2.7.1) 
 
Выражение  xn  называется общим членом последовательности. Чи-
словую последовательность принято обозначать { }n n Nx ∈ . 
Из определения следует, что числовая последовательность – бесчис-
ленное множество действительных чисел. 
Приведем примеры некоторых числовых последовательностей: 
10.  1, 2, 3, 4, …,  {n} 
02 .  1 , 4, 9, …  {n2} 
y 
x 
ch x 
sh x 
0 
x 
y 
0 
1 
–1 
th x 
x 
–1 
y 
1 
0 
cht x 
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03   1 11; ; ; ...
2 3
  
1
n
 
 
 
 
04 . ( )1 nnx = −   –1, +1, –1, … 
05 . 2
1
nx
n
=    1, 1
4
, 
1
9
, ... 
06 .  ( )1 1nx a d n= + −  – арифметическая последовательность, 
07 . 11
n
nb b q
−
=   – геометрическая последовательность. 
Определение 2.7. 2. Выражение для nx  называется общим членом 
последовательности. 
Любой член последовательности может быть получен из общего 
подстановкой в (2.7.1) соответствующего номера члена. Например, 
2 1
5 3n
n
x
n
−
=
+
,   5
9
28
x =  
Числовую последовательность принято обозначать точками число-
вой прямой. 
Определение 2.7.3. Число а  называется пределом числовой по-
следовательности { }n n Nx ∈ , если для любого, сколь угодно малого,  0ε >  
существует такой номер  Nε ∈ℕ , начиная с которого для всех n Nε>  вы-
полняется неравенство 
nx a− < ε      (2.7.2) 
или 
∀ε > 0  ∃ Nε ∈ℕ  ,  ∀n > Nε   ⇒ nx a− < ε . 
Обозначается   lim n
n
x a
→∞
= . 
Неравенство (2.7.2), как известно, эквивалентно неравенству 
na x a− ε < < + ε            (2.7.3) 
Число  а  характеризует поведение большинства членов последова-
тельности, т.е. показывает, что с увеличением номера в процессе, когда  
n→∞,  члены последовательности находятся вблизи  а. 
Из определения следует, что для любого 0ε >  можно указать такой 
номер, начиная с которого все члены последовательности попадают в ок-
рестность точки  а.  
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Определение 2.7.4. Говорят, что последовательность { }n n Nx ∈  в 
процессе при  n → ∞  имеет бесконечный предел, если для любого, доста-
точно большого,  0M >  существует такой номер MN ∈ℕ , что ∀ Mn N>  
выполняется неравенство nx M> . Обозначается   lim n
n
x
→∞
= ∞ . 
Определение 2.7.5. Если последовательность { }n n Nx ∈  имеет конеч-
ный предел, то ее называют сходящейся, если же предел равен бесконечно-
сти или не существует, то последовательность называют расходящейся. 
Теорема 2.7.1. Если предел числовой последовательности сущест-
вует, то он единственный. 
Замечание 2.7.1. Последовательность { }nx  можно рассматривать 
как функцию натурального аргумента, поэтому все свойства функции 
имеют место и для последовательности. Последовательности могут быть 
возрастающими и убывающими, ограниченными и неограниченными. 
Теорема 2.7.2. (достаточное условие сходимости числовой последо-
вательности). Если последовательность { }n n Nx ∈  монотонно возрастаю-
щая (убывающая) и ограничена сверху (снизу), то она имеет конечный 
предел. 
 
2.8. Бесконечно малые и бесконечно большие  
числовые последовательности. Свойства бесконечно малых  
и бесконечно больших числовых последовательностей 
 
Бесконечно малые величины – очень важный класс переменных ве-
личин, играющих первостепенную роль в высшей математике. 
Определение 2.8.1. Числовая последовательность { }nx  называется 
бесконечно малой числовой последовательностью, если  lim 0n
n
x
→∞
=   ⇔  
для ∀ ε > 0  ∃ Nε ∈ℕ  такой,  что ∀ n > Nε  следует nx < ε . 
Определение 2.8.2. Числовая последовательность { }nx  называется 
бесконечно большой, если  lim n
n
x
→∞
= ∞  ⇔ ∀М > 0 ∃NM ∈ℕ ,  ∀n >NM  сле-
дует  nx M> . 
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Теорема 2.8.1. Если { }nx  бесконечно малая числовая последова-
тельность, то 
1
nx
 
 
 
 – бесконечно большая числовая последовательность и 
наоборот, если { }nx  – бесконечно большая числовая последовательность, 
то  
1
nx
 
 
 
 – бесконечно малая числовая последовательность. 
Замечание.2.8.1. Условно данное утверждение записывается так 
1 0  = 
∞ 
,     (2.8.1) 
1
0
 
= ±∞ 
 
.     (2.8.2) 
При этом будем понимать: 
− выражение (2.8.1) означает, что, если в равенстве 1
x
= α  величина  
х  безгранично возрастает, то величина α в том же процессе безгранично 
приближается к нулю; 
− выражение (2.8.2), например, для равенства  tg
2
pi
= +∞  означает, 
что в процессе, когда  ϕ  неограниченно приближается к 
2
pi
 слева, величина 
tgϕ   безгранично растет. 
Замечание 2.8.2. Нужно различать практические бесконечно ма-
лые и бесконечно большие величины от математических бесконечно ма-
лых и бесконечно больших величин. Так, в процессе безграничного рас-
ширения газа данной массы плотность и давление будут величинами бес-
конечно малыми. Но безгранично газ в реальной действительности расши-
ряться не может. Это могут предполагать синоптики, экологи и т.п. 
Практическая бесконечно малая величина – это переменная или по-
стоянная величина, достаточно малая по сравнению с участвующими ко-
нечными величинами (плотность в сравнении с объемом) настолько малая, 
чтобы можно было без существенной ошибки применять по отношению к 
ней свойства «математических» бесконечно малых величин. 
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Свойства бесконечно малых числовых последовательностей 
(без доказательства) 
 
1. Алгебраическая сумма (±) бесконечно малых числовых последо-
вательностей есть бесконечно малая числовая последовательность. 
2. Произведение ограниченной числовой последовательности на 
бесконечно малую числовую последовательность есть бесконечно малая 
числовая последовательность. (Следовательно, произведение двух беско-
нечно малых числовых последовательностей – бесконечно малая числовая 
последовательность). 
Замечание 2.8.3. Если в ходе некоторого процесса число слагае-
мых бесконечно малых величин неограниченно растет, сумма их, вообще 
говоря, может и не быть бесконечно малой величиной.  
( 2 2 2
1 1 1 1
... 0
n n n n
+ + + = → , 
1 1 1
... n
n n n
+ + + = → ∞ ). 
 
Свойства бесконечно больших числовых последовательностей 
(без доказательства) 
 
1. Алгебраическая сумма (±) бесконечно больших числовых после-
довательностей есть бесконечно большая числовая последовательность. 
2. Произведение ограниченной числовой последовательности на 
бесконечно большую числовую последовательность есть бесконечно боль-
шая числовая последовательность. 
3. Произведение двух бесконечно больших числовых последова-
тельностей есть бесконечно большая числовая последовательность. 
 
Неопределенные выражения 
 
Естественным образом возникает вопрос: что будет, если  
1. . .
. .
б б
б б
∞ 
=  
∞ 
? 
2. . . 0
. . 0
б м
б м
 
=  
 
? 
3. б.б. – б.б. = (∞ – ∞)? 
Определение 2.8.3. Выражения ∞  
∞ 
, 
0
0
 
 
 
, ( )∞ − ∞  называются не-
определенными. Неопределенными будут также выражения ( )1∞ , ( )00  и т.п. 
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Название связано с тем, что в результате раскрытия этих неопреде-
ленностей могут быть получены различные результаты (конечные или бес-
конечные пределы и т.п.). 
Правило 2.8.1. (раскрытия неопределенности ∞  
∞ 
).  При раскрытии 
неопределенности вида 
∞ 
 
∞ 
 можно числитель и знаменатель дроби разде-
лить на величину, имеющую в данном процессе наибольший порядок не-
ограниченного роста (бесконечности). 
Например,  
1. 
3 2 3
2
3
8 977 8 9 7lim lim 3 2 03 2n n
n n n n
n
n n
→∞ →∞
+ −
+ − ∞   
= = = = ∞   
∞
−    
−
. 
2. ( ) ( )( ) ( )
( )
( )
( )
( )
( )
( )
( )
( )
1 ! 2 !
1 ! 2 ! 3 ! 3 !
lim lim
2 ! 3 !2 ! 3 !
3 ! 3 !
n n
n n
n n n n
n nn n
n n
→∞ →∞
+ +
+
+ + + + +
= =
+ ++ + +
+
+ +
 
( )( ) ( )
( )
1 1
2 3 3 0lim 01 11
3
n
n n n
n
→∞
+
+ + +  
= = = 
 +
+
. 
Замечание 2.8.4. В математике принято произведение первых на-
туральных   n  чисел обозначать как  n! . Таким образом,  
( ) ( ) ( ) ( ) ( )( )! 1 2 3 ... , 1 ! ! 1 , 3 ! 1 ! 2 3n n n n n n n n n= ⋅ ⋅ ⋅ ⋅ + = + + = + + + . 
По определению 0! 1= . 
 
2.9. Предел функции 
 
Рассмотрим функцию ( )y f x= , задан-
ную на произвольном множестве. 
Определение 2.9.1. (по Гейне). Число 
А называется пределом функции  ( )y f x=   в 
процессе при  0x x→ , если для любой чи-
у 
х х1 х2 х3 
А 
х0 
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словой последовательности { }n n Nx ∈ , сходящейся к 0x , соответствующая 
последовательность значений функции  ( ){ }n n Nf x ∈  сходится к  А. 
Замечание 2.9.1. Определение предела функции по Гейне удобно 
для доказательства того, что функция не имеет предела. 
Пример: Доказать, что  
1lim sin
x x→∞
  не существует. 
Решение. Рассмотрим   
1 0
2n n
x
n →∞
= →
pi
,   
1
sin sin(2 ) 0
n
n
x
= pi = . 
1 10; sin sin( 2 ) 1
22
2
n
n n
x    n
x
n
→∞
pi
′ = → = + pi =
pi ′
+ pi
. 
Следовательно, функция  
1
siny
x
=   при  0x →   предела не имеет. 
Упражнение. Доказать, что  lim cos
x
x
→∞
 не существует. 
Определение 2.9.2. (по Коши). Число A  называется пределом 
функции ( )y f x=   при 0x x→ , если для любого, сколь угодно малого, чис-
ла 0ε >  существует число 0εδ >  (зависящее от ε) такое, что для всех 
0x x≠ , удовлетворяющих неравенству 
0x x ε− < δ ,       (2.9.1) 
выполняется неравенство 
( )f x A− < ε .        (2.9.2) 
( )
0
0 0lim 0 0 и
x x
f x A x x x xε ε
→
= ⇔ ∀ε > ∃δ > ∀ ≠ − < δ ⇒  
( )f x A− < ε . 
Замечание 2.9.1. Выясним геометрический смысл неравенств 
(2.9.1), (2.9.2). 
0x x ε− < δ  ⇔  0 0x x xε ε− δ < < + δ   ⇒  неравенство (2.9.1) означает, 
что x ε∈δ  – окрестности точки  x0. 
( )f x A− < ε  ⇔ ( )A f x A− ε < < + ε  ⇒  неравенство (2.9.1) означает, 
что ( )f x ∈ε −  окрестности точки А.  
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Геометрически тот факт, что 
( )
0
lim
x x
f x A
→
=   означает, что, какую бы 
2ε-полосу (ε-окрестность) точки А  мы 
не взяли, найдётся такая  2 εδ  – полоса 
точки x0 ( εδ -окрестность), что для всех 
х  из εδ -окрестности соответствующие 
значения функции попадают в 2ε-
полосу (ε-окрестность) точки  А. 
В качестве εδ  достаточно взять наименьший из отрезков 0BM  и 0M C : 
{ }0 0min ,BM M Cεδ = . 
Определение 2.9.3. Функция ( )y f x=  имеет своим пределом  +∞  
при 0x x→ , если для любого, достаточно большого числа, 0M >   существу-
ет число 0Mδ >  такое, что для всех 0x x≠  и 0 Mx x− < δ  выполняется нера-
венство ( )f x M>  (переменная величина у в данном процессе при 0x x→  – 
неограниченно возрастающая.) Этот факт записывается символически 
( )
0
lim
x x
f x
→
= +∞ . 
Определение 2.9.4. Число А называют пределом функции 
( )y f x=  при x → +∞  если для любого, сколь угодно малого, 0ε >  ∃ 0Rε >  
такое, что для всех х, для которых вы-
полняется неравенство x Rε> , выполня-
ется также неравенство ( )f x A− < ε . 
Записывается так 
lim ( )
x
f x A
→∞
= . 
Замечание 2.9.2. Можно утверждать, что предел числовой после-
довательности является частным случаем предела функции при  x → +∞  
(когда ( )D f =ℕ ). 
Определение 2.9.5. Функция 
( )y f x=  имеет своим пределом  +∞ при 
x → −∞ , если для любого, достаточно 
большого, М > 0, существует число RM < 
0, что при любых х < RM выполняется не-
равенство   ( )f x M> . 
х 
А-ε 
В С М0 
х0 0x ε− δ  0x ε+ δ  
А 
А+ε 
у 
0 
А 
y 
x 0 
М 
MR  x 
0 
y 
x 
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2.10. Бесконечно малые функции. 
Основные свойства бесконечно малых функций 
 
Определение 2.10.1. Функция ( )y f x=  называется БМФ в процес-
се, когда  0x x→  (в окрестности точки  х0  или бесконечно удаленной точ-
ки), если 
( )0
lim ( ) 0
x x
x
f x
→
→±∞
= . 
0
lim ( ) 0
x x
f x
→
=    ⇔  ∀ε  > 0  ∃ εδ  > 0, ∀x ≠ x0 
и  0x x ε− < δ   выполняется неравенство ( )f x < ε . 
Например,  
1. 1y
x
=  – бесконечно малая функция при   x → ±∞.  1lim 0
x х→±∞
= . 
2. 5logy x=  – бесконечно малая функция в окрестности точки x = 1. 
51
limlog 0
x
x
→
= . 
 
Основные свойства бесконечно малых функций 
Теорема 2.10.1. Сумма двух бесконечно малых функций в ок-
рестности точки  0x  есть БМФ в окрестности этой точки. 
Дано: f(x)  и  g(x) – бесконечно малые функции в окрестности 
точки  0x . 
Доказать: ( ) ( )( )f x g x+  – БМФ. 
Доказательство: 
0
lim ( ) 0
x x
f x
→
=  ⇒ ∀
2
ε
 ∃ 0ε′δ >  такое, что для ∀ x ≠ x0 
и  0x x ε′− < δ    ⇒  ( ) 2f x
ε
< . 
По условию ( )
0
lim 0
x x
g x
→
=  ⇒ ∀
2
ε
  ∃ 0ε′′δ >  такое, что ∀ x ≠ x0   
0x x ε
′′
− < δ   ⇒ ( )
2
g x ε<  ⇒  в меньшей из окрестностей выполняются два 
условия ∀
2
ε
 ∃ { }min ,ε ε ε′ ′′δ = δ δ  такое, что ∀ x ≠ x0   и 0x x ε− < δ   ⇒ 
⇒ ( ) ( ) ( ) ( )
2 2
f x g x f x g x ε ε+ ≤ + < + = ε  ⇒ 
⇒ ( ) ( )( )
0
lim 0
x x
f x g x
→
+ = . 
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Следствие 2.10.1. Сумма конечного числа бесконечно малых 
функций есть БМФ. 
Теорема 2.10.2. Произведение бесконечно малой функции на функ-
цию, ограниченную в окрестности точки  0x , есть БМФ. 
Дано: 
0
lim ( ) 0
x x
f x
→
= ,  ( )g x M<  в окрестности точки  0x . 
Доказать: ( )
0
lim 0
x x
Mf x
→
= . (самостоятельно). 
Следствие 2.10.2. 
1. Произведение бесконечно малой функции и константы есть БМФ. 
2. Произведение двух бесконечно малых функций в данном процессе 
есть в этом процессе БМФ. 
3. Произведение любого числа бесконечно малых функций есть БМФ. 
Теорема 2.10.3. Отношение бесконечно малой функции к функции, 
предел которой есть конечное число, является также БМФ: 
( )
( )
1
2
0
0
f x
f x M
→
→
→
,       где 0M ≠ . 
Теорема 2.10.4. Величина, обратная бесконечно малой функции 
имеет своим пределом  +∞  или  –∞. 
Доказательство: Пусть ( )f x  – БМФ, следовательно, по опреде-
лению 2.10.1 ( )
0
lim 0
x x
f x
→
= . Значит, 0 0 ε∀ε > ∃ δ >  такое, что 0 x x∀ ≠  и 
( )0x x f xε− < δ ⇒ < ε , следовательно, по свойству неравенств 
( )
1 1
f x > ε ,  но  
1 M=
ε
 – большое число. 
По определению 2.9.3 функция  ( )0
1lim
x x f x→ = ±∞ . 
Теорема 2.10.5. (Необходимое и достаточное условие существова-
ния предела). Для того чтобы функция ( )y f x=  при 0x x→  имела конеч-
ный предел А, необходимо и достаточно, чтобы в окрестности точки 0x  
( )f x  можно было бы представить в виде суммы этого предела и БМФ. 
( )
0
lim
x x
f x A
→
= ,   ⇔   в окрестности точки  0x  ( ) ( )f x A x= + α , 
где ( ) 0xα → ,  при  0x x→ . 
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2.11. Бесконечно большие функции и их свойства 
 
Определение 2.11.1. Бесконечно большой в окрестности точки 0x  
называется такая функция, для которой ( )
0
lim
x x
f x
→
= ∞ . 
 
Свойства бесконечно больших функций 
Теорема 2.11.1. Величина, обратная ББФ в окрестности точки 0x , 
есть БМФ. 
Теорема 2.11.2. Сумма любого числа бесконечно больших функций 
одного знака есть ББФ. 
(∞ + ∞ + ∞ + … ) = ∞. 
Теорема 2.11.3. Произведение бесконечно большой функции на 
функцию, ограниченную в данном процессе, есть ББФ. 
Следствие 2.11.1. Произведение постоянной величины и бесконеч-
но большой функции есть ББФ. 
Теорема 2.11.4. Отношение бесконечно большой функции и вели-
чины, ограниченной в данном процессе, но не равной 0, есть ББФ. 
 
2.12. Основные теоремы о пределах функции 
(Правила предельного перехода в равенствах) 
 
Пусть существуют конечные пределы ( )
0
1lim
x x
f x A
→
= ,  ( )
0
2lim
x x
f x B
→
= , 
тогда справедливы следующие теоремы. 
Теорема 2.12.1. 
0
lim const const
x x→
= . 
Теорема 2.12.2. ( ) ( )
0 0
1 1lim lim
x x x x
c f x c f x c A
→ →
⋅ = ⋅ = ⋅ . 
Доказательство: Пусть ( )
0
lim
x x
f x A
→
= . По теореме 2.10.5 в окрест-
ности точки  х0  имеем, что ( ) ( )f x A x= + α , где ( ) 0xα → при  х → х0. То-
гда ( ) ( )c f x c A c x⋅ = ⋅ + ⋅ α , но по свойству бесконечно малых функций  
( )c xα  – бесконечно малая функция. Следовательно, по теореме 2.10.5  
( ) ( )
0 0
lim lim
x x x x
c f x cA c f x
→ →
= = ⋅ . 
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Теорема 2.12.3. 
( ) ( )( ) ( ) ( )
0 0 0
1 2 1 2lim lim lim
x x x x x x
f x f x f x f x A B
→ → →
± = ± = ± . 
Доказательство: ( )
0
1lim
x x
f x A
→
= , ⇒ по теореме 2.10.5, 
( ) ( )1f x A x= + α , где ( ) 0xα →   при  х → х0.  
( )
0
2lim
x x
f x B
→
= , ⇒  по теореме 2.10.5  ( ) ( )2f x B x= + β ,  где ( ) 0xβ →   
при  0x x→ . 
Тогда в окрестности точки  х0  
( )1f x ± ( )2f x  = ( ) ( ) ( )( )A B x x± + α ± β , 
где ( ) ( )( ) 0x xα ± β →  при 0x x→  как алгебраическая сумма конечного 
числа БМФ в окрестности точки х0, следовательно, по теореме 2.10.5  
( ) ( )( ) ( ) ( )
0 0 0
1 2 1 2lim lim lim
x x x x x x
f x f x A B f x f x
→ → →
± = ± = ± . 
Теорема 2.12.4. ( ) ( ) ( ) ( )
0 0 0
1 2 1 1lim lim lim
x x x x x x
f x f x f x f x A B
→ → →
⋅ = ⋅ = ⋅ . 
(Доказать самостоятельно). 
Теорема 2.12.5. ( )( )
( )
( )
0
0
0
1
1
2 2
lim
lim
lim
x x
x x
x x
f xf x A
f x f x B
→
→
→
= = ,   если  В ≠ 0. 
Доказательство:  По условию, ( )
0
1lim
x x
f x A
→
= . Тогда по теореме 
2.10.5 имеем, что ( ) ( )1f x A x= + α , где  ( )xα  – БМФ, или ( ) 0xα →  при 
0x x→ . С другой стороны, ( )
0
2lim
x x
f x B
→
= . Тогда по теореме 2.10.5 имеем, 
что ( ) ( )2f x B x= + β , где  ( ) 0xβ →  при  0x x→ . 
Рассмотрим  
( )
( )
( )
( )
( )
( )
1
2
f x A x A x A A
f x B x B x B B
 + α + α
= = − + = 
+ β + β 
 
( ) ( )
( )( )
( ) ( )( )
( )( ) 0
B x A xA B x B A B A xA A
B B B x B B B x
⋅ α − ⋅β⋅ + α ⋅ − ⋅ − ⋅β
= + = + →
+ β + β . 
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Таким образом, 
( )
( ) ( )
1
2
f x A
xf x B= + γ , где ( ) 0xγ →   при 0x x→ , следо-
вательно, по теореме 2.10.5  ( )( )0
1
2
lim
x x
f x A
f x B→ = . 
 
2.13. Теоремы о предельном переходе в неравенствах 
 
Теорема 2.13.1. Если функция ( )f x  определена в некотором про-
межутке, содержащем точку  х0, и имеет положительный (отрицательный) 
предел при 0x x→ , то найдется такая окрестность точки  х0, в которой 
функция положительна (отрицательна). 
Теорема 2.13.2. Если в окрестности точки 
х0 выполняется неравенство  ( ) ( )1 2f x f x>  и 
функции  f1  и  f2  имеют пределы при 0x x→ , то  
( ) ( )
0 0
1 2lim lim
x x x x
f x f x
→ →
≥ . 
Теорема 2.13.3. (теорема о «зажатой» 
функции или о «двух милиционерах»).  Если функ-
ции  u(x),  y(x),  v(x)  связаны в окрестности точки  
х0  соотношением   u(x) ≤ y(x) ≤ v(x)     и 
( )
0
lim
x x
u x A
→
= , ( )
0
lim
x x
v x A
→
= , то 
( )
0
lim
x x
y x A
→
= . 
Теорема 2.13.4. Если функция f(x) в некоторой окрестности точки х0 
монотонно возрастающая (убывающая) и ограничена сверху (снизу), то 
она имеет конечный предел. 
Теорема 2.13.5. Если функция  f(x) – элементарная и определена 
при x = x0,  то 
( )
0 0
lim lim
x x x x
f x f x
→ →
 
=  
 
. 
f2 
f1 
→ x0 x 
y 
0 
v 
→ x0 
А 
y 
u 
y 
0 x 
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2.14. Неопределённые выражения 
 
Определение 2.14.1. В результате предельного перехода в равенствах 
могут быть получены выражения вида 
0
0
 
 
 
, 
∞ 
 
∞ 
, ( )1∞ , ( )∞ − ∞ , ( )0 ⋅ ∞ .  
Такие выражения называются неопределёнными. 
Правило 1. Неопределённости вида ∞  
∞ 
 могут быть раскрыты де-
лением числителя и знаменателя на величину, имеющую в данном процес-
се наивысший порядок неограниченного роста. 
10. 
3
3 2 6
1 1 1lim lim lim
01 1 1 1x x x
x
x x x x x
x x x
→∞ →∞ →∞
∞   
= = = = = ∞   
∞   + − + − −
+
 
Правило 2. Пусть рассматривается  
( )
( )0 0
0
0
...lim lim
...
n
n n
mx x x x
m m
P x a x a
Q x b x b→ →
+ +
=
+ +
 и ( )
0
lim 0n
x x
P x
→
= ,   ( )
0
lim 0m
x x
Q x
→
= . 
Тогда неопределённость вида  
0
0
 
 
 
  может быть раскрыта: 
1) делением числителя и знаменателя дроби на выражение  ( 0x x− ); 
2) разложением числителя и знаменателя на множители. 
20. 
( )( )
( )
2
2
2
1,222
1 2
2
5 6 2 3
2 3 2 0
9 16 25,
3 55 6 0
,lim 402 3 2
12,
2
12 3 2 2 2
2
x
x x x x
x x
D
x x x
x x
x x
x x x x
→
− + = − −
− − =
= + =
±
− +  
== = = 
− −  
= = −
 
− − = − + 
 
 
( )( )
( )2
2 3 1 1lim 51 522 2
22
x
x x
x x
→
 
 − −
−
= = = − 
   ⋅
− +    
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30 .  
4 3 2
4 3 21
1 0lim
02 2 1x
x x x
x x x→
− + −  
= = 
− + −  
 
x
4 
– x
3 + x2 – 1       (x – 1)   x4 – 2x3 + 2x2 – 1  ( x – 1) 
–(x4 – x3)    x3 + x  + 1  (x4 – x3)  x3 + x  2+ x +1 
    x
2 
– 1          – x3+ 2x2 – 1 
 – (x2 – x)          – (–x3 + x2) 
   x – 1        x2 – 1 
  –(x –1)    – (x2 – x) 
   0              x – 1 
             – (x – 1) 
              0 
( )( )
( )( )
3 3
3 23 21 1
1 1 1 3lim lim
411 1x x
x x x x x
x x xx x x x→ →
− + + + +
= = =
+ + +
− + + +
. 
Правило 3. Неопределённости 0
0
 
 
 
, содержащие иррациональные 
выражения, могут быть раскрыты: 
− путем перевода иррациональности из числителя в знаменатель 
или наоборот; 
− введением новой переменной. 
40 . ( )
( )( )
( )( )
22
4 4
16 5 316 0lim lim
05 3 5 3 5 3x x
x xx
x x x→ →
− + +
−  
= = = 
 + − + + + −
 
( )( )
4
4 5 3
lim 8 6 48
1x
x x
→
+ + +
= = − ⋅ = −
−
. 
50. 
123
4 121
,  1 при 11lim
1x
x t t xx
x t x→
= → →
−
= =
− =
 
= 
( )( )( )
( )( )
24
3 21 1
1 1 11 4lim lim .
31 1 1t t
t t tt
t t t t→ →
− + +
−
= =
−
− + +
 
Правило 4. Неопределённости вида ( ) ( ), 0∞ − ∞ ⋅ ∞  сводятся с по-
мощью алгебраических преобразований к неопределённостям вида 
0
,
0
∞   
   
∞   
. 
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2.15. Первый замечательный предел 
 
Рассмотрим 
sin xy
x
= , 
( ) ( ) ( ), 0 0,D y = −∞ ∪ + ∞ . ( ) ( )y x y x− =
. 
Следовательно, функция 
sin xy
x
=  – 
четная. Построим график. В окрестности 
точки 0  имеем неопределенность 0
0
 
 
 
. 
По графику функции можно предпо-
ложить, что 
0
sinlim 1
x
x
x→
= . 
Теорема 2.15.1. 
0
sinlim 1
x
x
x→
= . 
Доказательство. 
Так как 
( ) ( ) ( )
( ) ( ) ( ) ( )
;0 0; ,
sin sin
D y
y xx xy x y x
x x
= −∞ ∪ +∞ 

⇒
−
− = = = 
− 
  – чётная функция. 
Поэтому докажем теорему для  0x > . Из свойств функции  sin x   из-
вестно, что для любого  0;
2
x
pi 
∈ 
 
  
sin 0x
x
> . По теореме 2.13.1 существует 
такая окрестность точки  0 0x = , в которой sin 0x > . Рассмотрим треуголь-
ник ∆АОВ, сектор  АОВ  и  треугольник  ∆АОD.  
Тогда, 
1
sin
2AOB
S OB OA x= ⋅ ⋅△ ; 
2
. 2сект OAB
rS x= ⋅ ;   1
2AOD
S OA AD= ⋅△ . 
Очевидно, что имеет место неравенство: 
21 1
sin
2 2 2
OAOB OA x x OA AD⋅ ⋅ < < ⋅ . 
21 1 11 sin 1 1 tg
2 2 2
x x x⋅ ⋅ < ⋅ ⋅ < ⋅ ⋅ . 
O A C 
B 
D 
x 
y 
x 
x 
y 
0 pi –pi 
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Так как в окрестности точки  0x =   sin 0x > , то умножим неравенст-
во на 
2 0
sin x
> , следовательно, 
11
sin cos
x
x x
< <   или  
sin
cos 1xx
x
< < . Но 
0
lim cos 1
x
x
→
= , 
0
lim 1 1
x→
= , тогда по теореме 2.13.3 о «зажатой» функции  
0
sinlim 1
x
x
x→
= . 
В силу чётности функции 
sin xy
x
=  имеем 
0
0 0
sin sinlim 1 lim 1
x
x x
x x
x x
<
→ →
= ⇒ = . 
Следствие 2.15.1. 
0
lim 1
sinx
x
x→
= . 
Доказательство: 
0 0
0 1 1lim lim 1
sinsin 0 11x x
x
xx
x
→ →
 
= = = = 
   → 
 
. 
Следствие 2.15.2.  
0
sinlim
x
kx k
x→
= . 
Следствие 2.15.3.  
0
tglim
x
mx
m
x→
= . 
Следствие 2.15.4.  
0
arcsinlim
x
mx
m
x→
= . 
Доказательство: 
0 0
arcsin , 0arcsin 0lim lim
sin , 00 sinx y
mx y ymx my
m
mx y xx y→ →
= → 
= = = = 
= → 
. 
Замечание 2.15.1. Первый замечательный предел применяется для 
раскрытия неопределенностей вида 
0
0
 
 
 
, содержащих тригонометрические 
функции. 
Замечание 2.15.2. 
0
coslim
x
x
x→
= ∞ . 
Пример 10. 
0 0
sin 7 7
sin 7 0 77lim lim
sin 2sin 2 0 22
2
x x
x
x
x x
xx
x
x
→ →
 
⋅ 
   
= = = 
  
⋅ 
 
. 
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Пример 20. 
2 2
lim tg lim tg 0
2 2
x x
x x x x
pi pi
→ →
pi pi   
− = − = ⋅ ∞ =   
   
 
1 способ:   
2
sin 002 2lim
cos 0
2 2
x
x x x y y
x
x y x
pi
→
pi pi 
− ⋅ − = → 
  
= = = = 
pi pi 
= − →
 
0 0
sin
cos2lim lim 1
sin
cos
2
y y
y y
y y
yy→ →
pi 
− 
 
= = =
pi 
− 
 
, 
2 способ:   = 
2
lim tg
2
x
x x
pi
→
pi 
− = 
 
2 2
sin
2lim lim sin 1.
sin
2
x x
x x
x
x
pi pi
→ →
pi 
− 
 
= =
pi 
− 
 
 
 
2.16. Число  е 
 
Теорема 2.16.1. Все логарифмические функции пропорциональны 
друг другу. 
 
Доказательство: Рассмотрим функции  
1 log , 0, 1ay x a a= > ≠ , 
2 log , 0, 1by x b b= > ≠ . 
Согласно основному логарифмическому тождеству: loga xx a= , 
0, 1a a> ≠ . По свойству логарифмов будем 
иметь 
log log log logb a b ax x a k x= ⋅ = . 
Таким образом, все графики логарифми-
ческих функций получаются из одного путём 
равномерного растяжения от оси OX  или сжа-
тия к этой оси.  
Каждый из графиков логарифмической функции имеет свой угол 
наклона в точке пересечения его с осью  OX (углом между кривыми в 
точках их пересечения называется угол между касательными к ним, 
проведенными в этой точке). 
450 
lny x=  
1 0 
y 
x 
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При растяжении графиков касатель-
ная поворачивается, причём для очень 
больших  а,  она наклоняется к  OX  весьма 
полого (угол маленький). При  а,  близких 
к  1 – весьма круто. 
Значит при некотором значении  а,  
угол пересечения графика логарифмиче-
ской функции с осью  OX  будет равным 
450. Это значение обозначим  е. 
Точные подсчёты показывают, что  
е ≈ 2,718281828. Обозначение числа е  ввел 
Эйлер. Логарифм по снованию  е  называют натуральным логарифмом. 
 
2.17. Второй замечательный предел 
 
Теорема 2.17.1. 
0
ln(1 )lim 1
h
h
h→
+
= . 
Доказательство: Рассмотрим функцию  lny x= . 
Возьмем на графике точку  B(1 h+ , ( )ln 1 h+ ), где  0h > . Проведем 
через точку  1х =   касательную. 
Из пункта 2.16 ясно, что 45CAB∠ = ° . Рассмотрим ABC∆ - прямо-
угольный.  
 
tg CB
AC
β =  
 
или 
( )ln 1
tg
h
h
+β = . 
 
 
 
Из геометрических соображений ясно, что при  0 45h → β → ° ⇒  
tg tg 45 1β → ° = ,  т.е. 
0
lim tg 1
h→
β = ,  значит,   ( )
0
ln 1
lim 1
h
h
h→
+
= . 
Аналогично, при  0h <    ( )
0
ln 1
lim 1
h
h
h→
+
= . 
y 
x 0 
lny x=  
( )ln 1 h+  
α=45° 
β A 
B 
1 
1+h 
C 
а = 1, 2 а = 2 2log x  
а = е loge x  
а = 4 4log x  
1 х 
у 
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Следствие 2.17.1. ( )1
0
lim 1 h
h
h e
→
+ = .     (*) 
Доказательство: Согласно основному логарифмическому тождест-
ву 
log ba
a b=  будем иметь, что ( ) ( )
( )1 ln 11 ln 11 h
h
h hhh e e
+
++ = = . Перейдем к пре-
делу в этом равенстве при  0h → ,тогда  ( )1
0
lim 1 h
h
h e
→
+ =   (*)  или по другому, 
( ) ( )
( )ln 11
0
1 limln 1
0 0
lim 1 lim
h
hh hhh
h h
h e e e
+
→+
→ →
+ = = = . 
Следствие 2.17.2. 1lim 1
y
y
e
y→∞
 
+ = 
 
      (**) 
Доказательство: В (*) введем замену  1y
h
= , тогда    
1h
y
= ,  при   
h → 0   y → ∞   и  
1lim 1
y
y
e
y→∞
 
+ = 
 
. 
Замечание 2.17.1. Формулы (*) и (**) часто принимают за опреде-
ление числа  е и называют вторым замечательным пределом. 
Замечание 2.17.2. Пределы (*) и (**) применяют к раскрытию не-
определённостей вида  ( )1∞ . 
Замечание 2.17.3. Если ( )f x  - элементарная функция и в окрест-
ности точки 0x  ( ) 0f x > , а также ( )
0
lim 0
x x
f x A
→
= > , то 
( ) ( )
0 0
lim ln ln lim
x x x x
f x f x
→ →
= . 
 
2.18. Некоторые важные пределы 
 
1. ( )1
0
lim 1 kx
x
kx e
→
+ = . 
Доказательство: ( ) ( ) ( )1 1
0 0
lim 1 1 lim 1
k
k
x kx
x x
kx kx e∞
→ →
 
+ = = + = 
 
. 
 125 
2. lim 1
x
k
x
k
e
x→∞
 
+ = 
 
. 
3. ( )
0
log 1
lim loga a
x
x
e
x→
+ 
= 
 
. 
Доказательство: 
( ) ( )
0 0
log 1 ln 10 1lim lim log
0 ln ln
a
a
x x
x x
e
x a x a→ →
+ +   
= = = =   
⋅  
. 
4. 
0
1lim ln
x
x
a
a
x→
 
−
=  
 
. 
Доказательство: 
0
1 0lim
0
x
x
a
x→
 
−  
= =       
 
( ) ( ) ( )0 0
1 , 0
1 11, 0 lim lim ln
log 1log 1 log
log 1
x
x
y y aa a
a
a y y
y
a y x a
yy e
x y y
→ →
− = →
= = + → = = = =
++
= +
. 
Из (4) следует 
5. 
0
1lim 1
x
x
e
x→
−
= . 
6. ( )
0
1 1
lim
x
x
x
α
→
+ −
= α . 
Упражнение. Пределы 5, 6 доказать самостоятельно. 
 
2.18.1. Пределы от функции ( ) ( )v xy u x=     
 
При вычислении пределов вида ( ) ( )lim v x
x
u x
→
    полезно помнить: 
1. Если ( ) ( )lim , lim
x a x a
u x A v x B
→ →
= =   , где  А  и В – конечные чис-
ла, то ( ) ( )lim v x B
x a
u x A
→
=   . 
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2. Если ( ) ( )lim 1, lim
x a x a
u x A v x
→ →
= ≠ = +∞ , то 
( ) ( ) , 1lim
0, 0 1.
v x
x a
A
u x
A→
+∞ >
=    < <
 
3. Если ( ) ( )lim 1, lim
x a x a
u x A v x
→ →
= ≠ = −∞ , то  
( ) ( ) 0, 1lim
, 0 1.
v x
x a
A
u x
A→
> 
=    +∞ < <
 
4. Если ( ) ( )lim 1, lim
x a x a
u x v x
→ →
= = ∞ , то ( )lim 1v
x a
u ∞
→
= . 
Неопределённость вида ( )1∞  раскрывается с помощью числа  е. 
( ) ( ) ( ) ( )( ) ( )
( ) ( )( ) ( ) ( )( )11 lim 11lim 1 lim 1 1 x a
v x u x
v x u xv x
u x
x a x a
u x u x e →
⋅ −
⋅ −
∞
−
→ →
 
 = = + − =      
 
. 
 
Примеры. 
10. ( ) ( )2 5 6
2
lim 2 3 1
x
x x
x
x
∞
− +
→
− = =  
 ( )
( ) ( )
( )( )
2 2
2 2 3
2
2 4
1 lim5 6 42 4
2
lim 1 2 4 .
x x
x x
x
x x
x x
x
x
x e e
−
− −
→
−
− +
−
−
→
  
= + − = =   
  
 
20. ( )
335 2 5 2lim 1 lim 1 1
5 4 5 4
xx
x x
x x
x x
++
∞
→∞ →∞
−  −    
= = = + − =    + +    
 
 
( )365 4 5 4 3 66 lim6 5 4 56lim 1 .
5 4
x
x
x x x
x
x
e e
x
+
→∞
−
+ + +
−
−
− +
→∞
 
−  
= + = =  +  
 
 
30. 
7 7
0 0
1 0 1 1lim lim .
0 77
7
y y
y y
e e
yy→ →
− − 
= = = 
 
⋅
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2.19. Сравнение бесконечно малых 
и бесконечно больших функций 
 
Рассмотрим отношение двух бесконечно малых величин. Это неоп-
ределенность  
0
0
 
 
 
  и  
( )
( )0
0
0lim
0
const
x x
x
x→

α   
= = ∞  β  

. 
Определение 2.19.1. Если предел отношения двух бесконечно ма-
лых функций равен постоянному числу, то бесконечно малые функции 
имеют одинаковый порядок малости. 
Определение 2.19.2. Если ( )( )0
0lim 1
0x x
x
x→
α  
= = β   , то  ( )xα   и  ( )xβ   
называются эквивалентными бесконечно малыми функциями при 
0x x→ . Записывают ( ) ( )
0x x
x x
→
α ≈ β   или ( ) ( )
0x x
x x
→
α β∼ . 
 
Свойства эквивалентных бесконечно малых величин: 
 
1. if  α β∼ , то β α∼ . 
Доказательство: По  условию 
( )
( )0lim 1x x
x
x→
α
=β . 
Рассмотрим 
( )
( ) ( )
( )
( ) ( )
0 0 0
1 1lim lim 1
1x x x x
x xx
xx x x
x
→ →
β αβ
= = = ⇒
αα →
β
∼
. 
 
2. if  α β∼   и β γ∼ , то α γ∼ . 
Доказательство: По условию ( ) ( )x xα β ⇒∼  ( )( )0lim 1x x
x
x→
α
=β , 
( ) ( ) ( )( )00
lim 1
x x
x x
x
x x
x→→
ββ γ ⇒ =
γ
∼ .  
Рассмотрим  
( )
( )
( )
( )
( )
( )
( ) ( )
0 0 0
lim lim 1
x
x
xx x x x
x x
x
x
x x
x
α
β
γ→ → →β
α
= = ⇒ α γ
γ
∼ . 
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Таблица эквивалентных бесконечно малых величин 
Из рассмотренных ранее замечаний, а также важных пределов следует: 
1. 
0
sin
y
y y
→
∼ ; 
2. 
0
tg
y
y y
→
∼ ; 
3. 
2
0
1 cos
2y
yy
→
− ∼ ; 
 
4. 
0
arcsin
y
y y
→
∼ ; 
5. 
0
arctg
y
y y
→
∼ ; 
 
6. ( )
0
ln 1
y
y y
→
+ ∼ ; 
7. ( )
0
log 1
lna y
yy
a→
+ ∼ ; 
 
8. 
0
1y
y
e y
→
− ∼ ; 
9. 
0
1 lny
y
a y a
→
− ⋅∼ ; 
 
10. ( )
0
1 1
y
y yα
→
+ − α∼ ; 
11. 1
0
...
n n
y
Ay By Cy Cy−
→
+ + + ∼ . 
 
Замечание 2.19.1. Таблицу эквивалентных бесконечно малых ве-
личин используют для нахождения пределов. Например, 
10. ( )12
0 0 0
2
1 2 1 0 1lim 1 2 1 2 lim 1
0 2x x x
y x
x x
x x x
x x→ → →
=
+ −  
= = + − ⋅ = = = 
 
∼ . 
20. 3 20 0
arcsin 7 0 7lim lim 7
3 0x x
x x
x x x x→ →
 
= = = − + − − 
. 
30. ( ) ( ) ( )
( )( )
3
23 2
sin 3 3sin 3 0lim
5 6 0 5 6 2 3
x
x
x xx
x x x x x x
→
→
− −
−  
= = = 
− +  
− + = − −
∼
 
Тригонометрические 
Обратнотригонометрические 
Логарифмические 
Показательные 
Степенные 
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( )
( )( )3
3
lim 1
2 3x
x
x x→
−
= =
− −
. 
40. 
2 4 2 4
3 30 0 0
sinlim sin lim
2 2x x x
x x x x x x
x x
x x x x→ → →
+ − + −
= = =
− −
∼  
( )
( )
3
20
1 1lim
22x
x x x
x x→
+ −
= =
−
. 
Определение 2.19.3. Если ( )( )0lim 0x x
x
x→
α
=β , то говорят, что бесконечно 
малая функция ( )xα  более высокого порядка малости, чем бесконечно ма-
лая функция ( )xβ . Записывают: ( ) ( )( )0x xα = β  или ( ) ( )x xα β≪ . 
50. ( )
2
2
0 0 0
1 cos 2lim 1 cos lim 0 1 cos 0
2x x x
x
x x
x x x
x x→ → →
−
= − = = ⇒ − =∼ . 
 
Определение 2.19.4. Если ( )( )0limx x
x
x→
α
= ∞β , то говорят, что ( )xα  
меньшего порядка малости, чем ( )xβ , либо ( )xβ  большего порядка мало-
сти, чем ( )xα . Очевидно, ( ) ( )( )0x xβ = α . 
Аналогично сравниваются бесконечно большие функции. 
Сравнение бесконечно больших функций  
( )
( )
0
lim
const
x
x
x→∞

α ∞  
= = ∞  β ∞ 

 
 
Определение 2.19.5. Если ( )( )lim 0x
x
x→∞
α
=β , то бесконечно большая 
функция ( )xβ  называется бесконечно большой более высокого порядка, 
чем ( )xα , ( ) ( )x xα β≪ . 
Определение 2.19.6. Если ( )( )limx
x
x→∞
α
= ∞β , то бесконечно большая 
функция ( )xα  является бесконечной большой более высокого порядка, 
чем ( )xβ ,  т.е. ( ) ( )x xβ α≪ . 
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Определение 2.19.7. Если ( )( )
1
2
lim const
x
f x
f x→∞ = , то бесконечно боль-
шие ( )1f x  и  ( )2f x  являются бесконечно большими одного порядка нео-
граниченного роста. 
Определение 2.19.8. Если ( )( )lim 1x
f x
g x→∞
= , то  ( ) ( )
x
f x g x
→∞
∼ . Имеет 
место эквивалентность 11
n n n
n n i nA x A x A x A A x
−
−
+ + + +

… ∼   при  x → ∞ . 
10. 
3 2 3
7 7 4
7 6 7 3 7 7 7lim lim lim 0
8 7 1 8 8x x x
x x x x
x x x x→∞ →∞ →∞
− + + ∞   
= = = = =   
− + ∞ ∞   
. 
Замечание 2.19.2. Можно доказать, что при x → +∞ ,  n N∈ ,  1a >  
log n x xa x x a x≪ ≪ ≪ . 
 
2.20. Понятие односторонних пределов. 
Непрерывность функции в точке. Точки разрыва функции 
 
Определение 2.20.1. Если 0x x< , то ( )
0
0
lim
x x
x x
f x
→
<
 называют левосто-
ронним пределом или пределом слева в точке 0x . Обозначают 
( ) ( )
0 0 0
lim , lim
x x x x
f x f x
−
→ − →
. 
Определение 2.20.2. Если 0x x> , то ( )
0
lim
x x
f x
→
 называют право-
сторонним пределом. Обозначают  
( ) ( )
0 0 0
lim , lim
x x x x
f x f x
+→ + →
. 
Определение 2.20.3. Левосторонний и правосторонний пределы на-
зывают односторонними пределами. 
Теорема 2.20.1. Если односторонние пределы равны 
( ) ( )
0 00 0
lim lim
x x x x
f x f x A
→ + → +
= = , то предел функции ( )f x  в точке  х0  суще-
ствует и равен ( )
0
lim
x x
f x A
→
= . 
Замечание 2.20.1. Если односторонние пределы различны или хотя 
бы один из них не существует, то функция в рассматриваемой точке пре-
дела не имеет. 
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Определение 2.20.4. Пусть задана 
функция ( )y f x= , определенная в точке 
0x  и  в некоторой её окрестности, тогда 
( ) ( )0 0y f x x f x∆ = + ∆ −  называют прира-
щением функции в точке 0x , соответст-
вующим приращению аргумента x∆ . 
Определение 2.20.5. Функция 
( )y f x=  называется непрерывной в точке 0x , если: 
1) ( )f x  определена  в точке 0x ; 
2) 
0
lim 0
x
y
∆ →
∆ = . 
Обозначается: ( ) { }0xf x C∈ . 
Определение 2.20.6. Функция ( )y f x=  непрерывна в точке 0x , если  
1) ( )f x  определена  в точке 0x ; 
2) ( ) ( )
0
0lim
x x
f x f x
→
= . 
Определение 2.20.7. Функция ( )y f x=  непрерывна в точке 0x , ес-
ли ( ) ( ) ( )
0 0
0lim lim
x x x x
f x f x f x
→ − → +
= = . 
Определение 2.20.8. Если в точке  0x  нарушено хотя бы одно из ус-
ловий непрерывности, то она называется  точкой разрыва. 
Замечания: 
1. Можно доказать, что все три определения непрерывности в точке 
эквивалентны. 
2. Для исследования функции на непрерывность наиболее удобным 
является определение 2.20.7. 
3. Для непрерывной в точке 0x  функции символы функции и преде-
ла перестановочны, т.е. если  ( ) { }0xf x C∈ , то ( )0 0lim limx x x xf x f x→ →
 
=  
 
. 
4. Можно доказать, что основные элементарные функции 
непрерывны в области своего определения. 
Определение 2.20.9. Если точка 0x  – точка разрыва и оба односто-
ронних предела конечны, то 0x  – точка разрыва первого рода. Причем, если 
односторонние пределы равны, 0x  – называют точкой  устранимого разрыва. 
x0+∆x 
y 
x x0 0 
∆x 
∆y 
( )0f x x+ ∆  
( )0f x  
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Определение 2.20.10. Если точка 0x  – точка разрыва функции ( )f x  
и хотя бы один из односторонних пределов бесконечен либо не существу-
ет, то 0x  – точка разрыва второго рода. 
 
Примеры. 
Исследовать на непрерывность функции: 
10. 
1
52 xy −= .  
( ) ( ) ( ), 5 5,D y = −∞ ∪ + ∞ , х = 5 – точка разрыва. 
( )1 15 0
5
5
lim 2 2 2 0x
x
x
−∞
− −
→ −
<
 
 = = =
 
 
, 
( )1 5
5
5
lim 2 2x
x
x
+∞
−
→ +
>
= = +∞ . 
Значит, 5x =  является точкой разрыва второго рода. 
 
20. 
2
, 0,
3, 0.
x x
y
x x
− <
= 
+ ≥
 
Внутри промежутка зада-
ния функция представлена не-
прерывными функциями, значит, 
точка возможного разрыва 
0 0x = . Воспользуемся определе-
нием 2.20.7. Будем иметь 
( )0 3f =  
( ) ( )2
0 0
0
lim lim 0,
x x
x
f x x
→ − → −
<
= − =  
I рода  
устранимый 
разрыв 
y 
x 
I рода  
точка конечного 
скачка 
0 
y 
x 0 
5 
y 
x 0 
0 
y 
x 
3 
1 
–1 –2 
4 
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( )
0
0
lim 3 3.
x
x
x
→ +
>
+ =  
Таким образом, односторонние пределы конечны, но условия опре-
деления 2.20.7 не выполняются, следовательно, 0 0x =  – точка разрыва 
первого рода. 
 
Упражнение. Исследовать на непрерывность и изобразить схема-
тично графики функций: 
1. 
2
1
, 1,
, 1 3,
2, 3
x
x
y x x
x x
 ≤


= < ≤

 + >

 
 
2. 
, 0
1
sin , 0
x x
y
x
x
≤
=  >

 
3.   
2 1
1
xy
x
−
=
−
 
 
2.21. Основные свойства непрерывных функций 
 
Теорема 2.21.1. Если функции ( )f x  и ( )xϕ  непрерывны в точке 
0x , то  
1) ( ) ( )f x x± ϕ  непрерывна в точке  0x , 
2) ( )cf x   непрерывна в точке  0x , 
3) ( ) ( )f x x⋅ ϕ  непрерывна в точке  0x , 
4) ( )( )
f x
xϕ
 непрерывна в точке 0x , если ( )0 0xϕ ≠ . 
Следствие 2.21.1. Целая рациональная функция 
( ) 11 1 0...n nn n nP x a x a x a x a−−= + + + +  
непрерывна для любого x∈ℝ . 
Следствие 2.21.2 Дробно-рациональная функция  
( )
( )
1
1 1 0
1
1 1 0
...
...
n n
n n n
m m
m m m
P x a x a x a x a
Q x b x a x b x b
−
−
−
−
+ + + +
=
+ + + +
 
непрерывна для всех  x, для которых знаменатель не равен  0. 
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Теорема 2.21.2. (о непрерывности сложной функции)   Если функция 
( )u x= ϕ  непрерывна в точке  0x , а функция ( )y f u=  непрерывна в точке 
( )0xϕ , то функция  ( )y f u=   непрерывна в точке 0x . 
Замечание 2.21.1. Основные элементарные функции непрерывны в 
области своего определения. 
 
2.22. Свойства функций непрерывных на отрезке 
 
Определение 2.22.1. Функция называется непрерывной на интерва-
ле ( ),a b , если она непрерывна во всех точках этого интервала. 
Определение 2.22.2. Функция называется непрерывной на отрезке 
[ ],a b , если она непрерывна на интервале ( ),a b   и непрерывна справа в 
точке a  и непрерывна слева в точке b .  
( ) ( )lim
x b
f x f b
→ −
=   и  ( ) ( )lim
x a
f x f a
→ +
= . 
Теорема 2.22.1. Если ( )f x  непрерывна на отрезке [ ],a b , то она ог-
раничена на этом отрезке. 
Теорема 2.22. 2. Если ( )f x  непрерывна на отрезке [ ],a b , то она 
достигает на этом отрезке своего наименьшего и наибольшего значений. 
Теорема 2.22.3. Если две функции непрерывны на отрезке [ ],a b , то 
их сумма, произведение, произведение каждой из них на число, а так же 
частное в точках, где знаменатель не равен нулю, также непрерывны на 
данном отрезке. 
Теорема 2.22.4. (теорема Коши о нулях функции). Пусть функция 
( )y f x=  непрерывна на отрезке [ ],a b , а также принимает значения разных 
знаков на его концах ( ) ( )( )0f a f b⋅ < , тогда существует хотя бы одна точ-
ка с на отрезке [ ]a,b , такая что ( ) 0f c = . 
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ВЫВОДЫ 
 
В данном модуле кратко изложены понятия множества и числовых 
множеств; на их основе введены понятия функции, предела числовой по-
следовательности, предела функции, бесконечно малой и бесконечно 
большой функций. На языке пределов  определено фундаментальное поня-
тие анализа - непрерывность функции. Изложены правила вычисления 
пределов, раскрытия неопределенных выражений. 
Функция – это закон или соответствие, по которому каждому эле-
менту одного множества отвечает один элемент другого множества. Функ-
ция может быть задана при помощи формулы, таблицы, графика, компью-
терной программы. С помощью функций записывается соответствие меж-
ду величинами, определяющими ход некоторого процесса или явления. 
Правильно составленная функция, изучение и анализ ее графика дают воз-
можность более глубоко познать соответствующий процесс, и, следова-
тельно, грамотно им управлять, используя при этом соответствующий ма-
тематический аппарат. 
Понятие предела переменной величины является в анализе основ-
ным, оно ассоциируется в нашем сознании с числом, к которому прибли-
жается значение переменной величины, оставаясь или меньше этого числа, 
или больше, или изменяясь, принимая то большие, то меньшие значения. 
Предельный переход открывает новые возможности изучения процессов с 
помощью математики, в частности, возможность изучения отношения двух 
бесконечно малых или бесконечно больших величин. 
В окружающем нас мире процессы и явления, в которых участвуют 
многочисленные факторы, обычно непрерывны. Непрерывность процесса 
или явления означает, что бесконечно малые изменения одних величин вы-
зывают бесконечно малые изменения других. Таковы процессы изменения 
количества углекислого газа в вентилируемом помещении, теплообмена в 
некотором тепловом агрегате, накопления подаваемой с помощью насоса 
жидкости в резервуаре, роста бактерий, изменения количества вещества 
при радиоактивном распаде и т.п. 
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МЕТОДИЧЕСКИЕ УКАЗАНИЯ 
К ПРОВЕДЕНИЮ ПРАКТИЧЕСКИХ ЗАНЯТИЙ 
 
Учебно-информационный блок 
для проведения практических занятий 
 
Тема занятия Тип занятия 
Кол-во 
часов 
I. Основные элементарные функ-
ции и их графики. График функции в 
полярных координатах 
Повторение и обобщение старых 
знаний. Усвоение и закрепление изу-
ченного самостоятельно нового мате-
риала 
2 
II. Функции, заданные параметри-
чески, их графики 
Углубление и расширение получен-
ных знаний. Усвоение нового мате-
риала. Предварительный контроль 
2 
III. Предел последовательности и 
его вычисление 
Усвоение и закрепление нового ма-
териала. Текущий контроль 
2 
IV. Предел функции. Предел сум-
мы, произведения и частного функ-
ций. Правила раскрытия неопреде-
ленностей, содержащих отношение 
многочленов, иррациональности 
Углубление и расширение получен-
ных знаний. Обобщение и применение 
полученных знаний к раскрытию не-
определенных выражений. Текущий 
контроль 
2 
V.  Первый замечательный предел, 
следствия из него 
Усвоение и закрепление нового ма-
териала. Применение полученных 
знаний к раскрытию неопределенных 
выражений. Текущий контроль 
2 
VI. Второй замечательный предел, 
следствия из него 
Усвоение и закрепление нового ма-
териала. Применение полученных 
знаний к раскрытию неопределенных 
выражений. Текущий контроль 
2 
VII. Сравнение функций (0-симво-
лика). Порядок бесконечно больших 
и бесконечно малых функций. Экви-
валентность функций, их использо-
вание при вычислении пределов 
Обобщение, систематизация и при-
менение полученных знаний к рас-
крытию неопределенных выражений 
2 
VIII. Непрерывность функции. 
Классификация разрывов функций. 
(Итоговое занятие) 
Усвоение и закрепление нового ма-
териала. Текущий контроль 
2 
XI.  Контрольная работа Итоговый контроль 2 
 
Используемая литература 
 
1. Бугров, Я.С. Дифференциальное и интегральное исчисление / Я.С. 
Бугров, С.М. Никольский. – М. : Наука, 1980. 
2. Гусак, А.А. Справочник по высшей математике / А.А. Гусак, Г.М. 
Гусак. – Мн. : Навука і тэхніка, 1991. 
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3. Методические указания с трехуровневыми заданиями для органи-
зации самостоятельной работы студентов всех специальностей по теме 
«Прямоугольная и полярная системы координат. Функции, заданные пара-
метрически» / В.С. Вакульчик, В.А. Жак, О.В. Скоромник. – Новополоцк: 
ПГУ, 2004. 
4. Мышкис А.Д.  Лекции по высшей математике / А.Д. Мышкис. –
М.: Наука, 1973. 
5. Сборник задач по математике для втузов. Линейная алгебра и ос-
новы математического анализа / под ред. А.В. Ефимова, Б.П. Демидовича. – 
М.: Наука, 1986. 
 
I. Основные элементарные функции и их графики. График 
функции в полярных координатах 
 
1. Основная методическая схема работы по пособию. Беглое повто-
рение основных элементарных функций с использованием выданного на 
предыдущем занятии информационного материала в виде графиков функ-
ций. Преподаватель у доски определяет полярную систему координат; об-
ращает внимание на связь декартовой и полярной систем координат; стро-
ит графики кривых, заданных в полярной системе координат: 
1) cos3r = ϕ ; 
2) ( )1 cosr a= − ϕ ; 
3) 2
sin
r =
ϕ
. 
2. Провести обобщение полученных графиков относительно клас-
сов аналогичных кривых. Обратить внимание на возможность аналитиче-
ского построения кривых. 
3. Студенты работают с пособием [3] или УМК. Работа осуществля-
ется в соответствии с методической схемой II. Обратить внимание на обу-
чающие задачи. 
 
Обучающая задача 1. Построить точки в полярной системе коорди-
нат  М1 (3; 4
pi ),  М2 (1; 34
pi ),  М3 (–2; 54
pi ) и найти их декартовы координаты. 
Решение. Проведем через полюс O ось OP1 под углом 4
pi
 к полярной 
оси ОР (положительное направление указано стрелкой) и отложим от полю-
са в положительном направлении оси  ОР1 отрезок ОМ1, равный трем еди-
ницам масштаба. Конец этого отрезка и будет искомой точкой М1 (рис. 1). 
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По такому же принципу проведем через полюс О ось ОР1 под углом  
3
4
pi
 к полярной оси ОР (положительное направление указано стрелкой) и 
отложим от полюса в положительном направлении оси ОР1 отрезок ОМ2, 
равный одной единице масштаба. Конец этого отрезка и будет искомой 
точкой М2 (рис. 2).  
Аналогично, проведем через полюс О ось ОР1 под углом 
5
4
pi
 к по-
лярной оси (положительное направление на ней  указано стрелкой) и от-
ложим от полюса в отрицательном направлении оси ОР1 отрезок ОМ3, рав-
ный двум единицам масштаба. Конец этого отрезка и будет искомой точ-
кой М3 (рис. 3). 
 
 
 
Вторую часть задачи выполним, используя формулы перехода: 
cosx = ρ ϕ , siny = ρ ϕ . 
Для точки  М1: 
2 3 23cos 3 ;
4 2 2
x
pi
= = =  
2 3 23sin 3 ,
4 2 2
y pi= = =   М1 
3 2 3 2
; .
2 2
 
 
 
 
 
Для точки  М2: 
3 2 21cos 1 ;
4 2 2
x
 pi
= = − = − 
 
 
3 2 21sin 1 ,
4 2 2
y pi= = =  М2 
2 2
, .
2 2
 
− 
 
 
P1  
P1  
P1  
P P P O O O 
4
pi
 
2
4
pi
 
5
4
piM1  
 
M2  
M3  
Рис. 1 Рис. 2 Рис. 3 
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Для точки  М3: 
5 22cos 2 2;
4 2
x
 pi
= − = − − = 
 
 
5 22sin 2 2,
4 2
y
 pi
= − = − − = 
 
 М3 ( )2; 2 .  
Ответ: М1
3 2 3 2
; ;
2 2
 
 
 
 
М2 
2 2
, ;
2 2
 
− 
 
 
М3 ( 2; 2) . 
 
Обучающая задача 2. Дано полярное уравнение линии ρ2 = 9sin2ϕ. 
Построить эту линию по точкам, придавая углу ϕ  значения через проме-
жутки 
12
pi
. 
Решение. Так как левая часть данного уравнения неотрицательна, 
то угол ϕ может изменяться только в тех пределах, для которых  sin 2 0ϕ ≥ , 
т.е. 0
2
pi≤ ϕ ≤  и 3
2
pi
pi ≤ ϕ ≤ . Для вычисления значения ρ составляем таблицу 
 
ϕ 0 pi 12 
pi 
6 
pi 
4 
pi 
3 
5pi 
12 
pi 
2 pi 
13pi 
12 
7pi 
6 
5pi 
4 
4pi 
3 
17pi 
12 
3pi 
2 
2ϕ 0 pi 6 
pi 
3 
pi 
2 
2pi 
3 
5pi 
6 pi 2pi 
13pi 
6 
7pi 
3 
5pi 
2 
8pi 
3 
17pi 
6 pi 
ρ 0 2,12 2,79 3 2,79 2,12 0 0 2,12 2,79 3 2,79 2,12 0 
 
По значениям ρ и ϕ  из таб-
лицы построим точки, соответст-
вующие каждой паре чисел (ρ; ϕ), 
и соединим их плавной кривой. 
 
 
 
 
 
 
 
Обучающая задача 3. Построить фигуру, ограниченную кривыми 
3cosρ = ϕ  и 2
cos
ρ =
ϕ
, не содержащую начало координат. 
P 
O 
1 
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Решение.  
1. Рассмотрим кривую 3cosρ = ϕ . Анализ уравнения позволяет за-
метить, что умножение заданного уравнения на ρ позволяет получить 
уравнение 2 3 cosρ = ρ ϕ , которое в прямоугольной системе координат при-
нимает вид    2 2 3x y x+ =  
или 
2
2 23 93 0
2 4
x x y
  
− + − + =     
, 
или 
2
23 9
2 4
x y − + = 
 
. 
Полученное уравнение задает окружность с центром  С
3
;0
2
 
 
 
  и ра-
диусом  
3
2
R = . 
2. Рассмотрим кривую 2
cos
ρ =
ϕ
. Анализ уравнения позволяет заме-
тить, что его удобнее переписать в виде cos 2ρ ϕ = .  В прямоугольной сис-
теме координат будем иметь  x = 2. 
3. Построим заданные кривые и выберем ту фигуру, которая не со-
держит начало координат.  
 
 
 
 
 
 
 
 
 
 
 
 
 
4. Вся аудитория выполняет задание первого уровня сложности. 
y 
 
x 2 3 1 
2
3
 
 
O 
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Уровень I 
1. Найдите полярные координаты точек  A(0; 1
2
),  B(1; 1), C( 3 ; 1), 
D(–3; 3),  E(1; 3 ),  F( 2sin ; 2cos
9 9
 
pi pi
− ), заданных координатами в соответ-
ствующей прямоугольной системе координат. 
Ответ: A( 1 ;
2 2
 
pi ), B( 2;  
4
pi ), C(2; 
6
pi ), D( 33 2;
4
 
pi ), E(2; 5
3
pi ), F(2; 11
18
pi ). 
2. Зная полярные координаты точек  A(2; 
3
pi ),  B( 32;
4
 
pi ), C(5; 
2
pi ), 
D(3; 
6
pi ), E(2; 
4
pi ), постройте их в полярной системе координат и найдите 
координаты этих точек в соответствующей прямоугольной системе коор-
динат. 
Ответ: A(1; 3 ), B(–1; 1), C(0; 5), D( 3 3 3;
2 2
 ), E( 2; 2 ). 
3. Как расположены точки, полярные координаты которых удовле-
творяют одному из следующих уравнений: 
1) ρ = 1; 
2) ρ = 5; 
3) ρ = а; 
4) ϕ =
6
pi
; 
5) ϕ =
3
pi
; 
6) ϕ =
2
pi
; 
7) ϕ = const. 
 
Ответ: 1), 2), 3) – на окружностях с центрами в полюсе и радиу-
сами, соответственно, 1, 5, а.       4), 5), 6), 7) – на лучах, выходящих из по-
люса и образующих с полярной осью углы в  0 0 030 ,60 ,90 ,ϕ . 
4. Найти полярные координаты точек, симметричных точкам  
A(1; 
4
pi ),  B(3; 2
3
pi ),  C( 2 ;
3 6
 
pi ),  M(ρ; ϕ): 
1) относительно полюса; 
2) относительно полярной оси. 
Ответ:  A′(1; 5
4
pi ),  B′(3; 5
3
pi ),  С′( 2 5;
3 6
 
pi ), M′(ρ; ϕ + pi). 
5. Записать уравнение заданных кривых в декартовых прямоуголь-
ных координатах и построить эти кривые: 
1) ρ = 5; 
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2) tg ϕ = –1; 
3) r cos ϕ  = 2. 
Ответ:  1) 2 2 25x y+ = ;  2) y x= − ;  3) 2x = . 
6.  Построить кривую: 2sin3ρ = ϕ . 
 
Домашнее задание 
 
Изучение теоретической части методического пособия. К домашне-
му заданию остаются те задания I уровня, которые не были решены в ау-
дитории. 
 
II. Функции, заданные параметрически, их графики 
 
1. Вместе со всей аудиторией изучить обучающие задачи, позво-
ляющие уяснить понятие функции, заданной параметрически. 
Обучающая задача 1. Построить линию, заданную параметрически, 
записать ее уравнение в декартовой системе координат: 
3
3
cos ,
sin .
x a t
y a t
 =

=
 
Решение. 
1. Составим таблицу значений заданной линии 
t 0 6
pi
 
4
pi
 
3
pi
 
2
pi
 
3
pi
pi −  
4
pi
pi −  
6
pi
pi −  pi  
x a  
3 3
8
a  
2
4
a  8
a
 0 
8
a
 
2
4
a−  
3 3
8
a−  a−  
y 0 
8
a
 
2
4
a  
3 3
8
a  a  
3 3
8
a  
2
4
a  8
a
 0 
 
t 6
pi
pi +  
4
pi
pi +  
3
pi
pi +  
3
2
pi
 2
3
pi
pi −  2
4
pi
pi −  2
6
pi
pi −  2pi  
 
x 
3 3
8
a−  
3 2
4
a−  8
a
−  0 
8
a
 
3 2
4
a  
3 3
8
a  a  
y 
8
a
−  
3 2
4
a−  
3 3
8
a−  – a 
3 3
8
a−  
3 2
4
a−  8
a
−  0  
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2. В декартовой прямоуголь-
ной системе координат построим 
полученные точки и соединим их 
плавной линией, которую принято 
называть астроидой. 
3. Составим уравнение аст-
роиды в декартовой системе коор-
динат. Выразим из параметриче-
ских уравнений 
3
3
cos ,
sin .
x
t
a
y
t
a

=


=

 
Тогда 
2 2
3 3 1x y
a a
   
+ =   
   
 или 
2 2 2
3 3 3x y a+ = . 
 
Обучающая задача 2. Выяснить, какую линию задают параметри-
ческие уравнения: 
2
2
2sin
5cos ,
x t
y t
 =

=
   –∞ < t < +∞. 
Решение. Из параметрических уравнений легко получить уравне-
ние линии в декартовой системе координат. 
Так как  
2
2
sin
2
cos ,
5
x
t
y
t

=

 =

  то  
1
2 5
0
0.
x y
x
y

+ =

≥
 ≥


 
Значит получен отрезок прямой, пересе-
кающий ось  Ox  в точке  А(2; 0),  ось  Oy – в 
точке В(0; 5). 
Обучающая задача 3. Исключив параметр  t  из данных параметри-
ческих уравнений кривой на плоскости, записать их уравнения в декарто-
вых координатах, определить тип кривой. 
22 cos ,
sin 2 .
x a t
y a t
 =

=
 
y 
x 
a 
a – a 
– a 
y 
x 
A 
B 5 
1 2 O 
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Решение. Так как 22cos 1 cos2t t= + , то параметрические уравнения 
можно переписать в виде  
cos2 ,
sin 2 .
x a a t
y a t
= +

=
  Тогда  
cos2 ,
sin 2 .
x a
t
a
y
t
a
−
=


=

 
Возведем оба уравнения в квадрат  
2
2
2
2
2
2
( )
cos 2 ,
sin 2 .
x a
t
a
y
t
a

−
=



=
 
 
Сложим полученные уравнения и при-
дем к каноническому уравнению окружности 
с центром в точке ( );0C a   и радиусом a:  
2 2 2( ) .x a y a− + =  
2. Работа по пособию или УМК на уровне II с выполнением своего 
варианта. 
 
Уровень II 
 
Вариант I 
 
1. Записать уравнения заданных кривых в полярных координатах: 
1) y x= ;   2)   2 2 2x y a+ = . 
Ответ: 1) tg 1ϕ = ; 2)  aρ = . 
2. Написать в полярных координатах уравнения:  
а) прямой, перпендикулярной полярной оси и отсекающей на ней 
отрезок, равный 2; 
б) луча, исходящего из полюса под углом  
6
pi
  к  полярной оси; 
в) прямой, проходящей через полюс под углом  
3
pi
  к полярной оси. 
Ответ: а)  cos 2ρ ϕ = ; б)  
6
piϕ = ;     в)  tg 3ϕ = . 
3. В полярной системе координат даны координаты двух вершин 
А(3; 4
9
pi
− )  и  В(5; 3
14
pi ) параллелограмма  АВСD, точка пересечения диаго-
y 
x a 2a 
 
О 
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налей которого совпадает с полюсом. Вычислите полярные координаты 
двух других вершин параллелограмма. 
Ответ: С(3; 5
9
pi ),  D(5; 11
14
pi
− ). 
4. Построить кривую 3(1 sin )ρ = − ϕ  и найти ее уравнение в прямо-
угольной системе координат. 
5. Построить фигуру, ограниченную кривыми 2sinρ = ϕ  и 2y x= , 
содержащую точку А(0; 2). 
 
Вариант II 
 
1. Записать уравнения заданных кривых в полярных координатах:  
1) 2y = ;             2) 2 2 2x y a− =  
Ответ: 1) sin 2ρ ϕ = ; 2)  
2
2
cos2
aρ =
ϕ
. 
2. Написать в полярных координатах уравнения:  
а) прямой, параллельной полярной оси и отстоящей от нее на рас-
стоянии  4 единиц масштаба; 
б) луча, исходящего из полюса под углом 5
3
pi
 к полярной оси; 
в) прямой, проходящей через полюс под углом  
4
pi
  к полярной оси. 
Ответ: а) sin 4ρ ϕ = ± ;  б) 5
3
piϕ = ;  в) tg 1ϕ = . 
3. Написать каноническое уравнение кривой второго порядка 
9
4 5cos
ρ =
− ϕ
. 
Ответ: 
( )2 25 1
16 9
x y+
− = . 
4. Даны полярные координаты точек  А(8; 2
3
pi
− )  и  В(6; 
3
pi ). Вычис-
лите полярные координаты середины отрезка АВ. 
Ответ: (1; 2
3
pi
− ).  
5. Построить лемнискату Бернулли  2 6sin 2ρ = ϕ  и найти ее уравне-
ние в прямоугольной системе координат.  
6. Построить фигуру, ограниченную кривыми 4cosρ = ϕ   и  3y x= , 
содержащую точку А(0; 4). 
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Вариант III 
 
1. Записать уравнения заданных кривых в полярных координатах: 
1) 3x = ;    2) 2 2x y ax+ = . 
Ответ: 1) cos 3ρ ϕ = ; 2) cosaρ = ϕ . 
2. Написать в полярных координатах уравнения: 
а) прямой, перпендикулярной полярной оси и отсекающей на ней 
отрезок, равный  5; 
б) луча, исходящего из полюса под углом  
7
pi
  к полярной оси; 
в) прямой, проходящей через полюс под углом  3
4
pi
 к полярной оси. 
Ответ: а) cos 5ρ ϕ = ; б) 
7
piϕ = ;     в) tg 1ϕ = − . 
3. Написать каноническое уравнение кривой второго порядка 
3
1 cos
ρ =
− ϕ
. 
Ответ: 2
36( )
2
y x= + . 
4. Даны полярные координаты точек  А(8; 2
3
pi
− )  и  В(6; 
3
pi ). Вычис-
лите полярные координаты середины отрезка  АВ. 
Ответ: (1; 2
3
pi
− ). 
5. Построить кардиоиду 2 (1 cos ), ( 0)a aρ = + ϕ >   и найти ее урав-
нение в прямоугольной системе координат. 
6. Построить фигуру, ограниченную кривыми  3sinρ = ϕ   и 4y x= , 
содержащую точку  А(0; 3). 
 
Вариант IV 
 
1. Записать уравнения заданных кривых в полярных координатах: 
1) 2y x= ;    2) 2 2 2x y x+ = . 
Ответ: 1) tg 2ϕ = ;  2) 2cosρ = ϕ . 
2. Написать в полярных координатах уравнения: 
а) прямой, параллельной полярной оси, лежащей в верхней полу-
плоскости и отстоящей от полярной оси на расстоянии 5 единиц масштаба; 
б) луча, исходящего из полюса под углом  7
8
pi
  к полярной оси; 
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в) прямой, проходящей через полюс под углом  
6
pi
 к полярной оси. 
Ответ: а) sin 5ρ ϕ = ; б) 7
8
piϕ = ;   в) 3tg
3
ϕ = . 
3. Написать каноническое уравнение кривой второго порядка 
4
1 cos
ρ =
− ϕ
. 
Ответ: 2 8( 2)y x= + . 
4. Зная полярные координаты точек  А(5; 
4
pi )  и  В(8; 
12
pi
− ),  вычис-
лите AB . 
Ответ: AB  =7. 
5. Построить лемнискату Бернулли 2 22 cos2aρ = ϕ   и найти ее урав-
нение в прямоугольной системе координат. 
6. Построить фигуру, ограниченную кривыми cosρ = ϕ   и  2y x= , 
содержащую точку А(1; 0). 
 
Вариант V 
 
1. Записать уравнения заданных кривых в полярных координатах:  
1) 3y x= − ;    2) 2 2 4x y y+ = . 
Ответ: 1) tg 3ϕ = − ; 2) 4sinρ = ϕ . 
2. Написать в полярных координатах уравнения: 
а) прямой, лежащей в нижней полуплоскости, параллельной поляр-
ной оси  и отстоящей от нее на расстоянии 3 единиц масштаба; 
б) луча, исходящего из полюса под углом  
2
pi
  к полярной оси; 
в) прямой, проходящей через полюс под углом  2
3
pi
 к полярной оси. 
Ответ: а) sin 3ρ ϕ = − ; б) 
2
piϕ = ; в) tg 3ϕ = − . 
3. Написать каноническое уравнение кривой второго порядка 
6
1 cos
ρ =
+ ϕ
. 
Ответ: 
2 2( 2) 1
16 12
x y+
+ = . 
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4. Определить полярные координаты вершин правильного шести-
угольника, сторона которого равна  a, приняв за полюс одну из его вершин, 
а за полярную ось – сторону, через нее проходящую. 
Ответ: О(0; 0), А(a; 0), В( 3;
6
a
pi ), С( 2 ;
3
a
pi ), D( 3;
2
a
pi ), Е( 2;
3
a
pi ). 
5. Построить кардиоиду  2 (1 sin ), ( 0)a aρ = − ϕ >  и найти ее урав-
нение в прямоугольной системе координат. 
6. Построить фигуру, ограниченную кривыми 2cosρ = ϕ   и  
3
xy = , 
содержащую точку А(2; 0). 
 
Уровень  III 
 
1. Чтобы уравновесить тело, вес которого равен  P, на наклонной 
плоскости, образующей с горизонтальной 
плоскостью угол  α,  нужно применить 
силу  sinQ P= α . Сила  Q при одном и 
том же грузе  P зависит от угла наклона  
α. Выразить эту зависимость графически, 
пользуясь полярными координатами. 
Ответ: график представляет со-
бой полуокружность, диаметр которой равен  P. 
2. Выведите формулу расстояния между двумя точками на плоско-
сти, заданными в полярной системе координат. Найдите расстояние между 
точками  А(2; 
12
pi )  и  В(1; 5
12
pi ). 
Ответ: АВ = 2 21 2 1 2 2 12 cos( );ρ + ρ − ρ ρ ϕ − ϕ    АВ = 3 . 
3. Прямая  x = a  пересекает ось  Ox  в точке  А  и произвольный 
луч  ОВ  в точке  В.  На луче от точки  В  по обе стороны отложены отрез-
ки ВМ1   и  ВМ 2 , равные  АВ. Написать уравнение геометрического места 
точек  М1  и  М 2  в полярных и прямоугольных  декартовых координатах. 
(Кривая эта называется строфоидой). 
Ответ: 
(1 sin )
;
cos
a ± ϕρ =
ϕ
 
2
2 ( )
2
x x ay
a x
−
=
−
. 
 
Домашнее задание 
Изучение теоретического материала по теме «Предел последователь-
ности и его вычисление». Завершить выполнение своего варианта на уровне 
II, а также выполнить свой вариант индивидуального домашнего задания. 
Задания третьего уровня сложности студенты выполняют по желанию. 
P 
α 
Q 
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Индивидуальное домашнее задание 
 
Построить следующие линии, заданные параметрически. Записать их 
уравнения в декартовой системе координат. 
 
Вариант 1 
1)  
3
3
3cos ,
3sin ;
x t
y t
 =

=
 2)  2sin ,
3(1 cos );
x t
y t
=

= +
 3)  
5
cos ,
3tg .
x
t
y t

=


=
 
Вариант 2 
1)  
3
3
5cos ,
5sin ;
x t
y t
 =

=
 2)  3(1 sin ),
2cos ;
x t
y t
= +

=
 3)  
7
sin ,
4ctg .
x
t
y t

=


=
 
Вариант 3 
1)  
3
3
4cos ,
4sin ;
x t
y t
 =

=
 2)  3cos ,
2(1 sin );
x t
y t
=

= +
 3)  
4
cos ,
7 tg .
x
t
y t

=


=
 
Вариант 4 
1)  
3
3
6cos ,
6sin ;
x t
y t
 =

=
 2)  2(1 sin ),
4cos ;
x t
y t
= +

=
 3)  
8
sin ,
5ctg .
x
t
y t

=


=
 
Вариант 5 
1)  
3
3
7cos ,
7sin ;
x t
y t
 =

=
 2)  4cos ,
3(1 sin );
x t
y t
=

= +
 3)  
3tg ,
5
.
cos
x t
y
t
=


=
 
Вариант 6 
1)  
3
3
cos ,
sin ;
x t
y t
 =

=
 2)  2(1 sin ),
3cos ;
x t
y t
= +

=
 3)  
7
cos ,
4 tg .
x
t
y t

=


=
 
Вариант 7 
1)  
3
3
7cos ,
7sin ;
x t
y t
 =

=
 2)  3sin ,
2(1 cos );
x t
y t
=

= +
 3)  
3
cos ,
5tg .
x
t
y t

=


=
 
Вариант 8 
1)  
3
3
5 cos ,
5 sin ;
x t
y t
 =

=
 2)  7(1 sin ),
2cos ;
x t
y t
= +

=
 3)  
7
sin ,
5ctg .
x
t
y t

=


=
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Вариант 9 
1)  
3
3
3 cos ,
3sin ;
x t
y t
 =

=
 2)  3cos ,
7(1 sin );
x t
y t
=

= +
 3)  
4
cos ,
3tg .
x
t
y t

=


=
 
Вариант 10 
1)  
3
3
7 cos ,
7 sin ;
x t
y t
 =

=
 2)  2(1 sin ),
3cos ;
x t
y t
= +

=
 3)  
6
sin ,
5ctg .
x
t
y t

=


=
 
Вариант 11 
1)  
3
3
2 cos ,
2 sin ;
x t
y t
 =

=
 2)  5cos ,
3(1 sin );
x t
y t
=

= +
 3)  
3tg ,
7
.
cos
x t
y
t
=


=
 
Вариант 12 
1)  
3
3
9cos ,
9sin ;
x t
y t
 =

=
 2)  2(1 sin ),
5cos ;
x t
y t
= +

=
 3)  
6
sin ,
5ctg .
x
t
y t

=


=
 
Вариант 13 
1)  
3
3
6 cos ,
6 sin ;
x t
y t
 =

=
 2)  4sin ,
3(1 cos );
x t
y t
=

= +
 3)  
5
cos ,
6 tg .
x
t
y t

=


=
 
Вариант 14 
1)  
3
3
5 cos ,
5 sin ;
x t
y t
 =

=
 2)  
7
sin ,
4ctg ;
x
t
y t

=


=
 3)  5(1 sin ),
2cos .
x t
y t
= +

=
 
Вариант 15 
1)  
3
3
2 2 cos ,
2 2 sin ;
x t
y t
 =

=
 2)  5cos ,
7(1 sin );
x t
y t
=

= +
 3)  
4
cos ,
7 tg .
x
t
y t

=


=
 
Вариант 16 
1)  
3
3
3 2 cos ,
3 2 sin ;
x t
y t
 =

=
 2)  2(1 sin ),
4cos ;
x t
y t
= +

=
 3)  
5
sin ,
8ctg .
x
t
y t

=


=
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Вариант 17 
1)  
3
3
3 2 cos ,
3 2 sin ;
x t
y t
 =

=
 2)  4cos ,
8(1 sin );
x t
y t
=

= +
 3)  
9 tg ,
5
.
cos
x t
y
t
=


=
 
Вариант 18 
1)  
3
3
4cos ,
4sin ;
x t
y t
 =

=
 2)  9(1 sin ),
3cos ;
x t
y t
= +

=
 3)  
4
cos ,
5tg .
x
t
y t

=


=
 
Вариант 19 
1)  
3
3
8cos ,
8sin ;
x t
y t
 =

=
 2)  3sin ,
9(1 cos );
x t
y t
=

= +
 3)  
4
cos ,
tg .
x
t
y t

=


=
 
Вариант 20 
1)  
3
3
5 cos ,
5 sin ;
x t
y t
 =

=
 2)  7(1 sin ),
5cos ;
x t
y t
= +

=
 3)  
8
sin ,
4ctg .
x
t
y t

=


=
 
Вариант 21 
1)  
3
3
9cos ,
9sin ;
x t
y t
 =

=
 2)  3cos ,
2(1 sin );
x t
y t
=

= +
 3)  
3
cos ,
7 tg .
x
t
y t

=


=
 
Вариант 22 
1)  
3
3
2 5 cos ,
2 5 sin ;
x t
y t
 =

=
 2)  1 sin ,
4cos ;
x t
y t
= +

=
 3)  
8
sin ,
ctg .
x
t
y t

=


=
 
Вариант 23 
1)  
3
3
7 cos ,
7 sin ;
x t
y t
 =

=
 2)  4cos ,
3(1 sin );
x t
y t
=

= +
 3)  
tg ,
5
.
cos
x t
y
t
=


=
 
Вариант 24 
1)  
3
3
2 7 cos ,
2 7 sin ;
x t
y t
 =

=
 2)  1 sin ,
7cos ;
x t
y t
= +

=
 3)  
1
cos ,
7 tg .
x
t
y t

=


=
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Вариант 25 
1)  
3
3
3 5 cos ,
3 5 sin ;
x t
y t
 =

=
 2)  2sin ,
8(1 cos );
x t
y t
=

= +
 3)  
5
cos ,
tg .
x
t
y t

=


=
 
Вариант 26 
1)  
3
3
2 6 cos ,
2 6 sin ;
x t
y t
 =

=
 2)  8(1 sin ),
cos ;
x t
y t
= +

=
 3)  
7
sin ,
2ctg .
x
t
y t

=


=
 
Вариант 27 
1)  
3
3
4cos ,
4sin ;
x t
y t
 =

=
 2)  7cos ,
8(1 sin );
x t
y t
=

= +
 3)  
7
cos ,
7 tg .
x
t
y t

=


=
 
Вариант 28 
1)  
3
3
11cos ,
11sin ;
x t
y t
 =

=
 2)  9(1 sin ),
4cos ;
x t
y t
= +

=
 3)  
8
sin ,
ctg .
x
t
y t

=


=
 
Вариант 29 
1)  
3
3
7cos ,
7sin ;
x t
y t
 =

=
 2)  11cos ,
5(1 sin );
x t
y t
=

= +
 3)  
13tg ,
5
.
cos
x t
y
t
=


=
 
Вариант 30 
1)  
3
3
15cos ,
15sin ;
x t
y t
 =

=
 2)  11(1 sin ),
3cos ;
x t
y t
= +

=
 3)  
9
cos ,
7 tg .
x
t
y t

=


=
 
 
III. Предел последовательности и его вычисление 
 
1. Краткое обсуждение теоретического материала с использова-
нием графической схемы и информационных таблиц. Оперативный оп-
рос каждого студента по теме «Определение предела числовой последо-
вательности». 
2. Доказать по определению, что  2 1lim 2
n
n
n→∞
+
=  (студент). 
3. Cформулировать правило раскрытия неопределенности ∞  
∞ 
.  
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4. Работа по основной методической схеме I. На доске записать все 
планируемые номера: 
1) 
2
2
3 7 1lim
2 5 6n
n n
n n→∞
− +
− −
; Ответ: 
1
2
−  
2) 
2
3
2 1 1 2lim
5 7 2 5n
n n
n n→∞
 
− +
−  + + 
; Ответ: 0 
3) ( )3 2 2sinlim
1n
n n
n→∞ −
; Ответ: 0 
4) ( )
1 1 1lim
1 2 2 3 1n n n→∞
 
+ + + 
⋅ ⋅ ⋅ + 
⋯ ; Ответ: 1 
5) ( 2)! ( 1)!lim
! 2( 1)!n
n n
n n→∞
+ − +
+ +
; Ответ: ∞  
6) ( )( )3 32 3 3lim 2 1 5 4
n
n n n
→∞
+ + − + ; Ответ: 
2
3
 
 
IV. Предел функции. Предел суммы, произведения и частного 
функций. Правила раскрытия неопределенностей, содержащих  
отношение многочленов, иррациональности 
 
1. Определение предела функции по Гейне и Коши. Беглый опрос 
аудитории по правилам раскрытия неопределенностей 
0
0
 
 
 
, содержащих 
отношение двух многочленов, иррациональности. Обратить внимание на 
теоремы о предельном переходе в равенствах. 
 
2. Со всей аудиторией (преподаватель у доски) решить: 
1) 
12 3 5lim
4 2 5
x x
x xx
+
→∞
⋅ +
− ⋅
. Ответ:  
5
2
− ; 
2) 
2
2
4lim
2x
x
x→
−
−
. Ответ:  4 ; 
3) ( )2
2
lim 5 4
x
x
→
− . Ответ:  16 ; 
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4) 
2
3
3 5 1lim
2 3x
x x
x→
− +
+
. Ответ:  
13
9
; 
5) 
2
1
5lim
1x
x
x→
+
−
. Ответ:  ∞ ; 
6) 
4 3 2
31
5 4 3 2 2lim
1x
x x x x
x→
− + − −
−
. Ответ:  4 . 
 
Сделать выводы: 
1. Предел – удобный инструмент для изучения поведения  процесса 
в окрестности некоторой точки. 
2. Вычисление предела необходимо начинать с подстановки вместо 
независимой переменной значения в интересующей нас точке, чтобы оце-
нить процесс в первом приближении. 
3. В случае неопределенности – раскрыть ее по соответствующим 
правилам. В противном случае воспользоваться теоремами о предельном 
переходе в равенствах. При этом удобно пользоваться информационной 
таблицей. 
4. При раскрытии неопределенности ∞  
∞ 
 основная информация за-
ключена в выражениях, содержащих старшую степень. Обобщая этот ре-
зультат, отметим: 
− если старшая степень в числителе больше старшей степени зна-
менателя, то предел отношения многочленов будет равен  ∞ ; 
− если старшая степень в числителе меньше старшей степени зна-
менателя, то предел отношения многочленов будет равен  0; 
− если старшая степень в числителе равна старшей степени знаме-
нателя, то предел отношения многочленов будет равен отношению коэф-
фициентов при старших степенях числителя и знаменателя. 
 
3. Основная методическая схема I. Выписать номера на доске и решить: 
1) ( ) ( )
5 3
8 6 3
2 3
lim
3 7 9x
x x
x x x→∞
− −
− + −
. Ответ:  
1
3
; 
 155 
2) 
3 2
5 2
5 3 1lim
8 3 1x
x x
x x→∞
− +
+ +
. Ответ:  0 ; 
3) 
2
20
4 2lim
9 3x
x
x→
+ −
+ −
. Ответ:  
3
2
; 
4) 
9 7
7 2
5 3 1lim
8 3 5x
x x
x x→∞
− +
+ +
. Ответ: ∞ ; 
5) 3 30
2 2lim
2 2x
x x
x x→
+ − −
+ − −
. Ответ: 
6 23
2
; 
6) ( )2lim 4 7 4 2
x
x x x
→∞
− + − . Ответ:  
7
4
− ; 
7) ( )3 3 32lim 2 2
x
x x x
→∞
+ − + . Ответ:  2 . 
 
Домашнее задание 
Изучить теоретический материал для следующего практического за-
нятия «Первый замечательный предел». Вычислить:  
1) 
0
lim , 0
h
x h x
x
h→
+ −
> . Ответ: 
1
2 x
; 
2) 
5 4
31
5 4 1lim
1x
x x
x→
− −
−
. Ответ: 3 ; 
3) 
3
21
1lim
4 3x
x
x x→
−
− −
. Ответ: 
3
7
− ; 
4) 
1
1lim ; ,
1
n
mx
x
m n
x→
−
∈
−
ℕ . Ответ: 
m
n
; 
5) ( )lim
x
x a x
→+∞
− − . Ответ:  0 ; 
6) lim
x
x x x x
→+∞
 
+ + − 
 
. Ответ: 
1
2
; 
7) 
21
1 1lim
1x
x x
x→
+ − −
−
  Ответ:
2
2
. 
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V. Первый замечательный предел, следствия из него 
 
1. Записать на доске 
0
sinlim 1
x
x
x→
= . 
Обратить внимание, что первый замечательный предел раскрывает 
неопределенность вида 
0
0
 
 
 
, что очень важно, чтобы 0x → . 
Рассмотреть 
3
0
sinlim
x
x
x
x
x→
→
→∞
. 
2. Вместе со всей аудиторией вычислить (преподаватель у доски): 
1)  
0
sin 7lim
sin9x
x
x→
 
2)  
0
arcsin
3lim
3
2
x
x
ctg x→  + pi 
 
 3)  ( )
1
3lim 1 tg
2x
x
x
→−
pi
+  
Сделать вывод: в случае необходимости, удобно вводить замену 
так, чтобы новая переменная стремилась к нулю, и осуществлялся переход 
на первый замечательный предел. 
Основная методическая схема I. Выписать номера на доске и решить: 
1) 
2
20
sin 3lim
sin 5x
x
x→
. Ответ:
9
25
; 
2) 
0
1lim ctg
sinx
x
x→
 
− 
 
. Ответ: 0; 
3) 20
cos5 cos3lim
x
x x
x→
−
. Ответ: -8; 
4) 
2
sin 2lim
tg 4x
x
xpi→
. Ответ: 
1
2
− ; 
5) ( )
2
2 20
1 cos
lim
tg sinα→
− α
α − α
. Ответ: 
1
2
; 
6) 
0
arctg7lim
5x
x
x→
. Ответ: 
7
5
; 
7) sin 7lim
tg3x
x
x→pi
. Ответ: 
7
3
; 
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8) 20
1 cos2lim
x
x
x→
−
. Ответ:  4. 
 
Домашнее задание 
Изучить теоретический материал для следующего практического за-
нятия «Второй замечательный предел». Вычислить: 
1) 
0
lim ctg
x
x x
→
pi . Ответ: 
1
pi
; 
2) 
0
3arcsinlim
4x
x
x→
. Ответ: 
3
4
; 
3) lim tg sin
2 2x
x x
→α
pi − α
α
. Ответ: 
α
−
pi
; 
4) 
2
coslim
2x
x
xpi→ − pi
. Ответ: 
1
2
− ; 
5) 30
sin 2 tg 2lim
α→
α − α
α
. Ответ: 4; 
6) 
1
sin 6lim
sinx
x
x→
pi
pi
. Ответ: -6; 
7) 
4
2 2coslim
4x
x
xpi→
−
pi −
. Ответ: 
2
4
− ; 
8) 1 cos5lim
1 cos4x
x
x→pi
+
−
. Ответ:
25
16
. 
 
VI. Второй замечательный предел, следствия из него 
 
1. Выписать на доске ( ) 1
0
lim 1 x
x
x e
→
+ = ; 
1lim 1
y
y
e
y→∞
 
+ = 
 
. 
Вопрос к аудитории: «Для раскрытия какой неопределенности ис-
пользуется второй замечательный предел?» В это же время студент у доски 
выполняет номера из домашнего задания: 
1) 
4
2 2coslim
4x
x
xpi→
−
pi −
;  2)  1 cos5lim
1 cos4x
x
x→pi
+
−
. 
2. Вместе со всей аудиторией (преподаватель у доски) с использова-
нием информационных таблиц решить: 
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1) ( )1
1
lim 3 2
x
x
x
x −
→
− ; 
2) 
2 13 4lim
6
x
x
x
x
−
→∞
+ 
 + 
; 
3) ( ) ( ) ( )lim 2 ln 3 1 ln 3 5
x
x x x
→∞
+ − − +   . 
3. Основная методическая схема I. Выписать номера на доске: 
1) 
2 13 4lim
3 2
x
x
x
x
−
→∞
+ 
 + 
. Ответ:  
4
3e . 
2) 
7 14lim
3 2
x
x
x
x
−
→∞
+ 
 + 
; Ответ:  
0,
,
if x
if x
→ +∞
+∞ → −∞
. 
3) ( ) 21
0
lim cos x
x
x
→
. Ответ: 
1
2e
−
. 
4) 
0
1 1lim ln
1x
x
x x→
+
−
. Ответ: 1. 
5) 
1
lim 1x
x
x a
→∞
 
 −
 
 
. Ответ: ln a . 
6) 
1
lim
1
x
x
a a
x→
−
−
. Ответ: lna a . 
7) log 1lim a
x a
x
x a→
−
−
. Ответ: 
1 loga e
a
. 
8) 
0
lim
ax bx
x
e e
x→
−
. Ответ: a b− .  
 
Домашнее задание 
Изучить теоретический материал для следующего практического за-
нятия «Сравнение бесконечно малых функций и бесконечно больших 
функций. Таблица эквивалентных». Вычислить: 
1) 
2 13lim
2
x
x
x
x
+
→∞
+ 
 
− 
. Ответ: 10e ; 
2) ( )32
0
lim 1 tg x
x
x
→
+ . Ответ: 3e ; 
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3) ( )( )lim ln 2 ln
x
x x x
→∞
+ − . Ответ: 2; 
4) ( ) 21sin
0
lim cos x
x
x
→
. Ответ: 
1
2e
−
; 
5) 20
ln coslim
x
x
x→
. Ответ: 
1
2
− ; 
6) 
2
2
2
5lim
5
x
x
x
x→∞
 +
  
− 
. Ответ: 10e ; 
7) 
7 21 5lim
2 3
x
x
x
x
+
→∞
− 
 
− 
. Ответ:  
0,
,
if x
if x
→ −∞
+∞ → +∞
; 
8) ( ) 22 16
4
lim 7 27
x
x
x
x
−
→
−   Ответ: 7e . 
 
VII. Сравнение функций (0-символика). Порядок бесконечно 
больших и бесконечно малых функций. Эквивалентность функций, 
их использование при вычислении пределов 
 
1. Беглый опрос аудитории по основным определениям. Написание 
по памяти таблицы эквивалентных БМФ и ББФ. Два студента у доски ре-
шают номера из домашнего задания: 
1) 
2
2
2
5lim
5
x
x
x
x→∞
 +
  
− 
; 
2) ( )32
0
lim 1 tg x
x
x
→
+ ; 
 
 
3) ( )( )lim ln 2 ln
x
x x x
→∞
+ − ; 
4) ( ) 1sin
0
lim cos x
x
x
→
. 
 
2. Основная методическая схема I. Выписать на доске номера: 
1) Определить порядок малости ( ) 3 2 3x x xα = −  относительно 
( )x xβ =   при  x→0. 
Ответ: 
2
3
. 
2) Определить порядок малости ( ) 3 43sinx x xα = −  относительно 
( )x xβ =   при  x→0. 
Ответ: 3. 
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3) Приближенно вычислить 1
1,03
; 
Ответ: 0,97. 
4) Определить порядок роста бесконечно большой  А(х)  относи-
тельно  В(х) = х   при   x → ∞:   ( ) 2 3 5A x x x x= + + + ; 
Ответ: 1. 
 
У доски  два человека решают: 
1) 
1
1lim
lgx
x
x→
−
; Ответ: ln10− . 
2) 
0
cos cos2lim
1 cosx
x x
x→
−
−
; Ответ: 3. 
3) ( )
2
1
2
4 1lim
arcsin 1 2x
x
x→
−
−
;  Ответ: 2− . 
4) 
2
0
arctglim
arcsin3 sin
2
x
x
x
x
→
⋅
; Ответ: 
2
3
  
5) ( )
34 6
2
2
1 2 1lim
1
x
x x
x x
→+∞
+ + +
+ +
. Ответ: 0,75. 
6) ( )
2
20
1 coslim
1 cosx
x
x x→
−
−
. Ответ: 1 
 
Найти эквивалентные функции: 
а) 3
0
cos9x
x
a x
→
− ∼ … Ответ: 3 lnx a⋅ .  
б) 7 2
0
1 3 5 1
x
x x
→
− − − ∼ … Ответ: 
3
7
x
− . 
 
Домашнее задание 
Изучить теоретический материал для следующего практического за-
нятия «Непрерывность». Обратить внимание на три определения непре-
рывности. 
1) Определить порядок малости ( ) 1 cos xx
x
−
α =  относительно 
( )x xβ =   при x→0; 
Ответ: 1. 
 161 
2) Приближенно вычислить:  25,3 ; 
Ответ: 5,03. 
3) Вычислить: 20
1 cos4lim
2sin tg7x
x
x x x→
−
+
; 
Ответ: 
8
9
. 
4) Определить порядок роста бесконечно большой  А(х)  относи-
тельно В(х) = х  при  x → ∞:  ( )
6
4 3
5
3 2
xA x
x x
=
+ +
; 
Ответ: 2. 
5) Вычислить с помощью эквивалентных бесконечно малых: 
а) ( )( )1
2
tg 10 5
lim
sin 2 1x
x
x→
−
−
. Ответ: 3. 
б) ( )77
arcsin 7
lim
5 1xx
x
−→
−
−
. Ответ: 7log e . 
6) Найти эквивалентные функции: 
а) 3
0
1 cos 2
x
x
→
− ∼ … . Ответ: 6x2  
б) ( )2
0
ln 3 2 x
x
e
→
− ∼ … . Ответ: -4x. 
 
VIII. Непрерывность функции. Классификация разрывов 
функций. (Итоговое занятие) 
 
1. Оперативный опрос трех определений непрерывности, классифи-
кация точек разрыва. Работа со всей аудиторией. 
2. Основная методическая схема I. 
Найти точки разрыва функции, исследовать их характер. Сделать схе-
матический чертеж. 
1) ( ) 243
x
xf x −= . 
Ответ: 1 22, 2x x= = − −  точки разрыва второго рода; 
2) ( ) 21 cos xf x
x
−
= . 
Ответ: 0x = − точка устранимого разрыва; 
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3) ( )
2 , 1 1,
1, 1 4,
1, 1.
x x
f x x x
x

− ≤ <

= − < ≤

=
 
Ответ: 1x = −точка разрыва первого рода. 
 
3. Используя информационные таблицы, повторить все правила 
раскрытия неопределенностей. Для всей аудитории выдать самостоятель-
ную работу: 
1) 20
tg tg3lim
arcsinx
x x
x→
−
. Ответ: 2;  
2) ( )2 2lim ctg3
x
x x
→pi
− pi ⋅ . Ответ: 
2
3
pi
; 
3) ( )31
ln 2
lim
1x
x
x→
−
−
. Ответ: 
1
3
− ; 
4) 
3 2
3 23
2 12lim
18x
x x x
x x→
− + −
− −
. Ответ: 
16
21
 
5) ( )
2
2
2lim
7 2 5x
x x
x x→
−
+ − +
. Ответ: 12; 
6) ( ) 24
4
lim 5
x
x
x
x
+
+
→−
+ . Ответ: 2e− ; 
7) 3 1lim
7 2
x
x
x
x→+∞
− 
 + 
. Ответ: 
0,
,
if x
if x
→ +∞
+∞ → −∞
; 
8) 
3 22 4lim
1
x
x
x
x
+
→−∞
+ 
 
− 
. Ответ:
0,
,
if x
if x
→ −∞
+∞ → +∞
. 
 
4. Два студента работают у доски с заданиями повышенной слож-
ности (для получения оценки «9», «10»). В конце занятия провести анализ 
представленных решений. 
 
Вариант 1 
1. Доказать  7 5lim 7
2n
n
n→∞
−
=
+
. 
2. Вычислить  ( 1)! ( 2)!lim
! 2( 1)!n
n n
n n→∞
+ − +
+ −
. Ответ: −∞ ; 
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3. Вычислить  ( )( )3 32 3 3lim 3 1 7 6
n
n n n
→∞
+ + − + . Ответ: 1; 
4. Вычислить  
1
1
3 2 2lim
2 4 ... 2
n n
nn
−
+→∞
− ⋅
+ + +
. Ответ:  ∞ ; 
5. Вычислить  
3
21
1lim
4 5x
x
x x→
−
+ −
. Ответ:  
1
3
− ; 
6. Вычислить  
3
4
4 2lim
3 13x
x
x→−
− +
− +
. Ответ: 
3
2
− . 
 
Вариант 2 
1. Вычислить  ( )
3
sin 3
lim
1 2cosx
x
xpi→
− pi
−
. Ответ: 2 3− ; 
2. Вычислить  ( )ctg 2
2
lim cos x
x
x
pi
→
pi . Ответ: 1; 
3. Вычислить  ( ) ( )2 2 2lim ln 7 1 ln 7 2
x
x x x
→∞
 
− − +
 
. Ответ: 
3
7e
−
; 
4. Исследовать на непрерывность  
1
35xy −= ; 
5. Исследовать на непрерывность  ( )
( ]
( )
[ )
2 , ; 0
1
, 0; 2
cos , 2;
6
x x
f x x
x
x x

− ∈ −∞


= ∈

pi
∈ + ∞
. 
 
IX Контрольная работа 
 
Вариант 0 
1. Вычислить 
2
23
3 8 3lim
6x
x x
x x→
− −
− −
. 
Решение: 
2
23
3 8 3lim
6x
x x
x x→
− −
− −
 = 2
3 9 8 3 3 0
03 3 6
⋅ − ⋅ −  
= = 
− −  
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( )
( )( )
2
1 1 2 2
2
2
1 1 2 2
2
3 8 3 0;
3 13; 1 ;
3 3
13 8 3 3 3 ;
3
6 0;
63; 6 2;
1
6 3 2
x x
x x x x
x x x x
x x
x x x x
x x x x
− − =
−
= ⋅ = = − ⇒ = −
 
− − = − + 
 = =
− − =
−
= ⋅ = = − ⇒ = −
− − = − +
 
 
( )( )
( )( )3 3
3 3 1 3 1 10lim lim 2
3 2 2 5x x
x x x
x x x→ →
− + +
= = = =
− + +
. 
Ответ:  2. 
2. Вычислить 
2
22
2 3 2lim
3 2 8x
x x
x x→−
+ −
+ +
. 
Решение: 
2
22
2 3 2lim
3 2 8x
x x
x x→−
+ −
+ +
=
2 4 3 2 2 0 0
3 4 2 2 8 16
⋅ − ⋅ −  
= = 
⋅ − ⋅ +  
. 
Ответ:  0. 
 
3. Вычислить 
5 4
31
5 4 1lim
1x
x x
x→
− −
−
. 
Решение: 
5 4
31
5 4 1 5 1 4 1 1 0lim
1 1 01x
x x
x→
− − ⋅ − ⋅ −  
= = = 
−
−  
 
 
5x5 – 4x4 – 1      (x – 1) 
–(5x5 – 5x4)     (5x4+x3+x2+x+1) 
  x
4
 – 1 
–(x4 – x3) 
=          x
3
 – 1         = 
     –(x2 – x) 
 x – 1 
–(x – 1) 
0 
 
x
3
 – 1=(x – 1)(x2 + x + 1) 
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( )
1
1
lim
x
x
→
−
=
( )
( )
4 3 25 1
1
x x x x
x
+ + + +
− ( )2
9 3
31x x
= =
+ +
. 
Ответ:  3. 
4. Вычислить 22
3 2 2lim
4x
x
x→
− −
−
. 
Решение: 
( )( )
( )( )2 22 2
3 2 2 3 2 23 2 2 0lim lim
04 3 2 2 4x x
x xx
x x x→ →
− − − +
− −  
= = = 
−   − + −
 
( )( ) ( )( )
( )
2 22 2
2
3 2 4 3 6lim lim
3 2 2 4 3 2 2 4
3 2
lim
x x
x
x x
x x x x
x
→ →
→
− − −
= = =
− + − − + −
−
= ( ) ( )3 2 2 2x x− + − ( )
3 3
.
4 4 162x
= =
⋅+
 
Ответ:  
3
16
. 
5. Вычислить 
8 4
3 5 8
7 3 1lim
5 8 9x
x x x
x x x→∞
+ − +
− −
. 
Решение: 
2 4
2 4 8 8 8 8
3 5 8 3 5 8
8 8 8
7 3 1
7 3 1lim lim
5 8 9 5 8 9x x
x x x
x x x x x x x
x x x x x x
x x x
→∞ →∞
+ − +
+ − + ∞ 
= = = 
∞
− −  
− −
 
0 0 0 0
6 4 7 8
5 3
0 0
7 3 1 1
0lim 05 8 99x
x x x x
x x
→ → → →
→∞
→ →
+ − +
= = =
−
− −
. 
Ответ:  0. 
6. Вычислить 20
1 cos7lim
3x
x
x→
−
. 
Решение: 
2
2
2 20 0 0
1
7 72sin sin1 cos7 0 2 49 2 49 492 2lim lim lim 70 3 4 3 4 63 3
2
x x x
x x
x
x x x
→ → →
→
 
 
−  
= = = ⋅ ⋅ = ⋅ =  
   
 
. 
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Ответ:  
49
6
. 
7. Вычислить 
34 3lim
4 5
x
x
x
x
−
→∞
− 
 + 
. 
Решение: 
( )
( )3
344 3lim lim 1,4 3 54 5lim 144 5
lim 3
x
x x
x
x
x x
x x
x x
x
−
∞→∞ →∞
→∞
→∞
−
− ∞ 
= = = 
−  + ∞ = = =+ + 
− = ∞
 
3 34 3 8lim 1 1 lim 1
4 5 4 5
x x
x x
x
x x
−
−
→∞ →∞
 −  −   
= + − = + =    + +    
 
38
4 5 4 5
88lim 1
4 5
x
x x
x x
−
−
+ +
−
→∞
 
  
−   
= + =   + 
   
 
 
( )
31
8 lim38 3 5 88 lim 4 24 54 5 4lim
x
x
x
xx
xx x
x
e e e e e
→∞
→∞
−
−
−− −
−
− +
−++
→∞
= = = = = . 
Ответ:  2e− . 
8. Вычислить 
2 15 3lim
3 4
x
x
x
x
−
→∞
+ 
 
− 
. 
Решение: 
( )
2 1
355 3 5lim lim5 3 43 4 3lim 33 4
lim 2 1
x
x x
x
x
x x
x x
x x
x
−
→∞ →∞
→∞
→∞
++ ∞ 
= = = + 
− ∞ = =
− 
− 
− = ∞
 
,5
0,3
если x
если x
∞ +∞ → +∞ 
= =   → −∞  
. 
Ответ:  
,
0,
если x
если x
+∞ → +∞
 → −∞
. 
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9. Вычислить ( ) ( ) ( )lim 2 ln 7 3 ln 7 4
x
x x x
→∞
− − − +   . 
Решение: ( ) ( ) ( )
27 3lim 2 ln 7 3 ln 7 4 lim ln
7 4
x
x x
x
x x x
x
−
→∞ →∞
− 
− − − + = =     + 
 
( )
( )
22 2
7 2
7 4 7 4 2 77 lim7 17 4 7
7 3 7 3 7lim 1 lim 1 1 lim 1
7 4 7 4 7 4
7lim 1 0
7 4
x
xx x
x x x
x
x x x
x
x
x x
x x x
e e e
x
→∞
−
− −
∞
→∞ →∞ →∞
− −
+ +
−
−
−
−
−+
→∞
−  −  −     
= = + − = + =      + + +      
=
 
−  
= + = = = >  + 
  
= 
2
17 3ln lim ln 1
7 4
x
x
x
e
x
−
−
→∞
− 
= = = − + 
. 
Ответ:  –1. 
10. Вычислить ( ) 2 19
3
lim 4 11
x
x
x
x
+
−
→
− . 
Решение: ( ) ( ) ( ) ( ) ( )22 4 12 11 99
3 3
lim 4 11 1 lim 1 4 12
x xx
xx
x x
x x
− ⋅ ++
∞
−
−
→ →
 
− = = + − =    
 
 
( )( )
( )( )3 3
4 3 1 1 4 8lim 4 lim 43 3 3 6 3x x
x x x
x x xe e e e→ →
− + +
⋅
⋅
− + +
= = = = . 
Ответ: 
8
3e . 
11. Вычислить ( )2
2
ln 1 cos
lim
2
x
x
x
pi
→
+
pi 
− 
 
. 
Решение: 
( )
2
2
; 0ln 1 cos 0 2lim
0
2 22
x
x y y
x
x y xx
pi
→
pi
− = →
+  
= = =  pi pi pi 
= + →
− 
 
 
( ) ( )( ) ( )2 20 0 0
ln 1 cos
ln 1 sin2lim lim ln 1 sin sin
y y y
y
y
y y
y y→ → →
 pi  + +  
−  
= = = + − − =∼  
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20 0 0 0
sin sin 1 sin 1lim lim lim 1 lim
y y y y
y y y
y y y yy→ → → →
 −
= = − ⋅ = = = − = −∞ 
 
. 
Ответ:  –∞. 
12. Исследовать на непрерывность  ( )
cos ,
2
0,
2
2,
x x
f x x
x
pi ≤

pi
= < < pi

≥ pi

. 
Решение: 
1) внутри промежутков задания функция представлена непрерыв-
ными функциями. 
Значит, возможными точками разрыва могут быть 
2
x
pi
= ;  x = pi ; 
2) имеем 
( )
( )
0
2 2
2
0
2 2
2
cos 0
2 2
lim lim cos 0
lim lim 0 0
x x
x
x x
x
f
f x x
f x
pi pi
→ − →
pi
<
pi pi
→ + →
pi
>
pi pi  
= =  
  


= = 
 ⇒



= =




  
при  
2
x
pi
=  – функция непрерывна. 
3) 
( )
( )
( )
0
0
2
lim lim 0 0 0 2
lim lim 2 2
x x
x
x x
x
f
f x
f x
→pi− →pi
<pi
→pi+ →pi
>pi
pi = 



= = ≠ ⇒


= =


   
при x = pi  функция терпит разрыв I рода. 
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Вариант 0 
(для студентов творческого уровня обучения) 
 
1. Доказать 3 5lim 3
2n
n
n→∞
−
=
+
. 
2. Вычислить ( 2)! ( 1)!lim
! 2( 1)!n
n n
n n→∞
+ − +
+ +
. 
3. Вычислить ( )( )3 32 3 3lim 2 1 5 4
n
n n n
→∞
+ + − + . 
4. Вычислить 
1
1
3 2 4lim
4 16 ... 4
n n
nn
−
+→∞
− ⋅
+ + +
. 
5. Вычислить 
3
21
1lim
4 3x
x
x x→
−
− −
. 
6. Вычислить 
3
3
5 2lim
3 12x
x
x→−
− +
− +
. 
7. Вычислить ( )
0
sin5
lim
arcsin
4
x
x
x→
+ pi
. 
8. Вычислить ( )
3
sin 3
lim
1 2cosx
x
xpi→
− pi
−
. 
9. Вычислить ( )
1
lim cos2 ctg x
x
x
pi
→
pi . 
10. Вычислить ( ) ( )2 2 2lim ln 3 1 ln 3 2
x
x x x
→∞
 
− − +
 
. 
11. Исследовать на непрерывность 1 1xy
x
+ −
= . 
2 
1 
–1 -pi pi 
y 
x 
2
pi
 
2
pi
−  
 170 
12. Исследовать на непрерывность 
1
22 xy −= . 
13. Исследовать на непрерывность ( )
( ]
( )
[ )
1 , ; 0
1
, 0; 2
, 2;
4
x x
f x x
x
x
x

− ∈ −∞


= ∈


∈ + ∞
. 
 
Трехуровневые тестовые задания к разделу 
«Введение в математический анализ» 
 
Уровень I 
I. Вычислить: 
1) ( ) ( )( )
2 ! 1 !
lim
3 !n
n n
n→∞
+ + +
+
. Ответ:  0; 
2) 
1 15 3lim
5 3
n n
n nn
+ +
→∞
+
+
. Ответ:  5; 
3) 
4 2
4
3 6lim
2 2x
x x
x x→∞
+ −
− +
. Ответ:  1,5; 
4) 3 2
7 3lim
5 2 1x
x
x x→∞
−
+ −
. Ответ:  0; 
5) 
2
22
3 2lim
2 6x
x x
x x→
− +
− −
. Ответ:  
1
7
; 
6) 22
2 6lim
6x
x x
x x→−
− − +
− −
. Ответ:  
1
10
; 
7) 
0
lim
1 3 1x
x
x→ + −
. Ответ:  
2
3
; 
8) 
0
5lim
arctgx
x
x→
. Ответ:  5; 
9) 
0
1 cos4lim
1 cos8x
x
x→
−
−
. Ответ:  
1
4
; 
10) ( )1
0
lim 1 2 x
x
x
→
+ . Ответ:  2e ; 
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11) ( ) ( )lim 2 3 ln 2 ln
x
x x x
→∞
+ + −   . Ответ:  4. 
II. Для заданных функций найти эквивалентные в соответствующем 
процессе величины: 
1) 2 320 5 8 5
x
x x x
→∞
+ − + ∼ . Ответ:  35x ; 
2) 3
0
3
x
x x
→
+ ∼ . Ответ:  3x ; 
3) 2
0
tg
x
x x
→
∼ . Ответ:  3x ; 
4) 
0
sin
x
x x
→
+ ∼ . Ответ:  x ; 
5) 
0
tg 2
x
x x
→
+ ∼ . Ответ:  3x ; 
6) 
0
1 cos5
x
x
→
− ∼ . Ответ:  
225
2
x
; 
7) 2
0
1x
x
e
→
− ∼ . Ответ:  2x ; 
8) ( )2
0
ln 5 3 1
x
x x
→
+ + ∼ . Ответ:  3x . 
III. Вычислить с помощью эквивалентных: 
1) 
2
20
sin
2lim
x
x
x→
 
 
 
. Ответ:  
1
4
; 
2) ( )( )1
2
tg 6 3
lim
sin 2 1x
x
x→
−
−
. Ответ:  3; 
3) 
0
1 cos3lim
sin 7x
x
x→
−
. Ответ:  0; 
4) 
1
1
1lim
2 2
x
x
e
x
+
→−
−
+
. Ответ:  
1
2
; 
5) 20
arctg7lim
5 3x
x
x x→ −
. Ответ:  
7
3
− . 
IV.  
1. Установить область непрерывности функций и найти их точки 
разрыва: 
a)  7 4
7 4
xy
x
+
=
−
; б)  
1
52 xy += ; в)  ( )2ln 1 x− . 
 172 
2. Исследовать на непрерывность и сделать схематический чертеж 
( )
2
3, 0
1, 0 4
3, 4
x x
f x x x
x x

− <

= + ≤ ≤

+ >
. 
V. Найти соответствие между условием и графиком. Ответ предста-
вить в виде:  1) - …;  2) - …;  3) - …;  4) - …;  5) - …;  6) - …  
1. ( )lim 0
x
f x
→±∞
= ; 4.  
( )
( )
2
2
lim ,
lim ;
x
x
f x
f x
−
+
→
→
= −∞


= +∞

 
2. ( )
0
lim
x
f x
→
= +∞ ; 5.  ( )
0
lim 1
x
f x
→
= − ; 
3. 
( )
( )
2
2
lim ,
lim 0;
x
x
f x
f x
−
+
→
→
= +∞


=

 6.  
( )
( )
lim 1,
lim 0.
x
x
f x
f x
→+∞
→−∞
= −


=
 
 
 
I. 
 
II. 
 
III. 
 
IV. 
 
V. 
 
VI. 
 
Уровень II 
I. Вычислить: 
1. 
1 1 11
2 4 2lim 1 1 11
3 4 3
n
n
n
→∞
+ + + +
+ + + +
…
…
. Ответ:  
4
3
; 
y 
x 0 2 
y 
x 0 
–1 
x 
y 
0 2 
y 
x 0 2 
0 
y 
x 0 
y 
x 
–1 
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2. 
34 5 2
5 4 3
2 1lim
2 1n
n n
n n→∞
+ − +
+ − +
. Ответ:  0; 
3. 
2
32
5 6lim
8 8x
x x
x x→
− +
− +
. Ответ: 
1
4
− ; 
4. 
4 3 2
4 3 21
2 2 2 1lim
3 5 2 1x
x x x x
x x x x→
− + − +
− + − +
. Ответ:  
1
2
; 
5. 
2
21
3 2 4 2lim
3 2x
x x x
x x→
− − − −
− +
. Ответ:  
1
2
; 
6. 
3
3 31
3 2 1lim
3 9 4 8x
x x
x x→
− −
+ − +
. Ответ:  
28 3
3
− ; 
7. 
2
cos3lim
sin 2x
x
xpi→
. Ответ:  
3
2
− ; 
8. 
0
1 cos 2 coslim
3 cos 2cosx
x x
x x→
+ −
+ −
. Ответ:  
3 2
7
; 
9. 
2
lim arctg
1x
x
x→+∞ +
. Ответ:  
4
pi
; 
10. ( )
10
10 9 2
2 1
lim
3 7 3 2x
x
x x x→∞
+
− + −
. Ответ:  
102
3
 
 
 
; 
11. 
1
lim
1
x
x
e e
x→
−
−
. Ответ:  e ; 
12. ( ) 12 2
0
lim 1 tg x
x
x
→
+ . Ответ:  1. 
 
II. Для заданных функций найти эквивалентные в соответствующем 
процессе величины: 
1. 2 3 1
x
x x x
→∞
+ + + ∼ . Ответ:  2x ; 
2. 7 2
0
1 3 5 1
x
x x
→
− − − ∼ . Ответ:  
3
7
− ; 
3. 3
0
1 cos 2
x
x
→
− ∼ . Ответ:  26x ; 
4. 3
0
cos9x
x
a x
→
− ∼ . Ответ:  3 lnx a ; 
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5. ( )2
0
ln 3 2 x
x
e
→
− ∼ . Ответ:  4x− ; 
6. ( )3 5 2
0
2 lg 1 tg
2 x
x
x x
→
 
− + 
 
∼ . Ответ:  
5
4ln10
x
; 
7. 2
2
x
x
e epi
pi
→
− ∼ . Ответ:  0. 
III. Вычислить с помощью эквивалентных: 
1. ( )
34 6
2
2
1 2 1lim
1
x
x x
x x
→+∞
+ + +
+ +
. Ответ:  
3
4
; 
2. 
( )sin
0
ln 2 1
lim
ln cos
x x
x
e
x→
−
. Ответ:  –4; 
3. 
3 4
0
1 1 2 1 3lim
x
x x x
x→
+ − + ⋅ +
. Ответ:  
1
2
; 
4. ( )
2
20
1 coslim
1 cosx
x
x x→
−
−
. Ответ:  1; 
5. 
cos cos 2 cos 4
20
2lim
x x x
x
e e e
x→
+ −
. Ответ:  
27
2
− ; 
6. ( )44
arcsin 4
lim
5 1xx
x
−→
−
−
. Ответ:  5log e . 
IV. Доказать по определению, что 
1. 3 1lim 1
3n
n
n→∞
+
= ; 2.  ( )2
5
lim 2 5 25
x
x x
→
− = . 
V. 
1. Установить область непрерывности функций, исследовать харак-
тер точек разрыва: 
а) 1
2
y
x
=
−
; б)  cos xy
x
= . 
2. Исследовать на непрерывность и сделать схематический чертеж 
( )
2 1, 1
1
, 1.
1
x x
f x
x
x
 + ≤

= 
>
−
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Уровень III 
I. Вычислить: 
1. lim 1997 1997 1997
n→∞
… . Ответ:  1997; 
2. 2 2 3
2 1lim sin
4x
x
x
x x→+∞
+
⋅
+
. Ответ:  
1
2
; 
3. 
2
2 1lim ln
n
n
n
n→∞
+
. Ответ:  
1
2
; 
4. ( )
0
lim ctg ln 1
x
x x x
→
+ + . Ответ:  
1
2
; 
5. ( )
0
4
lim cos sin tg 2
x
x x x
pi
→ −
− . Ответ:  0; 
6. ( )4 2123 33lim 1
x
x x x
→∞
 
 + −
 
 
. Ответ:  
1
3
; 
7. 
0
3 1lim
1 cos cos 1 cosx x x x→
−
− −
. Ответ:  1; 
8. 
3
1 3lim
1 2cos2 2sin3x x xpi→
 
− 
+ 
. Ответ:  
1
3
− ; 
9. ( )1
0
lim sinx x
x
e x
→
+ . Ответ:  2e ; 
10. ( ) 1ln cos
0
lim 1 sin x
x
x
→
+ . Ответ:  0; 
11. 
0
lim cosx
x
x
→
. Ответ:  
1
2e
−
; 
12. 1 1lim sin cos
x
x x x→∞
 
+ 
 
. Ответ:  е. 
II. Доказать по определению, что 
1. 2
1lim 0
x
x
x→∞
+
= ; 2.  coslim 0
1n
n
n→∞
α
=
−
. 
III. Исследовать на непрерывность: 
1. ( ) 2 1sinf x x
x
= ⋅ . Ответ: 0x =  – точка устранимого разрыва; 
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2. ( )
1
sin , 0
0, 0
x xf x x
x

⋅ ≠
= 
 =
. Ответ: 0x =  – точка непрерывности. 
IV. Выделить главную часть функций: 
1. 5 2 3 1y x= − −  при x→2. Ответ:  ( )4 2
5
x − ; 
2. ( )2ln 1y x x= − −  при x→2. Ответ: ( )3 2x⋅ − ; 
3. 
2
2
2 4ln
1
x xy
x x
 + +
=   
− − 
 при x→∞. Ответ: 
3
x
; 
4. ( )ln cos siny a x b x= +  при x→0. Ответ: b x ; 
5. 3 cos2 1y x= −  при x→0. Ответ: 
22
3
x
− . 
V. Вычислить с помощью эквивалентных: 
1. 
1
lim
ln
x
x
e e
x→
−
. Ответ:  e; 
2. lim
ln ln
x a
x a
e e
x a→
−
−
. Ответ:  aa e⋅ ; 
3. 
1
3 8lim
1
x
x
x
x→
− +
−
. Ответ:  
13ln3
6
− ; 
4. 
5 72 2
0
2 10 1 2 10 1lim
x
x x x x
x→
+ − − + −
. Ответ:  
4
7
; 
5. ( )1
0
lim 1 x
x
x x
→
+ − . Ответ:  
1
2e
−
; 
6. 
5
20
1 sin10 1lim
x
x x
x→
+ −
. Ответ:  2; 
7. ln 1lim
x e
x
x e→
−
−
. Ответ:  
1
e
. 
VI. Построить графики функций: 
1. 2lim sin n
n
y x
→∞
= ; 2.  ( )lim 1 0n n
n
y x x
→∞
= + ≥ . 
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ГЛОССАРИЙ 
 
Новые понятия Содержание 
2 3 
1. Функция правило, закон, по которому каждому элементу  
х (аргументу) некоторого множества  Х (облас-
ти определения) соответствует единственный 
элемент у (зависимая переменная) другого 
множества  У (область значений функции) 
2. Четная функция функция f, у которой область определения сим-
метрична относительно начала координат и для 
всех  х из ее области определения ( ) ( )f x f x− =  
3. Нечетная функция функция f, у которой область определения 
симметрична относительно начала координат 
и для всех х из ее области определения 
( ) ( )f x f x− = −  
4. Функция монотонно 
возрастающая (убы-
вающая) на интервале  
(а, b)∈Х 
функция ( )y f x= , для которой большему зна-
чению аргумента из (а, b)  соответствует боль-
шее (меньшее) значение функции, т.е. для 
1 2x x<  следует ( ) ( )1 2f x f x< , ( ( ) ( )1 2f x f x> ) 
5. Ограниченная функ-
ция 
функция, для которой в заданной области оп-
ределения существует постоянное  k > 0, такое, 
что ( )f x k≤  
6. Основные элемен-
тарные функции 
1. Степенная py x= , где p  – действитель-
ное число; 
2. Показательная xy a= , где а – положи-
тельное число, не равное 1; 
3. Логарифмическая logay x= , где а > 0, не 
равно 1; 
4. Тригонометрические siny x= , cosy x= , 
ctgy x= , tgy x= ; 
5. Обратные тригонометрические функции 
arcsiny x= , arccosy x= , arctgy x= , 
arcctgy x=  
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1 2 
7. Предел последова-
тельности 
число  А, к которому можно приблизиться с 
любой степенью точности при стремлении но-
мера члена последовательности к бесконечно-
сти, lim n
n
x A
→∞
=  
8. Предел функции 
( )y f x=  при стремле-
нии аргумента  х  к 
фиксированному зна-
чению  х0. 
число  А, к которому может приблизиться зна-
чение функции  y с любой наперед заданной 
точностью ε: ( )
0
lim
x x
f x A
→
=  
9. Два замечательных 
предела 
0
sinlim 1
x
x
x→
= ,     
1lim 1
y
y
e
y→∞
 
+ = 
 
 
10. Функция ( )y f x=  
непрерывна в точке  
х = х0, 
если существует значение функции в точке х0 и 
ее предел в точке  х0 равен значению функции в 
этой точке ( ) ( )
0
0lim
x x
f x f x
→
=  или ее предел 
справа равен пределу слева при  x→х0 и равен 
значению функции в этой точке: 
( ) ( ) ( )
( ) ( ) ( )( )
0 0
00 0
0 0 0
lim lim
0 0
x x x x
f x f x f x
f x f x f x
→ + → −
= =
+ = − =
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УЧЕБНЫЙ МОДУЛЬ 3. 
ДИФФЕРЕНЦИАЛЬНОЕ ИСЧИСЛЕНИЕ  
ФУНКЦИИ ОДНОЙ ПЕРЕМЕННОЙ 
 
Введение 
 
В данном модуле рассматривается одно из важнейших понятий со-
временной математики и, в частности, математического анализа – понятие 
производной функции. Изложено понятие производной, способы ее вы-
числения, а также применение этого понятия при решении прикладных за-
дач. С понятием производной тесно связано понятие дифференциала. 
Дифференциал функции – часть ее приращения, причем наиболее сущест-
венная при достаточно малых приращениях аргумента. Понятие производ-
ной достаточно сложно, однако, ввиду его многочисленных приложений, 
приводящих к краткому и изящному решению практических задач, оно за-
служивает серьезного рассмотрения и овладения в объеме данного курса. 
 
ДИДАКТИЧЕСКИЕ ЦЕЛИ ОБУЧЕНИЯ 
 
Студент должен знать Студент должен уметь 
− задачи, приводящие к понятию 
производной; 
− определение производной; 
− геометрический смысл произ-
водной; 
− механический смысл производ-
ной; 
− формулы для вычисления про-
изводной сложной функции, пара-
метрически заданной функции; 
− определение логарифмической 
производной; 
− определение дифференциала, 
его геометрический, механический 
смысл; 
− определение производных и 
дифференциалов высших порядков; 
− узнавать основные классы эле-
ментарных функций; 
− писать по памяти таблицу про-
изводных; 
− дифференцировать основные 
классы элементарных функций; 
− вычислять производные суммы, 
произведения и частного;  
− вычислять производные слож-
ных, параметрически и неявно за-
данных функций; 
− пользоваться, в случае необхо-
димости, логарифмической  произ-
водной; 
− применять дифференциал в 
приближенных вычислениях; 
− вычислять производные и диф-
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− основные теоремы дифферен-
циального исчисления; 
− правило Лопиталя; 
− формулу Тейлора, разложение 
элементарных функций по формуле 
Тейлора;  
− необходимые и достаточные 
условия экстремума функции; 
− достаточные условия монотон-
ности функции; 
− необходимые и достаточные 
условия наличия точек перегиба; 
− достаточные условия для ис-
следования функции на выпуклость 
(вогнутость); 
− определение вертикальных, го-
ризонтальных, наклонных асимптот 
ференциалы высших порядков для 
всех способов задания функции; 
− раскрывать различные неопре-
деленные выражения с помощью 
правила Лопиталя; 
− пользоваться разложениями 
функций по формуле Тейлора в 
приближенных вычислениях; 
− исследовать функцию на моно-
тонность, определять точки экстре-
мума; 
− исследовать функцию на вы-
пуклость (вогнутость), определять 
точки перегиба; 
− определять асимптоты графика 
функции; 
− проводить полное исследование 
функции, строить ее график 
 
УЧЕБНО-МЕТОДИЧЕСКАЯ КАРТА МОДУЛЯ 3 
 
Название вопросов,  
которые изучаются на лекции 
Номер 
практи-
ческого 
занятия 
Нагляд-
ные и ме-
тодиче-
ские по-
собия 
Формы 
конт-
роля 
знаний 
1. Задачи, приводящие к понятию производ-
ной. Производная функции. Геометрический 
и механический смысл производной. Диффе-
ренцируемость функции. Дифференциал, его 
геометрический и механический смысл 
I 1, 2, 3, 4, 5 РП 
2. Производная суммы, произведения и ча-
стного функций. Производная сложной и об-
ратной функции. Дифференцирование пара-
метрически заданных и неявных функций. 
Таблица производных. Логарифмическая 
производная 
II, III 1, 2, 3, 5, 4, 7 
Опрос, 
РП 
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3. Бесконечная производная, односторонние 
производные. Производные и дифференциалы 
высших порядков. Применение дифферен-
циала в приближенных вычислениях 
IV 
1, 2, 3, 
5, 4, 6, 
7 
РП, 
ПДЗ 
4. Основные теоремы дифференциального 
исчисления (теоремы Ролля, Коши, Лагранжа) V 
1, 2, 3, 
5, 4, 6, 7 РП 
5. Применение производной. Правило Ло-
питаля – Бернулли. Локальный экстремум. 
Теорема Ферма. Условия возрастания и убы-
вания функций. Достаточные условия локаль-
ного экстремума 
VI 
1, 2, 3, 
5, 4, 6, 
7 
ВКР, 
РП 
6. Выпуклость и вогнутость. Точки переги-
ба. Глобальный экстремум функции. Практи-
ческие задачи на оптимизацию. Приложения 
производной к задачам геометрии и физики 
VII 
1, 2, 3, 
5, 4, 6, 
7 
ВКР, 
РП 
7. Асимптоты графика функции. Общая 
схема исследования функции и построение ее 
графика 
VIII 
1, 2, 3, 
5, 4, 7, 
8 
ВКР, 
РП 
8. Формула Тейлора для произвольной 
функции с остаточным членом в форме Ла-
гранжа 
IX 1, 2, 3, 5, 4, 7 
ВКР, 
РП, 
ПДЗ 
9. Разложение элементарных функций по 
формуле Тейлора и Маклорена. Формула 
Тейлора и ее приложения 
X 1, 2, 3, 5, 4, 7 
ВКР, 
РП 
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ГРАФИЧЕСКАЯ СХЕМА МОДУЛЯ 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ДИФФЕРЕНЦИАЛЬНОЕ 
ИСЧИСЛЕНИЕ ФУНКЦИИ 
ОДНОЙ ПЕРЕМЕННОЙ 
Основные теоремы 
Ферма, Ролля, 
Лагранжа, Коши 
Первая 
производная 
Производная 
функции, заданной 
неявно
Производная 
функции, заданной 
параметрически 
Производные 
высших 
порядков 
Таблица 
Правила 
дифференцирования 
Логарифмическая 
производная 
Формула 
Тейлора 
 
Правило 
Лопиталя 
Дифференциалы 
первого и 
высших 
порядков 
Задачи  
на 
оптимизацию 
Задачи 
физики, 
механики и 
т.п. 
ПРИЛОЖЕНИЯ 
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Информационная таблица  «Дифференциальные исчисления» 
Производной от функции у = у(х) в точке 
x  называется предел приращения функции к 
приращению аргумента, когда последнее 
стремится к нулю, если этот предел сущест-
вует, конечен и не зависит от способа стрем-
ления ∆х к нулю 
0
lim
x
yy
x∆ →
∆
′ =
∆
 
Правила дифференцирования  
1. 0c′ = ;                   4. ( )cu cu′ ′= ; 
2. ( )u v u v′ ′ ′± = ± ;   5. 2u u v uvv v
′ ′ ′
− 
= 
 
; 
3. ( )uv u v uv′ ′ ′= + ; 6. ( )( )x u xf u x f u′ ′ ′= ⋅ . 
Таблица производных ( ) ( )
( ), ,
xt t
x xx
t t
y x x ty
y y if
y y tx x
′′  =′ 
′ ′′= = 
′ ′ =
 
x
x
y
F
y
F
′
′ = −
′
, if  ( ; ) 0F x y =  
1. ( ) 1n nu n u u−′ ′= ⋅ ⋅ ; 
2. 1x′ = ; 
3. ( ) 1
2
u u
u
′
′= ⋅ ; 
4. 2
1 1
u
u u
′ 
′= − ⋅ 
 
; 
5. ( )sin cosu u u′ ′= ⋅ ; 
6. ( )cos sinu u u′ ′= − ⋅ ; 
7. ( ) 21tg cosu uu′ ′= ⋅  
8. ( ) 21ctg sinu uu′ ′= − ⋅  
Геометрический смысл производной: 
производная от функции ( )y f x=  в точ-
ке 0x  есть тангенс угла наклона каса-
тельной, проведённой к графику функции 
в точке 0x : ( )0 tgy x k′ = α = . 
( ) ( ) ( )0 0 0y y x y x x x′= + −  
–  уравнение касательной. 
( ) ( ) ( )0 00
1y y x x x
y x
= − −
′
 
–  уравнение нормали. 9. ( ) lnu ua a a u′ ′= ⋅ ⋅ ; 
10. ( )u ue e u′ ′= ⋅ ; 
11. ( ) 1log
lna
u u
u a
′ ′= ⋅
⋅
; 
12. ( ) 1ln u u
u
′ ′= ⋅ ; 
Механический смысл производной: про-
изводная от функции S, равная S’(t), где S(t) 
– путь, пройденный материальной точкой 
за время t, есть мгновенная скорость мате-
риальной точки в определенный момент 
времени. S = S(t), vмгн(t0) = S’(t0) 
13. ( )
2
1
arcsin
1
u u
u
′ ′= ⋅
−
; 
14. ( )
2
1
arccos
1
u u
u
′ ′= − ⋅
−
; 
15. ( ) 21arctg 1u uu′ ′= ⋅+ ; 
16. ( ) 21arcctg 1u uu′ ′= − ⋅+ ; 
17. ( )sh chu u u′ ′= ⋅ ; 
18. ( )ch shu u u′ ′= ⋅ ; 
19. ( ) 21th chu uu′ ′= ⋅ ; 
20. ( ) 21c th shu uu′ ′= − ⋅ . 
I. Монотонность, экстремум 
1. Найти критические точки 
0y y′ ′=  – не существует 
2. 
 
 
 
 
II. Наибольшее и наименьшее значе-
ния 
1. Найти критические точки. 
2. Вычислить f (x) в критических точ-
ках, попавших в отрезок. 
3. Вычислить f (x) на концах отрезка 
Выбрать fнаиб. и  fнаим.. 
y 
x x0 
y(x0) 
ϕ 
y=kx+b 
степенные 
тригономет
рические 
показательные 
логарифмическые 
обратно
тригоно
метриче
ские y 
y' 
x 
- + - - 
x1 x2 x3 
max min 
гиперболические 
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КРАТКОЕ СОДЕРЖАНИЕ 
ТЕОРЕТИЧЕСКОГО МАТЕРИАЛА 
 
3.1. Задачи, приводящие к понятию производной 
 
Рассмотрим следующие задачи: 
Задача 1 (о плотности). Пусть m(x) – масса куска тонкого неод-
нородного стержня, заключенного между левым концом и произвольной 
точкой  x, лежащей внутри стержня. Требуется найти удельную линейную 
плотность в произвольной точке стержня. 
Решение: 
1. Вспомним формулу удельной линейной плотности для однород-
ного стержня:  constρ = , тогда 
m
l
ρ = ,     (3.1.1) 
 
где    m – масса стержня, а  l – его длина. 
2. Пусть плотность стержня равномерно меняется от точки  x1  до 
точки   x2, тогда 
 
( ) ( ) ( ) ( )2 1 1 1
.
2 1
ср
m x m x m x x m x
x x x
− + ∆ −ρ = =
− ∆
.      (3.1.2) 
Запишем формулу (3.1.2) на языке приращений: 
ср
m
x
∆ρ =
∆
     (3.1.3) 
3. В нашей ситуации плотность меняется неравномерно от точки к 
точке, поэтому стержень разобьем на элементарные части  ( x∆  должно 
быть малым) так, чтобы на элементарном участке  [ ]1,k kx x−  удельная ли-
нейная плотность изменялась практически равномерно ср
m
x
∆ ρ = ∆ 
. Тогда 
чтобы вычислить удельную плотность точно, необходимо x∆  устремить к 
нулю. Таким образом, плотность в точке  x  равна 
( ) ( )
0 0
lim lim
x x
m x x m xm
x x∆ → ∆ →
+ ∆ −∆ρ = =
∆ ∆
.    (3.1.4) 
x1 
 
x2 = x1 + ∆x 
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Задача 2 (о силе тока).  Пусть  ( )q t  – заряд конденсатора в зави-
симости от времени. Определить силу тока I в произвольный момент вре-
мени  t  через сопротивление  R. 
Решение. Если бы заряд был постоянным, то силу тока вычисляли 
бы по формуле  
qI
t
= , но поскольку заряд является переменной величи-
ной, то, рассуждая аналогичным образом как в задаче 1 (провести само-
стоятельно), придем к формуле 
( ) ( )
0
( ) lim
t
q t t q t
I t
t∆ →
+ ∆ −
=
∆
        (3.1.5) 
Задача 3 (о мгновенной скорости). Найти скорость  v  прямоли-
нейно движущейся точки в произвольный момент  t, если путь определяет-
ся формулой  ( )S S t= . 
Решение. Проведя рассуждения аналогичные задаче 1, получим 
( ) ( )
. 0
limмгн
t
S t t S t
t∆ →
+ ∆ −
ν =
∆
.       (3.1.6) 
Определение 3.1.1. Касательной к кривой в точке  М0  называ-
ется предельное положение секущей  М0М  при условии, что  М → М0. 
Задача 4 (о касательной). Найти уравнение касательной, прове-
денной к графику функции  ( )y f x=  в точке ( )( )0, 0x f x . 
Известно, что урав-
нение прямой 
( )0 0y y k x x− = − ,  
tgk = α . 
Из геометрического 
анализа чертежа следует, 
что tg y
x
∆β =
∆
. Тогда при 
0M M→ ,  0x∆ → , 
∠β → ∠α ,  tg tgβ → α   ⇒ 
( ) ( )
0 0 0
tg lim tg lim lim
x x x
y x x y xyk
x x∆ → ∆ → ∆ →
+ ∆ −∆
= α = β = =
∆ ∆
.  (3.1.7) 
α 
( ) ( )0 0y x x y x y+ ∆ − = ∆  β 
M 
M0 
x 
y 
x0 + ∆x 
∆x 
x0 
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Вывод: 
1. Все пределы (3.1.4 – 3.1.7) имеют одинаковую математическую 
структуру и являются математическими моделями, которые характеризуют 
скорость изменения определенного процесса (зависимой величины) для 
каждого значения независимой величины: скорость изменения массы, ско-
рость изменения заряда, скорость изменения пути от времени, скорость 
изменения ординаты кривой. 
2. С математической точки зрения все эти пределы одинаковы и от-
личаются только обозначениями. 
В математике зависимую и независимую величину принято обозна-
чать  y  и  x. 
Возникает вопрос: как обозначить скорость изменения зависимой в 
определенном процессе величины, то есть, функции, в зависимости от ар-
гумента. 
В математике приняты следующие обозначения: 
dy
dx
 – ввел Лейбниц; 
xɺ     – ввел Ньютон; 
y′    – ввел Лагранж. 
 
3.2. Определение производной функции в точке 
 
Определение 3.2.1. Производной от функции ( )y f x=  в точке  х  
называется предел отношения приращения функции к приращению аргу-
мента, когда последнее стремится к нулю, если этот предел существует, 
конечен и не зависит от способа стремления  x∆   к нулю 
0
lim
x
yy
x∆ →
∆
′ =
∆
. 
Замечание 3.2.1. В общем случае y′  – скорость изменения функ-
ции в точке  0x . 
Замечание 3.2.2. Из школьного курса известно, что геометриче-
ский смысл производной состоит в следующем: производная от функции 
( )y f x=  в точке  0x   равна тангенсу угла наклона к оси  Ох  касательной, 
проведённой к графику функции в точке ( )( )0 0,x f x  (угол отклоняется от 
оси  Ох  к касательной). 
0
lim
x
yk y
x∆ →
∆
′= =
∆
. 
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Замечание 3.2.3. Механический смысл производной функции в 
точке состоит в следующем: производная от функции S ,  где ( )S t  - путь, 
пройденный материальной точкой за время t ,  есть мгновенная скорость 
материальной точки в определенный момент времени: 
мгн 0
( ) ( ) lim
t
S
v t S t
t∆ →
∆
′= =
∆
. 
Определение 3.2.2. Функция называется дифференцируемой в 
точке  0x   { }0( ( ) )xf x С′∈ , если для неё в точке  0x  существует конечная 
производная. 
Определение 3.2.3. Если производная для функции ( )y f x=  опре-
делена и существует для всех  x  из интервала ( ),a b , то говорят, что функ-
ция ( )y f x=  дифференцируема на интервале ( ),a b : ( ),( ( ) )a bf x С′∈ . 
Определение 3.2.4. Операция нахождения производной называет-
ся дифференцированием. 
 
3.3. Свойства дифференцируемых функций 
 
Теорема 3.3.1. Если ( )f x  дифференцируема в точке 0x , то ее при-
ращение y∆ , соответствующее 0x  и x∆ , может быть представлено в виде 
( )y A x x x∆ = ⋅ ∆ + α ∆ ⋅ ∆ ,    (3.3.1) 
где    A  = 0( ) constf x′ − , ( )xα ∆ →0  при  x∆ →0. 
Доказательство.  По условию ( ) { }0xf x C′∈ , следовательно, сущест-
вует конечная производная 0( ) constf x′ = , то есть ( )0 0limx
yf x A
x∆ →
∆
′ = =
∆
, но 
тогда по теореме о существовании предела функции ( )y A x
x
∆
= + α ∆
∆
. Сле-
довательно, ( ) ( )y f x A x x x∆ = ∆ = ⋅ ∆ + α ∆ ⋅ ∆ , где ( ) 0xα ∆ →   при 0x∆ → . 
 
Теорема 3.3.2. (необходимое условие дифференцируемости).  Если 
( )y f x=  дифференцируема в точке 0x  ( ( ) { }0xf x C′∈ ), то функция непре-
рывна в этой точке ( { }0( ) xf x C∈ ). 
 188 
Доказательство. По условию функция ( ) { }0xf x C′∈ , следователь-
но, по теореме 3.3.1 ( ) ( )f x A x x x∆ = ⋅ ∆ + α ∆ ⋅ ∆ , где, 0( )A f x′= , ( ) 0xα ∆ →  
при 0x∆ → . Вычислим ( ) ( )( )
0 0
lim lim 0
x x
f x A x x x
∆ → ∆ →
∆ = ⋅ ∆ + α ∆ ⋅ ∆ = . Тогда, 
по определению непрерывности, ( )f x  непрерывна в точке  0x , что и тре-
бовалось доказать. 
Замечание. Обратное утверждение, во-
обще говоря, неверно. Возьмем | |y x= . В точ-
ке 0 0x =  функция непрерывна, но касательная 
в ней не определена, следовательно, и произ-
водная также не определена. 
 
3.4. Дифференциал функции 
 
Определение 3.4.1. Пусть задана функция ( )y f x= , дифференци-
руемая в некоторой точке  0x .  Дифференциалом функции ( )y f x=  в 
точке 0x , соответствующим приращению x∆ , называется главная часть 
приращения функции, линейная относительно x∆ . Обозначают  dy. 
Выведем формулу для вычисления  dy: ( ) { }0xy x C′∈ ⇒ по теореме 3.3.1 
( ) ( )0y y x x x x′∆ = ⋅ ∆ + α ∆ ⋅ ∆ .    (*) 
При 0x∆ →  оба слагаемых в выражении (*) – бесконечно малые, но 
второе имеет более высокий порядок малости. Выражение ( )0y x x′ ⋅ ∆  будет 
главной частью приращения y∆ . Она линейна относительно x∆  ⇒  
dy y x′= ∆ .Отсюда будем иметь, что дифференциал независимой перемен-
ной dx x x x′= ∆ = ∆ . Тогда, dy y dx′=  – формула для вычисления дифферен-
циала произвольной функции. 
Из  (*) следует: 
1. При  1x∆ ≪ ,  y dy∆ ≈ .  
2. Когда x∆  – бесконечно малая величина, то y dy∆ ∼  или y y x′∆ ∆∼ ⇒ 
при  0x∆ →   y′  – коэффициент пропорциональности между бесконечно ма-
лым приращением аргумента и бесконечно малым приращением функции. 
y x=  
x 
y 
0 
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Выясним геометрический 
смысл дифференциала. 
∆y –приращение функции в 
точке x0. 
∆y = MB = MA + AB 
( )0 0AB M B tg y x x dy′= ⋅ α = ⋅ ∆ = , 
где dy – приращение касательной. 
На рисунке проиллюстри-
рован геометрический смысл 
дифференциала. 
Дифференциал функции в точке  x0  равен приращению ординаты 
касательной, проведенной к графику функции в точке  x0. 
Когда  dx – бесконечно малая, то dy y dx′=  – бесконечно малое при-
ращение ординаты графика функции. 
Замечание 3.4.1. Если m(x) – масса куска линейно протяженного 
неоднородного стержня в точке x, то dm m dx′=  – бесконечно малое при-
ращение массы, когда длина куска стержня изменяется на бесконечно ма-
лую величину  dx. 
Замечание 3.4.2. Если q(t) – заряд конденсатора в произвольный 
момент времени  t, то dq q dt′=  – бесконечно малое приращение (измене-
ние) заряда, когда время изменяется на бесконечно малую величину  dt. 
Замечание 3.4.3. Если S(t) – путь в произвольный момент времени 
t, то dS S dt′=  – бесконечно малое приращение пути, когда время изменя-
ется на бесконечно малую величину  dt, т.е.  dS – путь, который проходит 
тело, двигаясь с мгновенной скоростью ( )S t′  за бесконечно малый проме-
жуток  dt.  
Замечание 3.4.4. Применение дифференциала на практике осно-
вано на следующем соображении: когда не могут определить значение за-
висимого параметра для некоторого объекта, то этот объект разбивают на 
части так, чтобы внутри разбиения зависимый параметр изменялся равно-
мерно, тогда приращение параметра заменяют его дифференциалом: 
y dy y dx′∆ ≈ = . 
Затем суммируют полученные величины по всему объекту.  
Например, чтобы вычислить путь при переменном движении, внача-
ле разбивают весь путь на бесконечно малые участки и вычисляют 
dS S dt′= , затем определенным образом суммируют полученные величины 
по всему объекту. 
α 
M 
M0 
x 
y 
x0+∆x 
∆x 
x0 
dy 
∆y ∆y 
y(x0) 
y(x0+∆x) 
A 
B 
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3.5. Правила дифференцирования. Таблица производных 
 
3.5.1. Правила дифференцирования 
 
Теорема 3.5.1. Пусть  ( )u x   и  ( )v x  дифференцируемы в  0x , тогда 
в точке  0x   имеют место равенства: 
1. ( )u v u v′ ′ ′± = ± ; 
2. ( )u v u v v u′ ′ ′⋅ = + ; 
3. 2
u u v v u
v v
′ ′ ′
− 
= 
 
  в точках, где ( ) 0xν ≠ ; 
4. ( )cu cu′ ′= . 
 
Докажем свойство 2. 
Пусть y uv= . Найдем  
( )( )y u u v v uv uv v u u v u v uv∆ = + ∆ + ∆ − = + ∆ + ∆ + ∆ ∆ −   ⇒ 
 
y u v v u u v∆ = ∆ + ∆ + ∆ ⋅ ∆  
Разделим полученное равенство на x∆  и перейдем к пределу при 
0x∆ → . Будем иметь 
0 0 0 0 0
lim lim lim lim lim
x x x x x
y v u uy u v v uv vu u v
x x x x∆ → ∆ → ∆ → ∆ → ∆ →
∆ ∆ ∆ ∆
′ ′ ′ ′= = ⋅ + ⋅ + ∆ = + + ∆ =
∆ ∆ ∆ ∆
 
= 
0
  дифференцируема по теореме 3.2.2
  непрерывна lim 0
x
v
v v
→
− ⇒
− ⇒ ∆ =
 = v u u v′ ′+ . 
Замечание 3.5.1. Аналогичная теорема справедлива и для диффе-
ренциалов: 
1) ( )d u v du dv± = ± ; 
2) ( )d cu cdu= ; 
3) ( )d uv udv vdu= + ; 
4) 2
u vdu udvd
v v
− 
= 
 
. 
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3.5.2. Производная сложной функции. Производная обратной 
функции 
 
Теорема 3.5.2. Если ( )u x= ϕ  имеет производную в точке  x (суще-
ствует конечная производная xu′ ), а ( )y f u=  имеет производную в точке 
( )u u x=  (существует конечная производная uf ′), то функция ( )( )y f u x=  
имеет производную в точке  x (существует конечная производная xf ′), ко-
торая определяется по формуле 
x u x
dy df duy f u
dx du dx
′ ′ ′= = ⋅ = ⋅      ( y u x→ → ). 
Доказательство. Дадим переменной  x приращение  ∆x, тогда  u(x) 
получит приращение  ∆u, а ( )y f u=   получит приращение  ∆y. 
По условию теоремы  f(u)  дифференцируема в точке  u(x), следова-
тельно, по теореме 3.3.1 
( )uy f u u u′∆ = ∆ + α ∆ ⋅ ∆ , 
где  ( )
0
0
u
u
∆ →
α ∆ → . 
Вычислим  
0 0
lim lim ( )ux
x x
f uy uy u
x x x∆ → ∆ →
′ ⋅ ∆∆ ∆ 
′ = = + α ∆ ⋅ = ∆ ∆ ∆ 
 
= ( )
0 0
lim limu x
x x
uf u u
x∆ → ∆ →
∆
′ ′+ α ∆
∆
 = 
( )
0 0
  существует (по условию),
lim 0,   0
x
x x
u
u u
∆ → ∆ →
′
−
⇒ ∆ = α ∆ →
 = u xf u′ ′⋅ . 
Теорема 3.5.3. Если функции ( )y y x=  и ( )x x y=  взаимно-
обратные дифференцируемые функции и 0yx′ ≠ , то 
1
x
y
y
x
′ =
′
. 
Доказательство. По условию теоремы 
0
limy
x
x
x
y∆ →
∆
′∃ =
∆
, 
0
limx
x
yy
x∆ →
∆
′∃ =
∆
. Поскольку 
1y
xx
y
∆
= ∆∆
∆
, то 
0
0
1 1lim
limx y
y
y
xx x
y
∆ →
∆ →
∆
= =∆ ′∆
∆
. 
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3.5.3. Таблица производных 
 
1. ( ) 1n nu n u u−′ ′= ⋅ ⋅ ; 
2. 1x′ = ; 
3. ( ) 12u uu′ ′= ⋅ ; 
4. 2
1 1
u
u u
′ 
′= − ⋅ 
 
; 
5. ( )sin cosu u u′ ′= ⋅ ; 
6. ( )cos sinu u u′ ′= − ⋅ ; 
7. ( ) 21tg cosu uu
′ ′= ⋅ ; 
8. ( ) 21ctg sinu uu
′ ′= − ⋅ ; 
9. ( ) lnu ua a a u′ ′= ⋅ ⋅ ; 
10. ( )u ue e u′ ′= ⋅ ; 
11. ( ) 1log
lna
u u
u a
′ ′= ⋅
⋅
; 
12. ( ) 1ln u u
u
′ ′= ⋅ ; 
13. ( )
2
1
arcsin
1
u u
u
′ ′= ⋅
−
; 
14. ( )
2
1
arccos
1
u u
u
′ ′= − ⋅
−
; 
15. ( ) 21arctg 1u uu
′ ′= ⋅
+
; 
16. ( ) 21arcctg 1u uu
′ ′= − ⋅
+
; 
17. ( )sh chu u u′ ′= ⋅ ; 
18. ( )ch shu u u′ ′= ⋅ ; 
19. ( ) 21th chu uu
′ ′= ⋅ ; 
20. ( ) 21c th shu uu
′ ′= − ⋅ . 
- степенные 
- тригонометрические 
- показательные 
- логарифмические 
- обратнотригонометрические 
- гиперболические 
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Замечание 3.5.2.  
1. Формулы (1) – (12) получают, используя определение производ-
ной, (7) – (8) – используя правила дифференцирования частного, а также 
производные  sin x  и  cos x. 
2. Формулы (13) – (16) получают, используя теорему о производ-
ной взаимно-обратных функций. 
Выведем, например формулу 14. Рассмотрим функцию arccosy x= , 
[ ] [ ]( ) 1; 1 , ( ) 0;D y  E y  = − = pi . 
В ( )D y  функция обратима:  cosx y= , тогда по теореме 3.5.3  
( ) ( ) [ ]
2
22
sin 11 1 1 1
1cos sin 0; sin 1
x
y
y x
y
x xy y y y x
= ± −
′ = = = − = = −
′ ′ ′
−∈ pi ⇒ = −
. 
Формулы 13, 15, 16 доказать самостоятельно. 
Вычислить производные и дифференциалы следующих функций: 
10. 
4
2 3
2 3 4
2 3 5 2 3 5y x x x x
x x
−
−
= − + = ⋅ − ⋅ + . 
( ) ( )42 32 3 5y x x x−− ′ ′ ′′  = − + = 
 
  
= ( )
4 13 34 52 2 3
3 2
x x
x
− −
−
 
⋅ − ⋅ − ⋅ − ⋅ + 
 
 = 3 3 7
4 4 5
2 xx x
−
+ + ; 
3 3 7
4 4 5
2
dy dx
xx x
 
−
= + +  
 
. 
20. 2siny x=  – сложная функция (участвуют степенная 2u  и триго-
нометрическая sinu ). 
( )2 2u u u′ ′= ⋅ ; 
( )2sin sin 2sin cos sin 2y x x x x x′′ = ⋅ = ⋅ = ; 
sin 2dy xdx= . 
30. 2cosy x=  – сложная функция (участвуют cos u   и  2u ). 
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2 2sin 2 2 siny x x x x′ = − ⋅ = − ; 
22 sindy x x dx= − . 
40. tg 72 xy =  –  участвуют производные функций: 
− показательная  ( )2 : 2 2 ln 2u u u u′ ′= ⋅ ⋅ ; 
− тригонометрическая  ( ) 21tg : tg cosu  u uu
′ ′= ⋅ ; 
− линейная  7x : ( )7 7x ′ = . 
tg 7
2
12 ln 2 7
cos 7
xy
x
′ = ⋅ ⋅ ⋅ ; 
tg 7
2
7 ln 2 2
cos 7
x
dy dx
x
⋅ ⋅
= ⋅ . 
50. arctg5 xy = . 
y′ = ( ) ( )2
1 1
arctg5 5 ln5 .
21 5
x x
x x
′
= ⋅ ⋅ ⋅
⋅+
 
2
5 1ln5 .
21 5
x
x
dy dx
x
= ⋅ ⋅
⋅+
 
 
3.6. Бесконечная производная, односторонние производные 
 
Определение 3.6.1. Если для некоторого значения  x  выполняется 
одно из условий 
0
lim
x
y
x∆ →
∆
= +∞
∆
    или    
0
lim
x
y
x∆ →
∆
= −∞
∆
, 
то говорят, что в этом случае в точке  x  функция имеет бесконечную 
производную. 
Замечание 3.6.1. Геометрическое истолко-
вание производной как углового коэффициента ка-
сательной к графику распространяется и на этот 
случай: 
касательная параллельна оси Oy. x 
y 
0 
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Определение 3.6.2. Если отношение y
x
∆
∆
 при 0x∆ →  имеет предел 
справа (или слева), то этот предел называется производной справа (слева). 
Такие пределы называют односторонними и обозначаются: 
( )0 0limx
yf x
x
+ ∆ →+
∆
′ =
∆
;    ( )0 0limx
yf x
x
− ∆ →−
∆
′ =
∆
. 
Имеет место следующая теорема. 
Теорема 3.6.1. Функция ( )y f x= , определенная в некоторой ок-
рестности точки  x0, имеет производную ( )0f x′  тогда и только тогда, когда 
( ) ( )0 0f x f x+ −′ ′= . 
( )0f x′ ∃  ⇔ ( ) ( )0 0f x f x+ −′ ′= . 
Примеры. 
01 . Доказать, что функция ( )
2
, 0
sin , 0,
x xf x
x x
 <
= 
≥
 не дифференцируема в 
точке 0x = . 
Решение. 
Первый способ. Вычислим   
( )
0
0
sin0 lim 1
x
x
xf
x
+ ∆ →
∆ >
∆
′ = =
∆
;     ( )
2
0
0
0 lim 0
x
x
xf
x
− ∆ →
∆ <
∆
′ = =
∆
. 
Таким образом, получим, что производные слева и справа различны. 
Значит, функция в точке  0x =   не дифференцируема. 
Второй способ. Вычислим  ( ) ( ) 000 sin cos 1xxf x x+ ==
′′ = = = ; 
( ) ( )2 0
0
0 2 0
x
x
f x x
− =
=
′
′ = = = . Так как ( ) ( )0 0f f+ −′ ′≠ , то функция в 
точке 0x =  не дифференцируема. 
02 . Доказать, что функция  ( ) 2
0, если рационально,
, если иррационально
xf x
x x

= 

 диффе-
ренцируема в точке 0x = . 
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Решение. Имеем ( )0 0.f =   Пусть 0x∆ → , пробегая рациональ-
ные значения. Тогда ( ) ( )0 0f x f x+ ∆ = ∆ = , а значит,  
( ) ( )
0 0
0 0
lim lim 0
x x
f x ff
x x∆ → ∆ →
+ ∆ −∆
= =
∆ ∆
. 
Если 0x∆ → , пробегая иррациональные значения, то ( ) 20f x x+ ∆ = ∆  
и   
( ) ( ) 2
0 0 0
0 0 0lim lim lim 0
x x x
f x ff x
x x x∆ → ∆ → ∆ →
+ ∆ −∆ ∆ −
= = =
∆ ∆ ∆
. 
Таким образом, оба односторонних предела совпадают. Значит, 
функция ( )f x  дифференцируема при 0x = . Обратим внимание на тот 
факт, что заданная функция разрывна во всех точках, кроме  0x = . 
03 . Показать, что функция  ( )
2 1sin ,  если 0,
0,  если 0
x xf x x
x
 ≠
= 
 =
 разрывна при 
0x = . 
При  0x ≠  производную вычислим по формулам дифференцирова-
ния  ( ) 1 12 sin cosf x x
x x
′ = − .  
Значение производной при  0x =   вычислим непосредственно по оп-
ределению: 
( )
( )2
0 0
1
sin 1lim lim sin 0
x x
x
xf x x
x x∆ → ∆ →
∆
∆
′ = = ∆ =
∆ ∆
, 
т.к. функция 
1
sin
x∆
 – ограниченная, а 0x∆ → . Таким образом, функция 
( )f x  имеет производную x∀ ∈ℝ . Однако ( )
0
lim
x
f x
→
′
 не существует, т.к. 
0
1lim 2 sin 0
x
x
x→
⋅ = ,  а 
0
1lim cos
x x→
 не существует. Отсюда следует, что произ-
водная заданной функции разрывна при 0x = . 
Упражнение. Показать, что следующие функции не имеют про-
изводных в указанных точках: 
1. ( )
1
sin , если 0,
0, если 0
x xf x x
x

⋅ ≠
= 
=
 в точке 0x = . 
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2. ( ) 2 2, если рационально,
, если иррационально
x xf x
x x

= 
−
 в любой точке, отличной  
от нуля. 
3. ( ) 1 , если 0,
1
0, если 0
x
x
x
f x
e
x
 ≠
= 
+
=
 в точке 0x = . 
4. ( )
1
arctg , если 0,
0,   если 0
x xf x x
x

⋅ ≠
= 
=
 в точке 0x = . 
 
3.7. Производная функции, заданной неявно 
 
Аналитически неявная функция задается уравнением, неразрешен-
ным относительно  x  или  y: 
( ), 0F x y = .       (3.7.1) 
 
Теорема 3.7.1. Если функция ( )y y x= , заданная неявно уравнени-
ем  ( ; ) 0F x y = ,  дифференцируема, то 
x
x
y
Fy
F
′
′ = −
′
, 
где xF ′  – производная функции ( ),F x y  по переменной  x  в предложе-
нии, что consty = , 
yF′  – производная функции ( ),F x y  по переменной  y  в предложе-
нии, что constx = . 
Доказательство. Пусть функция ( )y y x=  задана уравнением 
( ; ) 0F x y = . Продифференцируем уравнение по переменной  x, считая  x  
независимой переменной, а y – зависимой. Тогда будем иметь  
0x x y xF x F y′ ′ ′ ′⋅ + ⋅ = . Учитывая, что xx′  = 1,  получим 
x
x
y
Fy
F
′
′ = −
′
.       (3.7.2) 
Замечание. Для определения производной функции, заданной неяв-
но, не обязательно пользоваться формулой (3.7.2). В выводе формулы 
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(3.7.2) указан еще один способ вычисления производной функции, задан-
ной неявно: дифференцируем уравнение по переменной  x, считая  y функ-
цией, затем из нового уравнения выражаем xy′ . 
10. Задана функция: ( )3 cos 3 .xyx y e y x+ = +   Определить xy′ . 
Первый способ. Воспользуемся формулой (3.7.2). В нашем случае  
( ),F x y  = ( )3 cos 3 .xyx y e y x+ − +  
Вычислим  xF′ = ( )23 sin 3xyx y e y y x+ + + ; yF′= ( )3 sin 3 3.xyx e x y x+ + +  
Тогда по формуле (3.7.2): 
( )( )
( )( )
2
3
sin 3 3
.
3sin 3
xy
x xy
y x ye x y
y
x xe y x
+ + +
′ = −
+ + +
 
Второй способ. Вычислим xy′ , дифференцируя заданное уравнение по 
переменной  x, считая  y  функцией, затем из нового уравнения выразим xy′ . 
( ) ( ) ( )2 33 sin 3 3 1xyx x xx y x y e y xy y x y′ ′ ′+ + + = − + ⋅ + , 
( ) ( )3 3 sin 3 sin 3xyx x xx y e xy y y x y x′ ′ ′+ ⋅ + + = − + , 
( )( ) ( )3 23sin 3 sin 3 3xy xyxy x xe y x y x ye x y′ + + + = − + − − . 
Отсюда, 
( )( )
( )( )
2
3
sin 3 3
.
3sin 3
xy
x xy
y x ye x y
y
x xe y x
+ + +
′ = −
+ + +
 
 
3.8. Производная функции, заданной параметрически 
 
Теорема 3.8.1. Пусть функция ( )y y x=  задана параметрически 
( )
( )
,y y t
x x t
=

=
 
и функции ( )x t , ( )y t  дифференцируемы в области определения перемен-
ной  t, тогда 
t
x
t
yy
x
′
′ =
′
.         (*) 
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Доказательство. Так как ( )y y x=  задана параметрически, то из 
первого уравнения следует: ( )t t x= , из второго уравнения следует: 
( ( ))y y t x=  – сложная функция с промежуточным аргументом  t. Тогда по 
теореме о производной сложной функции  x t xy y t′ ′ ′= ⋅   и по теореме о про-
изводной обратной функции 
1
x
t
t
x
′ =
′
. Отсюда следует, что tx
t
yy
x
′
′ =
′
. Что и 
требовалось доказать. 
10. Задана функция: 
3
2
cos ,
sin .
y t
x t
 =

=
  Найти xy′ .  
Согласно формуле (*) будем иметь 
( )
( )
( )3 2
22
cos 3cos sin
cos 2
sin
t
x
t
t t t
y
t tt
′
⋅ −
′ = =
′ ⋅
. 
 
3.9. Логарифмическая производная 
 
Определение 3.9.1. Пусть функция 
( )y f x=      (3.9.1) 
имеет производную, а также имеет смысл выражение ln ( )f x . Тогда лога-
рифмируя равенство (3.9.1), получим 
( )ln lny f x= .        (3.9.2) 
Дифференцируя (3.9.2), будем иметь: 
[ ]ln ( )y f x
y
′
′
= .        (3.9.3) 
Выражение, стоящее в левой части уравнения (3.9.3), называют лога-
рифмической производной.  
Из (3.9.3) следует           [ ]ln ( )y y f x ′′ = ⋅ . 
Замечание. 
1. Из (3.9.3) выразим  
( ) ( ) ( )ln ln
x x
y y f x f x f x′ ′′ = ⋅ =       .    (3.9.4) 
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2. С помощью логарифмической производной вычисляют произ-
водные степенно-показательной функции [ ] ( )( ) v xy u x= , а также производ-
ные функций, которые представляют собой громоздкие выражения, но по-
сле логарифмирования разворачиваются в алгебраическую сумму лога-
рифмов более простых функций. 
Примеры. Вычислить производные функций: 
10. ( )3 7tg xy x= . 
Воспользуемся формулой (3.9.4):  
( ) ( ) ( ) ( )3 3 37 7 7 3 7tg ln tg tg ln tgx x xy x x x x x′ ′   ′ = = =       
( ) ( ) ( ) ( )( )3 7 3 37 7tg ln tg ln tgxx x x x x ′ ′= + = 
  
 
( ) ( )3 7
4
3 73
2
7 1 1
tg ln tg
3 tg cos
x
x x x x
x x
    
  = + ⋅      
. 
20. ( ) ( )( ) ( )
5 4
7 3 6
3 7
2 3 3 1
x x
y
x x
+ −
=
− +
. 
( ) ( )
( ) ( )
5 4
7 3 6
3 7
ln ln
2 3 3 1
x x
y
x x
+ −
= =
− +
 
( ) ( ) ( ) ( )( )1 5ln 3 4ln 7 3ln 2 3 6ln 3 1
7
x x x x= + + − − − − + . 
Тогда, согласно формуле (3.9.4), 
( ) ( )
( ) ( )
5 4
7 3 6
3 7
2 3 3 1
x x
y
x x
+ −
′ = ×
− +
 
( ) ( ) ( ) ( )( )1 5ln 3 4ln 7 3ln 2 3 6ln 3 1
7
x x x x
′ 
× + + − − − − + =  
 
( ) ( )
( ) ( )
5 4
7 3 6
3 7 1 5 4 3 6
7 3 7 2 3 3 12 3 3 1
x x
x x x xx x
+ −   
= + − −  + − − + 
− +  
. 
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3.10. Производные высших порядков 
 
Определение 3.10.1. Производной 2-го порядка от функции 
( )y f x=  называется производная от ее первой производной. Обозначают  
y′′ , ( ) ( )( )f x f x ′′′ ′= , 22xx d yy dx
 
′′ =   
 
. 
Определение 3.10.2. Производной n-ного порядка от функции 
( )y f x=  называется производная от ее производной (n – 1)-го порядка. 
Приняты следующие обозначения: ( ) ( ) ( ) ( )( )1, , ,III IY n ny y y y − ′=… , nnd ydx . 
Замечание 3.10.1. 
1. Геометрический смысл производной 2-го порядка: y′′  в точке  
x0  характеризует кривизну графика функции в этой точке. 
2. Механический смысл: если ( )S S t=  – функция, описывающая 
путь при прямолинейном переменном движении, то ( )
2
2
d S
a t
dt
=  – величина 
ускорения в момент времени  t. 
 
Вычисление производных высших порядков 
10. Пусть функция задана явно ( )y f x= . 
Тогда ( )y f x′ ′= , ( )( ) ( )
x
y f x f x′′′ ′ ′′= = . 
20. Пусть функция задана неявно 
( ), 0F x y = .    (3.10.1) 
1 способ: 
а) для определения y′  дифференцируем (3.10.1) по  x, считая  x неза-
висимой переменной,  y – функцией от  x. 
( ) ( ), , 0x y xF x y F x y y′ ′ ′+ ⋅ = ;    (3.10.2) 
б) для определения xxy′′  дифференцируем (3.10.2) еще раз и выражаем xxy′′ . 
2 способ: 
Для определения xxy′′  из (3.10.2) или, используя формулу (3.9.4), вы-
ражаем xy′ , дифференцируем полученное равенство по  x, считая  x  неза-
висимой переменной,  y − функцией от x, затем приводим подобные с уче-
том формулы для xy′  и получаем выражение для xxy′′ . 
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Вычислим по второму способу  xxy′′   для функции  3 5
ye xy+ = . 
( ) ( ) ( )3 5 ; 3 0y y x xe xy e y y xy′ ′ ′ ′+ = + + = . 
Из полученного равенства выразим xy′ :  
3
x y
yy
e x
′ = −
−
. Выражение 
для xy′  еще раз продифференцируем, считая  x независимой переменной,   
y – функцией от  x.  Тогда  
( ) ( ) ( )
( )
( ) ( )
( )2 2
1
3 3
y yy y
x xx x
xx
y y
y e x y e yy e x y e x
y
e x e x
′′ ′ ′
− − −− − −
′′ = − = − =
− −
 
( ) ( ) ( )
( ) ( )2 3
3 3 1
33 .
y y
y y y
y y
y y
e x y e
e x e x ye
e x e x
 
 
− − − − −
 
− −
 
= − = −
− −
 
30. Пусть функция задана параметрически   
( )
( )
,
.
y y t
x x t
=

=
 
Ранее было показано, что tx
t
yy
x
′
′ =
′
. Тогда  ( )( )( )xx x
x
y y t x ′′′ ′= . 
Значит,  ( ) ( ) ( )x txx x x xx t
t
y
y y y t
x
′′
′ ′′′ ′ ′ ′= = ⋅ =
′
  или  
( )x t
xx
t
y
y
x
′′
′′ =
′
. 
Например, 
3
3
7cos 5 ,
7sin 5 .
y t
x t
 =

=
 
( )2
2
21cos 5 sin5 5
ctg5
21sin 5 cos5 5x
t t
y t
t t
⋅ ⋅
′ = =
⋅ ⋅
. 
( ) ( ) 2
2 2 4
1 5
ctg5 1sin 5
.
105sin 5 cos5 105sin 5 cos5 21sin 5 cos5
x t
xx
t
y t ty
x t t t t t t
−′ ′′
′′ = = = = −
′
 
Замечание 3.10.2. Имеет место также и другая формула для вы-
числения второй производной функции, заданной параметрически: 
( )3
t tt t tt
xx
t
x y y xy
x
′ ′′ ′ ′′⋅ − ⋅
′′ =
′
. 
 203 
3.11. Применение дифференциала  
в приближенных вычислениях 
 
Как уже известно, если функция ( )y y x=  дифференцируема в точке x0 
( { }0( ) xy y x C′= ∈ ), то приращение функции 0( ) ( )y y x x x x′∆ = ⋅ ∆ + α ∆ ⋅ ∆ , где 
( ) 0xα ∆ →   при  0x∆ → ,  0( )y x x′ ⋅ ∆  = dy .  
Поэтому для 1x∆ ≪  выполняется приближенное равенство y dy∆ ≈ . 
Тогда  ( ) ( ) ( )0 0 0y x x y x y x x′+ ∆ − ≈ ⋅ ∆ , следовательно: 
( ) ( ) ( )0 0 0y x x y x y x x′+ ∆ ≈ + ⋅ ∆ .        (3.11.1) 
Замечание. Формула (3.11.1) позволяет применять дифференциал в 
приближенных вычислениях значений функций в точках, близких к точ-
кам, значения в которых вычислять легко. 
Дифференциал применяется также для оценки погрешностей при 
расчетах по формулам. Предположим, расчет ведется по формуле ( )y f x= , 
тогда абсолютная погрешность расчета по этой формуле будет y∆ ,  
а 
y
y
∆
α =  – относительная погрешность. Если погрешность независимой 
переменной x∆ , то y dy∆ ≈  или ( )0y f x x′∆ ≈ ⋅ ∆ ; 
( )
( )
0
0
f x xy
y f x
′ ⋅ ∆∆
α = ≈ . 
Пример. Вычислить приближенно значение функции 
3 22y x= +  
в точке x = 5,01. Значение  y  легко вычисляется в точке 0x  = 5, 
0 0,01 1x x x∆ = − = ≪ ,  
( ) 3 22y x x= + ,   ( ) ( ) 22 31 2 23y x x x
−
′ = + ⋅  
( ) 35 2 25 3y = + = .  ( ) ( )3
2 5 105
927
y ⋅′ = = . 
По формуле (3.11.1) 
( ) ( ) ( )5 0,01 5 5 0,01y y y′+ ≈ + ⋅  
( ) 10 0,15,01 3 0,01 3 3,011
9 9
y ≈ + ⋅ = + ≈ . 
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3.12. Инвариантность формы дифференциала.  
Дифференциалы высших порядков 
 
Ранее было показано, что если  x – независимая переменная, то диф-
ференциал первого порядка вычисляется по формуле 
dy y dx′= ⋅ .            (*) 
Оказывается, что (*) справедлива и для случая, когда x – функция. 
Теорема 3.12.1. (свойство инвариантности (неизменности)  
дифференциала первого порядка). Дифференциал функции равен произ-
ведению производной на дифференциал аргумента, независимо от того, 
является ли этот аргумент независимой переменной или функцией другой 
независимой переменной 
xdy y dx′= ⋅ . 
Доказательство: Рассмотрим  ( )y y x= . 
1) Пусть  x – независимая переменная, тогда  xdy y dx′= ⋅ . 
2) Пусть  x – функция другой независимой переменной  ( )x x t= , то-
гда  ( )( ) ( )y y x t y t= = . 
t x t xdy y dt y x dt y dx′ ′ ′ ′= ⋅ = ⋅ = ⋅ , 
что и требовалось доказать. 
Пример: 
7cos2 xy = ,  2uy =  ⇒ 
( )7 6cos 7 712 ln 2 2 ln 2 sin 7u xdy du x x dx
−
= ⋅ ⋅ = ⋅ ⋅ − ⋅ ⋅ . 
Определение 3.12.1. Если  x – независимая переменная и у = у(х) 
имеет  n последовательных производных  у′, у′′, …, у
(п)
, то дифференциал 
от дифференциала первого порядка функции у = у(х) называется дифферен-
циалом второго порядка, ..., дифференциал от дифференциала (n – 1)-го 
порядка функции у = у(х) называется дифференциалом  n-ного  порядка и  
2 2d y y dx′′= ,   3 3d y y dx′′′= ,   ...,   ( )nn nd y y dx= . 
Замечание. Для дифференциалов высших порядков не имеет место 
свойство инвариантности. 
Если  x – зависимая переменная, то 
( ) ( ) 2 2 2d dy d y dx dy dx y d x y dx y d x′ ′ ′ ′′ ′= ⋅ = ⋅ + = +  
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3.13. Основные теоремы дифференциального исчисления 
 
3.13.1. Некоторые теоремы о дифференцируемых функциях 
 
Теорема 3.13.1. (теорема Ролля). Если ( )y f x=  непрерывна на от-
резке [ ],a b , дифференцируема на интервале ( ),a b  и на концах отрезка 
принимает равные значения ( ( ) ( )f a f b= ), то внутри интервала ( ),a b  су-
ществует хотя бы одна точка  x = c, принадлежащая интервалу ( ),a b , такая, 
что ( ) 0f c′ = . 
Если  
1. ( ) [ ],a bf x C∈ ; 
2. ( ) ( ),a bf x C′∈ ; 
3. ( ) ( )f a f b= ,  
то существует хотя бы одна точка ( ),c a b∈ ,  где  ( ) 0f c′ = . 
Замечание 3.13.1.  
1. Геометрический смысл теоремы Ролля состоит в следующем: для 
непрерывно дифференцируемых функций между точками  а  и  b, в кото-
рых значения функции 
совпадают, имеется, по 
меньшей мере, одна точ-
ка с такая, что в точке 
( ; ( ))C c f c  касательная к 
графику проходит парал-
лельно оси абсцисс. 
2. Если хотя бы одно из условий теоремы Ролля нарушено, то след-
ствие теоремы не выполняется. 
а) 
 
б) 
 
в с1 – ( )f x  не дифференцируема: 
( ) ( )1 1f c f c− +′ ′≠ . 
в с2 – ( )f x  терпит разрыв II рода. 
 
а с1 b x 
y 
f(a) = f(b) 
0 а с2 b x 
y 
f(a) = f(b) 
0 
b x 
y 
a 
f(a) = f(b) 
0 с3 
С1 
с1 с2 
С2 
С3 
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Терема 3.13.2. (Лагранжа: о конечных приращениях функции). Ес-
ли функция ( )y f x=  непрерывна на отрезке [ ],a b  и дифференцируема на 
интервале ( ),a b , то внутри интервала найдется хотя бы одна точка  c  та-
кая, что: 
( ) ( ) ( )f b f a f c
b a
−
′=
−
  или  ( ) ( ) ( )( )f b f a f c b a′− = − . 
 
 
 
 
Доказательство. Рассмотрим функцию ( ) ( )x f x xϕ = + λ . Под-
берём число  λ  так, чтобы ( ) ( )a bϕ = ϕ  и ( ) ( )x f x′ ′ϕ = + λ . Тогда имеем 
( ) ( )f a a f b b+ λ = + λ , откуда ( ) ( )f b f a
a b
−λ =
−
. Следовательно, функция 
( )xϕ  удовлетворяет условию теоремы Ролля, а значит, существует точка c  
на [ ],a b  такая, что ( )( ) 0,c f x′ ′ϕ = ⇒ = −λ , то есть ( ) ( )( ) f b f af c
b a
−
′ =
−
. 
Окончательно имеем, что существует c на [ ],a b  такая, что 
( ) ( ) ( )( )f b f a f c b a′− = − . Что и требовалось доказать. 
Замечание 3.13.2. Геометрический смысл теоремы Лагранжа. 
Если для функции ( )y f x=  выполняются условия теоремы Лагран-
жа, то на ( ),a b  найдется хотя бы одна точка такая, что  в точке ( ; ( ))C c f c , 
касательная к графику параллельна хорде с концами ( ; ( ))A a f a  и 
( ; ( ))B b f b . 
 
 
 
 
 
 
 
 
 
If ( ) [ ],a bf x C∈ ; 
If ( ) ( ),a bf x C′∈ , то существует хотя бы одна точка ( ),c a b∈  такая, что  
( ) ( ) ( )( )f b f a f c b a′− = − ,  (а < с < b)     (*) 
f(b) 
y 
x 
f(a) 
a b 
y 
с1 с2 
0 0 
C1 
C2 
с 
C 
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Теорему Лагранжа называют теоремой о конечных приращениях, т.к. 
в левой части равенства (*) стоит приращение функции, а  (b – a)  выража-
ет приращение аргумента  ( )y f c x′∆ = ⋅ ∆ . 
Теорема 3.13.3. (Коши: обобщенная теорема о конечных прира-
щениях). Если:  
− функции  ( )f x  и  ( )g x  непрерывны на отрезке  [ ],a b ; 
− функции  ( )f x  и  ( )g x  дифференцируемы на интервале  ( ),a b ,  
и  ( ) 0g x′ ≠    ( ),x a b∀ ∈ , то внутри интервала  ( ),a b  существует хотя бы 
одна точка  x = с  такая, что  
( ) ( ) ( )
( ) ( ) ( )
f b f a f c
g b g a g c
′
−
=
′
−
. 
Упражнения. 
1. Для каких из следующих функций выполнены условия теоремы 
Ролля на отрезке [0; 2]: 
а) 1y x= − ; 
 
б) 2( 1)y x= − ; 
 
в) 1y x= − ; 
г) 
2 2
1
x xy
x
−
=
+
; 
 
д) 
2 2
1
x xy
x
−
=
−
 
2. Доказать, что уравнение 1 2 0xe x− + − = , имеющее корень 1x = , 
не имеет других действительных корней. 
3. Записать формулу Лагранжа для функции 3( ) 5f x x= −  на отрез-
ке  [–1; 2]  и найти соответствующие значения  с. 
4. С помощью теоремы Лагранжа доказать неравенство: 
lna b a a b
a b b
− −≤ ≤ , если 0 b a< ≤  
5. При выполнении какого из следующих условий теорема Лагран-
жа является частным случаем теоремы Коши? 
а) a b= ; 
б) 2( )g x x= ; 
в) ( )g x x= . 
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3.13.2. Локальный экстремум. Теорема Ферма 
 
Определение 3.13.1. Пусть функция ( )y f x=  определена в точке 
0x  и  ее окрестности. Говорят, что точка  0x  является точкой локального 
минимума (максимума) функции ( )y f x= , если 
( )0 0,x x x∀ ∈ − δ + δ  выполняется неравенство 
( ) ( )0f x f x≥  ( ) ( )( )0f x f x≤ . 
Определение 3.13.2. Точки локального 
min и max называют точками локального 
экстремума. 
 
Теорема 3.13.4. (Ферма: необходимое условие существования экс-
тремума).  Пусть дифференцируемая функция ( )y f x=  определена в точ-
ке 0x  и ее окрестности. Если точка 0x  – точка локального экстремума, то 
производная функции в точке  0x  равна нулю ( 0( ) 0f x′ = ). 
Доказательство. Проведем доказа-
тельство для случая локального минимума. 
Пусть 0x  – точка локального минимума, тогда 
по определению для любого x из промежутка 
( )0 0;x x− δ + δ  выполняется неравенство: 
0( ) ( )f x f x≥  или 0( ) ( ) 0f x f x− ≥ . 
1. Пусть ( )0 0;x x x∈ − δ , тогда на этом интервале 0 0x x− < , а 
0
0
( ) ( ) 0f x f x
x x
− ≤
−
, следовательно 00 0 0
( ) ( )( ) lim 0
x
f x f xf x
x x
− ∆ →−
−
′ = ≤
−
. 
2. Пусть ( )0 0;x x x∈ + δ , тогда на этом интервале 0 0x x− > , а 
0
0
( ) ( ) 0f x f x
x x
− ≥
−
, значит, 00 0 0
( ) ( )( ) lim 0
x
f x f xf x
x x
+ ∆ →+
−
′ = ≥
−
, но по условию 
( )f x  дифференцируема в точке 0x , следовательно 0 0( ) ( ) 0f x f x+ −′ ′= = . Что 
и требовалось доказать. 
Замечание 3.13.3.  
1. Геометрический смысл тео-
ремы Ферма. Касательная, проведен-
ная к графику дифференцируемой 
функции в точках экстремума парал-
лельна оси  Ох.  
x1 
x
 
y 
0 x2 x3 x4 
x
 
y 
0 
x
 
y 
0 
x0 
x0 x0+δ x0-δ 
  209 
2. Необходимое условие позволяет находить точки, подозрительные 
на экстремум  (из условия 0( ) 0f x′ = ). 
3. Теорема не обратима: если касательная, 
проведенная к графику дифференцируемой функ-
ции параллельна оси  Ох, то не всегда эта функция 
имеет в этой точке экстремум. 
4. Существуют функции, которые в точках 
экстремума не имеют производной. Например, 
непрерывная функция  y x=   в точке производ-
ной не имеет, но точка  0x =   является точкой 
минимума. 
 
3.14. Применение производной.  
Правило Лопиталя – Бернулли 
 
Правило Лопиталя – Бернулли применяется для вычисления пределов 
в случае раскрытия неопределенностей вида 
0
0
 
 
 
 и 
∞ 
 
∞ 
, а также всех дру-
гих, сводящихся к ним. 
Теорема 3.14.1. Пусть функции ( )f x  и ( )g x  определены в некото-
рой окрестности точки b  и дифференцируемы на промежутке [ ),a b , пусть 
предел 
( ) 0lim ( ) 0x b
f x
g x→
 
=  
 
. Пусть также существует конечный или бесконеч-
ный предел  
( )lim ( )x b
f x
g x→
′
′
,  тогда 
( ) ( )lim lim( ) ( )x b x b
f x f x
g x g x→ →
′
=
′
. 
Доказательство. Доопределим функции ( )f x  и ( )g x  в точке b  
значениями: ( ) ( ) 0f b g b= = , тогда для функций ( )f x  и ( )g x  выполнены 
условия теоремы Коши, а значит для любого отрезка [ ],x b , где [ ],x a b∈  
существует точка ( ),c x b∈  такая, что 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
f x f b f x f c
g x g b g x g c
′
−
= =
′
−
.      (3.14.1) 
x
 
y 
0 x0 
y x=  
x 
y 
0 
  210 
Переходя к пределу в полученном равенстве, будем иметь 
( )
( )limx b
f x
g x→
=
( )lim ( )x b
f x
g x→
′
′
. Что и требовалось доказать. 
Замечание. Правило Лопиталя – Бернулли имеет место и в случае 
неопределенности вида  
∞ 
 
∞ 
. 
Правило Лопиталя – Бернулли применяется также для раскрытия не-
определенностей вида ( ) ( ) ( ) ( ) ( )0 00 , , 1 , , 0∞⋅ ∞ ∞ − ∞ ∞⋯ , которые сводятся 
к двум основным  
0
,  
0
∞   
   
∞   
 путем тождественных преобразований. 
10. ( )
3 2
3 3 6 6lim 0 lim lim lim lim 0x
x x x xx x x x x
x x x
x e
e e e e
−
→∞ →∞ →∞ →∞ →∞
= ∞ ⋅ = = = = = . 
20. 
33 4 2
4 3
2 0lim
0x a
a x x a a x
a ax→
− −  
= = 
 
−
 
( )
( )
3 3 2
3 2
3 4 223 2 2
32
3 334
2 4 1
22
1632 3lim 1 1 3 91 33
4 44
x a
a x a
a
a a a aa x x aa x
a a a
aax
aax
→
− ⋅
−
−
−
− ⋅
− −
= = = =
−
− ⋅
− ⋅
. 
30. ( ) ( )
1
1
1 tg lim 1 ln tg0 2 2
1 1
lim tg lim
2
x
x
x x x x
x x
x e e
−
→
pi pi 
−
− 
 
→ →
pi 
= ∞ = = = 
 
 
( ) ( )
1 1
ln tg
2lim 1 ln tg 0 lim 12
1
x x
x
x x
x
→ →
pi
pi ∞ 
= − = ⋅ ∞ = = = 
∞ 
−
 
( )
( )2 2
1 1
2
1 1
2tg cos 12 2lim lim1 2 sin cos
2 21
x x
x x x
x x
x
→ →
pi
⋅ ⋅
pi pi
−pi
= = − =
pi pi
− ⋅
−
 
( ) ( )
( )
2
0
1 1
2 1 2 10 2 0lim 2lim 1
2 sin 0 2 cos 1x x
x x
e
x x→ →
− −pi pi ⋅ 
= − = = − ⋅ = −pi ⋅ = = 
pi pi pi pi ⋅ − 
. 
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40. Приведем пример, когда правило Лопиталя применять нельзя, т.к. 
не существует 
( )
( )lim
f x
g x
′
 и нужно обращаться к другим правилам раскры-
тия неопределенностей. Если формально применить правило Лопиталя, то 
получим 
2
2
sin 2 cos 2 sinlim lim lim .
2 cos 2 sinsinx x x
x x x x x
x x xx x→∞ →∞ →∞
+ ∞ + − 
= = = 
∞ − +
−  
 
Но предел функции sin x  при x → ∞  не существует и, значит, не су-
ществует предел отношения производных рассматриваемых функций. По-
этому применять правило Лопиталя нельзя. Воспользуемся общим прави-
лом раскрытия неопределенности 
∞ 
 
∞ 
 
2 2
2
2
sin1
sinlim lim 1.
sinsin 1x x
x
x x x
xx x
x
→∞ →∞
+
+ ∞ 
= = = 
∞−  
−
 
 
3.15. Исследование поведения функции 
 
При исследовании функциональной зависимости необходимо выяс-
нить её особенности, важные свойства. Кроме того, полезно иметь её гео-
метрическую иллюстрацию в виде графика заданной функции. Если функ-
ция задана аналитически, то её можно успешно исследовать с помощью 
средств математического анализа: пределов и производной. 
 
I. Возрастание и убывание функции 
Теорема 3.15.1. (критерий убывания и возрастания функции). 
Дифференцируемая функция ( )y f x=  на промежутке ( ),a b  возрастает 
(убывает) тогда и только тогда, когда ( ) 0f x′ >  ( )( ) 0f x′ <  для любого 
( ),x a b∈ . 
If  ( ) ( ),a bf x C′∈   и  ( )f x  ↑ (↓)  ⇔  ( ) 0f x′ >   ( )( ) 0f x′ <    ∀ ( ),x a b∈ . 
Пример: Исследовать поведение функции 
1y x
x
= +  на интервале (1, 2). 
2
11y
x
′ = − , ( )1,2x∀ ∈
 
имеем
 
2
11 0
x
− >   ⇒   у – возрастает на интервале (1, 2). 
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II. Локальный экстремум 
Определение 3.15.1. Точки, в которых ( ) 0f x′ =  или не существует, 
назовем критическими точками I рода.  
Теорема 3.15.2. (первое достаточное условие экстремума).  Пусть 
функция ( )y f x=  определена и дифференцируема в окрестности точки  0x  
и 0x  – критическая точка первого рода. Тогда, если при переходе через 
точку 0x  первая производная меняет знак, то в точке 0x  имеется локаль-
ный экстремум, причем, 
− если ( )f x′  меняет знак с «–» на «+», то имеется локальный минимум, 
− если ( )f x′  меняет знак с «+» на «–», то имеется локальный максимум. 
Доказательство. Пусть ( )f x′  меняет знак с плюса на минус и 0x  – 
критическая точка первого рода. 
1. Рассмотрим ( )0 0;x x x∈ − δ . Функция ( )f x , по условию, диффе-
ренцируема в окрестности точки 0x . Кроме того, в левосторонней окрест-
ности точки 0x  ( ) 0f x′ > , 0 0x x− < . Тогда по теореме Лагранжа 
( )0 0;x x x∀ ∈ − δ   имеем  ∃ ( )1 0 0;c x x∈ − δ , что 
( )0 1 0( ) ( ) ( ) 0f x f x f c x x′− = − < , 
где   0 1 0x c x− δ < < , следовательно, для  ( )0 0;x x x∀ ∈ − δ  0( ) ( )f x f x< . 
2. Рассмотрим ( )0 0;x x x∈ + δ . Функция ( )f x , по условию, диффе-
ренцируема в окрестности точки 0x . Кроме того, в правосторонней окрест-
ности точки 0x   ( ) 0f x′ < , 0 0x x− > . Тогда по теореме Лагранжа 
( )0 0;x x x∀ ∈ + δ  имеем: ( )2 0 0;c x x∃ ∈ + δ , что  
( )0 2 0( ) ( ) ( ) 0f x f x f c x x′− = − < , 
где    0 2 0x c x< < + δ , следовательно, для  ( )0 0;x x x∀ ∈ + δ  0( ) ( )f x f x< . 
Таким образом, в окрестности точки 0x  все значения функции мень-
ше 0( )f x , значит, точка 0x  – точка локального минимума, что и требова-
лось доказать. 
Теорема 3.15.3. (второе достаточное условие экстремума).  Пусть 
0x  – критическая точка первого рода, и пусть функция ( )y f x=  дважды 
дифференцируема в точке 0x  ( { }0( ) xf x C′′∈ ), тогда: 
− 0( ) 0if f x′′ < , то 0x  – точка локального максимума; 
− 0( ) 0if f x′′ > , то 0x  – точка локального минимума. 
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Теорема 3.15.4. (третье достаточное условие экстремума).  
Пусть 0x  – критическая точка первого рода, { }0
( )( ) n
x
f x C∈  и  
( )1
0 0 0( ) ( ) ... ( ) 0nf x f x f x−′ ′′= = = = , а ( ) 0( ) 0nf x ≠ , тогда, если  n – 
нечётно, то в точке 0x  экстремума нет, если  n – чётно, то 0x  – точка экс-
тремума, причем: 
− 
(2 )
0( ) 0kif f x < , то 0x  – локальный максимум; 
− 
(2 )
0( ) 0kif f x > , то 0x  – локальный минимум. 
 
Замечание. Критерий возрастания и убывания функции, необходи-
мое (теорема Ферма) и достаточные условия существования экстремума 
позволяют исследовать функцию на монотонность и находить точки экс-
тремума. 
Схема исследования функции на монотонность: 
1. Найти  D(y). 
2. Найти критические точки I рода. 
3. Нанести эти точки на числовую прямую с учетом  D(y). 
4. Исследовать знак  y′   внутри полученных промежутков. 
5. Сделать выводы. 
 
III. Выпуклость, (вогнутость) функции. Точки перегиба 
Определение 3.15.2. Говорят, что функция ( )y f x=  на некотором 
промежутке обращена выпуклостью 
вверх (вниз), если любая хорда, соеди-
няющая точки графика, лежит ниже (выше) графика. 
Теорема 3.15.5. (Достаточное условие выпуклости функции). 
Пусть ( )y f x=  имеет вторую производную на некотором промежутке. Тогда: 
− если на промежутке ( ) 0f x′′ < , то функция обращена выпуклостью 
вверх; 
− если на промежутке ( ) 0f x′′ > , то функция на этом промежутке 
обращена выпуклостью вниз. 
Определение 3.15.3. Точка, в которой функция меняет направление 
выпуклости, называется точкой перегиба. 
Теорема 3.15.6. (Необходимое условие наличия точки перегиба). 
Пусть функция ( )y f x=  определена в окрестности точки 0x  и дважды диф-
ференцируема в точке 0x . Тогда, если 0x  – точка перегиба, то 0( ) 0f x′′ = . 
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Замечание. Обратная теорема неверна. Приведем пример:  4y x= . 
( ) 34y x x′ = ;   
212y x′′ =  
( )0 0y′′ = , точка  x = 0  не является точкой перегиба. 
 
Определение 3.15.4. Точки, в которых ( ) 0f x′′ =  или не существу-
ет, будем называть критическими точками II рода. 
Теорема 3.15.7. (Достаточное условие наличия точки перегиба). 
Пусть функция ( )y f x=  определена в окрестности точки 0x , дважды диф-
ференцируема в точке 0x , и пусть  0x  – ее критическая точка II рода. То-
гда, если при переходе через точку 0x  ( )f x′′  меняет знак, то  0x  – точка 
перегиба. 
 
IV. Асимптоты 
Построение графика значительно облегчается, если известны его 
асимптоты. 
Определение 3.15.5. Прямолинейной асимптотой для графика 
функции ( )y f x=  называется прямая, расстояние до которой от точки, ле-
жащей на кривой, стремится к нулю при неогра-
ниченном удалении от начала координат этой 
точки по кривой. 
Различают следующие виды асимптот: 
− вертикальные,  
− горизонтальные,  
− наклонные. 
 
Теорема 3.15.8. Если  x = a – точка разрыва второго рода для гра-
фика функции ( )f x , то прямая  x = a – вертикальная асимптота, парал-
лельная оси  OY. 
Теорема 3.15.9. Если существуют конечные пределы 1lim ( )
x
f x k
→+∞
=  
и 2lim ( )
x
f x k
→−∞
= , то прямые 1y k=  и 2y k=  – горизонтальные асимптоты, 
параллельные оси  OX. 
Определение 3.15.6. Прямая y kx b= +  называется наклонной 
асимптотой графика функции ( )y f x= , если функция представима в виде  
( ) ( ),f x kx b x= + + α
 
4y x=  
x 
y 
y = f(x) 
0 
y=kx + b 
x 
y 
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где  
( )lim 0
x
x
→∞
α = .      (3.15.1) 
Теорема 3.15.10. График функции ( )y f x=  имеет при x → ∞  на-
клонную асимптоту y kx b= +  тогда и только тогда, когда существуют два 
конечных предела 
( )lim
x
f x k
x→∞
= , ( )lim
x
f x kx b
→∞
− =     (3.15.2) 
Доказательство. 
Необходимость. Пусть график функции ( )y f x=  имеет асимптоту, 
определяемую уравнением y kx b= + . Тогда ( ) ( ),f x kx b x= + + α где 
( )lim 0
x
x
→∞
α = . 
Значит,  
( ) ( ) ( )lim lim lim
x x x
f x kx b x xbk k
x x x x→∞ →∞ →∞
+ + α α   
= = + + =   
   
; 
( )lim lim [ ( )]
x x
f x kx b х b
→∞ →∞
− = + α =   . 
Таким образом, существуют предельные значения (3.15.2). 
Достаточность. Пусть существуют предельные значения (3.15.2). 
Второе из них означает, что разность ( )f x kx b− −    является бесконечно 
малой  при x → ∞ . Обозначим эту разность через ( )xα , тогда получим 
( ) ( )f x kx b x− − = α  или ( ) ( ),f x kx b x= + + α  где ( )lim 0
x
x
→∞
α = . 
Следовательно, функция ( )y f x=  представима в виде  
( ) ( ),f x kx b x= + + α
 
где ( )lim 0
x
x
→∞
α =  и прямая y kx b= +  является асим-
птотой графика этой функции. 
Упражнение. Определить асимптоты графика функции 
arctgy x x= − . 
 
V. Общая схема исследования функции: 
1. Найти область определения функции  D(y). 
2. Найти множество значений функции  E(y) (если это возможно). 
3. Выделить особенности функции (четность, нечетность, перио-
дичность). Если функция четная или нечетная, то исследование можно 
проводить только для 0x ≥ . Если функция периодическая, исследование 
проводится на основном периоде. 
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4. Исследовать поведение функции на концах интервалов из области 
определения с помощью пределов. Сделать выводы о непрерывности функ-
ции, характере точек разрыва, вертикальных и горизонтальных асимптотах. 
5. Найти промежутки монотонности, точки экстремума. 
6. Найти промежутки выпуклости, вогнутости и точки перегиба. 
7. Найти наклонные асимптоты. 
8. Определить точки пересечения графика с осями координат, для 
этого положить:  
− 0x =  − найдем точки пересечения с осью ординат; 
− 0y =  − найдем  точки пересечения с осью абсцисс. 
9. Если есть необходимость, можно составить таблицу дополни-
тельных точек. 
10. Построить график. 
 
Пример 1: 21 4y x
x
= +  (трезубец Ньютона). 
1) ( ) ( ) ( ),0 0,D y = −∞ +∞∪ . 
2) ( ) ( ),E y = −∞ +∞ . 
3) D(y) – симметрична относительно начала координат; 
( ) ( )( )
2 ,1 4
.
y x
y x x
y xx
 ≠
− = − + ⇒ ≠ −
  Значит, задана функция общего вида. 
4) 21lim 4
x
x
x→−∞
 
+ = +∞ 
 
, 
21lim 4
x
x
x→+∞
 
+ = +∞ 
 
 ⇒ горизонтальных 
асимптот нет; 
2
0
1lim 4
x
x
x→−
 
+ = −∞ 
 
, 
2
0
1lim 4
x
x
x→+
 
+ = +∞ 
 
 ⇒ x = 0 – вертикальная 
асимптота. 
5) 
3
2 2
1 8 18 xy x
x x
−
′ = − + = , 
0y′ =   при 38 1 0x − = ,   1
1
2
x = , 
y′  – не существует при  2 0x = . 
 
 
 
0 
y′  
y 1
2
 
 
 
+ 
x 
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min
1 2 1 3
2
y y = = + = 
 
, 
при  ( ) 1,0 0,
2
x
 
∈ −∞  
 
∪  – y(x) ↓ 
при  
1
,
2
x
 
∈ +∞ 
 
 – y(x) ↑ 
6) 
3
3 3
2 8 28 xy
x x
+
′′ = + + = ,  
0y′′ =   при 38 2 0x + = , 31
1 2 0,62
2
x = − ≈ −  
y′′   не существует при  2 0x = . 
 
 
 
 
3 3 3
.
1 12 4 4 4 0
2 4перег
y y = − = − + ⋅ = 
 
; 
7) 2
1lim lim 4
x x
yk x
x x→±∞ →±∞
 
= = + = ±∞ 
 
 ⇒ наклонных асимптот нет. 
8) при   y = 0 21 4 0x
x
+ = , 34 1x = − , 3 1
4
x = − , 
0x ≠   ⇒  точки пересечения с  Oy  нет. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0 x 
y 
1 3
1 2
2
−  
-1 
y′′  
y 
 
+ + 
31 2
2
−  
0 ∪  ∪  ∩  x 
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Пример 2. ( ) ( ) 3 11 xy x x e += − . 
1) ( ) ( ),D y = −∞ +∞ . 
2) D(y) – симметрична относительно начала координат; 
( ) ( ) ( )3 1 3 11 1x xy x x e x e− + − +− = − − = − + ( )( )
,
.
y x
y x
 ≠
⇒ ≠ −
  Значит, задана функция 
общего вида. 
3) ( ) ( ) ( )( ) ( )3 1lim lim 1 0x
x x
y x x e e+ −∞
→−∞ →−∞
= − = −∞ ⋅ = −∞ ⋅ =   
( )3 1 3 1
1 1 1lim lim 0
3x xx x
x
e e− − − −→−∞ →−∞
− ∞   
= = = = =   
∞ −∞⋅ −   
. 
Значит, у = 0 – является горизонтальной асимптотой функции при  х → –∞. 
( ) 3 1lim 1 x
x
x e
+
→+∞
− = +∞  ⇒  при  х → + ∞ горизонтальных асимптот нет. 
4) Исследуем функцию на монотонность 
( ) ( )( ) ( ) ( )3 1 3 1 3 1 3 1 3 11 1 1 3 3 2x x x x xy x e x e e x e e x+ + + + +′′′ = − + − = + − ⋅ = − ; 
0y′ =   при ( ) 3 13 2 0xx e +− ⋅ = , 3 2 0x − = , 2
3
x = , 3 1 0xe + ≠ . 
 
23 1 33
min
2 2 11
3 3 3
y y e e
⋅ +   
= = − = − ⋅   
   
. 
 
5) Исследуем функцию на выпуклость (вогнутость) 
( ) ( )( ) ( ) ( )3 1 3 1 3 1 3 1 3 13 2 3 2 3 3 2 3 9 3x x x x xy x e x e e x e x e+ + + + +′′′′ = − + − = ⋅ + − ⋅ = − . 
0y′′ = , 9 3 0x − = , 1
3
x = . 
13 1 23
.
1 1 21
3 3 3перег
y y e e
⋅ +   
= = − = −   
   
. 
 
 
6) Наклонных асимптот при х→ −∞  нет, т.к. на −∞  уже имеется го-
ризонтальная асимптота. Определим наклонную асимптоту при  х → +∞ . 
Она имеет вид y kx b= + ; 
y′  
y 2
3
 
 
+ 
x 
y′′  
y 
 
+ 
1
3
 
∪  ∩  
х 
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( ) 3 11lim lim
x
x x
x eyk
x x
+
→+∞ →+∞
− ∞ 
= = = = 
∞ 
 
( ) ( )
3 1 3 1
3 11 3lim lim 3 2
1
x x
x
x x
e x e
x e
− +
−
→+∞ →+∞
+ − ⋅ ⋅
= = − = +∞ . 
Следовательно, наклонных асимптот нет и при x → +∞ . 
7) Точки пересечения графика: 
− с осью  ОХ: 0y = ; ( ) 3 11 0xx e +− = ; 1 0,
1
x
x
− =
=
 
3 1 0xe + ≠ ; 
А(1, 0) – точка пересечения с осью  ОХ; 
− с осью  ОУ: 0x = ; y e= − . 
Построим график функции. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.16. Глобальный экстремум функции 
 
Определение 3.16.1. Наибольшее (наименьшее) значение функции 
на некотором промежутке называется глобальным максимумом (глобаль-
ным минимумом) или глобальным экстремумом. 
Замечание. По свойству непрерывности функция, непрерывная на 
отрезке [a, b], достигает на нем своего наибольшего (наименьшего) значе-
0 x 
y 
e−  
1 
-1 
22
3
e−  
3
3
e
−  
  220 
ния. Если точка 0x  лежит внутри отрезка, то в точке 0x  функция имеет ло-
кальный экстремум и, следовательно, 0x  – критическая точка I рода. Таким 
образом, функция достигает своего наибольшего (наименьшего) значения 
или в критических точках, или в одном из концов отрезка. 
Обозначения:  
.наибy   .наимy  
P
max   
P
min  
Пример. Найти наибольшее и наименьшее значения функции 
4 3
2
4 3
x xy x= + −   на [–1, 2]. 
1) Находим критические точки I рода. 
3 2 2y x x x′ = + − , 
3 2 2 0x x x+ − = , 
1 0x = , 
2 2 0x x+ − = ,  
  [ ]2 2 1, 2x = − ∉ − , 
  3 1x = . 
 
2) ( ) 1 1 3 4 12 131 1
4 3 12 12
y − −− = − − = = − , 
( )0 0y = , ( ) 1 1 51 1
4 3 12
y = + − = − , ( ) 16 8 82 4
4 3 3
y = + − = . 
Таким образом,  ( )
.
131
12наим
y y= − = − ,  ( )
.
82
3наиб
y y= = . 
 
3.17. Приложения производной  
к задачам геометрии и физики 
 
Задача 1. Составить уравнение касательной, проведенной к гра-
фику ( )y y x=  в точке ( )( )0 0,x y x . 
Известно, что уравнение прямой, проходящей через точку 
( )( )0 0,x y x , имеет вид 
( )0 0y y k x x− = − ,       (*) 
т.к. из геометрического смысла производной  ( )0k y x′= , то  
( )( )0 0 0y y y x x x′− = −  – уравнение касательной к кривой  ( )y y x=   
в точке  ( )( )0 0,x y x . 
-1 0 1 2 x 
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Определение 3.17.1. Нормалью к кривой в точке ( )( )0 0 0,M x y x  на-
зывается перпендикуляр к касательной, проведенной в этой точке. 
Задача 2. Составить уравнение нормали, проведенной к графику 
функции в точке  ( )( )0 0 0,M x y x . 
По (*) уравнение искомой прямой 
( ) ( )0 0нy y x k x x− = − ,  tgнk = ϕ  
Выразим угловой коэффициент нормали 
через угловой коэффициент касательной. 
090ϕ = + α    ⇒   ( ) ( )0 0
1 1
tg tg 90 ctg
tgн
k
y x
= ϕ = + α = − α = − = −
′α
 ⇒ 
( ) ( ) ( )0 00
1y y x x x
y x
− = − −
′
 – уравнение нормали к графику в точке 
( )( )0 0 0,M x y x . 
 
Замечание. Если касательная в точке 
( )( )0 0,x y x  параллельна оси Ох, то ( )0 0y x′ = . 
Тогда 
( )0y y x=  – уравнение касательной,  
0x x=  – уравнение нормали. 
 
Задача 3. Точка движется в плоскости  хОу по закону 
( )
( )
,
.
x x t
y y t
=

=
 
Найти скорость движения в некоторый момент времени, найти величину и 
направление скорости при  0t t= . 
( ) ( )( )0 0 0,M x t y t  
1) ( ) ( )( ),v x t y t′ ′=	 , 
 ( ) ( )( )
0 0 0
,
t t
v x t y t
=
′ ′= ; 
2) величина скорости  ( ) ( )2 2t tv x y′ ′= + ; 
3) направление скорости  tg tx
t
yy
x
′
′ϕ = =
′
. 
М0 
х х0 
у(х0) 
у 
0 
t0∼ М0 
х 
у 
0 
ϕ 
у(х0) М0 
х х0 
у 
0 
ϕ 
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Задача 4. Показать, что если луч света, исходящий из точки  А, по-
падает в точку  В  после преломления на плоской границе раздела двух 
сред, то оптическая длина этого луча меньше оптической длины любого 
другого пути, соединяющего точки  А  и  В. 
Решение. Не нарушая общности постановки задачи, можно счи-
тать, что показатель преломления первой среды равен единице. Для опти-
ческой длины  L  ломаной, соединяющей точки  А  и  В, имеем 
cos cos
a bL n= +
ϕ Ψ
. 
При этом должно выполняться геометриче-
ское условие, вытекающее из закона преломления 
электромагнитной волны на границе раздела двух 
диэлектриков: tg tg consta bϕ + ψ = , которое вы-
ражает постоянство длины проекций  КС  и  СМ  
на плоскость раздела сред. Для нахождения минимальной оптической дли-
ны пути необходимо, чтобы выполнялось соотношение 0dL
d
=
ϕ
, причем 
( )ψ = ψ ϕ . Из дополнительного условия следует, что ( )tg tg 0d a b
d
ϕ + Ψ =
ϕ
. 
Сопоставляя два соотношения, получим закон преломления света. В 
том, что этот закон действительно выражает условие минимума оптической 
длины светового луча, а не просто условие экстремума, можно убедиться, 
исследуя знак второй производной 
2
2
d L
dϕ
 (проверить самостоятельно). 
 
3.18. Практические задачи на оптимизацию 
 
Схема построения математической модели 
1. По содержанию задачи вводится независимая переменная и опре-
деляются её границы изменения. 
2. Строится искомая (целевая) функция, в которой все выражения 
связаны с независимой переменной. 
3. Определяются критические точки целевой функции с учетом ус-
ловий задачи. 
4. Исследуется целевая функция на локальный или глобальный экс-
тремум. 
n = 1 a 
K М С 
b 
φ 
φ 
ψ 
ψ 
B 
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Пример. В данный шар с радиусом  4 вписать цилиндр, имеющий 
наибольшую боковую поверхность. 
1) Пусть  х – радиус основания, 
2 2P r x= pi = pi ,  2H AC= ,  22 2 16BA AC x= = − ; 
2) 2 2
.
2 2 16 4 16бокS P H x x x x= ⋅ = pi ⋅ − = pi − , 
0 ≤ x ≤4; 
3) 0S′ = , 
( )
2
2
2 2
4 16 214 16 4 2
2 16 16
x
S x x x
x x
 pi − 
′ = pi − + pi ⋅ − =
− −
, 
216 2 0x− = , 1 2 2x = , 2 2 2x = −  
(х2  не удовлетворяет условию). 
Следовательно, 2 2x =  – локальный 
максимум. Целевая функция имеет на промежутке ( )0,4  единственный 
экстремум. Так как  х  не может принимать значения  х = 0,  х = 4 (в соот-
ветствии с практическими соображениями), значит, данный шар имеет 
наибольшую боковую поверхность при 2 2x = .  
4 2 2 16 8 32наибS = pi ⋅ − = pi . 
 
3.19. Формула Тейлора и ее приложения 
 
3.19.1. Формулы Тейлора и Маклорена 
 
Формула Тейлора позволяет приближать некоторую функцию 
( )y y x= , дифференцируемую  n  раз, к многочленам  n-ной степени. 
Задача. Пусть функция ( )y y x=   n  раз дифференцируема в не-
которой области. Найти многочлен по степеням ( )0x x− , где 0x D∈ , такой 
чтобы в точке 0x  совпадали значения функции и многочлена, а также значе-
ния их производных до  n-ного порядка включительно. 
Решение. Пусть ( )y f x=   n  раз дифференцируема в области  D. 
Искомый многочлен имеет вид 
( ) ( ) ( ) ( )20 1 0 2 0 0... nn nP x a a x x a x x a x x= + ⋅ − + ⋅ − + + ⋅ − , (3.19.1) 
где   1 2, ,, na a a⋯  – неизвестные коэффициенты. 
u 
А 
В 
С О 
x 
у’ 
у 2 2  
+ 
4 
 
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По условию  0x D∈  
( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
0 0 0 0
2
0 0 0 1 1 2 0 3 0
2
0 0 0 2 2 3 0 4 0
0 0 0 3 3 0
,
, 2 3
2 , 2 6 4
3! , 3! 8
.............................................
n
n n
n n
n n
y x P x y x a
y x P x y x a P a a x x a x x
y x P x y x a P a a x x a x x
y x P x y x a P a x x
= ⇒ =
′ ′′ ′= ⇒ = = + − + − +
′′ ′′′′ ′′= ⇒ = = + − + − +
′′′ ′′′′′′ ′′′= ⇒ = = + − +
⋯
⋯
⋯
( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0
....... ...........................................
! , !n n n nn n n ny x P x y x n a P n a= ⇒ = =
 
( )0 0a y x⇒ = ;  ( )1 0a y x′= ;  ( )02 2
y x
a
′′
= ;  
( )0
3 3!
y x
a
′′′
= ; …;  
( ) ( )0
!
n
n
y x
a
n
⇒ = . 
Подставляя  0 1 2, , , , na a a a…   в  (3.19.1),  получим 
( ) ( ) ( )( )
( )
( )0 0 0 0... !
n
n
n
yP x y x y x x x x x
n
′= + − + + − .   (3.19.2) 
Многочлен ( )nP x  называют многочленом Тейлора для функции ( )f x . 
С помощью многочлена Тейлора можно находить приближенные 
значения функции с определенной степенью точности. 
Точность вычислений зависит от разности 
( ) ( ) ( )n nR x y x P x= − .           (3.19.3) 
( )nR x  – погрешность, допускаемая при замене ( )y x  многочленом. 
( )nR x  называют  остаточным членом. Очевидно, что  
( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( ) ( )
20
0 0 0 0
0
0
2!
... .
!
n
n
n
y x
y x y x y x x x x x
y x
x x R x
n
′′
′= + − + ⋅ − +
+ + ⋅ − +
    (3.19.4) 
Формулу (3.19.4) называют формулой Тейлора. 
Для оценки ( )nR x  существует несколько формул. Получим две наи-
более используемые формулы. 
Теорема 3.19.1. Если функция ( )y x   (n + 1) раз дифференцируема в 
точке  0x D∈ , то  ( ) ( )( )00 nnR x x x= − . 
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Доказательство.  
1. По условию существует ( )y x′ . Следовательно, по теореме о свя-
зи предела и бесконечно малой функции имеем 
( ) ( ) ( ) ( )0 0 1
0
y x y x
y x x
x x
−
′= + α
−
,        (3.19.5) 
где    ( )1 0 0xα →   при 0x x→ . 
Так как ∃ также и ( )0y x′′ ( ) ( ) { }01 0 1 xx x C′⇒ ∃ α ⇒ α ∈ . Но 
( )
0
1lim 0
x x
x
→
α = , значит, ( )1 0 0xα = . 
Из равенства (3.19.5) ⇔  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0 1 0 1 1y x y x y x x x x x x P x R x′= + ⋅ − + α ⋅ − = + ,  (3.19.6) 
Но  ( )1 0 0xα = , следовательно,  ( )( ) ( )1 1 0 00R x x x x x= α − = ⋅ − .  
2. Так как существует ( )1 0x′α , то (по аналогии с п. 1) 
( ) ( ) ( )( ) ( ) ( )1 1 0 1 0 0 2 0x x x x x x x x′α = α + α − + α ⋅ − ,     (3.19.7) 
где    ( )2 0 0xα = . 
Вычислим ( )1 0x′α . Продифференцируем дважды равенство (3.19.6): 
( ) ( ) ( ) ( ) ( )0 1 0 1y x y x x x x x′′ ′= + α ⋅ − + α ; 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 0 1 1 1 0 12y x x x x x x x x x x′′ ′ ′ ′′ ′′′ = α ⋅ − + α + α = α ⋅ − + α . 
Тогда ( ) ( ) ( ) ( )00 1 0 1 02 2
y x
y x x x
′′
′′′ ′= α ⇒ α = . 
Подставляя ( )1 0x′α  в (3.19.7), будем иметь 
( ) ( ) ( ) ( ) ( )01 0 2 02
y x
x x x x x x
′′
α = ⋅ − + α ⋅ − . 
Подставим  полученный результат в (3.19.6): 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( ) ( )
0
0 0 0 0 2 0 0
2 20
0 0 0 0 2 0
2
2
y x
y x y x y x x x x x x x x x x
y x
y x y x x x x x x x x
′′ 
′= + ⋅ − + ⋅ − + α ⋅ − ⋅ − = 
 
′′
′= + − + ⋅ − + α ⋅ − =
 
( ) ( )2 2P x R x= + ,     (3.19.8) 
где   ( ) ( ) ( )22 2 0R x x x x= α ⋅ − . Так как  ( )2 0 0xα = , ( ) ( )( )22 00R x x x= − . 
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Рассуждая аналогичным образом для функции ( )2 xα , будем иметь 
( ) ( ) ( ) ( ) ( ) ( )2 2 0 2 0 0 3 0x x x x x x x x′α = α + α ⋅ − + α ⋅ − ⇒ ( ) ( )02 0 3!
y x
x
′′′
′α = . 
Тогда 
( ) ( ) ( ) ( ) ( )02 0 3 03!
f x
x x x x x x
′′′
′′α = ⋅ − + α ⋅ − . 
Подставим это  выражение в (3.19.8): 
( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( )
20
0 0 0
3 30
0 3 0 3 3
2
.
3!
y x
y x y x y x x x x x
y x
x x x x x P x R x
′′
′= + − + − +
′′′
+ − + α − = +
 (3.19.9) 
Так как  ( )3 0 0xα = , то   ( ) ( )( )33 00R x x x= − . 
Продолжая указанную процедуру, далее будем иметь 
( ) ( ) ( )( ) 11 0 nn ny x P x x x x −−= + α − , 
где ( )
( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )01 0 1 0 0!
n
n n n n n
y x
x y x P x x x x P x x x x
n
− −
α = ⇒ = + α − = + α − . 
Так как  ( )0 0n xα = , то  ( ) ( )( )00 nn R x x x= − .  Теорема доказана. 
Определение 3.19.1. Остаточный член ( ) ( )( )00 nnR x x x= −  называ-
ется остаточным членом, записанным в форме Пеано. 
Теорема 3.19.2. Если ( ) ( )( )01 0,n xy x C x D+∈ ∈ , то остаточный член в 
формуле Тейлора имеет вид 
( )
( ) ( )
( ) ( )
1
1
01 !
n
n
n
y c
R x x x
n
+
+
= ⋅ −
+
, 
где    0x c x< < . 
Доказательство. В теореме 3.19.1 было показано, что при соблю-
дении её условий выполняется равенство 
( ) ( ) ( )( ) ( )( ) ( ) ( )0 0 0 1 0 1 1y x y x y x x x x x x P x R x′= + − + α − = + . 
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Оценим функцию ( )1R x  с помощью теоремы Лагранжа: 
1. ( ) [ ]01 ;x xx Cα ∈ , так как существует ( )y x′′ . 
2. ( ) ( )01 ;x xx C′α ∈ , так как существует ( )0 0,y x x D′ ∈ , следовательно, 
на отрезке [ ]0;x x  выполняется условие теоремы Лагранжа. Учитывая, что 
( )1 0 0xα = , получим  ( ) ( ) ( ) ( )( )1 1 1 0 1 1 0x x x c x x′α = α − α = α − , где (см. теоре-
му 3.19.1) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )21 1 11 1 1 0 1 02 2 2
y c y c y c
c x x x R x x x
′′ ′′ ′′
′α = ⇒ α = − ⇒ = − . 
Проведем аналогичные рассуждения для произвольного  n: 
( ) ( ) ( ) ( ) ( )( )0 nn n n ny x P x R x P x x x x= + = + α − . 
Оценивая ( )n xα по теореме Лагранжа, будем иметь 
( ) ( ) ( ) ( )( )0 0n n n n nx x x c x x′α = α − α = α − ,   где ( )0,nc x x∈ . 
Из теоремы 3.19.1 имеем ( )
( ) ( )
( )
1
1 !
n
n
n n
y c
c
n
+
′α =
+
. 
Таким образом, ( )
( ) ( )
( ) ( )
1
01 !
n
n
n
y c
x x x
n
+
α = ⋅ −
+
, тогда 
( ) ( )( )
( ) ( )
( ) ( )
1
1
0 01 !
n
n nn
n n
y c
R x x x x x x
n
+
+
= α − = −
+
. Теорема доказана. 
Определение 3.19.2. Остаточный член ( )
( ) ( )
( ) ( )
1
1
01 !
n
n
n
y c
R x x x
n
+
+
= −
+
, где  
( )0 ,c x x∈  называется остаточным членом, записанным в форме Лагранжа. 
Доказательство теорем 3.19.1, 3.19.2 обязательно для студентов, 
претендующих на получение оценки «9» или «10». 
Теорема 3.19.3. Если ( )lim 0n
n
x D
R x
→∞
∈
= , то формула Тейлора позволяет 
( )y x  заменить приближенно на ( )nP x , причем ( )nR x  - погрешность при-
ближения.  
При n = 1 получаем из формулы Тейлора формулу приближения 
функции с помощью дифференциала 1-го порядка. 
При x0 = 0 формула Тейлора принимает вид 
( ) ( ) ( ) ( )
( ) ( ) ( )20 00 0 ...
2! !
n
n
n
y y
y x y y x x x R x
n
′′
′= + ⋅ + + + +   (3.19.10) 
Формулу (3.19.10) называют формулой Маклорена. 
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3.19.2.  Применение формулы Маклорена 
 
10. Разложение функций siny x= , cosy x= , xy e=  по формуле 
Маклорена. 
I. siny x=   ( )0 0y =  
 cosy x′ =   ( )0 1y′ =  
 siny x′′ = −   ( )0 0y′′ =  
 cosy x′′′ = −   ( )0 1y′′′ = −  
 
( ) sinIYy x=   ( ) ( )0 0IYy =  
 ……………  …………… 
( ) ( ) ( )
3 5 2 1
1
sin ... 1
3! 5! 2 1 !
n
n
n
x x x
x x R x
n
−
+
= − + − + − +
−
 
( ) ( ) ( )
1 2 1
1
sin 1
2 1 !
k kn
n
k
x
x R x
k
+
−
=
= − +
−
∑ . 
 
II. cosy x=   ( )0 1y =  
 siny x′ = −   ( )0 0y′ =  
 cosy x′′ = −   ( )0 1y′′ = −  
 siny x′′′ =   ( )0 0y′′′ =  
 
( ) cosIYy x=   ( ) ( )0 1IYy =  
 ……………  …………… 
( ) ( ) ( )
2 4 2 2
1
cos 1 ... 1
2! 4! 2 2 !
n
n
n
x x x
x R x
n
−
+
= − + + + − +
−
 
( ) ( ) ( )
1 2 2
1
cos 1
2 2 !
k kn
n
k
x
x R x
k
+
−
=
= − +
−
∑ . 
 
III. xy e=   ( )0 1y =  
 
xy e′ =   ( )0 1y′ =  
 ……  ………. 
 
( )n xy e=  ( ) ( )0 1ny =  
( )
2 3
1 ...
2! 3! !
n
x
n
x x x
e x R x
n
= + + + + + + , 
( )
1
1
!
kn
x
n
k
x
e R x
k
=
= + +∑ . 
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Замечание. Аналогично выводят формулы приближения функций 
( ) ( ) ( )
2 3
1ln 1 ... 1
2 3
n
n
n
x x x
x x R x
n
−
+ = − + − + − + , 
( ) ( ) ( )( )( ) ( )21 1 2 11 1 ...
2! !
m n
n
m m m m m m n
x mx x x R x
n
− − − − +
+ = + + + + + , 
( ) ( )2 31 1 ... 1
1
n n
nx x x x R x
x
= − + − + + − +
+
. 
Упражнение. Разложить по формуле Маклорена: 
а) 2xy xe= ; 
б) 2
1
4
y
x
=
+
; 
в) 2siny x= . 
 
20. Приближенные вычисления с помощью формулы Тейлора 
Приближение с помощью дифференциала дает довольно грубую по-
грешность. Если требуются более точные расчеты, то используют формулу 
Тейлора. 
Пример. Вычислить значение  е  с точностью 0,01ε = . 
Воспользуемся формулой Маклорена: 
( )
2 3
1 ...
2! 3! !
n
x
n
x x x
e x R x
n
= + + + + + + . 
Тогда,   ( )1 1 1 11 1 ... 1
2 3! 4! ! n
e R
n
= + + + + + + + . 
По условию   ( ) 0,01nR x < . 
Так как  ( ) ( )( ) ( ) ( ) ( )
1
1 3
, то 1 0,01
1 ! 1 ! 1 !
n c
n
n n
y c eR x x R
n n n
+
+
= ⋅ = < <
+ + +
. 
Определим, при каком  n выполняется последнее неравенство. 
1n = ,  3 1,5 0,01
2
= > ; 
2n = ,  3 1 0,01
6 2
= > ; 
4n = ,  3 1 0,01
5! 40
= > ; 
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5n = , 3 1 0,004 0,01
6! 240
= ≈ < . 
Тогда    
1 1 1 11 1 2,717 2,72
2 3! 4! 5!
e = + + + + + ≈ ≈ . 
 
30. Вычисление пределов с помощью формулы Тейлора (выделение 
главной части) 
Примеры. 
1) 
2 2
60
sin 0lim
0x
x x
x→
−  
=  
 
. 
Применение правила Лопиталя здесь не выгодно (пришлось бы  «ло-
питалить» 6 раз!). 
Применение эквивалентных бесконечно малых невозможно, т.к. 
2 2
0
sin
x
x x
→
∼ , следовательно, ( )2 2sinx x−  имеет более высокий порядок ма-
лости, чем любая из эквивалентных бесконечно малых. 
( ) ( ) ( )
6 4 2
12 2 4 2sin ... 1 0
3! 2 1 !
n
n nx xx x x
n
−
+
−
= − + + − +
−
   ⇒ 
( ) ( )6 62 2 6 6
6 6 60 0 0
0 0 16 6lim lim lim
6x x x
x x
x x x x
x x x→ → →
− + +
= + = . 
2)  2 2 2 2
1 1 1 1 1 1lim ln 1 lim 0 lim
2 22x x x
x x x x
x x x x→∞ →∞ →∞
         
− + = − − + = =         
         
 
3) 
( )2 4 22 4
4 40 0
1 0 1cos 1 12! 4! 22lim lim
24x x
x x xx
xx
x x→ →
− + + − +− +
= = . 
 
Задачи для самостоятельного изучения 
 
4) ( )
1
2 22
4 40 0
1 1 cos1 1 coslim lim
tg tgx x
x xx x
x x→ →
− + ⋅
− + ⋅
= =  
( ) ( )2 4 4
40
1 1
2 41 2 2 41 1 1
2 2 2 24
lim
x
x x
x x o x o x
x→
  
⋅ −    
   − + + + − + + 
   
  
= =  
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( ) ( )4 4 4 4 4
4 40 0
1 1 1
1 14 8 24lim lim .
3 3x x
x x x o x o x
x x→ →
 + − +
 = = + =
 
 
 
5) ( )
1
0
1 1
lim
x
x
e x
x
−
→
+ −
=  
1 ( ) ( )
2 2
0 0 0
( )1 1 12lim lim lim .
2
x x
o x o x
x x x
x
o x
e e e
x x x
− + + +
→ → →
+
⋅ − −
= = = =
 
6) ( )2 2lim 2 2 .
x
x x x x x x
→∞
+ − + +  
Введем замену  x=1/t, тогда  t→ 0  при  x→∞, поэтому будем иметь 
( )2 2 20 01 1 2 1 1 1 1lim 2 lim 1 2 2 1 1t t t tt t t tt t t→ →
 
+ − + + = + − + + = 
   
( ) ( ) ( )2 2 2 2 22 2 2
2 2 20 0 0
1 2 1 12 4 4 2 4lim lim lim .
4t t t
t t t t t
t t o t o t o t
t t t→ → →
+ − − − + + + − + − +
= = = = −
 
7) 
1
43 2 12lim 1
2
x
x
x
e x x x
→∞
  
 − + − + = 
   
 
3 3
9 9
1 1 1 1 1 1lim .
6 8 64x
x o x o
x x x x→∞
       
= + + + − + + =        
       
 
Упражнение. Вычислить  
( )
4 3
0 2
2lim 9ln 1 3 3
2
x
x x
x x x
→
+
+ − +
. 
 
40. Вычисление производных произвольного порядка с помощью 
формулы Тейлора  
1) Вычислить  ( ) ( )15f x   от  ( ) 7 cos
3
xf x x=   в точке  x = 0. 
( ) ( ) ( )2 2 2 2
20
1 1 1 11 1
2 2 2 2 21 2 4 2 1 1
2 2! 2 2!
lim
t
t t
t o t t o t
t
t→
    
− −    
    + + + − + + + +
 
 
 
= =
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( ) ( )2 4 3 4 13 157 7 7
2 4 6 8
3 3cos 1 ...
3 2! 4! 3 2! 3 4! 3 6! 3 8!
x x
x x x x x
x x x
 
 
= − + − = − + − + − 
⋅ ⋅ ⋅ ⋅
  
… , 
так как   
( )15
15(0) 15!f c= ⋅ ,   то ( )15 8
15!(0)
3 8!
f = . 
 
2) Найти ( ) 2
1( 2), ( ) .
4 8
nf f x
x x
− =
+ +
 
( ) ( )
2
2
2 2 2 22 0
2
1 1 1 1 1 ( 1)
4 44 8 ( 2) 4 1
n
n x
x nx x x
∞
+
+ =
= = ⋅ = − =
+ + + + +
∑  
( )
2
2 1
0
( 1) ( 2)
2
n
n
n
n
x
∞
+
=
−
= +∑ . Тогда 
( )
2 2 12( 1)
1
, 0, 1,2,...
2
n
n nn
c c n
−+
−
= = =  
( )2 (2 1)
2 2( 1)
( 1) (2 )!( 2) (2 )! , ( 2) 0.
2
n
n n
n n
nf c n f −
+
− ⋅
− = = − =  
 
3.20.  Графическое дифференцирование (интегрирование) 
(информация для самостоятельного изучения) 
 
Задача 1. Дан график функции ( )y y x= . Найти график ее произ-
водной. 
 
 
 
 
 
 
 
 
 
 
 
 
 
x8 x0 x1 x2 x3 x4 x5 x6 x7 x 
y = y(x) 
  y’(x) 
  y 
A 
0 
x
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1. Разбивают интервал на части точками  (x1, x2, x3, …). 
2. В точках с абсциссами x1, x2, x3, … строят касательные к графику 
функции ( )y y x= . 
3. На оси абсцисс берут точку  А  с координатами (–1, 0). Проводят 
через точку  А  прямые, параллельные полученным касательным. 
4. Производные в точках равны тангенсу углов между осью  Ох и 
касательной, а тангенсы равны отрезкам, отсекаемым от оси ординат пря-
мыми, проходящими через точку  А. 
 
Задача 2. По графику производ-
ной y′  выяснить вид графика функции  у  
на промежутке  [0, 5], если  у(0) = – 1. 
Из графика y′  видно, что знаки y′  
на интервале  (0, 5)  распределены следующим образом: 
 
 
Исследуем функцию на выпуклость 
( )y y ′′′ ′=  
( )4, 5x∈ , 0y′′ = , 0y′ =  
2x =  – точка перегиба. 
 
 
 
 
 
 
 
 
 
 
y” 
y x 
+ + – – 
0 2 3 1 
0 
4 5 
∩  ∪  
y 
y' 
x 
– + – +
- 0 2 3 1 
– 
4 5 
xmin = 1, xmax = 3 
0 1 2 3 4 5 
–1 
х 
у’ 
1 2 3 4 5 0 
–1 
у 
х 
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ВЫВОДЫ 
 
К понятию производной приводит задача: 
− вычисления скорости в данный момент времени при неравномер-
ном движении, 
− о проведении касательной к плоской кривой в некоторой ее точке, 
− об определении силы тока в данный момент времени, если заряд 
распределен неравномерно во времени и т.п. 
Можно говорить о скорости накопления биомассы, о скорости хими-
ческой реакции, скорости нагревания и остывания тела, скорости переме-
щения потоков жидкости или воздуха. Таким образом, к производной при-
водят многочисленные задачи из различных областей теории и практики, в 
которых требуется определить скорость изменения процесса. 
Действие нахождения производной называется дифференцировани-
ем. Общее правило дифференцирования дает возможность получить гото-
вые формулы для нахождения производных основных элементарных 
функций. Используя это правило, а затем правило дифференцирования 
сложной функции, получены формулы для вычисления производной слож-
ной функции. 
Среди многих задач, решаемых с помощью производных, наиболее 
важной является задача нахождения экстремума функции и связанная с 
ней задача нахождения наибольшего (наименьшего) значения производ-
ственных функций. Задача об организации производственного процесса с 
целью получения максимальной прибыли и другие задачи, связанные с 
поиском оптимального решения, приводят к развитию и усовершенство-
ванию методов отыскания наибольших (наименьших) значений. Решени-
ем таких задач занимается особая ветвь математики – линейное програм-
мирование. 
Большую роль при изучении функциональной зависимости (а значит, 
процесса) играет формула Тейлора, которая позволяет исследование диф-
ференцируемой функции свести к работе с многочленом. 
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МЕТОДИЧЕСКИЕ УКАЗАНИЯ 
К ПРОВЕДЕНИЮ ПРАКТИЧЕСКИХ ЗАНЯТИЙ  
 
Учебно-информационный блок  
для проведения практических занятий 
 
Тема занятия Тип занятия 
Кол-во 
час 
I. Производные элементарных функций. 
Таблица производных. Производные сум-
мы, произведения и частного. Бесконечная, 
левая и правая производные функции в 
точке 
Повторение и обобщение 
имеющихся знаний. Усвоение и 
закрепление изученного на 
лекции нового материала 
2 
II. Производная сложной функции. Ло-
гарифмическая производная 
Углубление и расширение 
полученных знаний. Усвоение 
нового материала. Текущий 
контроль 
2 
III. Дифференцирование параметрически 
заданных и неявных функций. Производ-
ные высших порядков  
Усвоение и закрепление но-
вого материала. Текущий кон-
троль 
2 
IV. Касательная и нормаль к графику 
функции. Применение дифференциала в 
приближенных вычислениях  
Углубление и расширение 
полученных знаний. Обобще-
ние и применение полученных 
знаний. Текущий контроль 
2 
V. Теоремы Ролля, Коши, Лагранжа  Усвоение и закрепление ново-
го материала. Текущий контроль 
2 
VI. Правило Лопиталя (неопределенно-
сти вида 
00 , ,
0
∞
⋅∞
∞
, степенные неопреде-
ленности 00 , ,1∞ ∞∞ ) 
Усвоение и закрепление но-
вого материала. Применение 
полученных знаний. Текущий 
контроль 
2 
VII. Условия возрастания и убывания 
функций. Достаточные условия локально-
го экстремума. Нахождение наибольших и 
наименьших значений функции на отрезке. 
Выпуклость и вогнутость. Точки перегиба 
Углубление, обобщение, сис-
тематизация и применение по-
лученных знаний 2 
VIII. . Вертикальные и наклонные асим-
птоты графика функции. Общая схема ис-
следования и построения графика функции 
Повторение и обобщение 
имеющихся знаний. Усвоение и 
закрепление нового материала. 
Текущий контроль 
2 
IX. Физические и механические при-
ложения дифференциального исчисления 
Углубление, обобщение, сис-
тематизация и применение по-
лученных знаний. Текущий 
контроль 
2 
X. Дифференциалы высших порядков. 
Формула Тейлора, ее приложение к при-
ближенным вычислениям 
Углубление, обобщение, сис-
тематизация и применение по-
лученных знаний Итоговый 
контроль 
2 
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1. Бугров, Я.С. Дифференциальное и интегральное исчисление / Я.С. Буг-
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К.А. Бохан, И. А. Марон и др.; под ред. Н.Я. Виленкина. – М. : Про-
свещение, 1971. 
4. Методические указания по типовому расчету по теме «Исследование 
функции одной переменной и построение ее графика» курса «Высшая 
математика» / Е.А. Куприянович. – Новополоцк: НПИ, 1990. 
5. Методическое  пособие с трехуровневыми заданиями для организации 
самостоятельной работы студентов всех специальностей по теме «Диф-
ференциальное исчисление функции одной переменной» / В.С. Вакуль-
чик, В.А. Жак, В.М. Кулага, Н.В. Цывис, Ф.Ф. Яско. – В 2-х частях.  
Ч. 1. – Новополоцк: ПГУ, 1999. 
6. Методическое  пособие с трехуровневыми заданиями для организации 
самостоятельной работы студентов всех специальностей по теме «Диф-
ференциальное исчисление функции одной переменной» / В.С. Вакуль-
чик, В.А. Жак, В.М. Кулага, Н.В. Цывис, Ф.Ф. Яско. – В 2-х частях. Ч. 
2. – Новополоцк: ПГУ, 1999. 
7. Мышкис А.Д.  Лекции по высшей математике / А.Д. Мышкис. – М.: 
Наука, 1973. 
8. Пискунов, Н.С. Дифференциальное и интегральное исчисление / Н.С. 
Пискунов. В 3 томах. Т. 1. – М.: Наука, 1978. 
9. Пушкарева, Т. М. Дифференциальное исчисление функции одной пе-
ременной. Программированный задачник для студентов втузов / Т. М. 
Пушкарева, Н. Н. Третьякова и др. – Мн. : Минский радиотехниче-
ский институт, 1989. 
10. Сборник задач по математике для втузов. Линейная алгебра и основы 
математического анализа / под ред. А.В. Ефимова, Б.П. Демидовича. – 
М.: Наука, 1986. 
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ОСНОВНАЯ МЕТОДИЧЕСКАЯ СХЕМА II 
 
I. Производные элементарных функций. Таблица производ-
ных. Производные суммы, произведения и частного. Бесконечная, 
левая и правая производные функции в точке 
 
1. Определение производной функции в точке. Функции, диффе-
ренцируемые в точке 
 
 
 
 
 
 
 
 
 
 
 
 
Обучающая задача. Пользуясь только определением производной, 
найти 
10. ( )8f ′   для  ( ) 3f x x= , 
Решение: 
( ) ( )( )3 3 3 3 3 2 2
8 8
8 28 lim lim
8 8x x
x xf a b a b a ab b
x x→ →
− −
′ = = = − = − + + =
− −
 
( )( )
( )( )
( )
( )( )
3 23 3
3 32 28 83 3
2 2 4 8
lim lim
8 2 4 8 2 4x x
x x x x
x x x x x x→ →
− + +
−
= = =
− + + − + +
 
( )3 28 3
1 1lim
122 4x x x→
= =
+ +
; 
 
20 (повышенный уровень). Пользуясь только определением произ-
водной, найти  ( )0f ′   для  ( )
11 cos sin , 0
0, 0.
x xf x x
x
  
− ⋅ ≠  
=  

=
. 
 
Производной функции ( )f x  в точке 
0x  называется 
( ) ( ) ( )0 0 0
0 0
,
lim lim
x x
f x x f x x f x
x x∆ → ∆ →
∆ ∆ + ∆ −
= =
∆ ∆
 
 
( ) ( )0
0 0
lim
x x
f x f x
x x→
−
=
−
, ( )0x x x∆ = − . 
 
Обозначения: ( )0f x′ , ( )0y x′ , ( )0dy xdx . 
Производная функции в нуле: 
1. ( ) ( ) ( )
0
0
0 lim
x
f x ff
x→
−
′ = ; 
2. ( ) ( ) ( )
0
0
0 lim
x
f x ff
x∆ →
∆ −
′ =
∆
; 
3. ( )
00
sin
sin lim 1
xx
x
x
x→=
′
= =  
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Решение: ( ) ( ) ( )
0 0
11 cos sin 00
0 lim lim
x x
xf x f xf
x x→ →
 
− ⋅ − 
−  
′ = = =  
2 2
б.м.
2огр.
0 0 б.м.2
огр.
1
sin 0, 0 1
sin 1 1lim lim sin 0
2 2
1 cos , 0
2
x x
x x
xx
x x
x x→ →
α = ⋅ → →
⋅
= = = ⋅ =
α
− α α →∼
 
 
03 . Найти по определению производную ( )0y x′ , если ( ) 2 1y x x= − ,  
0 1x = −  (преподаватель у доски). 
 
Исходя из определения производной, найти (самостоятельно, ка-
ждому свой вариант, два студента у доски выполняют свои задания): 
1) ( ) 3y x x= , 0 1x = . Ответ:  3; 
2) ( )y x x= , 0 1x = . Ответ:  12 ; 
3) ( ) lgy x x= , 0 100x = . Ответ:  1100 ln10 ; 
4) ( ) cosy x x= , 0 0x = . Ответ:  0; 
5) ( ) 2 2y x x x= + , 0 2x = . Ответ:  6; 
6) ( ) 1y x
x
= , 0 1x = . Ответ:  
1
2
− ; 
7) ( ) xy x e= , 0 1x = . Ответ:  е; 
8) ( ) 22y x x x= − , 0 1x = . Ответ:  3; 
9) ( ) 21y x
x
= , 0 1x = . Ответ:  -2; 
10) ( ) 1
1
y x
x
=
+
, 0 0x = . Ответ:  –1; 
11) ( ) cos2y x x= , 0 0x = . Ответ:  0; 
12) ( ) 3 2y x x x= − , 0 1x = . Ответ:  1; 
13) ( ) 1y x
x
= − , 0 2x = . Ответ:  
1
4
; 
14) ( ) lny x x= , 0 1x = . Ответ:  1. 
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2.  Дифференцирование функции, заданной явно 
 
Таблица производных 
1. ( ) 1n nu n u u−′ ′= ⋅ ⋅ ; 
2. 1x′ = ; 
3. ( ) 12u uu′ ′= ⋅ ; 
4. 2
1 1
u
u u
′ 
′= − ⋅ 
 
; 
5. ( )sin cosu u u′ ′= ⋅ ; 
6. ( )cos sinu u u′ ′= − ⋅ ; 
7. ( ) 21tg cosu uu
′ ′= ⋅ ; 
8. ( ) 21ctg sinu uu
′ ′= − ⋅ ; 
9. ( ) lnu ua a a u′ ′= ⋅ ⋅ ; 
10. ( )u ue e u′ ′= ⋅ ; 
11. ( ) 1log
lna
u u
u a
′ ′= ⋅
⋅
; 
12. ( ) 1ln u u
u
′ ′= ⋅ . 
13. ( )
2
1
arcsin
1
u u
u
′ ′= ⋅
−
; 
14. ( )
2
1
arccos
1
u u
u
′ ′= − ⋅
−
; 
15. ( ) 21arctg 1u uu
′ ′= ⋅
+
; 
16. ( ) 21arcctg 1u uu
′ ′= − ⋅
+
; 
17. ( )sh chu u u′ ′= ⋅ ; 
18. ( )ch shu u u′ ′= ⋅ ; 
19. ( ) 21th chu uu
′ ′= ⋅ ; 
20. ( ) 21cth shu uu
′ ′= − ⋅ .
 
 
 
 
 
 
 
Обучающая задача. Найти производную функции 
32 sin
tg
x xy e x
x
+
= −  
Решение: Воспользуемся правилами дифференцирования и табли-
цей производных. 
( ) ( ) 32 sin
tg
x xy x e x
x
′ +′
′ = − = 
 
 
Правила дифференцирования 
1. ( )u v u v′ ′ ′± = ± ; 
2. ( )u v u v v u′ ′ ′⋅ = + ; 
3. 2
u u v v u
v v
′ ′ ′− 
= 
 
; 
4. ( )cu cu′ ′= ; 
5. ( ) 0c ′ = , constc = . 
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( ) ( ) ( ) ( )( )23 tg 3 tg2 sin 2 sin tgx x x x x xe x e x x
′ ′+ − +′ ′
= + − =  
( ) 2
2
1
tg 3
cos2 sin 2 cos
tg
x x
x x
xe x e x
x
− + ⋅
= + − . 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания). 
Найдите ( )y x′ : 
1) sin 3 xxy e x
x
= − . Ответ: 2
cos sin 2 13
2
xx x x x
e
xx
− +
− ⋅ ; 
2) ch 2 lnxxy x
x
= + .Ответ: 2
sh ch 12 ln 2 lnxx x x x
xx
+  
+ ⋅ + 
 
; 
3) sin
sh
xxy e x
x
= + .  Ответ: ( )2sh ch sin cos2 sh
xx x x
e x x
x x
−
+ +
⋅
; 
4) 2 shln xy x x
x
= + .       Ответ: ( ) 2sh ch2ln x x xx x x
x
⋅ −
+ + ; 
5) 2 th
xey x x
x
= + ⋅ .          Ответ: 
( )
3
2 2 sh ch
2
xe x x x x
xx
− +
+ ; 
6) tg chxxy e x
x
= + .  Ответ: ( )2 2sin cos ch shcos
xx x x e x x
x x
−
+ + ; 
7) 2 secln xy x x
x
= ⋅ + .       Ответ: ( ) ( )2
cos sin2ln 1
cos
x x x
x x
x x
−
+ − ; 
8)  2
arcsin
ch xy x x
x
= ⋅ + . Ответ: 
2
3 2
ch 2 sh 2 1 arcsin
2 1
x x x x x x
x x x
+ − −
+
−
; 
9) ( )2arcsin 3 2 thxy x x
x
= + + . 
Ответ: 
2
23 2
2 1 arcsin 3 23th
ch1
x x x x
x
xx x
− − + 
+ +  
 
−
; 
10) ( )2 1 sec sh arctgy x x x x= + + ⋅ . 
Ответ: 
( ) ( )2
2 2
2 cos 1 sin 1 cos
cosec
cos sin
x x x x x x
x
x x
+ +
−
+ − ; 
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11) ( )2ch 1 cosecxy x x
x
= + − . 
Ответ: 
( )
3 2
1 cossh 2sh
cosec
sin
x xx x x
x
x x
−
−
+ − ; 
12) 2 2ch
1
x
y x x
x
= +
+
. Ответ: 
( )( )
( )
2
2
2 ln 2 1 1
2 ch sh
1
x x
x x x x
x
+ −
+ −
+
; 
13)  ch 1 ln arctg
3
xy x x
x
= + ⋅ . Ответ: 2 2
sh ch 1 arctg ln
3 1
x x x x x
xx x
−  
+ + 
+ 
; 
14) sharcsin
2x
xy x x= ⋅ + . 
Ответ: 
( )
22
2 ch ln 2 sh
arcsin
21
x
x
x xx
x
x
− ⋅
+ +
−
; 
15) cos cth cosecy x x x x= + ⋅ . 
Ответ: 2 2
cos 2 sin sin ch sh cos
2 sh sin
x x x x x x x
x x x
− + ⋅ ⋅
−
⋅
. 
 
3. Бесконечная, левая и правая производные функции в точке 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Приведем пример функции непрерывной, но не дифференцируемой в 
точке. Пусть требуется вычислить производную функции ( )y x x=  в точке 
0 0x = . 
Бесконечная производная функции в точке 
( )0 0limx
yy x
x∆ →
∆
′ = = ∞
∆
, 
Уравнение касательной к графику ( )y y x= : 
0x x=  (касательная ⊥ оси Ox) 
Односторонние производные 
( ) ( ) ( ) ( ) ( )0 0 00 0 00 0lim limx x x
y x y x y x x y x
y x
x x x
+
− →+ ∆ →+
− + ∆ −
′ = =
− ∆
 – правая 
( ) ( ) ( ) ( ) ( )0 0 00 0 00 0lim limx x x
y x y x y x x y x
y x
x x x
−
− →− ∆ →−
− + ∆ −
′ = =
− ∆
 – левая 
Для того чтобы ∃ ( )0y x′  необходимо и достаточно, чтобы 
( ) ( )0 0y x y x+ −′ ′= . Тогда ( ) ( ) ( )0 0 0y x y x y x+ −′ ′ ′= = . 
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Вычислим левую и правую производные в нуле: 
( )
0 0
0 lim lim 1
x x
x xy
x x
−
→− →−
−
′ = = = − , 
( )
0 0
0 lim lim 1
x x
x xy
x x
+
→+ →+
′ = = = . 
 
Так как ( ) ( )0 0y x y x+ −′ ′≠ , то ( )0y′  не существует. Геометрически это 
означает, что график функции y x=  не имеет касательной в точке (0, 0). 
Обучающая задача. Найти ( )0y±′  для  ( ) 2
cos , 0
1, 0.
x x
y x
x x
<
= 
+ ≥
 
Решение: Заметим, что функция  ( )y x   непрерывна в нуле, так как 
( )
0
0 lim cos 1
x
y x
→−
− = = , ( ) ( )2
0
0 lim 1 1
x
y x
→+
+ = + = , 
( ) ( )2
0
0 1 1
x
y x
=
= + =   и  ( ) ( ) ( )0 0 0y y y− = + = . Вычислим ( )0y±′ . 
 
Первый способ: 
( ) ( ) ( )
2
0 0 0
0 cos 10 lim lim 1 cos
2x x x
y x y x xy x
x x
−
→− →− →
−
−
′ = = = − =∼  
2
0 0
2lim lim 0
2x x
x
x
x→− →−
−
−
= = = . 
( ) ( )2
0 0
1 1
0 lim lim 0
x x
x
y x
x
+
→+ →+
+ −
′ = = = . 
Так как ( ) ( )0 0 0y y
− +′ ′= = , то ( )0 0y′ = . 
 
Второй способ: 
( ) ( ) 000 cos sin 0xxy x x− ==
′′ = = − = , 
( ) ( )2 0
0
0 1 2 0
x
x
y x x+ =
=
′
′ = + = = . 
y 
x 0 
y x=  
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Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания из первого и второго уровня). 
 
Уровень I 
 
Найти ( )0y+′ , ( )0y−′ : 
1) ( ) 2
sin 2 , 0
, 0
x x
y x
x x x
≤
= 
+ >
. Ответ: ( )0y+′ = 1;  ( )0y−′ = 2; 
2) ( )
31 , 0
cos2 , 0
x xy x
x x

− <
= 
≥
. Ответ: ( )0y+′ = 0;  ( )0 0y−′ = ; 
3) ( )
2
2 , 0
1
, 0
1
x x
y x
x
x
 <

= 
≥
+
. Ответ: ( )0y+′ = 0;  ( )0y−′ = ln 2 ; 
4) ( ) 2
, 0
1, 0
x
e x
y x
x x
 <
= 
+ ≥
. Ответ: ( )0y+′ = 0;  ( )0y−′ = 1; 
5) ( )
2 1, 0
cos , 0
x xy x
x x

− <
= 
− ≥
. Ответ: ( )0y+′ = 0;  ( )0y−′ = 0; 
6) ( )
2 2 , 0
sin 4 , 0
x x xy x
x x

− <
= 
≥
. Ответ: ( )0y+′ = 4;  ( )0y−′ = –2; 
7) ( ) ( )
22 , 0
ln 1 2, 0
x x
y x
x x

− ≤
= 
+ + >
. Ответ: ( )0y+′ = 1;  ( )0y−′ = 0; 
8) ( ) 1 2 , 0
3 , 0x
x x
y x
x
− <
= 
≥
. Ответ: ( )0y+′ = ln3;  ( )0y−′ = –2; 
9) ( ) 2
1, 0
2 , 0
x
e x
y x
x x x

− <
= 
− ≥
. Ответ: ( )0y+′ = –2;  ( )0y−′ = 1; 
10) ( ) 1 sin , 0
1, 0
x x
y x
x x
+ <
= 
+ ≥
. Ответ: ( )0y+′ = 1;  ( )0y−′ = 1; 
11) ( ) 2
2, 0
2, 0
x
e x
y x
x x x
 + <
= 
− + ≥
. Ответ: ( )0y+′ = –1;  ( )0y−′ = 1; 
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12) ( ) 2
1 tg , 0
1, 0
x x
y x
x x
+ <
= 
− + ≥
. Ответ: ( )0y+′ = 0;  ( )0y−′ = 1; 
13) ( ) 2
2
1
, 0
1
1, 0
x
y x x
x x x

− <
= +
 + − ≥
. Ответ: ( )0y+′ = 1;  ( )0y−′ = 0; 
14) ( ) 2
, 0
1, 0
x
e x
y x
x x
 >
= 
+ ≤
. Ответ: ( )0y+′ = 1;  ( )0y−′ = 0; 
15) ( )
2
2
2 1, 0
, 0x
x x
y x
e x

− ≤
= 
− >
. Ответ: ( )0y+′ = –2;  ( )0y−′ = 0. 
 
Уровень II 
Найти ( )0y x+′ , ( )0y x−′ : 
1) 2 3 2y x x= − + , 0 0x = . Ответ: ( )0y+′ = –3;  ( )0y−′ = 3; 
2) 22 1 2y x x= − + + , 0 1x = − . Ответ: ( )1y+′ − = –5;  ( )1y−′ − = –3; 
3) 2 2 3y x x= + + , 0 0x = . Ответ: ( )0y+′ = 2;  ( )0y−′ = –2; 
4) 2 2 2y x x= − − + , 0 2x = . Ответ: ( )2y+′ = 3;  ( )2y−′ = 5; 
5) 2 2 3 1y x x= + − + , 0 3x = . Ответ: ( )3y+′ = 8;  ( )3y−′ = 4; 
6) 2 2 8y x x= − − , 0 0x = . Ответ: ( )0y+′ = –2;  ( )0y−′ = 2; 
7) 2 2 3y x x= − − , 0 0x = . Ответ: ( )0y+′ = –2;  ( )0y−′ = 2; 
8) 2 2 2 1y x x= − + + , 0 2x = − . Ответ: ( )2y+′ − = –6;  ( )2y−′ − = –2; 
9) 2 5 1y x x= + − + , 0 5x = . Ответ: ( )5y+′ =11;  ( )5y−′ =9; 
10) 2 1 1y x x= + + + , 0 1x = − . Ответ: ( )1y+′ − = –1;  ( )1y−′ − = –3; 
11) 22 5 1y x x= − + + − , 0 5x = − . Ответ: ( )5y+′ − = 21;  ( )5y−′ − =19; 
12) 2 3 2 1y x x= − + + + , 0 2x = − . Ответ: ( )2y+′ − = 7; ( )2y−′ − = 1; 
13) 2 2 1 8y x x= − − + , 0 1x = . Ответ: ( )1y+′ =0;  ( )1y−′ =4; 
14) 2 4 6y x x= − − + , 0 4x = . Ответ: ( )4y+′ = 7;  ( )4y−′ = 9; 
15) 2 2 4y x x= − + + , 0 2x = − . Ответ: ( )2y+′ − = –5;  ( )2y−′ − = –3; 
16) 22 3 5y x x= − − + , 0 3x = . Ответ: ( )3y+′ = 11;  ( )3y−′ = 13. 
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Уровень III 
 
Найдите  ( )1y±′   и  ( )1y±′ −   для  ( ) 1 1y x x x= − + + . 
 
Ответ:  ( )1y+′ =2;  ( )1y+′ − = 0 
 ( )1y
−
′ =0;  ( )1y
−
′
− = –2. 
 
Домашнее задание 
1. Выучить таблицу производных, правила дифференцирования. 
Изучить теорему о производной сложной функции; примеры с использова-
нием логарифмической производной. 
2. Исходя из определения производной, найти  ( )y x′ , если 
1) ( ) 2y x x= , 0 1x = . Ответ:  2; 
2) ( ) 22 3y x x x= − , 0 1x = . Ответ:  1; 
3. Найдите  ( )y x′ , если  
а) 3 32 43(3 6 )y x x x= + ⋅ . Ответ:  ( )3 2 32 3 ) 5x x⋅ + ; 
б) cos
1 sin
xy
x
=
+
. Ответ:  
1
1 sin x
−
+
; 
в) ( )3 2 2ln 3xy x x x= ⋅ − . Ответ: ( )3 32 55 22ln 3 3 ln33 x xx x x x − + −   ; 
4. Найти ( )0y+′ , ( )0y−′ : ( ) ( )3
ln 1 2 1, 0
, 0x
x x
y x
e x
− + <
= 
≥
. 
Ответ: ( )0y+′ = 3;  ( )0y−′ = -2. 
5. Выдать каждому свой вариант из внеаудиторной контрольной работы.  
 
II. Производная сложной функции. Логарифмическая производная 
 
1. Производная сложной функции ( )( )y y u x= . 
 
 
 
 
 
 
 
Если ( )u u x=  дифференцируема в точке 0x , 
( )y y u=  дифференцируема в точке ( )0 0u u x= , то 
( ) ( ) ( )0 0 0y x y u u x′ ′ ′= ⋅ . 
5xy e=     ⇒    uy e= , 5u x= , 
5 45xy e x′ = ⋅  
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Обучающая задача. Найти производные следующих функций: 
 
10. ( )5 2tg 3 1y x= + ; 
 
20. 
2
23
ln
2 ch
2
zey
z
=
 + 
 
. 
Решение: Дифференцируем сложные функции. Предварительно за-
пишем их в более удобном для дифференцирования виде. 
10. ( ) ( )( )52 2tg 3 1y x x= + , 
( ) ( )( ) ( )( )32 225 tg 3 1 tg 3 12y x x x ′′ = + ⋅ + =  
( ) ( ) ( )
3
2 22
2 2
5 1
tg 3 1 3 1
2 cos 3 1
x x
x
′
= + ⋅ ⋅ + =
+
 
( ) ( )
3
22
2 2
5 1
tg 3 1 6
2 cos 3 1
x x
x
= + ⋅ ⋅
+
. 
20. ( )
1
3
22 2
2
2 2
1 1ln ln ln ln 2 ch
3 3 2
2 ch 2 ch
2 2
z z
ze e zy z e
z z
 
     
= = = − + =           + +    
    
 
2 2 ln 2 ch
3 3 2
z z 
= − + 
 
, 
( ) 2 2 2 2 1ln 2 ch 2 ch
3 3 2 3 3 22 ch
2
z zy z
z
′ ′    
′ = − + = − ⋅ ⋅ + =    
     +
 
2 2 1 2 2 1 1 2 1 1
sh sh sh
3 3 2 2 3 3 2 2 3 3 22 ch 2 ch 2 ch
2 2 2
z z z z
z z z
′ 
= − ⋅ ⋅ = − ⋅ ⋅ ⋅ = − ⋅ ⋅ 
 + + +
. 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
1) ( )3 ln tg3y x= .    Ответ: 
23
2
3sin 6 ln tg3x x
; 
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2) ( )2arctg sh 2y x= . Ответ: ( )24ch 2 arctg sh 21 sh 2
x x
x
⋅
+
; 
3) ( )3
1
ctg sh
y
x
= .      Ответ: ( )2
3 ch
2 sin sh
x
x x
⋅
⋅
; 
4) ( )( )3ch ln 1 2y x= − .  Ответ: ( )( ) ( )( )3 ch ln 1 2 sh ln 1 2x x− − ⋅ − ; 
5) ( )5sh 1 cosy x= + . Ответ: ( ) ( )45sh 1 cos ch 1 cos sin2
x x x
x
− + ⋅ +
; 
6) 2ln tg
2
x
pi + . Ответ: 
2ln tg
2
2 sin 2
2 2
x
x x
pi +
pi + pi +
; 
7) 3shx xy e += . Ответ: ( )
3sh 21 3sh ch
2
x x
e x x
x
+ + ⋅
; 
8) ( )32 2ln 5y x x= + .  Ответ: ( )( )
3 2
223
2 2 5 ln 5
3 5
x x x
x x
+ +
+
; 
9) ln arccos 1 shy x= − . 
Ответ: 
2
ch
2 1 sh 2sh sh arccos 1 sh
x
x x x x− ⋅ − ⋅ −
; 
10) ( )3 shtg 2 xy = .  Ответ: ( ) ( )
2 sh sh
2 sh
3tg 2 ch 2 ln 2
2 cos 2
x x
x
x
x
⋅ ⋅ ⋅
⋅
; 
11) 3
2
sh 1
1
xy
x
 
= +  + 
. 
Ответ: 
( )
( )
2 2
2 2
2 2
3sh 1 ch 1 1
1 1
2 1 1
x x
x
x x
x x x
   
+ ⋅ + ⋅ −      
+ +   
+ +
; 
12) ( )tg 1ch 2 xy += .  Ответ: ( )tg 1 tg 12sh 2 2 ln 22 1 cos 1
x x
x x
+ +
⋅ ⋅
+ ⋅ +
; 
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13) 5
1
ch
3 xy = .  Ответ: 
5
1
ch
5
7
15 3 ln3 sh
2
x
x
x
⋅ ⋅ ⋅
− ; 
14) 2 1tg 1 shy
x
 
= + 
 
. Ответ: 
2 2
1 12tg 1 sh ch
1
cos 1 sh
x x
x
x
 
− + ⋅ 
 
 
⋅ + 
 
; 
15) 
2sh 1
2
x x
y
 
− − 
 
= . 
Ответ: 
( )( )2sh 1 2
2
2 ln 2 ch 1 4 1
4
x x
x x x x
x x x
 
− − 
 
⋅ ⋅ − − −
−
− ⋅
. 
 
2. Логарифмическая производная 
 
 
 
 
 
Вычисление производной часто упрощает предварительное лога-
рифмирование функции. 
Обучающая задача. Найти производные функций: 
10. 
( ) ( )3 54
2
1 2 3
xy
x x
+
=
− +
. 
Решение: Логарифмируем функцию, используя свойства логарифма 
( ) ( ) ( )1 3ln ln 2 ln 1 5ln 2 3
2 4
y x x x= + − − − + . 
Дифференцируем теперь это равенство 
( ) ( )
1 3 5 2
2 2 4 1 2 3
y
y x x x
′
= − − ⋅ ⇒
+ − +
 ( ) ( )
1 3 10
2 2 4 1 2 3
y y
x x x
 
′ = − − 
+ − + 
. 
Окончательно имеем 
( ) ( ) ( ) ( )3 54
2 1 3 10
2 2 4 1 2 31 2 3
xy
x x xx x
 +
′ = ⋅ − − 
+ − + 
− ⋅ +
. 
Если  ( )y y x=  и ( )ln y x∃ , то ( )ln yy
y
′
′ =  – логарифмическая 
производная.   ( ) ( ) ( )lny x y x y x ′′ = ⋅     
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20. ( )tg2 1 xy x= + . 
Решение: Функция ( )tg2 1 xy x= +  является сложно-показательной, 
т.е. функцией вида ( )( ) ( )xy f x ϕ= . Логарифмируя функцию, используя 
свойства логарифма и формулу ( ) ( ) ( )lny x y x y x ′′ = ⋅     будем иметь 
( ) ( )tg2 22 21 21 ln 1 tgcos 1
x xy x x x
x x
 
′ = + ⋅ ⋅ + + ⋅ 
+ 
. 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень II 
 
Найти ( )y x′ , если  
1) ( )arctgsin xy x= . Ответ: ( )arctg 2ln sin arctg cossin sin1
x x x x
x
xx
⋅ 
+ 
+ 
; 
2) ( )cos 2ln xy x= . Ответ: ( )cos 2 cos2ln 2sin 2 ln ln
ln
x x
x x x
x x
 
− ⋅ + 
⋅ 
; 
3) ( ) 2 1tg xy x −= . Ответ: ( ) 2
2
1 1tg 2 ln tg
sin cos
x x
x x x
x x
−
 
−
⋅ +  
⋅ 
; 
4) ( )lncos xy x= . Ответ: ( )ln 1 ln sincos ln cos
2 cos
x x x
x x
x x
 
⋅
⋅ − 
 
; 
5) ( ) 2arcsin31 xy x= − . 
Ответ: ( ) ( ) ( )
2 3 2 2arcsin3
32
2 ln 1 3 arcsin1
11
x x x x x
x
xx
 
⋅ −
⋅ 
− −
 
−
− 
; 
6) ( ) 2arcsin xey x= . 
Ответ: ( ) 2
2
2
2
arcsin 2 ln arcsin
1 arcsin
x xe x ex e x
x x
 
+  
− ⋅ 
; 
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7) ( )th1 xy x= + . Ответ: ( ) ( )th 2ln 1 th1 1ch
x x x
x
xx
− 
− + 
− 
; 
8) ( )tg xy c x= . Ответ: ( ) ln ctgctg
sin cos2
x x x
x
x xx
 
− 
⋅ 
; 
9) ( ) 1 2ln xy x += . Ответ: ( ) 1 2 ln ln 1 2ln
ln1 2
x x x
x
x xx
+  +
+ 
⋅+ 
; 
10) ( ) 3ctg 2 xy x= . Ответ: ( ) 3
3
2 2ctg 2 3 ln ctg 2
sin 2 cos2
x x
x x x
x x
 
−  
⋅ 
; 
11) ( )sin2 xy x x= + . 
Ответ: ( ) ( ) ( )
2
sin2
2
cos ln sin 1 2
2
x x x x x x
x x
x x x
 +
⋅ + + +
 +
 
; 
12) ( )lnsin 4 xy x= .  Ответ: ( )ln sin 4sin 4 4cos4 ln ln
ln
x x
x x x
x x
 
+ 
⋅ 
; 
13) ( )( ) 2cos 1 xy x= − . 
Ответ: ( )( ) ( ) ( )( )
2 2 sin 1
cos 1 2 ln cos 1
cos 1
x x x
x x x
x
 
⋅ −
− − +  
− 
; 
14) ( )1ln 2 xy x= . Ответ: ( )1 2 21 1ln 2 ln ln 2 ln 2xx xx x x
 
− + 
 
; 
15) ( ) 2 1arccos xy x −= . 
Ответ: ( ) ( )2 21
2
1
arccos 2 arccos
1 arccos
x
x
x x x
x x
−
 
−
 
⋅ −
 
− 
. 
 
Уровень III 
 
Найти ( )y x′   функции  2 2 2x xx xy x x= + + . 
Ответ:  ( ) ( )2 1 2 22 ln 1 2 ln 2 ln 2 ln 2 ln 1x x
x
x x x xx x x x x x
x
+  
⋅ + + ⋅ ⋅ + + ⋅ ⋅ +  
 
. 
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Домашнее задание 
1. Изучить тему «Дифференцирование параметрически заданных и 
неявных функций. Производные высших порядков». 
2. Найдите производные функций: 
1) 1arctg
sh
y
x
 
=  
 
.   Ответ: ( )2 2
ch
2 sh 1 sh
x
x x x
−
⋅ ⋅ +
; 
2) ( )( )2sin 5 15 arcsin3 2 2
ln tg
xy x x x
x
= + − − + + . 
Ответ:  
( )
2sin
2 22 425
3 2 1 1 15 ln5 sin 2
tgln tg cos1 9 5 4
x xx
xx xx x
⋅ ⋅ + − − ⋅ ⋅
−
⋅ −
; 
3) 1arctg
sh
y
x
 
=  
 
.  Ответ: ( )2 2
ch
2 sh 1 sh
x
x x x
−
⋅ ⋅ +
; 
4) ( )ln tgtg xy x= .      Ответ: ( )ln tg 2ln tgtg
cos sin
x x
x
x x
 
 
⋅ 
; 
5) ( )324 1 3y x= + .                           Ответ:  ( )24
9
2 1 3
x
x+
; 
6) 2cos sin
3
xy  =  
 
.            Ответ:  
1
sin 2sin cos
3 3 3
x x 
− ⋅ 
 
. 
 
3. Выполнить первую часть из внеаудиторной контрольной работы. 
 
III. Дифференцирование параметрически заданных и неявных 
функций. Производные высших порядков  
 
1. Производная функции, заданной неявно 
Если функция  ( )y x  задана неявно уравнением ( ), 0F x y = , то для 
вычисления ее производной надо продифференцировать это уравнение по  
x, считая  y  функцией от  x, и решить полученное уравнение относительно 
( )y x′ . Для вычисления ( )y x′  можно использовать также формулу 
x
x
y
Fy
F
′
′ = −
′
. 
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Обучающая задача. Найти производную 
dy
dx
 в точке М0(–2; 1) 
функции у(х), заданной неявно уравнениями: 
10. 3 2 2 0x x y y+ + = ;               20. ln 3y y x= + . 
Решение. 
10.  
Первый способ: дифференцируем уравнение по x, считая y функцией от x: 
( )2 2 23 2 0x x y x y y y′ ′ ′+ ⋅ + ⋅ + ⋅ =    ⇒   ( )2 23 2 2 0x xy y x y y′ ′+ + + ⋅ = , 
2
2
3 2
2
x xyy
x y
+
′ = −
+
, ( ) ( ) ( ) ( )( )
2
0 2
3 2 2 2 1 42; 1
32 2 1
y M y  
− + − ⋅
′ ′= − = − = −
− + ⋅
. 
Второй способ: 23 2xF x xy′ = + ; 
2 2yF x y′ = + ; 
2
2
3 2
2x
x xyy
x y
+
′ = −
+
. 
20. Дифференцируем уравнение по  x 
1ln 1y y y y
y
′ ′⋅ + ⋅ ⋅ =  ⇒ ln 1y y y′ ′⋅ + =  ⇒ ( )ln 1 1y y′ + = , 
1
ln 1
y
y
′ =
+
 ⇒ ( )0 1 1ln1 1y M′ = =+ . 
Но у′ можно было найти по-другому, используя формулу производ-
ной обратной функции: 
ln 3x y y= −  ⇒ 1lnyx y y y
′ = + ⋅  ⇒ ln 1yx y′ = +   ⇒ 
1 1
ln 1x y
y
x y
′ = =
′ +
. 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Найти производную 
dy
dx
 в точке  ( )0 0 0;M x y . 
1) 3 2 22 5 5 0x x y x y− + + − = , ( )0 1;1M . 
Ответ: 
2 2
2
3 4 5
1 4
x xy
x y
− +
−
−
, ( ) 11;1
3x
y′ = ; 
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2) 2 3 2 5 0x xy y+ − − = , ( )0 1; 2M . 
Ответ: 
3
2
2
3 2
x y
xy y
+
−
−
, ( )1;2 1,25xy′ = − ; 
3) 32 1 0y xy− − = , ( )0 1;1M . 
Ответ: 
3
2
y
, ( )1;1 0,5xy′ = ; 
4) ( ) ( )3 27 0x y x y+ − − = , ( )0 2;1M . 
Ответ: 
( )
( )
2
2
9
9
x y
x y
+ −
+ +
, ( )2;1 0xy′ = ; 
5) 3 2 2 1 0x x y y+ + − = , ( )0 0;1M . 
Ответ: 
2
2
3 2
2
x xy
x y
+
−
+
, ( )0;1 0xy′ = ; 
6) ( )22 2 2 1x y x x y+ + + = , ( )0 0;1M . 
Ответ: 
( )
( )
2
2
x xy x y
xy x y
+ + +
−
+ +
, ( )0;1 1xy′ = − ; 
7) ( ) ( )22 0x x y x y+ − − = , ( )0 1; 0M . 
Ответ: 
( ) ( )
( )
2 2
2
2 2 1
2 1
x x y x x y
x x y
+ + + −
−
+ +
, ( ) 11;0
3x
y′ = ; 
8) ( )23 2 2 8 0x y x y− + + = , ( )0 1;1M . 
Ответ: 
( )
( )
2 2
3
3 4 2
2 2 2
x y x y
x y x y
− +
−
− +
, ( )1;1 2,25xy′ = − ; 
9) 5 5 2 0x y xy+ − = , ( )0 1;1M . 
Ответ: 
5
5
5 2
5 2
x x
y y
−
−
−
, ( )1;1 1xy′ = − ; 
10) 4 44 6 0y x xy− − = , ( )0 1; 2M . 
Ответ: 
3
3
2 3
8 3
y y
x x
−
+
, ( ) 21;2
11x
y′ = − ; 
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11) ( )22 4x y x y+ + − = , ( )0 1;1M . 
Ответ: 
( )
( )
2
2
2 1
4 1
x y
y x y
+ +
−
+ −
, ( ) 51;1
7x
y′ = − ; 
12) ( )23 3 2 2x y y+ − = , ( )0 1;1M . 
Ответ: 
( )
( )
2 3 3
2 3 3
3
3 2
x x y
y x y
+
−
+ −
, ( )1;1 1,5xy′ = ; 
13) ( )22 2 12 1x y y+ − = , ( )0 1; 2M . 
Ответ: 
( )
( )
2 2
2 2 3
x x y
y x y
+
+ −
, ( ) 51;2
7x
y′ = − ; 
14) 4 4 1x y xy+ − = , ( )0 1;1M . 
Ответ: 
3
3
4
4
x y
y x
−
−
−
, ( )1;1 1xy′ = − ;
 
15) 4 3 1x y xy+ − = , ( )0 1;1M . 
Ответ: 
3
2
4
3
x y
y x
−
−
−
, ( )1;1 1,5xy′ = − .
 
 
Уровень II 
Найти производную 
dy
dx
 в точке  ( )0 0 0;M x y . 
1) ye xy e+ = , ( )0 0;1M . 
Ответ: y
y
e x
−
+
, ( ) 10;1xy
e
′ = − ; 
2) 2 ln yy x
x
= + , ( )0 1;1M . 
Ответ: 
( )
( )
1
2 1
y x
x y
−
−
, ( )1;1 0xy′ = ; 
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3) 1y xye e += , ( )0 0;1M . 
Ответ: ( )
1
1
x
y
e
e y
+
−
+
, ( )0;1 0,5xy′ = − ; 
4) 2 ln
2
yxy x  = +  
 
, ( )0 1; 2M . 
Ответ: 
( )
( )
2 1
1
y x
x y
+
−
, ( )1;2 6xy′ = ; 
5) tg y xy y= − , ( )0 2; 0M . 
Ответ: 
2
2 2
cos
1 cos cos
y y
x y y
⋅
− ⋅ +
, ( )2;0 0xy′ = ; 
6) 2 2yxe x y= + − , ( )0 2; 0M . 
Ответ: 
2
1
y
y
x e
x e
−
−
− ⋅
, ( )2;0 3xy′ = ; 
7) ln
y
x
x
x e
e
−
+ = , ( )0 1;1M . 
Ответ: 
1
2
1
y
x
y
x
e x y e x
e
 
− + 
 
 
− + 
 
⋅ − ⋅ −
, ( )1;1 1xy e′ = − ; 
8) 2x ye xy− + = , ( )0 1;1M . 
Ответ: 
2
2
x y
x y
xy e y
x xy e
−
−
⋅ +
− ⋅
, ( )1;1 3xy′ = − ; 
9) arctg xxy
y
= , ( )0 1;1M . 
Ответ: 
( )
( )
2 2
2 2
1
1
y x y
x x y
− −
+ +
, ( ) 11;1
3x
y′ = − ; 
10) ( ) 2tg 4xy x y= − + , ( )0 0;1M . 
Ответ: 
( )
( )
2
2
cos
2 cos
xy y
y xy x
−
+
, ( )0;1 1xy′ = ; 
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11) 2 2 sin 4x y xy+ + = , ( )0 2; 0M . 
Ответ: 
( )
( )
2 cos
2 cos
x y xy
y x xy
+
−
+
, ( )2;0 2xy′ = − ; 
12) ( )arctg 1
4
y x y x pi+ + = + − , ( )0 1; 0M . 
Ответ: 
( )
( )
2
2 1
x y
x y
+
+ +
, ( )1;0 0,5xy′ = ; 
13) ( ) 2arcsin 1xy x+ = , ( )0 1; 0M . 
Ответ: 
2 22 1y x x y
x
+ −
− , ( )1;0 2xy′ = − ; 
14) ( ) 2ln 1xy y+ = , ( )0 1;1M . 
Ответ: ( )21 2
y
x y
−
+
, ( ) 11;1
3x
y′ = − ; 
15) 24 8xy y− = − , ( )0 1; 4M . 
Ответ: 
y
y xy x−
, ( ) 41;4
7x
y′ = . 
 
Уровень III 
Определить под каким углом пересекаются кривые  2 2 4 1x y x+ − = ,  
2 2 2 9x y y+ + = . 
Ответ: в точке (1; 2)  45ϕ = ° ;  
 
2. Производная функции, заданной параметрически 
 
 
 
 
 
Обучающая задача. Составить уравнение касательной к окружно-
сти 
2cos
2sin
x t
y t
=

=
  в точке, соответствующей значению параметра 0
3
4
t
pi
= . 
Сделать чертеж. 
Если ( )y t′∃ , ( ) 0x t′ ≠ , то tx
t
yy
x
′
′ =
′
 или 
dy
dy dt
dxdx
dt
= . 
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Решение. Уравнение касательной к кривой имеет вид 
( )( )0 0 0y y y x x x′− = − . Найдем координаты точки касания ( )0 0 0;M x y  и 
угловой коэффициент касательной ( )0y x′ : 
( )0 0 3 22cos 2 24 2x x t
 pi
= = = − = − 
 
,   ( )0 0 32sin 24y y t
pi
= = = . 
Производная xy′ , равная t
t
y
x
′
′
, есть 
функция параметра t, поэтому 
( ) ( )0 0x xy x y t′ ′= . 
В нашем случае 
( )
( )
2sin
ctg
2cos
x
t
y t
t
′
′ = = −
′
, 
3 3
ctg 1
4 4x
y pi pi ′ = = − = 
 
. 
Составляем уравнение касательной 
( )2 1 2y x− = ⋅ +   или  2 2y x= + . 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Упражнение. Найти производную 
dy
dx
 в точке  0t  от функции, за-
данной параметрически. Составить уравнение касательной к кривой в точ-
ке, соответствующей значению параметра 0t . Сделать чертеж. 
 
1) 
3
3
sin
cos ,
x t
y t
 =

=
 0 3
t
pi
= ; 
 
2) 3 cos
sin ,
x t
y t
 =

=
 0 3
t
pi
= ; 
 
3) ( )
sin
1 cos ,
x t t
y t
= −

= −
 0 3
t
pi
= ; 
 
4) cos2
4sin 2 ,
x t
y t
=

=
 0 4
t
pi
= ; 
 
5) 
3
3
1
sin
3
1
cos ,
3
x t
y t

=


=

 0 4
t
pi
= − ; 
 
y 
x 0 
3
4
pi
 
M0 
2 
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6) ( )( )
4 sin
4 1 cos ,
x t t
y t
= −

= −
 0 2
t
pi
= ; 
 
7) sin3
cos3 ,
x t
y t
=

=
 0 0t = ; 
 
8) 2cos4
4sin 4 ,
x t
y t
=

=
 0 16
t
pi
= ; 
 
9) ( )( )
2 sin
2 1 cos ,
x t t
y t
= −

= −
 0 4
t
pi
= ; 
 
10) 
3
3
8cos
8sin ,
x t
y t
 =

=
 0 4
t
pi
= ; 
11) 2cos
4sin ,
x t
y t
=

=
 0
3
4
t
pi
= ; 
 
12) 
3
3
2cos
2sin ,
x t
y t
 =

=
 0 4
t
pi
= − ; 
 
13) ( )( )
3 sin
3 1 cos ,
x t t
y t
= −

= −
 0t = pi ; 
 
14) 3sin 2
3cos2 ,
x t
y t
=

=
 0 6
t
pi
= ; 
 
15) 6cos
2sin ,
x t
y t
=

=
 0 3
t
pi
= ; 
 
3. Понятие производной высшего порядка. Формула Лейбница 
 
 
 
 
 
 
 
 
 
 
Обучающая задача. Найти  n-ную  производную от функций: 
10. xy e−= . 
Решение: Имеем ( ) ( )x x xy e e x e− − −′ ′′ = = ⋅ − = − . Тогда 
( )x xy e e− −′′′ = − = ,   ( )x xy e e− −′′′′ = = − ,   ( ) ( )4 x xy e e− −′= − =   и т.д. 
Следовательно 
( ) ( )1 nn xy e−= − . 
20. 1
5 3
y
x
=
+
. 
Решение:  
Находим ( )( ) ( ) ( ) ( )1 2 25 3 5 3 5 3 5 5 3y x x x x− − −′ ′′ = + = − + ⋅ + = − + . 
( )
2
2
d y d dyy y
dx dxdx
 
′′′ ′= ⇔ =  
 
, 
( )
3 2
3 2
d y d d yy y
dxdx dx
 
′′′′ ′′= ⇔ =   
 
, 
…….………………………, 
( ) ( )( ) 11 1n nn n n nd y d d yy y dxdx dx
−
−
−
 ′
= ⇔ =   
 
. 
Закон движения точки в 
3R : 
( ) ( ) ( ) ( )r t x t i y t j z t k= + +    
Вектор скорости в момент 
времени  t: 
( ) ( ) ( ) ( )r t x t i y t j z t k= + +  ɺ ɺ ɺ ɺ  
Вектор ускорения  
в момент времени  t: 
( ) ( ) ( ) ( )r t x t i y t j z t k= + +  ɺɺ ɺɺ ɺɺ ɺɺ  
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( )( ) ( ) ( )2 3 32 25 5 3 2 5 5 3 2! 5 5 3y x x x− − −′′′ = − + = ⋅ + = ⋅ ⋅ + , 
( ) ( ) ( )4 43 42! 3 5 5 3 3! 5 5 3y x x− −′′′ = ⋅ − ⋅ ⋅ + = − ⋅ ⋅ + , 
( ) ( )( ) ( )5 54 3 43! 5 4 5 3 4! 5 5 3y x x− −= − ⋅ ⋅ − + = ⋅ ⋅ + . 
Тогда  
( ) ( ) ( ) ( )11 ! 5 5 3n nn ny n x − += − ⋅ ⋅ + . 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Найдите ( )0y x′′  
1) 2xy e−= , 0 0x = . Ответ: {-2}; 
2) 2cosy x= , 0 2x
pi
= . Ответ: {2}; 
3) 2lny x= , 0x e= . Ответ: {0}; 
4) 2siny x= , 0x = pi . Ответ: {-2}; 
5) 1cosy
x
= , 0
2
x =
pi
. Ответ: 
3
4
 pi 
 
  
; 
6) tgy x= , 0 0x = . Ответ: {0}; 
7) arcsin 2y x= , 0 0x = . Ответ: {0}; 
8) 2cos2y x= , 0 0x = . Ответ: {0}; 
9) 2cos 2y x= , 0 12x
pi
= . Ответ: {-4}; 
10) 1 2y x= − , 0
3
2
x = − . Ответ: {-0,125}; 
11) ctgy x= , 0 2x
pi
= . Ответ: {0}; 
12) ln cos2y x= , 0x = pi . Ответ: {-4}; 
13) cossecy x= , 0 2x
pi
= . Ответ: {1}; 
14) 2siny x= , 0 0x = . Ответ: {0}; 
15) secy x= , 0 0x = . Ответ: {1}. 
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Уровень II 
Найдите 
( ) ( )10 0y x   
1) 2xy e−= , 0 0x = ; 
2) ( )ln 1 2y x= + , 0 0x = ; 
3) cos2y x= , 0 2x
pi
= ; 
4) 1
1 2
y
x
=
−
, 0 0x = ; 
5) sin 2y x= , 0 4x
pi
= ; 
6) 3xy e−= , 0 0x = ; 
7) ( )ln 1 3y x= + , 0 0x = ; 
8) cos3y x= , 0 3x
pi
= ; 
9) 1
1 3
y
x
=
−
, 0 0x = ; 
10) sin3y x= , 0 6x
pi
= ; 
11) 4xy e−= , 0 0x = ; 
12) ( )ln 1 4y x= + , 0 0x = ; 
13) cos4y x= , 0 4x
pi
= ; 
14) 1
1 4
y
x
=
−
, 0 0x = ; 
15) sin 4y x= , 0 8x
pi
= ; 
16) ( )ln 1y x= − , 0 2x = . 
 
Уровень III 
Найдите 
( ) ( )ny x . 
1) ( )2ln 2y x x= + − ;   2)  11 xy x+= − . 
 
4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
1. ( ) ( ) 2ln , ln ,x x x xa a a a a a′ ′′= = … , 
( )( ) ( )( )ln ,n nx x n x xa a a e e= = ; 
2. ( ) 1m mx mx −′ = , ( ) ( ) 21m mx m m mx −′′ = ⋅ − , …,  
( )( ) ( )( ) ( )1 2 1nm m nx m m m m n mx −= − − − +… ; 
3. ( )( )sin sin
2
n
x x n
pi 
= + ⋅ 
 
; 
4. ( )( )cos cos
2
n
x x n
pi 
= + ⋅ 
 
; 
5. ( )( ) ( ) ( )1 1 !ln 1n n
n
n
x
x
−
−
= − ⋅ . 
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Обучающая задача. Применяя формулу Лейбница, найти 
( ) ( )25y x , 
если 2 siny x x= . 
Решение: Согласно формуле Лейбница имеем 
( ) ( )
( )
( )( )
25
2525 2 0 2
25sin sin
u v
y x x x C x x = ⋅ = ⋅ + 
 
 
( )( ) ( ) ( )( ) ( )24 231 2 2 225 25sin sinC x x C x x′ ′′+ ⋅ + ⋅ . 
Все остальные члены разложения равны нулю, так как 
( ) ( )( ) ( )( )4 252 2 2 0x x x′′′ = = = ≡… . 
Вычислив производные от синуса, получим 
( )25 2 25 24sin 25 25 2 sin 24 2 sin 23
2 2 2 2
y x x x x xpi pi ⋅ pi     = ⋅ + ⋅ + ⋅ ⋅ + ⋅ + ⋅ ⋅ + =     
     
 
( )2 sin 12 50 sin 12 600sin 12
2 2
x x x x x
pi pi   
= ⋅ + pi + + ⋅ + pi + + pi − =   
   
 
2 cos 50 sin 600cosx x x x x= ⋅ + ⋅ − . 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень II 
Найдите 
( ) ( )ny x   
1) ( )2 1xy e x−= − , n = 8; 2) 3 cosy x x= , n = 10; 
( ) ( ) ( ) ( )1 ... 1!! ! !kn n n n knC k n k k− − += =− , 0! 1= ; 
( )0 ! 10! !n nC n= = ,  ( ) ( ) ( )2 1!2! 2 ! 2n n nnC n −= =− ,  ( )1nC n= ; 
( )( ) ( ) ( ) ( ) ( )1 21
2
n n n nn n
uv u v nu v u v
− −
−
′ ′′= + + + +…  
( ) ( ) ( ) ( ) ( )1n k k n nknC u v nu v uv− −′+ + + +…  
( )( ) ( ) ( ) ( )
0
n
n n k kk
n
k
u v C u v−
=
⋅ = ⋅ ⋅∑  – формула Лейбница 
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3) ( )23 4xy e x−= − , n = 12; 
4) ( )3 ln 1y x x= + , n = 9; 
5) ( )21 cosy x x= − , n = 11; 
6) ( )32 3 shy x x= + , n = 10; 
7) ( )3 11 xy x e −= + , n = 11; 
8) 2 5xy e x= , n = 12; 
9) 3 chy x x= , n = 12; 
10) ( )2 3 shy x x= − , n = 9; 
11) 2 2xy e x= , n = 11; 
12) ( )22 1xy e x−= + , n = 8; 
13) 4xy e x−= , n = 12; 
14) 2 cos2y x x= , n = 8; 
15) 
2 sin 2y x x=
, n = 9; 
 
Уровень III 
1) Докажите, что 
( )
( )
1
1
1
11
n
x
nn x
n
e
x e
x
−
+
 
 ⋅ = − ⋅
 
 
. 
2) Найдите ( ) ( )4 0y   от функции   
2
2
1
1
x xy
x x
+ +
=
− +
. 
 
Указание: продифференцируйте 4 раза тождество 
( )2 21 1y x x x x− + = + + . 
 
4. Повторное дифференцирование неявной функции, параметри-
чески заданной функции 
Вы уже знаете, как находится производная 
dy
dx
 функции, заданной 
неявно уравнением ( ), 0F x y = . Для нахождения производной 
2
2
d y
dx
 это 
уравнение дважды дифференцируется по  x. 
Обучающая задача. Найти xxy′′  в точке М0(1, 1) функции, заданной 
неявно уравнением 2 22 4 2 1 0x xy y x y+ + − + − = . 
Решение: Продифференцируем уравнение по  x: 
2 2 2 4 2 0x xx y x y y′ ′+ + ⋅ − + =    ⇒              (*) 
2
1x
x yy
x y
− −
′ =
+ +
, ⇒    ( )1,1 0xy′ = . 
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Еще раз дифференцируем уравнение (*)  по  x: 
( )22 2 2 2 2 2 2 0x x xx x xx xxy y x y y y y y′ ′ ′′ ′ ′′ ′′+ + + ⋅ + + ⋅ + =  ⇒ 
( ) ( )( )22 2 2 2 4 2xx x xx y y y y′′ ′ ′+ + = − + +  ⇒ 
( )21
1
x
xx
y
y
x y
′+
′′ = −
+ +
,    ( ) ( )( )
21 1,1 11,1
3 3
x
xx
y
y
′+
′′ = − = − . 
 
 
 
 
 
 
Обучающая задача. Найти xxy′′  от функции, заданной параметриче-
ски уравнениями 
sin cos
0
cos sin ,
y t t t
t
x t t t
= ⋅ −
≠
= ⋅ −
. 
Решение: Воспользуемся формулой для вычисления xy′  от функ-
ции, заданной параметрически,   tx
t
yy
x
′
′ =
′
. Найдем  tx′  и ty′ : 
sin cos cos sintx t t t t t t′ = − ⋅ + − = − ⋅ , cos sin sin cos 2sinty t t t t t t t′ = ⋅ + + = ⋅ + . 
Тогда 
cos 2sin 2
ctg
sinx
t t ty t
t t t
+  
′ = − = − + 
 
. 
Функция xy′  так же, как и функция  y, задана параметрически 
2
ctg
cos sin
xy t t
x t t t
  
′ = − +  
 

= −
. 
Поэтому ( ) ( )x txx x x
t
y
y y
x
′′
′′′ ′= =
′
. 
В нашем случае  
cos 2sin 2
ctg
sinx
t t ty t
t t t
+  
′ = − = − + 
 
, 
2 2
3 3
2 1 2
ctg
1 2sin
sin sin sin sinxx
t
t t ty
t t t t t t t t
′   + − −   
    
′′ = − = = − + 
−  
. 
( )
( )
y y t
x x t
=

=
 –  y  задана параметрически 
( )x t
xx
t
y
y
x
′′
′′ =
′
,  
( )xx t
xxx
t
y
y
x
′′′
′′′ =
′
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Домашнее задание 
1. Изучить тему «Касательная и нормаль к графику функции. При-
менение дифференциала в приближенных вычислениях». 
2. Найти производную dy
dx
 в точке  t0  от функции, заданной пара-
метрически. Составить уравнение касательной к кривой в точке, соответ-
ствующей значению параметра 0t . Изобразить схемотично график функ-
ции,  
3
3
2cos 2
3sin 2 ,
x t
y t
 =

=
;  0 6
t
pi
= . 
3. Найдите ( )0y x′′ . 
1) arccos ,
2
y xpi=
       0 0x = . Ответ: 
3
16
pi
− . 
2) 2 23 arctg 1
4
x y xy pi+ = + , ( )0 1;1M . 
Ответ: 
( )( )
( )( )
2 2 2 233 3
3 2 2 2 33
2 1
2 1
y x y x y
x x y y x
+ +
−
+ +
, ( )1;1 1xy′ = − . 
4. Найдите ( ) ( )ny x , если ( )21 lny x x= + , n = 15. 
5. Выполнить задание II из внеаудиторной контрольной работы. 
 
IV. Касательная и нормаль к графику функции. Применение 
дифференциала в приближенных вычислениях  
 
1. Геометрический смысл производной 
 
 
 
 
 
 
 
 
 
 
 
 
 
x 
y 
x0+∆x x0 
y(x0) 
y(x0+∆x) 
α 
( )0 tgy x′ = α  
0 
Уравнение касательной 
( )( )0 0 0y y y x x x′− = −  
(угловой коэффициент 
( )0касk y x′= ). 
Уравнение нормали 
( ) ( )0 00
1y y x x
y x
− = − −
′
 
(угловой коэффициент 
( )0
1
норk y x
= −
′
) 
1 2 1k k⋅ = −  -условие ⊥ прямых 
1 1y k x b= +  и 2 2y k x b= +  
  265 
Решить со всей аудиторией (преподаватель у доски): 
1) Чему равен тангенс угла наклона параболы  
2
2
xy =   к оси  Ox  в 
точке (–2, 2). 
Ответ:  {–2}. 
2) В какой точке ( )0 0,x y  касательная к кривой xy e=  образует угол 
450 с осью. 
Ответ:  (0; 1). 
 
Обучающая задача. Составить уравнение касательной и нормали к 
кривой y x=  в точке 0 4x = . 
Решение: Вычислим 0y  и ( )0касk y x′= : 
0 4 2y = = , ( )0
0
1 1
42
y x
x
′ = = . 
Уравнение касательной имеет вид 
( )12 4
4
y x− = −  или 1
4
xy = + . 
Уравнение нормали 
1 41
4
норk = − = − ,   ( )2 4 4y x− = − −   или 4 18y x= − + . 
Проиллюстрируем результаты графически. 
 
 
 
 
 
 
 
 
 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
y 
x 0 
2 
4 
y x=  
1 1
4
y x= +  
4 18y x= − +  
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Уровень I 
Составьте уравнение касательной и нормали к данной кривой в точке 
с абсциссой 0x . 
1) 2 8y x x= + , 0 1x = .  Ответ: 10 1y x= − ; 0,1 0,1y x= − + ; 
2) 3
2
xy x= + , 0 0x = . Ответ: 
1
2
y x= ; 2y x= − ; 
3) 3y x x= + , 0 1x = . Ответ: 
5 1
2 2
y x= − ; 2 12
5 5
y x= − + ; 
4) 25 5y x x= − + , 0
1
2
x = . Ответ: 
154
4
y x= + ; 1 47
4 8
y x= − + ; 
5) 12y x
x
= + , 0 1x = . Ответ: 2y x= + ; 4y x= − + ; 
6) 2 4 16y x x= + − , 0 4x = . Ответ: 9 26y x= − ; 
1 76
9 9
y x= − + ; 
7) 2 3 1y x x= + − , 0 2x = − . Ответ: 5y x= − − ; 1y x= − ; 
8) 21y x
x
= − , 0 1x = − . Ответ: 1y x= − ; 3y x= − − ; 
9) 3 1y x= − , 0 8x = . Ответ: 
1 1
12 3
y x= + ; 12 92y x= − + ; 
10) 
1
xy
x
=
−
, 0 0x = . Ответ: y x= − ; y x= ; 
11) ( )2 1y x x= + , 0 1x = . Ответ: 4 2y x= − ; 1 94 4y x= − + ; 
12) 2
1
1
y
x
=
+
, 0 0x = . Ответ: 1y = ; 0y = ; 
13) 2 1y x
x
= + , 0 1x = . Ответ: 1y x= + ; 0x = ; 
14) y x x= + , 0 4x = . Ответ: 
5 1
4
y x= + ; 4 46
5 5
y x= − + ; 
15) 
2 1xy
x
+
= , 0 1x = . Ответ: 2y = ; 1x = . 
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Уровень II 
В какой точке ( )0 0 0,M x y  кривой касательная к ней параллельна  
(в задачах 1) – 8), перпендикулярна заданной прямой (в задачах 9) – 15)? 
1) 2 1y x= − , 2 1 0x y− − = . Ответ: 3 5;
2 4
 
 
 
; 
2) 32y x x= − , 2 0x y+ − = . Ответ: (1; 1); 
3) 3 23y x x= − , 2 1 0y − = ; Ответ: (0; 0); (2; –4); 
4) 4 4 1y x x= + + , y x= . Ответ: (–1; –2); 
5) 2 0y + = , 1x y+ = . Ответ: 21;
3
 
− 
 
; 
6) 
3
2
3
xy x= − , 2x y− = . Ответ: 1 1;
4 2
 
 
 
; 
7) 3 2y x x= − + , 3 0x y+ − = . Ответ: 2 1 2; 2
3 3 3
 
± 
 
; 
8) 2y x x= , 2 1
5
x y+ = . Ответ: (1; 1); 
9) ( )1y x x= + , 1x y+ = . Ответ: (0; 0);  
10) 1y
x
= , 2 5 0x y− + + = . Ответ: (1; 1); 
11) 2 1y x= − , 2 3x y− = . Ответ: (1; 0); 
12) 1
1
y
x
=
−
, 5x y− = . Ответ: (2; 1);  (0; –1); 
13) 2 8y x x= + , 2 0y x+ = . Ответ: (–3; –15); 
14) 3y x x= + , 4 1x y+ = − . Ответ: (1; 2);  (–1; –2); 
15) 
5
1
5
xy x= + + , 2 3 0x y+ − = . Ответ: 111;
5
 
 
 
,  
11;
5
 
− − 
 
. 
 
Уровень III 
Составьте уравнение касательной к кривой  2y x= , проходящей че-
рез точку (2; 0). 
Ответ:  0y = ,  8 16y x= − . 
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2. Определение дифференциала функции. Геометрический и ме-
ханический смысл дифференциала 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Преподаватель у доски решает со всей аудиторией. 
Упражнение. Чему равен дифференциал  dy  функции  lny x=  в 
точке  0 2x =   при   ∆x = 0,01? 
Упражнение. На рисунке изображены кривые 2 1y x= +  и 
y x= .  
Укажите отрезки, численно равные y∆  и dy  при  x = 1,  ∆x = 1 для 
каждой из этих функций. 
 
 
 
 
 
 
 
 
 
 
Упражнение. Материальная точка движется по закону ( ) 2x t t= . 
Какой путь S∆  пройдет точка за промежуток времени от 1 1t =  до 2 1,1t = ? 
Чему равен дифференциал пути dS  при 1 1t = ? Каков его механический смысл? 
Функция ( )y x  называется дифферен-
цируемой в точке 0x , если: 
( ) ( )0 0y x A x x∆ = ⋅∆ + ∆ , т.е. 
( )
( )
0
главная часть
б.м. 0
, 0
y x
y x A x x
∆
∆ ⋅ ∆ ∆ →∼ . 
Для того чтобы функция была диффе-
ренцируема в точке 0x , необходимо и дос-
таточно, чтобы ∃ ( )0y x′ . Тогда ( )0A y x′= . 
( ) ( ) ( )0 0
0
0
dy
x x
y x y x x x
=
′∆ = ⋅ ∆ + ∆
	
 
dx x= ∆ , ( )dy y x dx′=  
α 
M 
M0 
x 
y 
x0+∆x x0 
dy 
∆у 
α 
0 
∆у – приращение ординаты кривой 
dy – приращение ординаты  
касательной 
K 
0 1 2 
y 
x 
A 
B 
C 
D 
E 
y x=  
2 1y x= +  
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Обучающая задача. Найти дифференциал пути 3 2y x x= +  двумя 
способами: 
1) выделяя линейную относительно ∆х часть приращения функции; 
2) по формуле ( )dy y x x′= ∆ . 
Решение: 
1) Имеем ( ) ( ) ( )( )3 32 2y x x x x x x∆ = + ∆ + + ∆ − + =  
3 2 2 3 33 3 2 2 2x x x x x x x x x x= + ⋅ ∆ + ⋅ ∆ + ∆ + + ∆ − − =  
( ) ( ) ( ) ( )2 2 3 23 2 3 3 2 0x x x x x x x x= + ∆ + ⋅ ∆ + ∆ = + ∆ + ∆ . 
Линейной относительно ∆х частью приращения функции является 
выражение ( )23 2x x+ ∆ . Следовательно, ( )23 2dy x x= + ∆ . 
2) ( ) ( )3 22 3 2y x x x x′′ = + = +  ⇒ ( )23 2dy x x= + ∆ . 
 
 
 
 
 
 
 
 
 
 
 
Обучающая задача. Используя свойства дифференциала и инвари-
антности формы, найти дифференциал функции, заданной неявно 
( )2 2arctg lny x y
x
= + . 
Решение: Вычислим дифференциал левой и правой части: 
2
2 2 2 2 2 2
1
arctg
1
y y x xdy ydx xdy ydxd d
x x x y x x yy
x
− −   
= = ⋅ =   
+ +    +  
 
; 
( ) ( ) ( ) ( )2 22 2 2 22 2 2 2 2 21 2 2ln d x d y xdx ydyd x y d x y
x y x y x y
+ +
+ = + = =
+ + +
. 
Свойства 
дифференциала 
1. ( )d u v du dv± = ± ; 
2. ( )d cu cdu= ; 
3. ( )d uv udv vdu= + ; 
4. 2
u vdu udvd
v v
− 
= 
 
; 
5. 0, constdc c= = . 
Инвариантность формы  dy 
1. ( )y y x= ,  x – независимая переменная 
xdy y dx′=  
2. ( )( )y y x z= , 
( )x x z=  – зависимая переменная 
x z
dx
dy y x dz′ ′= ⋅ ⋅  ⇒ xdy y dx′= . 
invariant – неизменяющийся 
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Приравниваем полученные выражения: 
2 2 2 2
2 2xdy ydx xdx ydy
x y x y
− −
=
+ +
 ⇒ 2 2xdy ydx xdx ydy− = + . 
Из этого уравнения, линейного относительно  dy, находим оконча-
тельно dy  через  х,  y  и  dx 
( ) ( )2 2x y dy x y dx− = +   ⇒ 2
2
x ydy dx
x y
+
=
−
. 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Найти дифференциал функции в точке 0x : 
1) 2arctg siny x= , 0 6x
pi
= . Ответ: 
2 6
3
dx ; 
2) 22 2xy x= ⋅ , 0 1x = . Ответ: ( )4 1 ln 2 dx+ ; 
3) ctg2 xy = , 0 4x
pi
= . Ответ: 4ln 2dx− ; 
4) tgln xy
x
= , 0 4
x
pi
= . Ответ: 
42 dx − 
pi 
; 
5) 2arctg ln 1y x x x= ⋅ − + , 0 1x = . Ответ: 4 dx
pi
; 
6) ln xy e= , 0x e= . Ответ: 
1
2
dx ; 
7) 21arctgy x
x
 
= − 
 
, 0 1x = . Ответ: 3dx− ; 
8) ( )2 lnx xy x e −= ⋅ , 0 1x = . Ответ: 2e dx− ; 
9) 2arcsiny x x= − , 0
1
2
x = . Ответ: 0 dx⋅ ; 
10) 22ln 1y x= − , 0 0x = . Ответ: 0 dx⋅ ; 
11) 21 lny x= + , 0x e= . Ответ: 
1
2
dx
e
; 
12) ln lny x= , 20x e= . Ответ: 2
1
4
dx
e
; 
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13) 2
2
arcsin
1
xy
x
=
+
, 0 0x = . Ответ: 2 dx ; 
14) ln sin 2
4
y x pi = + 
 
, 0 0x = . Ответ: 2 dx ; 
15) tg xy e= , 0 4x
pi
= . Ответ: e dx . 
 
Уровень II 
Найти дифференциал dy  в точке ( )0 1;1M  функции, заданной неявно: 
1) 3 3 2 25 6 1 0x y x y y+ + − − = ; 
2) 2 3 22 3 2 2 0x xy y y+ − − + = ; 
3) 3 2 2 33 3 0x x y y x+ − − = ; 
4) 2 4 22 1 0x xy y y− + − − = ; 
5) 3 2 24 2 0y xy x y− + + = ; 
6) 3 3 22 2 0x xy y x− − + = ; 
7) 2 3 23 4 6 0y xy x y− − + = ; 
8) 3 22 6 3 0y x y y x− + + = ; 
9) 2 3 25 4 0x xy y x− − + + = ; 
10) 3 2 22 2 0y xy x y− + − = ; 
11) 3 2 35 4 2 0x x y y y− + − = ; 
12) 2 2 22 4 5 0y x xy− − + = ; 
13) 3 3 22 3 1 0x x y xy− − + + = ; 
14) 2 33 5 0x xy xy y− + + = ; 
15) 3 3 2 23 4 0y x x y xy− − + + = ; 
16) 4 4 3 33 2 0x y x y xy x+ − − + = . 
 
Уровень III 
Найти дифференциал dy в точке ( )0 4; 2M  функции, заданной неявно 
2 1
2 0
x
yxe y
−
− = . 
 
3. Применение дифференциала в приближенных вычислениях 
 
 
 
 
 
 
 
 
( )0y dy x∆ = + ∆  ⇒ y dy∆ ≈  при 1x∆ ≪  
  ⇓ 
( ) ( ) ( )0 0 0y x x y x y x x′+ ∆ ≈ + ∆  
y dyδ = ∆ −  – абсолютная погрешность 
100%y dy
y
∆ −
ε = ⋅
∆
 – относительная погрешность 
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Упражнение. Точка движется прямолинейно по закону 
( ) arctgx t t= . Чему приближенно равен путь ∆S, пройденный точкой за 
промежуток времени от  1 3t =  до 2 4t = ? 
 
Обучающая задача. Найти приращение и дифференциал функции 
2y x x= −   при  0 10x = , если: 
10. 0,1x∆ = ; 20. 0,01x∆ = . 
Вычислить абсолютную и относительную погрешности, обусловлен-
ные заменой приращения функции ее дифференциалом. 
Решение: Вычисляем  y∆   и  dy: 
( ) ( ) ( )( ) ( )2 2 22 1y x x x x x x x x x∆ = + ∆ − + ∆ − − = − ∆ + ∆ , 
( )2 1dy x x= − ∆ . 
По условию 0 10x = , значит,  
219y x x∆ = ⋅ ∆ + ∆ ,   19dy x= ∆ . 
 
10. При  0,1x∆ =  ⇒ 1,9 0,01 1,91y∆ = + = , 1,9dy = . 
1,91 1,9 0,01δ = − = , 0,01 100% 0,5%
1,91
ε = ⋅ ≈ . 
 
20. При  0,01x∆ =  ⇒ 0,19 0,0001 0,1901y∆ = + = , 0,19dy = . 
0,1901 0,19 0,0001δ = − = , 0,0001 100% 0,05%
0,19
ε = ⋅ ≈ . 
 
Замечание. Очевидно, чем меньше выбрана x∆ , тем меньше по-
лучаются абсолютная и относительная погрешности. 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень II 
Найти y∆  и  dy  функции ( )y y x=  в точке 0x , если приращение ар-
гумента равно x∆ . Определить абсолютную и относительную погрешно-
сти, которые получаются при замене приращения функции ее дифферен-
циалом. 
1) 2 5y x x= − , 0 2x = , 0,01x∆ = ; 
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2) 3 1y x= + , 0 2x = , 0,1x∆ = ; 
3) 2 1y x x= + + , 0 1x = − , 0,01x∆ = ; 
4) 22 1y x= + , 0 2x = , 0,01x∆ = ; 
5) 3y x x= − + , 0 1x = , 0,1x∆ = ; 
6) 2 2 1y x x= − + − , 0 2x = , 0,01x∆ = ; 
7) 2 2 4y x x= − + , 0 2x = , 0,01x∆ = ; 
8) 2 2 1y x x= + − , 0 2x = − , 0,01x∆ = ; 
9) 2 5 1y x x= + − , 0 1x = − , 0,01x∆ = ; 
10) 3 2y x x= + , 0 1x = , 0,1x∆ = − ; 
11) 3 5y x= − + , 0 2x = , 0,1x∆ = − ; 
12) 32 1y x= − , 0 1x = − , 0,1x∆ = ; 
13) 2 3 1y x x= + − , 0 1x = , 0,01x∆ = ; 
14) 3 2y x x= + , 0 1x = − , 0,1x∆ = ; 
15) 2 1y x x= − − , 0 1x = , 0,1x∆ = − . 
 
Уровень III 
1) С какой относительной погрешностью допустимо измерить ради-
ус шара, чтобы его объем можно было определить с точностью до 1 %? 
2) Показать, что относительная погрешность в 1 % при определении 
радиуса круга влечет за собой относительную погрешность приблизитель-
но 2 % при вычислении площади круга. 
3) Период колебания маятника вычисляется по формуле 2 lT
g
= pi , 
где  l – длина маятника,  g = 980 м/c. Какое влияние на погрешность при 
вычислении  Т  окажет погрешность в 1 % при измерении длины маятника? 
 
Обучающая задача. Вычислить приближенно: 
10. 0,98 ;     20. cos60 6′°  
Решение: Воспользуемся приближенной формулой 
( ) ( ) ( )0 0 0y x x y x y x x′+ ∆ ≈ + ⋅ ∆         (*) 
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10. В этом случае функция  ( )y x  равна  x  и формула (*) запишется 
следующим образом 
0 0
0
1
2
x x x x
x
+ ∆ ≈ + ⋅ ∆ . 
Теперь надо удачно выбрать  0x  и  x∆ , т.е. корень  0x  должен точ-
но вычисляться и  x∆  должно быть мало по сравнению с  0x . 
Очевидно,  0 1x = ,  0,02x∆ = − . Тогда  
( )10,98 1 0,02 0,99
2 1
≈ + ⋅ − = . 
 
20. Здесь ( ) cosy x x= , 0 60 3x
pi
= ° = , 6
1800
x
pi
′∆ = = , (градусную меру 
обязательно переводим в радианную!). 
Формула (*) запишется так: 
( ) ( ) ( )0 0 0cos cos sinx x x x x+ ∆ ≈ + − ⋅ ∆ . 
Тогда 
cos60 6 cos60 sin 60
1800
pi
′° ≈ ° − ° ⋅ , 
3
cos60 6 0,5
2 1800
pi
′° ≈ − ⋅ . 
Возьмем значения 
3 0,8660
2
≈ , 3,1415pi ≈  с четырьмя десятичными 
знаками. Тогда cos60 6 0,5 0,0015 0,4985′° ≈ − = . 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень II 
Вычислите приближенно: 
1) ln 0,98 ; 
2) arctg1,02 ; 
3) 3 26,99 ; 
4) sin 29° ; 
5) tg 47° ; 
6) ln1,02 ; 
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7) 4 15,98 ; 
8) ctg 44° ; 
9) arcsin 0,001; 
10) 0,02e ; 
11) arctg0,99 ; 
12) 3 8,03 ; 
13) 0,01e− ; 
14) ctg 28° ; 
15) arcctg0,98 . 
 
Уровень III 
Вычислите приближенно: 
 
1) ln tg 47 15′° ;  2)  2 0,15
2 0,15
−
+
;  3)  ( )( )
2
2
2,037 3
2,037 5
−
+
. 
 
Домашнее задание 
1. Изучить тему «Теоремы Ролля, Коши, Лагранжа». 
2. В какой точке ( )0 0 0,M x y  кривой касательная к ней параллельна, 
перпендикулярна заданной прямой? 
22 3y x x= − , 4 2 0x y− + = . 
Ответ: 
7 7
;
4 8
 
 
 
. 
3. Составить уравнения касательной и нормали к кривой 2xy e x= + , 
проведенной  в точке 0 0x = . 
Ответ:  1y x= + ; 1y x= − + . 
4. Найти дифференциал функции в точке 0x : 
21 arcsiny x x= − , 0
3
2
x = . 
Ответ: 
2 3 1
3
dx
 
− pi
+ 
 
. 
5. Найти y∆  и  dy  функции ( )y y x=  в точке 0x , если приращение 
аргумента равно x∆ . Определить абсолютную и относительную погрешно-
сти, которые получаются при замене приращения функции ее дифферен-
циалом, если  3 23y x x= + , 0 1x = , 0,1x∆ = . 
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6. Вычислите приближенно  arcsin0,03. 
 
V. Теоремы Ролля, Коши, Лагранжа  
 
1. Теорема Ролля 
 
 
 
 
 
 
 
 
Обучающая задача. Проверить выполнение условий теоремы Рол-
ля на отрезке [–1; 1] для функций: 
10. ( ) 2 1y x x= − ;   20. ( )
2 1xy x
x
−
= . 
Решение: 
10. Очевидно, что функция ( ) 2 1y x x= −  непрерывна и дифферен-
цируема на отрезке [–1; 1]. Кроме того, 
( ) ( )1 1 0y y− = = . Тогда согласно теореме Ролля, 
на интервале  (–1; 1) обязательно существует хо-
тя бы одна стационарная точка. Убедимся в этом  
( ) 2y c c′ =  ⇒ с = 0,   с ∈ (–1; 1). 
Итак, с = 0 – стационарная точка функции 
( ) 2 1y x x= −  на интервале (–1; 1). Касательная к 
графику функции в точке М(0; –1) параллельна оси Ох. 
 
20. Имеем, ( ) ( )1 1 0y y− = = , но производная ( )
2
2
1 11xy x
x x
′ 
−
′ = = +  
 
 
нигде в нуль не обращается. И дело здесь в том, что не выполнены первые 
два условия теоремы Ролля: функция ( )
2 1xy x
x
−
=  разрывна в точке 0 0x =  
и тем более не дифференцируема в этой точке.  
x 0 
M(c, y(c)) 
y 
a b c x 
y 
a b c1 0 c3 c2 
Теорема Ролля: 
Если   
1. ( )y x  непрерывна на [a; b]; 
2. ( )y x  дифференцируема на (a; b); 
3. ( ) ( )y a y b= , то ∃ хотя бы одна  
точка  с∈(a; b) такая, что ( ) 0y c′ = . 
0 1 
y 
x –1 
М 
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Таким образом, этот пример нас убеждает в том, что равенства на 
концах отрезка значений функции не достаточно для существования внут-
ри отрезка стационарной точки. 
 
Преподаватель у доски выполняет следующие упражнения, ра-
ботая со всей аудиторией. 
Упражнение. Для каких из следующих функций выполнены ус-
ловия теоремы Ролля на отрезке [0; 2]: 
1) ( ) 1y x x= − ; 
2) ( ) ( )21y x x= − ; 
3) ( ) 1y x x= − ; 
4) ( )
2 2
1
x xy x
x
−
=
+
; 
5) ( )
2 2
1
x xy x
x
−
=
−
. 
 
Упражнение. Пусть ( ) ( )( )( )1 2 3y x x x x x= + + + . Не вычисляя 
производной, доказать, что все три корня уравнения ( ) 0y x′ =  действи-
тельны. 
Упражнение. Доказать, что уравнение 1 2 0xe x− + − = , имеющее 
корень 1x = , не имеет других действительных корней. 
 
2. Теорема Лагранжа 
 
 
 
 
 
 
 
 
 
Обучающая задача. Записать формулу Лагранжа для функции 
( ) 3 5y x x= −  на отрезке [– 1; 2] и найти соответствующее значение  с. 
Решение: Нетрудно видеть, что условия теоремы Лагранжа для 
этой функции выполнимы. Тогда  
( ) ( ) ( )( )22 1 3 2 1y y c− − − = ⋅ − −  ⇒ ( )2 3 63 3c
− −
=  ⇒ 
23 3c =  ⇒ 2 1c =        ⇒ 1 1c = ,   2 1c = − . 
Теорема Лагранжа: 
Если   
1. ( )y x  непрерывна на [a; b], 
2. ( )y x  дифференцируема на (a; b), 
то ∃ хотя бы одна точка с (a< с <b) 
такая, что 
( ) ( ) ( )( )y b y a y c b a′− = − . 
x 
y 
a b c 0 
с∈(a; b) y 
x a b c1 0 c2 
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Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Записав формулу Лагранжа для функции ( )y x  на отрезке [a; b], най-
дите на интервале (a; b) соответствующее значение  с. 
1) ( ) 5 2 3y x x x= − − , [– 1; 0]; 
2) ( ) 35 8y x x= + , [0; 1]; 
3) ( ) 34 9y x x= − , [– 1; 0]; 
4) ( ) 32 3y x x= − , [0; 3]; 
5) ( ) 34 5y x x= − , [0; 3]; 
6) ( ) 33 5y x x= − + , [– 2; 1]; 
7) ( ) 36 4y x x= − + , [– 1; 2]; 
8) ( ) 37 1y x x= − − , [0; 1]; 
9) ( ) 39 1y x x= − + , [– 1; 0]; 
10) ( ) 311 7y x x= − , [– 3; 0]; 
11) ( ) 37 2y x x= − − , [0; 3]; 
12) ( ) 36 5y x x= − , [– 2; 1]; 
13) ( ) 36 7y x x= + , [– 1; 2]; 
14) ( ) 30,5 3,5y x x= + , [0; 1]; 
15) ( ) 31,5 2,5y x x= − + , [– 1; 0]. 
 
Уровень II 
На кривой ( )y y x=  найдите точку ( )0 0,M x y , в которой касательная 
параллельна хорде, соединяющей точки  А  и   В. 
1) 35 3y x= − , А(–2; 29), В(1; 2); 
2) 34 5y x= − , А(0; –5), В(3; 103); 
3) 32 3y x= − , А(–3; –57), В(0; –3); 
4) 34 9y x= − , А(–1; –13), В(0; –9); 
5) 35 8y x= + , А(0; 8), В(1; 13); 
6) 32 1y x= − , А(0; –1), В(2; 15); 
7) 32 7y x= + , А(–2; –9), В(1; 9); 
8) 36 5y x= − , А(–2; 46), В(1; 1); 
9) 36 7y x= + , А(–1; 1), В(2; 55); 
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10) 30,5 3,5y x= + , А(0; 3,5), В(1; 4); 
11) 31,5 2,5y x= − + , А(–1; 45), В(0; 5
2
); 
12) 37 1y x= − − , А(0; –1), В(1; –8); 
13) 31 9y x= − , А(–1; 10), В(0; 1); 
14) 33y x= − , А(–1; 4), В(2; –5); 
15) 37 2y x= − , А(0; 7), В(3; –47); 
 
Уровень III 
С помощью теоремы Лагранжа доказать неравенства 
lna b a a b
a b b
− −≤ ≤ ,   если  0 b a< ≤ . 
 
3. Теорема Коши 
 
 
 
Домашнее задание 
1. Изучить тему «Правило Лопиталя (неопределенности вида 
00 , ,
0
∞
⋅ ∞
∞
, степенные неопределенности 00 , ,1∞ ∞∞ )». 
2. Записав формулу Лагранжа для функции  ( )
3
2 1
3
xy x x= − +  на 
отрезке [0; 3], найдите на интервале (0; 3) соответствующее значение  с. 
3. На кривой 34 6y x= −  найдите точку ( )0 0,M x y , в которой каса-
тельная параллельна хорде, соединяющей точки  А(–1; 10) и В(2; – 44). 
Теорема Коши: 
Если   
1. ( )y x  и ( )g x  непрерывны на [a; b], 
2. ( )y x  и ( )g x  дифференцируемы на (a; b), 
3.  ( ) 0g x′ ≠  на (a; b), то ∃ с∈(a; b) такая, что 
( ) ( )
( ) ( )
( )
( )
y b y a y c
g b g a g c
′−
=
′
−
. 
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4. Выполнить третье – пятое задания из внеаудиторной контроль-
ной работы. 
VI. Правило Лопиталя (неопределенности вида 00 , ,0
∞
⋅ ∞
∞
, сте-
пенные неопределенности 00 , ,1∞ ∞∞ ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Преподаватель у доски выполняет со всей аудиторией. 
Упражнение. Какие из следующих выражений содержат неопре-
деленности вида   а) 0
0
;   б) ∞
∞
: 
1)  lim
x
x
e
x→+∞
;    3)  
0
lnlim
x
x
x→+
; 
2)  lim
x
x
e
x→−∞
;    4)  ( )
0
ln 1
lim
x
x
x→
+
. 
 
1) Обучающая задача. Вычислить пределы: 
10. 
5
41
2 1lim
2 1x
x x
x x→
− +
− −
;   20. sin 2lim
tg3x
x
x→pi
. 
Решение: В обоих случаях имеем неопределенность вида 
0
0
 
 
 
, 
раскрыть которую можно уже изученными приемами, а именно: 
1) разложением числителя и знаменателя дроби на множители; 
2) использованием первого замечательного предела и его следствий, 
предварительно сделав замену xα = − pi . 
0
0
 
 
 
 ( )y x  и ( )g x дифференцируемы 
в ( )0U xɺ , ( ) ( )
0 0
lim lim 0
x x x x
y x g x
→ →
= = . 
( ) 0g x′ ≠  в ( )0U xɺ , тогда, если ∃ 
( )
( )0limx x
y x
g x→
′
′
, то ∃ ( )( )0limx x
y x
g x→
 и  
( )
( )
( )
( )
0
0
0 0
lim lim
x x x x
y x y x
g x g x
 
 
 
→ →
′
=
′
 
∞ 
 
∞ 
 ( )y x  и ( )g x дифференцируемы 
в ( )0U xɺ ,  ( ) ( )
0 0
lim lim
x x x x
y x g x
→ →
= = ∞ . 
( ) 0g x′ ≠  в ( )0U xɺ , тогда если ∃ 
( )
( )0limx x
y x
g x→
′
′
, то ∃ ( )( )0limx x
y x
g x→
 и  
( )
( )
( )
( )0 0lim limx x x x
y x y x
g x g x
∞ 
 
∞ 
→ →
′
=
′
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Правило Лопиталя позволяет вычислить эти пределы значительно 
проще: 
1) 
5
41
2 1lim
2 1x
x x
x x→
− +
− −
( )
( )
0
5 40
31 14
2 1 5 2 3lim lim
78 12 1x x
x x x
x
x x
 
 
 
→ →
′
− +
−
= = =
′
−
− −
. 
2) sin 2lim
tg3x
x
x→pi
( )
( )
0
0
2
sin 2 2cos2 2lim lim 3 3tg3
cos 3
x x
x x
x
x
 
 
 
→pi →pi
′
= = =
′
. 
Отметим, что в ряде случаев использование правила Лопиталя не да-
ет преимуществ по сравнению с другими методами. 
 
Обучающая задача. Вычислить предел  
( )2
20
ln 1
lim
arcsin 4x
x
x→
−
. 
Решение: Здесь также имеем неопределенность вида 
0
0
 
 
 
. Способ, 
основанный на использовании бесконечно малых, позволяет вычислить 
данный предел буквально в одно действие: 
( ) ( )2 2
2 20 0
0
ln 1ln 1 1lim lim
arcsin 4arcsin 4 4x x
x x
x x→ →
α→
+ α α
−
−
= = = −α α
∼
∼
. 
Вычисление же этого предела по правилу Лопиталя несколько сложнее: 
( )( )
( )
( )2 2 4
20 0 02
4
2
ln 1 1 1 1 16 1lim lim lim8 4 41
arcsin 4
1 16
x x x
x
x x x
x x
x
x
→ → →
−
′
−
−
−
= = − = −
′
−
−
. 
Таким образом, на каждом этапе применения правила Лопиталя сле-
дует пользоваться упрощающими отношение тождественными преобразо-
ваниями, а также комбинировать это правило с любыми другими приемами 
вычисления пределов. 
 
Обучающая задача. Вычислить пределы: 
10. ( )
2
0
arctg ln 1
lim
tgx
x x
x x→
⋅ +
−
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( )
( )
0 0
2 30 0
0 0
arctg , 0arctg ln 1
lim lim
ln 1 , 0tg tgx x
x x xx x x
x x xx x x x
   
   
   
→ →
→
⋅ +
= = =
+ →− −
∼
∼
 
( )
( )
0 0 0
3 2 2 2 20 0 0
2
2 20 0 0 0
2
3 3 coslim lim lim 3 lim cos 31 1 cos sintg 1
cos
x x x x
x x x x x
x
x xx x
x
     
     
     
→ → → →
′
= = = = ⋅ =
′
−
−
−
; 
20. 30
sin coslim
sinx
x x x
x→
−
 
( )
( )
0
0
3 30 0 0 3
sin cossin cos sin coslim lim lim
sinx x x
x x xx x x x x x
x x
x
 
 
 
→ → →
′
−
− −
= = =
′
 
20 0
sin 1 sin 1lim lim
3 33x x
x x x
xx→ →
= = = . 
Иногда для раскрытия неопределенности правило Лопиталя прихо-
дится применять последовательно несколько раз. 
 
Обучающая задача. Вычислить пределы: 
10. 
10
51
10 9lim
5 4x
x x
x x→
− +
− +
. 
Решение: Неопределенность вида 
0
0
 раскрываем, применяя прави-
ло Лопиталя дважды: 
( )
( )
0 0
1010 9 80 0
5 4 31 1 1 15
10 910 9 10 10 90 9lim lim lim lim
25 4 5 5 205 4x x x x
x xx x x x
x x x x
x x
   
   
   
→ → → →
′
− +
− + −
= = = =
′
− + −
− +
. 
20. lim
n
xx
x
e→+∞
,  n∈ℕ . 
Решение: В данном выражении содержится неопределенность вида 
∞
∞
. Применим правило Лопиталя  n  раз: 
( )
( )
( ) 21 1lim lim lim lim ...
n nn n
x x xx x x xx
x n n xx nx
e e e
e
∞ ∞ ∞ ∞       
       
−
−∞ ∞ ∞ ∞       
→+∞ →+∞ →+∞ →+∞
′
−
= = = = =
′
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( )( )1 2 ...2 1 ! !lim lim 0
x xx x
n n n n n
e e
∞ 
 
∞ 
→+∞ →+∞
− − ⋅
= = = =
+∞
. 
Если  
( )
( )0limx x
y x
g x→
′
′
 не существует, то отсюда не следует, что 
( )
( )0limx x
y x
g x→
 
тоже не существует. Другими словами, правило Лопиталя в этом случае не 
применимо. Покажем это на примере: 
.
. .
sin 1lim lim 1 sin 1
x x огр
б м
x x
x
x x
∞ 
 
∞ 
→∞ →∞
 
+  = + ⋅ =
 
 
, 
а  
( ) ( )sinlim lim 1 cos
x x
x x
x
x→∞ →∞
′+
= +
′
 – не существует. 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания первого и второго вариантов, по 
желанию третий уровень выполняется у доски для получения оценки 
«10»). 
 
Уровень I 
Вычислите пределы: 
1) 
2
3
lnlim
x
x
x→∞
. Ответ:  {0}; 
2) 3 20
sin3 3lim
2x
x x
x x→
−
−
. Ответ:  {0}; 
3) ( )ln 1lim
1
x
xx
e
xe→+∞
+
−
. Ответ:  {0}; 
4) 2
2
ln sinlim
ctgx
x
xpi→
. Ответ:  
1
2
 
− 
 
; 
5) 
0
2lim
1 cos
x x
x
e e
x
−
→
+ −
−
. Ответ:  {2}; 
6) 
3
0
lim
2 sin 2x
x
x x→ −
. Ответ:  
3
4
 
− 
 
; 
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7) 
0
coslim
sinx
x x x
x x→
−
−
. Ответ:  {1}; 
8) ( )( )1 0
ln 1
lim
ln xx
x
e e→ +
−
−
. Ответ:  {1}; 
9) 30
arctglim
x
x x
x→
−
. Ответ:  
1
6
 
 
 
; 
10) ( )
1 0
ln 1
lim
ctgx
x
x→ +
−
pi
. Ответ:  {0}; 
11) 
3
20
3 1lim
sin 5
x
x
e x
x→
− −
. Ответ:  
9
50
 
 
 
; 
12) 
0
tglim
sinx
x x
x x→
−
−
. Ответ:  {2}; 
13) 
2
lim
x
xx
xe
x e→∞ +
. Ответ:  {0}; 
14) ( )0
1lim
1
x
xx
e x
x e→
− −
−
. Ответ:  {1}; 
15) ( )1 0
tg
2lim
ln 1x
x
x→ −
pi
−
. Ответ:  {∞}. 
 
Уровень II 
Вычислите пределы: 
1) 30
arcsin 2 2arcsinlim
x
x x
x→
−
. Ответ:  {– 1}; 
2) 
0
ln arcsinlim
ln tg 2x
x
x→+
. Ответ:  {1}; 
3) 20
tg sinlim
arcsinx
x x
x x→
−
. Ответ:  
1
2
 
 
 
; 
4) 
2
4
sec 2tglim
1 cos4x
x x
xpi→
−
+
. Ответ:  {1}; 
5) 30
tg 2 sin 2lim
x
x x
x→
−
. Ответ:  {4}; 
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6) ( )30
2 cos
lim
tg
x x
x
e e x
x x
−
→
− +
. Ответ:  
1
3
 
 
 
; 
7) 
0
ln arctg 2lim
lnsin3x
x
x→+
. Ответ:  {1}; 
8) 30
tg sinlim
sinx
x x
x→
−
. Ответ:  
1
2
 
 
 
; 
9) ( )
0
2
ln 2
lim
tgx
x
xpi→ +
− pi
. Ответ:  {0}; 
10) 
0
1 coslim
sinx
x
x x→
−
. Ответ:  
1
4
 
 
 
; 
11) 
0
thlim
shx
x x
x x→
−
−
. Ответ:  {2}; 
12) 20
ln coslim
arcsin 2x
x
x→
. Ответ:  
1
8
 
− 
 
; 
13) 
0
sin 2 2sinlim
ln cos5x
x x
x x→
−
⋅
. Ответ:  
2
25
 
− 
 
; 
14) 
3
2
4
1 tglim
1 2cosx
x
xpi→
−
−
. Ответ:  
1
12
 
 
 
; 
15) ( )220
ln cos 2
lim
sin3x
x x
x→
−
. Ответ:  
1
6
 
− 
 
. 
 
Уровень III 
Вычислите пределы: 
1) 
0
arctg arcsinlim
tg sinx
x x
x x→
−
−
. Ответ:  {∞}; 
2) ( ) ( )sin40
sin 1 1
lim
sin 3
x x
x
e e
x→
− − −
. Ответ:  {∞}. 
Неопределенности типа 0 ⋅ ∞ , ∞ − ∞  сводятся к случаям 0
0
, 
∞
∞
 путем 
представления произведения или разности функций в виде частного. 
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Обучающая задача. Найти 2
0
lim ln
x
x x
→+
. 
Решение: Здесь мы имеем неопределенность вида 0 ⋅ ∞ . Предста-
вим произведение функций в виде частного, а затем, получив неопреде-
ленность типа 
∞
∞
, применим правило Лопиталя: 
( )0
2 2
0 0 0 0
2 3
1
ln 1lim ln lim lim lim 01 2 2x x x x
x xx x x
x x
∞ 
 
⋅∞ ∞ 
→+ →+ →+ →+
= = = − =
−
. 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Вычислить пределы: 
1) 2 2lim x
x
x e
−
→+∞
⋅ . Ответ:  {0}; 
2) 
2
lim ctg3 tg
x
x x
pi
→
⋅ . Ответ:  {3}; 
3) 2
0
lim ln
x
x x
→+
. Ответ:  {0}; 
4) ( )
1
limsin 1 tg
2x
x x
→
pi
− . Ответ:  
2 
− 
pi 
; 
5) 2
1
2
0
lim x
x
x e
→
⋅ . Ответ:  {∞}; 
6) ( )lim tg
2x
x
x
→pi
pi − . Ответ:  {2}; 
7) 
2
lim 1x
x
x e
→∞
 
 −
 
 
. Ответ:  {2}; 
8) ( ) ( )2
1
lim 1 ctg 1
x
x x
→
− − . Ответ:  {2}; 
9) 22lim x
x
x e
−
→∞
. Ответ:  {0}; 
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10) 
1
limsin ctg3
x
x x
→
pi ⋅ pi . Ответ:  
1
3
 
− 
 
; 
11) 
0
lim tg ln
x
x x
→+
⋅ . Ответ:  {0}; 
12) 2lim lnx
x
e x
−
→+∞
⋅ . Ответ:  {0}; 
13) ( )
0
lim 2 ctgx x
x
e e x−
→+
+ − . Ответ:  {0}; 
14) 
2
lim cos3 tg
x
x x
pi
→
⋅ . Ответ:  {– 3}; 
15) 
2
lim sin ctg
2x
x x
→
pi
pi ⋅ . Ответ:  {2}. 
 
Уровень II 
Вычислить пределы: 
1) 
0
1 1lim
sinx x x→
 
− 
 
. Ответ:  {0}; 
2) 
1
1lim
1 lnx
x
x x→
 
− 
− 
. Ответ:  
1
2
 
 
 
; 
3) ( )1
1 1lim
1 arctg 1x x x→
 
− 
− − 
. Ответ:  {0}; 
4) 
0
1lim cth
x
x
x→
 
− 
 
. Ответ:  {0}; 
5) 1lim ctg
x
x
x→pi
 
− 
− pi 
. Ответ:  {0}; 
6) 
1
1 1lim
ln 1x x x→
 
− 
− 
. Ответ:  
1
2
 
 
 
; 
7) 
2
lim tg
2cosx
x x
xpi→
pi 
− 
 
. Ответ:  {– 1}; 
8) 20
1 1lim
21xx xe→
 
− 
− 
. Ответ:  
1
2
 
− 
 
; 
9) 20
ctg 1lim
x
x
x x→
 
− 
 
. Ответ:  
1
2
 
− 
 
; 
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10) ( )0
1 1lim
ln 1x x x→
 
− 
+ 
. Ответ:  
1
2
 
 
 
; 
11) 
0
1 1lim
2 sin 2x x x→
 
− 
 
. Ответ:  {0}; 
12) 
0
1lim ctg
x
x
x→
 
− 
 
. Ответ:  {0}; 
13) 20
1 1lim
tgx x xx→
 
− 
 
. Ответ:  
1
6
 
 
 
; 
14) 
0
1 1lim
arctgx x x→
 
− 
 
. Ответ:  {0}; 
15) 20
1 1lim
tgx x xx→
 
− 
 
. Ответ:  
1
2
 
 
 
. 
 
Уровень III 
Вычислить пределы: 
1) ( )
1 0
lim ln ln 1
x
x x
→ +
⋅ − . Ответ:  {0}; 
2) ( )2 3lim ln
x
x x
→+∞
− . Ответ:  {∞}; 
3) ( ) ( )20
1 1lim
ln 1ln 1x xx x→
 
 
− ++ + 
 
. Ответ:  
1
2
 
− 
 
. 
 
При вычислении предела выражения ( )( ) ( )xy x ϕ  возникающие неоп-
ределенности вида 00 , 0∞  или 1∞  раскрываются следующим образом. Ло-
гарифмируя предварительно ( )( ) ( )xy y x ϕ= , получаем равенство 
( ) ( )ln lny x y x= ϕ  
и находим предел ln y , а после чего – и предел  y.Заметим, что во всех трех 
случаях ln y  представляет собой неопределенность типа 0 ⋅ ∞ , метод рас-
крытия которой изложен выше. 
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Обучающая задача. Вычислить пределы: 
10. ( )
0
lim sin x
x
x
→
. 
Решение: Имеем неопределенность типа 00 . Обозначим функцию 
( )sin xx  через  y и прологарифмируем ее 
( )ln ln sin lnsinxy x x x= = . 
Вычислим теперь предел логарифма данной функции, применяя пра-
вило Лопиталя (здесь сталкиваемся с неопределенностью вида 0 ⋅ ∞ ): 
( )
0
0 2 0
0 0 0 0 0
2
cos
sin cossinlim ln lim lnsin lim lim lim1 1 sinx x x x x
x
x x xxy x x
x
x x
∞   
   
⋅∞ ∞   
→ → → → →
⋅
= ⋅ = = = − =
−
 
( )
0
20
0 0
sin , coslim lim cos 0
0 x x
x x x x
x x
x x
 
 
 
→ →
⋅
= = − = − ⋅ =
→
∼
. 
Так как ( )0 0lim ln ln lim 0x xy y→ →= = , то 00lim 1x y e→ = = . 
 
20. ( ) 1sin
0
lim 1 x
x
x
→
+ . 
Решение: Данный пример содержит неопределенность вида 1∞ . Ло-
гарифмируя и применяя правило Лопиталя, получим 
( ) ( ) ( )( )( )
0
1 0
sin
0 0 0 0
ln 1ln 1
lim ln lim ln 1 lim lim
sin sin
x
x x x x
xx
y x
x x
 
 
 
→ → → →
′++
= + = = =
′
 
( )
( )0 0
1
1 1lim lim 1
cos 1 cosx x
x
x x x→ →
+
= = =
+
. 
Таким образом  ( )0 0lim ln ln lim 1x xy y→ →= =  ⇒ 10lim lnx y e e→ = = . 
Замечание. Не следует забывать и о других методах вычисления 
пределов. Так, предыдущий пример можно легко решить, выделяя число е: 
( )
( )
( ) 0
111 1 limsin 1sin
sin
0 0
lim 1 lim 1 x
x
x
x
x x
x x
x x e e e
∞
→
→ →
 
+ = + = = = 
 
. 
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Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Вычислить пределы: 
1) ( )1lim ln x
x
x
→+∞
. Ответ:  {1}; 
2) sin
0
lim x
x
x
→+
. Ответ:  {1}; 
3) ( ) 2ctg
0
lim cos x
x
x
→
. Ответ:  
1
2e
−
  
 
  
; 
4) ( )1lim x x
x
x e
→+∞
+ . Ответ:  {e}; 
5) ( )tg 2
4
lim tg x
x
x
pi
→
. Ответ:  {1}; 
6) ( )
0
lim arcsin x
x
x
→+
. Ответ:  {1}; 
7) ( ) ( )12 ln 1lim 3 2 x
x
x x +
→+∞
+ − . Ответ:  { }2e ; 
8) ( )tg
0
lim ctg x
x
x
→+
. Ответ:  {1}; 
9) ( ) 1ln
0
lim sin 2 x
x
x
→+
. Ответ:  {e}; 
10) ( ) 2tg
2
lim sin x
x
x
pi
→
. Ответ:  
1
2e
−
  
 
  
; 
11) ( )
0
lim arctg x
x
x
→+
. Ответ:  {1}; 
12) ( ) 1ln
0
lim ctg x
x
x
→+
. Ответ:  { }1e− ; 
13) ( )tg 2
1
lim 2 1 x
x
x
pi
→
− . Ответ:  
4
e
−
pi
  
 
  
; 
14) ( )( )
0
lim ln 1 x
x
x
→+
+ . Ответ:  {1}; 
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15) 
tg1
0
lim 1
x
x
x
e
→+
 
 +
 
 
. Ответ:  {e}. 
 
Уровень III 
Вычислить пределы: 
1) 1
0
lim
xx
x
x
−
→+
. Ответ:  {∞}; 
2) ( )
ln
lim
ln
x
xx
x
x→+∞
. Ответ:  {∞}; 
3) ( )
1
1
0
1
lim
x
x
x
x
e→
 
+ 
 
 
 
. Ответ:  
1
2e
−
  
 
  
. 
 
Домашнее задание 
1. Изучить тему «Условия возрастания и убывания функций. Доста-
точные условия локального экстремума. Нахождение наибольших и наи-
меньших значений функции на отрезке. Выпуклость и вогнутость. Точки 
перегиба». 
2. Вычислите пределы: 
10. 20
tglim
x
x x
x→
−
. Ответ:  {0}. 
20. ( )
0
ln 1 cos
lim
ln tgx
x
x→+
−
. Ответ:  {2}. 
30. 
0
arctg arcsinlim
tg sinx
x x
x x→
−
−
. Ответ:  {∞}. 
40. ( )
1
lim 1 ctg
x
x x
→
− pi . Ответ:  
1 
− 
pi 
. 
50. 
0
1 1lim
1xx x e→
 
− 
− 
. Ответ:  
1
2
 
 
 
. 
 
3. Выполнить задание № 8 из внеаудиторной контрольной работы. 
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VII Условия возрастания и убывания функций. Достаточные 
условия локального экстремума. Нахождение наибольшего и наи-
меньшего значений функции на отрезке. Выпуклость и вогнутость. 
Точки перегиба. 
 
 
 
 
 
 
 
 
Преподаватель работает с аудиторией с помощью следующих 
упражнений: 
Упражнение. На рисунках изображены графики функций. Для ка-
ждой из них укажите интервалы, где: 
а) ( ) 0y x′ > ;      б)   ( ) 0y x′ < . 
 
 
 
Упражнение. Укажите критические точки функций, изображен-
ных на предыдущих рисунках, где: 
а) ( ) 0y x′ = ; 
б) ( )y x′  не существует; 
в) ( )y x′  бесконечна. 
 
Упражнение. На рисунке 
изображен график производной y′   
непрерывной функции. Укажите 
а) промежутки возрастания; 
б) промежутки убывания; 
в) критические точки функции y. 
0 
y 
x 
2
1y
x
=  
0 
y 
x 
2 3y x x= −  
1 2 3 0 
y 
x 
3y x=  
0 
y 
x 
3y x=  1) 2) 3) 4) 
Функция ( )y x  называется возрас-
тающей (убывающей) на ( );a b ,  
если 1 2x x<  ⇒ ( ) ( )1 2y x y x<  
( ( ) ( )1 2y x y x> ) для ( )1 2, ;x x a b∀ ∈  
Достаточное условие возрастания 
(убывания): 
если ( ) 0y x′ >  ( ( ) 0y x′ < ) для 
( );x a b∀ ∈ , то ( )y x  возрастает (убыва-
ет) на ( );a b  
( )y y x′=  
1 –1 –2 2 0 
y 
x 
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Обучающая задача. C помощью производной первого порядка 
построить графики функций. Исследование функции будем проводить по 
следующей упрощенной схеме: 
1. Найти область определения функции D(y). 
2. Вычислить y′ , найти экстремумы, интервалы возрастания и убы-
вания функции. 
 
10. 33y x x= − . 
Решение: 
1. Функция определена при всех действительных  x, т.е. D(y) = R. 
2. ( )( )23 3 3 1 1y x x x′ = − = − + , 
0y′ =   при 1 1x = − , 2 1x = , т.е. 1x , 2x  – критические точки функции. 
Они разбивают D(y) на три интервала (– ∞; – 1), (– 1; 1), (1; + ∞).  
Определим знак y′  на каждом из 
этих интервалов (методом интервалов). 
Отсюда видно, что функция убыва-
ет на интервалах (– ∞; – 1) и  (1; + ∞), 
возрастает на интервале (1; 1).Так как y′  меняет знак в окрестности критиче-
ских точек, то эти точки являются точками локального экстремума, причем 
( )min 1 2y − = − , ( )max 1 2y =  
x (– ∞; – 1) – 1 (– 1; 1) 1 (1; + ∞) 
y′  0 + 0  
y  min 
– 2  
max 
2  
 
Для более точного построения графика находим его точки пересече-
ния с осями координат: 
0y =  ⇒ ( )23 0x x− =  ⇒ 1 0x = ,  2,3 3x = ±  
0x =  ⇒ 0y = . 
Таким образом, точки (0; 0), ( )3; 0− , ( )3; 0  являются точками пе-
ресечения графика с осями координат. 
– 1 1 
+ – – y′  
x 
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Учитывая полученные результаты, строим график функции. 
 
 
 
 
 
 
 
 
 
20. ( )223 4y x= − . 
Решение: 
1. D(y) = R. 
2. ( ) ( ) ( )( )
2 1
2 23 3
3 2 3
2 4 44 4 2
3 3 2 23 4
x xy x x x
x xx
−
′ 
′  = − = − ⋅ = = ⋅
 
− +
− 
. 
 
1 0x = , 
2 2x = + , 
3 2x = −   – критические точки. 
 
( )min 2 0y − = , ( ) 3max 0 16y = , ( )min 2 0y = . 
 
x (– ∞; –2) – 2 (– 2; 0) 0 (0; 2) 2 (2; +∞) 
y′ – ∞ + 0 – ∞ + 
y 
 min 
0  
max 
3 16  
 
min 
0  
 
 
 
 
 
 
 
 
1 –1 0 3  3−  
2 
–2 
y 
x 
0 
–2 2 x 
y 
-2 0 
+ – – y′ + 
2 x 
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Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания первого и второго уровней). 
 
Уровень I 
C помощью производной первого порядка постройте график функ-
ции ( )y y x= . 
1) 2 33 2y x x= − − ; 
2) 3 216 12 5y x x= + − ; 
3) ( )4 21 8 1616y x x= − − + ; 
4) 3 22 3 4y x x= − − ; 
5) ( )31 128y x x= − ; 
6) 36 8y x x= − ; 
7) 4 3 24 4y x x x= − + ; 
8) 2 32 12 8y x x= − − ; 
9) 4 3 22y x x x= − + ; 
10) 2 32 3y x x= − − ; 
11) 3 22 9 12y x x x= + + ; 
12) 3 26 8y x x x= − + ; 
13) 4 22 1y x x= − + ; 
14) ( )3 21 3 54y x x= + − ; 
15) ( )3 227 54y x x= + −  
 
Уровень II 
C помощью производной первого порядка постройте график функ-
ции ( )y y x= . 
1) ( )3 4 1y x x= − ; 
2) ( )3 2y x x= − ; 
3) 3 21 2y x x= − + ; 
4) 3 22 3y x x= − ; 
5) 3 21 4 3y x x= − + + ; 
6) ( )233 3 2 6y x x= − − + ; 
7) ( )223 2 3y x x= − − ; 
8) ( )234 8 6 2y x x= + − + ; 
9) ( )236 2 4 8y x x= − − + ; 
10) ( )23 2 3y x x= − − ; 
11) 3 4 24 4y x x= − − + ; 
12) ( )( )23 1 2 2y x x x= − − − ; 
13) 3 4 26 9y x x= − + ; 
14) ( )233 4 8 16y x x= + − − ; 
15) ( )236 6 9 1y x x= + − + . 
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Обучающая задача. Найти наибольшее и наименьшее значения 
функции 4 22 5y x x= − +  на отрезке [– 2; 0]. 
Решение: Наибольшее и наименьшее значения непрерывной на от-
резке [– 2; 0] функции достигается или в критических точках этой функ-
ции, или в граничных точках  – 2  и  0  этого отрезка. 
Найдем критические точки: 
0y′ =  ⇔ 34 4 0x x− =  ⇒ 1 0x = ,  2 1x = − ,  3 1x = . 
В интервал (– 2; 0) попадает только точка 2 1x = − . Вычислим значе-
ние функции в точке 2 1x = −  и на концах интервала, т.е. в точках 0x =  и 
2x = − : 
( )1 4y − = ,  ( )0 5y = ,  ( )2 13y − = . 
Наибольшее из этих значений  13  является наибольшим на отрезке  
[–2; 0], а наименьшее  4  – наименьшим на этом отрезке. 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Найдите наибольшее и наименьшее значения функции на заданном 
отрезке. 
1) 2
44y x
x
= − − , [1; 4]. 
Ответ:  ( )наим. 1 1y y= = − ; ( )наиб. 2 1y y= = ; 
2) 3 3 8y x x= − − , [– 2; 0]. 
Ответ:  ( )наим. 2 10y y= − = − ; ( )наиб. 1 6y y= − = − ; 
3) 3 6 9y x x= − + , [– 1; 2]. 
Ответ:  ( )наим. 2 9 4 2y y= = − ; ( )наиб. 1 14y y= − = ; 
4) 2y x x= − , [0; 5]. 
Ответ:  ( )наим. 1 1y y= = − ; ( )наиб. 5 5 2 5y y= = − ; 
5) 3 3 7y x x= − − , [0; 2]. 
Ответ:  ( )наим. 1 9y y= = − ; ( )наиб. 2 5y y= = − ; 
6) 3 29 6
2
y x x x= − + , [– 1; 2]. 
Ответ:  ( )наим. 1 11,5y y= − = − ; ( )наиб. 1 2,5y y= = ; 
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7) 5 4 35 5 1y x x x= − + + , [– 1; 2]. 
Ответ:  ( )наим. 1 10y y= − = − ; ( )наиб. 1 2y y= = ; 
8) 4 28 3y x x= − + , [– 1; 2]. 
Ответ:  ( )наим. 2 13y y= = − ; ( )наиб. 0 3y y= = ; 
9) 3 26 9y x x x= − + , [0; 2]. 
Ответ:  ( )наим. 0 0y y= = ⊳; ( )наиб. 1 4y y= = ; 
10) 3 22 3 12y x x x= + − , [– 1; 2]. 
Ответ:  ( )наим. 1 7y y= = − ; ( )наиб. 1 13y y= − = ; 
11) 3 6y x x= − , [– 3; 4]. 
Ответ:  ( )наим. 3 9y y= − = − ; ( )наиб. 4 40y y= = ; 
12) 4 2 8y x x= − + + , [– 1; 7]. 
Ответ:  ( )наим. 2 2y y= = ; ( ) ( )наиб. 1 7 3y y y= − = = ; 
13) 2
4
4
xy
x
=
+
, [– 4; 2]. 
Ответ:  ( )наим. 2 1y y= − = − ; ( )наиб. 2 1y y= = ; 
14) 3 23 9y x x x= − − , [– 2; 0]. 
Ответ:  ( )наим. 2 2y y= − = − ; ( )наиб. 1 5y y= − = ; 
15) 2
10
1
xy
x
=
+
, [0; 3]. 
Ответ:  ( )наим. 0 0y y= = ; ( )наиб. 1 5y y= = . 
 
Уровень II 
Найдите наибольшее и наименьшее значения функции на заданном 
отрезке: 
1) 12 sin 2 3cos
2
y x x x= − + , [0; pi]; 
2) 2sin sin
6 6
y x xpi pi   = − + +   
   
, ;
2 2
pi pi 
−  
; 
3) 13 cos sin sin3
3
y x x x= + − , ; 0
2
pi 
−  
; 
4) 1 1cos2 cos4
2 4
y x x= − , [0; pi]; 
5) 2sin 2cosy x x= + , 3;
2 2
pi 
pi  
; 
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6) 2 24sin cos 3y x x x= + − , [– pi; 0]; 
7) 1 cos 2cos
2
xy x= + − , [3pi; 5pi]; 
8) ( )1 sin3 cos3
3
y x x= + , ;
6 2
pi pi 
  
; 
9) 1 sin 2 cos
2
y x x x= − − , [5pi; 7pi]; 
10) cos2 cos3cos
2 3
x xy x= − + , 0;
2
pi 
  
; 
11) sin 2 sin3sin
2 3
x xy x= + + , 0;
2
pi 
  
; 
12) 21 sin sin
4 2
xy x pi = − − − 
 
, [– 2pi; -pi]; 
13) ( )1 sin 4 6 sin 2
6
y x x= pi − + , ;
2
pi 
pi  
; 
14) 11 sin cos2
2
y x x= − − , 0;
2
pi 
  
; 
15) cos2 cos3 cos4
2 3 4
x x xy = + + , ; 0
2
pi 
−  
. 
 
Уровень III 
1) Найдите наибольшее и наименьшее значения функции  xy x=  на 
заданном промежутке  0,1 x≤ ≤ +∞ . 
2) Найдите наибольшее и наименьшее значения функции 
3 1y x x= − ⋅ +  на заданном отрезке  0 4x≤ ≤ . 
3) Докажите неравенство  ( )22 arctg ln 1x x x≥ + .  
Указание: исследуйте на экстремум функцию ( )22 arctg ln 1y x x x= − + . 
4) Докажите неравенство  ( )
2
ln 1
2
x
x x+ ≥ − ,  0x ≥ . 
 
Обучающая задача. Найти угловой коэффициент прямой, прохо-
дящей через точку  М(1; 2) и отсекающей от 1-го координатного угла тре-
угольник наименьшей площади. 
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Решение: Пусть  АВ – искомая прямая, ОА = y,  OB = x, tgk = α  – 
угловой коэффициент прямой. Тогда 
yk
x
= −  (т.к. tg tgα = − β , 
tg OA y
OB x
β = = ). 
Имеем задачу с двумя неизвестными  x  и  y. Выразим  y  через  x, ис-
пользуя тот факт, что точка  М  лежит на прямой  АВ: 
из  ∆СМВ ⇒ tg MC
CB
β =  ⇒ 
2
1
y
x x
=
−
 
2
1
xy
x
=
−
 ⇒ 
2
tg
1x
α = −
−
,  1 0x − > . 
 
Для нахождения  x  воспользу-
емся тем, что площадь ∆АОВ  наи-
меньшая: 
( )
22
2 2 1 1AOB
xy x x xS
x x
⋅
= = =
− −
△ ,  ( )
2
1
xS x
x
=
−
. 
Исследуем функцию  S(x)  на экстремум: 
( ) ( )( ) ( )
( )
( )
2 2
2 2 2
2 1 22
1 1 1
x x x x xx xS x
x x x
− − −
−
′ = = =
− − −
. 
Критическими точками функции являются точки 1 0x = , 2 2x = . Но 
при 1 0x =  задача теряет смысл. При переходе через точку 2 2x =  произ-
водная меняет знак с  «–»  на  «+». 
Отметим, что на промежутке ( )1;x∈ + ∞  функция имеет единствен-
ный экстремум. Следовательно, в точке  2 2x =   S(x)  имеет минимум.  
Тогда  
2
2
tg 2
1 xx =
α = − = −
−
. 
 
A(0; y) 
y 
x 
M(1; 2) 
B(x; 0) 0 
2 
1 
β α 
 
C 
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Преподаватель у доски решает со всей аудиторией. 
Упражнение. Функция задана графически. Укажите интервалы из-
менения  х, на которых выполнены следующие условия: 
а) ( ) 0y x′′ ≥ ; 
 
б) ( )( )
0
0
y x
y x
′ <

′′ <
; 
 
в) 
( )
( )
( )
0
0
0
y x
y x
y x
>

′ >

′′ >
. 
 
Упражнение. Найдите интервалы выпуклости: 
а) вниз, 
б) вверх 
графика функции 5y x x= − . Чему равны координаты точки перегиба? 
 
 
 
 
 
 
 
 
 
 
 
Кривая выпукла вниз (вверх) на (а; b), ес-
ли все ее точки  лежат выше (ниже) любой  
ее касательной на (а; b). 
 
Достаточное условие выпуклости на (а; b) 
1. ( ) 0y x′′ >  ⇒ ( )y y x=  – выпукла вниз, 
2. ( ) 0y x′′ <  ⇒ ( )y y x=  – выпукла вверх 
 
Точка ( )( )0 0 0,M x y x , в которой 
меняется направление выпуклости, 
называется точкой перегиба. 
 
Достаточное условие существо-
вания точки перегиба:  
1. ( )0 0y x′′ =  или ( )0y x′′ ∃ , 
2. ( )0y x′′  меняет знак при перехо-
де через точку 0x  
Достаточное условие суще-
ствования точки экстремума : 
1. ( )0 0y x′ = , 
2. ( )0 0y x′′ ≠ , то 0x  – точка 
экстремума, причем, если 
( )0 0y x′′ < , то 0x  – точка max, 
( )0 0y x′′ > , то 0x  – точка min 
Достаточное условие существования точки 
экстремума и точки перегиба с использовани-
ем 
( )ny : 
Пусть ( ) ( ) ( ) ( )10 0 0... 0ny x y x y x−′ ′′= = = = , 
( )
( )
0
0n
x
y ≠ , тогда если  
1. n – нечетное число, то 0x  – абсцисса точки 
перегиба, 
2. n – четное число, то 0x  – точка экстремума, 
причем, если 
( ) ( )0 0ny x > , то 0x  – точка min, 
( ) ( )0 0ny x < , то 0x  – точка max 
0 1 4 6 
y 
x 3 5 2 
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Обучающая задача. Исследовать поведение функций в окрестно-
сти точки 0 0x = : 
10. 
2
cos
4
xy x= + . 
Решение:  
sin
2
xy x′ = −  ⇒ ( )0 0y′ =  при 0 0x =  и 0 0x =  – критиче-
ская точка функции. Выяснить, меняет ли y′  знак в окрестности точки 
0 0x = , непросто. Поэтому исследуем поведение функции в этой точке с 
помощью второй производной: 
1
cos
2
y x′′ = −  ⇒ ( ) 1 10 1 0
2 2
y′′ = − = − < . 
Так как ( )0 0y′′ < , то функция  у  в точке 0 0x =  имеет локальный 
максимум: 
( )
2
max
00 cos0 1
4
y = + = . 
 
20. sin sh 2y x x x= + − . 
Решение: 
( ) cos ch 2y x x x′ = + −  ⇒ ( )0 1 1 2 0y′ = + − = . 
( ) sin shy x x x′′ = − +  ⇒ ( )0 sin 0 sh 0 0y′′ = − + = . 
Так как ( )0 0y′′ = , то вычисляем ( ) ( )0ny  до первой производной, от-
личной от нуля: 
( ) ch cosy x x x′′′ = −  ⇒ ( )0 1 1 0y′′′ = − + = ; 
( ) ( )4 sh siny x x x= +  ⇒ ( ) ( )4 0 0 0 0y = + = ; 
( ) ( )5 ch cosy x x x= +  ⇒ ( ) ( )5 0 1 1 2 0y = + = ≠ . 
Первая, отличная от нуля производная – нечетного порядка (n = 5). 
Следовательно, 0 0x =  – точка перегиба функции. 
 
Преподаватель работает у доски со всей аудиторией. 
Упражнение. Пусть 0x  – критическая точка функции. При выпол-
нении каких из следующих условий функция в точке 0x  будет иметь: 
а) минимум;  б) максимум;  в) перегиб. 
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а) ( )( )
0
0
0,
0;
y x
y x
′′ =

′′′ >
 
б) ( )0 0y x′′ > ; 
в) 
( )
( )
( ) ( )
0
0
4
0
0,
0,
0;
y x
y x
y x
 ′′ =

′′′ =

<
 
г) ( )0 0y x′′ < ; 
д) 
( )
( )
( ) ( )
( ) ( )
0
0
20
0
21
0
0,
0,
.................,
0,
0.
y x
y x
y x
y x

′′ =
 ′′′ =



=

<
 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Исследуйте поведение функции  у  в окрестности точки  0x : 
1) 2sin shy x x x= − − , 0x = 0; Ответ: ( )max 0 0y = ; 
2) ( ) 22sin 1 3y x x= + + + , 0x = – 1; Ответ: ( )min 1 4y − = ; 
3) 2arctg shy x x x= + − , 0x = 0; Ответ: ( )min 0 0y = ; 
4) 2 1xy x e −= + − , 0x = 2; Ответ: ( )min 2 2y = ; 
5) ( )33 cos 1y x x x= − + − , 0x = 1; Ответ: ( )max 1 3y = ; 
6) cos arctgy x x x= − − , 0x = 0; Ответ: ( )min 0 1y = − ; 
7) 21 ch cosy x x x= − − + , 0x = 0; Ответ: ( )max 0 2y = ; 
8) 2shy x x x= − − , 0x = 0; Ответ: ( )max 0 0y = ; 
9) 2 arctg 2 1xy e x= − + , 0x = 0; Ответ: ( )min 0 2y = ; 
10) 12 xy x e += − − , 0x = – 1; Ответ: ( )max 1 4y − = − ; 
11) ( )
2
sh 1
2
xy x= − − , 0x = 1; Ответ: ( )max 1 0,5y = − ; 
12) 2ch cos 3y x x x= + + + , 0x = 0; Ответ: ( )min 0 5y = ; 
13) arctg xy x e= − , 0x = 0; Ответ: ( )max 0 1y = − ; 
14) 
3
4
3
x xy e x= + − + , 0x = 0; Ответ: ( )min 0 5y = ; 
15) ( )22 sh 2xy e x−= + − − , 0x = 2; Ответ: ( )min 2 3y = . 
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Уровень III 
Исследуйте поведение заданных функций в окрестности точки 0x . 
1) ( ) 2
1
0, 0, 0
0, 0
xe xy x x
x
−

 ≠= =
 =
; 
2) ( ) 2
1
0, 0, 0
0, 0
xxe xy x x
x
−

 ≠= =
 =
; 
3) ( ) 0
12 cos , 0
, 0
0, 0
x x
y x xx
x
  
+ ≠  
= = 

=
. 
 
Домашнее задание 
1. Изучить тему «Вертикальные и наклонные асимптоты графика 
функции. Общая схема исследования и построения графика функции». 
2. C помощью производной первого порядка постройте графики 
функций: 
1) 3 216 12 4y x x= − − . 2) 3 2 4 3y x x= + + . 
3. Найдите наибольшее и наименьшее значения функции 
2 16 16y x
x
= + −  на заданном отрезке [1; 4]. 
Ответ: ( )наим. 2 4y y= = − ;  ( )наиб. 4 4y y= = . 
4. Найдите наибольшее и наименьшее значения функции  
2sin sin 2y x x= +  на заданном отрезке  30;
2
 
pi  
. 
5. Исследуйте поведение функции 1 3xy e x− += + +  в окрестности 
точки  0x = 1. 
Ответ:  ( )min 1 5y = . 
6. Выполнить пятое и шестое задания из внеаудиторной контроль-
ной работы. 
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VIII. Вертикальные и наклонные асимптоты графика функции. 
Общая схема исследования и построения графика функции 
 
При изучении теории пределов мы уже проводили исследование 
функции по упрощенной схеме и строили графики. Важным математиче-
ским инструментом для построения графика являются асимптоты. Напо-
минаем, что если хотя бы один из односторонних пределов 
0 0
lim
x x
y
+→
  или 
0 0
lim
x x
y
−
→
 равен  ∞ , то прямая 0x x=  является вертикальной асимптотой 
графика. Если же ( )lim
x
y x A
→+∞
= , то прямая  у = А – горизонтальная асим-
птота графика при x → +∞  (аналогично при x → −∞ ). График функции 
при x → +∞  или x → −∞  может иметь наклонные асимптоты. 
 
 
 
 
 
 
Преподаватель у доски выполняет со всей аудиторией. 
Упражнение. Найдите 
а)  вертикальную, б)  наклонную  
асимптоты графика функции 
22 1xy
x
+
= . 
Полное исследование функции будем проводить по следующей схеме: 
1. Найти область определения функции D(y). 
2. Найти множество значений функции  E(y) (если это возможно). 
3. Выделить особенности функции (четность, нечетность, периодич-
ность). Если функция четная, исследование проводим для 0x ≥ . Для не-
четной функции – также. Если функция периодическая, исследование про-
водится на основном периоде. 
4. Исследовать поведение функции на концах интервалов из области 
определения с помощью пределов. Сделать выводы о непрерывности функ-
ции, характере точек разрыва, вертикальных и горизонтальных асимптотах. 
5. Найти промежутки монотонности, точки экстремума. 
6. Найти промежутки выпуклости и вогнутости и точки перегиба. 
7. Найти наклонные асимптоты. 
8. Определить точки пересечения графика с осями координат, для 
этого положить:  
0x =  – точка пересечения с осью ординат, 
0y =  – точка пересечения с осью абсцисс. 
Наклонные асимптоты графика ( )y f x=  при  x → ±∞: 
y kx b= + , где  
( )lim
x
f x
k
x→±∞
= , ( )( )lim
x
b f x kx
→±∞
= −  
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9. Построить график. 
10. Если есть необходимость, составить таблицу дополнительных 
точек. 
Обучающая задача. Исследовать функцию 
2 1
1
x xy
x
− +
=
−
 и постро-
ить ее график. 
Решение.  
1. ( ) ( ) ( );1 1;D f = −∞ + ∞∪ . 
2. Так как область определения функции не является симметричным 
множеством, то функция не является ни четной, ни нечетной. Функция не 
является также периодической. 
3. 
2 21lim lim lim
1x x x
x x x
x
x x→±∞ →±∞ →±∞
− +
= = = ±∞
−
. Таким образом, функция 
горизонтальных асимптот не имеет.  
Изучим поведение функции в окрестности точки  1x = . 
2
1 0
1 3lim
1 0x
x x
x→ −
− +
= = −∞
− −
,    
2
1 0
1 3lim
1 0x
x x
x→ +
− +
= = +∞
− +
. 
Значит, 1x =  – точка разрыва функции ⇒  прямая 1x =  – вертикальная 
асимптота.  
4. Находим критические точки. 
( )
2 2
2
1 2
1 1
x x x xy
x x
′ 
− + −
′ = =  
−
− 
,  0y′ =    ⇔   2 2 0x x− =    ⇒   1 0x = ,  2 2x = . 
 
Заметим, что точка 1x = , в которой y′  бесконечна, не является критиче-
ской точкой, так как 1x =  не входит в область определения. 
 
x (–∞; 0) 0 (0; 1) (1; 2) 2 (2; +∞) 
y′  + 0 – – 0 + 
y  max 
–1  
 min 
3 
 
 
y' 
x 
+ 
– 
+ 
–
- 0 1 2 
( )max 0 1y = −
,     
( )min 2 3y =
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5. Вычисляем y′′ : 
( )
( )( ) ( )( )
( ) ( )
2 22
2 4 3
2 2 1 2 1 22 2
1 1 1
x x x x xx xy
x x x
′  − − − − −
−
′′  = = =
 
− − − 
. 
Так как 0y′′ ≠ , то график не имеет то-
чек перегиба. График выпуклый вверх на ин-
тервале ( – ∞; 1), вниз – на интервале  
(1; + ∞). 
6. Найдем наклонные асимптоты графика y kx b= + : 
( )
2 2
2
1 1lim lim 1
1x x
x x x xk
x x x x→±∞ →±∞
− + − +
= = =
−
−
, 
2 1 1lim lim 0
1 1x x
x xb x
x x→±∞ →±∞
 
− +
= − = =  
− − 
. 
y x=  – наклонная асимптота графика при x → ±∞ . 
7. Если 0x = , то 1y = − . Если 0y = , то 2 1 0x x− + =  ⇒ x∈∅  (так 
как дискриминант отрицательный). Следовательно, график имеет только 
одну точку пересечения с осью Оу (0; – 1). 
8. Учитывая полученные результаты, строим график функции. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
+ 
1 
– 
x 
1 
1 
–1 
2 
2 
3 
y 
x 
0 
 307 
Выполнить (самостоятельно, каждому свой вариант, студент у 
доски выполняет свое задание, по желанию третий уровень выполня-
ется для получения оценки «10»). 
 
Уровень I 
Исследуйте функцию ( )y f x=  и постройте ее график: 
1) 3
3 2xy
x
−
= ; 
2) 
3
2
32xy
x
−
= ; 
3) 4
1
1
y
x
=
−
; 
4) ( )2
4
1
xy
x
=
+
; 
5) 
3
2
1 2xy
x
−
= ; 
6) ( )
2
2
1x
y
x
−
= ; 
7) 
2 4 1
4
x xy
x
− +
=
−
; 
8) 
2 3 3
1
x xy
x
− +
=
−
; 
9) 
2
2
4
3
xy
x
=
+
; 
10) 2
4
2 3
y
x x
=
+ −
; 
11) 
4
3
3 1xy
x
+
= ; 
12) ( )( )2
8 1
1
x
y
x
−
=
+
; 
13) 2
8
4
xy
x
−
=
+
; 
14) 
3
2
4xy
x
−
= ; 
15) 2
2
2
y
x x
=
+
; 
16) 2
4
3 2
y
x x
=
+ −
. 
 
Уровень II 
Исследуйте функцию ( )y f x=  и постройте ее график: 
1) ( )23 1y x x= − ; 
2) ( )23 1y x x= − ; 
3) ( )23 6y x x= + ; 
4) ( )23 4y x x= + ; 
5) ( )( )23 1 4 4y x x x= + − + ; 
6) ( )( )23 2 1 3y x x x= − + − ; 
7) ( )23 3y x x= − ; 
8) ( )23 2 1y x x x= + + ; 
9) ( )( )23 6 9 1y x x x= − + + ; 
10) 3 3 22y x x x= − + ; 
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11) 3 3 212 36y x x x= − + ; 
12) ( )23 2y x x= − ; 
13) ( )( )23 3 6 6y x x x= + + + ; 
14) ( )( )23 4 4 4y x x x= − − − + ; 
15) ( )223 4 3y x x= − + ; 
16) ( ) ( )23 2 3y x x= − − − . 
 
Уровень III 
Исследуйте функцию ( )y f x=  и постройте ее график: 
1) 
3
1
3
xy x
x
= − +
+
; 2) 3 2 1
xy
x
=
−
. 
 
Обучающая задача. Исследовать функцию ( ) 32 xy x e −= −  и по-
строить ее график. 
Решение.  
1. ( ) ( );D f = −∞ + ∞ . 
2. ( ) ( ) 32 xy x x e +− = − − ⋅  ⇒ функция ни четная, ни нечетная. 
3. Так как функция  у  непрерывна при всех x∈ℝ , то ее график не 
имеет вертикальных асимптот.  
Вычислим ( ) ( )( )3lim 2 x
x
x e −
→−∞
− = −∞ +∞ = −∞ . Значит, на −∞  функция 
горизонтальных асимптот не имеет. 
Вычислим ( ) ( )3lim 2 0x
x
x e −
→+∞
− = +∞ ⋅ =
 
( )
( )
( )
( ) 33 3
2 2 1lim lim 0
xxx xx
x x
ee e
−
−→+∞ →+∞
−
′
− −
= = =
′
. 
Значит, на +∞  функция имеет горизонтальную асимптоту  0y = . 
4. Исследуем функцию на экстремум. 
( ) ( )3 3 32 3x x xy e x e x e− − −′ = − − = − ,  0y′ =  ⇒ 3x = . 
 
x (– ∞; 3) 3 (3; +∞) 
y′ + 0 - 
y  max 1 
 
 
– 
3 
+ 
x 
y′ 
( )max 3 1y =
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5. Находим точки перегиба: 
( ) ( )3 3 33 4x x xy e x e x e− − −′′ = − − − = − ,   
0y′′ =  ⇒ 4x = ;  ( ) 14 2y e−= . 
В точке 
24;
e
 
 
 
 график имеет перегиб. 
 
6. Найдем наклонную асимптоту графика y kx b= +  при   х→ – ∞. 
3 32 2lim lim lim 1x x
x x x
y xk e e e
x x x
− − +∞
→−∞ →−∞ →−∞
−  
= = = − = = +∞ = +∞ 
 
 ⇒ 
наклонной асимптоты при  х→ – ∞ 
график не имеет. 
7. 0x =  ⇒ 32y e= − ; y = 0 ⇒  
x = 2. График имеет две точки пересе-
чения с осями:  А(0; – 32e− ),   В(2; 0). 
8. Строим график функции. 
 
Выполнить (самостоятельно, каждому свой вариант, студент у 
доски выполняет свое задание, по желанию третий уровень выполня-
ется для получения оценки «10»). 
 
Уровень I 
Исследуйте функцию ( )y f x=  и постройте ее график: 
1) 
( )
( )
2 2
2 2
x
ey
x
+
=
+
; 
2) ( ) ( )2 12 1 xy x e −= − ⋅ ; 
3) 
xey
x
= ; 
4) ( ) 34 xy x e −= − ; 
5) 32ln 3xy
x
+
= − ; 
6) 
3
3
xey
x
+
=
+
; 
7) ( ) 21 xy x e += − + ; 
8) ( ) ( )2 12 3 xy x e− += + ; 
9) 6ln 1xy
x
+
= − ; 
10) 2 xy x e−= ; 
+ 
4 
– 
x 
y′′
 
4 
y 
x 
0 
1 
1 2 3 
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11) ( ) 23 xy x e −= − ; 
12) 
1
2
1
xey
x
−
= ⋅
−
; 
13) ln 3
2
xy
x
= +
−
; 
14) ( ) ( )2 12 1 xy x e += − + ; 
15) 
2
2
xey
x
−
=
−
; 
16) ln 1
5
xy
x
= −
+
. 
 
Уровень II 
Исследуйте функцию ( )y f x=  и постройте ее график. 
1) ( )ln cos siny x x= + ; 
2) 1
sin cos
y
x x
=
+
; 
3) ( )ln 2 cosy x= − ; 
4) arctgcosy x= − ; 
5) ( )ln sin cosy x x= − ; 
6) 2 sin xy e−= ; 
7) 1
sin cos
y
x x
=
−
; 
8) 3 siny x= ; 
 
9) ( )ln 2 siny x= − ; 
10) sin cosx xy e += ; 
11) ( )ln sin cosy x x= − − ; 
12) ( )2
1
sin cos
y
x x
=
−
; 
13) cos sinx xy e −= ; 
14) ( )ln cos siny x x= − ; 
15) arctgsiny x= ; 
16) sin cosarctg
2
x xy += . 
Уровень III 
Исследуйте функцию ( )y f x=  и постройте ее график: 
 
1) 2 2sinxy e x−= ⋅ ; 2) 
2
2
1
arccos
1
xy
x
−
=
+
. 
 
Домашнее задание 
1. Изучить тему «Физические и механические приложения диффе-
ренциального исчисления». 
2. Построить графики функций своего варианта из внеаудиторной 
контрольной работы. 
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IX. Физические и механические приложения дифференциаль-
ного исчисления 
 
Обучающая задача. Внешняя периодическая сила совершает ра-
боту по перемещению материальной точки, равную ( )1,5cos 2A t= − pi  (Дж). 
Найти мгновенную мощность, развиваемую этой силой в момент времени  
t = 0,125 c. 
Решение. Мгновенная мощность равна производной от работы по 
времени, т.е.  
dAP
dt
= . 
Ответ:  3,933 Вт. 
 
Обучающая задача. Найти силу тока в проводнике, если заряд, 
проходящий через поперечное сечение проводника, изменяется по закону 
ktq At e−= +  (Кл). 
Решение. Силой тока называется скалярная величина, численно 
равная заряду, переносимому носителями заряда через рассматриваемую 
поверхность (например, через поперечное сечение проводника) в единицу 
времени:  
dqI
dt
= . 
Ответ:  ktI A k e−= − ⋅ . 
 
Обучающая задача. Сила тока в проводнике изменяется по закону 
25
0
tI I e−= (А). Найти скорость изменения тока в проводнике. 
Решение. Скорость изменения любой физической величины равна 
производной от этой величины по времени. В задаче требуется найти ско-
рость изменения величины тока 
dI
dt
. 
Ответ:  
25
010
tdI I t e
dt
−
= − ⋅ ⋅ (A/c). 
 
Обучающая задача. Поток вектора индукции магнитного поля, 
пронизывающего плоский замкнутый проводящий контур, изменяется по 
закону 32 10 cos10BФ t
−
= ⋅ pi  (Вб). Найти электродвижущую силу индукции 
iε   в контуре в момент времени  t = 0,15 c. 
Решение. Согласно закону электромагнитной индукции электро-
движущая сила индукции iε  в контуре равна скорости изменения потока 
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вектора индукции BФ , пронизывающего этот контур, взятой с обратным 
знаком: Вi
dФ
dt
ε = − . 
Ответ:  36,28 10 B−− ⋅ . 
 
Обучающая задача. В магнитном поле, индукция которого В = 0,3 Тл 
и направление вектора индукции совпадает с направлением оси  Z, вдоль 
оси  Y  расположен проводящий стержень длиной  l  таким образом, что се-
редина стержня совпадает с началом координат. В момент времени  t = 0  
стержень начинает перемещаться с ускорением  а = 2м/c2  вдоль оси  X, ос-
таваясь параллельным оси  Y. Найти разность потенциалов, возникающую 
между концами движущегося проводящего стержня к концу четвертой се-
кунды с момента начала движения. 
Решение. При пересечении потока магнитной индукции отрезком 
проводника на концах проводника возникает разность потенциалов, кото-
рая прямо пропорциональна скорости пересечения магнитного потока про-
водником при его движении, т.е. выполняется закон  В
dФ
dt
ϕ = −△ . 
В данном случае проводник при своем движении пересекает пло-
щадь  
2
2
atS lx l= = , т.е. пересекает магнитный поток  
2
2В
at
Ф Bl= . 
Ответ:  − 1,2 В. 
 
Обучающая задача. Кольцо радиусом  R  из проволоки равномер-
но заряжено и несет заряд  q. Определить, на каком расстоянии  r  от цен-
тра кольца напряженность электрического поля на оси кольца будет мак-
симальной. 
Решение. Напряженность поля, создаваемого равномерно заря-
женным кольцом в точках на его оси, определяется формулой  
( )32 2 204
qrE
R r
=
piε ε +
, 
где   120 8,85 10
−ε = ⋅  Ф/м;  ε = 1 (для вакуума). 
Ответ:  при  
2
R
r = . 
 
Следующие задачи решаются студентами у доски. 
1. Определить, при каком внешнем сопротивлении  R  сила тока в 
электрической цепи максимальна. Найти максимальную силу тока. 
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Указание. Сила тока в замкнутой электрической цепи изменяется 
по закону Ома  I
R r
ε
=
+
, где ε – электродвижущая сила источника тока;   
r – его внутреннее сопротивление; R – сопротивление внешней цепи. 
Ответ:  maxI I
r
ε
= =
  при  R = 0. 
2. Однородный тонкий стержень длиной  l  и массой  m  расположен 
относительно вертикальной оси ZZ ′ , проходящей через его 
центр, таким образом, что ось стержня образует с осью ZZ ′  
угол  ϕ. Определить, при каком значении угла φ момент инер-
ции стержня относительно оси ZZ ′  максимален. 
Указание. Момент инерции однородного тонкого 
стержня длиной  l  и массой  m  относительно оси, проходящей 
через его центр масс и составляющий угол  ϕ  с осью стержня, 
2 2
,
1
sin
12Z Z
J ml
′
= ϕ . 
Ответ:  при  
2
piϕ = . 
3. В жестком контуре, индуктивность которого  L = 0,01 Гн, сила то-
ка изменяется по закону 0,2cos50I t= pi  (А). Получить закон изменения 
электродвижущей силы самоиндукции в этом контуре, определить макси-
мальное значение электродвижущей силы самоиндукции. 
Указание. Явление возникновения электродвижущей силы индук-
ции за счет изменения собственного магнитного потока, создаваемого то-
ком в контуре, называется самоиндукцией. Электродвижущая сила само-
индукции в жестком контуре при отсутствии ферромагнетиков равна про-
изведению индуктивности контура  L  и скорости изменения тока в конту-
ре, взятому с обратным знаком:  
dIL
dt
ε = − . 
Ответ:  0,1 sin50 tε = pi pi . 
4. Выполнить седьмое задание из внеаудиторной контрольной рабо-
ты (преподаватель консультирует каждого студента). 
 
Домашнее задание 
1. Изучить тему «Дифференциалы высших порядков. Формула Тей-
лора, ее приложение к приближенным вычислениям». 
φ 
Z 
Z ′
 
l 
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2. Уравнение движения точки дано в виде sin
6
x t
pi 
=  
 
. Найти мо-
менты времени, в которые достигаются максимальная скорость и макси-
мальное ускорение. 
Указание. Скоростью материальной точки называется вектор, рав-
ный производной по времени от радиус-вектора, проведенного от начала 
координат в точку пространства, в которой в данный момент времени на-
ходится движущаяся материальная точка:  
dr
v
dt
= . 
Ускорением называется вектор, равный производной от вектора ско-
рости материальной точки по времени,  
dv
a
dt
= . 
Проекции вектора скорости на оси координат находятся как произ-
водные от координат по времени:  x
dx
v
dt
= ; y
dy
v
dt
= ; z
dz
v
dt
= . 
Проекции вектора ускорения на оси координат: 
x
x
dv
a
dt
= ; yy
dv
a
dt
= ; zz
dv
a
dt
= . 
Ответ:  maxv v=    при  t = 0, 6, 12, 18, … c; 
 maxa a=   при  t = 3, 9, 15, … с. 
 
3. В центре квадратной комнаты площадью 25м2 висит лампа. Счи-
тая лампу точечным источником света, найти на какой высоте от пола 
должна находиться лампа, чтобы освещенность пола в углах комнаты была 
наибольшей. 
Указание. Освещенность  Е  находится по формуле 2 cos
IE
r
= α , 
где  I – сила света источника;  r – расстояние от источника до площадки, на 
которой определяется освещенность;  α – угол падения лучей. 
Сторона квадратного пола  b, половина диагонали пола  а  и высота  
h  лампы над полом связаны соотношением sin tg
2
b
a r h= α = = α , поэто-
му можно записать:  22 cos sin
IE
a
= α α . 
Для решения задачи удобнее сначала найти угол  α, при котором ос-
вещенность в углах комнаты будет максимальной, а затем, используя со-
отношение  
tg 2 tg
a bh = =
α α
, определить  h. 
Ответ:  2,5 м. 
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4. Две световые волны одинаковой частоты с колебаниями светово-
го вектора одного направления 
( )1 1 1cosE A t kx a= ω − +  и ( )2 2 2cosE A t kx a= ω − +  
складываются в одной точке пространства. Получить выражения для раз-
ности фаз 1 2a aδ = − , определяющие условия интерференционных макси-
мумов и минимумов интенсивности света. 
Указание. Интерференцией света называется явление перераспре-
деления интенсивности света при сложении когерентных волн в части про-
странства, в результате чего наблюдается устойчивая картина с выражен-
ными максимумами интенсивности в одних точках пространства и мини-
мумами – в других. Когерентными называются волны, разность фаз коле-
баний которых в точке встречи остается постоянной, т.е. 
1 2 constδ = α − α = . 
При сложении колебаний одинаковой частоты и одного направления 
амплитуда результирующего колебания ( )2 21 2 1 2 1 22 cosA A A A A= + + α − α . 
Колебательное движение материальной точки относительно точки  О  
вдоль оси  Х  может быть представлено в 
виде вектора амплитуды  А, построенного 
в полярных координатах таким образом, 
что его длина численно равна амплитуде 
гармонических колебаний, а начальный 
угол ϕ0  в момент времени t = 0 равняется 
начальной фазе гармонических колебаний, 
т.е. 0 0cosx A= ϕ . 
При вращении вектора амплитуды с частотой 0
2
T
pi
ω =
 его проекция 
на ось  Х  изменяется со временем по закону ( )0 0cosx A t= ω + ϕ , т.е. опи-
сывает гармонические колебания материальной точки относительно точки 
О, происходящие вдоль оси  Х. 
Ответ:  условие максимумов: 2kδ = ± pi , условие минимумов: 
( )2 1kδ = ± + pi , где  k = 0, 1, 2, … 
 
O X x x0 
ω0t 
φ0 
A 
A 
 316 
X. Дифференциалы высших порядков. Формула Тейлора, ее 
приложение к приближенным вычислениям 
 
1. Дифференциалы высших порядков 
 
( )2d y d dy= , ( )3 2 , ,d y d d y= …  ( )1n nd y d d y−=  
Если  х – независимая переменная, то 
 
2 2d y y dx′′= , 3 3d y y dx′′′= , …, 
( )nn nd y y dx=  
(т.к. dx x= ∆  – произвольное число, не-
зависящее от  х!) 
Если  х – зависимая переменная, т.е. 
( )x x t= , то 2 2xxd y y dx′′≠  (неинвариант-
ность формы 2d y ) 
( )2 2x x x
vu
d y d y dx d y dx y d x ′ ′ ′= = ⋅ + = 
 ⌣⌣
 
2 2
xx xy dx y d x′′ ′= +  
 
Преподаватель выполняет со всей аудиторией. 
Упражнение. Какое из следующих выражений является диффе-
ренциалом второго порядка функции  32y x x= + : 
а) ( )2 26 1x dx+ ; 
б) 12xdx ; 
 
в) 212xdx ; 
г) 212xd x . 
Упражнение. Чему равны дифференциалы:  
а) 2d y ; б) 3d y  
функции  xy e−=   при  0 0x = ,  0,1x∆ = ? 
 
2. Формула Тейлора. Формула Тейлора в произвольной точке 
 
Формула Тейлора позволяет приближенно представить (аппрокси-
мировать) произвольную функцию ( )y x  в виде одной из самых простых 
функций – многочлена и оценить возникающую при этом погрешность. 
Поэтому формула Тейлора является одной из важнейших формул матема-
тического анализа, которая применяется и как тонкий инструмент теорети-
ческих исследований, и как средство решения многих практических задач. 
Обозначим  ( )0бU x  – окрестность точки 0x . 
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Упражнение. Функция ( )y x  разложена по формуле Тейлора: 
( ) ( ) ( ) ( ) ( )2 5 51 2 1 3 1 7 1y x x x x R x= − + + + − + + . 
Чему равен порядок этой формулы Тейлора? В окрестности какой 
точки  x0  записано это разложение? Чему равно ( )0y x ? 
Обучающая задача. Написать формулу Тейлора 3-го порядка для 
функции ( ) 1y x
x
=  в окрестности точки  0 2x =   с остаточным членом: 
10. в форме Лагранжа, 20. в форме Пеано. 
Решение: Другими словами, надо представить функцию ( ) 1y x
x
=   
в виде многочлена 3-й степени относительно  ( )2x − : 
( ) ( ) ( )
( )
( )2 30 1 2 3 31 2 2 2
nP x
a a x a x a x R x
x
= + − + − + − +
	

         (*) 
Если ( )y x  имеет ( )1ny +  в ( )0бU x , то для ( )0бx U x∀ ∈  верна формула Тейлора 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
( )
( )20 0 00 0 0 0...1! 2! !
n
n
n
P xn
y x y x y x
y x y x x x x x x x R x
n
′ ′′
= + − + ⋅ − + + ⋅ − +
	

 
( ) ( ) ( ) ( )20 1 0 2 0 0... nn nP x a a x x a x x a x x= + ⋅ − + ⋅ − + + ⋅ −  – многочлен Тейлора, 
где    
( ) ( )0
!
k
k
y x
a
k
=   
( )nR x  – остаточный член. 
( ) ( ) ( )n ny x P x R x= +  – формула Тейлора порядка  n  в точке x0. 
( ) ( ) ( ) ( )0 0 , 0,1,2,3,...,k kny x P x k n= =  
Остаточный член ( ) ( )nR x  формулы Тейлора 
( )
( ) ( )
( ) ( )
1
1
01 !
n
n
n
y c
R x x x
n
+
+
= ⋅ −
+
, 
где ( )0 ,c x x∈  – в форме Лагранжа 
( ) ( )( )00 nnR x x x= −  – в форме Пеано 
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Коэффициенты 0a , 1a , 2a , 3a  многочлена Тейлора вычисляем по 
формуле  
( ) ( )2
!
n
n
y
a
n
= : 
( )
2
1 12
2x
y
x
=
= = , ( ) 2
2
1 12
4x
y
x
=
′ = − = − , ( ) 3
2
2 12
4x
y
x
=
′′ = = , ( ) 4
2
6 32
8x
y
x
=
′′′ = − = − . 
( )0 12 2a y= = ,  
( )
1
2 1
1! 4
y
a
′
= = − ,  
( )
2
2 1
2! 8
y
a
′′
= = ,  
( )
3
2 1
3! 16
y
a
′′′
= = − . 
Подставляя их в формулу (*), получим 
( ) ( ) ( ) ( )2 3 31 1 1 1 12 2 22 4 8 16x x x R xx = − − + − − − + . 
Вычислим теперь остаточный член ( )3R x : 
10. В форме Лагранжа: 
( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
44
4 44
3 5 5 5
224 242 2
4! 4!
y c x
R x x y x x
x c c
+
= + = = = + =
⋅
, 
где   ( )2,c x∈ ; 
20. в форме Пеано: 
( ) ( )( )33 0 2R x x= − . 
 
Преподаватель выполняет со всей аудиторией 
Упражнение. Не дифференцируя ( )y x , найдите производные 
( )1y′ − ,  ( )1y′′ − ,  ( )1y′′′ −   функции 
( ) ( ) ( ) ( ) ( )2 5 51 2 1 3 1 7 1y x x x x R x= − + + + − + + . 
 
Упражнение. Пусть ( )4P x  – многочлен Тейлора в точке 0 0x =  
функции ( ) 2xy x e= . Не составляя его, найдите ( )4 0P , ( )4 0P ′ , ( )4 0P ′′ . 
Упражнение. Какое из следующих выражений является формулой 
остаточного члена ( )2R x  функции ( )
4
4
xy x =  в точке 0 1x = : 
а)  в форме Лагранжа,   б)  в форме Пеано: 
 
1) ( )( )20 1x + ; 
2) ( )( )20 1x − ; 
3) ( )( )30 1x − ; 
4) ( )31c x − ; 
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5) ( )
2
33 1
2
c
x − ; 6) ( )36 1c x − . 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Разложите функцию ( )y x  по формуле Тейлора заданного порядка  n  
в окрестности точки  0x   с остаточным членом в форме Лагранжа: 
1) 3y x= − , 0 4x = , 2n = . 
Ответ:   
( ) ( ) ( )
2
2
4 4
1
2 8
x x
R x
− −
+ − + ; 
2) ( )ln 3y x= + , 0 2x = − , 3n = . 
Ответ:   ( ) ( ) ( ) ( )
2 3
3
2 2
2
2 3
x x
x R x
+ +
+ − + + ; 
3) 3
1y
x
= , 0 1x = − , 3n = . 
Ответ:   ( ) ( ) ( ) ( )2 3 31 3 1 6 1 10 1x x x R x− − + − + − + + ; 
4) 3
1y
x
= , 0 8x = , 2n = . 
Ответ:   
( ) ( ) ( )
2
2
8 81
2 48 576
x x
R x
− −
− + + ; 
5) 2cosy x= , 0 4x
pi
= , 3n = . 
Ответ:   ( )
3
3
2
1 4
2 4 3
x
x R x
pi 
− pi   
− − + + 
 
; 
6) 2x xy e += , 0 1x = − , 2n = . 
Ответ:   ( ) ( ) ( )
2
2
1
1 1
2
x
x R x
+
− + + + ; 
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7) 
1
xy
x
=
−
, 0 2x = , 3n = . 
Ответ:   ( ) ( ) ( ) ( )2 3 32 2 2 2x x x R x− − + − − − + ; 
8) 2y x= + , 0 1x = − , 2n = . 
Ответ:   
( ) ( ) ( )
2
2
1 1
1
2 8
x x
R x
+ +
+ − + ; 
9) 2siny x= , 0 4x
pi
= , 3n = . 
Ответ:   ( )
3
3
2
1 4
2 4 3
x
x R x
pi 
− pi   + − − + 
 
; 
10) tgy x= , 0 0x = , 3n = . 
Ответ:   ( )
3
33
x
x R x+ + ; 
11) 4
4 3
xy
x
=
+
, 0 1x = − , 2n = . 
Ответ:   ( ) ( ) ( )2 24 12 1 48 1x x R x+ + + + + ; 
12) ( )2ln 4 3y x= − , 0 1x = , 2n = . 
Ответ:   ( ) ( ) ( )2 28 1 28 1x x R x− − − + ; 
13) 25y x= − , 0 2x = , 2n = . 
Ответ:   ( ) ( ) ( )
2
2
9 2
1 2 2
2
x
x R x
−
− − − + ; 
14) ctgy x= , 0 2x
pi
= , 3n = . 
Ответ:   ( )
2
2
0
20 .
2 2
x
x R x
pi 
⋅ − pi   
− − + + 
 
 
15) ( )2ln 1 4 4y x x= − + , 0 1x = , 2n = . 
Ответ:   ( ) ( ) ( )2 24 1 2 1x x R x− − − +  
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Уровень II 
Разложите функцию ( )y x  по формуле Тейлора (n – произвольный 
порядок) в окрестности точки 0x  с остаточным членом в форме Лагранжа: 
1) cos2y x= , 0 4x
pi
= ; 
2) 3
3 4
xy
x
=
+
, 0 1x = − ; 
3) ( )ln 3 5y x= − , 0 2x = ; 
4) cos3y x= , 0 6x
pi
= ; 
5) 32 xy − += , 0 4x = ; 
6) sin 2y x= , 0 4x
pi
= ; 
7) 4 3xy e += , 0 1x = − ; 
8) ( )ln 6 5y x= − , 0 1x = ; 
 
9) 3 42 xy += , 0 1x = − ; 
10) 
2
xy
x
=
+
, 0 1x = − ; 
11) y x= , 0 4x = ; 
12) sin
4
y x pi = + 
 
, 0 4
x
pi
= ; 
13) 3 2xy e −= , 0 1x = ; 
14) cos
4
y x pi = + 
 
, 0 4
x
pi
= ; 
15) 2siny x= , 0 2x
pi
= . 
Уровень III 
Разложите функцию ( )y x  по формуле Тейлора (n – произвольный 
порядок) в окрестности точки 0x  с остаточным членом в форме Лагранжа: 
2
3
2
xy
x x
=
+ −
, 0 0x = . 
Разложение функции по формуле Тейлора в окрестности некоторой 
точки позволяет довольно точно построить ее график в окрестности этой 
точки. 
Обучающая задача. (Повышенный уровень. Изучается самостоя-
тельно). Пользуясь разложением по формуле Тейлора следующих 
функций: 
10. ( ) ( ) ( ) ( )( )3 32 3 5 7 5 0 5y x x x x= − − − − + − , 
20. ( ) ( ) ( )( )4 41 6 5 0 5y x x x= + − + − , 
построить их графики в окрестности точки  0 5x = . 
Решение: Нас будет интересовать, как расположен график функции 
в окрестности точки  0 5x = : над касательной или под касательной. 
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На этот вопрос можно будет ответить, оценив знак разности 
( ) кас.y x y− :  если ( ) кас. 0y x y− > , то график функции расположен выше 
касательной,  если ( ) кас. 0y x y− <  – то ниже. 
Уравнение касательной в точке 0x  имеет вид 
( )( )0 0 0y y y x x x′− = − . 
Но тогда первые два слагаемые в формуле Тейлора 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )20 0 00 0 0 01! 2! !
n
n
n
y x y x y x
y x y x x x x x x x R x
n
′ ′′
= + − + − + + − +…
	

 
есть кас.y . Этим фактом мы будем пользоваться при исследовании функции. 
 
10. Функция  
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )20 0 00 0 02 1! 2! !
n
n
n
y x y x y x
y x x x x x x x R x
n
′ ′′
= − − + − + + − +…
	

 
разложена по формуле Тейлора 3-го порядка в окрестности  0 5x = . Отсюда 
следует, что ( )5 2y =  и ( )2 3 5y x= − −  – уравнение касательной к графику 
функции в точке  0 5x = . Тогда 
( ) ( ) ( )( )3 3кас. 7 5 0 5y x y x x= − − + − . 
Отбросив ( )( )30 5x − , получим приближенное равенство при  х  
близких к  0 5x = : 
( ) ( )3кас. 7 5y x y x= − −  ⇒ ( ) ( )3кас. 7 5y x y x− ≈ − − . 
Оценим знак разности ( ) кас.y x y− : 
если   5x > ,   то  ( )37 5 0x− − <    и   ( ) кас. 0y x y− < , 
если   5x < ,   то  ( )37 5 0x− − >    и   ( ) кас. 0y x y− > . 
Таким образом, если  5x > , то график 
функции  ( )y x  расположен под касательной, 
если 5x < , то – над касательной. В дальнейшем 
такую точку  ( )0 0 0,M x y , в которой график пе-
реходит с одной стороны касательной на дру-
гую, будем называть точкой перегиба графика. 0 
2 
5 
y 
x 
M0 
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Следовательно, точка ( )0 5,2M  – точка перегиба графика функции 
( )y x . 
 
20. Из разложения ( ) ( ) ( )( )4 41 6 5 0 5y x x x= + − + −  по формуле Тей-
лора следует, что ( )5 1y =  и 1y =  – уравнение касательной к графику функ-
ции в точке  0 5x = . Тогда 
( ) ( ) ( )( )4 4кас. 6 5 0 5y x y x x= + − + −  ⇒ ( ) ( ) ( )( )4 4кас. 6 5 0 5y x y x x− = − + −  
( ) ( )4кас. 6 5y x y x− ≈ − . 
Так как  ( )46 5 0x − ≥  при всех  х, то график функции расположен над 
горизонтальной касательной 1y =  как слева, так и справа от точки 0 5x = . 
Следовательно, в точке  0 5x =  функция имеет локальный минимум. 
 
Упражнение. Среди указанных графиков выберите тот, который 
правильно отражает поведение функции ( )y x  в окрестности точки 0 1x = − , 
если: 
а)  y(x) = 3 + 4(x + 1)5 + 0(x + 1)5; 
б)  y(x) = 3 + 2(x + 1) – 5(x + 1)5 + 0(x + 1)5. 
 
 
–1 0 
3 
y 
x –1 0 
3 
y 
x x –1 0 
3 
y 1) 2) 3) 
–1 0 
3 
y 
x –1 0 
3 
y 
x 
4) 5) 
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Обучающая задача (повышенный уровень). Построить график 
функции  ( ) 5 42 2 1y x x x x= − + −  в окрестности точки  0 1x = . 
Решение: 
( )1 0y = ,  ( ) ( )4 3
1
1 5 8 2 1
x
y x x
=
′ = − + = − ,  ( ) ( )3 2
1
1 20 24 4
x
y x x
=
′′ = − = − . 
Тогда  
( ) ( )( ) ( ) ( )( )2 240 1 1 1 0 12!y x x x x−= + − − + − + −  ⇒ 
( ) ( ) ( ) ( )( )
кас.
2 21 2 1 0 1
y
y x x x x= − − − − + −
	

. 
Оценим знак разности ( ) кас.y x y− : 
( ) ( ) ( )( )2 2кас. 2 1 0 1y x y x x− = − − + −   ⇒  
( ) ( )2кас. 2 1y x y x− ≈ − − , 
отсюда следует, что ( ) кас. 0y x y− <  при всех  х  из 
окрестности точки  0 1x = . 
Следовательно, график функции находится 
под касательной как слева, так и справа от точки  
0 1x = . 
 
Уровень I 
Построить график функции  ( )y y x=  в окрестности точки 0x : 
1) 3 23 2y x x= + + , 0 1x = − ; 
2) 3 23 4y x x= − + + , 0 1x = − ; 
3) 3 24 14y x x= − − − , 0 2x = ; 
4) 4 36 5y x x= − + , 0 1x = ; 
5) 4 26 7y x x= − + , 0 1x = − ; 
6) 32 18 37y x x= − + + , 0 3x = ; 
7) 5 32 1y x x= − + + , 0 0x = ; 
8) 12 12 14y x x= − + , 0 1x = ; 
9) 5 33 4 2y x x= − − + , 0 0x = ; 
1 
1 0 x 
y 
( )0 1;0M  
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10) 12 12 14y x x= − + , 0 1x = ; 
11) 5 43 2 2y x x= − + − , 0 0x = ; 
12) 33 9 11y x x= − − − , 0 1x = − ; 
13) 4 224 80y x x= − + , 0 2x = ; 
14) 10 245 43y x x= − + − , 0 1x = − ; 
15) 6 55 1y x x= − + , 0 0x = . 
 
Уровень II 
Построить график функции  ( )y y x=   в окрестности точки 0x : 
1) ( )24 2cos 2y x x x= − − − , 0 2x = ; 
2) 2 3 26 3 6xy e x x x−= − + − , 0 2x = ; 
3) ( ) 22ln 1 2 1y x x x= + − + + , 0 0x = ; 
4) ( )22 2cos 1y x x x= − − − , 0 1x = ; 
5) ( )2 2cos 1 2y x x x= + + + , 0 1x = − ; 
6) 22 ln 4 3y x x x= + − + , 0 1x = ; 
7) ( )21 2 2cos 1y x x x= − − − + , 0 1x = − ; 
8) 2 26 8 2 xy x x e += + + − , 0 2x = − ; 
9) 2 14 2 xy x x e += + − , 0 1x = − ; 
10) ( ) ( ) 21 sin 1 2y x x x x= + + − − , 0 1x = − ; 
11) 1 36 3xy e x x−= − − , 0 1x = ; 
12) ( ) ( )22 1 ln 2y x x x x= + − + + , 0 1x = − ; 
13) ( )2 2sin 1 2y x x x= + − − , 0 1x = − ; 
14) ( )2 24 cos 2y x x x= + + + , 0 2x = − ; 
15) ( )2 2sin 2 4 4y x x x= − − + − , 0 2x = . 
 
Уровень III 
Построить график функции  ( )y y x=   в окрестности точки 0x . 
y xx y= , 0 1x = ; 
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3. Формула Маклорена 
Частный, простейший вид формулы Тейлора при  0 0x =  принято на-
зывать формулой Маклорена. Она дает разложение функции по степеням х. 
Однако для многих функций эта простейшая формула Тейлора неприме-
нима, так как при 0 0x =  эти функции или их производные не существуют 
(например  ln x ,  x ,  ctg x ). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Обучающая задача. Разложить по формуле Маклорена до ( )0 nx  
функции: 
 
10. 2xy xe= ; 2
0
. 2
1
4
y
x
=
+
. 
 
Решение: 
10. Разложим функцию  2xy xe=   по формуле Маклорена двумя спо-
собами: 1) непосредственно вычислив ( ) ( )0ny  и  2) используя извест-
ное разложение функции xy e= . 
 
1 способ: Для вычисления ( ) ( )0ny  воспользуемся формулой 
Лейбница: 
( ) ( ) ( )( ) ( )( ) ( )( )12 0 2 1 2n n nn x x xn ny x xe C e x C e x− ′= = ⋅ + ⋅ =  
Формула Маклорена 
( ) ( ) ( ) ( )
( ) ( ) ( )20 00 0 ...
2! !
n
n
n
y y
y x y y x x x R x
n
′′
′= + ⋅ + + + + , 
( )
( ) ( )
2 3
1 ... 0
2! 3! !
n
x nx x xe x x
n
= + + + + + +  
( ) ( ) ( )2 3 1ln 1 ... 1 02 3
n
n nx x xx x x
n
−
+ = − + − + − +  
( ) ( ) ( ) ( )( ) ( )21 1 2 11 1 ... 02! !m n nm m m m m m nx mx x x xn− − − − ++ = + + + + +  
( ) ( ) ( )
3 5 2 1
1 2 1sin ... 1 0
3! 5! 2 1 !
n
n nx x x
x x x
n
−
−
−
= − + − + − +
−
 
( ) ( ) ( )
2 4 2 2
1 2 2cos 1 ... 1 0
2! 4! 2 2 !
n
n nx x x
x x
n
−
−
−
= − + + + − +
−
 
( )
( ) ( )
( )
1
1
1 !
n
n
n
y c
R x х
n
+
+
= ⋅
+
, 
где ( )0;c x∈  
 
( ) ( )0 nnR x x=  
где 0x →  
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( )( ) ( )( )12 2 2 1 22 2n nx x n x n xe x n e e x n e− −= ⋅ + = ⋅ ⋅ + ⋅ ⋅ . 
Тогда  
( ) ( ) 10 2n ny n −= ⋅   ⇒  ( )0 0y = ,  ( )0 1y′ = ,  ( )0 2 2 4y′′ = ⋅ = , … 
Записываем формулу Маклорена: 
( )2 12 2 34 3 2 2... 02! 3! !
n
x n nnxe x x x x x
n
−
⋅ ⋅
= + + + + + . 
 
2 способ: Если нам удастся получить разложение функции 2xy e=  
по степеням  х, то, умножая его на  х, получим разложение функции 
2xy xe=  по степеням  х, т.е. формулу Маклорена для функции 2xy xe= . 
Разложить функцию 2xe  по формуле Маклорена очень просто. Для этого 
надо в формуле Маклорена  для функции te  вместо  t  подставить 2х: 
( )21 ... 01! 2! !
n
t nt t te t
n
= + + + + +   
( ) ( ) ( )22 2 221 ... 01! 2! !
n
x nx xxe x
n
= + + + + + , 
( )22 22 2 21 ... 01! 2! !
n
x n nxe x x x
n
= + + + + +  ⇒ 
( ) ( )
2 1
2 2 3 1 12 2 2 2
... 0
1! 2! 1 ! !
n n
x n n nxe x x x x x x
n n
−
+ +
= + + + + + +
−
. 
По условию нам надо получить разложение функции 2xy xe=   
до ( )0 nx . 
Заметим, что ( ) ( )1 12 0 0!
n
n n nx x x
n
+ ++ = . Тогда получим искомое раз-
ложение: 
( ) ( )
2 1
2 2 32 2 2
... 0
1! 2! 1 !
n
x n nxe x x x x x
n
−
= + + + + +
−
. 
 
20. Разложить функцию 2
1
4
y
x
=
+
 по формуле Маклорена первым 
способом, т.е. вычислив 
( ) ( )0ny , сложно (убедитесь в этом). Поэтому надо 
опять воспользоваться одним из известных разложений, т.е. разложением 
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функции 
1
1
y
t
=
+
 по степеням t. Для этого преобразуем функцию 
2
1
4
y
x
=
+
, выделив в знаменателе 1: 
( ) ( )12 3 1 1
2 22
1 1 ... 1 0
1 1 1
4
4 1
44
n n nt t t t t
t
x xx
t
−
− −
= − + − + + − ⋅ +
+
= = =
 +
=+ 
 
 
( ) ( )
122 2
1 21 1 ... 1 0
4 4 4 4
n
n nx x x x
−
−
    
= − + − + − ⋅ + =           
 
( ) ( )12 2 2 2 22 3 11 1 1 1... 1 04 4 4 4n n nnx x x x− − −+= − + − + − ⋅ + . 
Заметим, что выделить 1 в знаменателе можно было бы и так: 
( )2 2
1 1
4 1 3x x
=
+ + +
, 
а дальше вместо  t  подставить ( )2 3x + . Но тогда мы получили бы не фор-
мулу Маклорена, а разложение функции  у  по степеням ( )2 3x + . 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Разложите функцию у  по формуле Маклорена с остаточным членом 
в форме Пеано: 
1) 4 1
xy
x
=
−
. 
Ответ: ( ) ( )5 9 4 3 4 3... 1 0n n nx x x x x− −− + − + + − ⋅ + ; 
2) ( )2 2ln 1y x x= − . 
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Ответ: ( ) ( )6 8 2 24 2 2... 1 02! 3! !
n
n nx x xx x
n
+
+
− − − + + − ⋅ + ; 
3) 2 3xy e −= . 
Ответ: ( ) ( )2 212 2 3 33 ... 1 02! !
n n
n ne x e xe e x x
n
−
⋅ ⋅ ⋅
− ⋅ + − + − ⋅ + ; 
4) 2 4cos
3
xy x= . 
Ответ: ( ) ( ) ( )
2 4 4 6 2 2 2
12 2
2 4 2 2
4 4 4
... 1 0
3 2! 3 4! 3 3 2 !
n n
n n
n
x x x
x x
n
−
−
−
⋅ ⋅ ⋅
− + + + − ⋅ +
⋅ ⋅ ⋅ −
; 
5) ( )ln 5 4y x= − . 
Ответ: ( )2 2 3 32 34 4 4 4ln5 ... 05 5 5 3 5
n n
n
n
x x x x
x
n
⋅ ⋅ ⋅
− − − − − +
⋅ ⋅
; 
6) 
6
21 2
xy
x
=
−
. 
Ответ: ( ) ( )16 8 2 10 1 2 42 2 ... 1 2 0 2 4n n nx x x x n− − +− + ⋅ − + − ⋅ ⋅ + + ; 
7) 22 2xy x e−= . 
Ответ: ( ) ( ) ( )
2 6 3 8 1 2 2
12 4 2 22 2 22 ... 1 0
2! 5! 1 !
n n
n nx x xx x x
n
− −
−
−
⋅ ⋅ ⋅
− + − + + − ⋅ +
−
; 
8) 29
xy
x
=
+
. 
Ответ: ( )3 5 2 1 2 12 3 ... 09 9 9 9
n
n
n
x x x x
x
−
−+ + + + + ; 
9) 3 sin
2
xy x= . 
Ответ: ( ) ( ) ( )
4 6 8 2 2
1 2 2
3 5 2 1... 1 02 2 3! 2 5! 2 2 1 !
n
n n
n
x x x x
x
n
+
− +
−
− + + + − ⋅ +
⋅ ⋅ −
; 
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10) ( )ln 2 3y x= + . 
Ответ: ( ) ( )2 2 3 3 13 33 3 3 3ln 2 ... 1 02 2 2 3 2
n n
n n
n
x x x x
x
n
−
⋅ ⋅ ⋅
+ − + − + − ⋅ +
⋅ ⋅
; 
11) 2
1
2 3
y
x
=
−
. 
Ответ: ( ) ( )2 2 4 3 6 1 2 21 2 22 3 4 11 3 3 3 3... 1 02 2 2 2 2
n n
n n
n
x x x x
x
− −
−
−
−
⋅ ⋅ ⋅
− + − + + − ⋅ + ; 
12) 3 1xy e −= . 
Ответ: ( )2 2 3 31 3 3 3 3... 02! 3! !
n n
nx x x x x
e e e e n
⋅ ⋅ ⋅
+ + + + + +
⋅ ⋅
; 
13) 2 sin3y x x= . 
Ответ: ( ) ( ) ( )
3 3 5 5 2 1 2 1
13 3 3 33 ... 1 0
3! 5! 2 1 !
n n
n nx x xx x
n
− −
−
⋅ ⋅ ⋅
− + − + − ⋅ +
−
; 
14) ( )ln 3 4y x= − ; 
Ответ: ( )2 2 3 32 34 4 4 4ln3 ... 03 3 3 3
n n
n
n
x x x x
x
n
⋅ ⋅ ⋅
− − − − − +
⋅
; 
15) 4 3y x= − . 
Ответ: ( )2 24 2 13 3 32 ... 02 2 2 !
n n
n
n
x x
x x
n
−
⋅ ⋅
− − − − +
⋅
. 
 
Уровень II 
Разложите функцию  у  по формуле Тейлора в окрестности точки 0x : 
1) ( )2ln 6 7y x x= − − , 0 3x = ; 
2) 2
1
2 5
y
x x
=
− +
, 0 1x = ; 
3) 2y x= + , 0 2x = ; 
4) 22x xy e −= , 0 1x = ; 
5) siny x x= , 0x = pi ; 
6) ( )ln 3 5y x= + , 0 1x = − ; 
7) 2 2y x= − , 0 3x = ; 
8) ( )22 4x xy e += , 0 2x = − ; 
9) 1
3
xy
x
−
=
+
, 0 2x = − ; 
10) ( )1 xy x e= + , 0 1x = ; 
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11) ( )ln 1y x x= − , 0 2x = ; 
12) cosy x x= , 0x = pi ; 
13) 
2 3
xy
x
=
+
, 0 1x = ; 
14) 10y x= + , 0 1x = − ; 
15) 1xy xe −= , 0 2x = ; 
16) ( )2sin 4y x x= + , 0 2x = − . 
 
4. Вычисление пределов с помощью формулы Тейлора (метод  
выделения главной части) 
Пусть требуется вычислить предел 
( )
( )0limx
y x
g x→
, где ( )0 0y = , ( )0 0g = , 
т.е. раскрыть неопределенность вида 
0
0
. Разложим функции  y  и  g  по 
формуле Маклорена, ограничившись первыми отличными от нуля членами 
разложения: 
( ) ( )0n ny x ax x= + , 0a ≠  
( ) ( )0m mg x bx x= + , 0b ≠ . 
Иначе говоря, с помощью формулы Маклорена с остаточным членом в 
форме Пеано выделим главные части nax  и mbx  функций y  и  g  при 
0x → . Тогда  
( )
( )
( )
( )0 0
0
lim lim
0
n n
m mx x
ax xy x
g x bx x→ →
+
=
+
. 
Замечание. При вычислении предела 
( )
( )0limx
y x
g x→
, где 
( ) ( )0 0 0y x g x= = ,  0 0x ≠ , следует свести задачу к предыдущей с помощью 
замены  0t x x= − . Случай  x → ∞  сводится к случаю  0t →  заменой  
1
t
x
= . 
Замечание. Неопределенности других видов , 0, ,∞ ∞ ∞ − ∞ 
∞ 
 мож-
но привести к неопределенности вида 
0
0
 
 
 
 путем алгебраических преобра-
зований. 
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Обучающие задачи.  
10. ( )
( )
( )
21
2
41
cos 1
lim
1
x
x
x e
x
−
−
→
− −
−
. 
Решение: 
( )
( )
( )
2 21
2 2
4 41 1
1 1cos 1 coslim lim
1 11
x t
x x
x t x tx e t e
x t tx
−
−
−
→ →
− = ⇒ = +− −
−
= =
→ ⇒ →
−
. 
Теперь можно воспользоваться формулой Маклорена для функции 
cos t
 и ue : 
( ) ( ) ( )
2 4 2
2 1cos 1 ... 1 0
2! 4! 2 !
n
n nt t tt t
n
+
= − + − + − + , 
(*) 
( )21 ... 02! !
n
u nu ue u
n
= + + + + . 
Подставляя в последнее разложение  
2
2
t
−   вместо  u, получим  
( ) ( )
2 22 4
22
2
1
1 ... 0
2 2 2! 2 !
nt n
n
n
tt t
e t
n
−
−
= − + − + +
⋅ ⋅
.    (**) 
Выясним, сколько членов в разложениях (*) и (**) нам нужно взять, 
чтобы в числителе дроби получить первый отличный от нуля член. Первые 
два члена в этих разложениях совпадают, поэтому при вычитании они со-
кратятся, а третьи различаются. Следовательно, достаточно взять  2n = . 
Итак, 
( ) ( ) ( ) ( )2 4 4 45 4 5 42 2
4 4 4 40 0 0 0
0 0 0 0cos 14! 2 2! 12lim lim lim lim
12
t
t t t t
t t tt t t tt e
t t t t
−
→ → → →
+ − +
− +
−
⋅
= = + = −
 
20. 2 1lim ln 1
x
x x
x→∞
  
− +  
  
. 
Решение: Сделаем здесь замену  
1
t
x
= . Тогда 
( ) ( )2
2 20 0
ln 1 ln 11 1lim ln 1 lim lim
x t t
t t t
x x
x t t t→∞ → →
+ − +     
− + = − =     
      
. 
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Теперь можно воспользоваться формулой Маклорена для  ( )ln 1 t+ : 
( ) ( ) ( )2 3 1ln 1 ... 1 02 3
n
n nt t tt t t
n
−
+ = − + − + − + . 
Выясним, сколько членов этого разложения нужно взять, чтобы вы-
делить главную часть функции, стоящей в числителе. 
( ) ( ) ( )2 3 1ln 1 ... 1 02 3 !
n
n nt t tt t t t t
n
−
− + = − + − + − − + . 
Главная часть функции  ( )ln 1t t− +  равна  
2
2
t
, а остальные слагае-
мые есть бесконечно малые более высокого порядка, чем  2t : 
( ) ( )2 2ln 1 02tt t t− + = + , 
т.е. в разложении  ( )ln 1 t+   достаточно взять  2n = . 
Окончательно имеем 
( ) ( ) ( )2 2 2
2 2 20 0 0
0 0ln 1 1 12lim lim lim
2 2t t t
t
t tt t
t t t→ → →
+
− +
= = + = . 
 
Преподаватель у доски выполняет со всей аудиторией. 
Упражнение. Пусть 0x → . Выделить главную часть вида nax  (а 
– постоянная) и определить порядок малости относительно  х  следующих 
функций: 
1. 5 4 23x x x− − ; 2. sin x x− ; 3. cosxe x− . 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Вычислите пределы с помощью формулы Тейлора: 
1) ( )
9 8
4 40
10 5lim
ln 1 2 2x
x x
x x→
−
+ −
. Ответ:  
5
2
 
 
 
; 
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2) 
33 3
6 70
1 3lim
5 8
x
x
e x
x x→
− −
−
. Ответ:  {0,9}; 
3) 
6 9
60 3 2
3 2lim
sin
6
x
x x
x
x x
→
−
− +
. Ответ:  {3}; 
4) 
2 2
4 60
2 1 2lim
3x
x x
x x→
+ − −
+
. Ответ:  
1
24
 
− 
 
; 
5) 3
8 6
2 30
3 3lim
1 2xx
x x
e x→
+
− −
. Ответ:  
3
2
 
 
 
; 
6) ( )
5 4
2 30
3 6lim
ln 1 2 2x
x x
x x x→
+
+ −
. Ответ:  
3
2
 
− 
 
; 
7) 
( )
4 3
0 2
2lim 9ln 1 3 3
2
x
x x
x x x
→
+
+ − +
 Ответ:  
1
9
 
 
 
; 
8) 
0
2 1 ln 2lim
sin
x
x
x
x x→
− −
. Ответ:  
2ln 2
2
  
 
  
; 
9) 
8 10
3 4 40
2lim
3 1 3x
x x
x x→
−
+ − −
. Ответ:  {– 9}; 
10) 
3 3
7 60
sin3 3lim
5 15x
x x
x x→
−
+
. Ответ:  {0,3}; 
11) 
20 21
5 100
2 2lim
cos4 1 8x
x x
x x→
+
− +
. Ответ:  
3
64
 
 
 
; 
12) ( )3 20
ln 1 sin
lim
6 3x
x x
x x→
+ −
+
. Ответ:  
1
6
 
− 
 
; 
13) ( )
3 2
0
21 14lim
1 ln 1xx
x x
e x→
+
− − +
. Ответ:  {14}; 
14) ( )2 30
sin 2 ln 1 2
lim
6 3x
x x
x x→
− +
−
. Ответ:  
1
3
 
 
 
; 
15) ( )
2
30
2lim
1 3 1 ln 1x
x x
x x→
+
+ − + −
. Ответ:  
2
3
 
− 
 
. 
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Уровень II 
Вычислите пределы с помощью формулы Тейлора: 
1) ( ) 2
2 2
0
ln 1 sin
lim
1 xx
x x
e−→
+ −
−
; 
2) 8 8 42
2lim cos 2
x
x x x
x→∞
 
⋅ − + 
 
; 
3) ( ) ( )( )1
2 sin 1 2cos 1
lim
arctg 1 lnx
x x x
x x→
− − − −
− −
; 
4) ( )6 66 5 6 5lim
x
x x x x
→∞
+ − − ; 
5) ( )
1
20
ln 1 1lim
x
x
x
xx
+
→
 +
 −
 
 
; 
6) 
2
4 2
2
1lim ln
x
x
x x
x→∞
 +
⋅ −  
 
; 
7) ( ) ( )3 11
3 arcsin 1 3cos 1
lim
1 lnxx
x x x
e x−→
− − − −
− −
; 
8) ( )32lim 1 1 2
x
x x x x
→+∞
+ + − − ; 
9) 
( )2
30
11 sin ln 1
2lim
tgx
x x x x
x→
+ − + −
; 
10) 2
1
4
2 2
1 1lim cosx
x
x e
x x→∞
 
 
− −
 
 
; 
11) ( )
3 4
20
1 1 2 1lim
ln 1 2x
x x x
x x→
+ + + − −
+ +
; 
12) ( )1 2 4 2lim 2 1x
x
e x x x x
→∞
 
 − + − + +
 
 
; 
13) ( )2 330
2 cos 2sin ln 1
lim
arctgx
x x x x
x→
⋅ − + +
; 
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14) ( ) ( )( )1
2 sin 1 2cos 1
lim
arctg 1 lnx
x x x
x x→
− − − −
− −
; 
15) ( )
sin 2
30
1 coslim
ln 1
x
x
e x x x
x→
− + −
−
; 
16) 2 1lim 1 cos
x
x x x
x→∞
 
+ − 
 
. 
 
Уровень III 
Вычислите пределы с помощью формулы Тейлора: 
1. 
1
0
1
1lim 1ln 2sin
1
xe
x
e
x
x
x
x
−
→
−
−
+
−
−
;         2.  ( )( ) ( )2 2 2 2lim 1 2 ...n
x
x x n x x
→∞
 + + + − 
 
. 
 
5. Приближенные вычисления с помощью формулы Тейлора 
 
Формула Тейлора дополняет, уточняет приближенное равенство, по-
лученное раньше с помощью дифференциалов. Сравните: 
( ) ( ) ( )( )0 0 0y x y x y x x x′≈ + −  
и 
( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( )20 00 0 0 0 0...2! !
n
ny x y xy x y x y x x x x x x x
n
′′
′≈ + − + − + + − . 
( ) ( ) ( ) ( )
( ) ( ) ( )0 00 0 0...1! !
n
ny x y xy x y x x x x x
n
′
≈ + − + + −  
0x x x∆ = −  
( ) ( ) ( )
( ) ( )0 0
0 ...1! !
n
ny x y xy x y x x x
n
′
≈ + ∆ + + ∆  
δ – точность вычисления 
( )nR x < δ , ( )
( ) ( )
( )
1
1
1 !
n
n
n
y c
R x x
n
+
+
= ∆
+
 
2
1 ...
2! !
n
x x x
e x
n
≈ + + + +  
( ) ( )
2 3
1ln 1 ... 1
2 3
n
nx x x
x x
n
−
+ ≈ − + − + −  
( ) ( )
3 5 2 1
1
sin ... 1
3! 5! 2 1 !
n
nx x x
x x
n
−
−
≈ − + − + −
−
 
( ) ( )
2 4 2 2
1
cos 1 ... 1
2! 4! 2 2 !
n
nx x x
x
n
−
−
≈ − + + + −
−
 
( ) 12 31 1 ... 1
1
n n
x x x x
x
−
≈ − + − + + −
+
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Обучающая задача. Выяснить происхождение приближенных 
формул и оценить их погрешность: 
10. 1 1 1 12
2! 3! 4! 5!
e ≈ + + + + . 
Решение: Нетрудно видеть, что данное приближенное равенство 
получено из формулы Маклорена для  xe   при  1x = ,  5n = : 
2 3 4 5
1
1! 2! 3! 4! 5!
x x x x x xe ≈ + + + + +    ⇒   
1 1 1 1 11
1! 2! 3! 4! 5!
e ≈ + + + + + . 
Оценим сверху погрешность такого вычисления: 
( )
( ) ( )6 6
5
31 1 0,01
6! 6! 720
cy c eR = ⋅ = < < , 
так как  0 1c< < ,  то  1 3ce e< < . 
Итак, из данной формулы мы получили приближенное значение чис-
ла  е  с точностью до  0,01: 
1 1 1 1 1 1 1 12 2 2,717...
2! 3! 4! 5! 2 6 24 120
e ≈ + + + + = + + + + =  
 
20. 
2
sin30
sin31 sin30 cos30
180 180 2
pi pi ° 
° ≈ ° + ° − ⋅ 
° ° 
. 
Решение: Здесь, очевидно, была использована формула Тейлора 
для sin x  при 0 30x = ° , 31 30 1x∆ = ° − ° = ° , 2n = . В самом деле, формула 
Тейлора для  sin x  при 0 30x = ° , 2n =  имеет вид 
( ) ( ) ( )
2
2
30 30
sin sin30 sin sin
2x x
x
x x x x R x
= ° = °
∆
′ ′′
= ° + ⋅ ∆ + ⋅ + . 
Полагая в ней 31x = ° , 1
180
x
pi∆ = ° =
°
, вычисляя значения производ-
ных при 30x = °  и отбрасывая остаточный член, получим исходное при-
ближенное равенство. Оценим его погрешность. 
( ) ( ) ( ) ( )3 32 cos3! 3!
cy c
R x x x
′′′
= ⋅ ∆ = ∆ ,  где 30 31c° < < ° . 
 338 
Отсюда 
( )
3 3
6
2
cos 1 10
3! 180 3! 180
c
R x −pi pi   = ⋅ < ⋅ <   
° °   
. 
 
Обучающая задача. Вычислить приближенно с точностью до 0,01: 
10. ln1,5 . 
Решение: Воспользуемся формулой Тейлора для  ( )ln 1 x+ , поло-
жив в ней 0,5x = . Тогда 
( ) ( )
2 3
10,5 0,5 0,5ln 1 0,5 0,5 ... 1
2 3
n
n
n
−
+ ≈ − + − + − ⋅ . 
Выясним, сколько членов в заданном разложении нужно взять, что-
бы достичь требуемой точности вычисления (иначе говоря, какое нужно 
взять  n). Подберем n  так, чтобы выполнялось равенство ( )0,5 0,01nR < . 
Но для данной функции  
( )
( ) ( )
( )
( )
( ) ( )
11
1 1
1
1 !
0,5 0,5 0,5
1 ! 1 1 !
nn
n n
n n
y c n
R
n c n
−+
+ +
+
− ⋅
= ⋅ = ⋅ <
+ + ⋅ +
 
( ) ( )
1 1
1
0,5 0,5
11 1
n n
n nc n
+ +
+
< <
++ ⋅ +
. 
Так как  0 0,5c< <  ⇒ ( ) 11 1nc ++ >  ⇒ ( ) 1
1 1
1 nc +
<
+
. 
Подбором находим, что неравенство 
10,5 0,01
1
n
n
+
<
+
 будет выполнено 
при  4n ≥ . Итак, достаточно взять 4 первых члена разложения и заданная 
точность вычисления будет достигнута. При этом получится: 
2 3 40,5 0,5 0,5ln1,5 0,5 0,40
2 3 4
≈ − + − ≈ . 
 
20. 3 30 . 
Решение: Чтобы вычислить 3 30 , преобразуем вначале это выра-
жение так, чтобы к нему можно было применить формулу Маклорена: 
3 3 3 33 130 3 27 3 1 3 1
27 9
= + = + = + . 
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Теперь воспользуемся формулой Маклорена для функции 
( )1y x α= + , положив в ней  1
3
α =  
( ) ( )
21
3
1 1 2 1 2 11 1 ... ... 1
3 3 3 2! 3 3 3 !
n
n
x x
x x n R x
n
     
+ = + + ⋅ − ⋅ + + ⋅ − ⋅ ⋅ − + ⋅ +     
     
. 
Тогда при  
1
9
x =   получим 
1
3
2
1 1 1 2 1 1 2 1 1 11 1 ... ... 1
9 3 9 3 3 3 3 3 92! 9 ! 9 nn
n R
n
         
+ = + + ⋅ − ⋅ + + ⋅ − ⋅ ⋅ − + ⋅ +         
⋅
⋅ ⋅         
 
Умножив обе части этого равенства на 3, имеем 
1
3
2 2
1 1 2 2 5 1 1 13 1 3 ... ... 1 3
9 9 3 3 3 93 2! 9 ! 9 n
n R
n
         
+ = + − + + − ⋅ − − + +         
⋅ ⋅ ⋅         
. 
Чтобы достичь заданной точности вычисления, модуль отбрасывае-
мого члена должен быть меньше 0,01, т.е. 13 0,01
9n
R   < 
 
, а значит, 
1 1
9 300n
R   < 
 
. 
Запишем остаточный член в форме Лагранжа: 
( ) ( )
( )
( ) ( ) ( )
( )
( )
11
1
3
1 1
1 1
3
1
1 1
9 1 ! 9
1 2 5 1
... 1
3 3 3 3
n
n
n n
n
n
y x x
y c
R
n
n x
+
+
+ +
− +
 
= + = 
    
= ⋅ = =   +   
    
= ⋅ − ⋅ − ⋅ ⋅ − +    
    
 
( ) ( )2 13
1 2 5 1
...
3 3 3 3
1 1 ! 9n n
n
c n
+ +
     
⋅ − ⋅ − ⋅ ⋅ −     
     
=
+ + ⋅
, 
где   
10
9
c< < . 
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Но тогда 
( ) 23
1 1
1 nc +
<
+
 и 
( )
( )1 1
1 2 5 ... 3 11
9 3 1 ! 9n n n
n
R
n+ +
⋅ ⋅ ⋅ ⋅ − 
< 
+ ⋅ 
. 
Подбором находим, что уже при 1n =  нужное неравенство выполняется 
21 2
1 2 1 1
9 729 3003 2! 9n
R   < = < 
⋅ ⋅ 
. 
Итак, 3
130 3 3,11
9
≈ + =   с точностью до 0,01. 
 
Выполнить (самостоятельно, каждому свой вариант, два студен-
та у доски выполняют свои задания, по желанию третий уровень вы-
полняется у доски для получения оценки «10»). 
 
Уровень I 
Выясните происхождение приближенных формул и оцените их по-
грешность: 
1) 3 3 4
1 1 1 1ln1,5
2 2 2 3 2 4
≈ − + −
⋅ ⋅
. Ответ: 4 5
1
2 5
R <
⋅
; 
2) 4 1 11
4 32
e ≈ + + . Ответ: 2
1
16
R < ; 
3) 
20,10,9 1 0,05
8
≈ − − . Ответ: 2 3
1
3! 10
R <
⋅
; 
4) 
30,1
arctg0,1 0,1
3
≈ − . Ответ: 
( )5
3
0,1
5
R < ; 
5) cos59 cos60 sin 60
180
pi
° ≈ ° + ° . Ответ: 
2
1
1
2 180
R pi < ⋅  
 
; 
6) 
20,2 0,24,2 2
4 64
≈ + − . Ответ: 
( )3
2
0,2
512
R < ; 
7) ln 0,98 0,02 0,0002≈ − − . Ответ: ( )
3
2
0,2
3!
R < ; 
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8) 2 2sin 44
2 2 180
pi
° ≈ − ⋅ . Ответ: 
2
1
2
2 180
R pi < ⋅  
 
; 
9) 1 1 1 11
2 4 2! 8 3!e
≈ − + −
⋅ ⋅
. Ответ: 3 4
1
2 3!
R <
⋅
; 
10) 
3 1
sin 2
90 90 3!
pi pi 
° ≈ − ⋅ 
 
. Ответ: 
4
3
1
90 4!
R pi < ⋅ 
 
; 
11) 23
1 1 11
3 3 2!e
≈ − +
⋅
. Ответ: 2 3
1
3 3!
R <
⋅
; 
12) arctg1,1 0,05
4
pi
≈ − . Ответ: 1 0,04R <  
 
Уровень II 
Вычислите приближенно с точностью до 0,01: 
1) cos3° ; 
2) ln 0,9 ; 
3) e ; 
4) 3 127 ; 
5) sin92° ; 
6) 3 e ; 
7) sin 0,2 ; 
8) 4 83 ; 
9) 0,3e ; 
10) 8 ; 
11) ln1,08 ; 
12) 5 31 ; 
13) 0,3e− ; 
14) cos0,1; 
15) ln 0,95 ; 
16) cos85° . 
 
Домашнее задание 
1. Разложите функцию arctgy x=  по формуле Тейлора заданного 
порядка  2n =  в окрестности точки  0 1x =  с остаточным членом в форме 
Лагранжа. 
Ответ:   
( ) ( ) ( )
2
2
1 1
4 2 4
x x
R x
− −pi
+ − + . 
2. Разложите функцию 2 1xy e −=  по формуле Тейлора (n – произволь-
ный порядок) в окрестности точки 0
1
2
x =
 с остаточным членом в форме Пеано. 
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3. Разложите функцию ( )2 1 sin 3xy x= −  по формуле Маклорена (n – 
произвольный порядок) с остаточным членом в форме Пеано. 
Ответ: ( ) ( ) ( )
3 5 7 2 1
1 2 1
3 3 1... 1 03 3 3! 3 5! 3 2 1 !
n
n n
n
x x x x
x
n
+
− +
−
− + − + − ⋅ +
⋅ ⋅ −
. 
4. Построить график функции  5 32 6 3y x x= − +  в окрестности точки 
0 0x = . 
5. Вычислите предел с помощью формулы Тейлора: 
3 6
2 100
cos2 1 2lim
4 4x
x x
x x→
− +
+
. 
Ответ:  
1
6
 
 
 
. 
 
Завершить выполнением внеаудиторной контрольной работы. 
 
ВНЕАУДИТОРНАЯ КОНТРОЛЬНАЯ РАБОТА ПО ТЕМЕ  
«Дифференциальное исчисление функции одной переменной» 
 
Вариант 0 
1. Найти производные следующих функций: 
1.1.   5ln tg arctg 2 xy = . 
( )
5
25 2 5 5 5
1 1 1 1 2 ln 2 5
tg arctg 2 cos arctg 2 2 arctg 2 1 2
x
x
x x x x
y′ = ⋅ ⋅ ⋅ ⋅ ⋅
+
; 
1.2.   
2
arccos
1
xy
x
=
−
. 
Применим формулу 2
u u v uv
v v
′ ′ ′
− 
= 
 
, тогда 
( )
2
2 2
2
1 21 arccos
1 2 1
1
x
x
x x
x xy
x
−
− ⋅ − − ⋅
− −
′ = =
−
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( ) ( )
2 2
2 2 32
1 arccos arccos 1
1 1 1
x x x x x x
x x x
− − + ⋅ ⋅ − −
= =
− −
−
; 
1.3.   2
2
arcsin ln 1
1
x xy x
x
= + −
−
. 
2
2 2
2 2 2
2
arcsin 1 arcsin
1 21 2 1
1 1 2 1
x
x x
x x x x
xx xy
x x x
 
−
+ − − ⋅ ⋅  
−
− − 
′ = + ⋅ =
−
− −
 
( )
( ) ( )
2 2 2
22 2 32
1 arcsin 1 arcsin arcsin
11 1 1
x x x x x x x x
xx x x
− + − + ⋅
= − =
−
− −
−
; 
1.4.   arctg xxy
y
= . 
Эта функция задана неявно. По правилу дифференцирования неяв-
ной функции получим 
( ) ( )( )
2 2
2 2 2 2
11
arctg
1
1
y x yx y xy
xy y xy y
y y x x yx
y
′
− −′  −
′ ′ ′= ⇒ + = ⋅ ⇒ = 
+ +   
+  
 
. 
1.5.   ( )sincos xy x= . 
Применение методов предварительного логарифмирования упрощает 
вычисление производной сложно-показательной функции. Логарифмируя, 
имеем   ln sin ln cosy x x= ⋅ . 
Дифференцируем обе части этого уравнения, не забывая что 
( ),y y x=   ( )'1 1cos ln cos sin sin
cos
y x x x x
y x
⋅ = ⋅ + ⋅ − . 
Следовательно, 
( ) ( ) ( )
2
sin sinsin
cos cos ln cos cos cos ln cos tg sin
cos
x xxy x x x x x x x x
x
 
′ = ⋅ − = ⋅ −  
 
. 
 
2. Найти производные второго порядка: 
2.1.   ( )2arcsiny x= . 
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2
12arcsin ;
1
y x
x
′ = ⋅
−
 
2
22 2
2
1 1 2 12 arcsin
11 1
x
xy x
xx x
− 
− 
− ′′ = ⋅ + =
 −
− −
 
 
 
( ) ( )
2
2 2 2 32
1 arcsin 1 arcsin2 2
1 1 1 1
x x x x x
x x x x
 
⋅ − + ⋅ 
= + =
 
− − −
− 
; 
 
2.2.   
ln ,
ln
.
x t t
y ty
t
= ⋅

= 
=
 
Функция задана параметрически, следовательно 
t
x
t
y
y
x
′
′ =
′
 ( ) ( )x txx x x
t
y
y y
x
′′
′′′ ′= =
′
; 
2 2
1 ln 1 ln
t
t t tty
t t
⋅ −
−
′ = = ;    
1ln ln 1tx t t tt
′ = + ⋅ = + ;    ( )2
1 ln
1 lnx
ty
t t
−
′ =
+
; 
( )
( ) ( ) ( )
( )
2 2
24
1 11 ln 1 ln 2 1 ln
1 ln
x t
t t t t t t
t ty
t t
 
− + − − + + 
 ′′ = =
+
 
( ) ( ) ( )
( )24
1 ln 1 ln 3 2ln
1 ln
t t t t t
t t
− + − − +
=
+
; 
( ) ( ) ( )
( )34
1 ln 1 ln 3 2ln
1 ln
xx
t t t t t
y
t t
− + − − +
′′ =
+
. 
 
3. Найти дифференциал функции: 
3.1.   1ln
1
xy
x
−
=
+
. 
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( )dy f x dx′=  22
1 (1 ) (1 ) 2
1 1(1 )
1
x xdy dx dx
x xx
x
− + − − −
= =
−
−
⋅ −
+
; 
3.2.   3 2 ,xy e +=  cosx t= . 
Учитывая свойства инвариантности дифференциала, имеем 
3 2 3cos 23( sin ) 3 sinx tdy e t dt e t dt+ += ⋅ − = − ⋅ . 
 
4. Вычислим приближенное значение  sin 45006′. 
;y dy∆ ≈  ( ) ( );y f x x f x∆ = + ∆ −  
( ) ( ) ( ) ; ( ) ( ) ( )f x x f x f x x f x x f x f x x′ ′+ ∆ − ≈ ∆ ⇒ + ∆ ≈ + ∆ . 
Эта формула дает возможность найти значение функции ( )f x x+ ∆  в 
некоторой точке x x+ ∆ , если известно значение функции (y f x= ) и ее 
производной в точке  x. 
Вычислим без таблиц  sin 45006′. 
:
4
x
pi
=  
6
:
180 60 1800
x
pi pi∆ = ⋅ =  ( ) sin ;f x x=  ( ) cos ;f x x′ =  
2 2
sin sin cos 0,7083
4 1800 4 4 1800 2 2 1800
pi pi pi pi pi pi 
+ ≈ + ⋅ = + ≈ 
 
. 
 
5. Показать, что функция  3sin 4cosy x x= −   удовлетворяет данно-
му уравнению: 
0y y′′ + = , 
3cos 4cosy x x′ = + ; 
3sin 4cosy x x′′ = − + . 
После подстановки в уравнение имеем 
3sin 4cos 3sin 4cos 0; 0 0x x x x− + + − = ⇒ = . 
 
6. Определить наибольшее и наименьшее значения, точки перегиба 
функции изгибающего момента  M(x) = 3 23 3 2x x x− + +  на отрезке [ ]2;2− . 
1) Функция изгибающего момента  М(х)  на данном отрезке дости-
гает своего наибольшего (наименьшего) значения или в критических точ-
ках, или на концах этого отрезка 
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2( ) 3 6 3;M x x x′ = − +  [ ]( ) 0 1; 1 2;2M x x x′ = ⇒ = = ∈ − , 
(1) 3;M =  ( 2) 24;M − = −  (2) 4M = . 
Сравнивая значения функции в этих точках, заключаем, что наимень-
шее значение функции  m = – 24  достигается при  х = – 2 (на левом конце 
отрезка), а наибольшее – М = 4  в точке  x = 2 (на правом конце отрезка). 
2) Находим точки перегиба  ( ) 6 6;M x x′′ = −  ( ) 0 1M x x′′ = ⇒ =  
(1 ) 0M ′′ + ε >  (1 ) 0M ′′ − ε < . 
Так как ( )M x′′  при переходе через  х = 1  меняет знак, следовательно,  
х = 1  является точкой перегиба. 
 
7. Исследовать функцию и построить ее график  
3
2
2
4
xy
x
=
−
. 
1) ( ) ( ; 2) ( 2;2) (2; ]D y = −∞ − ∪ − ∪ +∞ ; 
Прямые  2x = ±   являются вертикальными асимптотами;  
3
22 0
2lim
4x
x
x→− −
= −∞
−
;   
3
22 0
2lim
4x
x
x→− −
= +∞
−
; 
3
22 0
2lim
4x
x
x→− −
= −∞
−
;   
3
22 0
2lim
4x
x
x→− −
= +∞
−
; 
2) функция нечетная, график симметричен относительно начала ко-
ординат, поэтому исследование функции достаточно провести на проме-
жутке [ ]0;∞ . Функция не периодична; 
3) находим первую производную 
( ) ( )
( )
( )
2 22 2 3 4 2
2 2 22 2 2
2 126 ( 4) 2 2 2 24
4 4 4
x xx x x x x xy
x x x
−
− − ⋅ −
′ = = =
− − −
. 
Критическими точками 1 рода будут  0, 2 3x x= = ± . 
 
 
 
 
 
 
 
 
y′ 
x 
+ 
– 
– 
–
- 
2 3−  
–2 0 
( ) ( )max 2 3 2 3 6 3y y− = − = − ,  
( )min 2 3 6 3y = ; 
y 
– + 
2 2 3  
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4) вторая производная  
2
2 3
16 ( 12)
( 4)
x xy
x
+
′′ =
−
 дает критическую точку 
второго рода  х = 0. 
 
 
 
 
5) находим наклонную асимптоту 
y kx b= +  
( )
3
2
( ) 2lim lim 2
4x x
f x xk
x x x→+∞ →+∞
= = =
−
; 
3 3 3
2 2
2 2 2 8lim ( ( ) ) lim 2 lim
4 4x x x
x x x xb f x kx x
x x→+∞ →+∞ →+∞
 
− +
= − = − = =  
− − 
 
2
8lim 0
4x
x
x→+∞
= =
−
. 
При x → −∞   k  и  b  принимают те же значения, следовательно, гра-
фик функции имеет наклонную асимптоту  y = 2x; 
6) график имеет одну точку пересечения с осями координат. Ис-
пользуя результаты исследования, строим график  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
–2 
–1 
2 
y 
x 
0 
6 3−  
2 3  2 3−  
6 3  
+ 
2 
– 
x –2 0 
y′′ 
( )
.
0 0перегy y= =  
– + 
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8. Пользуясь правилом Лопиталя, вычислить пределы: 
8.1. 3
2arctglim
1
x
x
x
e
→+∞
pi −
−
. 
Это неопределенность типа 
0
0
 
 
 
. Используя правило Лопиталя, получаем 
22
3 3 3 2
2
2
2arctg 2 1 21lim lim lim lim
3 3131
x x x x
x x x
x xx
x
e e e
x
→+∞ →+∞ →+∞ →+∞
−
pi − +
= = ⋅ =
+ 
− − 
 
; 
 
8.2. ( )
1
ln 1
0
lim
xe
x
x
−
→
. 
Это неопределенность типа ( )00 . Логарифмируя предварительно 
1
( 1)xey x −= , получаем равенство: 
( )
1ln ln
ln 1x
y x
e
= ⋅
−
 (неопределенность типа ∞
∞
). 
Находим предел  ln y , после чего находим и предел  y: 
( )0 0 0
1
ln 1lim ln lim lim
ln 1
1
x
x xxx x x
x
x exy
e x ee
e
→ → →
−
= = = =
⋅
−
−
 
0 0 0
1 1lim lim 1 lim 1
1
x x
xx x x
e e
xe→ → →
−
= ⋅ = ⋅ = , 
следовательно, 
1
1ln( 1)
0 0 0 0
lim ln 1 ln lim 1 lim lim
xe
x x x x
y y y x e e−
→ → → →
= ⇒ = ⇒ = = = . 
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ГЛОССАРИЙ 
 
Производная функ-
ции в точке  x0 
предел отношения приращения функции  ∆y  к 
приращению аргумента  ∆x  при стремлении  ∆x к 
нулю:     ( )
0
lim
x
yy f x
x→
∆
′ ′= =
∆
 
Функция имеет 
бесконечную произ-
водную, 
если для некоторого значения x  выполняется од-
но из условий 
0
lim
x
y
x∆ →
∆
= +∞
∆
     или      
0
lim
x
y
x∆ →
∆
= −∞
∆
 
Производной 2-го 
порядка от функ-
ции ( )=y f x   
называется производная от ее первой производ-
ной. Обозначают  ′′y ,  ( ) ( )( )′′′ ′=f x f x ,  2′′xy  
Дифференциал 
функции ( )=y f x  в 
точке  x0 
произведение производной функции ( )0′f x  на 
приращение аргумента ∆x, т.е. ( )0′= ⋅ ∆dy f x x , 
если x – независимая переменная, то  
( )0′= ⋅dy f x dx  
Геометрический 
смысл дифферен-
циала заключается 
в следующем 
дифференциал функции ( )=y f x  в точке x0  ра-
вен приращению ординаты касательной при 
0→x x  
Асимптота к гра-
фику функции 
( )=y f x  
прямая, к которой приближается точка М(x, y), 
лежащая на графике, при неограниченном удале-
нии ее от начала координат; 
асимптоты бывают наклонные = +y kx b  или вер-
тикальные  =x a , или горизонтальные =y b . 
Производной n-
ного порядка от 
функции ( )=y f x   
называется производная от ее производной (n-1)-го 
порядка. Приняты следующие обозначения   
( ) ( ) ( ) ( )( )1, , ,III IY n ny y y y − ′=… ,   nnd ydx  
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Свойство инвари-
антности (неиз-
менности) диффе-
ренциала первого 
порядка) 
Дифференциал функции равен произведению 
производной на дифференциал аргумента, незави-
симо от того, является ли этот аргумент независи-
мой переменной или функцией другой независи-
мой переменной 
dy y dx′= ⋅  
Точкой локального 
минимума (макси-
мума) функции 
( )=y f x  
является точка 0x , если ( )0 0,x x x∀ ∈ − δ + δ  вы-
полняется неравенство 
( ) ( )0f x f x≥ ,  ( ) ( )( )0f x f x≤ . 
Точкой перегиба называется точка, в которой функция меняет на-
правление выпуклости 
Формула Тейлора  позволяет приближать некоторую функцию 
( )y y x= , дифференцируемую  n  раз, к многочле-
нам  n-ной степени: ( ) ( ) ( )n nf x P x R x= + , где 
( ) ( ) ( )( )
( )
( )0 0 0 0... !
n
n
n
yP x y x y x x x x x
n
′= + − + + −  
Остаточным чле-
ном, записанным в 
форме Пеано 
называется остаточный член 
( ) ( )( )00 nnR x x x= −  
Остаточным чле-
ном, записанным в 
форме Лагранжа 
называется остаточный член 
( )
( ) ( )
( ) ( )
1
1
01 !
n
n
n
y c
R x x x
n
+
+
= −
+
,   где  ( )0 ,c x x∈  
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