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Intensional Learning to Efficiently Build up
Automatically Annotated Emotion Corpora
Lea Canales, Carlo Strapparava, Ester Boldrini, and Patricio Martı´nez-Barco
Abstract—Textual emotion detection has a high impact on business, society, politics or education with applications such as, detecting
depression or personality traits, suicide prevention or identifying cases of cyber-bulling. Given this context, the objective of our research
is to contribute to the improvement of emotion recognition task through an automatic technique focused on reducing both the time and
cost needed to develop emotion corpora. Our proposal is to exploit a bootstrapping approach based on intensional learning for
automatic annotations with two main steps: 1) an initial similarity-based categorization where a set of seed sentences is created and
extended by distributional semantic similarity (word vectors or word embeddings); 2) train a supervised classifier on the initially
categorized set. The technique proposed allows us an efficient annotation of a large amount of emotion data with standards of
reliability according to the evaluation results.
Index Terms—Affective Computing, Corpora Annotation, Sentiment Analysis, Textual Emotion Recognition
F
1 INTRODUCTION
AUTOMATIC detection of affective states in text is becom-ing more and more important due to the fact that it has
the potential of bringing substantial benefits for different
sectors. Example of this can be for instance the applications
in e-learning environment [1], [2]; suicide prevention [3],
[4]; depression detection [5]; identification cases of cyber-
bullying [6]; or tracking well-being [7].
This paper is focused on textual emotion detection be-
cause it is one of the main media employed to interact
with humans through chats room, public reviews, emails,
social networks or web blogs. This produces an abundance
volume of information and hence requires a computer pro-
cessing to classify automatically the text in accordance with
its emotional degree and orientation.
The creation of an accurate emotion detection system
would allow evaluating and representing people’s emotions
through automatically analyzing online content, such as
the comments on the Social Web. This system would be
composed of one module of emotion detection, where the
comments written on channels of Web 2.0 by users would be
analyzed. Taking into account that these commentaries also
contain geographic and temporal information, the system
would allow us to determine the welfare state of a social
group in a specific place and temporal range. Therefore
considering the above, this research area could be very
beneficial from a social point of view.
The majority emotion recognition systems developed
so far consists in supervised machine-learning approaches;
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systems first infer a function from a set of examples labeled
with the correct emotion (this set of examples is called the
training data or labelled corpus). After this, the model is able
to predict the emotion of new examples. Hence, the training
dataset in supervised machine learning algorithms is crucial
to building accurate emotion detection systems with reliable
results.
Despite its importance and need, the creation of a la-
belled corpus is not trivial; detecting emotion in text can
be difficult even for humans due to the influence of each
own background that can affect emotion interpretation.
Generally, corpora have been annotated manually since, in
this way, machine learning systems learned from human an-
notation. Although, as Mohammed [8] analyzed, manual an-
notations can be significantly influenced by a set of different
factors, such as clarity of instructions, the difficulty of the
task, training of the annotators, and even by the annotation
scheme whose creation requires a hard and time-consuming
work. More importantly, due to the subjectivity of the task
most relevant research carried out so far has shown that the
agreement between annotations when associating emotion
to instances is significantly lower compared to other Natural
Language Processing (NLP) tasks. This produce that the
availability of emotion corpus which can be used in su-
pervised machine learning algorithms is low. Consequently,
in this paper, an automatic technique is proposed to create
emotion resources reducing the cost and time-consuming to
build, with aim of improving the emotion detection task.
Our proposal is to exploit a bootstrapping approach
based on intensional learning from an emotional point of
view. This algorithm consist of two main steps: 1) an initial
similarity-based categorization where a set of seed sentences
is created and this seed is extended by distributional seman-
tic similarity (word vectors or embeddings); and 2) train a
supervised classifier on the initially categorized set.
The proposed technique will allow us the annotation of a
large amount of emotion data with efficiently and standards
of reliability proven by the evaluation performed. In partic-
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ular, our approach has been assessed in two corpora: Aman
corpus [9] and Affective Text corpus [10] where an emo-
tional model built from the corpus annotated automatically
and the agreement between corpus annotated automatically
and the gold standard of both corpora is evaluated.
The rest of the paper is organized as follows. Section
2 presents the related work and some comments on the
pending issues. After this, the proposed method is described
in detail in Section 3. Then, Section 4 is aimed at showing
the evaluation methodology, the results obtained and a
discussion about these results. Finally, Section 5 details our
conclusions and future works.
2 STATE OF THE ART
This section discusses the state of the art of different aspects
related to our approach. On the one hand, bootstrapping
technique and semantic similarity metrics are analyzed since
both are the pillars of our approach. On the other hand, an
exhaustive review of emotion lexicons and corpora is carried
out with the aim of obtaining conclusions and determining
the pending issues.
2.1 Bootstrapping technique
Bootstrapping is a strategy to automatically generate a
number of sufficient instances from a small set of seed
words, phrases or sentences. This technique was proposed
to avoid, or at least considerably reducing, the need for man-
ual corpora annotation. Hence, it has become an important
topic in computational linguistics since for many language-
processing tasks there is an abundance of unlabeled data.
There is a large variety of bootstrapping implementa-
tions, but one of the most used in NLP is the bootstrapping
based on an iterative algorithm which it starts from a seed of
words or sentences and in each iteration the most confident
predictions of the algorithm are added to the initial seed.
For instance, this bootstrapping method was used to extract
automatically patterns to identify subjective words [11], [12];
or for the construction of English and Italian corpora from
the domain in Psychiatry via automated Google queries
with an iterative algorithm [13]. In this article, we follow an
Intensional Learning (IL) proposal, an alternative bootstrap-
ping approach proposed in [14]. They refer to the standard
example-based supervision mode as Extensional Learning
(EL) since classes are being specified by means of examples
of their elements and feature-based supervision is referred
to as IL, as features may often be perceived as describing
the intension of a category.
In the literature, IL approach can be found as a technique
for bootstrapping an extensional learning algorithm, as in
word sense disambiguation [15]; or named entity classifica-
tion [16].
According to [14], it is possible to recognize a common
structure behind these works:
Step 1 Initial similarity-based categorization. This step is
approached by applying some similarity crite-
rion between the initial category seed and each
unlabeled sentence. The result of this step is an
initial categorization of (possibly a subset of) the
unlabeled documents.
Step 2 Train a supervised classifier on the initially catego-
rized set. The output of step 1 is exploited to
train a supervised classifier. Different learning
algorithms have been tested, as Support Vector
Machines (SVMs) or Naive Bayes.
The core part of IL bootstrapping is step 1, that is, the
initial unsupervised classification of the unlabeled dataset.
This step has often been approached by simple method
assuming that the supervised training algorithm would be
robust enough to deal with noise from the initial set. Despite
this assumption, the effectiveness of the first step is crucial
for IL bootstrapping.
As mentioned previously, bootstrapping technique has
been suitable to tackle many computational linguistics chal-
lenges as Word Sense Disambiguation [15]; Named Entity
classification [16]; Information Extraction [17]; or Sentiment
Analysis [18] since labelled data are lacking and too expen-
sive to create in large quantities. This is also true for emotion
detection task. Thus, the aim of our research is to tackle and
resolve the lack of labelled emotion data by an automatic
technique.
For that purpose, a bootstrapping process based on IL is
proposed to create an emotion corpus annotated automati-
cally with the aim of not to be dependent on the manual-
labelled examples as in EL. In this way, the annotations are
not influenced by the background of each annotator, since
the personality or personal situation of each one can influ-
ence emotion interpretation. Specifically, the process has the
common structure explained above 1) an initial similarity-
based categorization where a set of seed sentences is created
and then extended by the semantic similarity between sen-
tences; 2) train a supervised classifier on the initially categorized
set. Unlike EL, the IL approach is based on the classical rule-
based classification method, where the user specifies exact
classification rules that operate in the features space. In our
case, this set of rules are specified in the algorithm explained
in Section 3.1. This algorithm employs each seed keyword as
features and thus, the initial seed of sentences is annotated
based on the keywords contained in each sentence. Further-
more, in this step 1, the initial categorization is extended by
semantic similarity (Section 3.2) with the aim to increase the
instances to train a supervised classifier in step 2.
2.2 Semantic similarity of texts
The first step of the bootstrapping process is approached
by applying similarity criterion. Our approach employs
semantic similarity metrics to tackle this step due to the
fact these measures have been used for a long time in a
wide number of NLP applications such as word sense dis-
ambiguation [19]; text summarization [20]; or the evaluation
of text coherence [21] with satisfactory performance. Thus,
the employment of semantic similarity metrics for extending
the initial seed sentences (step 1) is considered interesting
and suitable.
Many approaches have been suggested to determine the
semantic similarity between text such as approaches based
on lexical matching, handcrafted patterns, syntactic parse
trees, external sources of structured semantic knowledge
and distributional semantics [22].
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This research is focused on distributional semantics be-
cause we aim to employ a generic model that does not
require lexical and linguistic analysis and does not use
external sources of structured semantic knowledge.
Distributional Semantic Models (DSM) are based on the
assumption that the meaning of a word can be inferred
from its usage. Therefore, these models dynamically build
semantic representations (high-dimensional semantic vector
spaces) through a statistical analysis of the contexts in which
the words occur1. Finally, each word is represented by
a real-valued vector called word vector or word embedding
and the geometric properties of high-dimensional semantic
vector spaces prove to be semantically and syntactically
meaningful ( [23], [24]), thus words that are semantically or
syntactically similar tend to be close in the semantic space.
Latent Semantic Analysis (LSA) and Word2Vec algo-
rithms incorporate this intuition. On the one hand, LSA
[25] builds a word-document co-occurrences matrix and
performing a dimensional reduction by a Singular Value De-
composition (SVD) on it to get a lower-dimensional repre-
sentation, whereas Word2Vec algorithm [23] learns a vector-
space representation of the terms by exploiting a two-layer
neural network. There are two architectures of Word2Vec:
continuous bag-of-words (CBOW) that predicts the current
word based on the context; and Skip-gram (SKIP) which
predicts surrounding words given the current word. Both
algorithms are employed to build DSMs in this research for
several reasons: (i) both methods allow us to employ generic
model to calculate the semantic similarity by measuring the
distance between the word vectors in the extension of the
seed; (ii) LSA and Word2vec algorithms have demonstrated
their effectiveness to calculate the semantic similarity in
many NLP task such as e-learning [26], text-categorization
[14], [27]; emotion detection [28]; or sentiment analysis [29];
(iii) allow us to compare LSA, a consolidated and traditional
technique, and Word2Vec, a recent technique based on neu-
ral networks, in emotion detection task.
Compositional Distributional Semantic Models (CDSMs)
are employed to determine semantic similarity of sen-
tences/phrases by word embedding. These models are an
extension of DSMs that characterize the semantics of entire
phrases or sentences. This is achieved by composing the
distributional representations of the words that sentences
contain [30].
Among these models, the approach employed in our
research has been used in [31] and it is called VectorSum.
This method consists of adding the vectors corresponding to
non-stop words in bag of words (BOW) A and B, resulting
in a vector VA and VB , respectively. The selection of this
approach as CDSMs is due to its simplicity and because
as [31] demonstrated, these vectors are able to capture the
semantic meaning associated with the contexts, enabling us
to gauge their relatedness using cosine similarity.
2.3 Emotion Lexicons
According to research in psychology, there is a number of
theories about how to represent the emotions that humans
1. http://wordspace.collocations.de/doku.php/course:acl2010:start
perceive and express. Although, there are two main differ-
ent models that represent emotions: the categorical and the
dimensional.
Categorical emotion models assume that there are a
discrete emotional categories or labels. According to this
model, there is a set of basic emotions, which are often
considered universals, employed to express and perceive
emotions. Ekman’s emotions [32] are the most popular set
of basic emotions and determine anger, disgust, fear, joy,
sadness and surprise as the set of basic emotions. However,
nowadays Plutchick’s emotions [33] are also another set of
emotions commonly employed. Plutchik defines a set of
eight basic bipolar emotions, considering of a superset of
Ekman and with two additions: trust and anticipation. These
eight emotions are organized into four bipolar sets: joy vs.
sadness, anger vs. fear, trust vs. disgust and surprise vs.
anticipation.
Dimensional emotion models represent affects in a di-
mensional form where each emotion occupies a location
in this space. One of the most representative models of
these approaches is Rusell’s Circumplex [34] who suggests
a model of affect where emotions are distributed in a two-
dimensional circular space: valence dimension and arousal
dimension. The valence dimension indicates how positive
and negative is an emotion whereas the arousal dimension
differentiates excited and calm states. Within dimensional
models, there are also models based on three dimensions
as the Mehrabian’s model with PAD (Pleasure - Arousal
- Dominance) representation [35] where the dominance di-
mension indicates whether the subject feels in control of the
situation or not.
Regardless the existence of two main different models,
most emotion recognition works are focused on the categor-
ical model since automatic classification text according to
their emotional content is a complex task, and the use of a
set of limited categories makes the task easier to deal with.
Emotion lexicons are a set of words labelled according to
their emotional connotation. The label can be an emotional
category when the categorical model is employed or can be
a value of the strength of a given emotion dimension in a
concrete dimensional model. Thus, in the literature, we can
find lexicons labelled with one or another model.
ANEW [36]: the Affective Norms for English Words is
a set of normative emotional ratings for a large number
of words in the English language (1,034 English words
including verbs, nouns, and adjectives). Each word is rated
from 1 to 9 in terms of the three dimensions of valence,
arousal and dominance.
DAL [37]: the Dictionary of Affective Language contains
8,742 words which have been evaluated by people for their
activation, evaluation and imagery.
WordNet Affect (WNA) [38]: WordNet-Affect is an ex-
tension of WordNet Domains that includes a subset of
synsets suitable to represent affective concepts correlated
with affective words. The affective concepts representing
emotional states are individuated by synsets marked with
the a-label emotion. There are also other a-labels for those
concepts representing moods, situations eliciting emotions
or emotional responses.
NRC Word-Emotion Association Lexicon (Emolex) [39]:
the NRC Word-Emotion Association Lexicon (also called
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Emolex) is a dataset of general domain consisting about
14,000 English unigrams (words) associate with the
Plutchik’s eight basic emotions [33] (anger, fear, anticipation,
trust, surprise, sadness, joy, and disgust) and two sentiments
(negative and positive), compiled by manual annotation.
NRC Hashtag Emotion Lexicon [40]: the NRC Hashtag
Emotion Lexicon is a dataset of Twitter domain consisting
about 16,000 words associated with the Plutchik’s eight
basic emotions [33] by automatic annotation from tweets
with emotion word hashtags.
EmoSenticNet (ESN) [41]: EmoSenticNet is a lexical re-
source of 13,171 words that assigns qualitative emotions
label and quantitative polarity scores to SenticNet concepts
[42]. WordNet Affect emotion labels (Ekman’s emotions:
anger, fear, disgust, sadness, surprise, or joy) is the set of
emotions employed for labelling the concepts.
DepecheMood [43]: DepecheMood is a lexicon of roughly
37 thousand terms associated with emotion scores of eight
emotion categories (happy, sad, angry, afraid, annoyed, in-
spired, amused, and don’t care). It was built exploiting the
crowd-sourced affective annotation implicitly provided by
readers of news articles from Rappler website2.
TABLE 1
Emotion Lexicon
Dictionary Size Emotions Annotation
ANEW [36] 1,034 words Valence,
Arousal and
Dominance
Manual
DAL [37] 8,742 words Activation,
Evaluation and
Imaginary
Manual
WordNet Affect
(WNA) [38]
4,787 terms Semantic levels,
valence,
arousal and
affective labels
Manual
NRC Emotion
Lexicon
(Emolex) [39]
14,182
words
Plutchick’s
emotions
Manual
NRC Hashtag
Emotion
Lexicon [40]
16,862
words
Plutchick’s
emotions
Automatic
EmoSenticNet
[41]
13,171
words
Ekman’s
Emotions
Automatic
DepecheMood
(DPM) [43]
37,216
words
Eight emotion
categories
Automatic
As the majority of works developed so far, our approach
is based on categorical emotion model. Concretely, Ekman’s
basic emotions are employed since the corpora used to eval-
uate are annotated with this set of emotions. Although in
our approach, the group of emotions is adaptable provided
that the process employs an emotion lexicon annotated with
the desired emotions.
In our research, NRC Word-Emotion Association Lexicon
(Emolex) is adopted because: (i) it is general domain and
it can be applied in different corpora; (ii) it is annotated
2. www.rappler.com
with a superset of Ekman’s six basic emotions; and (iii) the
most relevant feature of this resource is that the terms in
this lexicon are carefully chosen so that some of the most
frequent nouns, verbs, adjectives and adverbs allowing us
to create a general method for any genre are included.
2.4 Emotion Corpora
An emotion corpus is a large and structured set of sentences
where each sentence is tagged with one or more emotional
tags. Corpora are a fundamental part of supervised learning
approaches, as they rely on a labelled training data, a set
of examples. Supervised learning algorithm analyzes the
training data and infers a function, which it use for mapping
new examples [44].
As mentioned in the previous section, most automatic
emotion detection systems are focused on a limited set of
proposed basic emotions. Thus, this state-of-art is focused
on the corpora annotated with categorical emotion model
since the majority of corpora developed so far have been
annotated with this model. Table 2 shows the corpora
analyzed. For a more detailed overview of resources and
corpora for sentiment analysis (subjectivity, polarity or psy-
cholinguistic) and emotion detection in social media, see
[45].
Emotion annotation task has been majority approached
with a manual process, as Table 2 shows. In this way,
machine learning systems learn from human annotations
that are generally more accurate. Among these resources,
we can find corpora labelled with the six basic emotions
categories proposed by Ekman such as: [46] annotated a
sentence-level corpus of approximately 185 children stories
with emotion categories; [9] annotated blog posts collected
directly from Web with emotion categories and intensity; or
[10] annotated news headlines with emotion categories and
valence.
Although there are corpora labelled with another small
set of emotions by manual annotation like ISEAR corpus
[47] contains reports on seven emotions each by close to
3,000 respondents in 37 countries on all 5 continents; [49]
a corpus extracted 700 sentences from blog posts provided
by BuzzMetrics annotated with one of nine emotion cate-
gories (a subset of emotional states defined by Izard) and a
corresponding intensity value; [48] corpus extracted 1,000
sentences from various stories annotated with one of 14
categories of their annotation scheme (between them Izards
emotions [57]) and a corresponding score (the strength
or intensity value); Emotiblog-corpus that consists of a
collection of blog posts annotated with three annotation
levels: document, sentence and element using a group of
15 emotions [50]; or EmoTweet-28 corpus that consists of a
collection of tweets annotated with 28 emotion categories.
The corpus contains annotations for four facets of emotion:
valence, arousal, emotion category and emotion cues [51].
Most recently, there is a new family of social media
corpora which include multi-layered manual annotations,
among which the annotations for basic emotions are also
included. Examples of these corpora are: 1) the Twitter
corpus developed by [52] where a set of 2012 US presidential
election tweets were annotated by crowdsourcing for a num-
ber of attributes pertaining to sentiment, emotion, purpose
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TABLE 2
Emotion Corpora
Corpus Source Size Emotions Annotation
Alm corpus [46] Children stories 185 stories
1,200 sentences
Ekman’s emotions Manual
Aman corpus [9] Blog posts 173 blog posts
4,000 sentences
Emotion category
(Ekman’s emotions)
Emotion intensity (high
medium, low)
Manual
Affective Text Semeval
2007 [10]
News headlines 1,250 headlines Ekman’s emotions and
Valence
Manual
ISEAR [47] Reports 7,667 sentences 7 Emotion categories Manual
Nevioroskaya corpus
(1) [48]
Stories 1,000 sentences 14 emotional categories
(between them Izard’s
emotions)
Manual
Nevioroskaya corpus
(2) [49]
Blog posts 700 sentences Izard’s emotions and
Polarity categories
Manual
Emotiblog-corpus [50] Blog posts 1,950 sentences 15 emotions Manual
EmoTweet-28 corpus
[51]
Tweets 15,553 tweets 28 Emotion Categories,
Valence, Arousal and
Emotion Cues
Manual
2012 US Electoral
corpus [52]
Tweets 1,600 tweets Sentiment, Emotions
(Plutchick’s emotions),
Purpose, and Style
Manual
Multi-View Sentiment
corpus [53]
Tweets 3,000 tweets Subjectivity, Emotions
(Plutchick’s emotions),
Sentiment,
Explicit/Implicit, and
Irony
Manual
Twitter Emotion
Corpus (TEC) [54]
Tweets 21,000 tweets Ekman’s emotions Automatic
Choudhurry corpus
[55]
Tweets 6.8 million
tweets
11 Emotion categories Automatic
Wang corpus [56] Tweets 2.5 million
tweets
7 Emotion categories Automatic
or intent behind the tweet, and style; and 2) [53] present
a Multi-View Sentiment Corpus (MVSC), manually labelled
with several aspects of the natural language text: subjec-
tive/objective, sentiment polarity, implicit/explicit, irony
and emotion, which comprises 3,000 English microblogs
posted related to the movie domain.
The main drawback of manual annotation is that the pro-
cess is very time consuming and expensive due to different
factors like the annotation scheme, the difficulty of the task
or the training of the annotators. These aspects are even
more complex to define in emotion annotation task because
of its highly subjective. This produces the need to invest in
many resources to annotate large scale emotion corpora.
Consequently and with the aim of overcoming the cost
and time-consuming shortcoming of manual annotation,
several emotion resources have recently been developed em-
ploying emotion word hashtags to create automatic emotion
corpus from Twitter. Mohammad [54] describe how they
created a corpus from Twitter post (Twitter Emotion Corpus
- TEC) using this technique. In literature, several works can
be found with the use emotion word hashtags to create
emotion corpora from Twitter [55], [56]. Aiming at sparing
annotation effort, distant supervision using Facebook reac-
tions has also been explored as an alternative way to obtain
training data in emotion detection. For instance, [58] exploit
the Facebook reaction feature in a distant supervised fashion
to train a support vector machine classifier for emotion
detection.
Thus, in textual emotion recognition research commu-
nity, the interest in developing amounts of emotion cor-
pora has increased because that would allow improving
supervised machine learning systems. Example of this is the
new shared task on Emotion Intensity (EmoInt) proposed at
WASSA 2017, which proposes a novel related challenge for
emotion detection3. Thus, despite that the use of emotion
3. https://www.aclweb.org/portal/content/wassa-2017-shared-
task-emotion-intensity
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word hashtags as a technique to label data is simple and
efficient in terms of time and cost, this method can be
exclusively applied to social networks and micro-blogging
services. For this reason, our objective is to develop a
bootstrapping technique for large-scale annotation in any
genre with the aim to reduce the cost and time-consuming.
3 AUTOMATIC ASSOCIATION BETWEEN EMOTIONS
AND SENTENCES
The objective of emotion annotation task is to annotate
unlabeled sentences with the emotions expressed in each
sentence. For this purpose, a bootstrapping technique based
on intensional learning is presented. The common structure
of this technique consists of 1) the initial similarity-based
categorization and 2) training a supervised classifier on the
initially categorized set.
Specifically, our bootstrapping approach consists in two
unsupervised mechanisms within the initial categorization
step: 1.1) the creation of an initial seed where NRC Emo-
tion lexicon is employed to annotate the sentences by its
emotional words (Section 3.1); and 1.2) the extension of the
initial seed based on the measure of the semantic similarity
between sentences (Section 3.2) ( [59], [60]). The overview of
the initial categorization step is described in Figure 1.
The process receives as input data a collection of un-
labelled sentences/phrases, a set of emotional categories,
specifically this paper works with the Ekman’s six basic
emotions [32], and the number of these categories to an-
notate (one or more categories).
The characteristics of the proposal to be adaptable to the
set of emotional categories, as well as to be flexible to the
number of emotional categories annotated (the predominant
emotion or all of the emotions detected), are interesting and
novel. This flexibility allows the use of this technique in dif-
ferent domains or applications. For instance, boredom, anxiety
and excitement emotions are typically detected in education
domain [61], whereas emotions like amused or inspired are
analyzed in news domain4. Moreover, this adaptability can
be useful in those applications where the detection of the
emotion intensity is important such as recommender sys-
tems.
The section is divided into three subsections where the
main tasks carried out by the process are explained.
Fig. 1. Overview of the initial categorization step (Step 1 of bootstrap-
ping).
4. http://www.rappler.com/
3.1 Selection of Seed Sentences by Emolex
In this section, the process of creating the initial seed by ex-
ploring NRC Word-Emotion Association Lexicon (Emolex)
[39] is presented.
Emolex is a lexicon of general domain consisting of
14,000 English unigrams (words) associated with an emo-
tional vector of Plutchik’s eight basic emotions [33] (anger,
fear, anticipation, trust, surprise, sadness, joy and disgust) and
two sentiments (negative and positive), compiled by manual
annotation. Our approach only employs the Ekman’s basic
emotions and for this reason, the lexicon is reduced to 3,462
English unigrams. The coverage of this reduced version of
Emolex is shown in Table 3.
TABLE 3
The Coverage of Emotions in the reduced version of Emolex
Emolex (Ekman‘s emotions)
# of Words
Anger 1,247
Disgust 1,058
Fear 1,476
Joy 689
Sadness 1,191
Surprise 534
Due to this reduction, the improvement of Emolex with
synonyms can be considered relevant to test a different set
of seeds. For this reason, Emolex is extended automatically
with Wordnet (WN) [62] and Oxford [63] synonyms. Hence,
three approaches are presented where each one employs
different versions of Emolex (original approach, enriched
approach by WN synonyms and enriched approach by
Oxford synonyms). The process of the seed creation is the
same for all of the approaches. The extension process of
Emolex is completely automatic and is explained in detail
in subsection 3.1.1 and subsection 3.1.2.
The algorithm of the creation of the seed consists of:
• Step 1: each sentence has an emotional vector as-
sociated with a value of each emotion ([ANGER,
DISGUST, FEAR, JOY, SADNESS, SURPRISE]) initial-
ized to zero.
• Step 2: each sentence is tokenized and lemmatized
using Stanford Core NLP [64].
• Step 3: each word of the sentence is looked up in
Emolex. If a word is in Emolex, its emotional values
are added to the emotional vector of the sentence.
• Step 4: if the process annotates the predominant emo-
tion, each sentence is annotated with the emotion
whose value is the highest in the emotional vector
of the sentence. Instead, if the process annotates all
of the emotions expressed in the sentence, each sen-
tence is annotated with all of the emotions detected.
Figure 2 shows two examples of the creation of the
seed. Sentence 1: “We played fun baby games and caught up
on some old time”, whose emotional vector is initialized
to zero, contains three emotional words: ’fun’, ’baby’ and
’catch’. The values of these three words are added and the
sentence has finally this vector: [0, 0, 0, 2, 0, 1] associated.
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This sentence will have JOY emotion associated because
this emotion has the highest value associated when the
process is detecting the predominant emotion and will have
JOY and SURPRISE emotions associated when all of the
emotions are detected. Sentence 2: “My manager also went
to throw a fake punch.”, whose emotional vector is initialized
to zero, contains one emotional word: ’punch’. The sentence
has finally this vector: [1, 0, 1, 0, 1, 1] associated. Hence, if the
process is detecting the predominant emotion, this sentence
will be not associated any emotion, whereas this sentence
will have ANGER, FEAR, SADNESS and SURPRISE emotions
associated when the objective is to detect all emotions.
Fig. 2. Examples of the process of selecting seed sentences.
Linguistic phenomena such as negation or irony have
not been addressed in this approach because the objective of
our research is to propose a technique for large-scale anno-
tation in any genre with the aim to reduce the cost and time-
efforts. The management of these phenomena introduces a
high level of complexity in the approach since the detection
of these aspects requires an analysis in depth of each genre,
thereby hampering the achievement of our purpose.
3.1.1 Enriched approach by WordNet synonyms
The extension of Emolex employing WordNet [62] syn-
onyms is one of the enriched approaches evaluated.
In this process, each word contained in Emolex is looked
up in WordNet, the synonyms of its more frequent sense are
obtained and annotated with the emotions of the Emolex
word. Figure 3 shows an example of the process. The word
‘alarm‘ is contained in Emolex and has the emotions FEAR
and SURPRISE associated. The process looks up ‘alarm‘ in
WordNet and obtains the synonyms of its more frequent
sense: ‘dismay‘ and ‘consternation‘. These synonyms are
added to Emolex and annotated with the same emotions
of ‘alarm‘.
Fig. 3. Process of the extension of Emolex by WordNet synonyms.
After the process, Emolex has been extended with 4,029
words more resulting in a lexicon with 7,491 words.
3.1.2 Enriched approach by Oxford synonyms
The enriched approach by Oxford synonyms is carried out
with the aim of analyzing the relevance of selecting a set of
synonyms or other.
First, each word contained in Emolex is looked up in
the Oxford American Writer Thesaurus [63] and all of the
synonyms for all of its senses are collected. Then, each
synonym of a word is associated with the emotions of the
Emolex word and is added in Emolex. If a synonym is
already in Emolex, their emotions associated will be the
result of matching the emotional vector stored in Emolex
and the new emotional vector.
Figure 4 shows an example of the process that corre-
sponds the word ‘sickness‘. The first step gets their Oxford
synonyms and for each synonym (in this example the syn-
onym ‘vomiting‘): 1) associate the emotions of ‘sickness‘,
this is, DISGUST, FEAR and SADNESS; and 2) check if
‘vomiting‘ is already in Emolex. If it is not, their emotions
associated will be the same as ‘sickness‘. In another case,
their emotional vector will contain the emotion in common
between the vector saved in Emolex (old) and the new
emotional vector (new). In this case, ‘vomiting‘ will be
associated with DISGUST emotion.
Fig. 4. Process of the extension of Emolex by Oxford synonyms.
After the process, Emolex has been extended with 6,789
words more, resulting in a lexicon with 10,251 words.
3.2 Seed Extension via Semantic Similarity
After obtaining the initial seed sentences, the next step will
consist into increasing the number of annotated sentences
with the help of Compositional Distributional Semantic
Models (CDSMs).
As we mentioned previously, Compositional Distribu-
tional Semantic Models (CDSMs) are an extension of Dis-
tributional Semantic Models (DSMs) that characterise the
semantics of entire phrases or sentences. With these models,
the seed sentences will be extended based on the semantic
similarity between annotated and non-annotated sentences.
The extension process of the seed consists of:
• Step 1: annotated and non-annotated sentences are
represented by distributional vectors employing dif-
ferent DSMs and calculate the cosine similarity be-
tween them. The representation of each sentence is
1949-3045 (c) 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAFFC.2017.2764470, IEEE
Transactions on Affective Computing
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 8
achieved by adding the distributional vectors corre-
sponding to non-stop words of each sentence.
• Step 2: when the similarity is higher than 80%,
the non-annotated sentences are annotated with the
emotions of the annotated one. The use of a strict
similarity (80%) allows us to ensure that the seed is
extended with high confidence. This value was em-
pirically determined with different similarity thresh-
olds. These experiments showed that employing
thresholds lower than 80% added a lot of noise to
the seed since the precision was too low.
Regarding the DSMs employed, a Latent Semantic Anal-
ysis (LSA) model and three Word2Vec (W2V) models are
employed: a LSA model applied in [65], which is run on
the lemmas of the British National Corpus (BNC)5; two
Word2Vec models (CBOW and Skip-gram architecture) are
run on the lemmas of New York Times Newswire Service
from the Annotated English Gigaword6; and a Word2Vec
model (CBOW) applied in [66], which is run on the words
of the BNC and WackyPedia/ukWac.
In this process, non-annotated sentences could be
matched to two or more annotated sentences. The process
selects the annotated sentence whose similarity with non-
annotated one is higher and annotates it.
Once the process is finished, we have labeled and un-
labeled data that make up our emotion corpus annotated
automatically.
3.3 Training supervised classifiers
In the second step of the bootstrapping technique, the an-
notated and the non-annotated sentences from the previous
step are exploited to train a set of supervised classifiers.
Concretely, a Support Vector Machines (SVM) with Sequen-
tial Minimal Optimization (SMO) [67] algorithm is applied
where the sentences are represented as a vector of words
weighted by their counts using Weka [68].
4 EVALUATION
The objective of this research is to assess the viability of the
use of IL bootstrapping technique to built emotion corpora
reducing the cost and time-consuming. To achieve that, in
this paper two evaluation, explained in Section 4.2, are
carried out.
4.1 Datasets
Our approach is tested against two emotion corpora anno-
tated at sentence level: (i) Aman corpus [9]; and (ii) Affective
Text corpus [10].
These corpora are selected because of several reasons:
(i) both corpora are manually annotated allowing us to
compare automatic annotation to manual annotation; (ii)
they are relevant to emotion detection task since they have
been employed in many works to detect emotions [69], [70],
[71]; and (iii) these corpora allow us to test our approach
about corpora with different sources of information: news
5. http://www.natcorp.ox.ac.uk/
6. https://catalog.ldc.upenn.edu/LDC2012T21
headlines and blog posts from Web. Thus, the usability and
effectiveness of our approach can be checked.
Aman corpus. This dataset contains sentence-level anno-
tation of 4,000 sentences from blog posts collected directly
from Web. This resource was annotated manually with the
six emotion categories proposed by Ekman and the emotion
intensity (high, medium, or low).
Semeval-2007 Affective Text corpus. It contains sentence-
level annotations of 1,250 short texts from news headlines,
which were drawn from major newspapers such as New
York Times, CNN and BBC News, as well as from the
Google News. This corpus was annotated manually with
Ekman’s basic emotions and valence.
4.2 Evaluation Methodology
As we mentioned, the evaluation methodology is divided
into two steps. On the one hand, an emotional model is
built from the corpus annotated automatically to evaluate
the usability of this corpus. On the other hand, the quality
of automatic annotations is assessed through the measure
of agreement between the corpus developed with our ap-
proach (automatic annotation) and the gold standard of
Aman corpus and Affective Text corpus (manual annota-
tion).
With regards to automatic emotion classification, a SMO
multi-classifier is employed on Aman corpus because of it is
annotated with one emotion. On Affective Text corpus, six
binary classifiers SMO are applied since each sentence can
be annotated with one or more emotions. For the evaluation,
the versions of the corpora (Aman corpus and Affective
Text corpus) annotated automatically with our approaches
are performed with a 10-fold cross-validation. Specifically,
precision, recall and F1-score are calculated in each model.
This evaluation allows us to analyse the results obtained
by machine learning algorithms when an emotion corpus
automatically annotated is employed.
Concerning agreement evaluation, the annotation fea-
tures of each corpus carried out in the original works, along
with our evaluation are explained in the next subsections.
This assessment is carried out because it indicates us how
well our process annotates since the automatic annotations
are directly compared to the gold standard of each corpus.
If there is a disagreement between automatic and manual
annotations, this indicates that it has been mistakes of the
creation of the seed and thus there are incorrect associations
between sentences and emotions.
4.2.1 Aman corpus
This corpus was manually developed by four annotators
who received no training, though they were given samples
of annotated sentences to illustrate the kind of annotations
required. About the emotion categories, the Ekman‘s basic
emotions were selected and two further categories were
added: (i) mixed emotions and (ii) no emotion, resulting in
eight categories to which a sentence could be assigned. As
for annotation metric, Cohen’s kappa [72] was employed.
Concerning our evaluation of agreement between the au-
tomatic annotation and the gold standard of Aman corpus,
the Cohen’s kappa measure is employed like in the original
work.
1949-3045 (c) 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAFFC.2017.2764470, IEEE
Transactions on Affective Computing
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 9
4.2.2 Affective Text corpus
Concerning the emotion annotation task carried out on
Affective Text corpus, they organized a manual annotation
task constituted of six annotators who were instructed to
select the appropriate emotions. The annotators assigned
a value for each Ekman’s basic emotion and a value for
valence. Hence, each headline had associated a value for
each emotion and a value for valence. About the inter-tagger
agreement, it was conducted for each of the six emotions
and for the valence annotations and was carried out using
the Pearson correlation [73] measure.
In Task 14 of SemEval-2007, two evaluations were car-
ried out: fine-grained and coarse-grained. The fine-grained
evaluation was conducted using the Pearson correlation
between the system and the gold standard scores. In
the coarse-grained evaluation, each emotion of the gold
standard was mapped to a 0/1 classification (0=[0,50),
1=[50,100]), and each valence was mapped to a -1/0/1 (-
1=[-100, -50], 0=(-50,50), 1= [50,100]).
In our evaluation, the gold standard employed in coarse-
grained evaluation is used to measure the agreement with
our automatic annotations. To achieve that, Cohen’s Kappa
is employed because it is the most frequent metric used
to compare the extent of consensus between annotators in
classifying items.
4.3 Results
On the one hand, the results obtained by each classifier
employing the gold standard corpora annotated manually
with same algorithms, set of features and evaluation (cross-
validation) are shown in Tables 4 and 5.
On the other hand, the results obtained by each classifier
in all of our approaches of corpora annotated automatically
are shown in the tables below. Tables 6 and 7 detail results
obtained with all of the DSMs on Aman corpus and Tables
8 and 9 show the results on Affective Text corpus. Preci-
sion (P), recall (R) and F1-values (F1) are shown for each
emotion employing the original approach and the enriched
approaches.
TABLE 4
Precision, Recall and F1-values Obtained by the SMO Multi-Classifier
on the gold standard of Aman Corpus
Aman Corpus
P R F1
Anger 0.538 0.274 0.363
Disgust 0.714 0.32 0.442
Fear 0.672 0.357 0.466
Joy 0.720 0.513 0.599
Sadness 0.577 0.260 0.359
Surprise 0.553 0.226 0.321
Neutral 0.798 0.955 0.869
Macro Avg. 0.653 0.415 0.488
Regarding the comparison between automatic and man-
ual annotations, Cohen’s kappa values obtained by each
TABLE 5
Precision, Recall and F1-values Obtained by the Six Binary-Classifiers
SMO on the gold standard of Affective Text corpus
Affective Text Corpus
P R F1
Anger 0.946 0.962 0.953
Disgust 0.986 0.988 0.985
Fear 0.876 0.902 0.881
Joy 0.843 0.879 0.850
Sadness 0.904 0.913 0.897
Surprise 0.967 0.970 0.962
Macro Avg. 0.920 0.936 0.921
one of our approaches when they are compared to the gold
standard of both corpora are shown in Tables 10-11.
4.4 Discussion
4.4.1 Aman corpus
As for the emotion model evaluation, the macro average of
F1-values obtained for all of the approaches are encouraging
since most of them are near 40%, obtaining the best value
of 41.2% in Gigaword W2V (CBOW). Although these values
do not improve the results obtained with the original Aman
corpus (48.8%), these results are interesting taking into
account the corpus has been annotated automatically with
great benefits in terms of cost and time.
About the agreement evaluation that allows us to eval-
uate the effectiveness of the first step of bootstrapping and
the quality of annotations, the results show the agreement
between automatic and manual annotation since most of the
results are near 80% for each emotion except JOY emotion
which obtains worse values. This may be due to the fact that
the process of the creation of the seed introduces false JOY
sentences and this error generates noisy to the second part
of the bootstrapping process. As we mentioned previously,
linguistic phenomena such as negation or irony have not
been addressed in this approach and this may be the cause
of this problem. Moreover, the presence of JOY words in
the sentences is frequent since Emolex contains words like
child, found, clean, etc. associated with JOY, thus this could
be another cause. For this reason, the number of sentences
annotated with JOY is higher than they should be and the
agreement is worse. Nevertheless, these results are hopeful
and demonstrate the viability of this technique and the
possibility of creating an emotion corpus reducing the cost
and time-consuming.
With regards to original and enriched approach in both
evaluations, the comparative must be done per emotion
since there are different situations. Emotions like ANGER,
FEAR, and SADNESS obtain improvements in enriched ap-
proaches in F1-values. Respect to agreement values in these
emotions, the improvements are showed in original ap-
proach though the values obtained by enriched ones are
higher 80% in the majority of the emotions, thus the quality
of the annotations is high. About DISGUST emotion, it is an
emotion where the improvements in F1-value in enriched
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TABLE 6
Precision, Recall and F1-values Obtained by the SMO Multi-Classifier on the Corpus Developed Applying LSA and ukWak W2V (CBOW) Models
as Semantic Metric in the Extension of the Seed on Aman Corpus.
LSA model (Aman corpus) ukWak W2V (CBOW) (Aman corpus)
Original approach Enriched approach WN Enriched approach Oxford Original approach Enriched approach WN Enriched approach Oxford
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1
Anger 0.198 0.137 0.162 0.444 0.348 0.391 0.338 0.330 0.334 0.184 0.152 0.167 0.413 0.330 0.367 0.360 0.356 0.358
Disgust 0.250 0.068 0.107 0.308 0.178 0.225 0.353 0.120 0.179 0.121 0.047 0.067 0.350 0.286 0.315 0.200 0.098 0.132
Fear 0.401 0.236 0.297 0.392 0.303 0.342 0.412 0.251 0.312 0.289 0.179 0.221 0.409 0.282 0.334 0.336 0.219 0.265
Joy 0.574 0.571 0.572 0.677 0.702 0.689 0.565 0.604 0.584 0.507 0.586 0.544 0.680 0.796 0.733 0.520 0.600 0.557
Sadness 0.247 0.107 0.149 0.467 0.269 0.341 0.591 0.462 0.519 0.307 0.226 0.260 0.406 0.241 0.303 0.552 0.586 0.568
Surprise 0.459 0.224 0.301 0.366 0.152 0.214 0.359 0.192 0.250 0.345 0.185 0.241 0.294 0.103 0.153 0.376 0.229 0.285
Neutral 0.706 0.846 0.770 0.559 0.676 0.612 0.551 0.668 0.604 0.608 0.702 0.652 0.587 0.573 0.580 0.596 0.554 0.574
Macro Avg. 0.405 0.313 0.337 0.459 0.375 0.402 0.453 0.375 0.397 0.337 0.297 0.307 0.448 0.373 0.398 0.420 0.377 0.391
TABLE 7
Precision, Recall and F1-values Obtained by the SMO Multi-Classifier on the Corpus Developed Applying Gigaword W2V (CBOW & SKIP) Models
as Semantic Metric in the Extension of the Seed on Aman Corpus.
Gigaword W2V CBOW) (Aman corpus) Gigaword W2V (SKIP) (Aman corpus)
Original approach Enriched approach WN Enriched approach Oxford Original approach Enriched approach WN Enriched approach Oxford
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1
Anger 0.113 0.074 0.089 0.541 0.400 0.460 0.399 0.385 0.392 0.139 0.094 0.112 0.465 0.354 0.402 0.383 0.385 0.384
Disgust 0.250 0.052 0.086 0.262 0.129 0.173 0.235 0.080 0.119 0.176 0.037 0.061 0.365 0.256 0.301 0.160 0.073 0.100
Fear 0.419 0.233 0.300 0.387 0.287 0.329 0.300 0.172 0.219 0.336 0.223 0.268 0.388 0.286 0.329 0.257 0.167 0.203
Joy 0.554 0.423 0.480 0.674 0.706 0.690 0.550 0.556 0.553 0.528 0.597 0.560 0.688 0.748 0.717 0.557 0.609 0.582
Sadness 0.305 0.105 0.157 0.496 0.298 0.372 0.554 0.459 0.502 0.273 0.143 0.188 0.435 0.213 0.286 0.544 0.417 0.472
Surprise 0.407 0.222 0.287 0.406 0.160 0.230 0.338 0.150 0.208 0.353 0.156 0.217 0.250 0.092 0.134 0.359 0.168 0.229
Neutral 0.719 0.876 0.790 0.591 0.679 0.632 0.540 0.648 0.589 0.629 0.751 0.685 0.538 0.636 0.583 0.485 0.595 0.534
Macro Avg. 0.395 0.284 0.313 0.480 0.380 0.412 0.417 0.350 0.369 0.348 0.286 0.299 0.447 0.369 0.393 0.392 0.345 0.358
TABLE 8
Precision, Recall and F1-values Obtained by the SMO Six Binary-Classifiers on the Corpus Developed Applying LSA and ukWak W2V (CBOW)
Models as Semantic Metric in the Extension of the Seed on Affective Text Corpus.
LSA model (Affective Text corpus) ukWak W2V (CBOW) (Affective Text corpus)
Original approach Enriched approach WN Enriched approach Oxford Original approach Enriched approach WN Enriched approach Oxford
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1
Anger 0.722 0.737 0.720 0.705 0.705 0.701 0.769 0.763 0.760 0.754 0.765 0.746 0.722 0.720 0.716 0.772 0.766 0.763
Disgust 0.870 0.883 0.855 0.830 0.831 0.808 0.803 0.824 0.797 0.875 0.884 0.853 0.827 0.829 0.806 0.799 0.822 0.792
Fear 0.764 0.762 0.754 0.672 0.671 0.671 0.726 0.724 0.722 0.768 0.768 0.761 0.697 0.696 0.696 0.753 0.749 0.747
Joy 0.815 0.826 0.803 0.769 0.771 0.759 0.717 0.722 0.712 0.823 0.835 0.813 0.769 0.772 0.758 0.745 0.749 0.739
Sadness 0.778 0.789 0.774 0.730 0.737 0.727 0.755 0.757 0.748 0.805 0.812 0.793 0.738 0.744 0.732 0.756 0.756 0.745
Surprise 0.851 0.852 0.819 0.822 0.823 0.801 0.799 0.811 0.790 0.853 0.857 0.826 0.817 0.823 0.805 0.802 0.813 0.791
Macro Avg. 0.800 0.808 0.788 0.755 0.756 0.745 0.762 0.767 0.755 0.813 0.820 0.799 0.762 0.764 0.752 0.771 0.776 0.763
TABLE 9
Precision, Recall and F1-values Obtained by the SMO Six Binary-Classifiers on the Corpus Developed Applying Gigaword W2V (CBOW & SKIP)
Models as Semantic Metric in the Extension of the Seed on Affective Text Corpus.
Gigaword W2V (CBOW) (Affective Text corpus) Gigaword W2V (SKIP) (Affective Text corpus)
Original approach Enriched approach WN Enriched approach Oxford Original approach Enriched approach WN Enriched approach Oxford
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1
Anger 0.765 0.775 0.755 0.714 0.713 0.708 0.777 0.772 0.769 0.738 0.748 0.730 0.697 0.696 0.693 0.767 0.761 0.759
Disgust 0.884 0.889 0.862 0.832 0.834 0.813 0.804 0.825 0.797 0.856 0.868 0.834 0.818 0.822 0.801 0.792 0.815 0.784
Fear 0.782 0.782 0.775 0.692 0.691 0.690 0.726 0.724 0.722 0.770 0.768 0.762 0.694 0.693 0.693 0.719 0.716 0.715
Joy 0.824 0.837 0.815 0.772 0.774 0.761 0.724 0.729 0.718 0.813 0.826 0.804 0.771 0.771 0.757 0.728 0.732 0.722
Sadness 0.805 0.812 0.795 0.729 0.737 0.725 0.757 0.758 0.748 0.788 0.796 0.780 0.723 0.729 0.717 0.737 0.740 0.732
Surprise 0.868 0.868 0.838 0.812 0.819 0.799 0.814 0.822 0.799 0.854 0.857 0.824 0.824 0.828 0.813 0.804 0.815 0.792
Macro Avg. 0.821 0.827 0.807 0.759 0.761 0.749 0.767 0.772 0.759 0.803 0.811 0.789 0.755 0.757 0.746 0.758 0.763 0.751
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TABLE 10
Cohen‘s kappa values Obtained by All Approaches (the Original Approach and the Enriched Approaches) in the Comparison of their Annotations
to the Gold of Aman Corpus.
Cohen‘s kappa values (Aman corpus)
LSA ukWak W2V (CBOW) Gigaword W2V (CBOW) Gigaword W2V (SKIP)
Original Enriched WN Enriched Oxford Original Enriched WN Enriched Oxford Original Enriched WN Enriched Oxford Original Enriched WN Enriched Oxford
Anger 0.9368 0.9051 0.8882 0.9193 0.9004 0.8713 0.9430 0.9089 0.8875 0.9328 0.9044 0.8675
Disgust 0.9495 0.9417 0.9537 0.9452 0.9392 0.9529 0.9507 0.9430 0.9527 0.9460 0.9412 0.9514
Fear 0.9226 0.8919 0.9323 0.9315 0.9099 0.9328 0.9380 0.9136 0.9343 0.9106 0.9009 0.9223
Joy 0.7719 0.6041 0.7241 0.6987 0.5359 0.7219 0.8053 0.6414 0.7443 0.7281 0.5752 0.6942
Sadness 0.9285 0.9193 0.8033 0.8750 0.9119 0.7425 0.9340 0.9173 0.8396 0.9131 0.9066 0.8230
Surprise 0.9186 0.9512 0.9345 0.9014 0.9522 0.9338 0.9368 0.9557 0.9325 0.9146 0.9509 0.9295
TABLE 11
Cohen‘s kappa values Obtained by All Approaches (the Original Approach and the Enriched Approaches) in the Comparison of their Annotations
to the Gold of Affective Text Corpus.
Cohen‘s kappa values (Affective Text corpus)
LSA ukWak W2V (CBOW) Gigaword W2V (CBOW) Gigaword W2V (SKIP)
Original Enriched WN Enriched Oxford Original Enriched WN Enriched Oxford Original Enriched WN Enriched Oxford Original Enriched WN Enriched Oxford
Anger 0.6896 0.5544 0.5312 0.6976 0.5600 0.5448 0.7024 0.5632 0.5496 0.6800 0.5480 0.5344
Disgust 0.8552 0.7422 0.7888 0.8560 0.7448 0.7904 0.8568 0.7456 0.7896 0.8416 0.7336 0.7832
Fear 0.6576 0.5476 0.5792 0.6696 0.5504 0.5832 0.6712 0.5520 0.5848 0.6520 0.5464 0.5752
Joy 0.7704 0.6902 0.6456 0.7752 0.6928 0.6488 0.7792 0.6928 0.6480 0.7688 0.6856 0.6392
Sadness 0.7576 0.6693 0.6576 0.7712 0.6752 0.6616 0.7720 0.6768 0.6624 0.7544 0.6664 0.6520
Surprise 0.7856 0.7182 0.7328 0.7912 0.7208 0.7352 0.7976 0.7224 0.7392 0.7904 0.7168 0.7352
approaches is also shown in agreement values. Respect to
SURPRISE emotion, it is one of the emotions more com-
plicated to classify but the enriched approach Oxford of
ukWak W2V(CBOW) and Gigaword W2V (SKIP) models
improve the F1 results and moreover, the agreement values
in these approaches remain higher than 90%. About JOY
emotion, as we mentioned before, there is an excess of
sentences annotated with this emotion, then the agreement
is worse in enriched approaches but F1-values are better
since the algorithm tend to classify by the most frequent
class. Considering all emotion, the results demonstrate the
benefits of enriched approaches and the usability of extend-
ing the seed in Aman corpus since the improvements in
F1-values obtained by enriched approaches also gets high
agreement values. However, the use of Wordnet or Oxford
synonyms should be analyzed in depth since the results
vary depending on each emotion.
Finally, regarding the DSMs employed, the F1-values, as
well as the agreement, do not obtain significant results for
considering that one model is better than the rest.
4.4.2 Affective Text corpus
Regarding the F1-values obtained on Affective Text corpus,
the results are really interesting because most of them are
near 80%, obtaining the best value of 80.7% in Gigaword
W2V (CBOW). As in Aman corpus, these results do not
improve the value obtained with the original Affective Text
corpus (92.1%), however, they are considered encouraging
since the corpus employed have been automatically devel-
oped.
About the agreement values obtained, the values are
between 65% and 85%, values near to get a good reliability
and hence they are encouraging results. In this corpus, the
worst values are obtained in FEAR emotion. This values can
be due to the fact that the fear words saved on Emolex are
not representative of the vocabulary employed in headlines,
since these results are obtained even though the recall of fear
word in Emolex is the highest respect to other emotions.
With reference to the comparative between original and
enriched approaches in both evaluations, the situation is
different to Aman corpus. In this case, the improvements
F1-value are only observed in enriched approach Oxford for
ANGER emotion regardless the model employed. However,
these improvements are not reflected in agreement evalu-
ation. Therefore, in this case, the extension is not recom-
mended, since the original approach results are encouraging
in both evaluations: classification and agreement. In the rest
of the emotions, the best results are obtained by the original
approach in the classification and the agreement. With all
this in mind, we can conclude that the use of the resources
to extend Emolex and the election of these resources would
depend on the genre of text to annotate. Despite this, the
results of the original approach demonstrate the usability of
the technique for Affective Text corpus.
Finally, as on Aman corpus, the results obtained by
the different DSMs do not report significant results for
concluding which is the best model.
5 CONCLUSION
As presented in the introductory section of this paper, the
rationale beyond our research is the need to tackle the
annotation task of emotions automatically due to the cost
and time associated with the manual annotation process.
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The paper presents a bootstrapping technique based on
IL for automatic annotations with two main steps: 1) an
initial similarity-based categorization where a set of seed
sentences is created and this seed is extended by the se-
mantic similarity between sentences; 2) train a supervised
classifier on the initially categorised set.
According to the evaluation performed, the appropri-
ateness and reliability of our approach are demonstrated.
Hence, our main conclusions are as follows: 1) the viability
of IL bootstrapping process as technique to automatically la-
bel emotion corpora reducing the cost and time-consuming
is demonstrated, since both evaluations carried out obtains
encouraging results taking into account the automatic pro-
cess used to create corpora; 2) the results do not allow us to
conclude which DSMs is better for extending the seed since
all of them obtains similar results. Thus, we can conclude
that the step 1.2 of the process is independent of the DSMs
employed, providing flexibility to our proposal; 3) about the
use of NRC Word-Emotion Association Lexicon, the results
have been satisfactory taking into account it is a general
domain resource and it has been applied in two different
genres: headlines and blog posts; and 4) the improvement
of enriched approaches has been demonstrated for several
emotions in Aman corpus, thus the process of extension
could be beneficial depending on the genre of text analyzed.
Hence, the usability of these approaches will be analysed in
depth in future works.
Our future research will deal with 1) exploiting larger
emotion lexicons than Emolex for creating the seed such as
EmoSenticNet or DepecheMood since the core of IL is the
first step; 2) analysing in depth the use of DSMs and testing
the approach with domain specific embedding; 3) testing the
technique in more corpora with another group of emotions,
since the adaptation of the process is really simple provided
that the emotion lexicon was annotated with the desired
emotions; and 4) analysing the usability of other resources
to extend the seed in the enriched approaches.
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