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We investigate the decidability of the operation problem for T0L languages and subclasses.
Fix an operation on formal languages. Given languages from the family considered (0L lan-
guages, T0L languages, or their propagating variants), is the application of this operation
to the given languages still a language that belongs to the same language family? Ob-
serve, that all the Lindenmayer language families in question are anti-AFLs, that is, they
are not closed under homomorphisms, inverse homomorphisms, intersection with regular
languages, union, concatenation, and Kleene closure. Besides these classical operations we
also consider intersection and substitution, since the language families under consideration
are not closed under these operations, too.We show that for all of the abovementioned lan-
guage operations, except for the Kleene closure, the corresponding operation problems of 0L
and T0L languages and their propagating variants are not even semidecidable. The situation
changes for unary 0L languages. In this case we prove that the operation problems with
respect to Kleene star, complementation, and intersection with regular sets are decidable.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Elementary undecidable questions for formal language families appeared first in [1], where it was shown that the family
of languages defined by context-free grammars is too wide to admit a decidable theory for language equivalence. The same
holds true for the family of 0L (E0L) languages generatedby (extended) context independent Lindenmayer systems (L systems
for short). This grammar formalismhas been introduced in order to describe the development of lower organism [7,8]. One of
the main reasons why L systems are interesting is that they form a parallel counterpart to sequential rewriting mechanisms
such as context-free grammars. Moreover, they can be considered as finite substitutions over a free monoid, which are
iteratively applied to a designated element of the monoid, the so-called axiom of the system. The basic properties of the
derivation in L systems in contrast to sequential rewriting mechanisms can be summarized as follows:
• In every derivation step, all symbols in the sentential form have to be rewritten (in parallel).
• There is no distinction between terminal and nonterminal symbols. Therefore, we call those systems pure L systems
which is in line with the theory of pure grammars [9].
• L systems have a word as axiom instead of a symbol as in the case of Chomsky grammar, or instead of a set of words as
in the case of pure grammars.
It is known that for 0L and T0L languages, for example, inclusion, finiteness, and regularity are undecidable [3,11]. The family
of T0L languages is generated by context independent tabled L systems. Roughly speaking, these are 0L systemswith several
production sets, which are also called tables, see, e.g., [11]. On the other hand, some related questions such as membership
are decidable.
∗ Corresponding author.
E-mail addresses: henning@cs.uni-potsdam.de (H. Bordihn), holzer@informatik.uni-giessen.de (M. Holzer), kutrib@informatik.uni-giessen.de (M. Kutrib).
1 Most of the work was done while the author was with Institut für Informatik, Technische Universität München, Boltzmannstraße 3, 85748 Garching bei
München, Germany.
0890-5401/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.ic.2010.11.008
H. Bordihn et al. / Information and Computation 209 (2011) 344–352 345
Another important class of decision problems can be stated as follows. Fix a family of languages and operations thereon.
Given languages from this family, is it decidable or semidecidable whether or not the application of the operation to the
given languages leads out of this family? In the forthcoming this problem is referred to as the operation problem. From an
implementation point of view, the operation problem is related to the question whether, for example, a parser or acceptor
for a given language can be decomposed into several simpler parsers. Advantages of simpler parsers, whose combination
according to the operation is equivalent to the given device, are obvious. For example, the total size of the simpler devices
could be smaller than the given parser, the verification is easier, etc. So, there is a natural interest in efficient decomposition
algorithms. From this point of view, the complexity of the converse question, whether the composition of languages yields
a given language, is interesting. The operation problem can be seen as a weaker class of such problems. Of course, the
operation problem makes only sense for language operations under which the family under consideration is not closed,
since the aforementioned problem becomes trivially decidable otherwise.
The operation problem for families of languages generated by L systems has been investigated only for the union of 0L and
propagating (that is, non-erasing) 0L languages [4]—also the union problem for unary 0L languages was considered there. It
was shown that in general the union problem for 0L languages is undecidable, while for the restricted variants of PD0L and
unary 0L languages the problem becomes decidable. Other operations as well as tabled L systems have not been considered
yet. The aim of the present paper is to investigate the operation problem for the families of 0L and T0L languages and their
propagating variants to a large extent. The notation on 0L and T0L systems and their propagating variants is introduced in
Section 2. Besides AFL operations, except the Kleene closure, we also consider intersection and substitution by languages
from the families in question. For all of the above mentioned operations we prove non-semidecidability. The results on
the Boolean operations can be found in Section 3, while the remaining operations are treated in Section 4. Similarly to the
approach in [4], we show how to reduce Post’s Correspondence Problem (PCP) to the problem in question [10]. Compared
to some other proofs in the literature the constructions presented here and the argumentation are more involved. This is
due to the fact that we have to deal with pure language families, which do not allow to hide any sentential form during
the derivation process, as in context-free grammars or extended context-independent L systems. In Section 5 we show that
the situation changes for unary 0L languages. In this case we show that the operation problems with respect to Kleene star,
complementation, and intersection with regular sets are decidable. The results complement the decidability of the union
problem for unary 0L languages given in [4]. Finally, we summarize our results and state some open problems in the last
section.
2. Preliminaries and definitions
The reader is assumed to be familiarwith the basic notions of formal language theory as contained, for example, in [11,12].
In the present paper we will use the following notational conventions. An alphabet is any non-empty finite set, its elements
are called letters or symbols. For an alphabet V let V+ and V∗ denote the free semi-group and free monoid, respectively,
generated by V . The unit element of V∗ is the emptyword denoted by λ. The reversal of awordw ∈ V∗ is denoted bywR, and
for the length ofwwewrite |w|. For the number of occurrences of a symbol a inwwe use the notation |w|a. Generally, for a
singleton set {a}we simplywrite a.We use⊆ for inclusions and⊂ for strict inclusions. The powerset of a set S is denoted by 2S .
Let U and V be two alphabets and σ be a mapping from V into 2U
∗
, that is, σ(a) ⊆ U∗, for all a ∈ V . The extension of σ
to domain V∗ defined by σ(λ) = {λ} and σ(w1 · w2) = σ(w1) · σ(w2), for w1,w2 ∈ V∗, is called a substitution. If σ(a) is
a finite set for all a ∈ V , then σ is a finite substitution. If U = V , then σ is called a substitution over V .
Now we give the formal definition of the L systems which will be considered in this paper.
Definition 1
1. A T0L system is a tupleG = (V, P1, P2, . . . , Pr, ω), where r is a positive integer, V is an alphabet,ω ∈ V+ is the axiom,
and Pi, for 1 ≤ i ≤ r, is a finite subset of V × V∗ such that for every a ∈ V , there is a word v ∈ V∗ with (a, v) ∈ Pi.
The sets Pi are called the tables of G.
2. A T0L system is propagating (a PT0L system) if all tables of G are finite subsets of V × V+.
3. A 0L system is a T0L system with only one table, that is, r = 1.
4. A 0L system is propagating (a P0L system) if the only table of G is a finite subset of V × V+.
The elements of the tables are called rules and define how a symbol of the current sentential form may be rewritten.
Such as in the case of phrase structure grammars we usually write a → v for (a, v) in P. Since in a single step of a T0L
system all symbols are rewritten in parallel according to one of its tables, any table of a T0L system can be viewed as a
finite substitution over V . More precisely, with every table P ⊆ V × V∗ we associate the finite substitution σP defined by
σP(a) = { v | (a, v) ∈ P }. Now, we can define the language generated by a T0L system.
Definition 2. Let r ≥ 1 and G = (V, P1, P2, . . . , Pr, ω) be a T0L system. A word x ∈ V+ directly derives a word y ∈ V∗ if
there is i with 1 ≤ i ≤ r, such that y ∈ σPi(x). We write x ⇒ y in this case. The language L(G) generated by G is defined to
be the set L(G) = {w ∈ V∗ | ω ⇒∗ w }, where ⇒∗ refers to the reflexive, transitive closure of the derivation relation ⇒.
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For X ∈ {P0L, 0L, PT0L, T0L}, a language is said to be an X language if there is an X system generating it. Let V be an
alphabet and σ a substitution over V . If, for all letters a ∈ V , the set σ(a) is an X language, then σ is called an X substitution.
By definition, every P0L language is also a 0L, PT0L as well as a T0L language, and both every 0L and every PT0L language is
also a T0L language.
In the remainder of this section we introduce the necessary notation from computability theory. A problem is called
decidable, if there is a Turing machine that will halt on all inputs and, given an encoding of any instance of the question, will
compute thecorrect answer “yes”or “no” for the instance.Otherwise theproblem isundecidable. Theproblem is semidecidable
or recursively enumerable, if the Turingmachine halts on all instances forwhich the answer is “yes”. Otherwise the problem is
non-semidecidable. For example, thewell-known halting problem is undecidable. But it is easy to see that it is semidecidable.
We will prove the non-semidecidability of operation problems for T0L systems and subclasses thereof by reduction
of Post’s Correspondence Problem (PCP) to the problem in question. Formally, the definition of PCP reads as follows, see,
e.g., [12]: Let n be a positive integer, V be an alphabet containing at least two letters, and
I = {(u1, v1), (u2, v2), . . . , (un, vn)}
be a finite set of pairs from V∗ × V∗. As n and V are implicitly specified when I is given, the set I determines an instance
of the PCP. The PCP I has a solution if and only if there is a sequence of integers i1, i2, . . . , ik with k ≥ 1, 1 ≤ ij ≤ n, for
1 ≤ j ≤ k, such that
ui1ui2 . . . uik = vi1vi2 . . . vik .
As an example, assume that V = {0, 1} and furthermore, let the PCP instance be I = {(1, 111), (10111, 10), (10, 0)}. A
solution to this instance of the PCP is the sequence 2, 1, 1, 3 obtaining 10111 · 1 · 1 · 10 = 10 · 111 · 111 · 0. It is well-known
that the PCP is undecidable [10]. Simply by enumerating all possibilities it is easy to see that it is still semidecidable. On the
other hand, the problem to determine whether a PCP has no solution cannot be semidecidable. Otherwise the PCP would be
decidable. So, to be more precise, we will prove our undecidability results by reduction of the question whether a PCP has
no solution to the operation problem.
Our undecidability results (for binary operations) read as follows, where ◦ refers to the operation in question:
Let X and Y be in {P0L, 0L, PT0L, T0L}. Given two X systems G1 and G2, it is non-semidecidable whether L(G1) ◦ L(G2) is a
Y language.
More precisely, we show that the semidecidability of the operation problem under consideration would imply the semide-
cidability of the question whether a PCP has no solution. Because of the aforementioned inclusion structure of L language
families it suffices to prove that, given an instance of the PCP, we can construct two P0L systems G1 and G2, such that the
language L(G1) ◦ L(G2) is P0L if the PCP has no solution for the given instance, and if the PCP does have a solution, the
resulting language is not even a T0L language. The results and proof structures for unary operations are given analogously.
Our decidability results for unary 0L languages are obtained by deriving corresponding algorithms.
3. Boolean operations
In this section we consider the operation problem of the family of T0L languages and subclasses with respect to Boolean
operations. Since there are regular languages which are not generated by any T0L system, in addition, we consider the
intersection with regular languages. First we consider the union operation problem with respect to the four classes of L
systems defined in the previous section.
Theorem 3. Let X and Y be in {P0L, 0L, PT0L, T0L}. Given two X systems G1 and G2, it is non-semidecidable whether the union
L(G1) ∪ L(G2) is a Y language.
Proof. Weprove thenon-semidecidabilitybyreducingPost’sCorrespondenceProblem.Let I = {(u1, v1), (u2, v2), . . . , (un, vn)}
be a finite set of pairs from {a, b}∗ × {a, b}∗, an instance of the PCP, and let = {a, b, c}. For technical reasons, we assume
(x, x) be not contained in I, that is, we exclude instances for which the PCP is trivially decidable. We consider the P0L system
G1 = ({S, A, B, C,D,#} ∪ , P1, S),
where P1 is the union of the following sets of rules:
R1 = {S → ##, S → a3b3c3, S → A},
R2 = { A → xAx | x ∈  },
R3 = { A → xBy | x, y ∈ , x = y } ∪ { B → xBy | x, y ∈  },
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R4 = { A → xC | x ∈  } ∪ { B → xC | x ∈  } ∪ { C → xC | x ∈  },
R5 = { A → Dx | x ∈  } ∪ { B → Dx | x ∈  } ∪ {D → Dx | x ∈  },
R6 = {B → #, C → #,D → #,# → # },
and
R7 = { x → x | x ∈  }.
The derivation process starts necessarily with an application of a rule from R1. As only upper case letters can be replaced
non-identically, the derivation can be continued only by rewriting A. As long as only rules from R2 are used, strings in the set
K1 = {wAwR | w ∈ ∗ }
are obtained, and any string in K1 can be generated. After the symbol A is rewritten by some rule in R3, R4, or R5, the sets
K2 = {wBw′ | w,w′ ∈ ∗, |w| = |w′|,w′ = wR },
K3 = {wCw′ | w,w′ ∈ ∗, |w| > |w′| },
and
K4 = {wDw′ | w,w′ ∈ ∗, |w| < |w′| }
are generated by further applications of R3, R4, or R5, respectively. Finally, with the help of R6 we obtain
K5 = {w#w′ | w,w′ ∈ ∗,w′ = wR }.
Since no further sentential forms can be derived, we have
L1 = L(G1) =
5⋃
i=1
Ki ∪ {##, a3b3c3, S}.
Next, we construct a P0L system G2 dependent on the given instance of the PCP:
G2 = ({S,#, a, b}, P2, S),
with
P2 = { S → ui#vRi | 1 ≤ i ≤ n } ∪ {# → ui#vRi | 1 ≤ i ≤ n } ∪ {a → a, b → b},
and set L2 = L(G2).
Now we consider the language L1 ∪ L2 in more detail, and distinguish two cases, namely whether the PCP used in the
construction of the L system G2 has a solution or not.
Case 1. The PCP has no solution for the instance I. Then L2 ⊂ L1, hence L1 ∪ L2 = L1 is a P0L language.
Case 2. If the PCP has a solution for the instance I, then we claim that L1 ∪ L2 cannot be generated by any T0L system.
Assume the contrary and let G = (V, P, ω) be some T0L system with L(G) = L1 ∪ L2.
First, we observe that ## is the only word in L1 ∪ L2 which is of the form zz, for some word z. Therefore, in any
table # → # is the only rule in P for the symbol #. The rule # → λ would imply that λ belongs to L1 ∪ L2, a
contradiction.
As a3b3c3 is contained in L1 ∪ L2, in any table for any x ∈ , the rules x → v are so that |v|X = 0, for all
X ∈ {S, A, B, C,D,#}. Otherwise a word with at least three occurrences of X could be derived, which contradicts
the structure of the words in L1 ∪ L2. Next, a3b3c3 is the only word in L1 ∪ L2 over the alphabet. In conclusion,
x → x is the only possible rule, for any x ∈ .
Now, let i1, i2, . . . , ik bea solutionof thePCP for the instance I, and lety = ui1ui2 . . . uik . Then L0 = { ym#(yR)m |
m ≥ 1 } ⊆ L2. Therefore, for all long enough v ∈ L0, there are words z, z′, and a derivation ω ⇒∗ zTz′ ⇒ v
(recall that # → # is the only rule in P for the symbol #) according to G such that zTz′ ∈ L1 with T ∈ {A, B, C,D}.
Clearly, T = B since otherwise zBz′ ∈ L1 implies |z| = |z′| and z′ = zR. So, zBz′ ⇒ v is impossible.
Let T ∈ {A, C,D}. As czTz′c is an element of L1 either, also the derivation
ω ⇒∗ czTz′c ⇒ cym#(yR)mc
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is possible according to G, but cym#(yR)mc belongs neither to L1 nor to L2, which is a contradiction to our as-
sumption L(G) = L1 ∪ L2. Hence, L1 ∪ L2 is not generated by any T0L system.
The systems G1 and G2 are P0L systems and, therefore, of any type from the set {P0L, 0L, PT0L, T0L}. We have shown that
the union L(G1) ∪ L(G2) is of any type from {P0L, 0L, PT0L, T0L}, if and only if the PCP has no solution. We conclude that it
is non-semidecidable whether the union L(G1) ∪ L(G2) is a language of any type from {P0L, 0L, PT0L, T0L}. This proves the
theorem. 
In the previous proof we have used the fact, that the union of two P0L languages may not even be a T0L language. At
first glance, this seems to be not spectacular. Nevertheless, it shows that these Lindenmayer language families obey some
very strong non-closure properties. The finite languages {a} and {a3} are one of the simplest examples demonstrating the
non-closure of P0L languages under union. Obviously, these languages are generated by the systems G1 = ({a}, P, a) and
G2 = ({a}, P, a3), where the finite substitution P contains the single (propagating) rule a → a only. Next, we argue that
the union of these two languages, i.e., the finite language {a, a3}, is not a T0L language. We argue as follows: Assume to
the contrary that there is a T0L system G = (V, P1, P2, . . . , Pr, ω), for some r ≥ 1, generating the finite language {a, a3}.
Without loss of generality we may assume that V = {a}. Then we distinguish two cases: (1) either ω = a ⇒ a3 or (2)
ω = a3 ⇒ a. In the former casewemust have a table Pi, for some1 ≤ i ≤ r, satisfying a3 ∈ σPi(a). This gives a contradiction,
because then also a9 must be a member of the generated language, since ω = a ⇒ a3 ⇒ a9. In the latter case we also
obtain a contradiction. Let ω = a3 and a3 ⇒ a. Then there is a table Pj with 1 ≤ j ≤ r satisfying {λ, a} ⊆ σPj(a). Thus λ is
an element of the generated language, since ω = a3 ⇒ a ⇒ λ is a valid derivation. Hence, {a, a3} is not a T0L language.
For the other operations considered in this paper, similar examples can be found:
Intersection: Consider the P0L system G1 = ({a}, P1, a)with P1 = {a → a3} generating the language L(G1) = { a3n | n ≥
0 }, and the P0L system G2 = ({a, b, c}, P2, b) with P2 = {a → a, b → c, b → a, c → b, c → a3} generating the finite
language L(G2) = {a, a3, b, c}. Then L(G1) ∩ L(G2) = {a, a3}which was previously shown not even to be a T0L language.
Intersection with regular sets: Let G1 be the P0L system described above. Then L(G1) ∩ R equals the non-T0L language{a, a3}, if we set R = {a, a3}.
(Non-erasing) homomorphism and substitution: Let G = ({a, b}, P, b) with P = {a → b, b → a} generating the
language L(G) = {a, b}. But then the homomorphism h : {a, b}∗ → {a}∗ defined by h(a) = a and h(b) = a3 applied
to L(G) gives again our non-T0L language {a, a3}. Note that h is also a P0L substitution. Thus, giving also an example for
non-closure under the weakest form of substitution, namely P0L substitution.
Inverse homomorphism: Set G = ({a, b, c}, P, a) with P = {a → b, a → c, b → a, b → c3, c → c}. Then it is easy to
see that L(G) = {a, b, c, c3}. Define the homomorphism h : {a}∗ → {a, b, c, d}∗ via h(a) = c. Then h−1(L(G)) = {a, a3},
which is a not a T0L language.
Concatenation: DefineG1 = ({a}, P1, aa)withP1 = {a → a}generating the language L(G1) = {aa} andG2 = ({a}, P2, aa)
with P2 = {a → aa} generating the language L(G2) = { a2n | n ≥ 1 }. Then we obtain L(G1) · L(G2) = { a2n+2 | n ≥ 1 }.
But the concatenation L(G1) · L(G2) is not even a T0L language, since no table can contain the rule a → λ and, thus, the
axiom must be a4. Further, if there is a rule a → ak , for some k ≥ 2, then the word a4k is generated whose length is a
multiple of four. But the length of all words in L(G1) · L(G2) longer than four are not divisible by four.
We continue our investigation with the intersection operation and base our construction on that of Theorem 3, thus
reducing the intersection problem to the undecidability problem of the union problem.
Theorem 4. Let X and Y be in {P0L, 0L, PT0L, T0L}. Given two X systems H1 and H2, it is non-semidecidable whether the
intersection L(H1) ∩ L(H2) is a Y language.
Proof. Let I = {(u1, v1), (u2, v2), . . . , (un, vn)} be a finite set from {a, b}∗ × {a, b}∗, an instance of the PCP, and let G1
and G2 be the P0L systems as in the proof of Theorem 3. Let P1 be the sole table of G1. We construct the P0L system
H1 = ({S, A, B, C,D, E,#, a, b, c}, P′1, S),
where P′1 = P1 ∪ R8 with
R8 = { S → uiEvRi | 1 ≤ i ≤ n } ∪ { E → uiEvRi | 1 ≤ i ≤ n } ∪ {E → #}.
Then
L(H1) = L(G1) ∪ { ui1ui2 . . . uij#vRij . . . vRi2vRi1 | 1 ≤ j, 1 ≤ i1, i2, . . . , ij ≤ n }
∪ { ui1ui2 . . . uij EvRij . . . vRi2vRi1 | 1 ≤ j, 1 ≤ i1, i2, . . . , ij ≤ n }.
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Since
L(G2) = {S} ∪ { ui1ui2 . . . uij#vRij . . . vRi2vRi1 | 1 ≤ j, 1 ≤ i1, i2, . . . , ij ≤ n },
where G2 is the P0L system from Theorem 3, we can alternatively write language L(H1) as follows, taking into account that
S ∈ L(G1):
L(H1) = L(G1) ∪ L(G2) ∪ { ui1ui2 . . . uij EvRij . . . vRi2vRi1 | 1 ≤ j, 1 ≤ i1, i2, . . . , ij ≤ n }.
Further, let H2 be a P0L system generating the set {S, A, B, C,D,#, a, b, c}+. Since L(H1) ∩ L(H2) = L(G1) ∪ L(G2), and it is
non-semidecidable whether L(G1) ∪ L(G2) is a language of any type from {P0L, 0L, PT0L, T0L}, the proof is complete. 
It is known that there are regular languages which are not generated by any T0L system [11]. However since semi-groups
like {S, A, B, C,D,#, a, b, c}+ belong to all language families in question, we immediately obtain the following corollary.
Corollary 5. Let X and Y be in {P0L, 0L, PT0L, T0L}. Given an X system G and a regular language R, it is non-semidecidable
whether the intersection L(G) ∩ R is a Y language.
Whether theonly remainingBooleanoperation, thecomplementation, alsoyieldsanon-semidecidableoperationproblem
for the four L language families is left open.
4. Non-erasing homomorphism, substitution, and concatenation
Herewe consider the operation problem for non-erasing homomorphism, substitution, and finally for concatenation.We
start with non-erasing homomorphisms. Observe, that the stated theorem even holds in case of letter-to-letter homomor-
phisms.
Theorem 6. Let X and Y be in {P0L, 0L, PT0L, T0L}. Given an X system G and a (non-erasing) homomorphism h, it is non-
semidecidable whether h(L(G)) is a Y language.
Proof. Consider the P0L system H1 over V = {S, A, B, C,D, E,#, a, b, c} of the proof of Theorem 4, and let h : V∗ → V∗
be the homomorphism defined by h(x) = x, for x ∈ V \ {E} and h(E) = #. Then h(L(H1)) = L(G1) ∪ L(G2), where G1 and
G2 are the P0L systems of the proof of Theorem 3. Since it is non-semidecidable whether L(G1) ∪ L(G2) is a language of any
type from {P0L, 0L, PT0L, T0L}, the assertion follows. 
For inverse homomorphisms we obtain the following result:
Theorem7. Let X andY be in {P0L, 0L, PT0L, T0L}. GivenanX systemG, a (non-erasing) homomorphismh, it is non-semidecidable
whether h−1(L(G)) is a Y language.
Proof. We argue as in the previous proof, again by considering the P0L system H1 over V = {S, A, B, C,D, E,#, a, b, c} of
the proof of Theorem 4. Then we define the homomorphism h : (V \ {E})∗ → V∗ by h(x) = x, for x ∈ V \ {E} and note that
h−1(L(H1)) = L(G1)∪L(G2), whereG1 andG2 are the P0L systems of the proof of Theorem3. Thus, the non-semidecidability
of the inversion homomorphism operation problem for the language families in question is immediate. 
For substitutions, whose languages are certain L languages, we find a similar result.
Theorem 8. Let X, Y and Z be in {P0L, 0L, PT0L, T0L}. Given an X system G and a Z substitution σ , it is non-semidecidable
whether σ(L(G)) is a Y language.
Proof. Consider the P0L language {a, b} and the P0L substitution σ defined by σ(a) = L(G1) and σ(b) = L(G2), where
G1 and G2 are the P0L systems of the proof of Theorem 3. Then the undecidability of the union problem reduces to the
substitution problem, and the assertion follows. 
In the remainder of this section we consider the concatenation.
Theorem 9. Let X and Y be in {P0L, 0L, PT0L, T0L}. Given two X systems H0 and H1, it is non-semidecidable whether the
concatenation L(H0) · L(H1) is a Y language.
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Proof. Given a PCP instance I = {(u1, v1), (u2, v2), . . . , (un, vn)} over the alphabet {a, b}. Let H0 = ({E, a, b,#, $}, P0,
##E$$), where
P0 = { E → uiEvRi | 1 ≤ i ≤ n } ∪ {a → a, b → b,# → #, $ → $},
such that
L(H0) = {##} · { ui1ui2 . . . uij EvRij . . . vRi2vRi1 | 1 ≤ j, 1 ≤ i1, i2, . . . , ij ≤ n } · {$$}.
Furthermore, let H1 be taken from the proof of Theorem 4. This completes the description of the P0L systems.
Next we consider the language L(H0) · L(H1) in more detail. We distinguish two cases, namely whether the PCP used in
the construction of the L systems has a solution or not:
Case 1. The PCP has no solution for the instance I. Then the rule E → # can be omitted from the set of rules ofH1 without
changing the generated language L(H1).
We construct a P0L system H from H0 and H1 as follows:
H = ({S, A, B, C,D, E, a, b, c,#, $}, P,##E$$S),
where P = P′1 ∪ P0 ∪ { X → X | X ∈ {S, A, B, C,D, E} }, and P does not contain the rule E → #. It is easy to see
that L(H) = L(H0) · L(H1).
Case 2. The PCP has a solution for the given instance, say j1j2 . . . jk . Let
w = (uj1uj2 . . . ujk)m
withm sufficiently large. Then any word in L(H0) ·w#w is in L(H0) · L(H1). Assume there is a T0L system H′ with
L(H′) = L(H0) · L(H1). As every word in L(H′) begins with ##, in any table the only rule replacing # is # → #.
Next, by arguments similar to the ones given in the proof of Theorem 3 one shows that in any table, x → x are
the only rules for the symbols x ∈ {a, b, c}.
Sincew is long, we conclude that in order to derive the suffixw#w the symbol # has to be derived from symbol
E. But then the corresponding rule can be applied to the left occurrence of E in anyword of the language, yielding
a word of the form ##u#v$$y which does not belong to L(H0) · L(H1). Hence, the words in L(H0) · w#w cannot
be generated by H′, a contradiction. In conclusion, L(H0) · L(H1) is not a T0L language.
This proves the assertion. 
5. Unary 0L languages
We continue our investigation on the operation problem for L systems with some results on unary 0L languages, i.e.,
languages over a singleton letter alphabet. Already in [4] it was shown that the union problem for unary 0L languages is
decidable. Their proof heavily relies on a characterization result for unary 0L languages from [5]: If L is a 0L language over
a unary alphabet {a}, then either L is regular, i.e., there is a finite set F and integers d ≥ 1 and 1 ≤ i1 < i2 < · · · < ik , for
some k ≥ 0, such that
L = F ∪ {ai1 , ai2 , . . . , aik}{ad}∗,
or there are integers i ≥ 1 and k ≥ 2 such that
L = { ai·kn | n ≥ 0 }.
Moreover, given a 0L system G, there is an algorithm to determine the parameters of the languages and L has the latter form
if and only if is generated by the D0L system G = ({a}, {a → ak}, ai). So, regularity is decidable for unary 0L systems. Since
on the other hand not every regular language is a 0L language, the problem arises whether a given regular language is also
a 0L language. The decidability of this problem for unary 0L systems has been shown in [13].
Next we consider three operation problems, where we also use the structural characterization of unary 0L languages in
more detail. The two theorems to come show that the Kleene star operation and the complementation problems for unary
0L languages are decidable.
Theorem 10. Given a 0L language L over a unary alphabet, it is decidable, whether or not the Kleene star of L is a 0L language.
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Proof. It is folklore that the Kleene star of any unary language is regular (cf. [6]). Due to the effective characterization of
unary 0L languages [5] mentioned above, clearly, given a unary 0L system G a regular expression for the language L(G)∗ can
effectively be constructed. Since by Salomaa [13] it is decidable whether a given regular language is also a 0L language, we
can decide whether or not L(G)∗ is a 0L language. 
Theorem 11. Given a 0L language L over a unary alphabet, it is decidable, whether or not the complement of L is a 0L language.
Proof. We have to consider two cases:
Case 1: If L is regular, then its complement is regular too, and thus by Salomaa [13] we can decide whether or not the
complement of L is a 0L language.
Case 2: If language L is of the form L = { ai·kn | n ≥ 0 }, for some i ≥ 1 and k ≥ 2, its complement can neither be of the
exponential nor of regular form. Thus, in this case the complement of L is never a 0L language. 
Finally, we consider the intersection with regular languages. Not surprisingly we also obtain a decidability result.
Theorem12. Given a 0L language L over a unary alphabet and a regular language R, it is decidable, whether or not the intersection
of L and R is a 0L language.
Proof. We have to consider the following two cases:
Case 1: Language L is regular. Then L∩R is also regular. By Salomaa [13] we can decidewhether or not L∩R is a 0L language.
Case 2: Language L is of the form L = { ai·kn | n ≥ 0 }, for some i ≥ 1 and k ≥ 2. Since L is a 0L language it is an E0L
language. The family of E0L languages is effectively closed under intersectionwith regular sets. So, the intersection L∩R is
an E0L language, too. Since for E0L languages membership, emptiness, and finiteness can be decided as mentioned in [11],
we obtain the following algorithm to determine whether L′ = L ∩ R is a 0L language or not:
First we decide the finiteness of L′. If L′ is finite, we search for a natural number k such that L′ ∩ { a |  ≥ k } is empty.
This can be tested effectively because L′ is an E0L language and is therefore closed under intersection with regular sets,
and emptiness for E0L languages is decidable. Then we have found a number such that there is no longer word in L′. In
order to give an explicit representation of the finite language L′, we successively check whether ai, for 0 ≤ i ≤ k, belongs
L′. Then by Salomaa [13] we can decide whether or not L′ is a 0L language.
In case L′ is infinite we proceed by searching the smallest n1 such that ai·k
n1
is in L′. Moreover, we also determine the
next smallest value n2 such that a
i·kn2 belongs to L′. Note that n1 < n2. Thus, the language generated by the 0L system
G = ({a}, {a → akn2−n1 }, ai·kn1 )
has to be checked for equivalence with L′. This is done in stages: (i) Check whether the intersection of L(G) and the
complement of R is empty. Thus, we know L(G) ⊆ R. (ii) Then verify that the finite set { ai·kn | 0 ≤ n < n1 } has an
empty intersection with R. This proves that we have chosen the correct axiom for G. (iii) Finally, verify that every language
generated by the 0L system Gn = ({a}, {a → akn2−n1 }, ai·kn) with n1 < n < n2 has an empty intersection with R. This
shows that the single rule was chosen in the right way. Observe, that all questions can be effectively answered by our
previous investigations. If all of these questions are answered in the affirmative, then the language L′ = L ∩ R is a 0L
language. Otherwise, it is not a 0L language.
Thus, in both cases we can decide whether or not L ∩ R is a 0L language or not. 
Whether other operations such as, e.g., intersection, homomorphism, inverse homomorphism, or concatenation, also
yield decidable operation problems for unary 0L languages is left open.
6. Conclusions
We have investigated the operation problem for T0L languages and subclasses, that is, we fix an operation on formal
languages, and consider the question: Given languages from the language family under consideration, is it decidable or
at least semidecidable whether or not the application of the operation to the languages leads out of this family? For the
AFL operations, except Kleene closure, we have shown that the considered problem is non-semidecidable, even already for
P0L systems. Since we were dealing with pure language families some of our constructions and arguments were slightly
more involved than usual. Contrary to these non-semidecidability results we have shown that for unary 0L languages some
operation problems, namely the Kleene star operation problem, the complementation problem, and the intersection with
regular sets, are decidable. This nicely fits to the result shown in [4], where the union problem for unary 0L languages, was
classified to be decidable, too.
352 H. Bordihn et al. / Information and Computation 209 (2011) 344–352
Nevertheless, some interesting problems remain open:
1. Where are the borderlines between decidability, undecidability, and non-semidecidability of the operation problems
for T0L languages and subclasses exactly? Are there some nontrivial operations for which the problem is decidable?
Can we characterize these cases?
2. What about theoperationproblems fordeterministic T0L languages and subclasses?AT0L systemG = (V, P1, P2, . . . ,
Pr, ω) is deterministic if all tables Pi ⊆ V × V∗ with 1 ≤ i ≤ r are such that σPi(a) = { v | (a, v) ∈ Pi } is a singleton
set for every letter a ∈ V . In particular, for the most simple L systems, namely propagating D0L systems, which are
nothing other than iterated non-erasing homomorphisms, decidability of the union problem has been shown [4]. But
the decidability status of the operation problem with respect to other operations is unknown.
3. Determine the decidability status of the operation problem with respect to complementation and Kleene closure for
the L systems in question.
We have seen that all undecidability results show that the problems studied are not even semidecidable, but what is
their exact status of unsolvability? To this end, one has to consider the arithmetic hierarchy, which is defined as follows:
1 = { L | L is recursively enumerable },
n+1 = { L | L is recursively enumerable in some A ∈ n },
and n is the class of all complements of languages in n, that is, define n = { L | L ∈ n }, for n ≥ 1. Here, a language L
is said to be recursively enumerable in some B if there is a Turing machine with oracle B that semi-decides L. Alternatively, a
more revealing characterization of the arithmetic hierarchy canbe given in termsof alternation of quantifiers.More precisely,
a language L is in n, for n ≥ 1, if and only if there exists a decidable (n + 1)-ary predicate R such that
L = {w | ∃y1∀y2∃y3 . . .Qyn R(w, y1, y2, . . . , yn) },
where Q = ∃ if n is odd and Q = ∀ if n is even. Thus, the non-semidecidability implies that the problems in question are at
least on level1 of the arithmetic hierarchy, but what is their precise level? As the readermay easily verify, the upper bound
on the operation problems under consideration is 2, although we have to leave open whether the problems are complete
for this class, but we conjecture it to be so. This conjecture is based on the fact that recently it was shown that for certain
operations, under which the families of linear and deterministic context-free languages are not closed, the corresponding
operation problems are 2-complete [2].
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