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In this paper, we consider the Jordan–Moore–Gibson–Thompson equation, a third order
in time wave equation describing the nonlinear propagation of sound that avoids the
infinite signal speed paradox of classical second order in time strongly damped models
of nonlinear acoustics, such as the Westervelt and the Kuznetsov equation. We show
well-posedness in an acoustic velocity potential formulation with and without gradient
nonlinearity, corresponding to the Kuznetsov and the Westervelt nonlinearities, respec-
tively. Moreover, we consider the limit as the parameter of the third order time derivative
that plays the role of a relaxation time tends to zero, which again leads to the classical
Kuznetsov and Westervelt models. To this end, we establish appropriate energy estimates
for the linearized equations and employ fixed-point arguments for well-posedness of the
nonlinear equations. The theoretical results are illustrated by numerical experiments.
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1. Introduction
Nonlinear propagation of sound arises in numerous applications. We here especially
mention high-intensity ultrasound used in medical imaging and therapy, but also
for industrial purposes, such as ultrasound cleaning or welding; see, e.g., Refs. 1,
8, 23, and the given references therein. For the physical fundamentals of nonlinear
acoustics, we refer to, e.g., Refs. 3, 9, 14, 24, 30, 31, 32, 41.
Its physical and mathematical description involves the acoustic particle velocity
~v, the acoustic pressure p, as well as the mass density ̺, which can be decomposed
into constant and fluctuating components
~v = ~v0 + ~v∼ , p = p0 + p∼ , ̺ = ̺0 + ̺∼,
1
2 Barbara Kaltenbacher, Vanja Nikolic´
where in the applications mentioned above, the ambient flow vanishes; i.e, ~v0 = 0.
Furthermore, we have the balances of mass, momentum and sometimes of energy,
complemented with an equation of state that relates the mass density to the pres-
sure. Combination of these balance and material laws yields wave-type partial dif-
ferential equations that are often second order in space and time, but higher order
in time equations play an important role as well. It is one of these third order in
time equations that we focus on in this paper.
One of the most established models of nonlinear acoustics is Kuznetsov’s
equation24,28
p∼tt − c2∆p∼ − δ∆p∼t =
(
1
̺0c2
B
2A
p2∼ + ̺0|~v|2
)
tt
, (1.1)
where c is the speed of sound, δ is the diffusivity of sound
δ =
1
̺0
(
4µV
3
+ ζV
)
+
κ
̺0
( 1
cV
− 1
cp
)
,
and the velocity is related to the pressure via some balance of forces,
̺0~vt = −∇p . (1.2)
By ignoring local nonlinear effects modeled by the quadratic velocity term, we arrive
at the Westervelt equation47
p∼tt − c2∆p∼ − δ∆p∼t =
βa
̺0c2
p2∼tt, (1.3)
with βa = 1 + B/(2A). In terms of the acoustic velocity potential ψ satisfying
~v = −∇ψ and p = ̺0ψt, these equations can be rewritten as
ψtt − c2∆ψ − δ∆ψt =
(
1
c2
B
2A
(ψt)
2 + |∇ψ|2
)
t
, (1.4)
and
ψtt − c2∆ψ − δ∆ψt =
(
βa
c2
(ψt)
2
)
t
, (1.5)
respectively.
As has been observed in, e.g., Ref. 16, the use of classical Fourier’s law
q = −K∇ϑ
where ϑ, q, and K denote the absolute temperature, heat flux vector, and thermal
conductivity, respectively, leads to an infinite signal speed paradox, which appears
to be unnatural in wave propagation. Therefore in Ref. 16, several other constitutive
relations for the heat flux are considered within the derivation of nonlinear acoustic
wave equations. Among these is the Maxwell–Cattaneo law
τqt + q = −K∇ϑ,
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where τ is a positive constant accounting for relaxation (the relaxation time), whose
combination with the above mentioned balance equations and the equation of state
leads to the third order in time PDE model:
τψttt + ψtt − c2∆ψ − b∆ψt =
(
1
c2
B
2A
(ψt)
2 + |∇ψ|2
)
t
, (1.6)
where
b = δ + τc2 . (1.7)
This model is known in the literature as the Jordan–Moore–Gibson–Thompson
(JMGT) equation20 and we refer to Ref. 16 for its derivation. If one neglects local
nonlinear effects modeled by the quadratic velocity term in (1.6), one arrives at
τψttt + ψtt − c2∆ψ − b∆ψt =
(
βa
c2
(ψt)
2
)
t
, (1.8)
analogously to the reduction of the Kuznetsov to the Westervelt equation20. We
will refer to equation (1.6) as the Kuznetsov-type and to (1.8) as the Westervelt-
type JMGT equation. Obviously, equations (1.6) and (1.8) formally reduce to (1.4)
and (1.5) upon setting τ = 0. The present work is, in part, devoted to the rigorous
justification of passing to the limit τ → 0 in (1.6) and (1.8).
In Ref. 19 and, more comprehensively, in Ref. 33, the linearized equation
τψttt + αψtt − c2∆ψ − b∆ψt = f , (1.9)
often called the Moore–Gibson–Thompson equation, is studied using semigroup
techniques; see also Refs. 6 and 40. As it turns out, the exponential stability of the
trajectories depends on the critical parameter given by
γ := α− τc
2
b
. (1.10)
In the case of a constant coefficient α, exponential decay of the energy function
E[ψ](t) = 12
{|ψt(t)|2 + |∇ψ(t)|2 + |ψtt(t)|2 + |∇ψt(t)|2 + |∆ψ(t)|2} (1.11)
requires γ to be strictly positive. The case γ < 0 is unstable and the case γ = 0
marginally stable. An intuitive explanation for this phenomenon is the following:
According to the linear wave part of the equation, we can trade αψtt for c
2∆ψ, thus
also τψttt for
τc2
α ∆ψt in order to relate (1.9) back to the linearization of (1.5)
αψtt − c2∆ψ − b
α
γ∆ψt = f ,
which is a strongly damped wave equation.
We mention that the Moore–Gibson–Thompson equation (1.9) is also studied
in Ref. 29, where the problem of identifying γ(t) from boundary measurements is
considered, and in Ref. 26 and 25, where the effect of additive convolution memory
terms acting on ∆u and ∆ut, and their combination, respectively, is investigated.
For a reformulation of the nonlinear equation (1.8) in terms of the acoustic
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pressure p = ̺0ψt, global in time well-posedness and exponential decay of the
energy E[p](t) is proven in Ref. 20 for small initial data (p0, p1, p2) ∈ H10 (Ω) ∩
H2(Ω)×H10 (Ω)× L2(Ω), where Ω is a bounded C2 smooth domain.
One of the key elements in the above cited works on the analysis of equations
(1.8) and (1.9) is introduction of the auxiliary state
z := ψt +
c2
b
ψ . (1.12)
Indeed, in this manner, the third order in time equation (1.9) is reduced to a linear
(weakly) damped wave equation for z,
τztt + γzt − b∆z − γ c2b z + γ c
4
b2ψ = f , (1.13)
where −γ c2b z + γ c
4
b2ψ is a lower order term.
This approach, first of all, illustrates the fact that γ should be non-negative
to guarantee a damping behaviour of the term γzt. Secondly, it displays the key
difference to the strongly damped second order equations (1.4) and (1.5). As pointed
out in Subsection 6.2.1 of Ref. 33, equation (1.9) does not give rise to an analytic
semigroup; see also Remark 1.3 in Ref. 19. Consequently, the operator driving the
evolution does not exhibit maximal parabolic regularity27 and the Implicit function
theorem argument from, e.g., Ref. 36 cannot be transferred to the present setting.
2. Main results
This paper contributes to the analysis of the JMGT equation in two ways.
Firstly, we prove well-posedness with a quadratic gradient nonlinearity arising
when taking into account local nonlinear effects; cf. the additional (|∇ψ|2)t term
on the right hand side in (1.6) compared to (1.8). We base our approach on energy
estimates for a reformulation of (1.6) in the form
τψttt + (1− kψt)ψtt − c2∆ψ − b∆ψt = 2∇ψ · ∇ψt, (2.1)
where we use the abbreviation k = 2c2
B
2A . The sign of k will not matter in what
follows, whereas we assume the coefficients b and c2 to be strictly positive. We rely
on the formulation of the equations in terms of the acoustic velocity potential ψ
and not the acoustic pressure20, since it allows to include more easily the quadratic
velocity term (|∇ψ|2)t on the right-hand side. We note that the energy estimates
required for this purpose differ from those provided in Ref. 20 for the equation (1.8)
without the quadratic gradient nonlinearity.
Secondly, we consider the limit τ → 0 and prove that solutions of the Kuznetsov-
type equation (1.6) converge to a solution of equation (1.4) as τ → 0, and analo-
gously for the Westervelt-type equation. For this purpose, the energy estimates we
will derive are crucial. These estimates differ for the Kuznetsov-type and for the
Westervelt-type version of the JMGT equation, which is why we treat these models
in separate sections.
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The rest of the paper is organized as follows. In Section 3, we consider the lin-
earized equation (1.9) with a fixed positive coefficient α that is possibly space and
time dependent, but bounded away from zero, and an inhomogeneity f , as well as
a fixed positive τ . We prove well-posedness of this linearized model together with
an energy estimate.
Section 4 contains a well-posedness proof for the Westervelt version (1.8) of the
equation by setting α = 1−kψt and f = 0. The proof is based on the equation (2.1),
but with zero right-hand side, as the gradient nonlinearity is not present in (1.8).
This fact allows to prove local in time well-posedness for small inital data, even
without any sign condition on the parameter γ = α− τc2b . However, the energy esti-
mates from Section 3 do not cover the gradient nonlinearity in the Kuznetsov-type
version of the JMGT equation, so that higher order energy estimates are needed.
We derive them in Section 5. These involve the auxiliary function z and require
positivity of both α and γ, where the latter follows from positivity and bounded-
ness away from zero of α for τ sufficiently small.
Section 6 provides the corresponding well-posedness result for the equation (1.6)
based on reformulation (2.1); i.e., setting α = 1− kψt and f = 2∇ψ · ∇ψt. Starting
from a sufficiently small positive value and letting τ tend to zero clearly preserves
the sign structure of the coefficients, in particular of γ and b, so that the energy
bounds from Sections 4 and 6 can be used for justifying the limiting process τ → 0
in Section 7. There we also provide a brief comparison of the resulting regularity for
the limiting equations (1.4), (1.5) to those already present in the literature. Finally,
numerical experiments in Section 8 illustrate the theoretical findings.
Remark 2.1 (On medium parameters). We require strict positivity of con-
stants c, δ, and τ (hence, also of b = δ+ τc2) appearing in the equations for proving
well-posedness of initial-boundary value problems (1.6) and (1.8). These are, in-
deed, very natural assumptions from a physical point of view; typical values of
these parameters in different media can be found, for example, in Refs. 4 and 43.
It is also known that, in order to establish global well-posedness for the limiting
problems (1.4) and (1.5) in space dimensions higher than one, strict positivity of
δ is needed17,18. The constant k does not need to have a particular sign in our
analysis, but will typically be non-negative in applications.
2.1. Theoretical preliminaries and assumptions
We set here the notation and collect some useful theoretical results that we often
use in the analysis. Throughout the paper, the spatial domain Ω ⊂ Rd, where
d ∈ {1, 2, 3}, is assumed to be sufficiently smooth to admit integration by parts as
well as second order elliptic regularity.
We consider the PDEs on a bounded space time cylinder Ω× (0, T ) and impose
homogeneous Dirichlet boundary conditions on ∂Ω for simplicity
ψ = 0 on ∂Ω× (0, T ); (2.2)
6 Barbara Kaltenbacher, Vanja Nikolic´
i.e., (−∆) : H10 (Ω)→ H−1(Ω) is the Laplace operator equipped with homogeneous
Dirichlet boundary conditions. We expect that Neumann and impedance (absorb-
ing) boundary conditions can be treated analogously, but lead to modifications in
the energy estimates.
The third order in time equations (1.6) and (1.8) are complemented with initial
conditions
ψ(0) = ψ0 , ψt(0) = ψ1 , ψtt(0) = ψ2 , (2.3)
whereas for the limiting second order in time equations (1.4), (1.5) as τ → 0, the
initial condition on ψtt naturally disappears, which will be seen also in the energy
estimates.
2.1.1. Notation
For simplicity of notation, we often omit the time interval and the spatial domain
when writing norms, i.e., ‖ · ‖LpLq denotes the norm on Lp(0, T ;Lq(Ω)). We also
abbreviate the L2(Ω) inner product by (·, ·)L2 and the L2(Ω) norm (as well as the
absolute value) by | · |. We employ the notation Lp(0, T ;Z), W s,p(0, T ;Z) for the
Bochner-Sobolev spaces of time dependent functions.
More specifically, we use dedicated function spaces for the solutions of the con-
sidered equations. We collect their notation here for future reference:
XW := W 1,∞(0;T ;H10 (Ω) ∩H2(Ω)) ∩W 2,∞(0, T ;H10(Ω)),
∩H3(0, T ;L2(Ω))
XK :=L∞(0, T ;H3(Ω)) ∩W 1,∞(0, T ;H2(Ω)) ∩W 2,∞(0;T ;H10(Ω)),
X¯W :=W 1,∞(0;T ;H10 (Ω) ∩H2(Ω)) ∩H2(0, T ;H10(Ω))
X¯K :=L∞(0, T ;H3(Ω)) ∩W 1,∞(0, T ;H2(Ω)) ∩H2(0;T ;H10(Ω)),
(2.4)
with partly τ -dependent norms induced by the energy estimates to be derived
‖ψ‖2XW := ‖ψ‖2W 1,∞H2 + ‖ψtt‖2L2H1 + τ‖ψtt‖2L∞H1 + τ2‖ψttt‖2L2L2 ,
‖ψ‖2XK := ‖ψ‖2L∞H3 + ‖ψt + c
2
b ψ‖2L∞H2 + ‖ψtt + c
2
b ψt‖2L2H1
0
+ τ‖ψtt + c2b ψt‖2L∞H1
0
,
‖ψ‖2X¯W := ‖ψ‖2W 1,∞H2 + ‖ψtt‖2L2H1 ,
‖ψ‖2X¯K := ‖ψtt + c
2
b ψt‖2L2H1 + ‖ψt + c
2
b ψ‖2L∞H2 + ‖ψ‖2L∞H3 .
(2.5)
2.1.2. Helpful inequalities
Throughout the paper, we often employ the continuous embeddings H1(Ω) →֒
L6(Ω), H2(Ω) →֒ L∞(Ω)
‖v‖L6(Ω) ≤ CΩH1,L6‖v‖H1(Ω) , ‖v‖L∞(Ω) ≤ CΩH2,L∞‖v‖H2(Ω) (2.6)
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as well as boundedness of the operator (−∆)−1 : L2(Ω) → H2(Ω) ∩ H10 (Ω), the
Poincare´-Friedrichs inequality,
‖v‖H2(Ω) ≤ CΩ(−∆)−1‖ −∆v‖L2(Ω) , ‖v‖H1(Ω) ≤ CΩPF ‖∇v‖L2(Ω), (2.7)
and the trace theorem
‖ν · ∇v‖H−1/2(∂Ω) ≤ CΩtr‖v‖H1(Ω) , ‖v‖H1/2(∂Ω) ≤ CΩtr‖v‖H1(Ω), (2.8)
see, e.g., Lemma 4.3 in Ref. 34, where ν denotes the outward unit normal on the
boundary of Ω.
3. Analysis of the linear damped wave equation (1.13)
We now turn our attention to the linear equation (1.9) and study the following
initial-boundary value problem:
τψttt + α(x, t)ψtt − c2∆ψ − b∆ψt = f in Ω× (0, T ),
ψ = 0 on ∂Ω× (0, T ),
(ψ, ψt, ψtt) = (ψ0, ψ1, ψ2) in Ω× {0},
(3.1)
under the non-degeneracy assumption that for some α > 0
α(t) ≥ α on Ω a.e. in Ω× (0, T ). (3.2)
We assume that the coefficient α and the source term f have the following regularity:
α ∈ L∞(0, T ;L∞(Ω)) ∩ L∞(0, T ;W 1,3(Ω)),
f ∈ H1(0, T ;L2(Ω)). (3.3)
Moreover, ψ is assumed to satisfy the initial conditions (2.3) with
(ψ0, ψ1, ψ2) ∈ XW0 := H10 (Ω) ∩H2(Ω)×H10 (Ω) ∩H2(Ω)×H10 (Ω). (3.4)
For an analysis of equation (1.9) with constant coefficient α, under the slightly
weaker assumptions
(ψ0, ψ1, ψ2) ∈ (H10 (Ω) ∩H2(Ω)) ×H10 (Ω)× L2(Ω)
and f ∈ L1(0, T ;L2(Ω)), we refer to Corollary 1.2 in Ref. 19. There it is shown
that ψ ∈ C(0, T ;H10 (Ω) ∩ H2(Ω)) ∩ C1(0, T ;H10(Ω)) ∩ C2(0, T ;L2(Ω)) by means
of semigroup techniques. The assumptions (3.3) and (3.4) naturally arise from the
energy estimates in the well-posedness proof below and lead to the stronger (as
compared to Ref. 19) regularity stated in (3.5) below.
Theorem 3.1. Let c2, b, τ > 0, and let T > 0 be a fixed time horizon. Let the
non-degeneracy assumption (3.2) and the regularity assumptions (3.3) and (3.4)
hold. Then there exists a unique solution ψ of the problem (3.1) that satisfies
ψ ∈ XW :=W 1,∞(0;T ;H10 (Ω) ∩H2(Ω)) ∩W 2,∞(0, T ;H10 (Ω))
∩H3(0, T ;L2(Ω)). (3.5)
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Furthermore, the solution fullfils the estimate
τ2‖ψttt‖2L2L2 + τ‖ψtt‖2L∞H1 + ‖ψtt‖2L2H1 + ‖ψt‖2L∞H2
≤C(α, T, τ) (|ψ0|2H2 + |ψ1|2H2 + τ |ψ2|2H1 + ‖f‖2L∞L2 + ‖ft‖2L2L2) . (3.6)
The constant above is given by
C(α, T, τ) = C1
(
1 + T 3 + ‖α‖L∞L∞
)
exp
(
C2
(
1
τ ‖∇α‖2L∞L3 + 1 + T
)
T
)
,
where C1, C2 > 0 do not depend on τ, T , or α.
If additionally we assume that ‖∇α‖L∞L3 is sufficiently small so that
‖∇α‖L∞L3 < α
CΩH1,L6
(3.7)
holds, then (3.6) is valid with an upper bound that is independent of τ , i.e.,
C(α, T, τ) = C(α, T ) = C1
(
1 + T 3 + ‖α‖L∞L∞
)
exp (C2 (1 + T )T ) . (3.8)
Proof. We carry out the proof by via Galerkin approximations in space, relying
on energy estimates; cf. Refs. 10, 44. Note that the initial data are meaningful since
regularity (3.5) implies
ψ ∈ C([0, T ];H10 (Ω) ∩H2(Ω)),
ψt ∈ Cw([0, T ];H10 (Ω) ∩H2(Ω)),
ψtt ∈ Cw([0, T ];H10 (Ω)),
where Cw denotes the space of weakly continuous functions; see Lemma 3.3 in
Ref. 45.
Step 1: Discretization in space. Let {wi}i∈N denote the eigenfunctions of the
Dirichlet-Laplacian operator −∆. Then {wi}i∈N can be normalized to form an or-
thogonal basis of H10 (Ω)∩H2(Ω) and to be orthonormal with respect to the L2(Ω)
scalar product.
Fix n ∈ N and denote Vn = span{w1, . . . , wn}. We seek an approximate solution
in the form of
ψn =
n∑
i=1
ξi(t)wi(x), (3.9)
where ξi : (0, T )→ R, i ∈ [1, n]. The initial data are chosen as
ψn0 (x) =
n∑
i=1
ξi,0 wi(x), ψ
n
1 (x) =
n∑
i=1
ξi,1 wi(x), ψ
n
2 (x) =
n∑
i=1
ξi,2 wi(x),
where the coefficients ξi,0, ξi,1, ξi,2 ∈ R are given by
ξi,0 = (ψ0, wi)L2 , ξi,1 = (ψ1, wi)L2 , ξi,2 = (ψ2, wi)L2 ,
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for i ∈ [1, n]. In this way, we have by construction that
‖ψn0 ‖H2 ≤ ‖ψ0‖H2 and ψn0 −→ ψ0 in H10 ∩H2,
‖ψn1 ‖H2 ≤ ‖ψ1‖H2 and ψn1 −→ ψ1 in H10 ∩H2,
‖ψn2 ‖H1 ≤ ‖ψ2‖H1 and ψn2 −→ ψ1 in H10 ;
(3.10)
see Lemma 7.5 in Ref. 42. We then consider the following approximation of our
problem 
(τψnttt + αψ
n
tt − c2∆ψn − b∆ψnt , φ)L2 = (f, φ)L2 ,
for every φ ∈ Vn pointwise a.e. in (0, T ),
(ψn(0), ψnt (0), ψ
n
tt(0)) = (ψ
n
0 , ψ
n
1 , ψ
n
2 ).
(3.11)
We introduce matrices In = [Iij ], M
n = [Mij ], K
n = [Kij ], C
n = [Cij ], and vector
Fn = [Fi], where
Inij = (wi, wj)L2 = δij , M
n
ij(t) = (αwi, wj)L2 ,
Knij = −c2(∆wi, wj)L2 , Dnij = −b(∆wi, wj)L2 ,
Fni = (f, wi)L2
(3.12)
for i, j ∈ [1, n], where δij denotes the Kronecker delta. By setting ξn = [ξ1 . . . ξn]T ,
ξn0 = [ξ1,0 . . . ξn,0]
T , ξn1 = [ξ1,1 . . . ξn,n]
T , and ξn2 = [ξ1,2 . . . ξn,2]
T , problem (3.11)
can be rewritten as{
τInξnttt +M
nξntt +D
nξnt +K
nξn = Fn(t),
(ξn(0), ξnt (0), ξ
n
tt(0)) = (ξ
n
0 , ξ
n
1 , ξ
n
2 ).
(3.13)
After additionally rewriting (3.13) as a first-order system, existence of an absolutely
continuous solution [ξn, ξnt , ξ
n
tt]
T on [0, Tn] for some Tn ≤ T follows from standard
ODE theory; see, for example, Chapter 1 in Ref. 44. To see that ξn ∈ H3(0, Tn),
we can employ a bootstrap argument,
|ξttt|2L2(0,Tn) = 1τ2 | −Mnξntt −Dnξnt −Knξn + Fn|2L2(0,Tn)
≤C(‖α‖2L∞L∞ + ‖f‖2L2L2).
(3.14)
We, therefore, conclude that (3.11) has a solution ψn ∈ H3(0, Tn;Vn). The upcoming
energy estimate will allow us to extend the existence interval to [0, T ].
Step 2: Energy estimates. Our next goal is to obtain a bound for ψn that is
uniform with respect to n. To this end, we test our problem (3.11) with a suitable
test function.
First estimate. Testing the first equation in (3.11) with φ = −∆ψntt ∈ Vn and
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integrating over (0, t), where t ≤ Tn, yields the energy identity
τ
2 |∇ψntt(t)|2 + b2 | −∆ψnt (t)|2 + ‖
√
α∇ψntt‖2L2tL2
= τ2 |∇ψntt(0)|2 + b2 | −∆ψnt (0)|2 −
∫ t
0
(ψntt∇α,∇ψntt)L2ds
− c2 (−∆ψn,−∆ψnt )L2
∣∣∣t
0
+ c2
∫ t
0
(−∆ψnt ,−∆ψnt )L2 ds
+ (f,−∆ψnt )L2
∣∣∣t
0
−
∫ t
0
(ft,−∆ψnt )L2 ds =: rhs1(t),
(3.15)
where we have skipped the argument (s) under the time integral for notational
simplicity and used the abbreviation L2tL
2 for L2(0, t;L2(Ω)). To derive (3.15), we
have used the following three identities:
(αψntt,−∆ψntt)L2 = (α∇ψntt,∇ψntt)L2 + (ψntt∇α,∇ψntt),
and
c2
∫ t
0
(−∆ψn,−∆ψntt)L2 ds
= c2 (−∆ψn,−∆ψnt )L2
∣∣∣t
0
− c2
∫ t
0
(−∆ψnt ,−∆ψnt )L2 ds,
as well as ∫ t
0
(f,−∆ψntt)L2 ds = (f,−∆ψnt )L2
∣∣∣t
0
−
∫ t
0
(ft,−∆ψnt )L2 ds.
We note that f ∈ H1(0, T ;L2(Ω)) →֒ C([0, T ];L2(Ω)). We next estimate rhs1(t)
from above. We introduce here a constant that depends on the initial data to sim-
plify the notation:
C1(ψ0, ψ1, ψ2; τ)
= τ2 |∇ψntt(0)|2L2 + b2 | −∆ψnt (0)|2L2 + |f(0)|L2 | −∆ψnt (0)|L2
+ c2| −∆ψn(0)|L2 | −∆ψnt (0)|L2
= τ2 |∇ψn2 (0)|2L2 + b2 | −∆ψn1 |2L2 + |f(0)|L2 | −∆ψn1 |L2 + c2| −∆ψn0 |L2 | −∆ψn1 |L2 .
By applying Ho¨lder’s inequality, we get
rhs1(t) ≤C1(ψ0, ψ1, ψ2; τ) + ‖∇α‖L∞L3‖ψntt‖L2L6‖∇ψntt‖L2tL2
+ c2| −∆ψn(t)|L2 | −∆ψnt (t)|L2 + c2‖ −∆ψnt ‖L2tL2
+ ‖f‖L∞L2 | −∆ψnt (t)|L2 + ‖ft‖L2tL2‖ −∆ψnt ‖L2tL2 .
We further estimate the right-hand side with the help of Young’s ε-inequality
xy ≤ ε2x2 + 12εy2, (3.16)
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and choosing ε = b4 or ε = 1, and the embedding results to obtain for a.e. t ∈ [0, Tn],
rhs1(t) ≤C1(ψ0, ψ1, ψ2; τ) + CΩH1,L6‖∇α‖L∞L3‖∇ψntt‖2L2tL2
+ 2c
4
b | −∆ψn(t)|2L2 + b8 | −∆ψnt (t)|2L2 + c2‖ −∆ψnt ‖L2tL2
+ 2b‖f‖2L∞L2 + b8 | −∆ψnt (t)|2L2 +
1
2
‖ft‖2L2L2 +
1
2
‖ −∆ψnt ‖2L2tL2 .
(3.17)
We can estimate the term ‖−∆ψn(t)‖L2 appearing on the right-hand side as follows
‖ −∆ψn‖L∞t L2 ≤
√
t‖ −∆ψnt ‖L2tL2 + | −∆ψ0|L2 . (3.18)
Altogether, we get
τ
2 |∇ψntt(t)|2L2 + α‖∇ψntt‖2L2tL2 +
b
4 | −∆ψnt (t)|2L2
≤ C1(ψ0, ψ1, ψ2; τ) + CΩH1,L6‖∇α‖L∞L3‖∇ψntt‖2L2tL2
+ 2c
4
b T ‖ −∆ψnt ‖2L2tL2 +
2c4
b | −∆ψ0|2L2 + c2‖ −∆ψnt ‖L2tL2
+ 2b‖f‖2L∞L2 + 12‖ft‖2L2L2 + 12‖ −∆ψnt ‖2L2tL2 .
(3.19)
If the smallness assumption (3.7) holds, then the term containing ‖∇α‖L∞L3 can
be absorbed into the left-hand side.
A priori bound for ψn. Applying Gronwall’s inequality to (3.19), and taking the
supremum over t ∈ (0, Tn) then yields
τ‖∇ψntt‖2L∞L2 + ‖∇ψntt‖2L2L2 + ‖ −∆ψnt ‖2L∞L2
≤ C˜(α, Tn, τ)
(|ψn0 |2H2 + |ψn1 |2H2 + τ |ψn2 |2H1 + ‖f‖2L∞L2 + ‖ft‖2L2L2) . (3.20)
By employing the upper bounds for the approximate initial data stated in (3.10)
and the inequality Tn ≤ T , we further have
τ‖∇ψntt‖2L∞L2 + ‖∇ψntt‖2L2L2 + ‖ −∆ψnt ‖2L∞L2
≤ C˜(α, Tn, τ)
(
|ψ0|2H2 + |ψ1|2H2 + τ |ψ2|2H1 + ‖f‖2L∞L2 + ‖ft‖2L2tL2
)
.
(3.21)
The constant above is given by
C˜(α, T, τ) = C˜1 exp
(
C˜2
(
1
τ ‖∇α‖2L∞L3 + 1 + T
)
T
)
,
or, if assumption (3.7) holds, by
C˜(α, T, τ) = C˜(T ) = C˜1 exp
(
C˜2 (1 + T )T
)
,
where C˜1, C˜2 > 0 do not depend on n or τ . Since the right-hand side of (3.21) does
not depend on Tn, we can extend the existence interval to [0, T ], i.e. Tn = T .
Second estimate. By testing (3.11) with φ = τψnttt ∈ Vn and integrating over
(0, T ), we obtain
τ2‖ψnttt‖2L2L2 ≤ ‖ − αψntt + c2∆ψn + b∆ψnt + f‖L2L2‖τψnttt‖L2L2 , (3.22)
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from which we have
τ‖ψnttt‖L2L2
≤‖α‖L∞L∞‖ψntt‖L2L2 + c2‖ −∆ψn‖2L2L2 + b‖ −∆ψnt ‖L2L2 + ‖f‖L2L2 .
(3.23)
The terms ‖−∆ψn‖2L2L2 , ‖−∆ψnt ‖2L2L2 can be further estimated similarly to (3.18),
‖ −∆ψn‖L2L2 =
(∫ T
0
∣∣∣∣−∆ψn0 + ∫ t
0
−∆ψnt (s) ds
∣∣∣∣2
L2
dt
)1/2
≤
√
T | −∆ψn0 |L2(Ω) +
(∫ T
0
∣∣∣∣∫ t
0
−∆ψnt (s) ds
∣∣∣∣2
L2
dt
)1/2
≤
√
T | −∆ψn0 |L2(Ω) +
(∫ T
0
t2 dt
)1/2
‖ −∆ψnt ‖L∞L2
≤
√
T | −∆ψn0 |L2(Ω) +
√
T 3
3 ‖ −∆ψnt ‖L∞L2 ,
‖ −∆ψnt ‖L2L2 ≤
√
T‖ −∆ψnt ‖L∞L2 .
The term ‖ψntt‖L2L2 by means of the Poincare´-Friedrichs inequality, so that by using
(3.21) we obtain energy estimate (3.6) with ψn in place of ψ.
Step 3: Passing to the limit. On account of estimate (3.21) and standard com-
pactness results, together with the fact that the spatial and temporal domains
(0, T ) and Ω are bounded, we know that there exist a subsequence, denoted again
by {ψn}n∈N, and a function ψ such that
ψnttt −⇀ ψttt weakly in L2(0, T ;L2(Ω)),
ψntt −⇀ ψtt weakly-⋆ in L∞(0, T ;H10 (Ω)),
ψnt −⇀ ψt weakly-⋆ in L∞(0, T ;H10 (Ω) ∩H2(Ω)),
ψn −⇀ ψ weakly-⋆ in L∞(0, T ;H10 (Ω) ∩H2(Ω)).
(3.24)
Our next task is to prove that ψ solves (3.1). We test (3.11) with η ∈ C∞c (0, T ) and
integrate over time to obtain
−
∫ T
0
(τψnttt, wi)L2 η(t) dt
= −
∫ T
0
(αψntt − c2∆ψn − b∆ψnt − f, wi)L2η(t) dt,
(3.25)
for all i ∈ [1, n]. Thanks to (3.24), letting n→∞ in (3.25) leads to
−
∫ T
0
(τψttt, wi)L2η
′(t) dt = −
∫ T
0
(γψtt − c2∆ψ − b∆ψt − f, wi)L2η(t) dt,
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for all i ∈ N and η ∈ C∞(0, T ). By construction, ∪n∈NVn is dense in L2(Ω), so ψ
solves the PDE in (3.1) in the L2(0, T ;L2(Ω)) sense. Due to the embeddings
ψn ∈W 1,∞(0, T ;H10 (Ω) ∩H2(Ω)) →֒→֒ C([0, T ];H10 (Ω) ∩H2(Ω)),
ψnt ∈W 1,∞(0, T ;H10 (Ω)) →֒→֒ C([0, T ];H10 (Ω)),
ψntt ∈ H1(0, T ;L2(Ω)) →֒ C([0, T ];L2(Ω)),
we know that
ψn(0)→ ψ(0) in H10 (Ω) ∩H2(Ω),
ψnt (0)→ ψt(0) in H10 (Ω),
ψntt(0)→ ψtt(0) in L2(Ω).
Thanks to (3.10), we can then infer that ψ(0) = ψ0, ψt(0) = ψ1, and ψtt(0) = ψ2.
Altogether, we conclude that ψ is a solution of the initial-boundary value problem
(3.1).
Step 4: Energy inequality for ψ. We can take the limit inferior as n → ∞
of (3.21), (3.23), and via the weak and the weak-⋆ lower semi-continuity of norms
obtain the final estimate (3.6). Uniqueness of a solution follows by the linearity of
the equation, together with the fact that the homogeneous equation only has the
zero solution, by the above energy estimates.
4. Well-posedness of the nonlinear Westervelt-type wave equation
for τ > 0
After having studied the linearized equation, we now proceed to the nonlinear model
(1.8). For proving well-posedness of (1.8), we introduce the fixed-point operator T
that maps φ to a solution ψ of
τψttt + (1− kφt)ψtt − c2∆ψ − b∆ψt = 0 , (4.1)
on some ball
BX
W
ρ = {ψ ∈ XW : ψ(0) = ψ0 , ψt(0) = ψ1 , ψtt(0) = ψ2 ,
‖ψ‖2XW := τ2‖ψttt‖2L2L2 + τ‖ψtt‖2L∞H1
+ ‖ψtt‖2L2H1 + ‖ψ‖2W 1,∞H2 ≤ ρ2}
(4.2)
in the space XW , defined in (2.4). Note that the operator is well-defined on account
of Theorem 3.1.
For establishing T as a self-mapping on BXWρ , it is crucial to prove that α =
1−kφt is in L∞(0, T ;L∞(Ω))∩L∞(0, T ;W 1,3(Ω)) and that the smallness condition
(3.7) of Theorem 3.1 holds, provided φ ∈ BXρ . Smallness of φ will also be required
for verifying the non-degeneracy condition α(t) ≥ α > 0.
Note that the radius of the neighborhood in which the self-mapping property
holds will be independent of τ . In particular, it holds for arbitrarily small τ and
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therefore allows for taking limits as τ → 0 later on.
Contractivity of T , based on the fact that ψˆ = ψ1 − ψ2 = T (φ1)−T (φ2) solves
τψˆttt + (1− kφ1 t)ψˆtt − c2∆ψˆ − b∆ψˆt = kφˆtψ2 tt , (4.3)
with homogeneous initial and boundary conditions (where φˆ = φ1 − φ1), would re-
quire to prove that α1 = 1 − kφ1 t and f2 = kφˆtψ2 tt are in L∞(0, T ;L∞(Ω)) ∩
L∞(0, T ;W 1,3(Ω)) and H1(0, T ;L2(Ω)), respectively. This regularity, however,
would only be possible in an O(
√
τ ) neighborhood because of the φ2ttt term arising
in f2t. Therefore, we do not prove contractivity, but base our existence proof on
Schauder’s theorem, similarly to the approach in Ref. 21.
Theorem 4.1. Let c2, b > 0, k ∈ R and let T > 0. Then there exist ρ > 0 and ρ0 >
0 such that for all (ψ0, ψ1, ψ2) ∈ XW0 = H10 (Ω)∩H2(Ω)×H10 (Ω)∩H2(Ω)×H10 (Ω)
satisfying
‖ψ0‖2H2(Ω) + ‖ψ1‖2H2(Ω) + τ‖ψ2‖2H1(Ω) ≤ ρ20 , (4.4)
there exists a solution ψ ∈ XW of
τψttt + ψtt − c2∆ψ − b∆ψt =
(
k
2 (ψt)
2
)
t
in Ω× (0, T ),
ψ = 0 on ∂Ω× (0, T ),
(ψ, ψt, ψtt) = (ψ0, ψ1, ψ2) in Ω× {0},
(4.5)
such that it holds
τ2‖ψttt‖2L2L2 + τ‖ψtt‖2L∞H1 + ‖ψtt‖2L2H1 + ‖ψ‖2W 1,∞H2 ≤ ρ2 . (4.6)
Proof. Our proof relies on Schauder’s fixed-point theorem applied to the operator
T : BXWρ ∋ φ 7→ ψ,
where ψ solves (4.1). To obtain the self-mapping property of T , we have to verify
the condition (3.7) of Theorem 3.1 as well as α(t) ≥ α > 0. We thus estimate the
L∞(0, T ;L∞(Ω)) ∩ L∞(0, T ;W 1,3(Ω)) norm of α = 1− kφt. In view of the bounds
‖∇α‖L∞L3 = |k| ‖∇φt‖L∞L3 ≤ |k|CΩH2,W 1,3‖φ‖W 1,∞H2 ≤ |k|CΩH2,W 1,3ρ,
‖α− 1‖L∞L∞ = |k| ‖φt‖L∞L∞ ≤ |k|CΩH2,L∞‖φ‖W 1,∞H2 ≤ |k|CΩH2,L∞ρ,
the smallness condition (3.7) and the non-degeneracy condition α(t) ≥ α > 0 can
be satisfied by choosing
ρ <
(
2|k| max {CΩH2,L∞ , CΩH1,L6CΩH2,W 1,3})−1 .
The self-mapping property follows from the estimate (3.6), with f = 0 and
ρ20 ≤
(
C1
(
13
4 + T
3
)
exp (C2 (1 + T )T )
)−1
ρ2.
The set BX
W
ρ is a weak* compact and convex subset of the Banach space X
W ,
defined in (2.4). The weak* continuity of T can be established as follows: For any
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sequence (φn)n∈N ⊆ BXWρ that weakly* converges to φ ∈ BX
W
ρ in X
W , we also
have
(T (φn))n∈N ⊆ BXWρ .
Thus, by compactness of the embedding XW → W 1,∞(0, T ;L∞(Ω)), there ex-
ists a subsequence (φnℓ)ℓ∈N such that 1 − kφnℓ t converges to 1 − kφt strongly in
L∞(0, T ;L∞(Ω)) and T (φnℓ) converges weakly* in XW to some ψ ∈ BX
W
ρ , which
by definition of BX
W
ρ satisfies the initial and homogeneous Dirichlet boundary con-
ditions. It is readily checked that ψ also solves the PDE (4.1), which, by uniqueness
in Theorem 3.1, implies ψ = T (φ). A subsequence-subsequence argument yields
weak* convergence in XW of the whole sequence (T (φn))n∈N to T (φ).
We can therefore conclude existence of a fixed point of T in BXWρ from the gen-
eral version of Schauder’s fixed-point theorem in locally convex topological spaces;
see Ref 11, which we here quote for the convenience of the reader
Let L be a locally convex topological linear space and K a compact
convex set in L. Let M(K) be the family of all closed convex (non-
empty) subsets of K. Then for any upper semicontinuous point-
to-set transformation f from K into M(K), there exists a point
x0 ∈ K such that x0 ∈ f(x0).
We use this theorem with the single valued point-to-set relation (i.e., mapping)
f = T , the weak*topology on XW , and K = BXWρ .
5. Higher energy estimates
Due to the appearance of ‖ft‖L2L2 on the right-hand side of estimate (3.6) in
Theorem 3.1, we cannot rely only on this estimate for the Kuznetsov-type JMGT
equation (1.6) since
ft = 2∇φ · ∇φtt + 2|∇φt|2.
Existence of solutions can still be based on Theorem 3.1, (case ‖∇α‖L∞L3 <
α/CΩH1,L6 with a τ -independent bound on the energy) because f is still in the
right space. However,
‖ft‖L2L2 = 2‖∇ψ · ∇ψtt + |∇ψt|2‖L2L2
can only be shown to be bounded by 1√
τ
, so it might be large as τ → 0. This does
not matter for proving existence according to Theorem 3.1, but excludes a fixed-
point argument for proving well-posedness of the nonlinear equation (1.6) in this
setting.
To be able to take limits as τ → 0, we thus need higher order energy estimates. In
particular, we need to derive τ -independent bounds on ‖ψ‖L∞H3 which will enable
us to estimate f = 2∇ψ · ∇ψt in the required norms. We replace estimate (3.6) by
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an estimate on the auxiliary function z and complement this with a higher order in
space estimate on ψ.
In order to carry out these new error estimates, we now turn our attention to
studying the equation (1.9), restated again here for convenience:
τψttt + α(x, t)ψtt − c2∆ψ − b∆ψt = f in Ω× (0, T ) , (1.9)
together with its equivalent reformulation (1.13) using (1.12), (1.10), i.e.,
τztt + γzt − b∆z − γ c2b z + γ c
4
b2ψ = f in Ω× (0, T ) , (1.13)
where we recall that the auxiliary state is given by
z = ψt +
c2
b ψ. (1.12)
We assume that for some α > 0, γ > 0
α(t) ≥ α, γ(t) = α(t)− τ c2b ≥ γ on Ω for a.e. t ∈ (0, T ). (5.1)
Theorem 5.1. Let c2, b, and let T > 0. Assume that
• α ∈ W 1,1(0, T ;H1(Ω)) ∩ L∞(0, T ;W 1,3(Ω) ∩ L1(0, T ;H2(Ω),
• f ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)),
• (ψ0, ψ1, ψ2) ∈ XK0 := H10 (Ω) ∩H3(Ω)×H10 (Ω) ∩H2(Ω)×H10 (Ω),
and that the non-degeneracy condition (5.1) holds. Then there exists τ¯ > 0 such
that for τ ∈ (0, τ¯) and sufficiently small ‖∇γ‖L∞L3 , there exists a unique solution
(ψ, z) of the problem
τztt + (α− τ c2b )zt − b∆z − γ c
2
b z + γ
c4
b2ψ = f in Ω× (0, T ),
z = ψt +
c2
b ψ in Ω× (0, T ),
ψ = 0 on ∂Ω× (0, T ),
(ψ, ψt, ψtt) = (ψ0, ψ1, ψ2) in Ω× {0},
(5.2)
that satisfies (ψ, z) ∈ L∞(0, T ;H3(Ω)) × (L∞(0, T ;H2(Ω)) ∩W 1,∞(0;T ;H10(Ω)));
in other words,
ψ ∈ XK := L∞(0, T ;H3(Ω)) ∩W 1,∞(0, T ;H2(Ω)) ∩W 2,∞(0;T ;H10(Ω)). (5.3)
Furthermore, there exists a C(γ, T ) > 0, which does not depend on τ , such that
‖ψ‖2L∞H3 + ‖ψt + c
2
b ψ‖2L∞H2 + ‖ψtt + c
2
b ψt‖2L2H1
0
+ τ‖ψtt + c2b ψt‖2L∞H1
0
≤C(γ, T ) (|ψ0|2H3 + |ψ1|2H2 + τ |ψ2|2H1 + ‖f‖2L2H1) . (5.4)
Note that while f ∈ H1(0, T ;L2(Ω)) ∩L2(0, T ;H1(Ω)) is required, in the right-
hand side of the energy estimate only ‖f‖L2H1 , but not ‖f‖H1L2 appears.
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Proof. Step 1: Existence of a solution. Theorem 3.1 implies existence of a
solution (ψ, z) of (5.2) with regularity as stated in (3.5) and
z ∈L∞(0;T ;H10 (Ω) ∩H2(Ω)) ∩W 1,∞(0, T ;H10 (Ω)) ∩H2(0, T ;L2(Ω)).
Note that zt inherits the homogeneous Dirichlet boundary conditions from ψ. Thus
it only remains to establish the higher order energy estimates. For this purpose, we
return to the Galerkin approximation (3.11) and define zn = ψn + c
2
b ψ
n.
Step 2: A priori estimates. As in Section 3, our goal is to obtain a bound for
ψn that is uniform with respect to n. To this end, we test the spatially discretized
version of our problem (5.2) with two test functions.
The first energy identity. Problem (3.11) can be equivalently rewritten as
(
τzntt + γz
n
t − b∆zn − c
2
b γz
n + γ c
4
b2ψ
n, φ
)
L2
= (f, φ)L2 ,
for every φ ∈ Vn pointwise a.e. in (0, T ),
zn = ψnt +
c2
b ψ
n,
(ψn(0), ψnt (0), ψ
n
tt(0)) = (ψ
n
0 , ψ
n
1 , ψ
n
2 ),
(5.5)
where Vn is defined as in the proof of Theorem 3.1, as the span of the first n
eigenfunctions of the Laplacian with homogeneous Dirichlet boundary conditions.
Multiplying the first equation in (5.5) by −∆znt ∈ Vn and integrating over Ω and
(0, t) yields the energy identity
τ
2 |∇znt (t)|2 +
∫ t
0
|√γ∇znt |2 ds+ b2 | −∆zn(t)|2
= τ2 |∇znt (0)|2 −
∫ t
0
(znt ∇γ,∇znt )L2 ds+ b2 | −∆zn(0)|2
− c2b
∫ t
0
(γ∇zn,∇znt )L2 ds− c
2
b
∫ t
0
(zn∇γ,∇znt )L2 ds
+
∫ t
0
(∇f − γ c4b2∇ψn − c
4
b2ψ
n∇γ,∇znt )L2 ds
−
∫ t
0
〈ν · ∇znt , f〉H−1/2(∂Ω),H1/2(∂Ω) ds =: rhs1(t),
(5.6)
where we have skipped the argument (s) under the time integral for notational
simplicity. To derive (5.6), we have used the identity
(γznt ,−∆znt )L2 = |
√
γ∇znt |2 + (znt ∇γ,∇znt )L2 .
Furthermore, we have made use of
−
∫ t
0
(γ c
2
b z
n,−∆znt )L2 ds = −
∫ t
0
(γ c
2
b ∇zn,∇znt )L2 ds−
∫ t
0
(zn∇γ c2b ,∇znt )L2 ds
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as well as the identity∫ t
0
(f − γ c4b2ψn,−∆znt )L2 ds =
∫ t
0
(∇f − γ c4b2∇ψn − c
4
b2ψ
n∇γ,∇znt )L2 ds
−
∫ t
0
〈ν · ∇znt , f〉H−1/2(∂Ω),H1/2(∂Ω) ds.
The second energy identity. Our aim is to obtain a bound on ψ in the H3(Ω)
norm. To this, end we test (3.11) with φ = (−∆)2ψn ∈ Vn (due to the fact that
ψn is a linear combination of eigenfunctions of −∆) which yields the second energy
identity
c2
∫ t
0
|∇(−∆)ψn|2 ds+ b2 |∇(−∆)ψn(s)|2
∣∣∣t
0
= − τ(∇ψntt(s),∇(−∆)ψn(s))L2
∣∣∣t
0
+ τ2 | −∆ψnt (s)|2
∣∣∣t
0
+
∫ t
0
(−∆[αψnt ],−∆ψnt )L2 ds
− (α(s)∇ψnt (s) + ψt(s)∇α(s),∇(−∆)ψn(s))L2
∣∣∣t
0
+
∫ t
0
(ψnt ∇αt + αt∇ψnt ,∇(−∆)ψn)L2 ds+
∫ t
0
(∇f,∇(−∆)ψn)L2 ds
−
∫ t
0
〈ν · ∇(−∆)ψn, f〉H−1/2(∂Ω),H1/2(∂Ω) ds =: rhs2(t),
(5.7)
Above, we have made use of
(ψnttt, (−∆)2ψn)L2 =(∇ψnttt,∇(−∆)ψn)L2
=
d
dt
[
(−∇ψntt,∇(−∆)ψn)L2 − 12 | −∆ψnt |2
]
,
and the fact that −∆ψnt = 0 on ∂Ω. Morever, we rewrote the α term as follows∫ t
0
(αψntt, (−∆)2ψn)L2 ds
i.b.p. in space
=
∫ t
0
(∇[[αψnt ]t − αtψt],∇(−∆)ψn)L2 ds
i.b.p. in time
= (∇[α(s)ψnt (s)],∇(−∆)ψn(s))L2
∣∣∣t
0
−
∫ t
0
(∇[αψnt ],∇(−∆)ψnt )L2 ds−
∫ t
0
(∇[αtψnt ],∇(−∆)ψn)L2 ds
i.b.p. in space
= (∇[α(s)ψnt (s)],∇(−∆)ψn(s))L2
∣∣∣t
0
−
∫ t
0
(−∆[αψnt ],−∆ψnt )L2 ds−
∫ t
0
(∇[αtψnt ],∇(−∆)ψn)L2 ds,
where we used again that −∆ψnt = 0 on ∂Ω. Note that under the assumptions made
on α, we have that (αψnt )(t) ∈ H10 (Ω) ∩ H2(Ω) for almost every t ∈ (0, T ), since
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ψnt (t) ∈ H10 (Ω) ∩H2(Ω).
The left-hand sides of our two energy identities (5.6) and (5.7) can be estimated
from below by
τ
2 |∇znt (t)|2 +
∫ t
0
|√γ∇znt |2 ds+ b2 | −∆zn(t)|2
≥ 18
(
τ‖∇znt ‖2L∞t L2 + γ‖∇z
n
t ‖2L2tL2 + b‖ −∆z
n‖2L∞t L2
)
,
(5.8)
and by
c2
∫ t
0
|∇(−∆)ψn|2 ds+ b2 |∇(−∆)ψn(t)|2
≥ 14
(
2c2‖∇(−∆)ψn‖2L2tL2 + b‖∇(−∆)ψ
n‖2L∞t L2
)
,
(5.9)
respectively.
We will consider the weighted sum (5.6) plus λ > 0 times (5.7), which therefore
can be bounded from below by
lhs(t) = 18
(
τ‖∇znt ‖2L∞t L2 + γ‖∇z
n
t ‖2L2tL2 + b‖ −∆z
n‖2L∞t L2
)
+ λ4
(
2c2‖∇(−∆)ψn‖2L2tL2 + b‖∇(−∆)ψ
n‖2L∞t L2
)
.
(5.10)
It then remains to estimate the right-hand sides, rhs1(t) and λrhs2(t).
Estimates of the right-hand sides. For estimating the right-hand sides in (5.6)
and (5.7), we can then use the norms of z, zt, and ψ appearing in the lower bounds
(5.8) and (5.9). Furthermore, we can employ the continuous embeddings (2.6) as well
as boundedness of (−∆)−1 : L2(Ω)→ H10 (Ω) ∩H2(Ω) and the Poincare´-Friedrichs
inequality (2.7). Additionally, we employ the identities
ψt = z − c2b ψ, ψtt = zt − c
2
b z +
c4
b2ψ.
To simplify the notation, we introduce two constants depending on the initial
data,
C1(ψ0, ψ1, ψ2; τ) =
τ
2 |∇zt(0)|2 + b2 | −∆z(0)|2
= τ2 |∇ψ2 + c
2
b ∇ψ1|2 + b2 | −∆ψ1 − c
2
b ∆ψ0|2,
as well as
C2(ψ0, ψ1, ψ2; τ) =
b
2 |∇(−∆)ψ0|2 + τ(∇ψ2,∇(−∆)ψ0)L2 − τ2 |−∆ψ1|2
+ (α(0)∇ψ1 + ψ1∇α(0),∇(−∆)ψ0)L2 .
By applying Ho¨lder’s inequality and the trace theorem, we get for the right-hand
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side in (5.6),
rhs1(t)
≤C1(ψ0, ψ1, ψ2; τ) + ‖∇znt ‖L2tL2‖znt ‖L2tL6‖∇γ‖L∞L3
+ ‖∇znt ‖L2tL2‖∇zn‖L2tL6 c
2
b ‖γ‖L∞L3 + ‖∇znt ‖L2tL2‖zn‖L2tL∞ c
2
b ‖∇γ‖L∞L2
+ ‖∇znt ‖L2tL2
(
‖∇f‖L2L2 + c
4
b2 ‖γ‖L∞L2‖∇ψn‖L2tL∞ + c
4
b2 ‖∇γ‖L∞L2‖ψn‖L2tL∞
)
+ ‖ν · ∇znt ‖L2tH−1/2(∂Ω)‖f‖L2H1/2(∂Ω),
a.e. in time. We further obtain, by making use of Young’s inequality (3.16) and the
embedding results,
rhs1(t)
≤C1(ψ0, ψ1, ψ2; τ) + CΩH1,L6‖∇γ‖L∞L3‖∇znt ‖2L2tL2 +
γ
16‖∇znt ‖2L2tL2
+ 8γ
(
CΩ(−∆)−1C
Ω
H2,W 1,6‖ −∆zn‖L2tL2 c
2
b ‖γ‖L∞L3
+ CΩ(−∆)−1C
Ω
H2,L∞‖ −∆zn‖L2tL2 c
2
b ‖∇γ‖L∞L2 + ‖∇f‖L2L2
+ c
4
b2 (‖γ‖2L∞L2 + CPF ‖∇γ‖L∞L2)CΩ(−∆)−1CΩH2,L∞‖∇(−∆)ψn‖L2tL2
+ (CΩtr)
2CΩPF ‖f‖L2H1
)2
,
(5.11)
since for the Galerkin discretization by eigenfunctions of the Laplacian, we have
(−∆)ψn ∈ H10 (Ω) ∩H2(Ω) for smooth Ω. All terms on the right-hand side except
for
r˜hs1 := C1(ψ0, ψ1, ψ2; τ) +
16
γ
(
(1 + (CΩtr)
2CΩPF )‖f‖L2H1
+ CΩ(−∆)−1C
Ω
H2,W 1,6‖ −∆zn‖L2tL2 c
2
b ‖γ‖L∞L3
+ c
4
b2 ‖γ‖2L∞L2 CΩ(−∆)−1CΩH2,L∞‖∇(−∆)ψn‖L2tL2)2
(5.12)
can be absorbed into the left-hand side (5.10) by making ‖∇γ‖L∞L3 small. The
right-hand side in (5.7) can be estimated as follows
rhs2(t)
≤C2(ψ0, ψ1, ψ2; τ) + τ‖∇(−∆)ψn‖L∞t L2‖∇znt − c
2
b ∇zn + c
4
b2∇ψn‖L∞t L2
+ τ2‖ −∆zn + c
2
b ∆ψ
n‖2L∞t L2
+ ‖ −∆zn + c2b ∆ψn‖L∞t L2
(
‖ −∆zn + c2b ∆ψn‖L∞t L2‖α‖L1L∞
+ 2‖∇zn − c2b ∇ψn‖L∞t L6‖∇α‖L1L3 + ‖zn − c
2
b ψ
n‖L∞t L∞‖ −∆α‖L1L2
)
+ ‖∇(−∆)ψn‖L∞t L2
(
‖∇f‖L1L2 + ‖∇zn − c
2
b ∇ψn‖L∞t L6(‖α‖L∞L3 + ‖αt‖L1L3
+ ‖zn − c2b ψn‖L∞t L∞ (‖∇α‖L∞L2 + ‖∇αt‖L1L2) + (CΩtr)2CΩPF ‖f‖L1H1
)
,
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where we have estimated the boundary term by means of the trace theorem
−
∫ t
0
〈ν · ∇(−∆)ψn, f〉H−1/2,H1/2 ds ≤ (CΩtr)2‖(−∆)ψn‖L∞t H1‖f‖L1H1
≤ (CΩtr)2CΩPF ‖∇(−∆)ψn‖L∞t L2‖f‖L1H1 .
We further have for λ > 0 by Young’s inequality that
λ · rhs2(t)
≤λC2(ψ0, ψ1, ψ2; τ) + λ b16‖∇(−∆)ψn‖2L∞t L2
+ λ4τb τ‖∇znt − c
2
b ∇zn + c
4
b2∇ψn‖2L∞t L2 + λ τ2 ‖ −∆z
n + c
2
b ∆ψ
n‖2L∞t L2
+ λ‖ −∆zn + c2b ∆ψn‖2L∞t L2
(
‖α‖L1L∞ + 2CΩ(−∆)−1CΩH2,W 1,6‖∇α‖L1L3
+ CΩ(−∆)−1C
Ω
H2,L∞‖ −∆α‖L1L2
)
+ λ b16‖∇(−∆)ψn‖2L∞t L2
+ λ8b
(
1 +
(
CΩtr
)2
CΩPF
)2
‖f‖2L1H1
+ λ‖ −∆zn − c2b (−∆)ψn‖2L∞t L2 8b
(
CΩ(−∆)−1
)2 (
CΩH2,W 1,6(‖α‖L∞L3
+ ‖αt‖L1L3) + CΩH2,L∞(‖∇α‖L∞L2 + ‖∇αt‖L1L2)
)2
,
(5.13)
where by making τ and λ small, all terms except for those containing the initial
data and the inhomogeneity,
λ · r˜hs2 := λC2(ψ0, ψ1, ψ2; τ) + λ8b
(
1 + (CΩtr)
2CΩPF
)2 ‖f‖2L1H1 (5.14)
can be absorbed into the left-hand side given in (5.10).
We now combine the energy estimates obtained from (5.6), and λ times (5.7)
with a small constant λ > 0 and absorb the indicated terms from the right-hand
side estimates (5.11), (5.13) into the left-hand side so that only r˜hs1 and λr˜hs2
remain on the right-hand side, cf. (5.10), (5.12), (5.14). Therewith, we end up with
an inequality of the form
η(t) ≤ C
(∫ t
0
η(s) ds+ ‖ψ0‖2H3 + ‖ψ1‖2H2 + τ‖ψ2‖2H1 + ‖f‖2L2H1
)
, (5.15)
for
η(t) = 12
(
τ‖∇znt ‖2L∞(0,t;L2) + γ‖∇znt ‖2L2(0,t;L2) + b‖ −∆zn‖2L∞(0,t;L2)
)
+ λ
(
2c2‖∇(−∆)ψn‖2L2(0,t;L2)) + b‖∇(−∆)ψn‖2L∞(0,t;L2)
)
,
to which we employ Gronwall’s lemma.
To obtain a uniform bound on the full H3(Ω) norm of ψn, we combine the
|∇(−∆)ψn|L2 term with | −∆zn|L2 and the fact that
ψn(x, t) = e−(c
2/b)tψ0(x) +
∫ t
0
e−(c
2/b)(t−s)zn(x, s)
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for t ∈ (0, T ). In this way, we have
|ψn(t)|H3(Ω) ≤CΩ(−∆)−1
(
|∇(−∆)ψn(t)|L2 + |(−∆)ψn(t)|L2
)
≤ CΩ(−∆)−1
(
|∇(−∆)ψn(t)|L2 + |e−(c
2/b)t(−∆)ψ0|L2
+
∣∣∣∣∫ t
0
e−(c
2/b)(t−s)(−∆)z(s) ds
∣∣∣∣
L2
)
for a.e. t ∈ (0, T ). Altogether, we get the estimate
‖ψn‖2L∞H3 + ‖ψnt + c
2
b ψ
n‖2L∞H2 + ‖ψtt + c
2
b ψ
n
t ‖2L2H1
0
+ τ‖ψntt + c
2
b ψ
n
t ‖2L∞H1
0
≤C(γ, T ) (|ψ0|2H3 + |ψ1|2H2 + τ |ψ2|2H1 + ‖f‖2L2H1) ,
(5.16)
with a constant C(γ, T ) > 0 independent of τ , provided ‖∇γ‖L∞L3 is sufficiently
small.
Step 3: Passing to the limit. On account of estimate (5.16) and the Banach-
Alaoglu theorem, we know that there exists a subsequence, denoted again by
{ψn}n∈N, and a function ψ˜ such that
ψn −⇀ ψ˜ weakly-⋆ in L∞(0, T ;H10 (Ω) ∩H3(Ω)),
ψnt −⇀ ψ˜t weakly-⋆ in L∞(0, T ;H10 (Ω) ∩H2(Ω)),
ψnt −⇀ ψ˜t weakly in L2(0, T ;H10 (Ω)),
ψntt −⇀ ψ˜tt weakly in L2(0, T ;H10 (Ω)),
ψntt −⇀ ψ˜tt weakly-⋆ in L∞(0, T ;H10 (Ω)).
By uniqueness of limits ψ˜ has to coincide with the solution ψ according to Theorem
3.1, which thus satisfies (5.4).
6. Well-posedness for the nonlinear Kuznetsov-type wave equation
for τ > 0 sufficiently small
We next intend to employ the Banach fixed-point theorem to prove well-posedness
for equation (1.6). To this end, we introduce the operator T that maps φ to a
solution ψ of
τψttt + (1 − kφt)ψtt − c2∆ψ − b∆ψt = 2∇φ · ∇φt ,
on some ball
BX
K
ρ =
{
ψ ∈ XK : ψ(0) = ψ0 , ψt(0) = ψ1 , ψtt(0) = ψ2 , and
‖ψ‖2XK := τ‖zt‖2L∞H1 + ‖zt‖2L2H1
+ ‖z‖2L∞H2 + ‖ψ‖2L∞H3 ≤ ρ2,
for z = ψt +
c2
b
ψ
} (6.1)
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in the space XK , defined in (2.4). Thus, for establishing T as a self-mapping
on BX
K
ρ , it is crucial to prove that α = 1 − kφt and f = 2∇φ · ∇φt are in
W 1,1(0, T ;H1(Ω)) ∩ L∞(0, T ;W 1,3(Ω) ∩ L1(0, T ;H2(Ω) and L2(0, T ;H1(Ω)), re-
spectively, and that the derivatives of α are small when φ ∈ BXKρ .
Concerning non-degeneracy, we assume that τ ∈ (0, τ¯ ] with τ¯ < bc2 so that
γ∗ := 1− τ¯ c2b > 0 . (6.2)
Therefore, keeping
‖γ − γ∗‖L∞L∞ = ‖α− 1‖L∞L∞ = k‖φt‖L∞L∞ ≤ m (6.3)
with m < γ∗ allows to choose
γ := 1− τ¯ c2b −m > 0 , α := 1−m > 0 (6.4)
in (5.1) independently of τ , which will also be important for the considerations in
Section 7. Thus we also need to verify that (6.3) follows from φ ∈ BXKρ .
To additionally obtain contractivity, based on the fact that the difference ψˆ =
ψ1 − ψ2 = T (φ1)− T (φ2) solves
τψˆttt + (1 − kφ1 t)ψˆtt − c2∆ψˆ − b∆ψˆt
= kφˆtψ2 tt + 2∇φˆ · ∇φ1 t + 2∇φ2 · ∇φˆt ,
(6.5)
with homogeneous initial and boundary conditions (where φˆ = φ1 − φ1), we need
to prove that α1 = 1 − kφ1 t and f2 = kφˆtψ2 tt + 2∇φˆ · ∇φ1 t + 2∇φ2 · ∇φˆt are in
W 1,1(0, T ;H1(Ω)) ∩ L∞(0, T ;W 1,3(Ω) ∩ L1(0, T ;H2(Ω) and L2(0, T ;H1(Ω)), and
that the derivatives of α1 are small, provided φ1, φ2 ∈ BXKρ . Moreover, ‖f2‖L2H1
needs to be estimated by a multiple of ‖φˆ‖XK with a small factor.
Theorem 6.1. Let c2, b, T > 0, k ∈ R. Then there exist τ¯ , ρ > 0 , ρ0 > 0 such that
for all (ψ0, ψ1, ψ2) ∈ XK0 = H10 (Ω) ∩H3(Ω)×H10 (Ω) ∩H2(Ω)×H10 (Ω) satisfying
‖ψ0‖2H3(Ω) + ‖ψ1‖2H2(Ω) + τ‖ψ2‖2H1(Ω) ≤ ρ20 , (6.6)
and all τ ∈ (0, τ¯ ), there exists a unique solution ψ ∈ XK of
τψttt + ψtt − c2∆ψ − b∆ψt =
(
k
2 (ψt)
2 + |∇ψ|2)
t
in Ω× (0, T ),
ψ = 0 on ∂Ω× (0, T ),
(ψ, ψt, ψtt) = (ψ0, ψ1, ψ2) in Ω× {0},
(6.7)
which satisfies the estimate
τ‖zt‖2L∞H1 + ‖zt‖2L2H1 + ‖z‖2L∞H2 + ‖ψ‖2L∞H3 ≤ ρ2.
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Proof. We first prove that T is a self-mapping on BXKρ . For this purpose, we
estimate α and f , assuming that φ ∈ BXKρ and abbreviating w = φt + c
2
b φ:
‖∇αt‖L1L2 = |k| ‖∇wt − c
2
b ∇w + c
4
b2∇φ‖L1L2
≤ |k|
√
T (1 + c
2
b
√
T + c
4
b2 )ρ,
‖∇α‖L∞L3 = |k| ‖∇w − c2b ∇φ‖L∞L3
≤ |k|CΩH2→W 1,3(1 + c
2
b )ρ,
‖ −∆α‖L1L2 = |k| ‖ −∆w + c
2
b ∆φ‖L1L2
≤ |k|
√
T (1 + c
2
b )ρ,
‖γ − γ∗‖L∞L∞ = ‖α− 1‖L∞L∞ = |k| ‖w − c2b φ‖L∞L∞
≤ |k|CΩH2→L∞(1 + c
2
b )ρ.
(6.8)
Moreover, we find that
‖∇f‖L2L2 =2
∥∥∇2φ∇φt +∇2φt∇φ∥∥L2L2
≤ 2
(
‖∇2φ‖L∞L6‖∇w − c
2
b ∇φ‖L2L3
+ ‖∇2w − c2b ∇2φ‖L2L2‖∇φ‖L∞L∞
)
≤ 2(CΩH3→W 2,6CΩH2,W 1,3 + CΩH3,W 1,∞
(
1 + c
2
b
)
ρ2 =: Cfρ
2 .
Therefore, energy estimate (5.4) yields
‖ψ‖2XK ≤ C(γ, T )
(
C2fρ
4 + ‖ψ0‖2H3(Ω) + ‖ψ1‖2H2(Ω) + τ‖ψ2‖2H1(Ω)
)
≤ ρ2 ,
provided that the initial data are small in the sense of (6.6) with
ρ0 <
1
4C(γ, T )Cf
,
ρ ≤ min
{
1 +
√
1− 4C(γ, T )Cfρ0
2C(γ, T )Cf
,
m
kCΩH2→L∞(1 + c
2/b)
}
,
(6.9)
which implies that T maps BXKρ into itself.
For proving contractivity of T , we estimate α1 analogously to (6.8), and with
abbreviations wˆ := φˆt+
c2
b φˆ, wi := φi t+
c2
b φi, zi := ψi t+
c2
b ψi, i ∈ {1, 2}. We have
‖∇f2‖L2L2
≤ |k|
(
‖∇wˆ − c2b ∇φˆ‖L∞L3‖z2 t − c
2
b z2 +
c4
b2ψ2‖L2L6
+ ‖wˆ − c
2
b
φˆ‖L∞L∞‖∇z2 t − c2b ∇z2 + c
4
b2∇ψ2‖L2L2
)
+ 2
(
‖∇2φˆ‖L∞L6‖∇w1 − c
2
b ∇φ1‖L2L3 + ‖∇2wˆ − c
2
b ∇2φˆ‖L2L2‖∇φ1‖L∞L∞
)
+ 2
(
‖∇2φ2‖L∞L6‖∇wˆ − c
2
b ∇φˆ‖L2L3 + ‖∇2w2 − c
2
b ∇2φ2‖L2L2‖∇φˆ‖L∞L∞
)
.
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From here it folllows that
‖∇f2‖L2L2
≤ (|k|‖ψ‖XK + 2‖φ1‖XK + 2‖φ2‖XK )
(
CΩH2→W 1,3C
Ω
H1→L6 + C
Ω
H2→L∞
)
×
(
1 + c
2
b +
c4
b2
)
‖φˆ‖XK
≤ Cˆfρ‖φˆ‖XK .
By applying estimate (5.4) to equation (6.5) with homogeneous initial conditions,
we obtain
‖ψˆ‖XK ≤
√
C(γ, T )Cˆfρ ‖φˆ‖XK ,
which after possibly decreasing ρ yields contractivity.
Since BX
K
ρ is closed, we can make use of Banach’s contraction principle to
conclude existence and uniqueness of a solution.
Remark 6.1 (On global well-posedness). Note that C(γ, T ) in (5.4) depends
on the final time due to the use of Gronwall’s inequality. We do not expect that
global in time well-posedness can be proven in the nonlinear case due to the fact
that we must deal with a quadratic nonlinearity and only have weak damping in
the equation for z.
7. Singular limit for vanishing relaxation time
We next focus on proving a limiting result for equations (1.6) and (1.8) as τ → 0.
Recall that b = δ + τc2 and that the norms on the spaces XW and XK , defined in
(2.4), depend on τ , whereas the radius ρ of the balls (4.2) and (6.1) is independent
of τ .
As already stated in the notational preliminaries (2.5), we denote by ‖·‖X¯W and
‖ · ‖X¯K the respective τ -independent part of the norms defined in (4.2) and (6.1),
‖ψ‖2X¯W := ‖ψtt‖2L2H1 + ‖ψ‖2W 1,∞H2 ,
‖ψ‖2X¯K := ‖ψtt + c
2
b ψt‖2L2H1 + ‖ψt + c
2
b ψ‖2L∞H2 + ‖ψ‖2L∞H3 .
Moreover, we recall the spaces for the initial data
XW0 := H
1
0 (Ω) ∩H2(Ω)×H10 (Ω) ∩H2(Ω)×H10 (Ω),
XK0 := H
1
0 (Ω) ∩H3(Ω)×H10 (Ω) ∩H2(Ω)×H10 (Ω),
the only difference being in the regularity of ψ0. Therewith, we can formulate a
limiting result for (1.6) and (1.8).
Theorem 7.1. Let c2, b, T > 0, and k ∈ R. Then there exist τ¯ , ρ0 > 0 such
that for all (ψ0, ψ1, ψ2) ∈ XW0 , the family (ψτ )τ∈(0,τ¯) of solutions to (4.5) according
to Theorem 4.1 converges weakly* in X¯W to a solution ψ¯ ∈ X¯W of (1.5) with
homogeneous Dirichlet boundary conditions (2.2) and initial conditions ψ¯(0) = ψ0,
ψ¯t(0) = ψ1.
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The statement remains valid with the equations (4.5), (1.5), the spaces XW0 ,
X¯W and Theorem 4.1 replaced by the equations (6.7), (1.4), the spaces XK0 , X¯
K
and Theorem 6.1, respectively.
Proof. From the energy estimates in Theorems 4.1 (or 6.1), we have uniform
boundedness of (ψτ )τ∈(0,τ¯) in X¯
W (or in X¯K) and therefore existence of a weakly*
X¯W (or X¯K) convergent sequence (ψℓ)ℓ∈N with τℓ ց 0. By compactness of embed-
dings, this sequence also converges strongly in C1(0, T ;L4(Ω)) ∩ C(0, T ;W 1,4(Ω)).
Its limit ψ¯ therefore lies in X¯W (or in X¯K) and satisfies the initial conditions
ψ¯(0) = ψ0, ψ¯t(0) = ψ1.
To prove that ψ¯ also satisfies the respective PDEs, we test with arbitrary func-
tions v ∈ C∞0 (0, T ;C∞0 (Ω)) and invoke the Fundamental Lemma of Calculus of
Variations. To this end, we introduce an abbreviation for the nonlinear term in the
respective equations, namely
N (ψ) =
{
βa
c2 (ψt)
2 for (1.5), (1.8)
1
c2
B
2A (ψt)
2 + |∇ψ|2 for (1.4), (1.6),
= k(ψt)
2 + σ|∇ψ|2 with σ =
{
0 for (1.5), (1.8)
1 for (1.4), (1.6).
Now the τ -dependent and the limiting equation can be rewritten in both Westervelt
and Kuznetsov cases as
τψttt + ψtt − c2∆ψ − (δ + τc2)∆ψt − (N (ψ))t = 0 (7.1)
and
ψtt − c2∆ψ − δ∆ψt − (N (ψ))t = 0, (7.2)
respectively.
Note that by the regularity inherent in the spaces XW , XK and X¯W , X¯K , cf.
(2.4), ψτ satisfies equation (7.1) in L2(0;T ;L2(Ω)). Inserting ψ¯ into the left-hand
side of (7.2) yields an L2(0;T ;L2(Ω)) function. Therewith, we get, for ψˆℓ := ψ¯−ψℓ
and any v ∈ C∞0 (0, T ;C∞0 (Ω)) that∫ T
0
∫
Ω
(
ψ¯tt − c2∆ψ¯ − δ∆ψ¯t −N (ψ¯)t
)
v dxdt
=
∫ T
0
∫
Ω
(
ψˆℓ tt − c2∆ψˆℓ − δ∆ψˆℓ t − (N (ψ¯)t −N (ψℓ))t − τℓψℓttt − τℓc2∆ψℓ t
)
v dxdt
=I− II− III .
Above, we have that
I =
∫ T
0
∫
Ω
(
ψˆℓ tt − c2∆ψˆℓ − δ∆ψˆℓ t
)
v dxdt → 0 as ℓ→∞
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due to the weak* convergence to zero of ψˆℓ in X¯
W (or X¯K). Moreover,
II =
∫ T
0
∫
Ω
(
(N (ψ¯)−N (ψℓ))
)
t
v dxdt
= −
∫ T
0
∫
Ω
(
(N (ψ¯)−N (ψℓ))
)
vt dxdt
= −
∫ T
0
∫
Ω
(
k(ψ¯t + ψ
ℓ
t )ψˆℓ t + σ(∇ψ¯ +∇ψℓ) · ∇ψˆℓ
)
vt dxdt → 0 as ℓ→∞
due to the boundedness of (ψℓ)ℓ∈N in X¯W (or X¯K) by ρ, and the strong convergence
to zero of ψˆℓ in C
1(0, T ;L4(Ω)) ∩ C(0, T ;W 1,4(Ω)). Finally,
III = τℓ
∫ T
0
∫
Ω
(
ψℓttt + c
2∆ψℓ t
)
v dxdt
= τℓ
∫ T
0
∫
Ω
(
ψℓtt + c
2∆ψℓ
)
vt dxdt → 0 as ℓ→∞
due to the boundedness of (ψℓ)ℓ∈N in X¯W (or X¯K), and τℓ → 0.
A subsequence-subsequence argument, together with uniqueness of the solution
to (7.2) according to results in, e.g., Refs. 17, 18, 35, 36 yields convergence of the
whole family (ψτ )τ∈(0,τ¯).
Remark 7.1 (On compatibility conditions). Note that, in contrast to Ref. 21,
no compatibility condition on ψ2 is needed, since no continuity of the limit ψ¯tt with
respect to time arises and in the used energy estimates the ψ2 term vanishes as
τ → 0.
Remark 7.2 (On strong convergence). We could look directly at the equation
solved by the difference ψˆ = ψτ − ψ¯ of solutions to the JMGT and the Westervelt
equation:
ψˆtt − c2∆ψˆ − δ∆ψˆt − k((ψτ + ψ¯)ψˆ)t = −τψτttt − τc2∆ψτt . (7.3)
However, showing that ψˆ tends to zero as τ → 0 appears to be beyond our theoret-
ical reach, although suggested by the numerical results in Section 8. A particular
challenge is to estimate the first term τψτttt: we only know this it is bounded by
ρ in L2(0, T ;L2(Ω)) according to estimate (4.6), but not that it tends to zero. An
analogous argument can be made for the Kuznetsov-type JMGT equation.
7.1. Comparison to the regularity results in the literature
We note that Theorem 7.1 also contains a regularity result on the solutions ψ¯ ∈
X¯W and ψ¯ ∈ X¯K of the Westervelt (1.5) and the Kuznetsov (1.4) equations with
homogeneous Dirichlet boundary conditions (2.2) and initial conditions ψ¯(0) = ψ0 ∈
H10 (Ω) ∩H2(Ω) or H3(Ω), ψ¯t(0) = ψ1 ∈ H10 (Ω).
By comparing this regularity with the regularity results on the Westervelt equa-
tion from Refs. 17, 35 and with those for the Kuznetsov equation from Ref. 18, 36,
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37, and noting that in Refs. 17, 35, 18, 36, u is the acoustic pressure, i.e., related
to ψ by u = ̺0ψt, we get
• Westervelt equation:
– Ref. 17: (u0, u1) ∈ (H10 (Ω) ∩H2(Ω))×H10 (Ω)
and additionally (1− ku0)−1[c2∆u0 + b∆u1 + ku21] ∈ L2(Ω)
⇒ u ∈ C2(0, T ;L2(Ω)) ∩H2(0, T ;H10 (Ω)) ∩ C(0, T ;H2(Ω));
– Ref. 35: (u0, u1) ∈ (H10 (Ω) ∩H2(Ω))×H10 (Ω)
⇒ u ∈ H2(0, T ;L2(Ω)) ∩H1(0, T ;H10(Ω) ∩H2(Ω));
– here: (ψ0, ψ1) ∈
(
H10 (Ω) ∩H2(Ω)
)2
and additionally (1− kψ0)−1[c2∆ψ0 + b∆ψ1] ∈ H10 (Ω)
⇒ u ∈ H2(0, T ;H10 (Ω)) ∩W 1,∞(0, T ;H2(Ω)).
• Kuznetsov equation:
– Ref. 37: (ψ0, ψ1) ∈ H10 (Ω) ∩H3(Ω)×H10 (Ω) ∩H2(Ω)
⇒ ψ ∈ C1(0, T ;H10 (Ω) ∩H2(Ω)) ∩H1(0, T ;H3(Ω));
– Ref. 18: (u0, u1) ∈ (H10 (Ω) ∩H2(Ω))×H10 (Ω)
and additionally (1− ku0)−1[c2∆u0+ b∆u1+ ku21+2|∇u0|2] ∈ L2(Ω)
⇒ u ∈ C2(0, T ;L2(Ω)) ∩H2(0, T ;H10 (Ω)) ∩ C(0, T ;H2(Ω));
– Ref. 36: (u0, u1) ∈ (H10 (Ω) ∩H2(Ω))×H10 (Ω)
⇒ u ∈ H5/2(0, T ;H10 (Ω)) ∩H2(0, T ;H2(Ω));
– here: (ψ0, ψ1) ∈ H10 (Ω) ∩H3(Ω)×H10 (Ω) ∩H2(Ω)
and additionally (1− kψ1)−1[c2∆ψ0 + b∆ψ1 +∇ψ0 · ∇ψ1] ∈ H10 (Ω)
⇒ u ∈ H2(0, T ;H10 (Ω)) ∩W 1,∞(0, T ;H2(Ω)) ∩ L∞(0, T ;H3(Ω)).
We point out that these works also contain results on global in time existence
and exponential decay of solutions, as well as, in case of Refs. 5, 37, on the
Cauchy problem, and, in case of Refs. 35, 36, in general, non-Hilbert Lp(Ω) and
W s,p(Ω) spaces. Moreover, we wish to point to Ref. 7, where local in time well-
posedness of a class of quasilinear wave equations without strong damping was
shown, which also comprises the Westervelt equation with δ = 0. It yields the
regularity u ∈ C2(0, T ;H1(Ω)) ∩ C1(0, T ;H2(Ω)) ∩ C(0, T ;H3(Ω)) for initial data
(u0, u1) ∈ H10 (Ω) ∩H2(Ω)×H10 (Ω) ∩H3(Ω) with ∆u1|∂Ω = 0.
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8. Numerical results
As an illustration of our theoretical findings, we solve and compare numerically
equations (1.5) and (1.8) in a one-dimensional channel geometry. For the medium,
we choose water with parameters
c = 1500m/s, δ = 6 · 10−9m2/s, ρ = 1000 kg/m3, B/A = 5;
cf. Chapter 5 in Ref. 22. Recall that b = δ + τc2; the choice of the relaxation
parameter τ is given below. Discretization in space is performed by employing B-
splines as basis functions within the framework of Isogeometric Analysis (IGA);
see Refs. 2, 15. For a detailed insight into the application of Isogeometric Analysis
in nonlinear acoustics, we refer to Refs. 13, 38. We use quadratic basis functions
with the maximum C1 global regularity and have 251 degrees of freedom for the
channel length l = 0.2m. The nonlinearities are resolved by a fixed-point iteration
with the tolerance set to TOL = 10−8.
After discretizing in space, we end up with a semi-discrete matrix equation and
proceed with a time-stepping scheme. For the Westervelt equation (1.8), we employ
the standard Newmark relations39 for second-order equations:
ψn+1 =ψn +∆tψ˙
n
+
(∆t)2
2!
(
(1− 2β)ψ¨n + 2β ψ¨n+1
)
,
ψ˙
n+1
= ψ˙
n
+∆t
(
(1 − γ)ψ¨n + γ ψ¨n+1
)
,
(8.1)
realized through a predictor-corrector scheme analogously to Algorithm 1 in Ref. 38.
In (8.1), ∆t denotes the time step size. The vectors ψn, ψ˙
n
, and ψ¨
n
denote the dis-
crete acoustic potential, its first time derivative, and its second time derivative,
respectively, at the time step n.
For the Jordan–Moore–Gibson–Thompson equation with Westervelt-type non-
linearity (1.8), we use an extension of the Newmark relations to third-order models
similar to the one employed in Appendix B.2 of Ref. 12:
ψn+1 =ψn +∆tψ˙
n
+
(∆t)2
2!
ψ¨
n
+
(∆t)3
3!
(
(1− 6β)...ψn + 6β ...ψn+1
)
,
ψ˙
n+1
= ψ˙
n
+∆tψ¨
n
+
(∆t)2
2!
(
(1 − 2γ)...ψn + 2γ ...ψn+1
)
,
ψ¨
n+1
= ψ¨
n
+∆t
(
(1− η)...ψn + η ...ψn+1
)
.
(8.2)
The average acceleration scheme corresponds to taking the Newmark parame-
ters (β, γ) = (1/4, 1/2) in (8.1) for the Westervelt equation and (β, γ, η) =
(1/12, 1/4, 1/2) in (8.2) for the Jordan–Moore–Gibson–Thompson equation (1.8),
which is what we use in all the experiments.
We set the initial conditions to
(ψ0, ψ1, ψ2) =
(
0, A exp
(
− (x− 0.1)
2
2σ2
)
, 0
)
, (8.3)
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with A = 8 · 104m2/s2 and σ = 0.01, meaning that we normalize potential (which
is determined by ~v = −∇ψ only up to a constant) such that it vanishes at t = 0,
drive the system by an inital pressure (based on the idetity ρψt = p) concentrated
at x = 0.1, and assume vanishing initial acceleration. Discretization in time is
performed with 800 time steps for the final time T = 45µs. The spatial and tem-
poral refinement always remain the same for both equations and different values of
the relaxation time τ . All the numerical results are obtained with the help of the
GeoPDEs package in MATLAB46.
Figure 1 displays on the left side snapshots of the pressure wave u = ̺ψt ob-
tained by employing equation (1.8) with the relaxation time set to τ = 0.1µs. We
observe the nonlinear steepening of the wave as it propagates. On the right, we
see how the pressure profile changes with decreasing relaxation time. The pressure
wave for τ = 0µs is computed by solving the Westervelt equation.
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Fig. 1. (left) Snapshots of the pressure u = ̺ψt for a fixed relaxation time τ = 0.1µs (right)
Pressure wave for different relaxation parameters τ at final time.
To further illustrate the results from Section 7, we solve equation (1.8) with
the relaxation time varying over τ ∈ [10−4, 1]µs and compute the difference to the
solution of the Westervelt equation (1.5). We plot the relative errors in the X¯W
norm, defined in (2.5), and in the C([0, T ];H1(Ω)) norm:
errorX¯W(τ) =
‖ψτ − ψ¯‖X¯W
‖ψ¯‖X¯W
, errorCH1(τ) =
‖ψτ − ψ¯‖CH1
‖ψ¯‖CH1
;
see Figure 2. The numerical errors decrease with the parameter τ , in agreement
with the theoretical results of Theorem 7.1. Figure 2 even indicates a stronger
result, i.e., strong convergence in the X¯W norm. For τ = 10−10 s, the errors amount
to errorCH1(τ) ≈ 6.43 · 10−5 and errorX¯W (τ) ≈ 8.5 · 10−4. The error plots also
suggest a lower rate of convergence with respect to τ in the X¯W norm.
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Fig. 2. Relative errors for varying relaxation time in (left) C([0, T ];H1(Ω)) and (right) X¯W .
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