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An Empirical study on Predicting Blood Pressure
using Classification and Regression Trees
Bing Zhang,Zhiyao Wei,Jiadong Ren,Yongqiang Cheng and Zhangqi Zheng
Abstract—Blood pressure diseases have become one of the major threats to human health. Continuous measurement of blood
pressure has proven to be a prerequisite for effective incident prevention. In contrast with the traditional prediction models with low
measurement accuracy or long training time, non-invasive blood pressure measurement is a promising use for continuous
measurement. Thus in this paper, classification and regression trees (CART) are proposed and applied to tackle the problem. Firstly,
according to the characteristics of different information, different CART models are constructed. Secondly, in order to avoid the
over-fitting problem of these models, the cross-validation method is used for selecting the optimum parameters so as to achieve the
best generalization of these models. Based on the biological data collected from CM400 monitor, this approach has achieved better
performance than the common existing models such as linear regression, ridge regression, the support vector machine and neural
network in terms of accuracy rate, root mean square error, deviation rate, Theil IC, and the required training time is also comparatively
less. With increasing data, the accuracy rate of predicting systolic blood pressure and diastolic blood pressure by CART exceeds 90%,
and the training time is less than 0.5s.
Index Terms—classification and regression tree, pruning, blood pressure prediction, health monitoring.
F
1 INTRODUCTION
B LOOD pressure (BP) is one of the most important phys-iological indicators of human body. Every beat of the
heart sends blood to the arteries, and BP changes through-
out the process. When the heart contracts, BP in the vessels
reaches its maximum, termed systolic blood pressure (Ps);
when the heart rests, the minimum BP reaches, termed
diastolic blood pressure (Pd). BP is closely related to cardiac
function and peripheral blood vessels, and it is used as a di-
rect measurement of the cardiovascular functions of human
body. Therefore, accurate and effective BP measurement
plays a vital role in clinical practice. As is well-known, BP
disease is one of the leading causes of death and heart and
kidney diseases. The accurate and timely BP diagnosis is
thus essential to human health because the prevention of
BP is a useful medical means for controlling and lowering
the physical harm of a BP disorder. Although it is necessary
to monitor BP levels routinely in elderly [1-3], in fact this
has not been carried out in large elderly population. Early
detection of abnormal BP would reduce the risk to further
inducing the diseases of the heart, brain and other organs.
Furthermore, most hypertensive patients dont show alert
signs or symptoms when their BP reaches an emergency
level. Therefore, routine BP measurement is indispensible
for preventive healthcare.
The existing BP measurement methods can be divided
into two categories, invasive and non-invasive measure-
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ments [4]. Invasive measurement is more accurate but trau-
matic, limitting its widespread clinical use; Non-invasive
methods, however, are more likely to be accepted by pa-
tients because of their less intrusion.
Non-invasive BP measurement indirectly measures BP,
of which the two commonly used approaches are measuring
the pulse of the arterial wall and the pulse wave transmis-
sion time respectively. Non-invasive measurement methods
can also be divided into intermittent BP measurement and
continuous BP measurement according to their continuity
and discontinuity.
Intermittent BP measurement is typical of the Kochi’s
auscultation or the oscillatory method. The Kochi’s auscul-
tation method is one of the most commonly used methods
in non-invasive BP measurement based on the detection
of Koch’s sound. Kochi’s auscultation devices are low cost
and easy to use, which has been widely used since it was
introduced. Unfortunately, the measurement results almost
entirely depend on the operators ability of identifying the
readings, so the results are subjectively affected, by the
operators hearing, visual coordination and sensitivity and
might be different. Besides, it also causes discomfort and
potential injury risk to patient during obstructing blood
flow. Although these disadvantages of Kochis auscultation
method has limited its applications, it is still considered
as the ”golden standard” in non-invasive BP measurement
methods due to its accuracy that satisfies noninvasive BP
measurement researchers. The limitation of Kochis auscul-
tation method has, however, encouraged the introduction
of other BP measurement, such as the oscillation method
known as oscillatory method or vibration method adopted
by most electronic sphygmomanometers available in the
market. Sphygmomanometer is easy to use, not affected by
the operator and has low measurement error rate. It is also
convenient for home users without professional medical
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However, the oscillation method can hardly detect the
BP changes of high frequency as its main use is to detect
the amplitude of the oscillation wave superimposed on BP
signal. If there occurs a sudden change in the patient’s BP,
the oscillation method will fail to pick up this alteration. In
addition, the oscillation method has low tolerance to motion
artifacts. As the patient needs to remain calm during the
measurement, so it is often needed to judge whether the
process has been disturbed by the patients movement so as
to ensure that the BP measurement results are accurate. Al-
though the Kochi’s auscultation and the oscillatory method
are the most widely used measurement with the largest
market shares in BP detection, the two methods are required
to inflate and deflate the cuff to obstruct blood flow. In other
words, they are only suitable for intermittent BP measure-
ment with a single reading record in each measurement,
which has hindered its application for cardiovascular and
cerebrovascular diseases analysis requiring continuous BP
readings.
In order to meet the needs of people’s long terms
health care monitoring, continuous BP measurement meth-
ods were put forward [5], including volume compensation,
tension measurement, optical coherence tomography and
pulse wave measurement. Volume compensation is an ef-
fective and relatively mature non-invasive continuous BP
measurement method adopted by the current non-invasive
continuous BP measurement equipment in the market. But
with regards to the continuous measurement for a longer
time, venous accumulation will exert greater influence on
the accuracy of the measurement results. Meanwhile, the
prolonged measurement need to keep patients arm under
pressure, which may cause patients discomfort. In this re-
gard, it is not suitable for long time use. The tension mea-
surement method applies external pressure to the arteries
to balance the internal BP so that the surface becomes flat.
By measuring external pressure, it can be the arterial pulse
pressure wave can be obtained and then the BP. Theoret-
ically, the tension measurement method can continuously
monitor the arterial BP, but it requires very high position
and angle precision in taking readings. Hence the long-
time continuous BP measurement can easily cause relative
movement changes in the position of sensors. At present,
due to the fact the research of the volume pulse blood
flow signal is still in its infancy with immature theoretical
research of optical volume recording, so the accuracy of the
detection is relative low.
In view of the above problems, this paper proposed
the CART model for analyzing the vital signs collected by
CM400 experimental equipment. CM400 is capable of con-
tinuously measuring left atrium (AVL), right atrium (AVR),
anterior atrium (AVF), photoplethysmography (PPG), heart
rate (HR), pulse wave translation time (PTT) and blood
oxygen (SPO2). In order to prevent the over fitting or
under fitting of the CART model, cross-validation method
was adopted in the training process, with these parameters
searched and optimized automatically. The CART model
were compared with other four traditional machine learning
models (supporting vector machine SVM, linear regression,
ridge regression, neural network) combining four evalua-
tion indexes, i.e. the accuracy rate [6], root mean square
error RMSE [7], the Theil inequality Coefficient TIC and the
deviation rate [8]. By means of feature correlation analysis,
it has been found that the two strongest features related
to BP prediction are HR and PTT. We also found that the
CART model has high time efficiency suitable for real-time
prediction.
2 RELATED WORK
Traditional BP measurement methods and devices are not
available for real-time, continuous and non-invasive BP pre-
diction. With the development and changes of information
perception of information and communication technologies
like mobile Internet, cloud computing, smart sensors and
robots, machine learning methods have gained their appli-
cation in the field of medical science, which can be used
to build accurate prediction models and discover implicit
knowledge in data. The current medical standards are able
to ensure rapid and convenient collection of measured
characteristic data for BP prediction, therefore, the mea-
surement indirectly based on machine learning methods
is more worthy of in-depth study. Yi-yen, Hsieh, et al. [9]
built a linear regression model using human PTT to predict
high pressure and low pressure, whose experimental results
are relatively consistent with the real values. For example,
the correlation coefficient of high pressure is more than
0.8, and the correlation coefficient of low pressure reaches
about 0.95. However, the prediction accuracy of high pres-
sure is not accurate enough and needed to be improved.
Costas Sideris [10] using the fingertip oximeter collected
data, established a recurrent neural network model. The
continuous BP values were predicted by use of it and
the experimental results were satisfactory, but due to the
too slow neural network training time, it lacks real time
processing capability. Robabeh Abbasi et al [11] proposed
a prediction model of BP prediction using multivariate time
series based on fuzzy functions to aid doctors choosing a
suitable treatment method in clinical diagnosis. However, it
takes rather long time to complete a cycle, and the results
vary among individuals. Besides, the prediction accuracy
decreases with long time usage. Xiaohan Li et al [12] used
context layer recursive model to predict BP whose data
set was obtained from a certain type of wireless home BP
monitor synchronized with a mobile phone and was further
stored in the cloud server. In doing this, the whole historical
data in the cloud server are used to train the BP prediction
model. Although the accuracy of its BP prediction is relative
high, the model based on the whole time series data requires
a significant amount of data accumulation, so the security of
the data cannot be guaranteed. Tony, Hao and Wu et al. [13]
used neural networks and radial basis function networks to
predict BP by modeling features such as body mass index,
age, movement, alcohol consumption, and smoking, but the
training time of this method was too long, leading to not
high accuracy. Shrimanti and Ghosh et al. [14] established a
linear regression model for human PPG and PTT in order to
predict BP values. The accuracy was high in ideal situation,
but as the linear model was too sensitive to noise, the
BP measured in a real environment didnt perform well.
Robert Munnoch, et al. [15] used Pulse wave velocity (PWV)
calculated from PTT based on EIMO devices to predict BP
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by comparing the usage of three linear regression models as
shown in equation (1), (2), (3).
P = A(PWV )2 +B (1)
P = A(HR) +B (2)
P = A(PWV )2 +B(HR) + C (3)
For the prediction of Ps, the best model is (3), and the
average absolute error is 6.15 mmHg. For the prediction of
Pd, the best model formula is (1), and the average absolute
error is 8.36 mmHg. It is shown that these approaches have
not achieved overall high accuracy.
3 CART MODEL
3.1 Model overview
The CART (classification and regression tree) model pro-
posed by Breiman et al [16] in 1984 has become a widely
used decision tree learning method. The CART method
assumes that the decision tree is a binary tree. The input
feature space is divided into finite units, based on which the
predicted values are determined, i.e. the predicted output
values are mapped to the given conditions. The CART
model is composed of the following three main steps:
(1) CART initialization: generating a decision tree based
on training data set;
(2) CART pruning and optimization: the regression tree
is pruned according to some constraints, such as the maxi-
mum depth of the tree, the minimum sample number of the
leaf node and the node’s minimum impurity; and the model
has best generalization through the combination of different
parameters (the maximum depth of the tree (max depth), the
minimum sample number of leaf nodes (min samples leaf ),
the minimum impurity of the nodes (min impurity split)),
for each combination of different parameters generated dif-
ferent CART models.
(3) CART prediction: put the test set into the trained
model and predict it. Compared with other classical clas-
sification and regression models, CART has the following
advantages: 1) Less data preparation: no data normalization
is required; 2) The ability to handle continuous and discrete
data simultaneously; 3) Capable of handling multiple clas-
sification problems; 4) The prediction process can be easily
explained using Boolean logic as opposed to other learning
models such as neural network and SVM.
3.2 CART Construction
CART is a supervised learning model [17] used to recur-
sively divide the feature space into several sections (or
nodes) based on the relationship between one output and
one or more input factors [18]. In this paper, multiple input
characteristics combinations (AVR, AVL, AVF, PPG, SPO2,
PTT, HR) are used to establish the optimal CART trees for
the predictions of Ps and Pd. The detailed descriptions of
these characteristics are as follows.
 ECG, consisted of AVR, AVL and AVF, is a non-
invasive examination technique which reflects the
electrophysiological activity of the heart. Medical
analysis shows that ECG has some relationship with
BP classification, and it can be an important method
to analyze hypertension and heart disease. Dynamic
electrocardiogram and ambulatory BP monitoring
can simultaneously observe the relationship among
BP changes, ischemia myocardial and arrhythmia,
which is contributed to the reliable clinic diagnosis
and treatment.
 The photoplethysmography technology (PPG) is a
noninvasive technique for detecting changes in blood
volume in living tissues by photoelectric means,
which can be used to predict many important health
related parameters such as heart rate, hemoglobin,
and blood glucose levels [19], and it can also be
used to predict the value of continuous BP [20]. The
low frequency part of PPG contains the breath, BP
control, body temperature adjustment information,
but the high frequency part contains the information
related to the heart pulsation [21]. Cardiovascular
detection methods based on PPG technology have
achieved some success.
 Heart rate (HR) is the rate of heart beating, which has
a great significance in human physiological function,
health status evaluation, and the analysis of cardio-
vascular disease. An increase or decrease in HR will
correspondingly cause an increase or decrease in Ps
and Pd.
 Pulse transit time (PTT) is the time taken for cardiac
ejection and arterial pulse wave propagation from
the aortic valve to the peripheral branch vessel [22-
25]. In recent years, as one of the characteristics for
BP prediction, PTT has been widely applied [26-27]
in non-invasive and real-time measurement.
 Oxygen saturation (SPO2) is an important physi-
ological parameter to measure the content of the
human blood oxygen. The arterial oxygen saturation
is always estimated by analyzing the waveform of
the light through the capillary tissue bed. The oxygen
saturation of hemoglobin has become the standard of
health care[28].
In general, the mean square error minimization rule [29]
is used during the recursive process for feature selection
to generate the binary tree. According to the characteristic
of the related problems, the feature space X can be treated
as the combination of N m-dimensional vector x. Where
n > 0 is the number of samples and m=7 represents the
seven input features fAVR,AVL,AVF,PPG,SPO2,PTT,HRg,
the models output can be expressed as Y=fy1,y2,y3,...,yng.
By processing Ps and Pd separately, yi is obtained either as
Ps or Pd. For easier description, only Ps is discussed and Pd
should follow the same processing procedure. By appending
the output Y to X, Matrix D is obtained and determined by
X and Y which is shown in equation (4) below.
Dnm =
0BBBBBB@
X11 X12    X1(m 1) y1m
X21 X22    X2(m 1) y2m
X31 X32    X3(m 1) y3m
...
...
. . .
...
...
Xn1 Xn2    Xn(m 1) ynm
1CCCCCCA (4)
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Fig. 1. The first division of tree construction.
The Xij is the jth attribute of the ith data sample. The
CART model starts with sorting D in small to large order
according to the values of the first column Xi1. In the
sorted attribute values, the n sequence are represented as a1,
a2,...,an where there will be total n-1 partitions, Ti1, divided
by the n values as shown in the equation (5).
Ti1 =
ai + ai+1
2
(5)
For the Xi1 feature column, the corresponding arbitrary
partition point Tij divides the data set D into two subsets
Di and Di+1, The Di and Di+1 in CART tree are represented
by the left subtree and the right subtree respectively. The
choice of Tij needs to satisfy two conditions: 1) the sum of
the mean square error (MSE) of Di and Di+1 is minimum;
2) The individual MSE of Di and Di+1 are minimum. In
general, the choice of Tij is to minimize the value of the
equation (6).
MSE(Tij) = [min
c1
X
xi2Di
(yj   c1)2 +min
c2
X
xi2Di+1
(yj   c2)2] (6)
Where c1 represents the average value of the Ps value
in the dataset Di, c2 represents the average value of the
Ps in the Di+1 dataset. yj is the Xi1 feature in the column
corresponding to the ith sample of Ps value. Similarly, other
feature columns Xi2,Xi3,..., Xim are calculated successively
to obtain each partition point Tij (1<j<m). Finally, the
partition node Tij (0<j<m) which has the minimum MSE
among all nodes is selected as the root node. The first
division of the binary tree is shown in Fig 1.
The process repeats as each split new into datasets Di
and Di+1 until the tree reach a steady state.
3.3 Pruning strategy of classification and regression
tree
In the process of recursive construction of the CART
model, max depth, min samples leaf and min impurity split
are three parameters used to govern the tree construc-
tion process, in which =max depth, =min samples leaf,
=min impurity split.  represents the allowed maximum
depth of a tree;  represents the minimum number of sam-
ples required for a node to become a leaf node;  denotes
the minimum impurity required for node splitting. When
the depth of the current tree is less than or equal to ,
the current impurity of the node is less than or equal to
 and the number of samples in the current node is greater
or equal to , the node splits; If the current depth of the
tree is equal to , the lowest level, the tree stops splitting.
If the number of samples is greater than or equal to  and
impurity of the node is greater than , the node continues to
split. If  of a tree is set to a too small value, it would make
the model be under fitting. If it is set to a too large value, it
would make the model over fitting; if  or  is set to a too
small value, it would lead to the over fitting of the model
and if either is too large, it would lead to its under fitting.
Therefore, to prevent the ”overfitting” ort the ”underfitting”
problem in the rendering process, the tree is needed to be
pruned according to the three parameters. In this paper, the
pre-pruning method is adopted, in three steps:
(1) When the node splitting is determined, the H(D’) of
the node is calculated as equation(7) below.
H(D0) =
1
N
X
i2D
(yi   c)2 (7)
Where, D’ is the dataset to be split, N is the sample
number of the dataset D’, yi the Ps value of the ith sample
in the dataset D, and c the average value of the Ps value in
the dataset D. Calculate the H(D’) of each dataset D’ to be
split, if H(D’) < , it stops splitting and will turn the dataset
to a leaf node, taking the predictive value of c.
(2) If the sample size of the dataset < , then it cannot be
converted into leaf nodes, and the samples are abandoned.
(3) If the depth of the tree is equal to , then the split is
stopped and the data set is changed into a leaf node with a
predicted value of c.
3.4 CART model for BP prediction
According to the mentioned above, the BP prediction using
CART model can be divided into three processes, namely
construction, pruning and prediction, which are shown in
Algorithm 1.
Algorithm 1 DecisionTreeRegressor
Input: D=f(X1, y1), (X2, y2), ...,(Xn, yn))g, X=fX1, X2, X3,
..., Xng represents a feature property set, Y= fy1, y2, y3, ...,
yng represents the predicted attribute set
Output: CART model sets
1. for (1,Q)
2. for (1,Q)
3. for (1,Q)
4. for xi in X
5. for Tj in xi
6. search min(MSE);
7. end for
8. end for
9. Build Trees TreeModel from Tj and xi;
10. if H(D)   && the current depth <  && jDj 

11. Divide D to D1 and D2
12. DecisionTreeRegressor(D1, , , );
13. DecisionTreeRegressor(D2, , , );
14. else if jDj < 
15. drop D
16. else
17. D! leaf Node; // convert to leaf node
18. predictive value = avg(D); // average of
samples
19. break;
20. end if
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21. end for
22. end for
23. end for
24. TreeModel set TreeModel;
25. return TreeModel set (TMS)
26. BP Prediction on TMS
In Algorithm 1, line 1 to 3 traverse all the feature
parameter combinations, and each parameter combination
is modeled subsequently. Line 4 to 9 mean the least square
error minimization criterion used to obtain the feature at-
tributes and partition points of the split selection. When the
feature selection is started, build a tree step by step. Line
10 to 11 describe the pruning process of the tree according
to three indicators (, , ), once the condition satisfied,
the dataset D would be split into two sub trees D1 and D2,
which is expressed in line 12 to 13. Line 14 to 15 suggest that
if the sample number of the nodes is less than , the node
would be dropped. Line 16 to 19 shows that if the node does
not satisfy all these conditions, it will convert itself to a leaf
node whose output value is the average of the samples on
the node. In line 20 to 25, through different combinations of
parameters, the different TreeModel are obtained and stored
in TreeModel set. Finally, the process of BP prediction is
conducted by using the obtained TreeModel in Line 26.
3.5 Optimization of CART model
Tomeasure the fitness of the model, there are two commonly
used indicators: absolute deviation squared bias2 and vari-
ance. bias2 describes the gap between the expected and the
true values of the predicted value, and the greater bias2, the
more the fitted data deviated from the true data. Variance
describes the range of change in the predicted value, i.e. the
degree of dispersion, whichVariance indicates the stability of
the model and the greater the variance, the more dispersed
the distribution of data. Therefore, the over fitting of the
model has high variance and low bias2 whist the under
fitting features low variance and high bias2. The optimization
targets of the two indicators are often contradicting with
each other. bias2 is calculated as follows.
When the node splitting is determined, the H(D’) of the
node is calculated as equation(8).
bias2 =
Pk
i=1(mi   ni)2
k
(8)
Variance is expressed below.
variance =
Pk
i=1(mi  m)2
k
(9)
In equation (8) and (9),mi represents the predictive value
of the ith sample, ni the actual value of the ith sample, K the
total number of samples, and m the average of the predicted
value. The accuracy of the training model is related to bias2
and variance as shown in Fig 2.
As illustrated in Fig 2, with the decrease of bias2 and
the rise of variance, the Total Error (model prediction error)
becomes smaller until the minimum point is reached. It
should be pointed out that this minimum point is the best
model for the generalization ability (dotted line). As bias2
 
Fig. 2. Bias2 and variance changes
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Fig. 3. Partition diagram of training set and test set
continues to decline and variance continues to rise, Total
Error is beginning to rise again. What expected here is the
model parameters corresponding to the dotted lines. Note
that it is not the point at which bias2 and variance intersect.
The cross-validation method is used to select the optimal
parameters. First, the training set D is divided into L large
collections, then select L-1 as the training set of the model,
combined with a set of Di remaining as the test set and test
accuracy of TreeModel0 , Fig 3 shows the way to divide the
training set and test set, L=5.
Each model evaluation uses the following equation (10)
as the model evaluation method [30].
score = 1 
Pk 1
i=0 (yi  mi)2Pk 1
i=0 (yi   p)2
= 1  bias
2
variance
(10)
Where yi represents the true value of the ith sample, mi
the predicted value of the ith sample, and P the average
value of the sample true value. Cycle execution of the
procedure L times to ensure that there is no duplication
occurred. Then, for all the score averages, this is the scores
of the model, and the equation is as follows.
scores =
PL
i=1 scorei
L
(11)
By calculating the scores of the models, we search the
optimal parameters for CART model of Ps. According to
Algorithm 1,  2 (1; Q);  2 (1; Q) and  2 (1; Q),
there will be Q3 CART models based on the combination of
different parameters, let TMS= fTreeModel0 , TreeModel1 , ...,
TreeModelQ3g. Then according to each parameter combina-
tion, the corresponding scores of the models are calculated
and recorded, and the model with the best scores will be
chosen as shown in Algorithm 2.
Algorithm 2 Finding the best parameters and model of
CART
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Fig. 4. Data Collection by the equipment CM400
Input: TMS=fTreeModel0, TreeModel1, ...,TreeModelQ3g
Output: , , , Treemodelbest
1. temp=0; score=0;
2. for each model in TMS
3. for i=1:L
4. Calculate the bias2, variance
5. score+ = 1  bias2variance
6. end for
7. scores = scoreL
8. if modeli.scores > temp
9. temp = modeli.scores;
10. Treemodelbest = modeli
11. end if
12. end for
13. return , ,  from TreeModelbest
Line 1 is for initialization of the temporary variables
temp and score. Line 2 to Line 7 evaluate the scores of each
model. Line 8 to line 12 are the searched model with the
largest scores. The rest of the pseudo codes return these
parameters.
4 EXPERIMENTAL RESULTS AND ANALYSIS
The characteristic attributes data were collected via CM400,
a PC based patient monitor from Contect Medical Systems
Co. Ltd. The device provides a USB connection and a
PC side program that shows the signal data captured by
the device on a computer. The target BP measurements
were recorded by SunTech Tango automated BP measur-
ing apparatus. The data processing was carried out by
Anaconda3-4.4.0-Windows-x86 64 software using Python3
programming language running on a 64-bit windows 7
ultimate operation system which has Inter(R) Xeon(R) E3-
1231V3 @3.40G Hz CPU, 16.0GB Memory. The experiment
setup is shown in Fig 4.
The data were collected from 18 healthy young people
(including 12 males and 6 females) in simulated resting and
exercise environments. The protocol consists of 30 minutes
resting measurement, followed by 45 minutes exercising ses-
sion and 3 minutes cooling down. Characteristic attributes
data were recorded continuously and the cuff based BP
measurements were taken in evenly distributed time slots
which allowed a minimum of 2 minutes to relax arms
and reduce discomfort. Six BP measures were taken during
resting period, twelve BP measures during excising period
and one final BPmeasurement after recovery. The data were
imported into the analysis experimental platform, and the
data set was randomly divided into training set and test set.
Then, the training set was fed into the established CART
model for training, and the parameters were optimized
during the training to maximize the generalization ability
of the model.
4.1 Data collection and analysis
There are a total of 15628501 sets of valid characteristic
attributes data of AVR, AVL, AVF, PPG, SPO2, HR and PTT
and 384 BP readings. Each Cuff based BPmeasurement took
around 1 minute to complete, hence one BP reading has
multiple corresponding characteristic attributes readings. In
contrast, the time stamp was relaxed to match BP with
the attributes data by moving certain number of records
forward and backward results of five data sets. The training
and testing ratio of the data samples in each group is 4:1,
namely 80% of training data and 20% of testing data. The
details are listed as follows:
(1) Group 1: Extract the exactly matched time stamps for
taking BP and their characteristic attributes.
(2) Group 2: For each BP readings, extract 5 characteristic
attributes records ahead of the matching time stamps and 5
records behind the matching time stamps.
(3)Group 3: For each BP readings, extract 10 characteristic
attributes records ahead of the matching time stamps and 10
records behind the matching time stamps.
(4)Group 4: For each BP readings, extract 25 characteristic
attributes records ahead of the matching time stamps and 25
records behind the matching time stamps.
(5)Group 5: For each BP readings, extract 50 characteristic
attributes records ahead of the matching time stamps and 50
records behind the matching time stamps.
4.2 Model Parameters Optimization
In order to optimize the generalization of the model, exper-
iments are carried out for different value parameter combi-
nations,i.e.  2 (1; Q);  2 (1; Q), and  2 (1; Q)(Q = 50),
through Algorithm 1 and Algorithm 2, the optimal param-
eters of Ps and Pd prediction models are obtained as shown
in Table 1.
TABLE 1
Different parameter values corresponding to the optimization
parameters of Ps and Pd
Group 1 Group 2 Group 3 Group 4 Group 5
              
Ps 2 33 1 48 1 7 21 1 1 43 1 1 47 1 1
Pd 4 32 40 19 1 1 47 1 1 35 1 1 29 1 1
Then, CART model is set up according to the optimized
parameters, on which the prediction analysis is carried out.
Table 1 shows that as the amount of data increases, the
value of  and  are maintained at 1, but with very different
maximum depths of the trees. Take Group 1 for Ps as an
example to find the optimal parameters, as shown in Fig 5
below.
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Fig. 5. Search for optimal parameters
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Fig. 6. The Ps predication accuracy of each model
4.3 Comparative analysis of experimental results
In order to evaluate more accurately and quantitatively
the performance of the model, the accuracy rate, RMSE,
deviation rate and TIC are applied accordingly.
1) Accuracy rate
We assess the model in BP prediction error range [-
5 mmHg, 5 mmHg] according to ANSI/AAMISP10-1992
standard. If the difference between BP prediction and the
measured BP is less than 5 mmHg, the prediction is deemed
to be correct; otherwise incorrect. The accuracy rate  is
shown below.
 = X=N (12)
where X is the count number of BP predictions satisfying
the error range and N is the total BP measurement.
Fig 6 and Fig 7 show the accuracy rate results obtained
by CART, SVM, linear regression, neural network and ridge
regression models. The X axial Group 1, Group 2, Group 3,
Group 4, Group 5 denote the results obtained from the five
groups of data extracted in different ways mentioned before.
As shown in Fig 6 and Fig 7, when the Group 2 dataset
is more than 5 records before and after marked data, the
predictive accuracy of BP increased obviously and then
reached a stable state. Considered the comparison of these
models, the accuracy of ridge regression, linear regression
and neural network model remains stable despite of the
increment of training data set. The prediction correct rate
of Ps is around 30%, with Pd slightly over 50%. The SVM
achieved relatively high accuracy, Ps 79.87% and Pd 84.37%,
Group 1 Group 2 Group 3 Group 4 Group 5
20
30
40
50
60
70
80
90
100
data sets
 linear regression
 ridge regression
 svm
 neural network
 cart
ac
cu
ra
nc
y 
(%
)
Fig. 7. The Pd predication accuracy of each model
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Fig. 8. The model prediction RMSE of Ps
when large amount of data was used although its accuracy
rate was only slightly better than those of the rest of the
three models i.e. 38.57% for Ps and 57.14% for Pdwith using
Group 1with limited samples. CART model obtained 31.43%
for Ps and 48.57% for Pd using Group 1 but the prediction
accuracy rate reaches as high as 95% for Ps and 99.40%
for Pd in Group 5. With appropriate amount of data, CART
model proves to have very high BP prediction correct rate.
2) RMSE
RMSE is the square root of the observation value and the
true value of the square of the deviation and the number of
observations. The ratio of n. RMSE is very sensitive to ex-
treme errors in the data set, e.g. positive infinity errors and
negative infinitesimal errors, which can reflect the predictive
performance. RMSE is expressed below.
RMSE =
rPn
i=1(Xobj;i  Xmodel;i)2
n
(13)
where n represents the number of samples, Xobj;i the
true BP for ith sample, and Xmodel;i the ith predicted BP
by the model. It is shown that the smaller RMSE has better
performance.
Fig 8 and Fig 9 illustrate the BP prediction in terms of
RMSE by different models. The figures show that RMSE of
predicting the Pd as a whole by each model is less than
the prediction of Ps. The reason is that the variance range
of human Ps is greater than Pd. RMSE by ridge regression,
neural network and linear regression models are all rela-
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Fig. 9. The model prediction RMSE of Pd
tively large as RMSE of the Ps is higher than 10, RMSE of
Pd is higher than 6 and it does not decrease significantly
with the increase of the training data. Unlike, due to the
small amount of data, RMSE of CART model is relative
large, 13.64 on Group 1, but it decreases significantly with the
increase of available data. Evaluation of BP in RMSE verifies
that CART model has higher accuracy rate compared to
others.
3) Deviation rate  reflects the difference between the
mean of the predicted values and the mean of the actual
values, as shown as follows.
 =
(K  M)2
1
n
PT+n
i=T+1(Xi   Yi)2
(14)
where K represents the mean BP predicted by the model,
M denotes the average of the actual measured BP. In the
data set, Xi indicates the ith predicted BP, Yi the ith mea-
sured BP and n the number of BP. The deviation rates
achieved by the models are shown in Table 2.
TABLE 2
The deviation rate of prediction models
model BP Group1 Group2 Group3 Group4 Group5
ridge Ps 0.001 0.002 5.95e-10 4.48e-05 4.37e-05
model Pd 0.031 0.002 0.001 1.69e-05 1.20e-06
neural Ps 1.563 4.451 0.428 4.900 4.205
network Pd 34.84 7.963 29.45 28.74 41.35
linear Ps 0.003 0.002 6.66e-07 4.40e-05 4.41e-05
model Pd 0.031 0.002 0.001 1.74e-05 1.26e-06
SVM Ps 0.071 0.0005 0.0007 0.003 0.003
Pd 0.176 0.061 0.0556 0.044 0.049
CART Ps 5.59e-05 0.0001 0.006 0.0016 6.09e-05
Pd 0.049 0.0002 0.0002 0.0002 9.6e-05
As shown in Table 2, the deviation rate for Pd predicted
by neural network model is much higher than the deviation
rate calculated by other models. CARTs deviation rate is
very small and with the increase of the training data, the
deviation rate decreases. The results once again demonstrate
that the prediction correct rate of BP by CART model
outperformed other models.
4) Theil IC (TIC) means the difference between the true
value and the predicted value. The numerical results ranged
from 0 to 1. The closer TIC to 0, the smaller the difference
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Fig. 10. The TIC of Ps of prediction models
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Fig. 11. The TIC of Pd prediction models
between the predicted value and the true value, and the
higher the prediction accuracy. When the result is 0, it means
a 100% fitting. TIC is expressed below.
TIC =
q
1
n
PT+n
i=T+1(Xi   Yi)2q
1
n
PT+n
i=T+1(Xi)
2 +
q
1
n
PT+n
i=T+1(Yi)
2
(15)
where, Xi indicates the model predicted BP for the ith
sample, Yi the true BP of the ith sample and N represents
the total number of BP.
From Fig 10 and Fig 11, it also can be seen that CARTs
TIC decreases when the amount of data increases. After
Group 2, TIC inequality values are much smaller than those
of other models. Regarding CART model in Group 5, the Ps
TIC is 0.007, which is very close to 0, and far less than the
TIC of other models. It is shown that CART model is very
suitable for the prediction of BP.
4.4 Comparison of model running time
The above analysis mainly focused on the results com-
parison of different models and validated the prediction
accuracy of BP. As the real-time prediction is also critical,
the analysis of the model execution time starting from the
model training and the results were recorded in Table 3.
According to results shown in Table 3, the training time
of neural network and SVM model takes a long time, i.e.
87.39s. Group 5 took 872.0s of the training time, far greater
than CARTs 0.169s. The training time of SVM for Group 2
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TABLE 3
Compare the running time of each model
Times(s) Group 1 Group 2 Group 3 Group 4 Group 5
ridge model 0.141 0.265 0.057 0.121 0.248
neural network 9.067 87.39 174.37 436.7 872.0
linear model 0.016 0.032 0.068 0.107 0.200
SVM 0.145 3.243 9.345 41.538 135.7
CART 0.001 0.018 0.037 0.093 0.169
is 3.243s, while the training time for Group 5 is 135.7s, also
much larger than the training time of CART. The respective
training time of CART, ridge regression and linear regres-
sion model is far less than the neural network and SVM
model, meaning the three models have good timeliness,
but according to the analysis of the accuracy rate, CART
model has an absolute advantage in the timeliness and BP
prediction accuracy.
4.5 Feature correlation analysis
4.5.1 Correlation feature selection
Given an appropriate amount of data, CART model is able
to accurately predict BP in real time. However, not all
vital signs contribute to the calculation of BP. Hence its
important to identify the factors with the largest impacts on
the prediction so as to improve the efficiency of the models.
This paper employed Pearson correlation coefficients for
attributes filtering. The Pearson correlation coefficient r, also
known as product moment correlation (or product moment
correlation), is a linear correlation method proposed by
British statistician Pearson in 20th century. The calculation
method is expressed in equation(16).
r =
P
(X   k)(Y  m)pP
(X   k)2P(Y  m)2 (16)
where K represents the mean expectation of variable X,
and m represents the mean expectation of variable Y. Pearson
is a value between -1 and 1, when the linear relationship
between the two variables is enhanced, the correlation
coefficient tends to be 1 or -1; When a variable increases
and so does another variable, they are positively correlated,
which is denoted by a correlation coefficient greater than
0; if one variable increases whilst another decreases, they
are in negative correlation with the correlation coefficient
less than 0; and if the correlation coefficient is equal to 0,
there is no linear correlation between them. Fig 12 shows
the correlation between the potential correlated attributes
and BP. As the positive and negative signs only reflect the
correlation trends, the paper tries to identify the intensity
of the correlation values by taking the calculation process
of Pearson to the absolute values. By means of Pearson
correlation analysis, the correlation coefficients of Ps and Pd
of each characteristic attribute are obtained.
As shown in Fig 12, the most correlated coefficient of
attributes is the HR with Ps 0.3499 and Pd 0.2133, followed
by the PTT attribute with Pearson coefficient with Ps 0.1821
and Pd 0.0674, so PTT and HR are selected for further
analysis in the remain part of the paper.
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Fig. 12. Pearson correlation coefficients of each eigenvalue
4.5.2 PTT and HR analysis results of CART model
PTT and HR have been used to predict BP by many re-
searchers, for example, Rui and He et al. [31] established the
random forest model using PTT to predict BP and the mean
and standard deviation evaluation index to validate it. For
Pd, the average error (mmHg) is about 4, and the average
error of Ps is about 9. Wu et al [13], based on attributes (age,
gender, body fat and HR), established the neural network
model for BP prediction and use the accuracy rate index to
evaluate the model performance. For male subjects, the BP
accuracy rate is about 30% ranging (-5 mmHg, +5 mmHg),
while the accuracy rate of female BP is about 28%. Due to
the high correlation of both PTT and HR with BP, its not
sufficient to use only a single attribute in the prediction of
BP. The results of experiment of PTT and HR for CART
models are shown in Table 4.
TABLE 4
CART prediction and evaluation results
Index Feature BP Group1 Group2 Group3 Group4 Group5
 PTT HR Ps 30.00 94.00 92.79 93.23 94.07Pd 48.57 98.57 98.29 98.49 98.23
(%) all Ps 31.43 94.00 95.86 98.91 95.00Pd 48.57 95.71 98.93 99.06 99.40
 (s) PTT HR - 0.002 0.004 0.007 0.015 0.031all - 0.004 0.018 0.037 0.093 0.169
!
PTT HR Ps 0.002 0.004 0.008 0.016 0.033Pd 0.002 0.004 0.007 0.015 0.032
all Ps 0.004 0.019 0.038 0.094 0.178Pd 0.002 0.019 0.037 0.094 0.170
In Table 4, the results achieved by using only PTT and
HR were compared with those using all the characteristics
attributes of CART model in terms of the BP prediction
accuracy rate  and training and prediction time  . Group
1 has a small amount of training data, so the accuracy rate
is relatively low. For other groups of data, although their
training prediction time were significantly shortened with
less attributes, the accuracy rate only decreased slightly,
still reaching over 94%. By defining the time accuracy ratio
evaluation index w, the decrease in time relative to the
advantage of accuracy reduction can be well explained. The
w can be expresses as follows.
! =

 
(17)
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where  represents the sum of model training and pre-
diction time measured in seconds. When the value of time
is smaller and the accuracy rate is greater, the overall value
of w is smaller, i.e. the model is more efficient. According
to Table 4, the time efficiency is significantly improved
by reducing the attributes to PTT and HR from 0.17 to
0.03. Therefore, the establishment of CART model to predict
BP from the characteristics of high correlation can greatly
improve the time efficiency of the model and achieve real-
time and accurate prediction of human BP. What’s more, the
scalability (time complexity) of CART model to predict BP is
O(N*M*), where N is the size of sample, M is the number
of features, and  is the depth of the tree.
5 DISCUSSION
The CART model proposed in this paper has achieved high
accuracy, which has shortened the training time for non-
invasive BP prediction within the error range (-5 mmHg, +5
mmHg). To avoid the problem of over fitting and improve
the generalization of the model, the experiment uses cross-
validation to find the optimal parameters of the model.
However, it is a time-consuming process. Therefore, it is
suggested in this paper to use offline parameter optimiza-
tions running on the background when a new pair of
attributes and true BPmeasurement is added to the data set.
By this background processing, the system takes advantage
of new input data, ensuring that the model is optimized.
Secondly, the accuracy rate of the BP prediction varies over
time due to the randomly selected training data set. Based
on exhausted experiments, the variance is always below 5%
range. Finally, the data were collected within age group of
18 to 22 years old, which may have less accuracy rate for
predicting the BP for the elderly and people with abnormal
BP without retraining.
6 CONCLUSION
This paper has proposed CART model for BP prediction
based on biological attributes data ECG (AVR, AVL, AVF),
PPG, PTT, SPO2 and HR collected from a health monitor
CM400. To avoid model overfitting, the optimum param-
eters of the model were calculated by the cross-validation
method. To verify the effect of the model, CART model were
compared with other classical methods such as linear regres-
sion, ridge regression, SVM and neural networks in matrix
of accuracy rate, RMSE, deviation rate and TIC. Pearson
correlation coefficient was also applied to selecting the most
correlated variables. The experimental results show that the
prediction result of CART model outperformed the other
four models, with prediction accuracy rate of more than
90% within error range of [-5 mmHg, +5 mmHg]; Finally,
by the feature correlation analysis, it is found that PTT and
HR are the most related attributes to BP prediction. The
prediction model using only PTT and HR has significantly
reduced the training and predicting time with a relatively
identical accuracy rate compared with other models using
all the seven available attributes.
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