A probabilistic system for recognition of individual objects is presented. The objects to recognize are composed of constellations of features, and features from a same object share the common reference frame of the image in which they are detected. Features appearance and pose are modeled by probabilistic distributions, the parameters of which are shared across features in order to allow training from few examples.
Introduction
Recognizing objects in images is perhaps the most challenging problem currently facing machine vision researchers. Much progress has been made in the recent past both in recognizing individual objects [2, 7] , while some groups have interpreted this task as a wide-baseline problem, and register pairs of images to build a 3D model used for recognition [9] .
However, plenty of progress progress still needs to be made to reach levels of performance comparable to those of the human visual system. Much of what we know is still a 'bag of tricks' -we need to understand better the underlying principles in order to improve our designs and take full advantage of what we can learn from the statistics of images.
In this study we focus on recognition of individual objects in complex images (as opposed to categories as in the 'Pascal challenge'). Our goal is to produce a consistent probabilistic interpretation of the recognition system from Lowe [7] , one of the most effective techniques we know for individual object recognition. The techniques we use are inspired by the work of Fergus [3] on the probabilistic 'constellation' model for object categories, and by Fleuret and Geman [4] work on coarse-to-fine searching. This work is also extending the probabilistic study from Schmid [10] , in particular with the introduction of geometrical filtering stages and a geometric model, which allows us to perform object detection instead of simple image retrieval.
The current study makes three novel contributions. First, we incorporate in our recognition algorithm a number of well-established, deterministic modules or 'atomic operations', arranged in a cascade in order to pursue the search for the best interpretation of a test image in a coarse-to-fine fashion. We start with 'statistical' global measurements and eliminate a great number of hypotheses with very little effort, before analyzing the remaining ones in greater detail.
Second novel contribution, we introduce a generative probabilistic model that evaluates the hypotheses taking into account each stage of their formation.
Third, although this was not the main goal of our study, our experiments show that our new algorithm and probabilistic scoring model, perform substantially better than a state-of-the-art detection system developed independently [7] .
Section 2 introduces our generative model. Section 3 describes the coarse-tofine process used to generate hypotheses and sets of feature assignments. Section 4 explains the probabilistic model used to assign a score to the hypotheses. Section 5 presents and discusses results, and Section 6 contains our conclusions.
Generative Model

Object Recognition Scenario
Our target scenario consists of recognizing individual objects in complex images, similarly to [7] -see Fig.1 . We assume that a number of known objects have been gathered. We collect one or few images of these objects, the images collected for each object form the model of this object. The set of models form our database. On the other hand, we are given a query image, which is the photograph of a complex test composition containing some of the known objects -we call this image the test image. In addition to some of the known objects, the test image might contain unknown objects, i.e. objects not included in our training set, as well as background clutter. Our goal is to identify the known objects present in the test composition, along with their pose, i.e. position, orientation and scale. 
Modeling Object Images as Collections of Features
The objects in the database and in the test image are represented as a spatially deformable collection of parts, represented by features [3, 7] .
In this paper, features are characterized by both pose -i.e. feature location, scale, local orientation, and any other geometry-based measurement -and appearance, i.e. local image texture near the feature. This is in contrast with recognition methods based only on pose -e.g. Fleuret [4] -or on appearance only ('bags of features models', e.g. [5] ).
Hypothesis Generation
Test Image and Models
In this work we use as object features the popular combination of multi-scale difference-of-Gaussians detector and SIFT descriptor proposed by Lowe [7] , although a few other options are equally good [8] . We call database of features and denote by M the set of features extracted in images of known objects, and denote by F the set of features extracted from the test image. Known objects, in number M, are indexed by k and denoted by m k . The indices i and j are used respectively for test features and database features: f i denotes the i − th test feature, while f k j denotes the j − th feature from the k − th object. The number of features detected in images of object m k is denoted by n k . For the M known objects, these cardinalities form the vector n = (n 1 ...n M ). Therefore, M is a set of sets of features: M = {f k j } j=1...n k k=1...M . Note: throughout this paper, bold notation will denote vectors.
Each feature is described by its pose and its appearance: A hypothesis H is an interpretation of a test image, i.e. a subset of the known objects m = {m k } k together with their poses Θ = {Θ k } k . In this paper we consider affine transformations between database and test images. Thus, an object's pose is the affine transformation that maps a database model onto the test image. The number of objects specified present by the hypothesis is denoted by H. A hypothesis can be a no-object (H = 0 or H 0 , all detections are clutter detections), single-object (H = 1) or multi-objects hypothesis (H > 1).
An assignment vector V carries complementary information to a hypothesis: it assigns each feature from the test image to a database feature (we call it a foreground feature) or to clutter (background feature). The i − th component V (i) = (k, j) denotes that the test feature f i is matched to f k j , j-th feature from the k-th object m k . V (i) = 0 denotes the case when f i is attributed to clutter. Given a test image, our goal is to come up quickly with a likely explanation H. Since there are very many hypotheses to be considered, our strategy will be to exclude as many as possible from consideration at an early stage [4] . We choose a sequence of d detectors, cascaded from coarse to fine resolution, that use inexpensive tests on the image features. Each detector narrows down the set of possible explanations to a smaller number, which are explored in greater detail by the next detector. After each detector, we update the probabilities of the possible explanations of the test image (cf. Section 4). Coarse Hough transform. We use the Hough transform to enforce pose consistency amongst candidate feature matches. The features encode location, orientation and scale, thus a single candidate match (f i , f k j ) characterizes a similarity transform from model to test image. For each known object, the 4-dimensional Hough space of similarity transform parameters is discretized into coarse bins (one table of bins for each known object), and the candidate matches are hashed into these bins. Each bin in Hough space can be considered to be a single-object hypothesis with a pose defined coarsely.
The choice of a coarse discretization makes the exploration of the Hough space a fast process. Besides, the coarse discretization causes the boundary-related hashing issues to be less evident than in [7] .
The variableÑ = {N Generation of single-object hypotheses using PROSAC. Our outlier rejection stage uses the PROSAC algorithm [1] . PROSAC is similar to the popular RANSAC algorithm in sampling repeatedly seed subsets, fitting a model, and selecting the model that obtains the largest consensus set. However, in PROSAC the sampling stage gives a higher priority to the tentative correspondences with the highest quality in terms of similarity between descriptors. Each Hough bin that passed the previous tests is considered independently. For a given bin, random subsets of 4 matches (in our case) are repeatedly sampled randomly from the set of candidate matches in this bin. A global affine pose is computed from each sample, and the consistency of all tentative correspondences with this pose is measured. The winning pose is the pose that obtains the largest consensus set, i.e. the highest number of consistent correspondences.
The following measure of pose consistency is used : the score contributions p fg (f i |f k j , H) and p bg (f i ) (see Equations (11) and (13)) are computed for both alternatives that would accept the candidate correspondence as a true match, or reject it and assign the test feature to clutter. The candidate matches that verify
The output of PROSAC is twofold. On one hand, we obtain a partial assignment vector V, namely the winning consensus set. On the other hand, we obtain a single-object hypothesis H, i.e. the combination of the object in the largest consensus set and the geometric pose computed from it. Figure 3 shows that PROSAC is very efficient at reducing the number of hypotheses to be considered. We use it in conjunction with the Hough transform rather than as a single filtering stage for two reasons. First, the Hough transform is an efficient tool for selecting clusters of candidate matches with good consistency. Second, without the first outlier filtering performed by the Hough transform, the fraction of outliers would be too high and the number of iterations required by RANSAC prohibitive [7] .
An Example (Figure 4)
The matching process explained in the previous sections is illustrated in Figure 4 , on a small data-set that contains 31 images of 31 known objects. 
From Single-Object to Multiple-Objects Hypotheses
The multiple single-object hypotheses obtained from the previous steps are finally combined into a final multi-object hypothesis H f (and assignment vector V f ) using a greedy approach that follows the maximum-likelihood approach. We start by merging the two hypotheses that obtained the highest score, i.e. 'foreground' features from both hypotheses are declared foreground features in the merged hypothesis, and both objects are added. In case the objects overlap by more than 50%, only one instance is created. The merged hypothesis is accepted only if it scores higher than both individual hypotheses, otherwise we revert to the best previous hypothesis. This greedy process is repeated with all individual hypotheses. Note that a greedy approach was also used e.g. by Leibe [6] .
Probabilistic Interpretation of the Coarse-to-Fine Search
Our probabilistic treatment reflects the algorithmic steps described in Section 3.2 and illustrated in Figure 2 -4. We develop a principled, probabilistic approach in order to improve upon 'ad hoc' tuning of the detection system used e.g. in [7] . Due to space restrictions, only major steps of the calculations are included. In order to decide which detections should be accepted or rejected we need P (H, V|F, M ), i.e. we want to rate combinations of hypotheses and assignment vectors, in the light of the features detected in the test image and in the database.
We have P (H, V|F, M ) = P (F, H, V|M )/P (F |M ), where P (F |M ) is a prior on features observations which does not depend on H or V and can be omitted. The database of features M is acquired off-line, therefore we can omit the condition on M . We now examine P (F, H, V) , which we will call score. Using the additional variablesN andÑ defined in Section 3.2 (these variables are deterministic functions of F, H, V, M), we obtain
Prior P (H)
P (H) is a prior on all possible coarse hypotheses. It contains information on which objects are most likely present, together with their most probable pose. Let H = ((m 1 , Θ 1 )...(m H , Θ H )) be a hypothesis. Conditioning on the number H of known objects present in this hypothesis, we decompose P (H) into
where we assumed mutual independence between poses of the objects present in the test image. P (Θ i |m i ) is taken uniform over the image,
and P (H) is modeled by a Poisson distribution.
Model Votes P (N|H)
P (N|H) predicts the number of features N 1 ...N M that will be associated to each model during the model voting phase (this is a 'bag of features' model). We assume that the models are independent of each other and independent of the background, therefore
The numbers of correct detections N 
We take p det = 0.1, this is consistent with the results from [7, 8] .
The 'spurious' matches are caused by database features that, by coincidence, look like a feature from the test image. We assume that database features generate such matches with probability p stray = 0.8. With this model,
Hough Votes on Pose: P (Ñ|N, H)
P (Ñ|N, H) models the spread of candidate matches in the Hough space. If all features were detected with exact position, scale and orientation, all correct matches should fall in the same bin, namely the bin that contains the pose parameters specified by H. Errors in the measurement of features' location, orientation and scale, cause these matches to spread to adjacent bins as well.
We make the simplifying approximation that bin counts are independent of each other. This approximation carries the idea that what happens in one part of the test image is independent of what happens far away.
If m k / ∈ H, all candidate matches counted in N k are spurious. For a given candidate match, the probability of hashing into any specific bin is uniform over the set of possible bins, in number B.
When m k ∈ H we need to take into account the correct model votes, in number N 
The inner summation considers all possible combinations of correct and incorrect matches in the bin (k, b) of interest. The outer summation does the same for all the matches that indexed to the model k under consideration.
Probability of Specific Assignments P (V|Ñ,N, H)
The assignment vector V specifies for each image feature, whether it is associated to a database feature or considered a clutter detection. It does not take into account the features pose and appearance (information included in F ). Therefore, this is purely a combinatorial probabilistic expression. 
Pose and Appearance Consistency P (F |V,Ñ,N, H)
This term compares features values predicted in the test image by (H, V) with the values actually observed. We make the assumption that if we condition on the reference frame defined by an object's pose in the test image, the test features attributed to this object are independent of each other. This is a 'star model' where the center of the star is a hidden variable, namely the reference frame of the object. Compared to [3] which learn a joint distribution on the object parts, our assumption of conditional independence dramatically reduces the number of parameters one has to learn -linear instead of quadratic. We obtain
where p fg is the probability of the observed feature's appearance and pose if the candidate match is correct, whereas p bg is the probability of its appearance and pose if the test feature was actually a clutter detection. We call these densities 'foreground' and 'background' densities respectively. If V (i) = 0, f i and f V (i) are believed to be caused by the same object part, respectively in the test image and in a model. Assuming independence between pose and appearance, denoted respectively by A and X , we have
If V (i) = 0, f i is believed to be a clutter detection. Similarly to the 'foreground' treatment, we assume independence between pose and appearance, and decompose
are taken to be Gaussian. The parameters are learned from statistics on ground truth correct and incorrect matches [8] . p bg,X is taken as the product of a uniform density over the image for location, a uniform density over [0, 2π] for orientation, and a uniform density over [−4, 4] for log-scale. These densities parameters are shared across features, instead of having one set of parameters for each feature as in [3] . Finally, we accept or reject matches in a candidate assignment vector based on the likelihood ratio of the match being correct, versus the feature being a clutter detection. (The match is accepted if R i > 1) 
hough is the minimum number of candidate matches that a bin from Hough space must collect to be considered in further stages, we choose it as the minimum value of
> 1.
Experimental Results
Setting and Results
The recognition method presented above was tested on the 'Giuseppe Toys' and the 'Home Objects' data-sets downloaded from the Caltech repository at www.vision.caltech.edu/archive.html. The images in both sets are challenging due to the variety of lighting conditions, occlusions, and the texture from the background (vegetation, concrete) that generate countless clutter detections. The method presented here was compared against Lowe's voting approach [7] , which is a state-of-the-art method for detection of individual objects. The implementation of Lowe's system was provided by the company Evolution Robotics ('ERSP' -www.evolution.com/products/ersp/). Figure 7 displays the ROC curves obtained with the two methods, both when the probabilistic score (Equation 1) is used as threshold for the ROC, and when the threshold is simply the number of matches in the hypothesis. Regarding
Test-scenes
Test-single toy Test-no toy Database images Fig. 6 . Samples from 'Giuseppe Toys' data-set. Detections from our system are overlaid in green and yellow on the test images. Yellow boxes denote objects identified by our system but missed by ERSP's, green boxes denote objects identified by both systems. On the other hand, the false alarm rate is significantly improved in our system. This is due partly to the efficiency of PROSAC at rejecting pose-inconsistent hypotheses, and partly to our probabilistic model which checks systematically the appearance and pose consistencies of each candidate match with respect to the hypothesis being tested.
Performance in Specific Environment
In order to obtain a more fine-grained evaluation, we compared both systems on smaller data-sets targeted at specific environments.
We first checked the performance on objects with printed text and graphics. Both the Evolution Robotics system and ours performed extremely well, since text and graphics have high contrast and generate SIFT features with good distinctiveness.
Next, we investigated the performance on objects with very little texture and shiny surfaces (apple, plate, mug...). Both systems perform very poorly with such objects, as the front-end feature detector generate very few features with poor localization specificity.
More interesting, both systems were compared in a 'clutter-only' environment. We collected images of 39 different textures, with two images per texture -one to be used as a training image, the other as test image. The training and test images were taken at separate locations, so that in theory no match should be identified between the training set and the testing set. In other words, in these conditions any detection is a false alarm. The similarity of texture and features appearance between training and test images might lead to confusion and makes this setup a challenging environment. However, pose consistency, used both by the ERSP system and ours, should be able to solve this confusion. On this data-set our system performed significantly better (see Figure 8- Last, both systems were compared on this same test, but with the training set consisting of the 'Home Objects' database. This is an easier task as the same texture is never present both in models and in the test images. Again, our system obtained significantly fewer false alarms than ERSP's, with 12 false alarms for our system versus 30 for ERSP's (Figure 8-d / right) .
Conclusion
We presented a consistent probabilistic framework for individual object recognition. The search for the best interpretation of a given image is performed with a coarse-to-fine strategy. The early stages take into account only global counting variables that are inexpensive to compute. We benefit here from model voting and Hough transform, which result in first estimates of the objects likely contained in the test image and their pose. A large fraction of irrelevant hypotheses are discarded at a very low computational cost. Further steps refine the hypotheses and specify individual feature assignments. The pose consistency is efficiently enforced by the PROSAC estimator. The search procedure results in a small set of hypotheses whose probability is computed. The use of our probabilistic model allows to further reduce the rate of false alarms. Besides, the conditional densities used here are estimated using extensive measurements on ground truth matches between images from real 3D objects.
We tested this recognition method against a state-of-the-art system on multiple data-sets. Our method performed consistently better than Lowe's, but the performance was especially encouraging when the test images contained lots of clutter and texture, a frequent source of confusion for recognition systems.
