In high-dimensional models, the penalized method becomes an effective measure to select variables. We propose an adaptive bridge method and show its oracle property. The effectiveness of the proposed method is demonstrated by numerical results.
Introduction
For the classical linear regression model Y = Xβ + ε, we are interested in the problem of variable selection and estimation, where Y = (y  , y  , . . . , y n )
T is the response vector, X = (X  , X  , . . . , X p ) = (x  , x  , . . . , x n ) T = (x ij ) n×p is an n × p design matrix, and ε = (ε  , ε  , . . . , ε n )
T is a random vector. The main topic is how to estimate the coefficients vector β ∈ R p when p increases with sample size n and many elements of β equal zero. We can transfer this problem into a minimization of a penalized least squares objective function
where · is the l  norm of the vector, λ is a tuning parameter. For ζ > ,β is called the bridge estimator proposed by Frank and Friedman [] . There are two well-known special cases of the bridge estimator. If ζ = , it is the ridge estimator in Hoerl 
T is a given vector of weights. Usually, if we let the initial esti-
called the adaptive bridge estimator. We propose and study the adaptive bridge estimator method (abridge for short). We derive some theoretical properties of the adaptive bridge estimator for the case when p can increase to infinity with n. Under some conditions, with the choice of the tuning parameter, we show that the adaptive bridge estimator enjoys the oracle property; that is, the adaptive bridge estimator can correctly select covariates with nonzero coefficients with probability converging to one and that the estimator of nonzero coefficients has the same asymptotic distribution that it would have if the zero coefficients were known in advance.
As far as we know, there is no literature to discuss the properties of an adaptive bridge, so our results make up for this. [] both use the LQA algorithm to obtain the estimator. The shortcoming of the LQA algorithm is that if we delete one variable in some step of the iteration, this variable will have no chance to appear in the final model. In order to improve this algorithm, we employ the MM algorithm to improve the stability.
The rest of the paper is organized as follows. In Section , we introduce notations and assumptions which will be needed in the our results and present the main results. Section  presents some simulation results. The conclusion and the proofs of the main results are arranged in Sections  and .
Main results
For convenience of the statement, we first give some notations. Let β  = (β  , β  , . . . , β p ) T be the true parameter, J  = {j : β j = , j = , , . . . , p}, J  = {j : β j = , j = , , . . . , p}, the cardinality of the set J  is denoted by q and h  = min{|β j | : j ∈ J  }. Without loss of generality, we assume that the first q coefficients of covariates (denoted by X () ) are nonzero, X () be covariates with zero coefficients,
ingly. Actually, p, q, X, Y , β, and λ are related to the sample size n, we omit n for convenience. In this paper, we only consider the statistical properties of the adaptive bridge for the case of p < n; consequently we put and λ max (Z) the minimum and maximum eigenvalue of Z, respectively. Denote
Next, we state some assumptions which will be needed in the following results.
(A  ) The error term ε is i.i.d. with E(ε) =  and E(ε k ) < +∞, where k > . For the special case we denote E(ε  ) = σ  .
(A  ) There exists a positive constant M such that h  ≥ Mn α , where max{-
Suppose τ  and τ  are the minimum and maximum eigenvalues of the matrix D  .
There exist constants τ  and τ  such that  < τ  ≤ τ  ≤ τ  ≤ τ  , and the eigenvalues of
(A  ) Let g i be the transpose of the ith row vector of X () , such that lim n→∞ n
It is worth mentioning that condition (A  ) is much weaker than those in the literature where it is commonly assumed that the error term has Gaussian tail probability distribution. In this paper we allow ε to have a heavy tail. The regularity condition (A  ) is a common assumption for the nonzero coefficients, which can ensure that all important covariates could be included in the finally selected model. Condition (A  ) means that the matrix ).
Consistency of the estimation
Remark . By condition (A  ), we know that c  -δ -α >  and the estimator consistency refers to the order of sample size and tuning parameter. Theorem . extends the previous results. 
Oracle property of the estimation
Remark . By Theorems . and ., we can easily see that the adaptive bridge is able to consistently identify the true model.
Simulation results
In this section we evaluate the performance of the adaptive bridge estimator proposed in ( Table  and Table  , where υ equals the number of zero coefficients in the true model and the numbers in parentheses are the corresponding standard deviations which are obtained by  replicates. Note that in every case the adaptive bridge outperforms the other methods in sparsity, which can select the smaller model. For the adaptive bridge the prediction error is a little higher than the other methods, but when consider the estimation accuracy, the adaptive Table 1 bridge is still the winner, followed by bridge. We also find the interesting fact that with the sample size n larger, the performance of correctly selecting the zero covariates for the adaptive bridge is better whenever ρ = . or .. Meanwhile with n increasing, the estimation accuracy performs better, but the prediction error is worse. Additionally, when ρ increases, the prediction error increases, but the estimation accuracy decreases.
Conclusion
In this paper we have proposed the adaptive bridge estimator and presented some theoretical properties of the adaptive bridge estimator. Under some conditions, with the choice of the tuning parameter, we have showed that the adaptive bridge estimator enjoys the oracle property. The effectiveness of the proposed method is demonstrated by numerical results.
Proofs
Proof of Theorem . In view of the idea in Fan and Li [], we only need to prove that, for any > , there exists a large constant C such that
which means that with a probability of at least  -there exists a local minimizerβ in the ball {β  + θ u : u ≤ C}.
where
, and
For T  , set v = O P (n α ) and by assumptions (A  ) and (A  ) we have
Hence 
This together with assumption (A  ) yields P{min
. Now with assumption (A  ) we conclude that
When  < ζ <  and C is large enough, by (.) and (.) we see that (.) is determined by T  , so (.) holds.
Proof of Theorem . () First of all, by the K-K-T condition we know thatβ is the defined adaptive bridge estimator, if the following holds: 
