Dynamic modelling is a core activity in mechanical engineering towards supporting system and control design. It is typically carried out in a computational environment, involving idealizing assumptions of diverse kinds. The most notable assumption commonly adopted in the field is the excitationto-response linearity of the mechanical vibrations. This common practice contrasts with the dayto-day experience of test engineers, who are ever more confronted with nonlinearities when dynamically testing modern mechanical structures. A nonlinear behaviour may result from various physical mechanisms, the most recurrent being the existence of dynamic boundary conditions in the direct vicinity of structural joints and interfaces. In this paper, a coherent set of techniques is described to locate, characterize and model nonlinearities using sine-sweep vibration data, with the purpose of upgrading a pre-existing linear numerical model into a reliable nonlinear one. A constant thread in this set of techniques is the analysis of sensor measurements in phase space. The presented tools are illustrated using acceleration time histories measured at multiple forcing amplitudes on a full-scale F-16 aircraft. Nonlinear stiffness and damping elements, modelling a loosened attachment at one of the aircraft wing tips, are identified and introduced in a linear finite-element model, leading to accurate response predictions in a strongly nonlinear regime of motion.
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F-16 sine-sweep testing and data collection
Standard qualification procedures for aerospace structures generally require that they successfully pass a sine-sweep ground vibration test (GVT) campaign. The sets of data exploited in the present paper were collected on the occasion of a GVT campaign organized during the 2014 Siemens LMS Ground Vibration Testing Master Class, held at the Saffraanberg military basis in Sint-Truiden, Belgium. The tested specimen was the full-scale F-16 aircraft shown in figure 1a. It was equipped with two dummy payloads mounted at the wing tips, as seen in figure 1a. The aircraft was standing on its landing gear with lightly flattened tyres to reproduce freefree boundary conditions, and its control surfaces were held fixed. Two electrodynamic shakers, pictured in figure 1c, were attached vertically underneath the two wings to excite the complete structure, and 145 degrees of freedom (DOFs) were measured across the aircraft by means of uniaxial and triaxial accelerometers. During the instrumentation, particular attention was paid to the structural components known to be potential sources of nonlinearity, especially the wing-topayload connections, as illustrated in figure 1d. These metallic connections were bolted onto the payload on one side, and slid into the wing mounting interface on the other side. There were four connections per payload, and triaxial sensors were positioned on both sides of each of them, as visible in figure 1e .
The present work studies sine-sweep data measured during the GVT campaign at 11 forcing amplitudes ranging from 4.8 N to 95.6 N. The frequency band from 14 to 2 Hz was covered during each test at a negative sweep rate of −0.05 Hz s −1 , following the observation that downward sweeps triggered nonlinearities the most. Sine-sweep excitations were preferred over stepped sines because of the limited time window over which the F-16 GVT was conducted. Our choice was also guided by our aim to collect data at multiple forcing levels in order to gradually observe the amplitude dependence of the F-16 nonlinear oscillations.
A preliminary linear modal analysis of the F-16 dynamics is carried out in this section by applying the PolyMAX method [17] to frequency response functions collected during a low-level sine-sweep test. The excitation amplitude was set to 4.8 N and was found to be sufficiently low to drive the system in a dominantly linear regime of motion. The analysis focuses on the band from 2 to 14 Hz and leads to the identification of two rigid-body modes located below 4 Hz and six flexible modes above. The natural frequencies and damping ratios of the flexible modes are given in table 1, while figure 2 displays their corresponding deformed shapes. Anticipating § §4-8, mode 3 at 7.31 Hz will attract most attention during the nonlinear data analysis. This mode consists of some moderate wing torsion, which is associated with a large, in-phase rotation of the wing payloads.
To conclude this section, we inspect the raw acquired acceleration data, seeking evidence of symptoms of nonlinearity. In figures 3 and 4, an acceleration time history measured on the F-16 right payload is plotted for sine-sweep excitations of 4.8 N and 95.6 N, respectively. At low level, the signal envelope and the four close-ups on the passage through the structural resonances do not reveal any sign of nonlinearity. At high level, the resonance peak envelope around 7 Hz appears distorted and truncated, and sudden jumps down to low amplitude are noticed around 9 Hz and 7 Hz, clearly indicating the activation of a nonlinear structural mechanism. It is also seen from the close-up graphs in figure 4 that harmonics are featured in the second, third and fourth mode regions at high level.
It is also worth noting that the chosen sweep rate (0.05 Hz s −1 sweeping down) leads to the residual presence of transients, which are easily detectable around modes 2 and 3 at low level in figure 3 . However, the friction nonlinearity that will be evidenced in the data at high level in later sections plays a positive role in this regard. By increasing the equivalent amount of damping in the system, this nonlinearity is such that transients fade out more rapidly in nonlinear regimes of motion, as clearly visible around modes 2 and 3 again, but in figure 4 at 95.6 N. It can, therefore, be safely argued that resonances in this figure are fully built up, and can be exploited to accurately estimate the stiffness and damping nonlinearities that subtend them. Moreover, in figure 5 , frequency response functions measured at the excitation point located under the aircraft right wing are plotted for sine-sweep excitations from 4.8 N in light grey to 95.6 N in black. A decrease in frequency and amplitude of all the resonance peaks in the frequency band of interest is observed for increasing forcing levels. This observation violates the homogeneity principle for linear systems, which requires frequency response functions to be insensitive to the input signal magnitude. The nonlinear behaviour manifesting itself in figure 5 is the result of a global softening of the structural stiffness and an increase in damping. This plot also confirms that the third F-16 vibration mode, around 7 Hz, is the most significantly affected by nonlinearity as its peak amplitude decreases by almost 15 dB across levels. 
Methodology for nonlinear dynamic model upgrading and updating using sine-sweep vibration data
The upgrading and updating methodology introduced in this paper, and illustrated in figure 6 , contributes to the general problem of experimentally validating the computational model of a vibrating structure in the presence of mechanical nonlinearities. Through its sequential progression from detection to parameter estimation, this methodology partly draws inspiration from the earlier frameworks proposed by Kerschen et al. in a survey paper [14] and by Ewins and co-authors in a series of papers addressing assembled structures [15, 18, 19] . The two distinct features of the present work, however, are to specifically focus on sine-sweep vibration data, and to develop an original and coherent set of tools capable of extracting the relevant information from these kinds of data towards delivering a validated nonlinear dynamic model of the structure of interest. The four sequential data-processing steps underlying the proposed methodology can be summarized as follows:
(i) Using test data featuring a predominantly linear dynamic behaviour, a standard linear modal analysis is first carried out. shapes obtained are used to update the linear parameters of the computational model. The exploited data typically correspond to testing the structure using a relatively lowamplitude forcing profile. If no sufficiently linear dataset is measurable or available, the estimation of the linear model parameters can later be performed during the nonlinear model updating step based on high-level data.
(ii) Upgrading the initially linear computational model starts with experimentally locating the nonlinearities that affect the global structural dynamic behaviour. In this paper, we discuss a novel tool for nonlinearity location that maps on the instrumentation geometry a detection index, represented as a green-orange-red colour chart, and calculated from the nonlinear distortions observed in phase space. (iii) Nonlinearity characterization follows with the aim of determining the appropriate functional forms for the nonlinear stiffness and/or damping elements to be integrated in the computational model. We describe a powerful approach, termed the acceleration surface method (ASM), that provides easy-to-interpret depictions of the stiffness and damping relationships across the located nonlinearities. The ASM relies on approximating the unknown restoring force effectively acting in a nonlinear connection by a raw acceleration signal measured in its direct vicinity. (iv) Finally, the nonlinear parameters of the upgraded model are calculated using an extended version of the ASM, named the x-ASM. In this approach, parameters are iteratively updated by matching the experimental ASM stiffness and damping curves from step (iii) to the corresponding model-simulated ones.
Building and updating a linear finite-element model
Constructing an FEM of the F-16 linear dynamics is a prerequisite for the nonlinear model updating methodology outlined in §3. For the purpose of the present study, it is sufficient to build an FEM of the aircraft right wing, clamped at its root. This model, shown in figure 7 , consists of shell elements for the wing, beam elements for its payload, and two groups of one-dimensional linear springs arranged in a three-dimensional frame to represent the wing-topayload connections. Linear proportional damping is introduced in the model. The focus on the right wing-to-payload interface will be justified in §5 when locating nonlinearities. boundary condition assumptions, it can be seen from figure 2c that mode 3 mostly engages strain energy at the wing tips. Conversely, at the wing roots one observes that no motion relative to the fuselage is involved. This deformed shape therefore explains why clamping the wing FEM at its root, and assuming perfectly rigid boundary conditions, is valid. The resulting FEM is linearly updated based on the modal parameters identified in §2. Following again the knowledge that will be gained in §5, the geometric and material properties in the FEM are tuned to acceptably correlate the aircraft third vibration mode only. Table 2 compares the experimental and associated numerical natural frequencies and damping ratios obtained for modes 1 and 3. As prescribed, and despite an underestimation of mode 1 natural frequency, an excellent match is found for mode 3 in both frequency and damping characteristics.
Locating nonlinearity
Although simple in principle, time-series inspection may become a cumbersome process when the number of measurement channels is important (115 in the F-16 case) and the length of the acquired acceleration histories tends to be substantial (96 000 time samples per channel for the F-16-at a sampling frequency of 400 Hz). A fast and automatic nonlinearity detection and location method that scans through all available channels over the frequency band of interest becomes, in such a context, a central requirement.
For linear systems, in the two-dimensional space defined by the displacement and velocity of a specific DOF, the associated acceleration time history draws an elliptic trajectory during one cycle of a sine-sweep-driven experiment, hence remaining in a plane as in figure 8a. For nonlinear systems, the presence of higher order harmonics in the response distorts this ellipse and causes the trajectory not to remain any longer confined to a plane, as visible in figure 8b.
Guided by this observation, we propose a quantitative means of assessing nonlinear distortions in the responses to sine-sweep excitations. A plane
is first fitted in a least-squares sense to the data samples belonging to an excitation cycle n. In the latter relation, a n , b n , c n and d n are the plane coefficients, andx,x andx are the displacement, velocity and acceleration signals normalized by their maximal values taken over the considered time window, respectively. The nonlinearity index I NL n is then defined as the mean of the distances from every sample of the acceleration trajectory to the least-squares plane, or mathematically Figure 9 proposes a first graphical depiction of the nonlinearity index I NL n in the form of a detection map. The vertical axes in this figure are discrete in nature and correspond to the sensor channel numbers, while the horizontal axes represent the instantaneous frequency of the excitation. A colour chart translates low (below 5%), medium (between 5% and 10%) and high (above 10%) index values in green, orange and red, respectively. Figure 9a , constructed at 4.8 N, confirms that the aircraft dynamics is predominantly linear at low forcing amplitude. Conversely, at 95.6 N in figure 9b, nonlinearities are clearly highlighted. Besides detection, we can also learn from figure 9b that the resonance peaks of the second, third and fourth aircraft modes are the frequency regions where the nonlinearities are the most markedly activated.
To serve the purpose of physically locating nonlinearities, an even more convenient depiction of the index I NL n is achieved by mapping it, at a fixed excitation frequency, onto the instrumentation geometry. The obtained nonlinearity location maps for the F-16 are plotted in figure 10 for the 4.8 and 95.6 N force levels. It can be concluded from figure 10a,b that the dominant source of nonlinearity in the aircraft dynamics is localized at the interface between its right wing tip and the adjoining payload. Nonlinearities also appear to impact the aircraft left wing tip, left payload, left and right wing flaps, and horizontal tail tips, but clearly to a much lesser extent.
Characterizing nonlinearity
Following the location of the nonlinearities, the next step in figure 6 consists in their characterization, i.e. in determining appropriate mathematical functions to model them. To that end, we introduce in this section an unconventional variant of the widely known restoring force surface (RFS) method [20] , termed the acceleration surface method (ASM). As for the RFS method, the starting point of the ASM is Newton's second law of motion, written here for a specific DOF located in the close vicinity of a nonlinearity (and denoted i), leading to the relationship
where n p is the total number of DOFs in the system, m i,j are the mass matrix elements, x,ẋ andẍ are the displacement, velocity and acceleration vectors, respectively, g is the restoring force vector taking into account elastic and dissipative effects, and p is the external force vector. Unlike the RFS method, the objective of the ASM is not quantitative; in other words, estimation of the nonlinear model parameters is not attempted at this stage. The outcome of the ASM that we sought was, rather, a qualitative nonlinearity assessment through visualization of the associated functional form g i (x,ẋ). With this aim in mind, all the inertia and restoring force contributions that are not directly related to the nonlinear component in equation (6.1) are discarded, observing that they are generally either unknown, e.g. the off-diagonal mass matrix terms, or unmeasured, e.g. the rotational DOFs. Denoting by j another measured DOF located on the other side of the nonlinearity, equation (6.1) can thus be approximated by
If no force is applied to DOF i and if one drops the mass coefficient, a simple rearrangement leads to
Equation (6.3) shows that the mathematical form of the restoring force g i (x i − x j ,ẋ i −ẋ j ) can be graphically analysed by drawing the acceleration surface, with a negative sign, measured on one side of the nonlinear connection as a function of the relative displacement and velocity across this connection.
It was deduced from the location map in figure 10 that the mounting interface between the aircraft right wing and the adjoining payload is the major source of nonlinearity in the F-16 dynamics. The ASM is applied to this specific interface in figure 11 at 95.6 N and in the frequency range from 6.8 to 8.2 Hz, hence covering the third resonance mode region. To facilitate the interpretation of this three-dimensional figure, cross-sections can be constructed along the directions where either the relative displacement or velocity is small relative to a threshold value (typically taken as a few per cent of their maximum values). Doing so, damping and stiffness curves are obtained, visualizing the actual dissipative and elastic forces acting inside the studied interface, respectively. This is achieved through the blue and red dots in figure 11 , duplicated in figure 12a ,b, respectively. Figure 12a ,b provides very insightful information about the dynamic behaviour of the right-wing sliding connection at a high excitation level. In stiffness (figure 12a), this connection is first seen to exhibit a discontinuous softening, presumably resulting from its opening and closing. For large displacements, a second discontinuous but strongly hardening transition is observed. In this regime, oscillation amplitudes are likely to cause impacts inside the sliding mechanism. Regarding damping (figure 12b), the ASM nicely evidences Coulomb friction. An asymmetry in the curve is also noted with a non-zero slope for positive velocities, a viscous damping-like effect. ASM-based characterization leads to selecting, in summary, piecewise linear functions with five and three portions to model the F-16 stiffness and damping nonlinearities, respectively. Given this choice, the clearances in figure 12a,b, i.e. the location of the discontinuities in slope, can be inferred by curve-fitting the ASM sets of acceleration points. Graphically, this process is illustrated in figure 12 by the blue and dashed black lines. Estimated clearance values are given in table 3 in the next section.
It should finally be remarked that two joints actually realize the interface between the right wing and its payload in the F-16 test configuration, and accordingly in the FEM of figure 7 . The present section has been entirely focused on the back connection of this interface. As to the front connection, it was found to behave in a linear fashion, owing to a more constraining tightening torque. Figure 13 shows the corresponding stiffness ( figure 13a) and damping (figure 13b ) plots obtained by the ASM applied around the third resonance mode. Note that this conclusion on the linearity of the front joint could not be reached in §5 using a location map as it was unable to finely resolve the details of the right wing tip area.
Upgrading the linear finite-element model
Before proceeding with model upgrading, the linear FEM built in §4 is first condensed using the Craig-Bampton reduction technique [21] . The objective of this condensation is to reduce the computational cost of the nonlinear model updating process that involves nonlinear optimization. The vertical DOFs of three nodes in the original FEM, namely the shaker node and the two side nodes of the wing-to-payload connection, are retained in the condensed model, as illustrated in figure 14 using red dots. An assessment of the reduction accuracy was further carried out, showing that keeping 10 internal modes in the reduced-order model is sufficient to achieve an error in natural frequency of less than 1% and a modal assurance criterion above 0.99 for all vibration modes up to 100 Hz. The reduced linear FEM is next upgraded with the nonlinear spring and dashpot elements visible in figure 14 . The restoring forces they implement are functions of the relative displacement and velocity across the wing-to-payload interface and they possess piecewise linear characteristics with five and three portions, respectively, as concluded from §6. The clearance values that separate the different linear portions of their stiffness and damping curves were defined from the analysis in figure 12 . Finally, to avoid discontinuities in slope that could complicate time integration, these piecewise linear characteristic functions were smoothed by substituting the close neighbourhood of their clearances with third-order Hermite polynomials.
Updating the nonlinear finite-element model
The final step of the methodology introduced in figure 6 is concerned with the estimation of the nonlinear model parameters, i.e. in the F-16 case, the slopes of its piecewise linear stiffness and Figure 14 . Condensation and upgrading of the initial linear FEM from §4. The vertical DOFs of the three nodes indicated through red dots are retained in the condensation, and the resulting reduced-order model is upgraded with piecewise linear spring and dashpot elements implemented at the wing-to-payload interface (see the blue curves in figure 12 for the associated functional forms). (Online version in colour.) damping components. In this section, we describe an extended version of the ASM, named the x-ASM, to perform nonlinear model updating. A flowchart of the x-ASM procedure is presented in figure 15 .
Given initial guesses for the nonlinear coefficients to be estimated, nonlinear time integration using the Newmark method is first carried out, applying the experimental forcing to the upgraded FEM from §7. The simulated time series are next processed using the ASM, in a strictly similar manner to that for the experimental data. Finally, the predictive capabilities of the nonlinear FEM are evaluated by comparing the obtained numerical and experimental ASM stiffness and damping curves. Note that, since these curves may not be single valued, they are first curve fitted to facilitate their comparison, as shown in blue and red in figure 15 . If the agreement with the experimental data is not satisfactory (or, in other words, if the error defined below exceeds a prescribed tolerance), the nonlinear coefficients are updated using a gradient-based optimizer until convergence (a Levenberg-Marquardt algorithm in this study). Formally, the objective function to minimize is the least-squares difference between the single-valued numerical and experimental ASM stiffness and damping curves.
x-ASM is applied in figure 16 to the F-16 aircraft wing nonlinear model using the sinesweep dataset measured at 95.6 N. This figure presents the final ASM curves synthesized using the updated FEM (in red, after convergence of the nonlinear optimization) together with their experimental counterparts (in blue, from §6). Stiffness (figure 16a) and damping (figure 16b) characteristics are depicted. The corresponding estimates of the clearance and slope parameters are listed in table 3. Figure 16 reveals an excellent match between model predictions and actual experimental data.
As a further proof of this assertion, in figure 17 , the updated nonlinear FEM is used to simulate in time the dynamic response of the aircraft when sweeping across its third resonance mode. The time history in black is the experimental sweep-down measurement acquired at 95.6 N forcing on the right-wing payload (figure 4). The agreement with the model-based simulated signal plotted in blue is very satisfactory, given the complexity of the experimental dynamic response and of the underlying nonlinear physical mechanisms. In particular, the frequency location of the resonance peak (error of around 1%) and its amplitude in both positive (error of around 1%) and negative (error of around 10%) acceleration values are accurately predicted by the 
Conclusion
This paper discussed a methodology for establishing reliable models of vibrating structures exhibiting nonlinearities. This methodology relies entirely on processing sine-sweep vibration data and builds on two central steps: first, upgrading an initial linear numerical model with adequately chosen nonlinear components, and second, updating the upgraded model to accurately estimate its nonlinear parameters. New tools to carry out nonlinearity location (phasespace maps), characterization (ASM) and quantification (x-ASM) from data were discussed throughout the paper to populate this methodology. Arguably the major contribution of the paper is the demonstration of these tools using real measurements collected on a full-scale F-16 aircraft. In this effort, the process of nonlinear dynamic model upgrading and updating was shown to lead to an accurate representation of complex nonlinear stiffness and damping mechanisms, paving the way for its successful application in an industrial context.
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