A suite of methods has been established to quantitatively estimate uncertainties existed in source term analysis during a nuclear reactor severe accident. The accident sequence occurred at Unit 2 of the Fukushima Daiichi nuclear power plant (NPP) is taken as an example in which it is numerically modeled via the integrated severe accident code MELCOR 1.8.5. This standardized approach mainly consists of four steps: screening analysis, random sampling, numerical computation and verification of uncertainty distributions. First, by using an individually randomized one-factor-at-a-time screening method, a group of variables are preliminarily determined as important uncertain variables. Second, appropriate probability distributions are assigned to all selected variables. Multiple sets of random samples are generated using Latin Hypercube sampling combined with the consideration of rank correlation among input variables. Third, random samples of all selected variables are inputted into MELCOR 1.8.5. Numerical simulation with multiple code runs is implemented. Finally, uncertainty distributions for representative source terms (barium cesium, cesium iodide and tellurium) are obtained and verified. The technique of Bayesian nonparametric density estimation is applied to obtain probability density functions of interested source terms. In order to obtain a reasonable uncertainty distribution, several rounds of Latin Hypercube sampling and computation are conducted. As an alternative method to Wilks sampling criteria, the difference of probability density functions is evaluated through the comparison based on the Kullback-Leibler (KL) divergence. With the subjective judgment of small enough KL divergence, after a certain number of numerical computations, the uncertainty distributions of representative source terms are considered as stable enough as reliable results.
Introduction
The specificity of a nuclear reactor accident in relation to a nonnuclear facility accident lies in the potential release of radioactive materials into the environment and corresponding radiological consequences. The accidental fission product released into the reactor containment and then into the environment has an alternative name "source term". Source term specifically refers to the quantity, time, history, and chemical and physical forms of radionuclides released to the environment, or present in the containment atmosphere, during the course of a nuclear accident (Sehgal, 2012) . Hence, in order to evaluate the risk originated from a postulated or actual severe accident, the quantitative estimation of source term is essential. Generally, integrated computer codes are used to model the progression of postulated accidents in light water reactors (LWR) and the corresponding source term. MELCOR is one of integrated severe accident codes (Gauntt, et al., 2000) . However, there are uncertainties in the simulated results when compared with available data. Many factors will affect the result of source term estimation, e.g. various accident scenarios, plant-specific design and operational parameters, etc. In the paper, an accident scenario similar to that at Unit 2 of the Fukushima Daiichi Nuclear Power Plant (NPP) is taken as an example to discuss how much uncertainties exist in the evaluation of source terms. MELCOR version 1.8.5 is used as the simulation tool.
Uncertainty analysis in the paper refers to the quantification of uncertainties in computational results that might be derived from the uncertainty in input variables. It is also denoted as parametric uncertainty, diverged from uncertainty in numerical modeling and from an inherent randomness (Atwood, 2003) . Several probabilistic approaches has been established and combined as the state-of-the-art severe accident uncertainty analysis in Japan Atomic Energy Agency (JAEA). This procedure mainly consists of four steps: 1) Screening Analysis. A number of variables are preliminarily evaluated and selected from candidates that are determined according to expert judgment at the outset, and then are screened by the elementary effect method or so-called Morris method (Morris, 1991) , which randomly changes one parameter at one time till all variables are changed. The importance of each input can be identified according to the change of outputs. 2) Random Sampling. All selected variables are assigned with appropriate distributions and then randomly sampled accordingly. The correlations among variables are considered with the combination of Latin Hypercube Sampling (LHS) and rank correlation (Iman and Conover, 1982) . 3) Numerical Computation. The simulation of multiple code runs with different input data is implemented by using MELCOR 1.8.5. 4) Verification of Uncertainty Distributions. In order to determine how many code runs of computational experiments are sufficient enough, Kullback-Leibler (KL) divergence between two adjacent distributions is calculated and smaller KL divergence implies that the distributions tends to be more similar (zero when two are identical). The probability density function is quantified via a Bayesian nonparametric method, specifically, a Dirichlet process mxitures of normals. Finally, correlation coefficients of the results and input variables are calculated for a rough importance comparison.
Severe accident scenario and analysis conditions
The severe accident scenario similar to that occurred at Unit 2 of the Fukushima Daiichi NPP is taken as an example. The Tohoku District-off the Pacific Ocean earthquake and the subsequent tsunami caused a station blackout and the loss of the ultimate heat sink at the Fukushima Daiichi NPP. The event sequence by MELCOR modeling is summarized in Table 1 . The Unit 2 has a Mark-I containment vessel (CV) consisting of a drywell (D/W) and a suppression chamber (S/C). According to the corresponding analytical study (Hirano, et al., 2012) , the reactor core isolation cooling system (RCIC) at Unit 2 started up automatically at 14:50 on 11 March 2011, three minutes after the earthquake, and had been activated continuously for 3 days. The RCIC stopped at 13:25 on 14 March 2011, then the water level started to decrease and the reactor pressure vessel (RPV) started to depressurize at about 18:00 by opening the safety relief valves (SRVs). It took approximately 4.5 hours to depressurize the RPV after the termination of the RCIC. However, in regard to the location of the CV failure, it is still Two dominated processes are confirmed to greatly influence the estimation of source term in relation to core melt progression and transportation from fuel into containment and finally into environment . The paper assumes that the break on the containment exists at the S/C so that the pool scrubbing by the water pool should be considered. As shown in Table 1 , the failure of the S/C is assumed to happen at 321180.0s after the occurrence of the reactor scram. Physical models related to the in-vessel core melt progression are constructed in COR package of MELCOR and radionuclide transportation in RN package. The general hydrodynamic nodalization scheme used for the MELCOR modeling of Unit 2 is shown in Fig.1 . The core and lower plenum regions of the reactor vessel are divided into three concentric rings and 14 axial levels. The lower core support plate is located at axial level No.7. The S/C failure is modeled as a junction connecting the S/C and a torus room.
Initial inventories of radionuclides are shown in Table 2 , which were calculated based on results of the ORIGEN 2 code for the Peach Bottom NPP Unit 2 as well as the ratio of thermal output power between the Fukushima Daiichi NPP Unit 2 and the Peach Bottom NPP Unit 2 (Gieseke, et al., 1984) . MELCOR separately addresses the transport of fission products and other materials that affect the transport of fission products. The representative radionuclide of Class No.2 is Cs, part of which is combined with I as CsI and the rest is transported as CsOH. The default number of radionuclide classes is 15, and Class 16 is added for cesium iodide (CsI) as the representative chemical form of iodine. The values in the parenthesis are the initial inventories of Cs and I without the consideration of the existence of CsI. Classes 13-15 are boron, H 2 O and concrete, respectively. The analysis assumptions of plant conditions are summarized in Table 3 . The radioactive decay of radionuclides is not taken into consideration in this study. Based on the physical models and conditions, the estimation of interested source terms can be obtained. In order to describe the risk of a nuclear reactor accident, Cs (CsOH) and CsI with high volatility are selected as the representative source terms. 
The standardized methodology of uncertainty analysis
MELCOR has been designed to facilitate uncertainty and sensitivity analyses through the use of optional adjustable modeling parameters including sensitivity coefficients, which can be changed to specific plant designs as well as various accident progressions. These adjustable parameters are treated as uncertain input variables for uncertainty analysis. Different values and combination of these variables affect the estimation of source term, e.g. Cs and CsI, etc.
A systematic procedure for source term uncertainty analysis has been established recently for severe accident research in JAEA. The procedure shown in Fig.2 mainly consists of four steps. Fig.2 The systematic source term uncertainty analysis procedure
Screening analysis
According to the previous researches and expert judgment, twenty-seven uncertain variables are determined at the outset as potential uncertain input factors. As introduced in the preceding section, these are factors associated with models including in-vessel melt progression, models of release of fission products from fuels, vapor behavior, aerosol dynamics and pool scrubbing phenomena, etc. Twenty seven uncertain variables are still a lot for a direct uncertainty analysis. Preliminary sensitivity analysis is applied to rank these variables in order to weed out unimportant ones. This analysis is named as screening analysis. The elementary effect method (Morris, 1991 ) is a reasonably efficient method for the screening analysis.
Uncertainty analysis is indeed to evaluate how much the outputs will change according to the change of some inputs. MELCOR is a deterministic code which is also too complicated to make analytical mathematical analysis impractical. It is the reason why the screening analysis with elementary effect and the following Montel Carlo based approach are applied. The advantages of the elementary effect method are mainly: 1) the starting point of inputs can be randomly defined for possible candidates; 2) the influence of individually changed input on output can be identified using the mean value of elementary effects; 3) the interactions of one input with others can be revealed as the standard deviation of elementary effects. Each input value can be chosen from a set of discrete numbers, called levels, which means the input range is discretized into a multi-level grid (Ω). All the 27 inputs are randomly sampled from 5 discretized values:
(i 1, 2,..., 27; 2, 1,..., 2;
. A simple example of the elementary effect method can be represented as follows for easy understanding. Suppose that there are two inputs sampled from five discretized values as shown in Fig.3 . The numerical experimental plan can be designed as: base case (A); first case (B) with x 1 fixed at the base value and x 2 changed; second case (C) with x 1 changed and x 2 fixed at the new value. The red arrow means the change from one case to another. The elementary effect method uses two sensitivity measures to evaluate the importance of each input: 1) a measure of mean value (μ) that estimates the overall effect of the input on the output. In order to eliminate the effect caused by opposite signs of an input, absolute values of each elementary effect are used in the paper, which is denoted as μ * (Saltelli, et al., 2004) . 2) a measure of standard deviation (σ 2 ) that estimates the ensemble of the second-and higher-order effects of inputs on the output (including curvature and interaction effects). The mathematical definition of elementary effect can be written as Eq.(1). 1  1  1  27  1  1  1  27 , , ,
Here, f is a deterministic function or a program to generate appropriate outputs based on all interested input variables. x 27 ) is any selected value form the discretized space Ω. The prime symbol ( ′ ) means that the input has already been changed and the change is kept till the round end of all calculations. It should be noted that the order of changed inputs is actually random. Δ is the discretized value as ±20% of the corresponding default value. This random selection, by means of increasing or decreasing one input at one time, can reasonably discover the influence of each input on the output. Multiple rounds of computation based the elementary effect method can evaluate the importance of each input with the mean measure (μ * ) and the interaction effect with standard deviation measure (σ 2 ). The detailed explanation of the two measures can be provided as 1) whether the influence of an input is great or not; 2) whether the influence of an input is highly dependent on the values of others or not. Every round of computation needs 28 code runs (27 for each input and one base case). Totally, six rounds of elementary effect computation have been performed in the paper, so the computational cost is 168 (6 × 28) code runs at the screening analysis step.
The results of screening analysis using elementary effect method have been illustrated in Fig.4 . According to the mean values of absolute elementary effects and the standard deviation, importance of each input can be roughly judged. We choose 10 variables, which are of two relatively large indices and high importance based on expert judgment, taking into account both mean and standard deviation. Ten input variables are considered as uncertain factors for the analysis of next step, which are listed in Table 4 with the assignment of appropriate probability distributions and dependencies. 
Random sampling
Ten relatively important input variables in Table 4 are identified according to the result of screening analysis. Based on corresponding default values and expert judgments, all ten factors are assigned with appropriate distributions, as truncated normal or uniform distributions in the paper. Six inputs are related to the in-vessel melt progression modeling, for instance, temperature criteria affecting the relocation of fuel and failure temperature of lower head vessel, etc. The other four inputs are related to the fission product transportation modeling, for instance, coefficients affecting the aerosol dynamic process and the chemisorption rate, etc. The mean value of each variable is decided as the default in MELOR and the standard deviation is decided by expert judgement.
Before the implementation of numerical computations, appropriate sampling strategy should be used. Monte Carlo based techniques have been widely applied to severe accident uncertainty analysis recently and it has shown great convenience since integrated severe accident codes are complicated. By chance, using a normal Monte Carlo method may end up with some points clustered closely, resulting in an over-representation of certain regions and under-representation of others. Latin Hypercube Sampling (LHS) reduces these inefficiencies by forcing the samples to spread out across all possible values (McKay, et al., 1979) . Some introduction of LHS and application to nuclear facilities can also be found in references (Helton and Davis, 2003; Helton, et al., 2006) . The LHS can also be coupled with rank correlation efficiently so that the dependencies among some variables can be included (Iman and Conover, 1982) . The Iman-Conover method is distribution free and can preserve the exact form of the marginal distributions on input variables, and the LHS partition structures also can be well preserved. The main idea of this method is using LHS to sample input variables first, and then to re-arrange the sampling matrix according to the desired rank correlation between any two variables. The desired dependency and independency are shown in Table 4 with the definition of distributions for all variables. Variables without any correlation information are independent ones.
Numerical computation
The
Step 3 is using MELCOR 1.8.5 with the random samples for multiple rounds of computations. Sixty LHS intervals are partitioned for the first round of uncertainty analysis, and then 20 LHS partitions for each round in further analysis till the uncertainty distribution stable enough to represent the source term, during the accident at Unit 2 of the Fukushima Daiichi NPP. The setting of accident sequence and calculation conditions are introduced in Section 2 the same as the base case.
In order to decide how many cases of study are enough, we provide a verification analysis in Step 4.
Verification of uncertainty distributions
A number of code runs are required to achieve a reasonable uncertainty distribution for the source term analysis. In previous uncertainty analysis, Wilks formula is generally used to decide the number of code runs (Wilks, 1942) , e.g. the 95 th percentile value with a confidence level of 95% is obtained by selecting runs number as 59 for the consideration of the one-sided tolerance limit (Glaser, 2008). The upper limit can be decided with a relatively few number of code runs whereas it is still unknown whether the uncertainty distribution is stable enough. In order to affirm the appropriateness of uncertainty analysis results using probability distributions, we introduce the Kullback-Leibler (KL) divergence as an index instead of Wilks formula (Press, et al., 2007) . The KL divergence is a measure of the difference between two distributions P and Q. By using KL divergence, we can compare two distributions of different numbers of code runs, and when it is small enough, the uncertainty distribution can be considered as stable and reasonable.
The continuous and discretized forms of KL divergence can be written as follows.
Here, p and q denote the probability density functions of P and Q. The KL divergence is a non-asymmetric measure, and typically P represents the "true distribution" and Q an approximate of the "true distribution". Because there is no available "true distribution" in source term analysis, we use the density distribution of more code runs as P and that of less runs as Q. When the continuous functions are difficult to estimate, we can obtain the density at each grid in a range instead, so the discretized form of KL divergence can be used as the approximate method. To obtain the probability density functions of representative source term based on computational results, a Bayesian nonparametric method, Dirichlet process, is applied (Gershman and Blei, 2012) . The mathematical modeling process is provided in Appendix. Probability density functions of different number of code runs are shown in Fig.5 as a group of curves, and the release fraction of cesium corresponding to initial inventory is taken as an example. When the number of code runs increases, two adjacent curves become similar in shape. It also shows an obvious difference between two curves of 60 and 80 code runs.
With the curves shown in Fig.5 and the corresponding mathematical functions of probability densities, the KL divergence can be approximately calculated based on the discretized form of Eq.(2). The quantitative estimation of the stability of uncertainty analysis can be achieved accordingly. When two distributions are identical, the KL divergence between two distributions is zero. According to and 180 code runs is 0.397, which is subjectively considered as small. Therefore, the numerical computation stops at 200 code runs because of the relative stability. 
Results and discussions
Two hundred code runs with randomly selected input variables have been implemented using MELCOR 1.8.5. Four representative source terms (barium, cesium, cesium iodide and tellurium) are chosen to describe the radioactive risk of the accident scenario examined. The release fraction is obtained as the ratio of the calculated release mass of radionuclide classes against the initial inventories. The results of uncertainty analysis are summarized in Fig.7 as four cumulative density distributions. In terms of mass, cesium is of the largest release quantity. Because the chemisorption model and corresponding variables are used in the paper, the release fraction of Cs is less than that of CsI. Compared with previous study , pool scrubbing also plays an important role in the removal of source terms before they are released into the environment. In order to roughly determine the importance measure among all input variables, the correlation coefficients between source term (Cs) and inputs are calculated as shown in Fig.8 . The six correlation coefficients are widely used as indices to reveal the linearity between inputs and outputs. The importance of each variable can be qualitatively judged according to the magnitude of absolute value of correlation coefficients. A quantitative analysis of importance measure for inputs can be found in the publication by the authors . Correlation coefficients between the other three source terms and inputs can be calculated accordingly. Therefore, important variables can be identified. With the criteria of correlation coefficients larger than 0.2, Four variables are relatively more important than others: TRDFAI, TZXMX, SC7160(1,1) and HFRZZR, which are associated with failure of core components and chemisorption (see Table 4 for detailed definition of these variables). 
Conclusions
A suite of methods are constructed and applied to source term uncertainty analysis in the accident sequence similar to that occurred at Unit 2 of the Fukushima Daiichi NPP. A failure at the S/C is assumed to occur in the course of the severe accident. As the state-of-the-art source term uncertainty analysis in JAEA, this standardized approach shows advantages, especially the combination with Bayesian approaches on density estimation and the stability-check index using Kullback-Leibler divergence. As a result, stable uncertainty distributions and a rough importance measure are obtained with the analysis of four main steps.
1) Screening analysis.
A preliminary sensitivity analysis using the elementary effect method has been introduced into the screening analysis. The number of uncertainty inputs can be reduced with limited computational costs. In the paper, ten variables are selected as uncertain factors based on the screening analysis. 2) Random sampling.
These ten variables are assigned with appropriate distributions as well as correlations. Latin Hypercube sampling and rank correlations are paired to sample from the multidimensional space. 3) Numerical computation. MELCOR 1.8.5 is used to simulate physical progress occurred and multiple code runs have been implemented. 4) Verification of uncertainty distributions.
The Kullback-Leibler divergence is introduced to verify the reliability of uncertainty analysis. Finally, two hundred code runs has been conducted totally and adjacent distributions show accordance when the number grows.
The uncertainty distributions of representative source terms show non-standard shapes with two modes. Credible intervals that cover the 95% highest probability density region are calculated as: Ba [6.29E-6, 2.12E-3]; Cs [9.77E-05, 1.58E-02]; CsI [3.37E-04, 4.09E-02]; Te [1. 54E-03, 4.72E-02] . A rough importance measure is obtained based on correlation coefficients between outputs and inputs and more advanced global sensitivity analysis is also further implemented at JAEA. It is foreseen that the current methodology of the sampling-based uncertainty analysis can be widely used in numerical simulations using complex computer codes.
Appendix. Bayesian nonparametric density estimation
Bayesian nonparametric methods show great flexibility in model construction, however, it is still a new topic from the perspective of the application to nuclear severe accident analysis. A model is "parametric" if the model in which all datasets fit has parameters of fixed finite dimension, for example, a Gaussian maximum likelihood that has 2 degrees of freedom (mean and standard deviation). It is denoted as "nonparametric" when the model has parameters of potentially infinite dimension, for example, when a Gaussian density function is used for Kernel density estimation, we need an additional mean for any additional data point, so the number of freedom grows linearly with the size of dataset.
This appendix provides a basic introduction to this Bayesian nonparametric approach. All the uncertainty results
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1, 2, , 200 yi i  can be considered as samples from an unknown distribution P with all parameters  . It can be written as follows. 
