Introduction and Model
Logistic regression analysis (LRA) extends the techniques of multiple regression analysis to research situations in which the outcome variable is categorical. In practice, situations involving categorical outcomes are quite common. In the setting of evaluating an educational program, for example, predictions may be made for the dichotomous outcome of success/failure or improved/not-improved. Similarly, in a medical setting, an outcome might be presence/absence of disease. The focus of this document is on situations in which the outcome variable is dichotomous, although extension of the techniques of LRA to outcomes with three or more categories (e.g., improved, same, or worse) is possible (see, for example, Hosmer & Lemeshow, 1989, Chapter 8) . In this section, we review the multiple regression model and, then, present the model for LRA.
The fundamental model underlying multiple regression analysis (MRA) posits that a continuous outcome variable is, in theory, a linear combination of a set of predictors and error. Thus, for an outcome variable, Y, and a set of p predictor variables, X 1 ,...,X p , the MRA model is of the form:
where is the Y-intercept (i.e., the expected value of Y when all X's are set to 0), β j is a multiple (partial) regression coefficient (i.e., the expected change in Y per unit change in X j assuming all other X's are held constant) and ε is the error of prediction. If error is omitted, the resulting model represents the expected, or predicted, value of Y:
Note that Y=Y' +ε . Thus, we can interpret the MRA model as follows: each observed score, Y, is made up of an expected, or predictable, component, Y', that is a function of the predictor variables X 1 ,...,X p , and an error, or unpredictable component, ε , that represents error of measurement (i.e., unreliability) and/or error in the selection of the model (i.e., mis-specification).
The MRA model summarized above is applicable when the outcome variable, Y, is continuous, but is not appropriate for situations in which Y is categorical. For example, if Y takes on the value 1 for "success" and 0 for "failure," the multiple regression equation would not result in predicted values restricted to exactly 1 or 0. In fact, these predicted values would be spread out over an interval that contains uninterpretable values such as .5 or .33 and could even include negative values and/or values greater than 1. The model for logistic regression analysis, described below, is a more realistic representation of the situation when an outcome variable is categorical.
The model for logistic regression analysis assumes that the outcome variable, Y, is categorical (e.g., dichotomous), but LRA does not model this outcome variable directly. Rather, LRA is based on probabilities associated with the values of Y. For simplicity, and because it is the case most commonly encountered in practice, we assume that Y is dichotomous, taking on values of 1 (i.e., the positive outcome, or success) and 0 (i.e., the negative outcome, or failure). In theory, the hypothetical, population proportion of cases for which Y = 1 is defined as π = P(Y =1). Then, the theoretical proportion of cases for which Y = 0 is 1 -π = P(Y = 0). In the absence of other information, we would estimate π by the sample proportion of cases for which Y = 1. However, in the regression context, it is assumed that there is a set of predictor variables, X 1 ,...,X p , that are related to Y and, therefore, provide additional information for predicting Y. For theoretical, mathematical reasons, LRA is based on a linear model for the natural logarithm of the odds (i.e., the log-odds) in favor of Y = 1 (see Appendix A for a further explanation of odds):
Note that in the LRA model, π is a conditional probability of the form P(Y=1| X 1 ,...,X p ). That is, it is assumed that "success" is more or less likely depending on combinations of values of the predictor variables. The log-odds, as defined above is also known as the logit transformation of π and the analytical approach described here is sometimes known as logit analysis.
The LRA model above is identical to the MRA model except that the log-odds in favor of Y = 1 replaces the expected value of Y. There are two basic reasons underlying the development of the model above. First, probabilities and odds obey multiplicative, rather than additive, rules. However, taking the logarithm of the odds allows for the simpler, additive model since logarithms convert multiplication into addition. And, second, there is a (relatively) simple exponential transformation for converting log-odds back to probability. In particular, the inverse transformation is the logistic function of the form:
Due to the mathematical relationship, e a /(1+e a ) = 1/(1+e -a ), the logistic function for LRA is sometimes presented in the form:
Due to the mathematical relation, 1-e a /(1+e a ) = 1/(1+e a ), the probability for a 0 response is:
Fitting the LRA Model to Data
As in MRA, there are two important stages in the analysis of data. First, estimates for the parameters in the model must be obtained and, second, some determination must be made of how well the model actually fits the observed data. In MRA, the parameter estimates are obtained using the least-squares principle and assessment of fit is based on significance tests for the regression coefficients as well as on interpreting the multiple correlation coefficient. The process is analogous for LRA, although specific details of these stages of analysis are somewhat different as outlined in this section.
The parameters that must be estimated from the available data are the constant, α , and the logistic regression coefficients, β j . Because of the nature of the model, estimation is based on the maximum likelihood principle rather than on the least-squares principle. In the context of LRA, maximum likelihood estimation (MLE) involves the following. First, we define the likelihood, L, of the sample data as the product, across all sampled cases, of the probabilities for success or for failure:
Note that Y is the 0/1 outcome for the i th case and , X i1 ,...,X ip are the values of the predictor variables for the i th case based on a sample of n cases. The use of Y i and 1-Y i as exponents in the equation above includes in the likelihood the appropriate probability term dependent upon whether Y i =1 or Y i =0 (note that F 0 =1 for any expression, F). Using the methods of calculus, a set of values for α and the β j can be calculated that maximize L and these resulting values are known as maximum likelihood estimates (MLE's). This maximization process is somewhat more complicated than the corresponding minimization procedure in MRA for finding least-square estimates. However, the general approach involves establishing initial guesses for the unknown parameters and then continuously adjusting these estimates until the maximum value of L is found. This iterative solution procedure is available in popular statistical procedures such as those found in SPSS and SAS.
To distinguish them from parameters, we denote the MLE's as a and b j. Given that these estimates have been calculated for a real data set, tests of significance for individual logistic regression coefficients can be set up as in MRA. That is, for the hypothesis, H: β j = 0, a statistic of the form z = b j /S j can be calculated based on the estimated standard error, S j , for b j (SPSS and SAS report χ 1 2 = z 2 and label these values as Wald statistics).
Similarly, the usefulness of the model as a whole can be assessed by testing the hypothesis that, simultaneously, all of the partial logistic regression coefficients are 0; i.e., H: β j = 0 for all j. In effect, we can compare the general model given above with the restricted model Log e (π /(1-π )) = α . This test, that is equivalent to testing the significance of the multiple R in MRA, is based on a chi-squared statistic (SPSS labels this value as "Model Chi-Square").
Finally, different LRA models fitted to the same set of data can be compared statistically in a simple manner if the models are hierarchical. The hierarchy principle requires that the model with the larger number of predictors include among its predictors all of the predictors from the simpler model (e.g., predictors X 1 and X 2 in the simpler model and predictors X 1 , X 2 , X 3 and X 4 in the more complex model). Given this condition, the difference in model chi-squared values is (approximately) distributed as chi-squared with degrees of freedom equal to the difference in degrees of freedom for the two models (e.g., for the above example, the degrees of freedom would be 2). In effect, this procedure tests a conditional null hypothesis that, for the example, would be: H: β 3 = β 4 = 0| β 1 , β 2 . That is, the values of the logistic regression coefficients associated with X 1 and X 2 are unrestricted, but the logistic regression coefficients associated with X 3 and X 4 are assumed by hypothesis to be 0. If the models are specified in a series of "blocks" in SPSS, an "Improvement" chi-square value is computed for each successive model and this can be used to test whether or not the additional predictors result in significantly better fit of the model to the data.
Interpreting the Fitted LRA Model
We may interpret the results from a LRA at three different levels. First, each term in the equation represents contributions to estimated log-odds.
Thus, for each one unit increase (decrease) in X j , there is predicted to be an increase (decrease) of b j units in the log-odds in favor of Y = 1. Also, if all predictors are set equal to 0, the predicted log-odds in favor of Y = 1 would be the constant term, a. Second, since most people do not find it natural to think in terms of log-odds, the LRA equation can be transformed to odds by exponentiation:
With respect to odds, the influence of each predictor is multiplicative. Thus, for each one unit increase in X j , the predicted odds is increased by a factor of exp(b j ) If X is decreased by one unit, the multiplicative factor is exp(-b j ). Note that exp(c) = e c . Similarly, if all predictors are set equal to 0, the predicted odds are exp(a). Finally, the results can be expressed in terms of probabilities by use of the logistic function. With estimates substituted the equation above becomes:
Although this form of the model may seem simplest because it results in predicted probabilities for Y = 1, there is no simple interpretation for the logistic regression coefficients in this form. However, for the case of a single predictor, X, a plot can be generated with X represented by the abscissa (i.e., horizontal axis) and P(Y|X) represented by the ordinate (i.e., vertical axis). The resulting curve is S-shaped and is illustrated in one of the exemplary analyses presented below.
Illustrative Examples
The database used for purposes of illustration is provided with SPSS and is based on 50 premature infants, some of whom did not survive infancy.
The SPSS setup for this database, including the raw data, is contained in Appendix B. The outcome variable is dichotomous with "1" representing survival of the infant and "0" representing death of the infant. For the first exemplary analysis, a single independent variable, weight at birth in kilograms, was utilized. For the second analysis, three additional predictors were entered as described below.
(1) Single Predictor Example
Using birth weight as the predictor, the logistic regression equation for log-odds in favor of survival is estimated to be (the SPSS LOGISTIC REGRESSION printout for this block is provided in Appendix C):
To estimate odds per se, the equation is exponentiated: Finally, the probability of survival is obtained by applying the logistic transformation:
In the database, birth weight, in kilograms, ranged from 1.03 to 3.64 (i.e., from 2.27 to 8.02 pounds). Thus, for the lowest weight recorded, 1.03, the log-odds in favor of survival are -1.8077, the odds in favor of survival are .1640 and probability of survival is .14. At the other extreme, for birth weight of 3.64 kilograms, the log-odds in favor of survival are 2.7353, the odds in favor of survival are 15.4121 and the probability of survival is .94. The relation between birth weight and survival of infants is displayed in Figure 1 . This graph was constructed by systematically varying birth weight from 1 to 4 kilograms (shown on the abscissa) and calculating the estimated probability of survival (shown on the ordinate). Note from reading the graph that infants with a birth weight of slightly over 2 kilograms (actually, 2.07) have an estimated odds of 1:1 in favor of survival (i.e., for π is estimated to equal .5 for a birth weight of 2.07 kilograms).
The estimated logistic regression coefficient for birth weight is 1.7406 and the exponential of this value is e 1.7406 = 5.70. This indicates that for a one kilogram increase in birth weight, the odds in favor of survival are estimated to be increased by a multiplicative factor of 5.7. The reported standard error for b is .5786 and statistical significance can be assessed by the Wald chi-squared statistic, (1.7406/.5786) 2 = 9.05, that, with 1 degree of freedom, is significant at conventional levels (the empirical two-tailed p-value is reported to be .0026 in Appendix C). Thus, this study supports the conclusion that birth weight is a useful predictor of infant survival.
To aid in interpretation, a classification table can be constructed by predicting the survival or death of each infant based on whether or not the odds for survival are greater or less than 1.0, and comparing these predictions to the actual outcome for each infant. As shown in Appendix C, the percents of correct decisions are 56.5 for infants who survived, 74.1 for infants who died, and 66.0 overall. This overall result can be compared with a rate of 54.0% that would be obtained by simply predicting death as the outcome for every infant (i.e., since 27 of the 50 infants died, this is the prediction with the greater likelihood of being correct).
(
2) Multiple Predictor Example
Building on the previous example, the following three predictors, in addition to birth weight, were included in the model: gestation age, sex of infant, and the APGAR score (a measure of infant well being). Using this set of four predictors, the logistic regression equation for the log-odds in favor of survival is estimated to be (note: the SPSS LOGISTIC REGRESSION printout for this block is provided in Appendix D):
To estimate odds, the equation is exponentiated:
Finally, the probability of survival is obtained by applying the logistic transformation:
Unlike the case of a single predictor, there is no simple graphical display that can be used. However, log-odds, odds and probabilities can be calculated for various combinations of the predictors. In the present case, there is more interest in deciding whether or not the three predictors, in addition to birth weight, have improved the predictive efficiency of the model. The Wald chi-squared statistics, as taken from Appendix D, are non-significant for age, sex and APGAR (i.e., p-values of .23, .60 and .58, respectively), whereas the chi-squared value for weight is significant at the .05 level (i.e., p-value of .02). Thus, given that the other predictors remain in the model, removing weight as a predictor would result in significantly poorer predictive efficiency, although removing any of the other predictors does not have a significant impact.
A second, global way of comparing the single and multiple predictor models is based on the improvement chi-squared value that is reported as 1.638 based on 3 degrees of freedom This value is non-significant at conventional levels and, thus, we conclude that the predictive efficiency of the 4-predictor model is no greater than that of the 1-predictor model. It should be noted that the classification table results are exactly the same using four predictors as for using only a single predictor (e.g., 66.0% correct classifications overall).
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