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Abst rac t - - In  spite of the rapid advances in both scalar and parallel computational flow simula- 
tion tools, the large number and breadth of variables involved in both design and inverse problems 
make the use of complex fluid flow models impractical. With this restriction, it may be concluded 
that an important family of methods for mathematical/computational development are reduced or 
approximate models. An approximate model for two stream mix problems utilizing a combined per- 
turbation/numerical modelling methodology has been developed [1]. The numerical portion of the 
model uses a compact finite difference scheme, while analytical solutions are used to resolve singulm" 
behavior that is inherent o this flow. Approximate representation f the flow in terms of fiux vari- 
ables yields a linear transport operator, thus facilitating the additive decomposition of the solution 
into numerical and analytical portions. Additionally, linearity permits superposition of the basic 
two-stream initial value problem to construct multiple stream mixing problems. Multiple stream 
results are presented to illustrate the efficiency of this methodology. © 2002 Elsevier Science Ltd. 
All rights reserved. 
Keywords - -Mu l t ip le  stream superposition, Combined anMytical/numerical method, Aerody- 
namic mixing, Ejector nozzle. 
1. INTRODUCTION 
Ejector-mixer nozzle systems provide an important acoustic and thermal treatment technology 
for high-speed civil transport and military concepts, as well as for currently deployed civilian 
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(and military) turbofan propulsion systems. Design of these propulsion systems with appropri- 
ate assessment of the scope of the design space at an adequate level of model fidelity remains 
challenging. To begin to answer this need, a computer program DREA, differential reduced ejec- 
tor/mixer analysis, has been developed with the ability to run sufficiently fast so that it may be 
used either as a subroutine or called by a design optimization routine [1-4]. 
The differential reduced ejector analysis, DREA, is the implementation f a combined pertur- 
bation/numerical modelling methodology that provides a rigorously derived family of solutions 
that require minimal empirical input. The base mathematical model is computationally more 
efficient han classical boundary layer but provides important wo-dimensional information ot 
available using quasi-l-d approaches. To resolve singular behavior, the model utilizes cl~sical 
analytical solution techniques. Hence, analytical methods have been combined with efficient 
numerical methods to yield an efficient hybrid fluid flow model. 
Though the DREA implementation has been a successful design tool, with the complexity of 
current propulsion systems (and the ejector nozzle in particular) there is need for an enhanced 
modelling capability which extends beyond the simple primary/secondary mixing configuration 
to a multiple stream forced and entrained mix capability. For example, consider a system that 
might include a ducted turbofan with an ejector nozzle added for additional acoustic/thermal 
signature treatment. Here, we would be faced with modelling a three-stream ejector flow: 
(1) a hot primary core flow, 
(2) a forced fan stream, and 
(3) a passive (entrained) ejector stream. 
Another three-stream odel of particular interest is a model for a core/fan/free-stream plume 
mix problem [5]. Consider Figure 2. 
~ ejector stream mixing 
duct 
fan stream 
................. ..... 21  .................................. 
stream T0>> l 
Figure 1. Schematic ofmultiple stream mixing. 
An alternative use of a multiple stream capability is worth considering, i.e., that a highly 
penetrated lobed ejector [6], or a Coanda ejector (where the primary streams multiply surround 
and accelerate a central core flow), could well be best modelled using a family of multiple streams. 
Consider, for example, the flow problem presented in Figure 3. 
Here, we discuss the implementation of a multiple stream differential equation based mixing 
model. Since the multiple stream problem can be constructed using superposition of two stream 
solutions, we develop the two stream models first. Extension of the PDE solver for multiple 
stream flows is then discussed. This development path is due in large part to the transformed 
linear space where the analysis is performed. As such, the basic formulation that yields a linear 
system (in appropriate variables) is derived in detail. The ability to model multiple stream mixing 
and multiple stream entrainment provides the DREA code with the ability to simulate a wide 
range of propulsion systems. 
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boundary: far-field 
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Figure 2. External plume (primary, fan, and free stream) mixing modelled using 
multiple streams. Here, we have modelled the external mix problem (plume) by 
directly introducing the core and fan streams and mixing them in a large effective 
control volume. The outer surface of this volume is chosen as a streamline far from 
the mix field. 
Primary 
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Primary 
second. 
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Figure 3. Representation f highly penetrated lobed ejector with a multiple stretml 
model. 
2.  E JECTOR-MIXER NOZZLES 
The physical problem of interest in this project is the mixing and operation of ejector-mixer 
nozzles. An ejector is a relatively simple, passive rnixing/pumping device that serves to entrain 
(or pump) fluid from a secondary stream, mix it with a primary, high energy stream, thus 
obtaining a mixed (and potentially uniform) exit stream of greater mass flow. This process is 
shown schematically in Figure 4. 
shroud . . ~ i ~  • 
Secondary ~ . ~ ~  ~ fully mixed exit 
(subsonic) ~ ~ " ' ~  • 
(entrained fluid) ! ~ • 
Primary ill2- i.i > ~, • 
), • (supersonic) ^y - " 
X 
High speed primary jet (engine core): 
entrains fluid (viscous and local pressure differential), 
~huscausing secondary stream 
Figure 4. Schematic of ejector nozzle operation. 
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The interest in the use of ejector/mixer nozzles for aerodynamic applications i driven by two 
conflicting design requirements. One is to reduce takeoff noise to an acceptable l vel, while the 
other is to maintain a predetermined gross thrust. The conflicting requirements of this problem 
are revealed by examining the relationship for acoustic power (a measure of noise) [7]. 
Pacoustic (x V N, (1) 
where N is an exponent varying between 3-8 and V is an ideal exhaust velocity. The smaller 
value of N corresponds to a fully supersonic jet, while the larger value is that of a fully subsonic 
jet. Though acoustic measurements are notoriously complex, industry and NASA designs tend 
to be based upon the larger values of N. Clearly, noise is strongly dependent on jet exit velocity. 
Thrust, on the other hand, may be estimated by the ideal thrust momentum relationship 
F=<> (2) 
If thrust is to be maximized and jet exit velocity is to be minimized, the only available parameter 
is the mass flow rate of the propulsion system. Hence, the objective here is to efficiently maximize 
the flow rate. Ejector nozzles have the potential for providing this mass flow augmentation i
a very efficient manner since they are a passive device. An alternative to a passive device to 
increase flow rate is a high-bypass turbofan engine where the secondary stream is induced by the 
fan. In this situation, however, a significant penalty in weight needs to be assessed for a turbofan 
propulsion system. 
Preliminary design models for ejector-mixer nozzles have typically involved control volmne 
based approaches. Though simple and robust, control volume based models cannot make any 
meaningful prediction about the streamwise l ngth required to achieve a desired level of mixing. 
An estimate of length or equivalently mixing rate is essential for aerospace design applications 
since length required for mixing translates directly to weight, a critical flight design constraint. 
Early models employed boundary layer or 2-d, inviscid (method of characteristics) formulations 
to provide this type of information [8]. These models require that the primary stream be su- 
personic. Turbulent boundary layer formulations include the studies by Hedges and Hill [9,10]. 
These method-of-characteristics and boundary la}~r models provide considerably more informa- 
tion than their control volume based, 1-d counterparts, though again, at greater computational 
cost. Further, boundary layer methods require the external imposition of a pressure field, pre- 
dicted either using free stream information or through a global mass conservation constraint. This 
approximation may be poor for flows where the inlet static pressure of the streams is significantly 
different. 
2.1. Governing Differential Equations 
Expansions that are less complex than the boundary layer family but provide more information 
(local mixing field) than the integral methods are of special interest in this study. As indicated, 
it is desirable to retain (at least approximately) the local prediction of static pressure and avoid 
the restrictive boundary layer assumptions. 
To this end, the development begins by considering compressible, two-dimensionM Reynolds 
equations [11,12] with the Prandtl number assumed to be close to one. It is recognized that the 
flux difference between streams is relatively small, as is the mixing layer thickness compared to 
the streamwise distance. Formally stated, this yields 
(Ulo - U20) (Glo - G2o) 5mix - -  (3) 
£ -- (U10 Jr- 0"20) ~ £G -- (GlO -]- G20) L ' 
where 5mi× refers to the mixing layer thickness and G = pu 2 + p. It should be noted that s = ec 
may not be small for all cases. Indeed, e ~ ea = 1 in the free jet limit. In spite of this, the 
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governing equations will be shown to provide reasonable results. Support for effectiveness of the 
free jet limiting case may be found in [13]. Since it is further necessary to derive differential 
equations that can resolve the mixing layer itself, it will be desirable to rescale (stretch) the 
cross-stream or "y" coordinate [14]. 
The magnitude of Reynolds stress terms in the momentum equations may be estimated by 
considering the Boussinesque approximation (which is an introduction of an effective turbulent 
viscosity [15] for the streamwise momentum flux: (pu2)rv') .  To apply this equation, a first-order 
linearization is applied which yields 
p~ v ~ \ - -U-/G sl/2 0y* P'u'2* (4 )  
The physical basis for this scaling and the turbulence model values, such as v~t~/U, are discussed 
subsequently. Using these expansions and estimates, it is possible to scale the dependent variables, 
substitute the expansions, and collect terms. Performing these operations, the lowest order, O(1), 
system (which is of most particular interest) is a simple set of parabolic "nfixing" equations: 
32-monlent am: 
0 0 <;  0 ] 
o~ (P~;~; +~);) = ~ L~ u Jc  7 a?~* (P~';~;) ; (5) 
y-momentum: 
energy: 
o;;  = 0: (s) 
Oy* 
and mass conservation: 
8 0 . 
0-7 (P~;) + 0LTj* (pv0) = 0. (8) 
This is the O(1) system that is solved. As it is written, it is not possible to proceed, since the 
last term in equation (8) is not closed. To solve this system, it is necessary to approximate the 
cross-stream ~s  flux term 
P~;e~/2 ~ - sc--7 ~ u Jc; c~/~ oy* (P~;)' (9) 
which is merely a linearization of our Reynolds stress closure. One more convenient change may 
o, O(s) l/2, we can add this term to the be made. Since the cross-stream pressure gradient ~ 
right-hand side of the streamwise momentum equation, thus yielding 
10) 
Finally, a state equation is included, which for our uses is an ideal (and thermally perfect gas 
law. Combining this with the definition of total enthalpy and retaining first-order terms yields 
1] 
Po -- 7 pHo - ~puouo . (11) 
Closure for tile effective viscosity flmction, i.e., Veff, is an extended, algebraic model loosely based 
upon Prandtl 's second hypothesis for turbulent fl'ee jet and mixing layer type flows. There is t~ 
strong relationship with the model proposed by Reichardt, as described in [13]. This turbulence 
model is a form of the classical self-similar described by Tennekes and Lmntey [15]. 
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2.2. Recovery  of P r imi t ive  Variable f rom Conservat ive F luxes 
The solver described in the previous ection is written solely in terms of the conservative flux 
quantities [ pu2 + p'~ 
J (lZ) 
\ pu / 
To convert these fluxes into primitive variables, such as (M,u,p,  T,p), a local one-dimensional 
approximation is applied combined with the definitions of the fluxes themselves to compute the 
primitive variables. Consider, for example, the velocity may be recovered from the flux values 
using 
~+1 
2",/ [pu(x, y)Ju 2 - [(pu 2 + p) (x, y)] u + 7 - 1 [pug(x, y)] = 0. (13) 
Y 
A somewhat more convenient form for analytical purposes of equation (13) that is in terms of 
the conservative fluxes and the Mach number may be written 
;~ ;2 (0u ~ + p)2 (14) (72 - - Co) M4 + (2"/- --~~Co) Mz + I = O, Co =- p )(puH) • 
The two roots of the quadratic equation (in terms of M 2) correspond to supersonic and subsonic 
solutions for the ejector flow field. Hence, at every point in the flow field, the two basic ejector 
solutions are contained. One can also show that where the flow is choked, M = 1, implies a 
single solution. This corresponds to a zero discriminant in equation (15). With this similarity in 
mind, it is apparent hat this equation has strong normal shock solutions embedded within it. 
This is consistent with our ejector analysis, which for negligible secondary flow must recover the 
classical-one-dimensional normal shock relationships. 
3. RESOLUTION OF  S INGULAR BEHAVIOR 
BY  ANALYT ICAL  DECOMPOSIT ION 
The physical flow problem is marked by singular behavior. Though we will describe the physical 
problem subsequently, we can introduce the step function initial condition as shown in Figure 5. 
secondary 
wall shroud 
primary 
Figure 5. Schematic of flow initial conditions. 
centerline 
Additionally, governing equations for this problem may be approximately written for the con- 
servation quantities in terms of a scalar heat equation 
0¢ ' ' °2~ (15)  
O~ = atx) Oy--- ~ , 
with the boundary conditions 
0¢(x, 0) _ O¢(x, 1) 
- -  - o ,  (16)  
0y 0y 
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with the initial condition 
and • is defined by (see (12)) 
redo, o<y<h~, 
¢(0 ,y )  (17) 
~b20, h.~ <y<_ 1, 
¢(z ,  ~j) = p~/ /  . ( i s )  
p u 
Note the assumption that the fimction a(x) may be approximated by the linear fimction a(x) = 
a'x,  
As illustrated, the flow is discontinuous at the interface between the primary and secondary 
streams that will cause exceedingly poor performance for a strictly numerical integration method. 
It is clear that the only possible way to appropriately deal with this singularity is to introduce 
a local analytical solution that models the discontinuity. Examples of the use of basis or trial 
function (Galerkin terminology) come from Fletcher [16] as well as the use of "wall functions" to 
resolve local, near wall shear stress and velocity, for turbulent, viscous flow [11]. In the problem 
considered here, instead of developing a local special differencing method and blending it back 
into the overall system, the linearity of the governing equation itself was used to perfbrm a global 
decomposition. It is worth noting that both global and local differencing techniques depend upon 
mapping the singular behavior to a more convenient location, e.g., infinity. Mapping based upon 
self-similar methods is not available here due to the presence of boundaries. 
Fortunately, a solution method from classical analysis, i.e., Green's fimctions [17], is available 
which is based upon distribution theory rather than continuous functions and should provide a 
usable solution. The solution is written 
1 [ (yq -h~-2~t)  (y-h~-2n~] 
Ca,, = ~(¢,o - ¢2o)£  erf \ (2a.)1/2 x ] - err \ ('~(~1"~T2~7; j j  -- (,~'20. (19) 
- -CO 
Note that for x << 1, this relationship recovers the step input, i.e., equation (12). The strategy 
used to obtain equation (15) is as follows. 
• Derive a senti-infinite solution for out' problem using cosine transforms (a special, senti- 
infinite, even flmetion case of Fourier transforms). 
• Specialize this semi-infinite result for our finite problem using the method of images. 
Although equation (15) is exact, and does not suffer fi'om the near field (x << 1) limitations that 
an eigenfunction expansion solution would, it is still in the form of an infnite series. However, 
in the near field, the solution converges very rapidly. Using this rapid convergence, what is 
implemented is a combined numerical and analytical solution of the problem. Since equation (10) 
is linear, this is easily effected. 
Given the analytical solution, i.e., equation (19), the decomposition is proposed 
~(z,  y) = ¢.,,(:,:, ~) + ¢ ....... (:r, ~j), (20) 
with the governing equation 
OCnu,,,Ox -- a(x) ~ 02¢ ....... ~ a*x 024)0y-----~ , ....... (21) 
with the new boundary conditions 
0¢ ....... (x,O) O¢~n(x, O) 0¢ ....... (x, 1) O¢..(x, 1) 
09 09 Oy 0y ' (22) 
and the new initial condition 
¢ ....... (0, U) = O. (23) 
The overall solution is then the stun of the two functions. Notic.e that the initial condition 
singularity has been completely removed, though the burden is now "shifted" to the boundaries. 
However, the strength of the wall singularities i much less than the discontinuous initial condition 
problen~ thal; we were faced with. 
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4. NUMERICAL  SOLUTION COMPONENT 
To obtain a high accuracy solution implicit, i.e., compact finite-difference r lationships are 
used to solve the l-d parabolic partial differential equations. Differencing methods of this form 
have high accuracy in terms of truncation error, while requiring limited support. This type of 
formulation has been applied to a high efficiency, combined analytical/numerical fluid flow model. 
Since the flow model has been derived such that a relatively simple, linear, scalar parabolic 
equation governs the flow, it is appropriate to develop the numerical methods for a general, 
scalar heat equation. Methods to resolve initial condition singularities in the physical problem 
are discussed. The streamwise marching portion of this problem is differenced using both Crank- 
Nicolson and a three-point backward fully implicit method. 
Hirsch [18] defines implicit finite-difference formulae as expressions where derivatives at differ- 
ent mesh points appear simultaneously. Relationships of this form have high accuracy in terms 
of truncation error, while only requiring limited support. For this reason, this type of formu- 
lation is rather attractive for our actual research problem, namely, a high efficiency, combined 
analytical/numerical fluid flow model. A rationale for the combined approach of high accuracy 
differencing in the cross-stream (spatial) coordinate and lower accuracy in the streamwise (effec- 
tive temporal) coordinate is that the physical problem has very rapid changes in the cross-stream 
direction and relatively gentle changes in the streamwise direction. 
Considering only the right-hand side of a linear, l-d, constant coefficient, parabolic partial 
differential equation 
0¢ 02¢ ~_~ 
0--~ = a0-~y 2 + b + c¢ + d, (24) 
implicit formulae for the "y" derivative terms on a variable grid spacing are developed for some 
function f (where clearly f - O). Using Taylor series expansions, combining terms and simplifying 
yields the implicit relationship for the second derivatives 
1 [Aj+lf j_l  + 5(Aj+I + ,, j + Aj34;~l] ÷ AjA j+ I  - -  " A . ' I "  (A~ - A~+l) / ' 12 
(25) A Sj_ 1 Aj f j+ l  - (A 3 + Aj+l ) f j  + 1 + yggAjA~+I(Aj+, -/x~)f~ 5) + O(k) 4. = 2 2 A j+ IA j  
Equation (25) is our implicit relationship for the second erivatives for a variable grid. It involves 
function values as well as first and second derivatives. This structure poses no major problem, 
since the solution methods presented here do not require an explicit formulation, but will solve the 
resulting implicit system simultaneously. The accuracy of equation (25) is formally third order 
for variable grid problems, but for gentle grid changes acts more like a fourth-order method [12]. 
For constant grid spacings, the expected implicit formula for the second derivatives i obtained 
1 ,, f j+ l  - 2f j  + f j -1  
1--2 [fJ '- '  + 10/;' + f~+,] = A~ + O(A) 4. (26) 
In an analogous manner, the variable grid spacing implicit formula for the first derivatives i  
derived to yield 
1 A ' -6 [ j+ l i ; _ I+2(Ao+i+Aj ) f ;+A, / j+ I ]  _ A~fj+I+(A~-A~+I) Af j -A~f j _ l  d_O(A)4 (27) 
2Aj+IA j  
which also reduces to the expected constant grid first derivative implicit formula 
1 [];_, + 4f; ÷ S;-bl] -~ f j+ '  - f j - '  + O(A) 4' (28) 
6 2A 
Equations (25) and (27) are the implicit relationships used in this analysis. 
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As indicated, they are a part of an overall system. This system may be more clearly discussed 
by introducing the new variables: ¢ = functional value, F = first derivative, and S = second 
derivative. Hence, rewriting equations (24),(25), and (27) in terms of these new variables yields 
the system 
0¢j 
Ox 
- asj + bYj + c¢~ + d, (29) 
2 
1--2 [AJ+I~j--1 + 5(Aj+I + Aj)S,j + Aj~+I ]  + AjA j+I  ~j 
3 3 __ A3(~j+I -- (A 3 Jr- Aj+I) A( j  -It Aj@j_ 1 
- 2 2 (30)  
Aj+IA j  
1 
4- T~-~Aj/Xj+I (Aj+I - Aj) T3(b! 5)+ O(A) 4, 
1 
[Aj+IFj-1 4- 2(Aj+I 4- Aj)Fj  4- Aj/K)+I] 
2, (~ - zXj+l) ~j + o(A) 4. (31) 
Z2kjOj+l -t- 2 2 - Aj(j-1 
2Aj+IAj  
From equations (29)-(31), the three equations needed to close the three unknown functions are 
available. Further, at any marching (streamwise) plane, the matrix structure of tile system 
is block-tridiagonal since the support was three-point providing a relatively low cost matrix 
inversion. 
The above governing difference quations are applied to any interior point within the flow. 
Appropriate boundary conditions are required. Following [19], the question is posed: what is 
the maximum accuracy one can ask for at any boundary point (necessarily involving only two 
adjacent grid points) and any combination of function, first, and second derivatives? The answer 
is the relationship 
A2 
(~j -- ¢j+l ~- AJ+I [j~ -~ Fj+I] + j+l [~ 2 ~ - iT~' j  - s j+~ l +O(A)  4 • o,  (32)  
with an analogous relationship at the other boundary. Equation (32) supplemented by equa- 
tion (24) and the boundary type, e.g., ( j  = 0 for Dirichlet or Fj = 0 for Neumann boundary 
conditions, provides the wall closure. (These equations are the required three equations in three 
unknowns at the wall node.) The benefit of this method is that it avoids the boundary condition 
problem faced by five-point support difference techniques, which typically must resort to a locally 
lower order method near the boundary. 
The previous derivations have concentrated on cross-stream, "y" direction differencing. In this 
section, the streamwise "x" discretization is discussed. Consider first the computational molecule 
for the second-order, three:point backward, fully implicit operator (which was ultimately the 
method of choice). The variable step formula for the streamwise derivative may be written 
AiAi-1 [Ai + Ai-1] + O(A) 2, (33) 
and for constant grid spacing recovers the three-point backward formula 
]~ = 35 - 4fi-1 + fi-2 
2A + O(a)  z. (34) 
With equation (33), the equation set (29)-(31) is fully discretized. Rewriting (29) with double 
subscripts (i = streamwise, j = cross-stream), 
_ 2 O¢i,j Ai_ x[2Ai + Ai_ 1]¢,j - [A.i + A.i_ 112¢.i_ i,j + Ai ¢i-2,j 
Ox -- AiAi- I [Ai  + Ai-1] (35) 
= aS~,j + bF,,j + c@,j + d. 
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This completes the computational set actually used in this work. One objection to the three-point 
backward formulation is that it is not self starting, since two levels of information are required 
to begin the marching procedure. Actually, this is not a major difficulty, since the near field 
expansion equation (15) is very accurate in the near field even for a small number of terms and 
may be used to start the numerical solver. From the above derivations, it is apparent hat the 
method that is applied has a truncation error O(A~A~-4).  Our motivation to use a lower order 
method is a consideration of stabil ity limitations. A multistep (Adams, Adams-Moulton) [20] 
or predictor corrector method, i.e., of the Runge-Kutta methods, could have been used to gain 
higher marching accuracy. It was felt, though, that this trade of higher-order accuracy would 
come at an unacceptable imitation in stability. 
5. MULT IPLE  STREAM MIX ING EXTENSIONS 
In this section, we develop extensions to the two-stream odel to handle N > 2 stream mixing 
problems. The technique applied is to use the two-stream solver as a basic or fundamental solution 
for the multiple stream analysis. Tlle key feature is that since the governing equations are linear, 
we can add solutions to build a more complex (in this case N _> 2 stream mixing) problem. 
Initially, a sohltion method was considered using a domain overlapping method which would 
permit us to introduce a mixing zone at a specified location within the flow field and would take 
advantage of translation and scaling of the fundamental solutions as required. However, recovery 
of the exact solution using domain overlap is a nontrivial proposition. This can be directly shown 
using local analytical solutions. 
Alternatively, it is possible to use a full, i.e., single domain approach that only requires mod- 
ifications of the initial conditions, and thereby builds a multiple stream solution. This method 
is described subsequently by example. Ultimately, we require a mapping between the physical 
domain and the computational domain. This mapping is achievable through the single domain, 
initial condition superposition method outlined here. 
Due to the complexity of the method, we will discuss this for a three-stream prol)lem. Gener- 
alization to N streams is apparent. Consider Figure 6. 
Y 
H 
. . . . . .  ! ,  
20,2 
h 
s,l 
y=0 0 x 
10,1 
Figure 6. Multiple stream mix problem. 
Now we can easily write the first problem. Here, we will use physical coordinates throughout 
the analysis; indeed, only one, i.e., the physical domain is ever used. From the figure, we write 
0¢ , , 02¢ 
with tile boundary conditions 
o¢(z, o) o~(z,/t) --0, (37) 
Oy ay 
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and the initial condition 
¢10,1, 0 < y < as1 ,
¢(0, y) = ¢2o,1 = ¢20,2, hsl < y <__ hs2, 
¢20,2, h~ < y _< H. 
(3s) 
Now, using superposit ion (a consequence of linearity), we can decompose this IVP into two 
coupled IVPs 
¢(x ,y)  = ¢ l (x ,y )  + ¢2(x,y), (39) 
with the governing equations 
0¢1 02¢1 . 02¢1 
= a l (z ) -~-~-  = a lz  
Ox 0y2' uy" 
0¢2 , ,02¢  ....... . 0~¢2 
oy  ~ 
(40) 
The boundary conditions are effectively the same, since the domain that we work on is the same. 
Indeed, using the same domain as the physical problem is the key to the single domain analysis 
01¢(X , O) 01¢(Z , hs2 ) 
- -  -0 ,  -0 ,  
Og Oy 
02¢(z, h l) o,,¢(x, H) (4h 
-0 ,  -0 .  
Oy Oy 
The new initial conditions chosen to construct a solution that honors the initial value described 
by equation (38) are 
¢10,2 = ¢20,1, 0 < y <" hs,2, 
¢1(0, y) --~ ¢20,2, hs2 < y < H. 
(42) 
Now: 
f ((~10,1 -- ¢20,1), 0 < lJ < hs.1, 
CX0,y) (43) / 0, hsl < y _< H. 
The overall solution is then, of course, the sum of the two functions. Graphically, this solution 
takes the form as presented in Figure 7. 
Hs2 
Hsl 
~ ~ G 20,2 ~Z2 G 20,2 i~ 
"1 
i -~  G20,1 =G 10,2 • > 
= i ); 
> i > G20,1 =G 10,2 
} " 7 _~ G lO, I i > > 
+ 
m 
[ ~ Gm-O20,l 
Figure 7. Decomposition f three-stream problem into (2) two-stream problems using 
superposition ofconservative flux, e.g., momentum flux G. 
In general, we can draw the following conclusions. 
• Using two essentially deeoupled partial differential equations that we have constructed, 
a total solution that represents a three-stream (N-stream, indeed, to model N streams 
we must use the fundamental two-stream DREA model N - 1 times) mixing problem has 
been derived. 
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• We required linearity of the governing equations to perform this superposition. However, 
the basis of the DREA model is that we can successfully model mixing flows by working 
with the conservation quantities, i.e., 
pu2 +P)  
¢(x, y) =- pull . (44) 
pu 
• The benefit accrued from this superposition principle is that the currently implemented 
(and verified) DREA model becomes a fundamental solution that we can successively 
access to build multiple stream solutions. As such, previously developed code and analysis 
are used in an effective manner. 
6. RESULTS:  FUNDAMENTAL TWO-STREAM SOLUTIONS 
6.1. Flow Conservat ion and Gr id Independence Studies 
Elementary computational spects of the combined method may be considered. To ascertain 
numerical errors, concentration is placed upon the momentum flux, G = pu 2 + p (which is 
conservative), for a simple subsonic flow problem with a constant area mixing zone. Tile degree 
to which the integral constraint (dimensionless) will be satisfied, 
fo L ¢(x, y) dy = 1, (45) 
is the focus, where ~ = G. A simple grid independence t st for this problem is presented in 
Figure 8. 
1.00E-I -=~ • • 
i 
1.00E-2 - 
r.9 
1.00E-3  - • 
1 
I 
t 
r 
1.00E-4  i 
1.00E-5  i: i 
F 
1.00E-6 - • 
i 
1.00E-7 • : - : . . . . . .  ~ : . . . . .  i 
0,00 10.00 20.00 30.00 40.00 
Number  of  c r0ss -s t ream gr id points ,  Jmax 
F igure  8. Re la t ive  e r ror  in sa t i s fac t ion  o f  the  in tegra l  const ra in t  versus  number  of  
c ross  s t ream gr id  po in ts  eva luated  at  the  e jec tor  ex i t  p lane  for a superson ic  e jector .  
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Examination of Figure 8 indicates that the combined numerical/analytical solution is providing 
a consistent, high accuracy solution. The slope of the points in Figure 3 indicated that the solver 
is recovering the expected fourth-order behavior. 
To provide a more practically relevant estimate of the utility of this solver, several ejector 
nozzle experiments are analyzed. 
6.2 .  Gi lbert  and Hill [21]  
This is a two-dimensional (planar splitter plate), subsonic (choked primary), variable area 
shroud ejector. To gain a feeling for the flow field mixing, consider the normalized velocity that 
is presented in Figure 9. 
o 
q.) 
3 
~q 
o 
z 
5.00 
1 
4.00 ! 
3.00 i 
i 
I Legend TitleGilbeft and. Hill (1973) 
, Subsonic Ejector 
- DREA Simulation 
0 Experim ental M easurem ents (estim ated 4 % uncertainty) !0 
:1 . . . .  Classical theoretical near field jet 
0 
@ 
@ 
! 
2.00 i " " 
I L 
i 
1.00 ! . . . .  , I ~ - - - ~  ~ '  
0.00 4.00 8.00 12.00 16.00 20.00 
normal ized streamwise location, x 
Figure 9. A comparison between the DREA simulation and experimental data of 
Gilbert and Hill [21] showing centerline velocity versus treamwise location with 
uncertainties (4%) estimated from the literature. 
From Figure 4, it is apparent hat the simulation provides a reasonable comparison to the 
experimental data over the entire range. Some deviation is observed in the mid region of the 
flow, where variable area shroud effects are especially important (and not precisely modelled). 
Fortunately, Gilbert and Hill [21] provide information on the experimental error and, more im- 
portantly, information on the associated uncertainty. Gilbert and Hill estimate their uncertainty 
to be on the order of 4%. 
6.3 .  Fernando and Menon [22]  
A second problem is a supersonic (Mach 2.5) and choked flow (Mach 1.0) mixing problem 
studied in [22]. This study involves a 2-d mixing layer developed by a 2-d slot ejector. Com- 
parison with experiment is good; however, the physical ocation of the shear layer is not exactly 
predicted. It is suspected that wave expansion/compression effects around the step are modify- 
ing the interface slipline. Wave effects are not contained with the first-order system defined by 
equations (35)-(39). (See Figure 10.) 
1464 L.J. DECHANT AND J. A. SEIDEL 
2.80 1 
2.40 i 0 
.~ 2.00 i 
Z ' 
N 1.6o 
Fernando and Menon Experiment (1993) 
Condition s: M 1 =2.5, M 2= 1.0; 
NPRI=5,g21, N PR2=0.602, T01=T02=Ta, A2/A 1=0.125 
Reference mixer (straight splitter pllte) 
"DREA" simulation (x/h0=0.179) 
• Experimental Measurements (x/h0=0.179) 
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F igure  10. A compar i son  between the DREA s imulat ion  and  exper imenta l  data  
of [22] showing  the Mach number  profi le for a slot mixer. 
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Figure 11. Mach number field: two stream subsonic mix. 
7. RESULTS:  MULT IPLE  STREAM SOLUTIONS 
In this section, we discuss a suite of test decks used to demonstrate the multiple stream 
capability of the multiple stream mixing differential equation solver. Our primary interest is 
in proper recovery of the initial conditions, physically acceptable mixing (here we imply mixing 
fields that physically make intuitive sense, e.g., transfer of high potential conservative quantities 
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Figure 12. Mach number field, three-stream subsonic mix. 
to regions of lower potential in a monotone manner). This problem is a two-stream subsonic 
validation problem used to show that the analytical models used in the multiple stream differential 
equation based mixed model properly recovers two stream mix problems. (See Figure 11.) 
In Figure 12, we present he Maeh number field for a three-stream, subsonic mixing problem. 
Unfortunately, experimental data is not available to compare with mixing computations. We can, 
however, perform an asymptotic test for large values of the streamwise variable. 
7.1. Asymptot i c  (Total ly M ixed Flow Test) 
An important est of flow conservation is to march the initial value problem to effectively 
complete mix out. At this point, the flow should recover ideal mixing as predicted using simple 
control volume theory, that by its very nature assumes complete mixing. This control volume 
theory is available within the DREA code suite and is described by [2,3] and others [23,24]. Here, 
we provide the Mach number as computed using control volume theory 'DREA output). 
Control volume computation 
MIXER SOLUTION 
SUBSONIC MACH = 7.063860537566057E-002 
Now, by way of comparison we perform a differential equation based mixing analysis, marching 
to a large streamwise value (here, x = 20 channel heights). DREA mixer computation for x >> ] 
is as ~llows. 
Y LOCATION 
0.000000 
0.333332 
0.625000 
0.900001 
0.055555 0.111111 0.166666 0.222221 0.277776 
0.388887 0.444442 0.499997 0.500003 0.562501 
0.687499 0.749997 0.750003 0.800002 0.850002 
0.950001 1.000000 
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MACH NUMBER 
0.068288 0.068288 0.068288 0.068288 0.068288 0.068288 
0.068288 0.068288 0.068288 0.068288 0.068288 0.068288 
0.068287 0.068287 0.068287 0.068287 0.068287 0.068287 
0.068286 0.068286 0.068286 
I 
I 
I 
I 
I 
I 
o ~ -J~ 
c?~=. 
0,09 
~ 0.08 
~ -0.07 
"0.05 
O.Od 
L "0.08 F'- 
0,02 
Figure 13. Mach number field, five-stream subsonic mix problem. 
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Figure 14. Mach number field, three-stream supersonic mix problem, 
Multiple Stream Superposition 1467 
Notice that the C.V. model and the mix model (for x >> 1) agree within 3%, indicating that the 
mix model is asymptotically correct. Figure 13 presents a five (5) stream subsonic mix problem. 
Figure 14 presents a three-stream supersonic mixing problem. 
The supersonic mix problem can also be expected to recover the control vohune based ideal 
mixing solution for x >> 1. The control volume model yields the following. 
Control volume solution 
MIXER SOLUTION 
SUBSONIC  MACH = 0.657430200694004 
SUPERSONIC  MACH = 1 .63765416032235 
Notice that two solutions are shown above: a supersonic value and a subsonic value. The 
existence of the two solutions directly corresponds with the two roots of the polynomials hown 
in equation (14). Here, we are interested in the supersonic solution. Mixing for x >> 1 (again 
z = 20 channel heights), we get the following. 
Y LOCATION 
0.000000 0.062499 0.124998 0.187498 0.249997 0.250003 
0.312502 0.375000 0.437498 0.499997 0.500003 0.555558 
0.611114 0.666669 0.722224 0.777779 0.833334 0.888890 
0.944445 1.000000 
MACH NUMBER 
1.625475 1.625475 1.625475 1.625475 1.625474 1.625474 
1.625474 1.625474 1.625473 1.625472 1.625472 1.625472 
1.625471 1.625471 1.625470 1.625469 1.625468 1.625467 
1.625466 1.625465 
Again, the C.V. model and the mix model (for x >> 1) agree within 3%, indicating that the 
mix model is asymptotically correct. Though experimental results are not directly available to 
confirm these results as they were in the less complex two-stream problem, preliminary results 
presented here are encouraging. 
8. CONCLUSIONS 
The differential reduced ejector analysis (DREA) code is a research tool valuable for modelling 
aerodynamic mixing. Here, we describe extension and implementation of a multiple stream 
differential equation based mixing model for the DREA model. One of the distinguishing features 
of the DREA model is a simple but high efficiency partial differential equation based flow fieht 
solver. Extension of the PDE solver for multiple stream flows has been shown to be possible (due 
in part to the transformed linear space where the analysis is performed). The ability to model 
multiple mixing and multiple stream entrainment provides the DREA code with the ability to 
simulate a wide range of propulsion systems. 
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