Abstract. We deal with singular multivariate AR systems and the corresponding AR processes. An AR system is called singular if the variance of the white noise innovation is singular. AR processes are the stationary solutions of AR systems. In the singular case AR processes consist of a linearly regular and a linearly singular component. The corresponding Yule-Walker equations and in particular the possible non-uniqueness of their solutions are discussed. A particular canonical form is presented. Singular AR systems naturally arise as models for latent variables in dynamic factor analysis.
1. Introduction. Autoregressive (AR) systems and autoregressive systems with exogenous variables (ARX) are perhaps the most widely used model classes in time series analysis. Here we deal with the multivariate AR case. Whereas it is usually assumed that the one-step-ahead prediction error variance is non-singular, the focus of this paper is on the case where this variance is singular. This singular case has been discussed in detail in [11] , [4] , [8] , [3] .
We consider AR systems (1.1) a(z)y t = ν t where y t are observed s-dimensional outputs, z is a complex variable as well as the backward-shift on the integers Z, i.e. z(y t |t ∈ Z) = (y t−1 |t ∈ Z), a(z) = I − a 1 z − ... − a p z p , a j ∈ R s×s and (ν t |t ∈ Z) is an unobserved s-dimensional stochastic process. Throughout we assume that (A1) a 0 is non-singular (A2) ν t is white noise, i.e.
• Eν t = 0
• Σ = Eν t ν ′ t does not depend on t • Eν s ν ′ t = 0, s = t and that (A3) ν t are the one-step-ahead forecast errors, i.e. Ey s ν ′ t = 0 for s < t.
To be more explicit, here we do not consider solutions of (1.1) with general white noise inputs, but construct the inputs from the outputs as their one-step-ahead forecast errors.
We call an AR system regular if Σ > 0 holds, otherwise an AR system is called singular. We can write where (ε t ) is white noise with Eε t ε ′ t = I. Singular AR systems naturally occur in linear dynamic factor models [2] , [5] , [8] .
Linear dynamic factor models are used to compress information contained in highdimensional time series both in time and cross-sectional dimension. In such models the observations are split into one part called latent variables, representing the comovements between the observed variables, and into a noise part representing the individual movements. The latent variables result from a linear dynamic transformation of a lower dimensional dynamic factor process, which can be chosen as white noise.
Thus, the latent variables have a singular spectral density showing that co-movements between the variables exist. Under suitable assumptions the latent variables may also be obtained from a linear static transformation of a static factor process. In general the dimension of the static factor process will be larger or equal to the dynamic factor process, but of smaller dimension than the latent variables. As can be shown, a static factor process has the same dynamics as the latent variables, see [5] .
Moreover, it can be shown, [1] , that in an appropriate rational setting the AR case is generic, i.e. the stable mini-phase factor of the spectral density of the latent variables has generically no zeros.
The paper is organized as follows: In section II we discuss stationary solutions of AR systems, which in general consist of a linearly singular and a linearly regular part.
In section III we deal with the Yule-Walker equations, which may have non-unique solutions. In section IV we choose a canonical representative as a particular unique solution of the Yule-Walker equations.
Solutions of AR systems.
A solution of (1.3) (on Z) is a stochastic process (y t |t ∈ Z) satisfying (1.3) for given (a(z), b) and (ε t ). It is well known and easy to see that the set of all solutions of (1.3) consists of one particular solution plus the set of all solutions of the homogeneous equation
A special particular solution, depending only on the transfer function a −1 (z)b and (ε t ) will be discussed below.
Clearly, the solution set is not changed by premultiplying (1.3) by a constant non-singular matrix. In this sense, the normalization (A4) a 0 = I is no restriction of generality and will be used throughout the paper. Also note, that, due to (A1), for any initial conditions y −1 , ..., y −p , a forward solution on N 0 = {0, 1, 2, ...} can be calculated by iteration.
(A1) implies, but is not equivalent to det a(z) ≡ 0; the latter is equivalent to say that there are no redundant equations in (1.3).
Without imposing (A3), stationary non-causal solutions may occur. However, this is ruled out by (A3). If the stability condition
holds, then a −1 (z) can be expanded into a power series converging in a disc containing the unit circle
Note that (2.3), defined in this way, gives a causal and stationary solution
To be more general, note that the pair (a(z), b) is always left co-prime for regular AR systems, but not necessarily so for singular AR systems. However, (see [3] We call a (weakly) stationary solution of an AR system an AR process. Note that the solution (2.4) has a rational spectral density (2.5)
where * denotes the conjugate transpose. The spectral density f y is regular if the AR system is regular and singular if the AR system is singular. Note that the spectral density (2.5) of the solution (2.4) has constant rank r for all λ. Thus, if we commence from the spectral density f y , f y can be factorized (see e.g. [12] , [9] ) as
where
is rational, has no poles for |z| ≤ 1, and has no finite zeros at all. Thus the solution process (2.4) corresponds to Wold representation. In particular, this shows that (y r t ) is linearly regular. In addition, for given f y , k(z) is unique up to right multiplication by a constant orthogonal matrix. Applying a(z) from the left on y t , we obtain a(z)y t = a(z)y r t since the right hand side of (1.3) is linearly regular and a(z)y s t is linearly singular. In addition the spectral density of a(z)y r t would be singular at the frequencies corresponding to the zeros on the unit circle, whereas the spectral density of ε t is non-singular for all frequencies, which is a contradiction. If det a(z) has a zero inside of the unit circle then a −1 (z) has no convergent power series expansion containing the unit circle and thus (A3) is not satisfied. 
holds and thus, since x t is stationary too, the Ljapunov-equation
holds. Assume that A is not stable, i.e. it has at least one eigenvalue λ, |λ| ≥ 1, and a corresponding eigenvector x such that
If |λ| > 1 were true then for the equation (2.9) to hold x ′ Γ x x has to be zero and
Therefore,
is not of full rank and thus not left co-prime. Let
. Thus we find a left co-prime pair (ã(z), b) (see [5] )
Now let us consider general (stationary) solutions of equation (1.3) (compare to [6] ). Remember that every stationary process y t has, according to Wold decomposition, a uniquely defined linearly regular part y As it is immediate to see, the one-step-ahead prediction errors of y t and a(z) −1 bε t are the same, as the homogeneous solution can be predicted without error.
Thus ε t in y r,w t and in a(z) −1 bε t can be chosen to be the same. Let y r,w t = ∞ j=0 w j ε t−j and a(z) −1 bε t = ∞ j=0 k j ε t−j , then, as k 0 ε t is the one-step-ahead prediction error for a(z) −1 bε t and w 0 ε t is the one-step-ahead prediction error for y r,w t , we have w 0 = k 0 . Considering the two-step-ahead prediction errors we obtain w 1 = k 1 , and so on. Thus y r,w t = a(z) −1 bε t .
Remark 1. Note that we have not assumed a-priori that the homogeneous solution y h t is stationary. By the proposition above however this solution has to be stationary and orthogonal to a(z) −1 bε t whenever y t is stationary.
Now we consider stationary solutions of the homogeneous equation (2.1). The homogeneous equation (2.1) has (non trivial) stationary solutions if and only if det a(z) = 0 for some z with |z| = 1. From the formula for the transformation of spectral measures corresponding to linear transformations of the underlying processes (see e.g.
[12]), we obtain
where F y (dλ) denotes the spectral measure of a homogeneous solution. From this it is immediate to see that a stationary solution must have a spectral distribution function which can only have jumps at frequencies λ j corresponding to the zeros of det a(z) = 0 on the unit circle and is constant elsewhere. Thus the solution must be a so called harmonic process (see [7] ). A real-valued (weakly) stationary harmonic process is of the form 
Here e.g. the first row of (a 1 , ..., a p ) gives the coefficients of the projection of y
t , i.e. the first element of y t , on the space spanned by the entries of y t−1 , ..., y t−p in the Hilbert space of square integrable random variables and Σ ν is the variance of the one-step-ahead forecasting error, i.e. of ν t = y t − (a 1 , ..., a p )(y 4. A Canonical Form for Singular AR Systems. Note that in general for a given system its solution is not unique, in the sense that the linearly regular part is uniquely determined by the transfer function and the ε t , but the linearly singular part in general depends on the choice of the initial values. On the other hand, a given process y t does not yield a unique AR system if Γ p is singular. For given covariances γ 0 , ..., γ p consider the class of all AR systems (a(z), b) for which initial values exist, such that the corresponding solution of the AR system yields again the same covariances. Here the problem of selecting a unique representative will be discussed.
We commence from an AR model (4.1) y t = a 1 y t−1 + ... + a p y t−p + bε t where bε t are the one-step-ahead prediction errors. The vector x t−1 = (y
′ is a state for the state space system
and C = (a 1 , ..., a p ). The state process (x t ) is stationary, since (y t ) is stationary by assumption. Now we select a state of smaller dimension in two steps.
Step 1: Select the first basis of elements y Let S 1 be a selector matrix such that S 1 x t−1 forms the basis described above. Using the corresponding rows in Γ p , a unique solution of the Yule-Walker equations, say (a 1 , ..., a p ) is obtained, where the columns of a j not corresponding to basis rows are set equal to zero. The corresponding a(z) is uniquely defined in this way, because the elements of S 1 x t−1 are linearly independent.
Step 2:
Now note that we may still reduce the dimension of S 1 x t−1 because some of its elements may not be used in expressing any predictor, no matter what prediction horizon (actually, only prediction horizons from 1 to p have to be checked). The state obtained by omitting these never used elements from the basis is denoted by Sx t−1 . Again, there are no "holes": Consider Proof. The proof easily follows from the fact that the eigenvalues ofĀ correspond to the zeros of the determinant of a left co-prime matrix fraction description of the transfer functionā −1 (z)b and that by construction the degree of detā(z) is smaller or equal to n = s i=1 n i . Remark 2. Note that the state space system (4.5) is not necessarily minimal. This is true for two reasons. First, the usual notion of minimality of state space systems is related to observational equivalence via transfer functions and does not take into account the linearly singular component of the observed process. For example, if y t is purely linearly singular (and non-trivial) our corresponding state space system would necessarily have state dimension larger than zero but can never be reachable and thus not minimal.
Second, even if y t is purely linearly regular, the case in which the system (4.5) is reachable by theorem 4.1, then the system (4.5) is still not necessarily observable since in our construction we have only removed zero columns from the observability matrix. This can be seen from the following example. 
5.
Conclusions. In this contribution we have discussed certain aspects of multivariate singular AR systems. In particular we analyzed the set of solutions of such systems and the set of solutions of the corresponding Yule-Walker equations. Finally we suggested a special unique solution for the case where the Yule-Walker equations have no unique solution.
