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Introduction: In small animal studies multiple imaging modalities can be com-
bined to complement each other in providing information on anatomical structure
and function. Non-invasive imaging studies on animal models are used to monitor
progressive tumor development. This helps to better understand the efficacy of
new medicines and prediction of the clinical outcome. The aim was to construct
a framework based on longitudinal multi-modal parametric in vivo imaging ap-
proach to perform tumor tissue characterization in mice. Materials and Meth-
ods: Multi-parametric in vivo MRI dataset consisted of T1-, T2-, diffusion and
perfusion weighted images. Image set of mice (n=3) imaged weekly for 6 weeks
was used. Multimodal image registration was performed based on maximizing
mutual information. Tumor region of interested was delineated in weeks 2 to
6. These regions were stacked together, and all modalities combined were used
in unsupervised segmentation. Clustering methods, such as K-means and Fuzzy
C-means together with blind source separation technique of non-negative matrix
factorization were tested. Results were visually compared with histopathological
findings. Results: Clusters obtained with K-means and Fuzzy C-means algo-
rithm coincided with T2 and ADC maps per levels of intensity observed. Fuzzy
C-means clusters and NMF abundance maps reported most promising results
compared to histological findings and seem as a complementary way to asses
tumor microenvironment. Conclusions: A workflow for multimodal MR para-
metric map generation, image registration and unsupervised tumor segmentation
was constructed. Good segmentation results were achieved, but need further
extensive histological validation.




Uvod Eden izmed pomembnih stebrov znanstvenih raziskav v medicinski dia-
gnostiki predstavljajo eksperimenti na živalih v sklopu predkliničnih študij. V
teh študijah so eksperimenti izvedeni za namene odkrivanja in preskušanja novih
terapevtskih metod za zdravljenje človeških bolezni. Rak jajčnikov je eden izmed
glavnih vzrokov smrti kot posledica rakavih obolenj. Potreben je razvoj novih,
učinkoviteǰsih metod, da bi lahko uspešneje kljubovali tej bolezni. Časovno okno
aplikacije novih terapevtikov je ključni dejavnik uspeha raziskovane terapije. Tu-
morska fiziologija se namreč razvija med napredovanjem bolezni. Eden izmed
ciljev predkliničnih študij je spremljanje razvoja tumorskega mikro-okolja in tako
določiti optimalno časovno okno za apliciranje razvitega terapevtika z namenom
doseganja maksimalne učinkovitosti.
Slikovne modalitete so kot raziskovalno orodje postale izjemno popularne v bi-
omedicinskih in farmakoloških raziskavah zaradi svoje neinvazivne narave. Pred-
klinične slikovne modalitete imajo nemalo prednosti pred tradicionalnim pristo-
pom. Skladno z raziskovalno regulativo, tako za spremljanje razvoja tumorja skozi
dalǰsi čas ni potrebno žrtvovati živali v vmesnih časovnih točkah. Sočasno lahko
namreč s svojim nedestruktivnim in neinvazivnim pristopom poleg anatomskih
informacij podajo tudi molekularni in funkcionalni opis preučevanega subjekta.
Za dosego slednjega so običajno uporabljene različne slikovne modalitete. Pogosto
se uporablja kombinacija več slikovnih modalitet, saj so medsebojno komplemen-
tarne v podajanju željenih informacij. V sklopu te naloge je predstavljeno ogrodje
za procesiranje različnih modalitet magnetno resonančnih predkliničnih modelov
z namenom karakterizacije tumorskega tkiva.
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Metodologija V študiji Belderbos, Govaerts, Croitor Sava in sod. [1] so z upo-
rabo magnetne resonance preučevali določitev optimalnega časovnega okna za
uspešno aplikacijo novo razvitega terapevtika. Poleg konvencionalnih magnetno
resonančnih slikovnih metod (T1 in T2 uteženo slikanje) sta bili uporabljeni tudi
perfuzijsko in difuzijsko uteženi tehniki. Zajem slik je potekal tedensko v ob-
dobju šest tednov. Podatkovni seti, uporabljeni v predstavljenem delu, so bili
pridobljeni v sklopu omenjene raziskave. Ogrodje za procesiranje je narejeno
v okolju Matlab (MathWorks, verzija R2019b) in omogoča tako samodejno kot
ročno procesiranje slikovnih podatkov.
V prvem koraku je pred generiranjem parametričnih map uporabljenih modali-
tet, potrebno izluščiti parametre uporabljenih protokolov iz priloženih tekstovnih
datotek in zajete slike pravilno razvrstiti glede na podano anatomijo. Na tem
mestu so slike tudi filtrirane in maskirane. Filtriranje je koristno za izbolǰsanje
razmerja med koristnim signalom (slikanim živalskim modelom) in ozadjem, saj
je skener za zajem slik navadno podvržen različnim izvorom slikovnega šuma.
Uporabljen je bil filter ne-lokalnih povprečij Matlab knjižnice za procesiranje
slik. Prednost maskiranja se potrdi v naslednjem koraku pri generiranju parame-
tričnih map, saj se ob primerno maskiranem subjektu postopek bistveno pospeši
z mapiranjem le na želenem področju.
Za izdelavo parametričnih map je uporabljena metoda nelinearnih najmanǰsih
kvadratov. Z modeliranjem fizikalnih pojavov uporabljenih modalitet tako pred-
stavimo preiskovan živalski model z biološkimi parametri. Le-ti se komplemen-
tarno dopolnjujejo v opisu fizioloških lastnosti preučevanega modela na ravni
posameznih slikovnih elementov.
Ključen gradnik v uspešnem dopolnjevanju informacij posameznih modalitet
je ustrezna poravnava parametričnih map. Posamezne modalitete so zajete za-
poredno, ob različnih časih. Skeniranje vseh modalitet posamezne živali skupno
traja več kot eno uro. Med zajemom slik tako navkljub uporabi anestetikov pri-
haja do majhnih premikov živali. V kolikor ti premiki niso pravilno upoštevani,
prihaja do napačnih interpretacij skupnih informacij večih modalitet. Premiki
živali znotraj modalitet so bili modelirani kot toge, med različnimi modalitetami
pa kot afine preslikave. Poravnava slik je izvedena z lastnimi Matlab funkcijami
ali z uporabo funkcij iz odprtokodnega ogrodja za procesiranje slik Elastix.
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Z namenom karakterizacije tumorskega tkiva so bile uporabljene metode ne-
nadzorovanega razčlenjevanja. Bistvo razčlenjevanja je v združevanju posameznih
slikovnih elementov v segmente. Elementi si morajo biti po izbranem kriteriju do-
volj medsebojno podobni in se hkrati razlikovati od elementov drugih segmentov.
Za razgradnjo so bile izbrane tri metode: metoda K-tih povprečij, kot ena izmed
enostavneǰsih; metoda mehkih C-tih povprečij, s prednostjo mehke razčlenitve;
in kot zadnja, nenegativna matrična faktorizacija. Slednja ponuja pogled na
razčlenitev tkiva kot produkt tipičnih več-modalnih značilk in njihove obilice za
vsak posamezni slikovni element. Za potrditev izvedenega razčlenjevanja z ome-
njenimi metodami je bila izvedena vizualna primerjava z rezultati histopatološke
analize.
Rezultati Na ustvarjene parametrične mape je imela poravnava slik znotraj
posameznih modalitet velik vpliv. Zaradi dolgotrajnega zajema T1 uteženih slik
nemalokrat prihaja do premikov živali, kar brez pravilne poravnave slik nega-
tivno vpliva na mapiranje modalitet in kasneǰso segmentacijo slik. Generirane
mape imajo majhno odstopanje od tistih, narejenih s standardno uporabljenimi
odprtokodnimi programi. Klastri pridobljeni z metodama K-tih in mehkih C-tih
povprečij dobro sovpadajo z razčlenbami glede na njihovo inteziteto pri T2 in
ADC mapah. Najobetavneǰse rezultate po primerjavi s histološkimi izsledki po-
dajata metoda mehkih C-povprečij in nenegativna matrična faktorizacija. Njuni
segmentaciji se dopolnjujeta v razlagi tumorskega mikro-okolja.
Zaključek Z izgradnjo ogrodja za procesiranje slik magnetne resonance in
segmentacijo tumorskega tkiva je bil cilj magistrske naloge dosežen. Za-
snova ogrodja omogoča poljubno dodajanje drugih modalitet in uporabo drugih
živalskih modelov. Rezultati razčlenitve tumorskega tkiva so obetavni, vendar je
potrebna nadaljna primerjava z rezultati histopatološke analize. Možna nadgra-
dnja je izbolǰsanje robustnosti poravnave slik z uporabo modela netoge (elastične)
preslikave. Prav tako je smiselno preizkusiti dodatne metode nenadzorovane se-
gmentacije in dobljene rezultate primerjati s tukaj predstavljenimi.
Ključne besede: multiparametrična MR, poravnava in vivo slik, segmentacija tkiva
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4.16 A:Ktrans map [0,0.6] min
−1, B:wash in slope map [0,1], C:vp map [0,1], D:
Time-to-peak map [0,180] frames, E: ve map [0,1], F:wash out slope map [0,-1],
G:kep map [0,0.6] min
−1, H:reference anatomical frame of tissue of interest.
Quantitative and semi-quantitative parameter maps obtained from the DCE
weighted sequence are shown. CA (0.2 – 0.4 mmol/kg, Magnevist-Bayer) is
injected as a bolus after the first few frames during dynamic imaging (Fast-
Low-Angle-Shot sequence, frame period: 2.65 ms). The quantitative parametric
maps shown here were generated with the AIF proposal presented in Figure 4.11.
Ktrans, volume transfer and kep, the reflux rate are expressed in min
−1, while
fractional plasma volume vp and the fractional extravascular extracellular space
volume ve have no unit (physiologically limited to amount of 1). The frame
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1 Introduction
Experiments involving animals present an important part of scientific research. In preclinical
research animal models are deployed to facilitate the investigation of mankind diseases and
aid in advancement of new therapeutic strategies. The majority of experiments take place on
rodents, as they are easy to breed and share basic biology and chemistry with humans. Cancer
for instance accounts as one of the major causes in disease related deaths. To successfully battle
the disease it is vital to develop new effective treatments. In order to deliver novel therapeutics
optimally (e.g. in an optimal time window for maximum efficacy and effectiveness), one must
understand the complexity of tumor micro-environment evolution as the disease progresses.
Small animal imaging is a fundamental pillar in preclinical research work, serving to confirm
proof of principle in animal models. It has become increasingly popular in biomedical, genetic,
toxicologic and pharmacologic research. Preclinical imaging offers remarkable advantages over
conventional techniques, due to its non-invasive and non-destructive nature, such as simultane-
ously providing molecular, functional and anatomical information. Use of non-invasive in vivo
imaging techniques has raised the use of animal models in preclinical drug development to a new
level, enabling quick and efficient drug efficacy screening. Different imaging modalities are used
to provide information on anatomical structure and function. Each individual imaging modality
has its intrinsic advantages and disadvantages, each gathering different kinds of information,
which most often provide complementary perspective of the imaged tissue. The non-invasive
nature of imaging helps to alleviate potential pain and distress in research animals, while also
enabling one to address several questions concerning drug discovery and development. In vivo
imaging technologies, such as magnetic resonance imaging (MRI), positron emission tomography
(PET), single-photon emission computer tomography (SPECT), computer tomography (CT)
and others, provide new image-based evidence in drug discovery and aid in early assessment
and successful translation of drug development into clinic. Combinations of high-resolution
modalities (MRI, CT) and other techniques, providing highly sensitive functional information
(PET, SPECT) have become a major cornerstone in preclinical research and modern drug de-
velopment. In the past, analysis of normal and pathologic conditions as well as tumor growth
and physiology was bound to invasive methods. Animals had to be sacrificed at predefined
time points to perform longitudinal studies. In line with the animal research regulatory efforts
to reduce, replace and refine, also known as the principle of 3Rs, today by using non-invasive,
quantitative imaging assessments, the number of subjects needed for the evaluation of treat-
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ment can be reduced as modern imaging techniques allow for repeated monitoring of multiple
parameters longitudinally [2]. An added benefit is also that more data points are gained en-
hancing statistical measures. Although several imaging modalities exist, MRI remains superior
in many ways. It offers a relatively high soft tissue resolution of organs located far beyond
the surface. With help of an additional application of contrast agent delineation of pathologic
processes like inflammation or tumor perfusion can be achieved. [1], [3]–[7].
The aim was to construct a framework based on longitudinal multi-modal parametric in vivo
imaging approach to enable unsupervised tumor tissue characterization in mice using an ovarian
cancer xenograft model. The framework was bulit on several key components. Firstly, the scan
parameters needed to be extracted and the raw MRI frames needed to be reordered. At this
stage also de-noising and masking of the frames was performed. Following the preprocessing step
is the creation of the parametric maps. The data, presented in this thesis, was obtained using
different MRI sequences to fully exploit their complementary relations. The techniques used
are in more detail presented in 2.1.1. Image registration was then performed within, as well as
between modalities. Several unsupervised classification methods were applied to obtain tumor
tissue segmentation. A visual comparison between the results of the histopathological analysis
of the tumor tissue and the achieved tissue segmentation, using the presented framework was
done.
2 Background
2.1 Working principles of MRI
Magnetic resonance imaging is a non-invasive medical imaging technique using the advantage
of the physical phenomenon of nuclear magnetic resonance (NMR) to provide anatomical and
physiological details of the investigated tissue. MRI exploits that under influence of an exter-
nally applied strong magnetic field certain atomic nuclei can absorb and emit energy. MRI is
based on a quantum mechanical property called spin. Spin can essentially be viewed as the net
magnetic moment of protons. Different atoms exhibit it, such as hydrogen (11H), carbon (13C),
fluorine (19F ) and phosphorus (31P ). Routinely used in preclinical work is hydrogen, because
it is the main naturally abundant atom with magnetic properties in biological tissues at all
levels and is therefore considered in this thesis. Zero net magnetization is observed in a normal
scenario, as the hydrogen nuclei are randomly oriented and their magnetic field cancel each
other. However, in case when a strong external magnetic field B0 is applied, the nuclei spins
align parallel or antiparallel with this primary field B0 (see Figure 2.1). The lowest energy level
at room temperature corresponds to parallel alignment, meaning a slight majority of spins will
align parallel to B0. In dynamic equilibrium this results in a macroscopic magnetic moment
M > 0 oriented in the same direction as the external magnetic field B0.
In resting state (or equilibrium) the spins of hydrogen nuclei are said to precess along
the direction of the net magnetization M. The rate of precession is proportional to the applied
magnetic fieldB0. The relationship between the frequency of precession and the applied external
magnetic field B0 is given by the Larmor equation as:
f0 = γ ·B0 (2.1)
where, f0 is the frequency of precession, called Larmor frequency, and γ is the gyromagnetic
ratio unique to each type of atom. For B0=1 tesla (T) the Larmor frequency f0 for hydrogen
(11H) is approximately 42.57 MHz.
To be able to measure the precession, an oscillating magnetic field B1 in the form of a radio
frequency (RF) pulse is applied in a plane perpendicular to B0. If the frequency of the applied
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Figure 2.1: Graphical representation of precessing spins under an external mag-
netic field B0 and the resulting net magnetization vector M [8].
RF pulse matches the Larmor frequency of the hydrogen nucleus, some of the hydrogen nuclei
in the low energy state will absorb the applied energy and jump to the high energy (unstable)
state. In this way a net magnetization in the transverse direction from the longitudinal direction
of equilibrium state is created as energy is absorbed, as shown in Figure 2.2. Upon removing
the RF pulse, the hydrogen nuclei will, while emitting energy, return back to the equilibrium
state. The time needed to reassume the normal state is called relaxation time.
The relaxation mainly consists of three types: T1- or spin-lattice relaxation, T2- or spin-spin
relaxation and T ∗2 - relaxation.
Transverse Relaxation Followed by a 90° RF pulse, relaxation in the transverse plane
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Figure 2.2: Illustration of change in the direction of magnetization vector M after
applying the RF pulse [8].
A time constant T2 describes the magnetization in the transverse direction, which after the
RF pulse gradually (as an exponential) decays towards 0. T ∗2 relaxation describes the combined
effect of T2 relaxation and additional factors (e.g. local magnetic field inhomogeneities) that
result in a decay rate greater than T2.
Longitudinal Relaxation Pointing along the z-axis (by convention), magnetization is
aligned with the main static magnetic field B0. The return to longitudinal thermal equilibrium







where Mz is the magnetization in the z direction and M0 is its equilibrium value. With a
90° pulse, the solution is Equation (2.5):
Mz(t) = M0(1− e−t/T1) (2.5)
A time constant T1 describes the rate of restoration the longitudinal direction of magnetic
components after the RF pulse. In different tissue different values are observed, as the energy
is transferred from protons to the surroundings, the lattice.
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Figure 2.3: Schematic overview of T1− and T2− relaxation phenomena with re-
lation to the applied RF pulse [9].
Different tissues are composed of different hydrogen abundances, therefore different contrast
is obtained as they show different relaxation rates. Protocols using varying pulse sequence
parameters are exploited to improve the contrast. Parameters such as echo time (TE) and
repetition time (TR) are used to obtain MRI images with different contrast between tissues.
The echo time is defined as the time between the RF excitation pulse and the peak in the MR
signal induced in the receiver coil. The repetition time is the time between successive pulse
sequences, determining the recovery of longitudinal magnetization after applying each pulse.
The next sections will briefly discuss the MRI techniques used in this thesis. For a more
complete and detailed explanation the reader is referred to other sources of literature [9]–[15].
2.1.1 Multimodal MRI
T1-weighted imaging It is one of the basic pulse sequences in MRI. To achieve it, by
using for instance a spin echo sequence, the contributions due to T2 and spin density need to
reduced ; thus both repetition time and echo time should be short. The short TR ensures that
there are maximum differences in the longitudinal recovery between tissues with different T1
relaxation times; and the short TE ensures that transverse magnetization does not de-phase
appreciably and lose these differences.
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Realigning fast with its longitudinal magnetization with B0, fat appears bright on a T1-
weighted image in comparison to slower longitudinal magnetization realignment of water, which
appears dark. To provide high sensitivity (contrast) in detecting vascular tissue by improving
contrast in certain tissue types, T1-weighted imaging is often combined with a contrast agent
(CA) that shortens T1, due to its paramagnetic properties as described in Solomon-Bloembergen
equation (Equation (2.6))[15]. Although this theoretical assumption is quite simple (direct
proportion of contrast agent ions to the change in 1/T1, sometimes also noted as R1) it was






+ rCA · C[CA] (2.6)
T2-weighted imaging Another basic pulse sequence commonly used, highlighting the
differences in the T2 relaxation time of tissues is T2-weighted imaging. A T2-weighted sequence
relies upon the transversal relaxation of the magnetization vector. Therefore it requires a long
TE and long TR. Tissues like fat appear hypo-intense (dark), whereas fluid appears hyper-
intense (bright).
Perfusion-Weighted Imaging Perfusion-weighted imaging (PWI) is an MRI tech-
nique that provides additional insight into perfusion of blood in tissues, one example is using
dynamic imaging. Perfusion is defined as the fluid passage through a circulatory system to an
organ or tissue. It is usually referred to as the steady-state blood delivery to an area. Several
different PWI techniques exist that address the haemodynamic parameters of a tissue. In this
study dynamic contrast-enhanced (DCE) MRI was used for characterizing tissue function and
viability, as micro-circulation and micro-vasculature of unhealthy tissue (e.g. tumors) differs
from healthy tissue.
Dynamic Contrast-Enhanced Imaging DCE-MRI has been demonstrated in
numerous experimental and clinical studies to aid in characterizing tissue vascularization [16],
[17]. A serial acquisition of images before and after the intravenous injection of a paramagnetic
CA is done to detect the passage of contrast agent through a given tissue. The contract
agent injected alters the local tissue relaxation rates. These changes are detected with the
dynamic scan and used in quantifying the haemodynamic parameters. Apart from quantitative
analysis, also simple visual assessment, including pattern of uptake (peaking, progressive or
plateau) or semi-quantitative (including wash-in, peak enhancement and wash-out rates) can
be performed. In DCE T1-weighted images are used, where permeability parameters like transfer
constant (Ktrans) and rate constant (kep) are modelled according to the selected tissue model.
By disturbing the local magnetic field well perfused regions will appear brighter, as a result
of decreased T1 and thus forming a parametric map calculated on the basis of an appropriate
tracer-kinetic model. A sufficient temporal resolution is required in order to successfully capture
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the MR signal intensity variation as a response of the CA entering a tissue. Figure 2.4 illustrates
the ideal theoretical model of CA injection and passing, comparing it with its analogue in
practice.
Figure 2.4: A comparison between an idealized ultra narrow bolus supplying the
CA into the artery and its real predicted form (left side top & bottom) is shown. A
bolus is the preferred choice to infusion as valuable information are also contained
in the early enhancement stage (wash-in period). Tissue relaxivity constant R(t)
(top right) is derived from the response to the contrast passing (bottom right)
[18].
By analysing this variation, tissue determined quantitative physiological parameters related
to blood flow can be obtained. Building on the relation described in Equation (2.6), to success-
fully perform such an analysis it is beneficial to fulfil three main requirements (desired, but not
mandatory): 1) prior to administering the CA a map of native T1 values should be obtained;
2) acquisition of T1-weighted images following CA introduction is needed to assess the kinetics
of CA entry and exit into the tissue examined; 3) the so-called arterial input function (AIF),
which represents the change of CA concentration in time in blood plasma needs to be estimated.
To allow for deriving physiological meaningful parameters with mathematical analysis, a
capillary model that describes the underlying biology must be developed. Pharmacokinetics
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analysis is build on several key assumptions one of which is, that tissue (on an imaging voxel
size) is viewed as being one or more compartments, into and out of which CA can dynamically
flow. A compartment may be defined as a bounded space that the CA can occupy and whose
volume remains constant on the time scale of the imaging procedure. The concentration within
this volume at any given time is supposedly spatially uniform (well-mixed). The choice of this
model is further discussed in the Section 3.2.2.
Diffusion-weighted imaging Diffusion-weighted imaging (DWI) is a form of MR imag-
ing based upon measuring the random Brownian motion (driven by thermal energy) of water
molecules within a voxel of tissue. Diffusion on a molecular level in tissues is not free, but rather
reflects interactions with surrounding obstacles. The fundamental idea behind this technique
is to asses how water molecules are able to diffuse in the examined region (diffusion rate and
direction), as DWI reflects the net diffusion of water in a specific time window in a specific
direction. Two diffusion-encoding gradients are added to the MRI setting to obtain images.
They are equal in duration and magnitude but opposite in phase. Firstly, a dephasing gradient
is applied bringing the protons being out of phase along the gradient direction. If there is
no diffusion, the dephasing caused with the first pulse is completely reversed with the second
pulse. However, if the water molecules have moved during the time between the two pulses, the
rephasing of the MR signal will be incomplete, resulting in a decrease in the measured signal.
DWI signal contrast can be quantified in terms of diffusion rate by generating apparent
diffusion coefficient (ADC) maps. They can serve as a tool for assessment of disease stage and
progression as water diffusion can be restricted in intracellular and extracellular compartments.





where S(TE) is the acquired signal, S0 is the signal without diffusion weighting, b repre-
sents the combination of all diffusion-sensitizing parameters and ADC is the apparent diffusion
coefficient and can be derived from this relation as the parameter of interest.
Parametric ADC map has the potential to provide information about the tumor micro-
environment, as cancerous tissue has a high signal in DW images with restricted diffusion,
resulting in low intensity in the ADC maps. A disadvantage of the technique is the long
scanning time needed to ensure sufficient spatial resolution, so it is usually complemented with
high resolution T2-weighted images.
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Figure 2.5: Diffusion-weighted spin echo sequence. The spin echo sequence is
modified by the addition of two gradient pulses (blue blocks) which induce and
then reverse a spatially-dependent phase shift. Stationary spins are not affected
by the paired gradients, but diffusing spins are dephased [19].
Artefacts in MR Imaging Information captured with MRI is not immune to imperfec-
tions that might occur with inaccurate assumptions and numerical approximations and is thus
often not unambiguous. Deviations from perfect conditions with some other contributing fac-
tors present themselves as artefacts in the acquired images. Mostly present in preclinical work
are artefacts as a result of motion. If can be periodic, such as breathing, heart beats, pulsating
blood vessels or random, like for instance animal movement. If the motion is relatively slow,




Magnetic resonance images are exposed to different noise sources that degrade image quality
and the information carried. Here discussed, is only the non subject related noise, generated
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when capturing signal information to form an image. Noise in the MR signal is considered
as an additive, complex and uncorrelated contribution. According to the standard paradigm,
signal intensities follow a Gaussian distribution with zero mean in both, the real and imaginary
components of the raw (true, i.e. noiseless) signal, that, when working with magnitude images
conveys the MR pixel intensities as Rician distributed. The main concept of Rician probability
density function in MRI (often misinterpreted in the literature [21]) is, that the Rician noise
contributions will change in pixel to pixel, even when comparing frames using the same modality,
but for instance at different TE. This states dependence on both the true magnitude of the signal
as well as the Gaussian noise contribution to the pixel in question [21]. Further discussion on
the selection of filtering and enhancement methods is continued in Section 3.3
2.2.2 Image registration
A crucial part when combining information from different imaging modalities is the registration
process. The goal of image registration is to overlay one image on top of the other producing
the best spatially aligned image. Such an aligned stack of registered images provides more
information than each image alone, if sufficient registration is achieved. However, there exist
no unique technique capable of working in all circumstances. When constructing a framework
for image registration several aspects need to be discussed [10]:
 A transformation model defining the geometric transformation between the images. The
choice must be based on some prior knowledge in a sense of which deformations are
plausible.
 A similarity metric used to measure/evaluate the misalignment between images.
 An optimization protocol to maximize the similarity metric by minimizing misalignment
with some objective function.
 A validation protocol to measure the accuracy and performance of the selected optimiza-
tion based algorithm used for registration.
Transformation In three dimensions, a transformation T : (x,y,z) ↦−→ (x′, y′, z′) that
maps any point in the source image to a corresponding point in the target image is sought in
the image registration process. The transformation model can be simple (rigid or affine models)
or a more complex (deformable/elastic models). The choice of the model should be as simple as
possible, while still accounting for the possible deformations to achieve fast computation times
related to the number of parameters optimized in the algorithm. For the task described in this
thesis an affine (between modalities) and rigid (within modality) global transformation model
were assumed.
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Rigid model A rigid transformation model (Equation (2.8)) is the most constraint by
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where tx,ty,tz define translation, rij determine the rotation about each axis. Only global
translation and rotations are assumed.




sx 0 0 0
0 sy 0 0
0 0 sz 0
0 0 0 1
⎞⎟⎟⎟⎠ (2.9)
where sx,sy,sz determine the scaling along separate axis.
A shear (tilting) can be expressed as
Txyshear =
⎛⎜⎜⎜⎝
1 0 hx 0
0 1 hx 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎠ (2.10)
Affine transformation model (Equation (2.11)) is yield when rigid transformation is com-
bined with scaling and shearing as
Taffine(x,y,z) = Trigid ·Tscale ·Txyshear · (x, y, z, 1)
T (2.11)
Metric selection Two main approaches to choosing the registration basis, measuring the
extent of alignment of images are pixel-based and feature-based similarity metrics. Feature-
based metrics rely on matching distinct features: point, edges or lines found in both images.
Best alignment is found by maximizing the correspondence of matched pairs liked for instance
minimizing the distances between each matching pair. To implement this, highly specific fea-
tures need to be extracted and matched, which is not feasible for all aspects of medical imaging,
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but used in MRI brain imaging for instance where atlas images may be used as reference [22].
To avoid errors with landmark detection and segmentation, therefore it is best suited to use
image intensities pixel-wise directly with dataset used in this thesis.
Phase Correlation Prior to using optimization-based algorithms to register images,
phase correlation can be used for a preprocessing step of finding gross alignment, since it
is complimentary to the before mentioned approaches in image registration. As an objective
proposal, benefiting from not requiring an user determined initializing estimate to speed up the
registration process, this technique can provide a rough estimate of the misalignment (transla-
tion, rotation and scale displacements) and feed it as an initial condition to the optimization-
based algorithm of our choice to find precise alignment. This registration method is based on
the Fourier transform theorem of shift invariance. The misalignment of two images can be
observed as a translation of the Fourier power spectrum when switched to polar coordinates.
In line with this, we aim at registering two and more images that are not identical, but
rather similar (inter-modal differences), meaning sometimes the best alignment transformation
estimate may not be found. This can be easily checked by comparing the MI metric prior
and after applying this estimate and judge accordingly. The main limitations of the phase
correlation method is that it produces only an estimate, as it is scale insensitive (only scale
difference in the range [1/4, 4] can be handled successfully) and it is unable to detect shear
distortions. Though because of the quickness of the process it still present itself as a handy
method [23].
Multi-modal approach When fusing different modalities where each modality has spe-
cific advantages and shortcomings, the multimodal algorithms focus on finding best correspon-
dences between images that are in general different to mono-modal ones. Imaging techniques
may have completely unrelated parameters such as: Field-Of-View (FOV), pixel size, pixel
(frame) spacing, dynamic range and sensitivity to artefacts, making registration a tough chal-
lenge [24]. FOV must be overlapping (at least partial) so registration of images is possible.
The matching criteria of mutual information (MI) was first linked to the area of image
registration independently by Collignon et al. [25] and by Viola et al. [26]. The principle
was extended to the use with multi-modal medical images by Maes et al.[27]. Taken from
the information technology, MI is a concept measuring the statistical dependence between two
random variables (the amount of information one variable has about the other). If two images
are geometrically aligned, the MI registration criteria states that the mutual information of
image intensities of corresponding pixels would be maximal. Making no limiting assumptions
on the nature of this relation (usually data-dependent) makes it suitable to use with different
modalities as a general and powerful method. This completely automated procedure is very
usable in many applications [27].
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”The image intensity values a and b of a pair of corresponding voxels in the two images
that are to be registered can be considered to be random variables A and B respectively. A
and B are related through the geometric transformation Tα defined by the set of registration
parameters α. Estimation for the joint and marginal distributions pAB(a,b), pA(a), pB(b) can
be obtained by simple normalization of the joint and marginal image intensity histograms of the
overlapping parts of both images. Mutual information I(A,B) of two random variables A and B
measures the degrees of dependence between A and B by the Kullback-Leibler distance between
the joint distribution pAB and the distribution associated to the case of complete independence
pA(a)·pB(b).” Maes, Collignon, Vandermeulen, et al.
H(A) and H(B) being the entropy of images A,B, with H(A,B) their joint entropy and
H(A|B) the conditional entropy of A given B (and viceversa) their mutual information is de-











The entropy H(A) can be interpreted to measure the amount of uncertainty about the
random variable A, while the conditional entropy H(A|B) describes the amount of uncertainty
still left in A when knowing B [27].
In the optimization protocol, the I(A,B) is sought to be maximal when corresponding to
two images aligned by a transformation Tα.
2.2.3 Image storage
DICOM (Digital Imaging and Communications in Medicine) is an internationally accepted
standard for exchanging images with all supportive imaging information widely used in clinics.
The standard bridges differences in vendor specific formats to ensure easy data handling. The
concept is build on grouping information into data sets (information objects) labelled with
tags, in that way a file will not only contain an image, but also all the accompanying detailed
information, e.g. patients details as well as all attributes related to the specific protocols in the
image modality used. The DICOM file consists of a fixed length header followed by a sequence of
tagged data elements with a specific format. This prevents data loss and compatibility between
workstations [13]. All the rest equipment specific files, containing imaging meta data are saved
in conjunction with the DICOM files.
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2.3 Segmentation methods
Image segmentation refers to the process of partitioning a digital image into multiple non-
overlapping regions that are homogeneous in respect to some identifying feature. In the case
of tumors, the segmentation consists of separating the different tissues such as solid or active
tumor, edema and necrosis. An objective measure (e.g. similarity in data distribution across
modalities) is needed to perform the separation within data to account for different tissue. In
the way of finding this measure lies the fundamental difference between two approaches: the
unsupervised and supervised [28]. When a tag is attributed to a region partition found with
segmentation, the process is referred to as classification.
2.3.1 Supervised segmentation
Using a manually labelled training dataset differentiates the supervised method from its com-
plementary method. Supervised classifications consist of a training and a testing phase. In
the training phase a model, mapping the manually delineated features to predefined labels, is
learned from the large amounts of data and then applied to the unlabelled data to assign labels
based on the measured features. When large volumes of labelled training data can be collected
with high precision, the supervised method usually perform better as they can be specifically
adjusted for the case. Reader is referred to review articles for detailed descriptions [29]–[31].
2.3.2 Unsupervised segmentation
Regardless of the added challenge when no experts intervene in delineating the sometimes
difficult to observe class borders, the unsupervised approach still is a very appealing way to
objectively segment regions. It is based exclusively on the image-based features. Unsupervised
methods are generic and can be commonly applied to different image datasets. For the selection
of unsupervised classification method described here, the parameter, determining our guess
on the number of classes (tissue types) must be pre-defined. Rather than blindly guessing
(assuming no prior knowledge), a number of metrics were proposed to help estimate a suitable
value directly from the data distribution. In the case of medical images when analysing tumors
the number of classes can be set to an expected value (e.g. K=3) as proven in other studies
and also shown in this thesis. In other applications gap statistics [32], silhouette criterion [33],
Calinski-Harabasz index [34] are found to be helpful in the search of the optimal number of
clusters. The same metrics set can as well be used in a wide range of application datasets, but is
not uncommon they do not support the same suggestion on the number of clusters. The common
aim is to propose a suitable value that would best explain the data distribution provided. As
mentioned earlier, it is advisable not to rely on just one metric, but rather interpret the results
of few, as some might explain data better than others [29], [30], [35].
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The segmentation problem of determining the non-overlapping (mutually exclusive) regions
Rj , by union (U) representing the entire image (I) Rj ⊂ I and Ri ∩ Rj = ∅ for i ̸= j, can be





Not imposing the constraint of connected regions, the classical approach is seen as pixel
classification and is often viewed as superior in medical application, where the assumption of
strictly connected regions does not hold (e.g. tumor heterogeneity [36]) [35]. Pixels in an
image can be represented in multidimensional feature space using pixel attributes presented by
different modalities. Grouping similar objects based on some similarity criteria in feature space
into clusters is known as clustering.
An added difficulty when segmenting MR images is the complexity of anatomical features
involved in the region of interest (ROI). It may not be clearly separable from its surroundings
due to contrast inconsistency and absence of a clear border along the edges. Pixel intensities
may become uncertain (seen as region heterogeneity/non-uniformity), due to partial volume
effect and the presence of noise. That adds a bit more uncertainty to results obtained with any
classification method used.
K-means One of the most popular algorithms to perform hard (crisp) clustering, where each
data point belongs to exactly one cluster is K-means algorithm. N data point are partitioned
into K partitions (clusters) based on some distance metric d that assigns it to the nearest
cluster (mean of corresponding members). K-means results with cluster centres positioned
such that the distance between pixels inside the same cluster is minimized while the distance
between different cluster centres is maximized. Although it sometimes lacks effectiveness in
non-centric distributed data it is very efficient and easy to implement. Given a set of data
point (pixels) {x1, x2, x3, · · ·, xN} and centres (cluster means) {c1, c2, c3, · · ·, cK}, K-means








where d(·, ·) is the distance metric of choice. Usually chosen as Euclidean distance, but also
city-block (Manhattan) and cosine distance are in use. Image I is partitioned into K clusters
according to a binary (unlike Fuzzy C-means) membership matrix U=[uik], with membership
uik = 1 if xi ∈ Ck or 0 otherwise i = 1, ...N and k = 1, ...K.
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Fuzzy C-Means To alleviate from instances, where the determination of a pixel to a
particular cluster is dubious (in case when no sharp region boundaries exist) Fuzzy C-Means
(FCM) is one of the preferred segmentation methods. This is the case where a data point is
not strongly correlated to just one cluster, as it might be positioned far from the cluster centre
(in the limit case at the exact border between two clusters). Similar to K-means, a set of
tissue classes needs to be predetermined (fix the number of clusters K and initialize centres ck).
Every image element is, according to its attributes, assigned to different tissue classes with a
fuzzy membership value in the range between 0 and 1. There is no restrictions on the number
of classes (> 1) it can distinctively be assigned to, contrasting K-means algorithm. In this
way, pixels with otherwise vague degrees of membership retain more information than in crisp
segmentation methods. Fuzzy C-means segments data by minimizing the following objective







2, 1 < m < ∞ (2.15)













uik = 1 (2.16)
where d(xi,ck) is the distance between point xi and cluster centre ck, m is the fuzziness
parameter, K is the number of clusters, N is the number of all data points. The objective
function JFC is optimized by iteratively updating the membership values (Equation (2.16))
according to the updated (re-computed) cluster centres (Equation (2.17)) until convergence
(or a specified number of iterations). A new position of the k -th centroid is updated in each








where uik is the element of fuzzy membership matrix U. Distance metric d(·, ·) can be
chosen similarly as in K-means.
The fuzziness parameter 1 ≤m ≤∞ is a scalar exponent that weights the fuzziness degree in
the clustering process. The partition gets fuzzier by incrementing the value of m. The choice of
m is commonly (heuristically) set to 2.0. Although proven by studies [37] the argument for the
selection is rather poor. Applied in [38], constitutes a way of determining the most appropriate
value of m as it can alter results obtained with FCM for good or worse. The optimal value of
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m is determined when cluster validity index(es) reach their optimum. Experimental result on
real and synthetic data sets were best demonstrated by the m in range of [2.5,3.0] [38].
As such, FCM does not incorporate any spatial dependencies between pixels. If neighbour-
ing areas are in any way correlated, this information would be of added value. Spatial FCM
described in [35] incorporates this as a weight when recalculating the membership values in the
iterative procedure, considering the membership of the neighbouring pixels [39].
Non-Negative Matrix Factorization Non-Negative Matrix Factorization (NMF) is
a widely used tool in the analysis of high-dimensional data as it extracts sparse and meaningful
features from a set of nonnegative observations in an automatic fashion [40]–[44]. As we are
dealing with images, the non-negativity constraint applies naturally. Formally, NMF will pro-
vide a low-rank (rank r) approximation and is characterized with the following factorization
Equation (2.18):
X ≈ WH (2.18)
where X, W, H ≥ 0, X ∈ Rm×n+ , W ∈ Rm×r+ , H ∈ Rr×n+ , with r being the rank. The solu-






∥ X −WH ∥2F s.t. W,H ≥ 0 (2.19)
where F stands for Frobenius norm as a cost function based on the squared Euclidean
distance as a metric.
Each column of X corresponds to one data point (one pixels multimodal feature vector) and
is modelled as a weighted sum of the specific tissue signatures. Columns of W form the sources
(in the jargon of blind source separation techniques) that represent tissue specific signatures.
Rows of H contain the corresponding weights (abundances) to the sources in H . These weights
form, when reshaped in an image, abundance maps expressing the most prominent tissue types
for each particular pixel [45].
NMF was used in several clinical studies [45]–[47], mainly focused in brain images segmen-
tation and reported better performance than standard unsupervised clustering methods.
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Figure 2.6: Interpretation of NMF: It provides a rank-r approximation of a non-
negative input matrix X by the product of two non-negative factor matrices, W
and H. With m being the number of input features and n the number of data
points in X. Each column of X is represented by a weighted sum of the r columns
of W. Each column of X corresponds to one pixel’s multi parametric MRI feature
set. Each column of W represents a tissue specific signature (the mpMRI feature
vector corresponding to one pure tissue type). Each column of H represents the
weights of these tissue types for one pixel [8].
2.3.3 Validity indices and performance measures
Validity indices are needed as even-though clustering algorithms may converge to a solution,
it by any means does not state it is meaningful at all [48]. They are also handy when first
determining the initial value for the number of clusters K. There are quite some proposed
in the literature and in different ways they try to describe the compactness and separation of
clusters. A good clustering result should have both: high compactness (members of each clusters
should be as close together as possible) and high separation (clusters should be spaced widely
between each other). Most used indices are Xie-Beni index, Dunn’s index, Davies-Bouldin
index. In line with the use of segmentation methods performance evaluation should be done.
The standard objective measures e.g. Dice Similarity Coefficient, Mean Square Error, accuracy
metric, specificity, sensitivity, recall and precision etc., are not used in this work due to the
lack od underlying ground truth. The result of the histopathological analysis were visually
compared to the results obtained by the segmentation methods. Volumes of different clusters
(tissue types) can also be compared with histological results, if sufficient certainty of matching
slices can be established between the processed image frame and cryopreserved tumor. Pixel
assigned to a specific tissue type (class) can be color encoded and presented in the form of
nosologic images, which then summarize the presence of different tissue [38], [49], [50].
Feature preprocessing In the multi-modal setting of image segmentation, awareness
must be put to the type (e.g. intensities, edges, corners) and scaling of features used as some
segmentation methods report different result if for instance scaling is used. Within the MRI,
20 Background
multi-modal techniques already provide pixel-wise features. Tissue parameters (here used as
parametric map intensities) can, in general, be used in segmentation algorithms without scal-
ing. It is advisable to compare different scaling and normalization techniques for potential
improvement in performance in segmentation (within the MRI setting by making it dimension-
less/loosing the physical quantity). Distance measures used in K- and C-means are sensitive
to different magnitudes of scale. Most used feature normalization methods are: linear scaling
to unit range [0, 1] (Equation (2.20)), mean normalization (Equation (2.21)) and linear scaling
to unit variance (Equation (2.22)). Other data transformation techniques for dimensionality
reduction (e.g. principal component analysis, singular value decomposition) might be useful to















where µ and σ are the feature component mean and standard deviation. Under assumption of
the feature components occupying a normal distribution and taking into account an additional
shift and rescaling, Equation (2.23) maps the features into range [0, 1] as per (Equation (2.22)):
x̃ =
(x− µ)/3σ + 1
2
(2.23)
3 Materials and methods
All of the methods presented bellow were used in Matlab (MathWorks, version R2019b). The
imaging data sets were provided by S. Belderbos as part of her study [1].
3.1 Workflow of the study
Figure 3.1: Main workflow of the study.
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3.2 Generating tissue maps
3.2.1 Reordering, resizing and masking
As presented in Table 3.1, usually not all modalities share the same image resolution (i.e. size
of the imaging element w.r.t. acquisition matrix). Field of view, however, is the same, meaning
a physical object should be represented in the same way regardless the modality. Anatomical
image, used as a reference, in the registration step has the largest density of pixels with the
highest SNR . To match with other modalities, one can either stretch (upsample) the modalities
with smaller acquisition matrices to the size of the reference or vice-versa shrink (downsample)
the larger ones to match the smaller ones. Either of these rescaling (resampling) techniques is
accompanied with interpolation methods. Interpolation is needed when remapping the image
to a different plane. To illustrate this are pixel centres often represented as a grid. Certain
pixels get mapped to a location that is in between (or in vicinity of) different neighbouring
pixels (their centres) shown in Figure 3.2. This crucial step of interpolation is also needed with
image registration techniques, when images get transformed to best match the reference image.
Figure 3.2: Schematic view of interpolation. The square represents the pixel
centre from the original image plane at location (u,v). When scaling the image,
the original plane is stretched over a new grid of pixel centres, here noted as (i,j)
respectively. The values of these new centres do not overlap with the previous
locations and are therefore determined with interpolation techniques.
As each pixel is represented with a scalar value, a choice must be made, as to how to weigh
these surrounding neighbouring contributions to set a value for the pixel in question. Based on
the size of the pixel neighbourhood taken into consideration and weighting function used, one
can distinguish different interpolation techniques. This is a rather important step as effectively
new data points are generated artificially and thus contribute to the overall image quality. The
most simple (and quickest in computation) methods are the nearest-neighbour and bilinear or
bicubic interpolation. The former considers only one closest neighbour and copies its value.
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The latter ones use either a 2-by-2 or a 4-by-4 pixel neighbourhood and assign the value of the
weighted average. Used also in the MR image processing is the Lanczos resampling method. It
is based on the Lanczos kernel, using the sinc function for convolution, but bounding it with a
window to smoothly mitigate the ringing (ripple) effect. The choice of interpolation methods
is not predetermined, but rather opted as the one that performs best. Usual metrics (signal-to-
noise ration, peak signal-to-noise ration) can be used to compare the approaches. In this work
Lanczos kernel was used with a window of size 3. An alternative way to approach differences in
images sizes is to firstly perform the mapping (described further bellow) with the original size,
and then rescale/upscale the images respectively. No comparison in results was done here, but
only minor deviations are to be expected.
The first step in the processing pipeline is to extract all of the needed metadata from
DICOM headers and accompanied text files, saved together with the imaging data in the corre-
sponding folders. A path to the location of such folder must be provided by the user. A text file
(list of parameters) method.txt is read by the Matlab script and scanned for modality specific
parameters (TE, TR etc.) needed for performing the fitting. As the structure of this text file is
the same for each modality, regardless of the image acquisition time, markers are easily found
when converted to a character array in the computer environment. Image frames, saved by the
scanner, are sorted in a chronological order with regards to imaging sequences used. For further
analysis they must therefore be reordered in stacks according to frames position, matching the
scanners location along the sagittal axis.
Next step is mapping the relaxation functions (w.r.t modality) on a pixel-by-pixel basis.
To reduce computation time, an effort was put to segment the foreground (animal) from the
background (noise). A simple intensity threshold is not viable, as low intensities also exist in
the part where we want to extract information. A segmentation technique of active contours
was used to find object boundaries. The process is initialized with a boundary proposal (mask)
taken as the maximal intensities across the whole sequence range and pixel-wise to accommodate
any movements that might have occurred during scanning. In an iterative process, the contour
tries to enclose the object, considering some energy information carried in object edges.
3.2.2 Curve fitting
To allow for biological interpretation, tissue parameter maps must be generated in accordance
with phenomenon measured. Standard and conventional models were used to perform fitting
in T2-, T1- and diffusion weighted images. Equations are listed in the introductory part of this
thesis. All of the curve fittings presented below are generated within the tumor region of the
respective image frame, as this constitutes the primary interest region in this work.
A very common problem of data fitting arises when dependent observations y are measured
at specific values of an independent variable x. When n observations are gathered we get a
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set of data points (x1, y1),(x2, y2), ...,(xn, yn). As the underlying relation (model/equation)
between the variables is chosen, the parameters describing the nature of this relationship can
be modelled via parameter fitting. All of the modalities here described are overdetermined
(more equations than unknowns), so a standard approach of least squares was used. In this
sense, the sum of squared residuals (the difference between the observed value and the modelled








where the objective function is defined in terms of auxiliary functions fi here marked as
residuals. The mean of these residuals (Mean Square Error - MSE) constitutes the objective
metric for evaluating the performance of fitting (goodness of a fit). Those optimizations e.g.
skipping the first TE in T2-weighted sequences that produced lower MSE were used in the
mappings.
In case of nonlinear auxilary functions, the method is known as a nonlinear least squares
problem. In an iterative procedure, the best fit (of parameters in the model) according to
the observed data is produced. In the context of relaxation mechanism, the relationship is
sometimes described in the literature as linear, translating the problem to a linear least squares
problem. As stipulated in [52], [53] this is only advisable for instance in case of T1 weighted
sequences, when measuring short T1 values. Taking the logarithm of the relaxation relationship
might change the influence of signal data, including the structure of the error made with the
image acquisition and taking for granted that the measurements are not time dependant. Only
the error measured in the dependent observations is taken into account, but the principle could
as well be extended to also model the error of the independent variable (the time instance t of
image acquisition) as ϵt.
In Matlab environment a few options are available to match the task described: lsqnonlin,
fminsearch, fit, lsqcurvefit. With a perspective to export the whole final working environment
to C code, fminsearch was chosen, as it is the only one providing this possibility. The integrated
algorithm uses Nelder-Mead simplex approach as described in detail in [54].
Imaging parameters are optimized within each protocol. In T1-weighted imaging for exam-
ple, successive TR sequences are sometimes spaced widely apart. Ideally, they are optimized
(for each animal) according to cardiac rhythms of the animal and lead to long scanning times
(e.g. 30 minutes). As shown in Figure 4.6, this could lead to potential errors in data fitting,
as TR are not spaced uniformly. Hence the last TR largely impacts the modelled saturation
intensity and consequently the relaxation calculated. Although it is beneficial to cover a wide
dynamic range of signals when sampling the signal recovery curve and to allow for high SNR,
the detrimental consequences need to be kept in mind.
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T2 relaxation constants were generated using a fit to a mono-exponential decay with a non-
zero offset. As presented in [55], this added offset is sometimes needed to take into account the
signal might not converge to zero, due to Rican or some other noise.
DCE imaging
Figure 3.3: Diagram showing the overview of steps in quantitative pharmacoki-
netic model-based DCE analysis. After contrast-enhanced dynamic scan and
tissue T1 estimation, DCE signal intensity changes over time are converted to
tissue CA concentration (Ct) changes. With the measured and converted arte-
rial input function (AIF) (Cp) in the blood vessels, quantitative pharmacokinetic
model-based parameters can then be calculated.
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Semi-quantitative methods Simple semi-quantitative metrics are as opposed to
quantitative parameters derived directly from the signal intensity curve alone. With the sim-
plicity of acquiring them they present several advantages. The most obvious one is the the
robust nature of the method as it is entirely independent of the injection protocols and the
AIF. Only the contrast concentration curve properties in our ROI are accounted for with the
selected parameters. Typical semi-quantitative values are area under the curve (AUC, enhance-
ment, time-to-peak, and wash-in/wash-out slope, as illustrated in Figure 3.4. In this thesis only
three of the mentioned values were used. Time-to-peak is defined as the time from injection of
the CA to the maximum of the signal intensity curve. The slope of the acquired signal from
the point of the injection to the peak of the curve is defined as the wash-in slope, and the slope
from the peak until the end of the dynamic acquisition is named as the wash-out slope. One
challenging aspect, similar to other approaches, is the lack of mirroring the true underlying
physiological mechanisms. This makes comparing results achieved at different sites or at dif-
ferent time points rather difficult. However, a few broad correlations can still be established.
Increased vascular density and/or vascular permeability will highly likely result in an increased
wash-in slope and peak enhancement, while the time-to-peak will be decreased. In addition,
the cell density of the examined region can by decreasing the available space for the contrast
agent to pool affect the wash-out slope [18], [59].
Figure 3.4: The figure depicts several commonly explored semi-quantitative pa-
rameters for DCE-MRI analysis. In black a representative signal intensity curve
is illustrated. The gray shaded area indicates the initial area under the curve
for the first 90 s after injection of the contrast agent. The wash in and wash
out slope are shown with a blue and red dashed line respectively. The maximal
enhancement (peak concentration) is shown with a green dashed line. Lastly, in
the bottom between the arrows indicating is marked the time to peak. Taken
from Barnes, Whisenant, Loveless, et al. [59].
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Tissue Models for Quantitative Pharmacokinetic Modeling One of
the most widely applied model yielding parameters for the transfer constant from plasma to
extra-cellular extra-vascular space (EES), Ktrans and rate constant, kep=K
trans/ve is the ex-
tended Tofts model, where ve is the fractional volume of EES. Derived from the rate equation
Equation (3.2), describing the total flux across a semi-permeable membrane [15],
ϕT = PTS(C1 − C2) (3.2)
where ϕT is the total flux, PT permeability coefficient, S the effective area through which
transport is occurring and C1,2 concentrations of permeant on each side of the barrier, the model
estimates the concentration time curve as the convolution of an impulse response function and
the AIF described in Equation (3.3):





where vp and Cp are the plasma volume and concentration. The model mainly well describes
highly perfused compartments considering bidirectional transport between blood plasma and
EES. Transfer constant Ktrans is predominantly used as a feature , though using the rate
constant kep, interpreted as the reflux of CA from EES back into plasma avoids potential
scaling mismatches that measuring AIF is prone to.
A nice interpretation presented in [17] depicts the Tofts model is accurate if and only if the
tissue is weakly vascularized. In this thesis extended Tofts model was used, to try and overcome
this limitation, as additional accuracy in highly perfused tissues was reported with this model.
The larger limitation reported in the paper, however, remains that in highly vascularised, or
where tracer exchange is very fast or very slow none of the mentioned models will work as they
are shown to report misinterpreted parameter values. These known constraints were marked in
the physiological interpretation.
There also exist other models (e.g. Patlak, Brix), each with its benefits and limitations,
but the choice and suitability discussion is beyond the aim of this thesis [56], [57]. Figure 3.5
illustrates the compartmental model used for DCE-MRI evaluation.
Figure 3.6 shows the three general categories into which the tissue responses are usually
categorized within a DCE-MRI study. Type I exhibits slowly progressing contrast enhancement
during frame acquisition time and attests to low perfused regions (representative for healthy
tissues). In contrast, type 3 presents well perfused response with a very fast enhancement
(wash-in) with a high, distinctive peak and quick wash-out period. Type 2 shows a steady
up-take phase followed by a plateau.
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Figure 3.5: Compartmental model used for DCE-MRI data analysis [57]. Passing
of the contrast agent injected as a bolus is modelled on a cellular level.
Figure 3.6: The three standard DCE time–intensity curve patterns [58].
In highly perfused areas, the contrast uptake will be quick, posing a requirement on the
lower limit of temporal resolution the image data must be acquired with. Spatial resolution,
on the other hand, is subsequently dependent on the temporal, so balance must be found. To
successfully perform the data interpretation of a DCE-MRI study, firstly and most importantly,
the bolus injection must succeed. The injected volume should ideally only fill the artery and
should not spill around it. Also, the temperature of the CA must be adjusted, to avoid any
potential reflexes causing unwanted movement. The subject should preferably be constrained,
to, as much as possible, minimize movement in general. In practice, the high temporal resolution
of the frames calls for filtering, as the signal variation is too high to allow making meaningful
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conclusions directly from the raw data (shown in Figure 4.11).
Signal to concentration conversion DCE-MRI measures the signal increase
throughout the tissue dynamically. In that way a signal intensity-versus-time curve in each
voxel is acquired. To calculate quantitative parameters introduced above, these signal changes
observed in a DCE-MRI image sequence must be converted to contrast distribution. The ex-
act relationship between signal intensity and contrast estimations was (and still is) a matter
of discussion in several studies [60]–[65], discussing the non-linearity and the bias error it in-
troduces to later stages of the analysis. In general, there is not yet a standardised procedure
settled in practice as how to approach converting the signal obtain into concentration at time
t. The most basic relationship assumes linearity (Equation (3.4)) and states the relative signal
enhancement following the CA injection is related to the CA concentration and relaxivity rate
with accounting for pre-contrast T1 of the tissue [61]:
SGd − S0
S0
≈ rGd · T10 · C[Gd] (3.4)
where SGd and S0 are the signal intensities after and prior to contrast injection, rGd relax-
ivity of Gadolinium-DTPA (Gd) (measured as 5 mM−1s−1 at 9T in [66]) and T10 pre-contrast
measured constant.
When using Fast Low Angle Shot (FLASH) sequence for the imaging protocol (used in
the examined data) and neglecting the signal dependence on T2*, due to short TE the signal
acquired at time t is Equation (3.5):
S(t) = Seq · sin(α) ·
1− e−TR·(1/T10+rGd·C(t))
1− cos(α) · e−TR·(1/T10+rGd·C(t))
(3.5)
where Seq is the signal intensity at α=90° when TR >T10, TR is the repetition time, T10
pre-contrast measured constant, rGd is Gd relaxivity rate (measured as 5 mM
−1s−1 at 9T in
[66]), Ct is the CA tissue concentration at time t and α the flip angle. Using Equation (3.5)
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1− cos(α) · e(−TR/T10)
(3.7)
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Arterial Input Function One of the most important steps in DCE-MRI analysis
is determining the CA concentration in blood. At the same time being, as shown by numerous
studies [60]–[65], [67]–[70] , the most complicated procedure having a huge impact on the tis-
sue derived parameters. There are two main approaches used: 1)using a predefined CA time
curve or 2)estimating the CA concentration from a reference region area directly, using the
DCE-MRI image sequence. For the former option, population averaged, phantom measured
or mathematically modelled curve estimates might be used, arguably introducing a large bias
in further analysis, making strong generalized assumptions that are weakly supported in the
literature, though serve as a reserve option when measuring AIF seems inappropriate or im-
possible. This is sometimes largely affected even with the scan time itself, as the chance of
tissue movement gets understandably higher. A more objective way is trying to convert the
captured signal variation into contrast concentration in a reference region. In most cases, blood
pool surrounding the main feeding vessel is chosen, although some studies report more accurate
findings when considering voxels sparsely distributed (non-neighbouring voxels) throughout the
imaged section [71]. A welcomed generalization at this point, is to use a fixed value for T10
(2.4s for blood plasma in mice at 9.4T [72]) to diminish the influence of potentially inaccurate
T1 mapping (assumed that the cross section of an artery will report rather constant relaxation
rate).
Figure 3.7: a)CA (0.2 – 0.4 mmol/kg, Magnevist-Bayer) is injected as a bolus af-
ter the first few frames during dynamic imaging (Fast-Low-Angle-Shot sequence,
frame period: 2.65 ms). Contrast uptake can be seen as the progressive bright-
ness observed in well perfused regions. b)Manually estimated AIF (contrast time
intensity curve) from the artery region (circled in red). The AIF shown here (al-
ready adjusted to the time of injection) differs from the one shown in Figure 2.4,
as a result of in vivo work and manually derived AIF from the blood pool.
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In the inside of an artery the protons are firstly synchronized, then triggered by an RF
pulse into resonance and as the dephasing starts the RF signal produced is captured by the
MR scanner. But blood in contrast to solid tissue is not still, as the circulatory system pumps
it through the body. This presents ”fresh” protons at the place of the ”old” ones, which have
not been exposed to excitation with the RF pulse at the rate of blood flow. The excited
protons were moved to an adjacent position out of the imaged frame (it does all depend on
the imaging sequence used, slice thickness, blood flow etc.). This presents another challenge
in estimating the true CA concentrations as it is largely dependent on the trade-off between
temporal resolution and signal quality (SNR). This approximately only holds when the dosage
of the CA is not too high [70].
When planing a DCE-MRI experiment, among others, the type, quantity (dosage) and the
way of administering the CA needs to be determined. Different contrast agents available will
be suited differently based on their molecular weight (affecting their half life and consequently
scan time), protein binding properties and strength of their paramagnetic properties. Shown
in clinical trials as well as in vivo even when using the same CA concentration, the subjects
response seen as the CA time curve in the blood pool differs largely in amplitude as well as
in the shape of the curve. In such cases the peak amplitude is manually set by the researcher
to match the response in the examined region as best as possible. The injection of CA can
be done manually or in an automatic control manner, the aim, common to both ways, is to
ensure consistent flow of CA. Using a widely popular low molecular weight contrast media,
such as Gd-DTPA, that does not cross cell membranes, results that CA volume is effectively
the EES. In practice, these parameters are adjusted accordingly to the imaging protocol and
desired application to ensure best quality result [70].
Reported in [58], a novel approach was used with a naive Bayes classifier, trained on the
standard curve patterns (Figure 3.6) to discriminate among different tissue responses. The
significance and usefulness of the used approach was also proven on a clinical data set of prostate
cancer and may serve as an inspiration to use a machine learning approach to determine the
real nature of the AIF. It was also noted that not all CA injections were successfully performed
leading to useless data analysis and difficulties encountered when preprocessing the raw data
due to high temporal resolution and consequently noise.
Another objective to measure the arterial input function was shown in [62]. By using
Independent Component Analysis (ICA), it was demonstrated to lead to the representative
curve shape. ICA as a data-driven algorithm benefits from not making any assumptions about
the physiology, stating that some physiologically meaningful sources might be divided into
more ICs. The derived ICs still need to be spatially and temporally combined (by weighting
neighbouring pixels according to the significance of each IC found) for the aforementioned
reason. However appealing this may look, the main issue of the true CA concentration (curve
amplitude) still remains unresolved due to the scale and sign insensitivity of the ICA method,
making the approach ill-posed. [71] discusses the importance of correctly determining the AIF
and demonstrates a similar use of automatic AIF detection using ICA.
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The method was tried out in this thesis, though unsurprisingly, it did not result in a
meaningful result [62]. Figure 4.12 clearly shows one dominant response (in only one pixel),
diminishing the need for combining multiple sources (spatially and temporally) to obtain the
final response as proposed with ICA. In other animals (not shown here), where the injections
were not as successful, ICA was still unable to produce viable sources.
Instead of manually picking the best AIF proposal, various (semi-) automatic detection
methods were proposed [62], [73]. Common to all is to perform a dimensionality reduction of
the data (time responses) in order to speed up the process of comparing the proposals with
the model. In this thesis, a multi-channel Singular Value Decomposition (SVD) approach was
tested, adopted from Swinnen, Van Huffel, Van Loven, et al. [74]. The originality of this
approach is to assume a similar pattern (what is searched) is present in multiple channels
(adopted from EEG, here the principle extends to proposal pixels in ROI). Constructing a
truncated Hankel matrix from all the proposals time signals and then performing the SVD will
eliminate the noise sources. Only the pattern common in the proposals will remain. With an
energy criteria in mind, the noise source contributions will occupy the lower singular values.
In an iterative procedure, after n-th singular value, all the rest tend to converge to 0. Setting
those singular values that converge to 0 and reconstructing back the time signal using only the
first n singular values, yields the filtered responses.
3.3 Image processing methods
Preprocessing To preserve the structural information contained and minimize the loss
of edge information, typically suffered when applying classic linear noise removing methods
(blurring fine details), several non-linear techniques are normally used in practise [75]. Widely
used methods are anisotropic diffusion filtering and non-local means (NLM) filtering. NLM
averages pixels with similar intensities in a defined neighbourhood region that is not necessarily
adjacent to the processed pixel and was used (the need asses by visual estimation) in the
course of work described in this thesis. Usage of filters, however, needs to be limited as the
processed imaged may not reflect the true captured world, if overly used. Edges may be shifted
and patches blurred to homogeneity, which affects further qualitative analysis. The property
of non-local similarity across image was exploited and extended to use with scale invariant
feature transform (SIFT) descriptors yielding improved results [76], although such descriptors
are normally not widely used in clinical or in vivo use, except for brain imaging where atlas
images can be used for referencing.
Standard image enhancement techniques such as edge and contrast improvement are not
deemed necessary in this line of work. Contrast enhancement is useful to make discrimination
between different tissues easier for the human observer by using an adjusted transfer function
to map intensity values. As for edge preservation, if filtering methods are not overly used, there
is no additional need for edge enhancing [9]–[14], [77].
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Since the image processing was done in Matlab, its own framework for image registration
was used. A downside to this is the unavailability to alter the algorithm according to prefer-
ences. To use the mutual information as a metric representing the joint (2D) histogram, the
most important parameter to choose is the number of histogram bins used to asses the data
distribution. MI will be high when the signal is highly concentrated in few bins (pixels of the
joint 2D histogram, if represented as an image), and low when the signal will be spread into
many bins. The dynamic range and the distribution of signal are different in every modality.
The approach described in [27] could not be used here. The proposed total number of bins Nref
x Nfloat to successfully capture the underlying signal distribution in [27] was chosen to be 256
2
(after rescaling the dynamic width of each modality into range [0,255]). The PC running this
constructed framework would in this way quickly run out of memory. The number of bins was
therefore adjusted to be 103. Also affecting the computing time for optimization and the end
result obtained is the interpolation method chosen. Sadly, the option chosen by the algorithm
is not disclosed in the documentation provided and can not be changed. To gain in registration
performance, the number of iterations and local search space of the optimizer of the algorithm
must be tweaked. The optimal values chosen differ between different pairs of modalities used
for registration.
To explore the benefits from other widely used in medical image registration application the
framework of Elastix binaries was included to use. Elastix is a modular collection of robust C++
image registration algorithms that is widely used in the literature. With the use of MelastiX,
a collection of Matlab wrappers, Elastix binaries can be called from within Matlabs as native
Matlab commands. Doing so, the user has more influence on every segment in the optimization
process as shown in Figure 3.8 [78]–[80].
Figure 3.8 illustrates the iterative process of image registration. In the optimization part,
the similarity measure is evaluated based on the transformed floating image. In the loop marked
in green, a transformation T together with the interpolation method is applied to the floating
image. The process usually ends after a predetermined number of iterations is exceeded or
when the progress (improvement in MI) is slowed down under a set margin. For registration
performed within modalities, intensity-based measures could also be used, like for instance the
mean square error computed by squaring the difference of corresponding pixels in the floating
and reference images and taking the mean of value.
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Figure 3.8: Typical flow-chart of image registration process. Similarity metric
used here was the multi-modal MI and in the objective function it is sought to
be maximized. Transformation models assumed for the need in this study were
assumed affine (inter-modal) or rigid (intra-modal).
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Within Modality Registration The need of within modality registration arises when
subject motion is present as a result of long acquisition time of some modalities (see Table 3.1).
The motion could be involuntary subject movement or motion of cardiac (pulsative) or res-
piratory origin. When mapping the relaxation responses, each pixel is considered as a signal
intensity at time t at position p. If severe motion would occur during the scanning time, these
signal intensities could be misinterpreted (misplaced in the image plane) as we are interested in
producing the biological relaxation parameter map, calculated when fitting a model (pixel-wise)
to the signal intensities obtained. For within modality registration a rigid model was assume
to count for the possible movements during image acquisition. These assumptions are violated
for instance in case of severe respiratory motion. In that case an elastic deformation might be
better suited with an appropriate displacement field which is a highly sensitive task. In those
instances the best approach is to use a manually modelled estimate of the displacement field to
avoid overestimating the displacement in places where it did not occur, which usually happens
with fully automatic registration approaches.
Figure 3.9: Severe movement of the animal observed during T1-weighted imag-
ing. Shown are four frames of a T1-weighted sequence taken at different repetition
times (737, 1160, 1800 and 3668 ms respectively) after the saturation pulse. Note
the rather large time gap between frames. When constructing a sequence to
capture the image, breathing cycles are taken into account to minimize the prob-
ability of spoiling the image, however in practice this sometimes gets violated and
is out of control of the researcher.
To fit a curve, in general, you only need two time points, however, disregarding the remain-
ing (unused) time points could lead to inaccurately measured signal intensities pose as accurate
and present a pixel as a completely different tissue (edges may disappear/smear in the map).
A way around this is, to register (all or some of) the frame sequences to a reference frame
(normally chosen as the one with the highest SNR or a mean of frames). Doing so, each signal
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intensity at time t might be treated equally in the mapping procedure (i.e. no bias weight
is put on any of the signal intensities, usually done to account for field inhomogeneities). As
can be seen in Figure 3.9 standard registration techniques fail, as the movement was not cyclic
(end point does not match the starting point) the ROI of interest (tumor seen on the right
side) would be incorectly mapped. Similarly, a reverse procedure was used in robust motion
correction using the relaxation model approach in Tilborghs, Dresselaers, Claus, et al. [81]. The
transformation model used in this text to account for intra modality registration was considered
as rigid.
Between Modality Registration Sole purpose of combining multiple imaging modal-
ities is to provide enhanced information with added value to the subsequent analysis. In contrast
to multiple images generated using the same modality, different modalities may lack some ob-
vious similarity specially combining functional with structural modalities. One of the most
popular strategies such applications is to use the mutual information as metric as it is unbiased
towards modalities and seek the best transformation for realignment [24].
Figure 3.10: Movements of internal organs highlight the need for image registra-
tion. T2 weighted image (right) compared to a reference anatomical image (left)
is noticeably displaced (as indicated by the arrows). This mild effect of movement
is processed within the registration process.
3.4 Clustering techniques
In line with the primary goal of this thesis, to characterize tumor tissue in a longitudinal man-
ner, the MRI modalities features from all the time instances (weekly imaging) were combined
together into long feature vectors (per modality). Bearing in mind that it might worsen the
cluster boundaries (and overall performance) in case of large within cluster variability and low
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between clusters separability.The sizes of this constructed features matrices vary, as the tumor
was larger in some animals than others.
K-means K-means clustering was performed using initialization with k-means++. In this
method cluster centroids are firstly randomly chosen from the data. Followed by a set of new
cluster that are more spread apart (this property is favoured in the algorithm) as the initializing
clusters, chosen from the remaining data. Faster convergence was noticed compared to using
a random or uniform sample from the observations for initialization. The initialization of new
cluster centroid was performed 20 times, as the method is not deterministic. Distance metric
set to squared Euclidean. Negligible differences in cluster shapes and cluster distributions were
observed compared to using city-block distance as a metric. Maximum iteration counter was
set to 100, but the average number of iterations needed to converge was 20.
Fuzzy C Fuzzy C-means clustering was performed using Matlab internal function. Starting
cluster membership are randomly initialized and a set of 100 iterations with 5 repetitions was
performed, on average converging in 20 iterations. Upper and lower values for the level of
fuzziness in FCM were also researched by Ozkan and Turksen [82], and found that effective
boundaries inside which significant changes of the memberships are made are 1.4 and 2.6. As
no prior knowledge was introduced to aid in the segmentation process, after comparing result
with different values, a decision was made to use the fuzziness parameter set to 2.5. This allows
for reasonable amount of overlap between clusters.
NMF The very promising approach using NMF to extract three most specific tissue patterns
was tested using Matlab own implementation. The factorization performed is not exact, as W
x H is a lower-rank approximation of X (Equation (2.18)). Residuals that are to be minimized
may have a local minima, therefore repeated factorizations may simply result in different W
and H. Alternating least-squares algorithm was used to perform the dimensionality reduction
task described. Sometimes the algorithm also converges to a solution of (an even) lower rank
than r, indicating that the result obtained is not optimal. A careful initialization may positively
influence the obtained segmentation and speed the convergence of the problem.
A manual initialization method using manually selected tissue source proposals (used in
[44], [45]) was also tested in this thesis. The user is prompted to choose one pixel for each
specific pathological area (within the tumor ROI). Non trained personnel might at the early
stage already worsen the result with a bad pixel choice, if this method is used. Without any
prior pathological information, using only the information provided by different contrasting
frames across modalities to differentiate between active tumor, necrosis and edema, this does
not pose as an easy task. For each of the selected pixels, a candidate source vector of modalities
is added to the initializing W0 as the averaged feature vector of the selected pixel and its 4
neighbouring pixels. For each pathological tissue class, the correlation coefficient between the
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proposal candidate source vectors after normalization is calculated. The initializing values for
the pathological sources are obtained by merging the proposal source vectors with a correlation
coefficient higher than t (manually defined threshold e.g. 0.9) in H0 and replacing them by
their mean value, effectively reducing the complexity of the model. Especially because of the
aforementioned lack of prior knowledge, this method did not prove to be viable in this thesis.
Rather, the mean centroids obtained with clustering in K-means or Fuzzy C-means were used as
the initial source vectors (also used in [45]). The tissue abundance maps generated are rescaled
pixels-wise to combined amount to 1 with tissue sources rescaled accordingly.
Although similar in methodology, there is a significant discrepancy with the previously
mentioned studies by Sauwen, Acou, Van Cauter, et al. and Li and Ding. In the former a
morphological post-processing was done, imposing spatial constraints on the tissue abundance
distribution, which, in a completely blind approach (like this) may not be sensible nor wanted.
In the latter, using MRSI data on a clinical application to segment prostate cancerogenic tissue,
the model of magnitude spectra were known a-priori, making further tissue characterization
more efficient.
Histopathological validation Haematoxylin and eosin staining was performed on a
cryopreserved tumor tissue. It is used to illustrate nuclear detail in cells. The preserved tumor
tissue is sliced and stained. Results obtained with segmentation method described above were
visually compares with histopathological samples. A major difficulty in comparing results in
this way is trying to match orientation, position and size of the thin tumor slide (slice) with
the respective MRI image frame.
3.5 Dataset description
Animal population This in vivo dataset was part of an ovarian cancer (SK-OV-3 cell
line) study [1] , using animal xenograft models on Swiss nude mice. The study aimed to charac-
terize tumor development and propose the ideal time-window to apply treatment. Longitudinal,
multimodal imaging approach was selected to achieve that aim. The xenografts were generated
in an experimental group of 6 mice and were imaged weekly for 6 weeks. Due to difficulties
with processing images in some modalities and to keep the whole modality set, only a smaller
image set (n=3) of 5 time-points (weeks) was used in further segmentation analysis.
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MRI protocols Data were acquired on a preclinical 9.4T MRI (Bruker Biospec) with clear
bore size of 20 cm. tumor structure, perfusion and vascularization were characterized using
different modalities. Imaging techniques and protocol parameters are presented in Table 3.1.
During scanning the mice were anaesthetized using isoflurane with oxygen, head positioned
in bite-bar for stabilization and monitored to maintain steady respiration rate. The mouse
bed was, using warm water, maintained at 35-40°C. For the DCE-MRI, 0.2 – 0.4 mmol/kg of
Magnevist (Bayer) was injected intravenously in the tail vein by hand while scanning.
MRI modalities
9.4T scanner Anatomical T2 T1 ADC DCE
Method RARE MSME RAREVTR SE-EPI FLASH
TR/TE 1.75s/9.3ms 1.5s/8ms */44ms 2s/20ms 25ms/1.5ms
FOV [mm2] 40x30 40x30 40x30 40x30 40x30








14 14 3 5 3
Flip angle 90° 90° 90° 90° 15°
Scan time 7m 4m48s ** 14m56s 17m4s
Table 3.1: Scan parameters of different MRI protocols
RARE: Rapid Imaging with Refocused Echoes, MSME: Multi-Spin-Multi-Echo,
RAREVTR: Rapid Imaging with Refocused Echoes with Variable Repetition
Time, SE-EPI: Spin-Echo Echo Planar Imaging, FLASH: Fast Low Angle Shot,
*: variable TR (gating used)), FOV: Field-Of-View, **: scanning time dependent
of gating (≈30min)
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4 Results and discussion
4.1 Preprocessing
Figure 4.2: Example of a generated parametric T2 map, using masked input
images. The result of masking is satisfactory, as the area in which curve fitting is
to be performed has been reduced to only the pixels that are not masked. Masked
area is shown here as the outer black region. This improves the computation time
of the mapping procedure.
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Figure 4.1: The results of rescaling and interpolation in practice. A: The original
size T1-weighted image. C: Rescaled T1-weighted image. B: The original size
T2-weighted image. D: Rescaled T2-weighted image (Note: Scaling is shown for
illustrative purposes only.)
4.2 Generating tissue maps 43
4.2 Generating tissue maps
Figure 4.3: Example of curve fitting in T2-weighted images. Signal intensities
(marked by x) versus TE (8, 16, 24, 32, 40, 48, 56 and 64 ms) with a fit to mono-
exponential model are plotted. Very little deviation from the model is noticed,
only at TE=56 ms, presumable due to noise sources not originating from animal
movement as the deviation is minor. Only a small error will be produced when
fitted to a mono-exponential decay model.
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Figure 4.4: Signal intensities (marked by x) versus TE (8, 16, 24, 32, 40, 48,
56 and 64 ms) in T2-weighted sequence are shown. Difference in fitting of T2
relaxation curve is described. Shown is the bias potentially made with different
fitting approaches. One can observe that the first signal intensity sometimes does
not exceed the second measured one, which might result from imperfect refocusing
pulse or field inhomogeneities. Fit 1 represents the curve fitting by considering
all signal intensities equally weighted, and thus contribute the same amount to
the calculated relaxation constant. Fit 2 measures the relaxation constant as
a fit to the decay while excluding the first and the last echo time. Discarding
the first echo is encouraged in the literature [55] and was therefore also used
in this approach, in cases when the signal intensity measured at first echo time
was measured less than at the second echo time. This is done to account for any
potential systematic error introduced for instance with imperfect refocusing pulse
particularly for low echo train length used here. Signal intensities at last echo
was normally not discarded.
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Figure 4.5: Signal intensities (marked by x and o) versus TE (8, 16, 24, 32, 40, 48,
56 and 64 ms) for T2-weighted sequence are shown. Difference in curve fittings
correspond to different relaxation rates in the different tissue imaged during a
T2-weighted sequence. Pixel corresponding to data1 will appear darker in the
generated T2-map than the one of data2.
Figure 4.6: Signal intensities (marked by x) versus TR (650, 737, 890, 1002,
1160, 1290, 1500, 1800, 2220 and 3668 ms) are shown. Example of curve fitting
to a mono-exponential model in T1-weighted images. A good fit is shown with
very little deviation from the fitted model. Only at TR=2220 a noticeable dip is
observed, possible as a result of animal movement.
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Figure 4.7: Signal intensities (marked by x and o) versus TR (650, 737, 890, 1002,
1160, 1290, 1500, 1800, 2220 and 3668 ms) are shown. Comparison of different
T1 relaxation curve fittings as result of different tissue returning to equilibrium
with different paces.
Figure 4.8: Representative curve fit for estimation of ADC. This example
shows the measured signal (marked by x) versus b-values (22.701111, 122.69309,
329.69449, 534.51495, 840.18030, 1043.3733 and 1550.1705 s/mm2).
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Figure 4.9: Figure illustrates the negligible absolute difference in T2 relaxation
constants calculates. Maps were calculated with an open-code software ImageJ
and the approach described here. tumor region of interest is marked with red
circle. (Note: The logarithmic scale is used for better contrast.)
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Dynamic Contrast Enhanced imaging Introduced in the first part of this thesis,
DCE imaging technique promises to deliver a very clear distinction on the vascular properties
of the examined tissue. Figure 4.10 shows an outlined ROI, thought to represent blood pool
surrounding an artery. On the right side of the Figure 4.10, 16 proposal pixels are used to
manually search for the contrast agent concentration in blood through time. The number of
pixels is not arbitrarily chosen, as it ought to be relevant with respect to the arterial cross-
section (usually assumed less than 1 mm2 in mice). To mitigate the effect of partial volume an
even bigger area might be considered and later a sort of spatial smoothing could be applied.
The concentrations derived with Equation (3.5) are presented in Figure 4.12. One might first
notice the rather similar nature of the responses. Simultaneously, the non-negligible difference
in amplitude is observed. The shapes of the curves physically represent the amount of Gd
ions present, making the ”true” CA concentration delivered difficult to determine. The major
obstacles in processing the DCE-MRI data are briefly discussed bellow.
Figure 4.10: Blood pool ROI for AIF marked in a perfusion weighted sequence
frame (left) and zoomed in (right). The 4x4 area marked in red was chosen as
the area of interest to manually search for the AIF.
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Figure 4.11: Raw signal (bottom) and signal to concentration converted response
(top) from an ara suspected to be arterial blood pool. The concentration is con-
verted directly from the raw signal. Negative values could be observed as the
baseline prior to injection (marked with a circle) is set as a mean value of signal
intensities before the injection. In further precessing the response is properly ad-
justed. The directly converted contrast agent concentration is therefore clipped
at the last local minimum around the time of contrast injection and prior to the
steep increase in signal intensity. Choosing the correct minima in the observed
signal is often not unambiguous and needs to be carefully selected. Illustrated is
the potential difficulty in choosing the exact moment of CA injection. Local min-
imums are observed around the time of injection, making the researcher choose
the correct moment. This will influence the semi-quantitative parameter of time
needed to achieve the peak amplitude in the contrast concentration measured and
consequently all the derived parameters.
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Figure 4.12: Contrast agent concentrations derived from the proposed region in
Figure 4.10. Altogether 16 filtered curves (one from each pixel) are shown in
different colors from the proposed region for the duration of the sequence. The
choice of filtering method will highly impact the result if, for example, the peak
amplitude of the arterial response is missed or/and lowered. Shown here, the
responses were smoothed with a local window in time (frames) . The window
span (if chosen very small) may still allow for some higher frequency variation as
is seen in the downward slope. The interest in the curve is only after the minimum,
observed somewhere in the region around the 40-th frame (corresponding to the
start of bolus injection). The exact minimum (difficult to observe in practice)
might be displaced depending of the local vascularization surrounding the pixel
and noise in the captured signal. The final proposal region is therefore clipped
from the minimum onwards. It is also translated to start with 0, as negative
concentration is physically impossible to achieve.
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Figure 4.13: Fittings of semi-quantitative parameters of contrast uptake in tissue.
Contrast agent (0.2 – 0.4 mmol/kg, Magnevist-Bayer) is injected as a bolus af-
ter the first few frames during dynamic imaging (Fast-Low-Angle-Shot sequence,
frame period: 2.65 ms). Due to well-known problems acquiring quantitative pa-
rameters a simpler approach might be used. Wash in and wash out slopes are
derived to describe the rate at which the CA perfuses in and out of the observed
voxel. In this way the exact peak amplitude of CA concentration in blood pool
does not need to be addressed as no assumptions around the CA distribution
from arterial blood pool are made. In preclinical MRI practice this rather sturdy
method might come very handy.
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Figure 4.14: Fittings of contrast uptake in tissue using extended Tofts tissue
model with manually derived AIF from Figure 4.10. CA (0.2 – 0.4 mmol/kg,
Magnevist-Bayer) is injected as a bolus after the first few frames during dynamic
imaging (Fast-Low-Angle-Shot sequence, frame period: 2.65 ms). As suggested
in the literature the extended Tofts model is accurate in weakly vascularized (B)
and highly perfused (A) tissues [17]. These fittings nicely correspond to typical
patterns of type 1 and 2 of curves presented in Figure 3.6. This might suggest that
rather than trying to asses true model fitting a categorical classification may also
not be an ill posed approach. The larger limitation remains in the uncertainty of
determining the true concentration in the artery uptake that translates to fitting
uptake volumes in tissues of interest.
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Figure 4.15: A comparison between fittings of semi- and quantitative parameters
of contrast uptake in tissue. Contrast agent (0.2 – 0.4 mmol/kg, Magnevist-Bayer)
is injected as a bolus after the first few frames during dynamic imaging (Fast-
Low-Angle-Shot sequence, frame period: 2.65 ms). Unlike in 4.13 a significant
deviation in fittings can be observed in areas with lower perfusion rates. Tofts
model fit (marked in blue) illustrates a very good fit to the measured data, while
the a non-linear inflow of CA makes identifying the correct peak difficult. In line
with the issue is also the underestimated wash in slope.
54 Results and discussion
Figure 4.16: A:Ktrans map [0,0.6] min
−1, B:wash in slope map [0,1], C:vp map
[0,1], D: Time-to-peak map [0,180] frames, E: ve map [0,1], F:wash out slope
map [0,-1], G:kep map [0,0.6] min
−1, H:reference anatomical frame of tissue of
interest. Quantitative and semi-quantitative parameter maps obtained from the
DCE weighted sequence are shown. CA (0.2 – 0.4 mmol/kg, Magnevist-Bayer)
is injected as a bolus after the first few frames during dynamic imaging (Fast-
Low-Angle-Shot sequence, frame period: 2.65 ms). The quantitative parametric
maps shown here were generated with the AIF proposal presented in Figure 4.11.
Ktrans, volume transfer and kep, the reflux rate are expressed in min
−1, while
fractional plasma volume vp and the fractional extravascular extracellular space
volume ve have no unit (physiologically limited to amount of 1). The frame
shown represents the last time-point of the study (week 6) and as seen in the
maps, blood perfusion in the middle part of the tumor tissue is highly limited
and is likely suggesting necrotic tissue. A large resemblance is noted between
Ktrans and wash in slope map. Time-to-peak map correlates well to vp map and
wash out slope map to ve map. This further supports the claim of simplifying
the approach of tissue perfusion estimation in preclinical applications.
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Figure 4.17: A comparison between SVD based filtered response (blue) using
multiple channels (all 16 from the proposal ROI) and basic temporal filtering
(black) on the template of raw concentration signal (red) is presented. Although
the original principle was demonstrated with EEG data [74], the idea translates
very well. The major benefit using this approach, compared to simple moving
average filtering or downsampling is in taking the whole signal nature as a entire
sequence rather than only the local nature in the respective time window. The
distinct searched pattern will be amplified as opposed to high frequency noise con-
tributions that will be lost after signal reconstruction using the proposed number
of signal values from Figure 4.18. This is clearly evident in the downward slope
following the peak amplitude when comparing both filtered responses. Using such
a filtered response to perform quantitative analysis will yield better fittings.
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Figure 4.18: A plot showing first 50 singular values sorted in descending order.
A total of 10 iterations is shown. It can be noticed that after the 13-th singular
values the rest tend to converge to 0 with a faster pace in every further itera-
tion. Therefore as suggested in [74] the first 13 singular values were chosen to
reconstruct the signal.
As a whole set of modalities was intended to use per longitudinal basis (for every time-
point), the DCE data were excluded from further processing (segmentation step). There was a
large variability in the acquired data presumably as a result of unsuccessful CA administrations
or too-high dosages for certain animals at some time points. A best detected AIF was tested for
all the dataset to see, if some analysis is still possible. Large manual adjustments were needed
to make up for the failed injection. This resulted in very poor fittings, mostly seen in the less
vascularized regions. To use a single AIF for the whole set did not seem rational, because of
the aforementioned reasons (this claim is widely supported in the literature) and the modality
was therefore abolished from using in further processing steps.
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4.3 Image registration
Figure 4.19 shows a registered stack of modalities used for one image frame. Suck stacks were
assembled per animal and per time-point. Number of slices per position was bounded by T1-
weighted scans, where only three frames were acquired compared to ten or more for T2-weighted
scan.
Figure 4.19: Co-registered different modalities of one slice. Our registration
interest is only in overlaying the tumor ROI (marked with red circle) in different
modalities. Multi-modal registration was performed with maximization of multi-
modal mutual information within the Matlab framework.
Although mutual information is a global similarity measure and hence generally not useful
for local (windowed) non-rigid registration, it might still produce viable results in cases depicted
below. In case of Figure 4.20, one can only observe movement in the part of tumor ROI and not
the rest of the animal body. The exact motion of the animal would probably be best modelled
with a non-rigid transformation model. This calls for estimation of the daemon displacement
fields, which is a tough challenge to solve if the bias of manipulation the tumor ROI is to be
kept minimal. For this reason, the image is windowed (cropped) to only contain the tumor ROI
and a distinctive feature-edge (animal skin), to impose a constraint on the field of rotation in
case of circular shaped tumors and still modelled as a rigid transformation model with the MI
metric. The result is not optimal, but the interference is guaranteed to be minimal.
58 Results and discussion
Figure 4.20: Example of non-rigid movement of the animal (prior to registration).
a)9th frame (TR=2220 ms) in a T1-weighted sequence b)Reference anatomical
image in the same frame as a). c)Overlay of a)(in purple) and b)(in green).
Displacement is only observed in the tumor ROI (marked with red circle). Per-
forming rigid registration in this way would not result in optimal overlay, as the
rigid model is not able to account for elastic movements. d)Zoomed in c). Using
a windowed area, rigid transformation can be used. This is applicable in the
presented case as the interest is only in the ROI(marked with red circle)
The Matlab algorithm for image registration (imregister), unlike Elastix equivalent, some-
times fails to produce an optimal result in one run and must be triggered iteratively. Interpo-
lation is done in each iteration. If, for instance, we are dealing with very delicate applications
and do not want to add any more bias, other than the one already produced by the image scan-
ner by itself, we might use a different tactic. A mean of frames per position in each modality
may be taken as the floating image to ensure high enough SNR. The transformation matrix
between this mean and the reference image is estimated. The yielded transformation model is
then applied to the generated map, registering it to the reference. This removes the constant
manipulation when interpolating the values of the floating image and is only performed once.
This approach was also used also used in this thesis.
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4.4 Clustering
Figure 4.21: Tumor mask delineated in the reference anatomical image. Con-
sistency in delineation is needed to not include any extra tissue in the ROI, as
this might spread the data distribution for some of the clusters and spoil the
clustering results. As seen, sometimes there is no sharp region separating the
tumor tissue from other insignificant tissues, especially with xenograft models.
Marking this extra tissue as well could spoil the relevant data distribution and
lead to poorer clusters boundaries. Suggestion to follow is to rather stay on the
conservative side by a bit. Doing so, there is still some room for improvement
with manual translation of the ROI in other modalities for the corresponding reg-
istered frames, in case the registration was not pixel perfect (which is often the
case). Too much confidence when translating the ROI will also have a negative
impact.
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In many real-world datasets, the clusters are not as well-defined as we hoped for. As
mentioned before, a standard morphological categorization of tumor tissue can be used. This
accounts for 3 clusters: edema, necrosis and enhanced tumor. Figure 4.22 confirms this as-
sumption. Gap statistics, proposed in [32], assesses the optimal number of clusters comparing
the change in within-cluster dispersion with that expected of a referenced null distribution [32].
Other metrics (Davies-Bouldin index and Xie-Beni index) were tested (not shown here), but
the results were inconclusive and did not support the claim for using 3 clusters.
Figure 4.22: Gap statistics of different animals dependent on the number of
clusters. If the clusters would be very well defined a distinctive peak in the gap
values would be observed. Not surprisingly, due to bad cluster separability, this
is not the case. In the original paper it is further stipulated to examine the whole
curve (large range of proposed number of clusters) and look for local maximum
if no clearly defined global is present. Clearly seen for mouse no. 4 and no. 5,
the curve is seemingly saturated for clusters set to 3 and beyond (after the knee
point the slope of the curve decreases). The effect is not so pronounced in mouse
2, but as the same tumor model was used, this generalization is appropriate.
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4.4.1 Feature scaling
Figure 4.23: Features were further rescaled into unit range (Equation (2.20)) to
accommodate scale differences. Differences between clusters (K-means) of raw
(left) vs. scaled(right) to unit range features are shown. The clusters in are much
more compact with the scaled features seed on the right.
Figure 4.24: Differences due to scaling shown as distribution of cluster sizes (K-
means) for the same animal throughout the study. During the first three weeks
(slices 1-9) only two clusters are observed with the scaled version of the data (right
side) as compared to the non-scaled data (left side). In this thesis rescaling was
used, with the argument that it better corresponds to the reference anatomical
frames (specially for the hyper-intense regions) than the non-scaled version.
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4.4.2 Results using K-means
Figures 4.25 and 4.26 show clustering results obtained with K-means algorithm for different mice
at the same time-point (week 6). Clusters are randomly colored and are in no correspondence
here. However, the similarity is observed as one of the clusters clearly resembles the hyper-
intense region in the reference frame respectively (underlaid in grey color), while the other two
are not so clearly separable.
Figure 4.25: Clusters obtained with K-means algorithm. Presented is mouse no.2
in week 6.
Figure 4.26: Clusters obtained with K-means algorithm. Presented is mouse no.5
in week 6.
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Figure 4.27: Scatter plot of modalities clustered with Kmeans for mouse no.5 are
shown between modalities to represent how well the clusters are separated within
each modality. The range of each modality is scaled to be between 0 and 1. On the
diagonal color encoded histograms of the clusters are shown. All three clusters
seem to be well-separated in almost all modalities. The cluster represented in
orange is well separated in different modalities (large values in the anatomical
reference correspond to hyperintense areas presented in Figures 4.25 and 4.26).
The distribution in some modalities (e.g. T1post) suggests the modality adds no
specificity in data segmentation and can be left out.
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Figure 4.28: Box plots showing 3 clusters centres (averages of clusters) with
standard deviation for 3 mice in different modalities. Looking at representation of
mean values and standard deviation of cluster centres obtained with K means for
different mice, one can conclude no value is added by T1 post contrast maps. The
mean values for two of the three cluster are very close. With a very large deviation
seen in the third, the modalities provide no additional means of information to
distinguish the clusters. With further reasoning and excluding this modality from
the feature set yields the same clusters are presented in the previously mentioned
figures, where the whole set was used. Another reason why the clusters seem
much less separated is due to averaging over different mice, which tumor growth
trajectories largely differed for multiple reasons.
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Figure 4.29: Distribution of number of elements in each cluster per image frame is
shown. Elements are grouped in corresponding clusters with K-means. One can
observe that one cluster (here shown in blue) is present throughout the longitudi-
nal study, thought to be dense, growing tumor with lower values in T2 and ADC
maps with less water and less water diffusivity. The cluster (shown in orange)
corresponding to high values in T2 and ADC maps emerges in the second half of
the study and grows in volume over time. This is thought to correspond to cystic
areas.
66 Results and discussion
4.4.3 Results using FCM
Figure 4.30: Difference in fuzzy membership values for 3 clusters (corresponding
vertically) inside tumor region in the same mouse for fuzziness parameter set to
m=2 (top row) and m=3 (bottom row). Membership degree to each cluster is
color encoded with the scale shown on the right. A higher value of m suggest
more fuzzy (with a lower weight) belonging to a certain cluster seen as a change
in color. On the leftmost pair (top and bottom), with m some heterogeneity is
most pronouncedly suggested by a non-uniform distribution of memberships even
inside a big central region.
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Figure 4.31: Similarity between K-means and Fuzzy C-means clustering results.
For the Fuzzy C-means cluster membership functions are shown with red corre-
sponding to high membership degree and blue as low. The cluster boundaries are
almost identically defined. Cluster centres were compared and the membership
distributions imaged. The benefit of soft membership values assignment with
FCM, rather than binary classification with K-means, is that one can distinguish
on a pixel basis the weight with which each pixel belongs to some cluster. In this
way, heterogeneity is more pronounced.
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Figure 4.32: Illustrative heterogeneity in different animals in the same week when
clustered with Fuzzy-C. Figure further illustrates the non-homogeneity in distri-
butions in different mice for different clusters representing tissue types. Fuzzy C-
means brings added value to the shown correspondences between tumor patholo-
gies and clusters with its fuzziness in assigning pixels to specific clusters. It is
interesting to see how the tumor progression differs between animals in size as
well as underlying physiology.
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Figure 4.33: Scatter plot of modalities clustered with Fuzzy C-means for mouse
no.5 are shown between modalities to represent how well the clusters are sepa-
rated within each modality. The range of each modality is scaled to be between
0 and 1. Clusters are assigned according to the maximal membership for image
element. On the diagonal color encoded histograms of the clusters are shown.
All three clusters seem to be well-separated in almost all modalities, similarly
as with K means. Minor differences in the distributions can be observed. The
cluster represented in yellow is well separated in different modalities (large values
in the anatomical reference correspond to hyperintense areas presented in Fig-
ures 4.25 and 4.26). The distribution in some modalities (e.g. T1post) suggests
the modality adds no specificity in data segmentation and can be left out.
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Figure 4.34: Comparison of FCM clustering and histological image. A correspon-
dence between clustering algorithm and histological analysis is suggested. Shown
in the figure, a correlation may be noticed between the cluster seen in the middle
of the bottom row and the area with no coloring observed (small white region in
the upper left of the image). The different shape appearance of the tumor in the
histopathological slide is natural, as often it is distorted when sliced (e.g. slicing
from hard to the soft tissue will result in distortion of the overall shape).
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4.4.4 Results using NMF
Figure 4.35: An example of tissue abundance maps obtained with NMF is shown.
This is the raw result, obtained by the algorithm after a few iterations showing a
method to possibly characterize tissue. None of the tissue sources is represented
in high abundances which is a surprise compared to the results of FCM.
ADC T2 T1pre T1post Anat
Cluster 1 0.83 0.73 0.19 0.60 0.63
Abundance map 1 0.95 0.92 0.10 0.27 0.57
Cluster 2 0.48 0.34 0.17 0.35 0.50
Abundance map 2 0.27 0 0.23 0.03 0.71
Cluster 3 0.27 0.13 0.14 0.20 0.37
Abundance map 3 0.14 0.02 0.19 0.78 0.24
Table 4.1: Comparison of cluster centres obtained with FCM and tissue sources
obtained with NMF for multiple modalities. The values range from 0 to 1, as
modalities have been normalzied to account for the different ranges. A certain
correspondence can be observed, especially in the ADC and T2. To better visu-
alize this, the reader is referred to Figure 4.36 The two methods presented here
do not report the same results, but are rather seen as complementary approaches
in the task of tissue characterization.
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Figure 4.36: A comparison of results obtained with NNMF (middle row) and
FCM (bottom row) for the same frame. At the top the reference anatomical
frame is shown. The resemblance between fuzzy memberships and abundance
maps is clearly seen. The main difference is that abundance maps seem to be
even more heterogeneous, as the tissue sources are much more interchanged. This
suggest that these methods are complementary and can be combinedly used for
tissue segmentation.
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Figure 4.37: Comparison of tissue abundance maps obtained with NMF and
histological image. Similarly as with Fuzzy C-means, a likewise parallel in com-
paring the abundance maps with histological slides is shown. Larger differences in
abundances of tissue are observed, corresponding reasonably well to the reference
anatomical image. Comparing the results of NMF (Figure 4.37) with the results
of FCM (Figure 4.34) of the same image frame demonstrates better result with
FCM arguably showing larger resemblance with the histological slide.
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Figure 4.38: The top three images represent tissue abundance maps obtained
with NMF and the lower rightmost is a clustered representation in case where
only the highest weight per tissue source is taken into account pixel-wise (NMF
clusters). In the bottom row, clustering with K-means is demonstrated for the
same image frame. There are no clear similarities between this approaches, as
only clusters obtained with K-means are clear in line with the contrasting seen
in the reference anatomical image (middle of the frame).
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5.1 Recapitulating the aim
The aim of constructing a framework based on multi-modal parametric in vivo imaging ap-
proach, enabling to perform tumor tissue characterization in mice from ground up, was achieved.
Small animal imaging is a fundamental pillar in preclinical research work, serving to confirm
proof of principle in animal models. In preclinical work, magnetic resonance imaging is used as
a favourable technique for the investigation, with the ability to spatially localize morphologic
and function changes in the organ systems non-invasively. Tumor tissue characterization is a
particularly challenging task in in vivo research as presented in this thesis. Research was done
using data from a study, in which mice were longitudinally monitored with weekly imaging.
Multiple MRI modalities were combined in order to evaluate the added value of each in the
overall assessment of tumor tissue development. Such a multi-parametric approach is proposed
to improve performance in tumor tissue characterization [3]–[5]. Firstly, parametric maps of
MRI biomarkers were generated from the individual modalities, using a custom build script
from the raw image data. Secondly, these maps were co-registered to a corresponding reference
frame to obtain a stack of modalities per image frame and tumor ROI was delineated. Thirdly,
different unsupervised segmentation techniques were tested to perform the characterization of
tissue and compared the results with the histopathological samples. In conclusion, multimodal
imaging provided complementary information on dynamic processes and allowed to investigate
different aspects in disease evolution. Ultimately, combined with clustering techniques, sev-
eral parallels with histopathological analysis can be drawn. With the selected choice of MRI
modalities and applied clustering algorithms, a good performance in tissue characterization was
achieved.
5.2 Strengths and limitations
The major added valued of this project is the fact that everything is done in one go. The whole
framework is set as autonomous, allowing any user with no experience in Matlab to use it freely.
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The user is not obliged to intervene in any of the steps. This enables one to make other use
of time, that until now was dedicated to manually process the raw datasets. The constructed
pipeline for image registration and segmentation can be applied to other tumor models and
serve as an additional insight into the tumor micro-environment. During the construction of
the pipeline, many specific/detailed obstacles were overcome. As some part of them were of
human origin, they were largely unforeseen. Overcoming them led to constructing a reasonably
robust framework.
The main obstacle that impedes the performance of tissue characterization is image regis-
tration. At some time-points large animal movements could be noticed, making the automatic
framework not robust enough to tackle these problems. There are several other ways on how
to approach the problem of image registration, with using a vendor specific software being one.
The problem however, with these, is the lack of ability to manipulate and the lack of insight,
provided in the specific steps within these software solutions. Generally, the processing pipeline
is robust enough to complete the task described, although higher performance at specific steps
could be achieved with other dedicated software. Moreover, due to its open construction, differ-
ent modalities (e.g. PET) can be added to further improve the obtained results. A fully detailed
histopathological verification of the obtained segmentation results is missing, mainly due to the
time limits considered for such a project. Therefore a definitive conclusion speculating the true
underlying physiology of the depicted tissue clusters segmented could not be made.
5.3 Further improvements
During the construction of the presented framework several challenges were encountered, but not
all of them were overcome, thus proposed bellow are some possible improvements. Commonly
in this line of work is the need of adjusting all the small details, each contributing its piece
to the overall result. In this mosaic, some pieces are harder to solve and require a significant
time effort. This was why, for example, with the perfusion weighted imaging modality, only a
working principle in a few animals was established.
Image registration Further improvements can be done in the part of image registration.
As mentioned in the thesis, only an affine or rigid transformation models were used in the
process. With these models, not all frames could be registered. Using xenograft models added
an extra layer of difficulty due to position of the tumor inside the animals. Constructing an
adjustable elastic transformation model, which would enable manipulation with the initializing
transformation estimate, deems as the only possible solution to make use of all the acquired
imaging data and further enhance statistical possibilities.
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Figure 5.1: Approaches used in studies show no convention has been established
so far in how to process DCE-MRI, as presented in Heye, Culling, Hernández, et
al. [73].
Perfusion weighted imaging In a very concise systematic review by Heye, Culling,
Hernández, et al. [73], it was demonstrated that even in a narrow clinical research field, focused
only on the blood-brain barrier disruption, there was a high variability in the approaches and
methods used. The importance of DCE-MRI studies to provide valuable information in a variety
of applications was never put in question, although, due to lack of standardization consensus,
comparison between studies is not commonly done [16].
A clear indication is shown in Figure 5.1, presenting all the different tissue models used in
the studies described in [73] (note that some studies used more than just one approach). The
issue of determining the AIF, however, is left untouched in the mentioned review article.
The full list of potential error sources would quickly undermine the promising benefit DCE-
MRI provides, as there are a lot of (strong) assumptions made during the analysis. Therefore,
the user is urged to carefully argue each step and see the result as a whole picture. The largest
potential source of error presents the inaccurate T1 pre- & post contrast mapping, as it is subject
to motion artefacts and subsequently affecting the later stages of modelling. Oversimplification
with the choice of tissue model also needs to be addressed, as most of the studies reported usage
of only one preselected representative tissue model across the whole region of interest, rather
than finding the most suited one on a local basis (pixel regions). Further, only the plasma
compartment (Cp) of the blood drives the diffusive transport. Therefore, the measured AIF
(Cb) needs to be adjusted for the haematocrit value with the relation Cp = Cb/(1−Hct), which
not all studies reflect. A typical value for mice is 0.47 [83].
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