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Abstract
In this paper we extended the Neyman-Pearson lemma by replacing two probabilities into two sublin-
ear operators and divide our problem into two cases to get the reminiscent form of the optimal solution
as in the linear case if the optimal solution exists. We also studied the existence of the optimal solution.
Keywords: duality; G-expectation; hypothesis testing; Mazur-Orlicz theorem; pure additive set func-
tion.
1 Introduction
For a given measurable space (Ω,F), suppose that there are two probability measures P and Q. If we want
to discriminate between them. we can try to select a test function X : Ω → [0, 1], which rejects P on ω
with probability X(ω). Then EP [X ] is the probability of rejecting P when it is true (Type I error) and
EQ[1−X ] is the probability of accepting P when it is false (Type II error). In generally, to minimize both
of the Type errors is impossible. The traditional method is to find a test, which minimizes Type II error
while keeping Type I error below a given acceptable significance level α ∈ (0, 1). The most famous result is
Neyman-Pearson lemma, in which it tells us the optimal test function not only exists but also satisfies some
reminiscent form.
In real life the case may be more complicated. For example, there will be not only just two probability
measures but two families of probability measures for us to discriminate. In 1973, Huber and Strassen
[8] studied hypothesis testing problem for Choquet capacities. In 2001, Cvitanic and Karatzas [3] studied
the min-max test by using convex duality method. In 2008, Ji and Zhou [10] studied hypothesis tests for
g-probabilities. In 2010, Rudloff and Karatzas [15] studied composite hypothesis by using Fenchel duality.
The similar problem also arises in the financial mathematics (refer Rudloff [14]).
In [3], Cvitanic and Karatzas assume P and Q are two families of probability measures, P ∩ Q = φ and
P ≪ K, Q≪ K, ∀P ∈ P , ∀Q ∈ Q for some probability measure K. Then set
G := {GP :=
dP
dK
;P ∈ P}, H := {HQ :=
dQ
dK
;Q ∈ Q}.
For the sake of our statement clearly, here we assume G and H are closed sets in the sense of K-a.s..
Then they can find a quadruple (Gˆ, Hˆ, zˆ, Xˆ) ∈ (G ×H × (0,∞)×Xα) such that
EK [GXˆ] ≤ EK [GˆXˆ] = α, ∀G ∈ G.
1
EK [HˆX ] ≤ EK [HˆXˆ] ≤ EK [HXˆ], ∀X ∈ Xα, ∀H ∈ H.
and
Xˆ = I{zˆGˆ<Hˆ} +B · I{zˆGˆ=Hˆ}
for some suitable random variable B : Ω→ [0, 1].
In our paper, we use a new method to get the form of the optimal test function. One reason is sometimes
a reference probability measure K such that all elements in P and Q are dominated by it will not exist.
Example 1.1 is in such case. Another reason is, sometimes not all the optimal solutions attain the significance
level α.
Example 1.1 Let Ω := [0, 1], F is all the Borel set on [0, 1] and δx (0 ≤ x ≤
1
2) be the measure on [0, 1]
defined as
δx(ω) =


2
3 , ω = x;
1
3 , ω = x+
1
2 ;
0, otherwise.
P := {δx, x ∈ [0,
1
2
]},
Q = {Q}, Q(ω) =


1
2k+1
, ω = 1
2k
, k ≥ 1;
1
2 , ω =
3
4 ;
0, otherwise.
We can check that there does not exists a P0 such that P ≪ P0, ∀P ∈ P. If we take α =
1
3 , then the
optimal solution Xα satisfies Eµ[Xα] =
1
3 .
Obviously, the optimal solution is not unique, and
X(ω) =


1
2 , ω =
1
2k
, k ≥ 1, k 6= 2;
0, ω = 14 ;
1, ω = 34 ;
0, otherwise.
is one of the optimal solutions.
In this paper, we replace the two probability measures by two sublinear operators. Our question is
whether there still exists the optimal test function. Furthermore, if such an optimal solution exists, whether
it has the reminiscent form as in classical Neyman-Pearson lemma.
Different from the previous work of Cvitanic and Karatzas’, with the help of the Mazur-Orlicz theorem,
we only need three mild assumptions besides the operators are sublinear. The cost is we lose the existence
of the optimal solution. We have obtained that every optimal solution has the reminiscent form as long as
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it exists. Furthermore, we study the case that the optimal solutions do not reach the significance level α in
detail.
Need to point out that if we assume the two sublinear operators are both continuous from above as done
in subsection 4.1, the three mild assumptions can be abandoned and there will exist a reference probability
measure K such that all the additive set functions dominated by either of the two sublinear operators are
absolutely continuous with respect to K. In this case, we can get the existence of the optimal solution, but
our framework is still different from Cvitanic and Karatzas’. In fact, the topology in their paper both on
test function space and on probability measures space can be considered as the one generated by P0-a.s., in
contrast to the topology in our paper on test function is generated by the L∞(K)-norm and the topology on
the probability measures space is generated by the L1(K)-norm(or the weak∗ topology defined on L1(K)).
The paper is organized as follows. In section 2, we state our problem. In section 3, we transform the
initial problem and divide into two cases to get the representation of the optimal solution. In section 4, we
have discussed the existence of the optimal solution. In section 5, we study the hypothesis testing problem
when the test functions are restrained to be chosen in a smaller space L1c .
2 Statements of our problem
Denote X as the set of all bounded measurable functions on the measurable space (Ω,F), N as the set of the
natural number and R as the set of the real number. Recall X is a Banach space endowed with the supremum
norm. X ∗ stands for the dual space of X . We write 〈X,X∗〉 as the value of X∗ at X and σ(X ∗,X ) as the
weak∗ topology on X ∗.
Definition 2.1 We call an operator ρ is sublinear, if it satisfies the following properties:
(i) Monotonicity: ρ(ξ1) ≥ ρ(ξ2) if ξ1 ≥ ξ2.
(ii) Constant preserving: ρ(c) = c for c ∈ R.
(iii) Sub-additivity: For each ξ1, ξ2 ∈ F, ρ(ξ1 + ξ2) ≤ ρ(ξ1) + ρ(ξ2).
(iv) Positive homogeneity: ρ(λξ) = λρ(ξ) for λ ≥ 0.
Denote Eµ and Eυ as the two sublinear operators to discriminate, Eµ¯ and Eυ¯ are their conjugation
operators, i.e.
Eµ¯[X ] = −Eµ[−X ], ∀X ∈ X
and
Eυ¯[X ] = −Eυ[−X ], ∀X ∈ X .
Our aim is to select a test function X ∈ [0, 1] to minimize the Type II error Eυ[1−X ] while keeping the
Type I error Eµ[X ] less than a significance level α. This is equivalent to solve the following problem.
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Problem 2.2 For a given significance level α ∈ (0, 1), whether there exists a test function Xα ∈ Xα such
that
Eυ¯[Xα] = sup
X∈Xα
Eυ¯[X ], (2.1)
where Xα is the set {X ;Eµ[X ] ≤ α,X ∈ [0, 1], X ∈ X}.
If such a Xα exists, we call it the optimal solution of Problem 2.2. It is easy to see that Xα is a bounded
convex set.
3 Characterization of the optimal solution
In this section, we will always assume the optimal solution of Problem 2.2 exists. Under this assumption,
we study the necessary condition of the optimal solution and the representation of the optimal solution is
obtained.
3.1 Properties of the optimal solution
Lemma 3.1 (Mazur-Orlicz theorem) Let Z be a nonzero vector space, ρ : Z → R be sublinear and D
be a nonempty convex subset of Z. Then there exists a linear functional L on Z such that L(Z) ≤ ρ(Z) for
any Z ∈ Z and
inf
Z∈D
L(Z) = inf
Z∈D
ρ(Z).
Proof. Refer the Lemma 1.6 of chapter I in [16].
Remark 3.2 In fact, by the proof of the lemma 1.6 of chapter I in [16], the linear operator L we want to
find in Lemma 3.1 can be chosen as any one of the linear operators dominated by the sublinear operator ρ̂
defined as:
ρ̂(Y ) := inf
λ>0,Z∈D
[ρ(Y + λZ)− λβ],
where β := infZ∈D ρ(Z).
Corollary 3.3 For any given X ∈ X , there exists L ∈ X ∗ such that L ≤ Eµ and
L(X) = Eµ[X ].
Proof. This is the direct result from Lemma 3.1.
Remark 3.4 By Theorem A.50 in [7], for any linear operator L ∈ X ∗, there exists a unique bounded finitely
additive set function P on the measurable space (Ω,F) such that
L(X) =
∫
XdP for all X ∈ X .
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In order to show the relationship between the elements in X ∗ and the additive set functions, we will
denote the linear operator L ∈ X ∗ as EP . Furthermore, we take the set P as {P,EP ≤ Eµ} and Q as
{Q,EQ ≤ Eυ}, it is easy to check P and Q are also convex. By the Proposition 2.85 in [7], we have
Eµ[X ] = sup
P∈P
EP [X ] and Eυ [X ] = sup
Q∈Q
EQ[X ].
Then
Eµ¯[X ] = inf
P∈P
EP [X ] and Eυ¯ [X ] = inf
Q∈Q
EQ[X ].
In the following, without confusion, we will use the sets P (resp. Q) to denote either the set of elements
dominated by Eµ (resp. Eυ) or the set of its related additive set functions. Note that the elements in the
sets P and Q are only finitely additive, not necessarily countably additive. We call the finitely additive set
function as charge as in [13] for convenience.
Corollary 3.5 There exists a charge Qα ∈ Q such that
sup
X∈Xα
EQα [X ] = sup
X∈Xα
Eυ¯[X ]
and for any such charge Qα, Qα(Ω) = 1.
Proof. Let X¯ := 1−X , X¯α := {X¯;X ∈ Xα}. Then X¯α is also a convex set. From Lemma 3.1, there exists
a charge Qα ∈ Q such that
inf
X¯∈X¯α
EQα [X¯ ] = inf
X¯∈X¯α
Eυ[X¯],
i.e.
1− sup
X∈Xα
EQα [X ] = 1− sup
X∈Xα
Eυ¯[X ].
Since for any c ∈ R, we have
c = −Eυ[−c] = Eυ¯ [c] ≤ EQα [c] ≤ Eυ[c] = c.
Then Qα(Ω) = EQα [1] = 1.
Remark 3.6 If we consider the problem inf
X∈D
Eµ[X ] for some convex set D in X , by using the same
method as in Corollary 3.5, there exists a charge Pα ∈ P such that
inf
X∈D
EPα [X ] = inf
X∈D
Eµ[X ].
Lemma 3.7 If Xα is the optimal solution of Problem 2.2, then for any charge Qα ∈ Q such that
sup
X∈Xα
EQα [X ] = sup
X∈Xα
Eυ¯ [X ], (3.1)
we have
EQα [Xα] = sup
X∈Xα
EQα [X ]
and Qα(Ω) = 1.
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Proof. We denote the set {Qα ∈ Q; supX∈Xα EQα [X ] = supX∈Xα Eυ¯[X ]} as Qα. By Corollary 3.5, Qα is
not empty and any element in it has Qα(Ω) = 1.
If there exists a charge Qα ∈ Qα such that
EQα [Xα] < sup
X∈Xα
EQα [X ]. (3.2)
From (3.1) and (3.2), we have
Eυ¯ [Xα] ≤ EQα [Xα] < sup
X∈Xα
EQα [X ] = sup
X∈Xα
Eυ¯ [X ].
Since Eυ¯[Xα] = supX∈Xα Eυ¯[X ], we derive contradiction.
Definition 3.8 We call a finitely additive set function Q is pure additive, if Q(Ω) = 1 and there exists a
sequence of sets An ↓ φ such that limn→∞Q(An) = 1.
This definition comes from the purely finitely additive set function defined in [17]. By Theorem 1.23 in
[17], we know the charge Qα can be uniquely expressed as
Qα = λQ
c
α + (1− λ)Q
p
α,
where Qcα is a probability measure, Q
p
α is a pure additive set function and λ ∈ [0, 1].
We need the following two hypotheses:
(H1) For any An ↓ φ such that limn→∞Eυ [IAn ] 6= 0, we have limn→∞Eµ[IAn ] = 0;
(H2) For any X ∈ Xα such that Eµ[X ] > 0, we have Eµ[X ] > Eµ[(X −
1
K
)+], for any K ∈ N.
It is easy to check the above hypotheses are obviously true if Eµ is generated by only one bounded
countably additive set function. In the rest of the paper, Qα denotes any charge belong to Qα defined in
the proof of the Lemma 3.7.
Proposition 3.9 Under (H1) and (H2), if Xα is the optimal solution of Problem 2.2, then
E(1−λ)Qpα [Xα] = 1− λ.
Proof. If E(1−λ)Qpα [Xα] = λ0 < 1 − λ, there exists a large enough K ∈ N such that λ0 +
1
K
< 1 − λ. Since
Qpα is a pure additive set function, there exists a sequence of sets An ↓ φ such that limn→∞Q
p
α(An) = 1. By
(H1) and (H2), there exists a set A ∈ {An;n ∈ N} such that
λ0 +
1
K
< E(1−λ)Qpα [IA] ≤ 1− λ
and
Eµ[IA] ≤ Eµ[Xα]− Eµ[(Xα −
1
K
)+].
Let XKα := (Xα −
1
K
)+IAc + IA. We have
Eµ[X
K
α ] ≤ Eµ[(Xα −
1
K
)+IAc ] + Eµ[IA] ≤ Eµ[(Xα −
1
K
)+] + Eµ[IA] ≤ Eµ[Xα] ≤ α
6
and
EQα [X
K
α ] =EλQcα [X
K
α ] + E(1−λ)Qpα [X
K
α ]
≥EλQcα [Xα]−
1
K
+ E(1−λ)Qpα [IA]
>EλQcα [Xα] + λ0 = EQα [Xα].
This conflicts with Lemma 3.7. Then E(1−λ)Qpα [Xα] = 1− λ.
Lemma 3.10 Under (H1) and (H2), if Xα is the optimal solution of Problem 2.2, we have
EQα [Xα] = sup
X∈Xα
EQα [X ] = sup
X∈Xα
EλQcα [X ] + sup
X∈Xα
E(1−λ)Qpα [X ].
Proof. The first equation is from Lemma 3.7 and
sup
X∈Xα
EQα [X ] ≤ sup
X∈Xα
EλQcα [X ] + sup
X∈Xα
E(1−λ)Qpα [X ]
is obvious.
Denote γcα := supX∈Xα EλQcα [X ]. There exists {X
c
n}n∈N ⊂ Xα such that
EλQcα [X
c
n] > γ
c
α −
1
n
.
By (H1) and (H2), for any K ∈ N, there exists a set AK,n such that EQpα [IAK,n ] ≥ 1−
1
K
and
Eµ[IAK,n ] ≤ Eµ[X
c
n]− Eµ[(X
c
n −
1
K
)+].
Let XKn := (X
c
n −
1
K
)+IAc
K,n
+ IAK,n . We have
Eµ[X
K
n ] ≤ Eµ[(X
c
n −
1
K
)+IAc
K,n
] + Eµ[IAK,n ] ≤ Eµ[X
c
n] ≤ α
and
EQα [X
K
n ]= EλQcα [X
K
n ] + E(1−λ)Qpα [X
K
n ]
≥ EλQcα [X
c
n]−
1
K
+ E(1−λ)Qpα [IAK,n ]
> EλQcα [X
c
n] + 1− λ−
2
K
> γcα + 1− λ− (
2
K
+ 1
n
).
Since K and n can be taken arbitrarily in N, then
sup
X∈Xα
EQα [X ] ≥ γ
c
α + 1− λ.
On the other hand, we have supX∈Xα E(1−λ)Qpα [X ] ≤ 1− λ. Then
sup
X∈Xα
EQα [X ] ≥ sup
X∈Xα
EλQcα [X ] + sup
X∈Xα
E(1−λ)Qpα [X ].
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Theorem 3.11 Under (H1) and (H2), if Xα is the optimal solution of Problem 2.2, then it is also the
optimal solution of the following problem
sup
X∈Xα
EλQcα [X ]. (3.3)
Proof. By Lemma 3.10, we have
EλQcα [Xα] + E(1−λ)Qpα [Xα] = EQα [Xα] = sup
X∈Xα
EλQcα [X ] + sup
X∈Xα
E(1−λ)Qpα [X ].
Since
EλQcα [Xα] ≤ sup
X∈Xα
EλQcα [X ] and E(1−λ)Qpα [Xα] ≤ sup
X∈Xα
E(1−λ)Qpα [X ],
then
EλQcα [Xα] = sup
X∈Xα
EλQcα [X ].
If λ = 0, i.e. Qα is a pure additive set function, considering (3.3) becomes meaningless. In this case, since
there exists An ↓ φ such that limn→∞Qα(An) = 1, i.e. there exists An ↓ φ such that Qα(An) = 1 for any
n ∈ N, under (H1), we can find a large enough N such that AN satisfying Eµ[IAN ] < α and Qα(AN ) = 1.
In order to avoid the case λ = 0 to happen, we give another hypothesis:
(H3) For any sequence {An}n∈N such that An ↓ φ, we have limn→∞Eµ[IAn ] < 1 and limn→∞Eυ [IAn ] <
1.
In Theorem 3.11, we have proved if Xα is the optimal solution of Problem 2.2, then it is also the optimal
solution of (3.3). Thus as long we prove all the optimal solutions of (3.3) has some reminiscent form, then
Xα will also has the same reminiscent form.
3.2 The representation of the optimal solution
In this subsection, we will assume (H1)-(H3) hold and focus on solving the problem of (3.3). We will use γcα
to denote supX∈Xα EλQcα [X ].
3.2.1 The first case
In this subsection, we will give a result for the first case that for all X such that Eµ[X ] < α, we have
EλQcα [X ] < γ
c
α.
Lemma 3.12 Assume for all X ∈ Xα such that Eµ[X ] < α, we have EλQcα [X ] < γ
c
α. If Xα is an optimal
solution of (3.3), then Xα is also the optimal solution of the following problem:
inf
Y ∈Yα
Eµ[Y ],
where Yα := {Y ;EλQcα [Y ] ≥ γ
c
α, Y ∈ [0, 1], Y ∈ X}.
Proof. Since EλQcα [Y ] < γ
c
α if Eµ[Y ] < α, then for any Y ∈ Yα, we have Eµ[Y ] ≥ α. With Eµ[Xα] = α,
the result is proved.
We turn to solve (3.3).
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Theorem 3.13 If for all X such that Eµ[X ] < α, we have EλQcα [X ] < γ
c
α. Then there exist a real number
τ ∈ (0, 1] and a probability measure P cα such that the optimal solution Xα of (3.3) can be expressed as
Xα = I{HλQcα>κGτPcα}
+BI{HλQcα=κGτPcα}
, K − a.s.
where HλQcα and GτP cα are the Radon-Nikodym derivatives of λQ
c
α and τP
c
α with respect to K :=
τP cα+λQ
c
α
2 .
κ ∈ R and B is a random variable with values in the interval [0, 1].
Proof. By using the Lemma 3.12, Xα is the optimal solution of the following problem:
inf
Y ∈Yα
Eµ[Y ], (3.4)
where Yα := {Y ;EλQcα [Y ] ≥ γ
c
α, Y ∈ [0, 1], Y ∈ X}.
Then we only need to show that for any optimal solution Yα of (3.4) has the reminiscent form.
By using the same method as in section 3.1, there exists a charge Pα such that
EPα [Yα] = inf
Y ∈Yα
EPα [Y ] = inf
Y ∈Yα
Eµ[Y ]
and Pα has the unique decomposition
Pα = τP
c
α + (1− τ)P
p
α ,
where τ ∈ [0, 1], P cα is a probability measure and P
p
α is a pure additive set function.
Since EλQcα plays the same role as Eµ as in section 3.1 and λQ
c
α is a bounded countable additive set
function, then the assumption (H1) and (H2) hold. Under the assumption (H3), we have τ ∈ (0, 1]. Then
the countably part of Pα satisfying
EτP cα [Yα] = infY ∈Yα
EτP cα [Y ]. (3.5)
Since τP cα and λQ
c
α are both bounded countable additive set functions, by using the classical Neyman-
Pearson lemma (refer the Theorem A.30 in [7]), any optimal solution Yα of (3.4) has the following form:
Yα = I{κHλQcα>GτPcα} + b · I{κHλQcα=GτPcα}, K − a.s.,
where
K :=
τP cα + λQ
c
α
2
,
κ := inf{u ≥ 0;λQcα(uHλQcα ≥ GτP cα) ≥ γ
c
α}
and B is a suitable random variable taking values in [0, 1].
Since all the optimal solutions of (3.5) have the above form, then any optimal solution of (3.4) has the
same form. So does the optimal solution of (3.3).
Example 3.14 shows the obtained result is only a necessary condition of the optimal solution.
Example 3.14 Let Ω := [0, 1] and F is the collection of all the Borel sets on [0, 1]. P := {P}, Q := {δx, x ∈
[0, 1)}, where δx is the Dirac measure,
P (ω) =


1
2 , ω =
1
2 ;
1
2 , ω = 1.
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If α := 12 , then the optimal solution is
Xα =


1, ω ∈ [0, 1);
0, ω = 1.
and it is unique.
Every δx ∈ Q can be chosen as the Qα in the Lemma 3.7, but there does not exist a Qα such that
A = {HQα > λGP } for some λ, where A := {ω;Xα = 1}, HQα and GP are the Radon-Nikodym derivatives
with respect to K := Qα+P2 .
Example 3.15 shows the choice of Qα impacts on finding the optimal solution.
Example 3.15 Let Ω := {ω1, ω2, ω3}, F is all the possible combinations of the elements in Ω. P := {P}
and Q := {Q1, Q2}, where
P =


1
4 , ω = ω1;
1
4 , ω = ω2;
1
2 , ω = ω3,
Q1 =


1
2 , ω = ω1;
1
2 , ω = ω2;
0, ω = ω3
and Q2 =


1, ω = ω1;
0, ω = ω2;
0, ω = ω3.
Take α := 12 . It is obvious that the optimal solution is Xα = I{ω1} + I{ω2}. Furthermore, both Q1 and
Q2 can be considered as the Qα satisfying the condition in Lemma 3.7.
If we choose Q2 as the Qα, I{ω1} will satisfy
Eµ[I{ω1}] =
1
4
<
1
2
, EQ2 [I{ω1}] = 1 = sup
X∈Xα
EQ2 [X ].
3.2.2 The second case
The second case is there exists optimal solution of (3.3) satisfying Eµ[Xα] < α. Example 3.20 shows this
case exists.
Proposition 3.16 If an optimal solution X0α of (3.3) satisfying Eµ[X
0
α] = α0 < α, then for the set A :=
{X0α 6= 1}, we have
EλQcα [IA] = 0.
Proof. Take
X1α := (X
0
α + α− α0) ∧ 1.
Then Eµ[X
1
α] ≤ α and EλQcα [X
1
α] ≥ EλQcα [X
0
α]. Since EλQcα [X
0
α] = EλQcα [X
1
α] = γ
c
α, we have
EλQcα [X
1
α −X
0
α] = 0.
Then
EλQcα [IA] = limκ→∞
EλQcα [κ(X
1
α −X
0
α)
∧
1] ≤ lim
κ→∞
EλQcα [κ(X
1
α −X
0
α)] = 0.
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Corollary 3.17 If there exists an optimal solution X0α of (3.3) satisfying Eµ[X
0
α] < α, then γ
c
α = λ.
Proof. Since Eµ[X
0
α] < α, from Proposition 3.16, we have the set A := {X
0
α 6= 1} satisfying
EλQcα [IA] = 0,
then
γcα = EλQcα [X
0
α] = EλQcα [IAc ] = λ.
Corollary 3.18 If there exists an optimal solution X0α of (3.3) satisfying Eµ[X
0
α] < α, for any optimal
solution Xα of (3.3), we have λQ
c
α(A) = 0, where A := {Xα 6= 1}.
Proof. Since Xα is the optimal solution of (3.3), by Corollary 3.17, EλQcα [Xα] = γ
c
α = λ. On the other
hand, since Xα ≤ 1 and EλQcα [1] = λ, we have 1−Xα ≥ 0 and EλQcα [1−Xα] = 0. Then λQ
c
α(A) = 0.
Theorem 3.19 If there exists an optimal solution X0α of (3.3) satisfying Eµ[X
0
α] < α, then for any proba-
bility measure P and any optimal solution Xα of (3.3), Xα can be expressed as
Xα = I{HλQcα>0}
+BI{HλQcα=0}
, K − a.s..
where HλQcα is the Radon-Nikodym derivative of λQ
c
α with respect to K :=
P+λQcα
2 and B is a random
variable with values in the interval [0, 1].
Proof. For any optimal solution Xα of (3.3), take A := {Xα 6= 1}. For any probability measure P , take
K :=
P+λQcα
2 and HλQcα :=
dλQcα
dK
. From Corollary 3.18, we have λQcα(A) = 0. Then A ⊂ {HλQcα = 0} and
{HλQcα > 0} ⊂ A
c = {Xα = 1}. Thus Xα can be expressed as
X0α = I{HλQcα>0}
+BI{HλQcα=0}
, K − a.s.
where B is a random variable taking value in [0, 1].
Example 3.20 Let Ω := [0, 1], F is all the Borel set on [0, 1], P := {δ0} and Q := {δ1}, where δ0 and δ1
are the Dirac measures, i.e.
δ0 =


1, ω = 0;
0, otherwise.
δ1 =


1, ω = 1;
0, otherwise.
For any given 0 < α < 1, we have indicator function I{1} is always the optimal solution and it obviously
has 0− 1 structure while Eµ[I{1}] = EP [I{1}] = 0 < α. Its representation form is out the framework of [3].
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Now we give a necessary and sufficient condition for judging whether there exists an optimal solution Xα
of (3.3) while Eµ[Xα] < α.
Theorem 3.21 Denote B := {B ∈ F ;Eµ¯[IB] > 0, EλQcα(IB) = 0} and
β := sup
B∈B
Eµ¯[IB ].
If B is empty, we define β := 0.
For any α ∈ (0, 1), then there exists X0α such that Eµ[X
0
α] < α and EλQcα [X
0
α] = γ
c
α if and only if
β > 1− α.
Proof. ⇐: If we have β > 1 − α, there exists a B̂ ∈ F such that Eµ¯[IB̂ ] > 1− α and EλQcα(IB̂) = 0. Then
Eµ[IB̂c ] < α and EλQcα [IB̂c ] = λ, i.e. IB̂c is a optimal solution of (3.3) satisfying Eµ[IB̂c ] < α.
⇒: If there exists X0α such that Eµ[X
0
α] < α and EλQcα [X
0
α] = γ
c
α, from Corollary 3.17, we know γ
c
α = λ.
Let A0 := {X0α 6= 1} and A
c
0 := {X
0
α = 1}. Since IAc0 ≤ X
0
α, we have Eµ[IAc0 ] < α, i.e., Eµ¯[IA0 ] > 1 − α.
Define X¯0α := 1−X
0
α, then X¯
0
α > 0 on set A0 and EλQcα [X¯
0
αIA0 ] = EλQcα [1−X
0
α] = 0. Thus EλQcα [IA0 ] = 0.
Then β ≥ Eµ¯[IA0 ] > 1− α.
By Theorem 3.13 and Theorem 3.19, we have proved that for any Xα, if it is an optimal solution of
(3.3), it must have the reminiscent form as in classical case. Since any optimal solution of Problem 2.2 is
also the optimal solution of (3.3), we also get the optimal solution of the initial Problem 2.2 must have the
reminiscent form as in classical case.
4 The existence of the optimal solution
4.1 A sufficient condition
From the section 3, we know the Pα and Qα which are chosen by Mazur-Orlictz theorem are crucial important
for the representation of the optimal solution. If they are both probability measures, there is no need to
decompose them into the countably additive part and the pure additive part and the three assumptions
in subsection 3.1 can be abandoned. Now we will give a sufficient condition to guarantee they are both
probability measures.
Definition 4.1 We call a sublinear operator ρ continuous from above on X if for each sequence {Xn}n∈N ⊂
X satisfying Xn ↓ 0, we have
ρ(Xn) ↓ 0.
Lemma 4.2 If a sublinear operator ρ is continuous from above on X , then for any linear operator EP
dominated by ρ, P is a probability measure.
Proof. For any An ↓ φ, we have ρ(IAn) ↓ 0. If a linear operator EP is dominated by ρ, then P (An) ↓ 0. It
is easy to see that P (Ω) = 1. Thus, P is a probability measure.
Theorem 4.3 If sublinear operators Eµ and Eυ are both continuous from above on X , then Pα and Qα in
Theorem 3.13 and Lemma 3.7 are probability measures.
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Proof. This is the direct result from Lemma 4.2, we omit its proof.
Furthermore, if sublinear operators Eµ and Eυ are both continuous from above on X , the optimal solution
of Problem 2.2 exists. To prove the existence of the optimal solution, we need the following result.
Lemma 4.4 If sublinear operator ρ can be represented by a family of probability measures M, i.e., ρ(X) =
sup
P∈M
EP [X ] and ρ¯ is the conjugate operator of ρ, i.e. ρ¯(X) = inf
P∈M
EP [X ]. For a sequence {Xn}n∈N, if there
exists a M ∈ R such that |Xn| ≤M for all n, then we have
ρ(lim inf
n
Xn) ≤ lim inf
n
ρ(Xn).
and
ρ¯(lim sup
n
Xn) ≥ lim sup
n
ρ¯(Xn).
Proof. Since the proof of the two results is similar, we only prove the first one. Set ζn = infk≥nXk. Then
ζn ≤ Xn and {ζn}n∈N is an increasing sequence. It is easy to see that
ρ(lim inf
n
Xn) = ρ(lim
n
ζn) = lim
n
ρ(ζn) ≤ lim inf
n
ρ(Xn).
Theorem 4.5 If sublinear operators Eµ and Eυ are both continuous from above on X , then the optimal
solution of Problem 2.2 exists.
Proof. Since Eµ[X ] = sup
P∈P
EP [X ] and Eυ[X ] = sup
Q∈Q
EQ[X ], by the Proposition 2.5 in [9], the elements in
P and Q are all probability measures, there exists probability measure P0 such that the elements in P are
all absolutely continuous with respect to P0 and there exists probability measure Q0 such that the elements
in Q are all absolutely continuous with respect to Q0. Denote K :=
P0+Q0
2 . Then any element in P or Q is
absolutely continuous with respect to K. Take a sequence {Xn;n ∈ N} ⊂ Xα such that
Eυ¯[Xn] > γα −
1
2n
,
where γα := supX∈Xα Eυ¯ [X ].
By Komlo´s theorem, there exists a subsequence {Xni}i≥1 and a random variable Xˆ such that
lim
k→∞
1
k
k∑
i=1
Xni = Xˆ, K − a.s.
Since {Xn}n≥1 lies in [0 , 1], then Xˆ lies in [0, 1]. By Lemma 4.4, we have
Eµ[Xˆ ] ≤ lim inf
k→∞
1
k
k∑
i=1
Eµ[Xni ] ≤ α.
and
Eυ¯[Xˆ] ≥ lim sup
k→∞
1
k
k∑
i=1
Eυ¯ [Xni ] ≥ lim
k→∞
(γα −
1
k
) = γα.
This shows Xˆ is the optimal solution of Problem 2.2.
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4.2 A necessary and sufficient condition
In this section, we will give a necessary and sufficient condition for the existence of the optimal solution of
Problem 2.2. Example 4.8 shows that the optimal solution does not always exist.
Definition 4.6 An element X∗ ∈ X ∗ is called a subgradient of the function f at X0, if
〈X −X0, X
∗〉 ≤ f(X)− f(X0), ∀X ∈ X .
The set of all the subgradients of the function f at X0 is denoted as ∂f(X0).
Denote X¯ := 1−X , then Problem 2.2 can be rewritten as
inf
X¯∈X¯α
Eυ[X¯ ], (4.1)
where X¯α := {X¯;Eµ¯[X¯] ≥ 1− α, X¯ ∈ [0, 1], X¯ ∈ X}.
By the theory of the convex analysis (refer [18]), the dual problem of (4.1) is
max
λi
inf
X¯∈X
(Eυ[X¯ ] + λ1g1(X¯) + λ2g2(X¯) + λ3g3(X¯)), λ1 ≥ 0, λ2 ≥ 0, λ3 ≥ 0,
where g1(X¯) := 1− α−Eµ¯[X¯], g2(X¯) := supω∈Ω X¯(ω)− 1 and g3(X¯) := − infω∈Ω X¯(ω). If we consider the
norm as the distance between the elements in X , then g1, g2 and g3 are all convex lower semi-continuous
functions. Since α ∈ (0, 1), take 0 < ǫ < α and Xˆ := 1 + ǫ − α. Then gi(Xˆ) < 0, i = 1, 2, 3. The Slater
condition holds.
Theorem 4.7 X¯α is the optimal solution of (4.1) if and only if X¯α ∈ X¯α and there exist nonnegative real
numbers λ¯i, i = 1, 2, 3, such that λ¯1g1(X¯α) = 0, λ¯2g2(X¯α) = 0, λ¯3g3(X¯α) = 0 and
0 ∈ ∂Eυ[X¯α] + λ¯1∂g1(X¯α) + λ¯2∂g2(X¯α) + λ¯3∂g3(X¯α).
Proof. Refer the Theorem 2.9.2 and 2.9.3 in [18].
Example 4.8 Consider Ω := N, F := 2Ω, Eµ(X) := EP1 [X ] and Eυ[X ] := EP2 [X ], where P1 is a pure
finitely additive set function taking values only among {0, 1} which gives 0 to singletons and 1 to N, P2(k) =
1
2k , k ∈ N.
Let An := {1, 2, · · · , n}. For any significance level α ∈ (0, 1), we have EP1 [IAn ] = 0 and EP2 [IAn ] =
1− 12n . Then
sup
X∈Xα
EP2 [X ] = 1.
If there exists a Xˆ in Xα such that EP2 [Xˆ] = 1, then X ≡ 1. This contradicts with EP1 [Xˆ] = 1 ≤ α.
Thus the optimal solution in such case does not exist.
14
5 When the tests are in L1c-space
Some theories consider a small space in place of the whole bounded measurable functions. For example, the
G-expectation introduced by Peng [12] which considered the L1c-space is in such case. In this section, we
will study the hypothesis testing problem when the test functions are restrained to be chosen in L1c space.
Firstly, we give the definition of the L1c-space, which comes from [5].
Let Ω be a complete separable metric space equipped with the distance d and B(Ω) the Borel σ-field of
Ω. Cb(Ω) is all continuous bounded B(Ω)-measurable real functions.
For two sublinear operators Eµ and Eυ, we take ρ(X) := Eµ[X ]
∨
Eυ[X ]. It is easy to check ρ is a
sublinear operator. Let us denote
c(A) := ρ(IA)
Definition 5.1 The set A is polar if c(A) = 0 and we call a property holds ”quasi-surely”(q.s.) if it holds
outside a polar set.
Furthermore, we denote
L1 = {X ∈ X ; ρ(|X |1) <∞},
N := {X ∈ X ;X = 0, c− q.s.},
L1 := L1/N ,
and L1 is a Banach space with the norm ||X ||L1 := ρ(|X |)
L1c is the completeness of the Cb(Ω) under the L
1-norm.
The hypothesis testing problem is:
Problem 5.2 For two sublinear operators Eµ and Eυ, whether there exists a fα ∈ L1c such that
Eυ¯[fα] = sup
f∈L1,α
c,[0,1]
(Ω)
Eυ¯EQ[f ], (5.1)
where α is the significance level lies in (0, 1) and L1,α
c,[0,1] := {f ∈ L
1
c; 0 ≤ f ≤ 1, Eµ[f ] ≤ α}.
Definition 5.3 We call a sublinear operator ρ continuous from above on L1c if for each sequence {fn}n∈N ⊂
L1c. satisfying fn ↓ 0, c-q.s., we have
ρ(fn) ↓ 0.
By the Corollary 33 in [5], we know a sublinear operator ρ is continuous from above on L1c if there exists
a probability measure set M which is weakly compact such that ρ(X) = supP∈MEP [X ].
Theorem 5.4 If the sublinear operators Eµ and Eυ are both continuous from above on L
1
c and the optimal
solution of Problem 5.2 exsits, then any optimal solution of Problem 5.2 has the reminiscent form as in
section 4.
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Proof. The whole proof is similar as in section 3, we only point out that since Eµ and Eυ are both continuous
from above on L1c, then we can do as in subsection 4.1 and get Pα and Qα chosen as in subsection 3 by
Mazur-Orlictz theorem satisfying: for any {fn}n∈N ⊂ L1c satisfying fn ↓ 0, c-q.s., we have EPα(fn) ↓ 0 and
EQα(fn) ↓ 0. By the Daniell-Stone theorem, Pα and Qα can be chosen both as probability measures. The
rest proof is similar. We omit it.
Note that sincePα and Qα can be chosen both as probability measures in this case, then the three
assumptions in subsection 3.1 can be abandoned.
The last example is about G-expectation.
Peng introduces an sublinear expectation which is called G-Expectation in [12]. In [5], Denis Hu and
Peng give a specific represent form for G-expectation. Now under the frame of [12], we give an example for
our problem.
Example 5.5 Let (Ω,F , P0) be a probability space and (Wt)t≥0 be the 1-dimensional Brownian motion in
this space. The filtration F = {Ft}0≤t≤T is the augmented σ-algebra generated by W (·). Let Θ be a given
bounded and closed subset in R. Denote AΘt,T as the collection of all Θ-valued F-adapted process on an
interval [t, T ] ⊂ [0,∞). For each fixed θ ∈ AΘt,T , denote
B0,θt :=
∫ t
0
θsdWs.
Define Pθ := P0 ◦ (B
0,θ
· )
−1, then the G-expectation E[·] introduced by Peng can be written as
E[φ(B0t1 , B
t1
t2
, · · · , B
tn−1
tn
)] = sup
θ∈AΘ0,T
EPθ [φ(B
0
t1
, Bt1t2 , · · · , B
tn−1
tn
)]
Given two families of probability measure P := {Pθ, θ ∈ Θ1} and Q := {Qθ, θ ∈ Θ2}, Θ1 ∩Θ2 = Φ. It is
easy to check that Eµ[I{〈B〉1∈Θ2}] = 0 and Eυ[I{〈B〉1∈Θ2}] = 1, where 〈B〉· is the quadratic variation process
of B·. If we consider discriminating two G-expectation Eµ[·] and Eυ[·], i.e. to discriminate Θ1 and Θ2, then
for any significance level α, I{〈B〉1∈Θ2} is the optimal solution of Problem 2.2.
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