Several measures have been proposed to summarize the Receiver Operating Characteristic (ROC) curve, including the Projected Length of the Curve (PLC) and the Area Swept out by the Curve (ASC). These indices were first proposed by Lee (Epidemiology 1996; 7:605-611) to avoid certain deficiencies of the traditional Area Under the Curve (AUC) summary measure. More recently meta-analysis methods for assessing diagnostic test accuracy have been developed and the Summary Receiver Operating Characteristic (SROC) curve has been recommended to represent the performance of a diagnostic test. Some properties of the SROC curve were discussed by Walter (Statist. Med. 2002; 21:1237-1256). Here we extend that work to focus on properties of PLC and ASC in the context of SROC curve. Mathematical expressions for these two indices and their variances are derived in terms of the overall diagnostic odds ratio and the magnitude of interstudy heterogeneity in the odds ratio. Expressions for PLC and ASC and their variances are easily computed in homogeneous studies, and their values provide good approximations to the corresponding values for heterogeneous studies in most practical situations. General variances of PLC and ASC are derived by using delta methods, and are found to be smaller if the odds ratio is large. The methods are illustrated using data from two studies, the first being a meta-analysis on the detection of metastases in cervical cancer patients, and the second being a single study of HPV infection and pre-invasive cervical lesions.
INTRODUCTION
The Receiver Operating Characteristic (ROC) curve has been recommended to represent the performance of a diagnostic test using data from a single study (Erdreich and Lee, 1981; Swets, 1988; Lee and Hsiao, 1996; Hanley, 1998; Walter, 2002; Zhou et al., 2002; Seong et al., 2004 ). The ROC curve shows the relationship between test sensitivity and specificity as the test threshold defining a positive result is varied. The Area Under the ROC curve (AUC) has been recognized as a useful index to provide a global picture of the test performance as the false-positive rate varies between 0 and 1 (Hanley and McNeil, 1982; Hilden, 1991; Zhou et al., 2002; Seong et al., 2004) . Lee and Hsiao (1996) pointed out that AUC can sometimes erroneously suggest that a perfect diagnostic test has low accuracy. They therefore proposed two alternative summary indices, the Projected Length of the Curve (PLC) and the Area Swept out by the Curve (ASC). These two indices can avoid this shortcoming of the traditional AUC index.
More recently meta-analytic methods for evaluating diagnostic test accuracy have been developed. The Summary Receiver Operating Characteristic (SROC) curve was proposed as a means of summarizing the data on a test's sensitivity and specificity from multiple studies, while allowing for possibly different thresholds between studies (Irwig et al., 1993; Midgette et al., 1993; Moses et al., 1993; Walter, 2002; Zhou et al., 2002) . New methods based on the SROC curve have since been developed, but little is known about the properties of the summary indices PLC and ASC expressions in this context.
In Section 2 and 3 some properties of the ROC and SROC curves are discussed. In Section 4 and 5 we derive explicit expressions for PLC and ASC and then evaluate them. In Section 6 and 7, the variances of PLC and ASC are derived for situations when studies are homogeneous or heterogeneous with respect to their diagnostic odds ratios. Two practical examples are discussed in Section 8. The first involves a meta-analysis of three diagnostic tests for metastases in cervical cancer patients and the second involves a single study of HPV infection in patients diagnosed with pre-invasive cervical lesions. Further points of discussion are considered in Section 9, including the performance of PLC and ASC in various situations when the magnitude of inter-study heterogeneity varies, and use of alternative models for meta-analysis of diagnostic test data.
ROC CURVE AND ITS INDICES: PLC AND ASC
The characteristic of primary interest for a diagnostic test is its ability to distinguish between diseased and non-diseased individuals at a particular test threshold (Zhou et al., 2002) . For this purpose, measures such as the true positive rate (TPR) and the false positive rate (FPR) are often considered. TPR / FPR (or sensitivity / [1-specificity] ) is the likelihood ratio of probabilities that the test result is positive at a particular test threshold, given that the condition is present vs. absent. The relationship between TPR and FPR is represented by the ROC curve. The ROC curve for a single study is defined by one or more pairs of TPR and FPR values plotted in a unit square, and then connected empirically to graphically represent test performance for the whole range of possible thresholds. A schematic ROC curve is shown in Figure 1 . Points on the empirical ROC curve are generated by considering all possible test thresholds. The smooth line is the corresponding fitted ROC curve. Summary indices associated with the ROC curve can measure the overall accuracy of a test. The most familiar index is the Area Under the Curve (AUC) (Hanley and McNeil, 1982; Hilden, 1991; Walter, 2002; Zhou et al., 2002; Seong et al., 2004) . Because the entire ROC curve is defined within a unit square, AUC ranges between 0 and 1. The closer AUC is to 1, the better the overall diagnostic performance of the test, and a test with AUC = 1 is perfectly accurate. For a test that discriminates disease cases and non-cases purely at random, the ROC curve would fall along the diagonal line from (0, 0) to (1, 1), and with AUC = 0.5. It has also been noted that AUC can also be interpreted as the probability that a randomly chosen test result for a case and a randomly chosen non-test result are correctly ranked in terms of suspicion of disease.
Although the AUC index plays an important role in summarizing the entire ROC curve, it is sometimes misleading when used as a measure of diagnostic accuracy. Lee and Hsiao (1996) and Zhou et al. (2002) presented examples of a perfect discriminating test, but with an AUC of only 0.5, the value corresponding to a completely random test. To avoid these drawbacks of AUC, Lee and Hsiao (1996) proposed two alternative summary indices for the ROC curve: PLC (the Projected Length of the Curve) and ASC (the Area Swept out by the Curve). Both these two indices represent the deviations of the ROC curve from the diagonal line and are, in some circumstances, better than AUC in representing the diagnostic accuracy of the test.
PLC is the sum (or integral) of all of the orthogonally projected lengths of the ROC curve onto the negative diagonal line (Lee and Hsiao, 1996) . We use the ROC curve in Figure 2 (a) as a schematic example. The curve consists of three line segments (A, B and C), with the corresponding projected lengths ' a , ' b and ' c , respectively. Hence the PLC for this example is ' ' ' c b a + + . For ASC, we imagine a ray emanating from the origin (0, 0) to a point on the ROC curve. As the point moves from the origin to the right-uppermost point (1, 1), the ray will sweep out some areas, and the total area swept out is denoted as ASC (Lee and Hsiao, 1996) . We use the ROC curve in Figure 2 (b) as a schematic example. The ROC curve again consists of three line segments: A, B and C. The first ray emanating from the origin is segment A. As the end of the ray moves along segment B, an area 2 1 a a + is swept out. Finally the end of the ray moves along line segment C, and an area 3 2 a a + is swept out. Therefore, the ASC in this example is 3 ) 2 ( 2 1 a a a + × + . For a test with no diagnostic value, the ROC curve lies entirely on the diagonal, and both PLC and ASC are zero. If the ROC curve deviates from the diagonal at any point, PLC and ASC become positive. The maximum value that PLC can attain is 2 , and the corresponding value of ASC is 2 / 1 . In general, higher values of both PLC and ASC correspond to better test performance. In the extreme examples given by Lee and Hsiao (1996) and Zhou et al. (2002) , PLC and ASC do indeed assume their maximum values and hence indicate strong discrimination between disease cases and non-cases; this is in contrast to the merely random test performance suggested by the use of AUC in these examples.
More recently meta-analysis statistical methods for synthesizing diagnostic test accuracy studies have been developed. In a meta-analysis the Summary Receiver Operating Characteristic (SROC) curve replaces the ROC curve as a way to summarize a test's TPR and FPR from multiple studies, while allowing the studies to have potentially different diagnostic thresholds for the test results (Irwig et al., 1993; Midgette et al., 1993; Moses et al., 1993; Walter, 2002; Zhou et al., 2002) .
SROC CURVE AND ITS PROPERTIES
One way to analyze diagnostic test data from several studies is to plot TPR against FPR for each study, and then fit a SROC curve to these data points. For a
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An implicit measure of the test threshold is
If TPR = 1 -FPR, which implies equal false positive and false negative rates, then S = 0. OR may increase or decrease with the threshold, leading to an asymmetric SROC curve. Letting D = ln(OR), Moses et al. (1993) suggested plotting D against S to check whether the test accuracy varies with the threshold. This approach transforms the observations from (FPR, TPR) space to (S, D) space. Under an assumption that the distributions of the test values for persons with and without the condition of interest follow a logistic distribution or, approximately, a normal distribution, the SROC curve becomes a straight line in (S, D) space. Accordingly, a linear relationship between D and S for all possible thresholds can be postulated through the following regression model:
If this straight line in (S, D) space is transformed back to SROC space, a smoothed fit to the SROC curve can be achieved (Moses et al., 1993) . The results presented in this paper are based on the Moses model. Note that while this model was proposed in the context of data from multiple studies, it is also applicable to data from a single study under the assumption of logistic distributions for the test results of disease cases and non-cases (Walter and Sinuff, 2007) . Accordingly, many of the properties of PLC and ASC that we will consider pertain to both the SROC and ROC curves. The regression slope b represents the dependence of the test accuracy on threshold. When b = 0, the studies are homogeneous with respect to their diagnostic odds ratios, and therefore they can be summarized by an overall OR (Walter, 2002) . In this case, the SROC curve is symmetric. When 0 ≠ b , the studies are heterogeneous with respect to OR (Walter, 2002) , and OR varies between studies. Because test accuracy varies with the threshold, the resulting 
This expression gives TPR at any value of FPR, and hence defines the entire SROC curve. See Walter (2002) for a general review of the properties of this curve and further interpretation of its parameters. Two special points on the SROC curve are of interest. First, there is a point * Q o n t h e S R O C c u r v e w h e r e T P R = 1 -F P R ; t h e f a m i l y o f c u r v e s d e f i n e d b y a fixed value of a a l l p a s s t h r o u g h t h i s p o i n t ( s e e F i g u r e 3 ) . T h e p o i n t * Q corresponds to the threshold at which the probability of a correct diagnosis is constant for all subjects, and has co-ordinates
When b = 0, the SROC curves are concave downwards. However, when 0 ≠ b , a portion (typically small) of the SROC curve lies below the diagonal,
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THE PROJECTED LENGTH OF THE CURVE (PLC)
In this section, we derive expressions for PLC, and consider its properties in various situations. As mentioned earlier, PLC is the sum of all of the projected lengths of the ROC curve onto the negative diagonal line. Under Moses' model we can express PLC in terms of the parameters a and b. To obtain an expression for PLC, we need to describe the form of the curves for various values of a and b. 
Detailed expressions for * 1 d a n d * 2 d a r e d e r i v e d i n A p p e n d i x ( A 1 ) . Like AUC, PLC also has a probabilistic interpretation, as noted by Lee and Hsiao (1996) . In single studies, PLC can be regarded as the probability of a correct diagnosis (as diseased or non-diseased) under the scenario whereby a subject has equal chances a priori of being truly diseased or non-diseased (Lee and Hsiao, 1996) . This probability has been shown to equal PLC 4 2 2 1 + ( Lee and Hsiao, 1996) , and we will denote it as 1 L P . In the context of meta-analyses, this probability is
The maximum of PLC is 2 . As
with a curve that is close to the ideal upper-left corner of the ROC space when a > 0. The corresponding 
O
, and thus we obtain
where hom PLC indicates the PLC for homogeneous studies. From equations (6)- (8),
. Note that (8) implies PLC hom is symmetric in a. In the special case a = b = 0, expression (8) degenerates to PLC hom , which corresponds to the curve lying on the diagonal, indicating a test with only random diagnostic value. Since the expression for hom PLC i n v o l v e s o n l y t h e s i n g l e p a r a m e t e r a, it is easy to compute PLC if the studies are homogeneous. For any given value of a, it turns out that PLC hom is a useful lower bound for PLC in heterogeneous studies, as illustrated by our numerical evaluations. Table I illustrates the behaviour of PLC in heterogeneous and homogeneous cases,
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The International Journal of Biostatistics, Vol. 5 [2009 ], Iss. 1, Art. 11 DOI: 10.2202 /1557 -4679.1096 and where the values of a (ranging from 0 to 3) and b (-0.3 to 0.3) cover most of the situations likely to occur in practice. Negative values of a are unlikely in practice because they correspond to the situation where the association of test result and disease status is in the opposite direction from that expected clinically. For a more convenient numerical comparison with AUC, we also standardized the original PLC values by dividing the original values by 2 max = PLC ; the standardized values then range between 0 and 1, as do the values of AUC. We denote the standardized PLC as PLC*, and they are shown in Table I (b). For fixed a, PLC is symmetric with respect to b, so that the same summary value will be obtained for a given strength of dependence of diagnostic accuracy on the test threshold, regardless of its sign. PLC declines slowly as b increases from negative values to 0 and increases slowly as b increases from 0 to positive values. PLC is therefore minimized in the homogeneous case, when b = 0. For |b| < 0.4 and |a| > 2, the percentage difference in PLC compared to the homogeneous case is always less than 3 per cent. This indicates that PLC depends primarily on the value of a, and that PLC hom provides a good approximation for heterogeneous studies in most practical situations.
THE AREA SWEPT OUT BY THE CURVE (ASC)
We now derive expressions for ASC and consider its properties in various situations. ASC is the area swept out by the ROC curve, and it can also be expressed in terms of the parameters a and b. For illustration, we can imagine a ray emanating from the origin (0, 0) to each point on the curve. As the end of the ray moves from (0, 0) towards (1, 1), some areas are swept out within the ROC space. As shown in Figure 4 , the area A is swept out first. As the ray moves upward along the curve, area C is swept out. When the ray moves through a point of tangency on the upper-left part of the curve, it folds back and areas C+B are then swept out. In this case, region C is swept out twice, and ASC is therefore defined as ASC = A + B + 2C (9) (Lee and Hsiao, 1996) . If we denote the area swept out as the ray moves from the origin up to the tangent line as M (the shaded area in Figure 4 ), area C can be expressed as
9 and area B can be expressed as
, when a > 0,
Here, by definition, AUC can be calculated as
If we substitute expressions (10) - (13) in (9), after some simplification we can show that
Detailed expressions for ASC are derived in Appendix (A2). Similarly to PLC, ASC is related to the probability of a correct diagnosis under the scenario whereby, among two randomly chosen diseased/non-diseased subjects, the one with higher test value (for example) is diagnosed as diseased when he/she is actually diseased, or equivalently the probability of being diagnosed as non-diseased when the one with higher test value is actually nondiseased (Lee and Hsiao, 1996) . This is analogous to the probabilistic interpretation of the AUC; it can be interpreted as the probability that, for a randomly selected case/non-case pair of subjects, the diseased subject will have the more suspicious (case-like) test result (Lee and Hsiao, 1996; Walter, 2002; Zhou et al., 2002) . This probability has been shown to equal ASC + 2 1 (Lee and Hsiao, 1996) , which we will denote as 2
L P . Under the Moses model, this quantity becomes 10
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If a = 0, 2 1 = AUC and, from (15) or (16), ASC = 2M. If b = 0, no area is swept out twice and M = 0. ASC is then the region between the curve and the diagonal. Hence from (15) and (16) 2 1 hom hom (19) or (20), 0 ASC hom = . Again, the zero value of ASC corresponds to the curve running along the chance diagonal. Once the curve deviates from the diagonal line, ASC will be strictly positive.
ASC does not necessarily attain its minimum as ASC hom . In fact, the minimum occurs at various values of b, depending on the value of a. As we see in 
THE SAMPLE VARIANCE OF THE ESTIMATED PLC
We may derive approximate variances for the estimates of PLC and ASC using the delta method. For PLC (see Appendix A1), we see that PLC is a function of the regression parameters a and b. Hence, an approximate variance for C L Pˆis 
where, from (5)
and
The expansions of the partial derivatives (23) and (24) can be found in Appendix (A3). In the case of homogeneous studies where b = 0, equation (22) becomes
As suggested by (8), (25) 
To illustrate the empirical performance of ) var( C L P in homogeneous and heterogeneous studies, we use expression (22) based on data from a typical example, involving the lymphangiography (LAG) test for the diagnosis of lymph node metastasis in cervical cancer patients (Scheidler et al., 1997) . These values are: 0.1430, 0.0631 and 0.0529 respectively. In Table III , it is evident that the heterogeneous variances are larger than the homogeneous estimates.
) var( C L P is minimized when b = 0, which is therefore the best situation for estimating PLC. For fixed b, increases and is maximized when a = 0; this indicates the worst situation for estimating PLC, when the diagnostic test has close to random performance. For large values of a, the variance for the homogeneous case provides a good approximation to heterogeneous studies, with a difference of less than 1 per cent. As expected, ˆ) var( C L P is symmetric in both a and b. 
THE SAMPLE VARIANCE OF THE ESTIMATED ASC
The delta method yields an approximate variance for ASC as
where, 
which is symmetric in b. In the case of homogeneous studies where b = 0, from (19) and (20), the delta method gives an approximate variance for
As derived in Appendix (A6), we may obtain
In the special case a = b = 0, expression (32) To illustrate the behavior of ) var( C S A we again use data from the lymphangiography (LAG) test (Scheidler et al., 1997) . Table IV is maximized when a = 0, the worst situation for estimating ASC. The variance for the homogeneous case again appears to provide a good approximation for heterogeneous studies, with the percentage difference being less than 1 per cent. 
NUMERICAL EXAMPLES
To illustrate the methods, we consider the three summary measures, AUC, PLC and ASC in two examples, in the context of the SROC curve in the first and in the context of the ROC curve in the second. The first example concerns a metaanalysis of three imaging tests for the diagnosis of lymph node metastasis in patients with cervical cancer: lymphangiography (LAG), computed tomography (CT), and magnetic resonance (MR) (Scheidler et al., 1997) . The data come from 17 studies that met the inclusion criteria for LAG, 19 for CT, and 10 for MR. The fitted SROC curves are plotted in Figure 5 . Table V gives the results for the three tests. The b values (or the degree of heterogeneity) are not equal to zero. Only the LAG test has a negative regression slope b, and consequently its SROC curve has a small region lying below the chance diagonal near the upper-right corner. As anticipated from the theoretical results, the homogeneous approximations are quite accurate in all cases. The probabilities 1 L P a n d 2 L P i n t h e h o m o g e n e o u s a n d h e t e r o g e n e o u s c a s e s a r e bracketed below their corresponding PLC and ASC values. In this example, they all agree very closely with the numerical values of AUC. The original analysis by Scheidler et al. (1997) showed no significant differences in the overall performance of the three tests, but there was a trend toward better performance for MR imaging. The findings in Table V are compatible with Scheidler's results. Both AUC and the probabilities of a correct 19 diagnosis rank the tests in the same order of performance: MR imaging, CT and LAG. Also, the standard errors are relatively large for all three summary measures with the LAG data.
To facilitate a fair comparison of PLC* and ASC* with the AUC results, we should also define a rescaled AUC* value, taking values 0 for a random test and 1 for a perfect test; accordingly we use AUC* = 2(AUC -0.5).
For the data in the first example, we obtain AUC* = 0.590, 0.734 and 0.828 for the LAG, CT and MR tests respectively. These values exceed the corresponding values of PLC*, but are slightly inferior to the corresponding values of ASC*. The second example comes from a Brazilian longitudinal cohort study of HPV infection and pre-invasive cervical lesions on 2462 women (Franco et al, 1999 determined at the time of patient enrolment. Patients were classified into three diagnostic groups: (1) low squamous intraepithelial lesion at enrolment (lsil), (2) high squamous intraepithelial lesion at enrolment (hsil) and (3) high squamous intraepithelial lesion after one year follow-up (hsil_1). We again adopt Moses' model (3); while this model was proposed for meta-analysis and the fitting of SROC curves, note that it is also applicable to individual-level data from single studies. Table VI presents the data on the rating of the NAR values using three alternative threshold definitions for cervical lesions: lsil, hsil and hsil_1. The test threshold values are defined as: >3, >2.5, >2, >1.5, >1, >0.5 and >0. The fitted ROC curves are plotted in Figure 6 , with each point on the curves representing a (FPR, TPR) pair corresponding to a different test threshold. The coordinates of these points are presented in Table VI .
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The International Journal of Biostatistics, Vol. 5 [2009] The values of the AUC, PLC and ASC indices and the probabilities 1 L P a n d 2 L P related to PLC and ASC in these three curves are shown in Table VII . For this example, both PLC* and ASC* are substantially higher than AUC* for all three diagnostic thresholds. The standardized values PLC* and ASC* are approximately 50% greater than the corresponding values of AUC* in all cases.
1 L P a n d 2 L P a r e a p p r o x i m a t e l y 0 . 6 f o r a l l t h r e e t h r e s h o l d s . C o l l e c t i v e l y t h e s e results suggest that PLC and ASC have somewhat higher diagnostic ability than AUC for these data. Recall however that the diagnostic scenarios are different for each summary measure, so such comparisons should be made cautiously, but we can note that there is some stability in the findings given that the results for all three measures did not vary across the three choices for the HPV diagnostic threshold. 
DISCUSSION
In this paper we have established basic properties of PLC and ASC in the context of ROC and SROC curves. The mathematical expressions of these two indices and their variances were derived. We showed that the value of PLC in homogeneous studies is a reasonable lower bound approximation for PLC in heterogeneous studies. Similarly, ASC in the homogeneous case provides a good approximation to heterogeneous studies with a large odds ratio. PLC and ASC and their variances are easily computed in the homogeneous cases. The variances of PLC and ASC were found to be smaller if the odds ratio is large.
PLC and ASC, firstly proposed by Lee and Hsiao (1996) in the context of ROC curves for single studies, are said to avoid certain deficiencies of the traditional AUC summary index. Lee and Hsiao (1996) presented two hypothetical examples to show the drawbacks of the AUC index and to illustrate how PLC and ASC can avoid certain shortcoming and better evaluate a diagnostic test in these examples (Lee and Hsiao, 1996) . In these examples, use of AUC would suggest only random accuracy of the diagnostic test, while use of PLC and ASC would indicate perfect discrimination between disease cases and non-cases. We used two examples based on real data. In the first numerical example in Section 8, we showed how the two indices are calculated and some of their properties, but the conclusions reached by using PLC, ASC and AUC were similar. In the second example, PLC and AUC had a numerical advantage over AUC when all three measures were standardized and expressed on a common scale from 0 (random test) to 1 (perfect test).
We noted that, for fixed a, negative values of b yield the same value of PLC as the equivalent positive values. Thus, regardless of the sign, the same summary value will be obtained for a given strength of dependence of diagnostic accuracy on the test threshold. However, although the values of ASC are not completely
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Use of a partial ROC space has been suggested if one wishes to represent test performance on those portions of the curve of clinical interest, or to exclude the parts where study data are sparse (Thompson and Zucchini, 1989; Walter, 2005) . Further work is needed to explore the properties of the PLC and ASC in the context of the partial ROC space. Intuitively we may expect that the partial PLC lacks the symmetry enjoyed by the full PLC. For example, if we focus on the values of FPR < 0.2 when a = 2, the corresponding partial PLC will be greater when b < 0 than when b > 0.
Another area for future study is the finite sample behaviour of PLC and ASC and their variances. Empirical distributions of the parameters a and b could be simulated based on the regression equation (3), and then the behaviour of PLC and ASC and their variances could be compared to the approximate (asymptotic) formulae derived in this paper. While we have elected not to pursue this topic in detail in the present paper, we did briefly consider it for the more established summary measure AUC. We think that our approximate variances for PLC and ASC will in fact be adequate for the sample sizes typically encountered in analysis problems of the type we have described. Our intuition is that the asymptotic approximations will suffice for sample sizes similar to those when the binomial distribution is reasonably well approximated by the normal distribution. (Also recall here that PLC and ASC do have probabilistic interpretations.) Our belief is supported by Zhou et al. (2002) who comment that there must be "at least 30 subjects with and without the condition (disease) for the asymptotic intervals…to provide adequate coverage". Further insight is provided by Pepe (2003) , who remarks that the asymptotic variance for the empirical AUC provides a reasonable approximation when terms of the order n -2 are ignored. This is similar to ignoring second order terms in the delta method as we have applied it.
All the results presented here are based on Moses' model being valid. The Moses method models the logit difference for TPR and FPR as a function of the logit sum for TPR and FPR. When TPR = 0 or FPR = 0 for a given study, the transformation is undefined. To avoid this problem, an adjustment is made by adding 0.5 to all cells of the 2 x 2 data table for that study (Walter, 1985; Moses et al., 1993) . This adjustment is often applied to all studies in a meta-analysis and is asymptotically negligible, but it has been shown to result in a downward bias on estimated SROC curves (Macaskill, 2004) . More research is needed to explore the feasibility of fitting the Moses model with a small number of studies. As noted, while no assumptions are made about the distribution of the independent variable S, Moses' approach relies on asymptotic normality in the dependent variable D (Macaskill, 2004) . Thus, the adequacy of the normal approximation for the estimates of D in small samples should be studied. Moses' regression model only allows for a fixed effect to take the variability between studies into account. This implicitly assumes that the variability between studies is due only to sampling error. Equal weights are applied to studies fitting an ordinary least squares regression model, so that relatively higher weight is given to smaller studies compared to a random effects analysis.
While only fixed effects are permitted in Moses model, an alternative approach proposed by Gatsonis (1995 and 2001) allows for fixed or random effects of the test threshold and accuracy. Because each study is assumed to have its own accuracy, this approach takes both the within-and betweenvariances into account. These within-study random effects are generally assumed to have a normal distribution. Because it is necessary to check the association between test accuracy and covariate information for heterogeneous studies, incorporation of random effects in the analysis of variability is often adopted in practice. It is preferable to analyze the data at the level of individual subjects, in order to better reflect the effects of individual level covariates and avoid potential ecologic bias associated with analyses of data aggregated to the study level. However, because of the limitations of current meta-analyses, and in particular the fact that data are seldom reported at this level, it is often not possible to examine the random effects model in this way.
Another alternative approach for fitting SROC curves is the Hierarchical SROC (HSROC) model proposed by Macaskill (2004) . This model carries out two-level analysis, corresponding to within-and between-studies. Three parameters are involved in the model. Two of them are specified as random effects: one represents an implicit threshold; the other the diagnostic accuracy. These two parameters are assumed to be independent and normally distributed. The third parameter, which is assumed to be a fixed effect, provides asymmetry in the SROC by allowing test accuracy to vary with the threshold. In using this model, one would ideally not only obtain the summary estimates of sensitivity and specificity from each study, but also have access to the individual level data. In contrast, the Moses model allows only for a fixed effect, and so information from the individual level data is lost. However the Moses model has an advantage that it has only two parameters and it makes no assumption about the distribution of S (Macaskill, 2004) . A recent commentary (Begg, 2008) has discussed other relative strengths and weaknesses of these various approaches to the meta-analysis of diagnostic test data.
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A.2 Derivation of ASC
Differentiating both sides of equation (A3) with respect to x and equating to 0, after some simplification, we obtain
Denote x = h(a,b) as the solution of (A4). The extreme value of k is
and the point of tangency has co-ordinates h(a,b) and f(h(a,b),a,b). Lacking a closed-form solution, we have to apply an iterative root-finding technique in the determination of h(a,b); again, the Newton-Raphson iteration method can be used. Now ASC can be expressed as
A. 
where 
Then the result follows.
A.6 Derivation of the variance of C S Aˆfor homogeneous studies
From equation (21) 
