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Abstract
We consider a branching random walk on R with a stationary and ergodic environment ξ = (ξn)
indexed by time n ∈ N. Let Zn be the counting measure of particles of generation n and Z˜n(t) =∫
etxZn(dx) be its Laplace transform. We show the L
p convergence rate and the uniform convergence
of the martingale Z˜n(t)/E[Z˜n(t)|ξ], and establish a moderate deviation principle for the measures Zn.
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1 Introduction
1.1 Model and notation
Branching random walks were largely studied in the literature, see e.g. [5, 6, 7, 8, 9, 13, 28]. In the classical
branching random walk, the point processes indexed by the particles u, formulated by the the number of its
offsprings and their displacements, have a common distribution for all particles. However, in reality these
distributions may differ from generations according to an environment in time, or depend on particles’
positions according to an environment in space. For this reason, branching random walks in random
environments attract many authors’ attention recently. Many results for classical branching random walk
have been extended to random environments both in time and space, see e.g. [15, 16, 20, 25, 35, 36]. Here
we consider the case in a time random environment, where the distributions of the point processes indexed
by particles vary from generation to generation according to a random environment in time. Such a model
is called branching random walk with a random environment in time (BRWRE). It was first introduced by
Biggins & Kyprianou [12]. Recently, some limit theorems such as large deviation principles and central
limit theorems were obtained in [19, 25, 26].
Let’s describe the model. The random environment in time is modeled as a stationary and ergodic
sequence of random variables, ξ = (ξn), indexed by the time n ∈ N = {0, 1, 2, · · · }, taking values in some
measurable space (Θ, E). Without loss of generality we can suppose that ξ is defined on the product
space (ΘN, E⊗N, τ), with τ the law of ξ. Each realization of ξn corresponds to a distribution ηn = η(ξn)
on N × R × R × · · · . When the environment ξ = (ξn) is given, the process can be described as follows.
At time 0, there is an initial particle ∅ of generation 0 located at S∅ = 0 ∈ R; at time 1, it is replaced
by N = N(∅) particles of generation 1, located at Li = Li(∅), 1 ≤ i ≤ N , where the random vector
X(∅) = (N,L1, L2, · · · ) ∈ N×R×R×· · · is of distribution η0 = η(ξ0). In general, each particle u = u1 · · ·un
of generation n located at Su is replaced at time n+1 by N(u) new particles ui of generation n+1, located
at
Sui = Su + Li(u) (1 ≤ i ≤ N(u)),
where the random vector X(u) = (N(u), L1(u), L2(u), · · · ) is of distribution ηn = η(ξn). Note that the
values Li(u) for i > N(u) do not play any role for our model; we introduce them only for convenience.
We can for example take Li(u) = 0 for i > N(u). All particles behave independently conditioned on the
environment ξ.
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For each realization ξ ∈ ΘN of the environment sequence, let (Γ,G,Pξ) be the probability space under
which the process is defined. The probability Pξ is usually called quenched law. The total probability space
can be formulated as the product space (ΘN×Γ, EN⊗G,P), where P = E(δξ⊗Pξ) with δξ the Dirac measure
at ξ and E the expectation with respect to the law of ξ, so that for all measurable and positive function g
defined on ΘN × Γ, we have ∫
ΘN×Γ
g(x, y)dP(x, y) = E
∫
Γ
g(ξ, y)dPξ(y).
The total probability P is usually called annealed law. The quenched law Pξ may be considered to be the
conditional probability of P given ξ. The expectation with respect to P will still be denoted by E; there
will be no confusion for reason of consistence. The expectation with respect to Pξ will be denoted by Eξ.
Let
U = {∅}
⋃
n≥1
Nn
be the set of all finite sequence u = u1 · · ·un. By definition, under Pξ, the random vectors {X(u)}, indexed
by u ∈ U, are independent of each other, and each X(u) has distribution ηn = η(ξn) if |u| = n, where
|u| denotes the length of u. Let T be the Galton-Watson tree with defining element {N(u)}. We have:
(a) ∅ ∈ T; (b) if u ∈ T, then ui ∈ T if and only if 1 ≤ i ≤ N(u); (c) ui ∈ T implies u ∈ T. Let
Tn = {u ∈ T : |u| = n} be the set of particles of generation n ∈ N and
Zn(·) =
∑
u∈Tn
δSu(·) (1.1)
be the counting measure of particles of generation n. For a measurable subset A of R, Zn(A) denotes the
number of particles of generation n located in A. For any finite sequence u, let
X(u)(·) =
N(u)∑
i=1
δLi(u)(·) (1.2)
be the counting measure corresponding to the random vector X(u), whose increasing points are Li(u),
1 ≤ i ≤ N(u). Denote u|n by the restriction to the first n terms of u, with the convention that u0|0 = ∅.
Set
Xn = X
(u0|n), (1.3)
where u0 = (1, 1, · · · ). The counting measure Xn describes the evolution of the system at time n.
For n ∈ N and t ∈ R, denote
Z˜n(t) =
∫
etxZn(dx) =
∑
u∈Tn
etSu (1.4)
the Laplace transform of Zn. It is also called partition function by physicians. In particular, for t = 0,
Z˜n(0) = Zn(R). Let
mn(t) = Eξ
∫
etxXn(dx) = Eξ
N(u)∑
i=1
etLi(u) (|u| = n), (1.5)
be the Laplace transform of the counting measure describing the evolution of the system at time n. Put
P0(t) = 1 and Pn(t) =
n−1∏
i=0
mi(t) for n ≥ 1. (1.6)
Then Pn(t) = EξZ˜n(t). Moreover, set
X˜u(t) =
etSu
Pn(t)
(|u| = n), (1.7)
and
Wn(t) =
Z˜n(t)
Pn(t)
=
∑
u∈Tn
X˜u(t). (1.8)
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Let F0 = σ(ξ0, ξ1, ξ2, · · · ) and Fn = σ(ξ0, ξ1, ξ2, · · · , X(u), |u| < n, i = 1, 2, · · · ). It is well known that for
each t fixed, Wn(t) forms a nonnegative martingale with respect to the filtration Fn under both laws Pξ
and P, and
lim
n→∞
Wn(t) =W (t) a.s. (1.9)
with EξW (t) ≤ 1. In the deterministic environment case, this martingale has been studied by Kahane &
Peyrie`re [27], Biggins [5], Durrett & Liggett [18], Guivarc’h [21], Lyons [34] and Liu [30, 31, 32, 33], etc. in
different contexts.
Assume throughout that
E logm0(0) ∈ (0,∞) and E
[
N
m0(0)
log+N
]
<∞. (1.10)
The first condition means that the corresponding branching process in a random environment (BPRE),
{Zn(R)}, is supercritical, so that the survival of the population {Zn(R)→∞} has positive probability; and
the two conditions ensure that the limit of the normalized population, W (0), is non-degenerate (cf. [2, 3]).
We also assume that
E| logm0(t)| <∞ and E
∣∣∣∣m′0(t)m0(t)
∣∣∣∣ <∞ (1.11)
for all t ∈ R. The last two moment conditions imply that
Λ(t) := E logm0(t) and Λ
′(t) = E
m′0(t)
m0(t)
(1.12)
are well defined as real numbers, so that Λ(t) is differentiable everywhere on R with Λ′(t) as its derivative.
Let
t− = inf{t ∈ R : tΛ′(t)− Λ(t) ≤ 0},
t+ = sup{t ∈ R : tΛ′(t)− Λ(t) ≤ 0}, (1.13)
Then −∞ ≤ t− < 0 < t+ ≤ ∞, t− and t+ are two solutions of tΛ′(t)− Λ(t) = 0 if they are finite. Denote
I = (t−, t+).
If t ∈ I and EW1(t) log+W1(t) <∞, then EξW (t) = 1 a.s. (cf. [12, 29]).
1.2 Lp convergence rate
We first study the Lp (p > 1) convergence of Wn(t) to its limit W (t) and its exponential rate for
t ∈ R fixed. When t = 0, Wn(0) reduces to the normalized population of the corresponding BPRE, whose
convergence rate is carefully discussed in Huang & Liu [24]. Without loss of generality, here we only consider
the case where t = 1 and assume that
m0(1) = 1. (1.14)
Write Wn =Wn(1) for short. For general case, if m0(t) ∈ (0,∞) a.s., we can construct a new BRERE with
relative displacements L¯i(u) = tLi(u) − logmn(t) (|u| = n). Then this new BRERE satisfies m¯0(1) = 1
and W¯n =Wn(t). Furthermore, we also assume that
P(W1 = 1) < 1, (1.15)
which avoids the trivial case where Wn = 1 a.s..
The following theorem shows the Lp convergence (with ρ = 1) of Wn under quenched law Pξ and its
exponential rate (with ρ > 1).
Theorem 1.1 (Quenched Lp convergence rate). Assume (1.14). Let p > 1 and ρ ≥ 1.
(a) If 1 < p < 2,
E logEξW
r
1 <∞ and ρ < exp(−
1
r
E logm0(r))
for some r ∈ [p, 2], then
Wn −W = o(ρ−n) a.s. and in Pξ-Lp for almost all ξ.
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(b) If p = 2 or 2 < p ≤ t+, and E logEξW p1 <∞, then for for almost all ξ,
lim sup
n→∞
ρn(Eξ|Wn −W |p)1/p
{
= 0 if ρ < ρc,
> 0 if ρ > ρc and E log
−
Eξ|W1 − 1|2 <∞,
where ρc = exp(− 12E logm0(2)).
If p = 2 or 2 < p ≤ t+, Theorem 1.1(b) shows that under certain moment conditions, the value ρc is
the critical value for the Lp convergence of ρn(Wn −W ) to 0 under quenched law Pξ. In order to show the
Lp convergence of Wn under annealed law P and its rate, we need to assume that the environment random
variables (ξn) are i.i.d..
Theorem 1.2 (Annealed Lp convergence). Assume (1.14), (1.15) and that (ξn) are i.i.d.. Let p > 1. Then
Wn →W in P-Lp if and only if
EW p1 <∞ and Em0(p) < 1.
Theorem 1.2 coincide with a result of Liu [32] on branching random walk in a deterministic environment,
and is an extension of a result of Guivarc’h & Liu [22] on branching process in a random environment. The
same result is obtained in [25] with a different approach.
For the exponential rate of the annealed Lp convergence of Wn, we have the follow result.
Theorem 1.3 (Annealed Lp convergence rate). Assume (1.14), (1.15) and that (ξn) are i.i.d.. Let p > 1
and ρ > 1.
(a) If 1 < p < 2,
E(EξW
r
1 )
p/r <∞ and ρ < [Em0(r)p/r ]−1/p
for some r ∈ [p, 2], then
Wn −W = o(ρ−n) in P-Lp.
(b) If p ≥ 2 and EW p1 <∞, then
lim sup
n→∞
ρn(E|Wn −W |p)1/p
{
= 0 if ρ < ρ0,
> 0 if ρ > ρ0,
where ρ0 = min{[Em0(p)]−1/p, [Em0(2)p/2]−1/p}.
Under the conditions of Theorem 1.3, we can also obtain Wn−W = o(ρ−n) a.s. in Pξ-Lp for almost all
ξ. However, by Jensen’s inequality, one can see that rpE logEξW
r
1 ≤ logE(EξW r1 )p/r and [Em0(r)p/r ]−1/p ≤
exp(− 1rE logm0(r)). So the moment conditions of Theorem 1.1 are weaker than those of Theorem 1.3. If
p ≥ 2, Theorem 1.3 (b) shows that under the moment condition EW p1 < ∞, the value ρ0 defined above is
the critical value for the Lp convergence of ρn(Wn −W ) to 0 under annealed law P. Obviously, we have
ρ0 ≤ ρc. But here it is a pity that we do not find the critical value for p ∈ (1, 2), in contrast to [24] for
branching process in a random environment.
1.3 Uniform convergence
We next consider the uniform convergence of Wn(t) to its limit W (t). In the deterministic environment
case, such result was shown by Biggins [10, 11] and recently is generalized by Attia [4].
Recall that I = (t−, t+), where t+ and t− are defined by (1.13). If t ∈ I and EW1(t) log+W1(t) < ∞,
then W (t) is non-degenerate. Similarly to [10, 11, 4], we consider the uniform convergence of Wn(t) on
subsets of I. Denote
m0 = inf
t∈I
m0(t),
Ω1 = int{t ∈ R : E logEξW1(t)γ for some γ > 1}, (1.16)
Ω2 = int{t ∈ R : EZ˜1(t) log+ Z˜1(t) <∞}.
Here and after we use the following usual notations:
log+ x = max(log x, 0), log− x = max(− log x, 0).
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Theorem 1.4 (Quenched uniform convergence). Assume that E log−m0 <∞.
(a) Let K be a compact subset of I
⋂
Ω1. Then there exists a constant pK ∈ (1, 2] such that Wn(t)
converges uniformly to W (t) on K, almost surely and in Pξ-L
p for almost all ξ if p ∈ [1, pK ].
(b) If m := essinfm0 > 0, then Wn(t) also converges uniformly to W (t) on any compact subset K of
I
⋂
Ω2, almost surely and in Pξ-L
1 for almost all ξ.
If the environment random variables (ξn) are i.i.d., Theorem 1.4 have the following comparison under
annealed law.
Theorem 1.5 (Annealed uniform convergence). Assume that m = essinfm0 > 0. Denote
I ′ = int{t ∈ R : E
[
m0(γt)
m0(t)γ
]
< 1 for some γ > 1}.
Then Wn(t) converges uniformly to W (t) on any compact subset K of I
⋂
I ′
⋂
Ω2 in P-L
1.
Moreover, set
Ω′1 = int{t ∈ R : EZ˜1(t)γ <∞ for some γ > 1}.
If K is a compact subset of I
⋂
Ω′1, then there exists a constant pK ∈ (1, 2] such that Wn(t) converges
uniformly to W (t) on K in P-LpK .
It is clear that Ω′1 ⊂ Ω2, but there is no evident relation between I and I ′. By calculating the derivative
of E
[
m0(γt)
m0(t)γ
]
with respect to γ and letting γ = 1, we can see that I
⋂
Ω′1 ⊂ I ′
⋂
Ω′1.
1.4 Moderate deviation
Finally we state a moderate deviation principle about the counting measures Zn. Recently, Huang &
Liu showed the large deviation principle ([26] , Theorem 3.2) and central limit theorem ([26] , Theorem 7.1)
about Zn, which reflect the asymptotic properties of normalized measure
Zn(n·)
Zn(R)
and Zn(bn·)Zn(R) (with some bn
satisfies that bn/
√
n goes to a positive limit) . We want to establish the corresponding moderate deviation
principle.
Let (an) be a sequence of positive numbers satisfying
an
n
→ 0 and an√
n
→∞. (1.17)
We are interested in the asymptotic properties of normalized measure Zn(an·)Zn(R) .
Theorem 1.6 (Moderate deviation principle). Write pi0 = m0(0). Assume that ‖ 1pi0Eξ
N∑
i=1
eδ|Li|‖∞ :=
esssup 1pi0Eξ
N∑
i=1
eδ|Li| < ∞ for some δ > 0 and Eξ
N∑
i=1
Li = 0 a.s.. If 0 ∈ Ω1, then the sequence of
finite measures A 7→ Zn(anA) satisfies a principle of moderate deviation with rate function x22σ2 : for each
measurable subset A of R,
− 1
2σ2
inf
x∈Ao
x2 ≤ lim inf
n→∞
n
a2n
log
Zn(anA)
Zn(R)
≤ lim sup
n→∞
n
a2n
log
Zn(anA)
Zn(R)
≤ − 1
2σ2
inf
x∈A¯
x2
a.s. on {Zn(R)→∞}, where σ2 = E
[
1
pi0
N∑
i=1
L2i
]
, Ao denotes the interior of A, and A¯ its closure.
The rest part of the paper is arranged as follows. We first study the Lp convergence and its exponential
rate of the martingale Wn in Section 2 under quenched law and in Section 3 under annealed law. Then
we prove the uniform convergence of the martingale Wn(t) in Section 4. Finally, in Section 5, we consider
moderate deviations related to the counting measures Zn.
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2 Quenched Lp convergence; proof of Theorem 1.1
In this section, we shall study the Lp convergence of Wn under quenched law Pξ and its exponential
rate. To prove the results about the quenched convergence, we need the following lemma.
Lemma 2.1. ([24], Lemma 3.1) Let (αn, βn)n≥0 be a stationary and ergodic sequence of non-negative
random variables. If E logα0 < 0 and E log
+ β0 <∞, then
∞∑
n=0
α0 · · ·αn−1βn <∞ a.s.. (2.1)
Conversely, if E| log β0| <∞, then (2.1) implies that E logα0 ≤ 0.
Recall that Wn =Wn(1). To estimate the exponential rate of Wn, we consider the series introduced by
Alsmeyer et al. [1]:
A = A(ρ) =
∞∑
n=0
ρn(W −Wn) (ρ > 1), (2.2)
Aˆn = Aˆn(ρ) =
n∑
k=0
ρk(Wk+1 −Wk) (ρ ≥ 1), (2.3)
Aˆ = Aˆ(ρ) =
∞∑
n=0
ρn(Wn+1 −Wn) = lim
n→∞
Aˆn (ρ ≥ 1). (2.4)
According to ([1], Lemma 3.1), with the same ρ > 1, A and Aˆ have the same convergence in the sense a.s.
and in Lp under Pξ or P. Since Wn is a martingale under both laws Pξ and P, the same is true for Aˆn (but
with respect to the filtration Fn+1). In particular, if ρ = 1, one can see that Aˆn = Wn+1 − 1. Therefore
we can study the convergence of Aˆ by Doob’s convergence theorems for martingales, which means that we
should show a uniform upper bound for the p-th moment of Aˆn under Pξ for quenched case and under P
for annealed case. To this end, we will use Bukholder’s inequality as the basic tool. We mention that our
approaches are very similar to Huang & Liu [24] and Alsmeyer et al. [1], but the method of measure change
for the annealed case would be heuristic.
Lemma 2.2 (Burkholder’s inequality, see e.g. [14]). Let {Sn} be a L1 martingale with S0 = 0. Let
Qn = (
n∑
k=1
(Sk − Sk−1)2)1/2 and Q = (
∞∑
n=1
(Sn − Sn−1)2)1/2. Then ∀p > 1,
cp ‖ Qn ‖p≤‖ Sn ‖p≤ Cp ‖ Qn ‖p,
cp ‖ Q ‖p≤ sup
n
‖ Sn ‖p≤ Cp ‖ Q ‖p,
where cp = (p− 1)/18p3/2, Cp = 18p3/2/(p− 1)1/2.
Applying Burkholder’s inequality, we can obtain the moment results of Aˆn for 1 < p ≤ 2.
Proposition 2.3 (Quenched moments of Aˆn: case 1 < p ≤ 2). Assume (1.14). Let 1 < p ≤ 2 and ρ ≥ 1.
If E logEξW
r
1 <∞ and ρ < exp(− 1rE logm0(r)) for some r ∈ [p, 2], then supn Eξ|Aˆn|p <∞ a.s.
Proof. Notice that
Wn+1 −Wn =
∑
u∈Tn
X˜u(W1,u − 1),
where we write X˜u = X˜u(1) for short, and under quenched law Pξ, {Wk,u(t)}|u|=n are i.i.d. and independent
of Fn with common distribution determined by Pξ(Wk,u(t) ∈ ·) = PTnξ(Wk(t) ∈ ·). The notation T
represents the shift operator: T nξ = (ξn, ξn+1, · · · ) if ξ = (ξ0, ξ1, · · · ). Applying Burkholder’s inequality to
Wn+1 −Wn, and noticing the concavity of xp/2, xr/2 and xp/r, we have
Eξ|Wn+1 −Wn|p ≤ CEξ
(∑
u∈Tn
X˜2u(W1(u)− 1)2
)p/2
≤ C
(
Eξ
∑
u∈Tn
X˜ru|W1(u)− 1|r
)p/r
= CPn(r)
p/r (ETnξ|W1 − 1|r)p/r , (2.5)
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where C is positive constant, and in general, it does not stand for the same constant throughout. Noticing
(2.5), and applying again Burkholder’s inequality to Aˆn gives
sup
n
Eξ|Aˆn|p ≤ CEξ
(
∞∑
n=0
ρ2n(Wn+1 −Wn)2
)p/2
≤ C
∞∑
n=0
ρpnEξ|Wn+1 −Wn|p
≤ C
∞∑
n=0
ρpnPn(r)
p/r(ETnξ|W1 − 1|r)p/r.
Since E logEξW
r
1 <∞ and log ρ+E logm0(r)/r < 0, by Lemma 2.1, the series
∑
n ρ
pnPn(r)
p/r(ETnξ|W1−
1|r)p/r converges a.s., which leads to supn Eξ|Aˆn|p <∞ a.s..
For p > 2, we also have results for the quenched moments of Aˆn.
Proposition 2.4 (Quenched moments of Aˆn: case p > 2). Assume (1.14). Let p ≥ 2 and ρ ≥ 1.
(a) If 2 < p ≤ t+, E logEξW p1 <∞ and ρ < exp(− 12E logm0(2)), then supn Eξ|Aˆn|p <∞ a.s..
(b) If E| logEξ|W1 − 1|2| <∞, then supn Eξ|Aˆn|p <∞ a.s. implies that ρ ≤ exp(− 12E logm0(2)).
The proof of Proposition 2.4 is based on the following result about the moment of Wn.
Lemma 2.5. Fix t > 0. If 1 < p ≤ t+t and E logEξW1(t)p <∞, then
sup
n
EξWn(t)
p <∞ a.s.. (2.6)
Proof. Assume that p ∈ (2b, 2b+1] for some integer b ≥ 0. We will prove (2.6) by induction on b. Firstly,
for b = 0, we have 1 < p ≤ 2. Recall that Λ(t) = E logm0(t). For t > 0 fixed, set ht(x) = 1xΛ(tx),
whose derivative is h′t(t) =
1
x2 (txΛ
′(tx)−Λ(tx)). Since h′t(x) < 0 on ( t−t , t+t ), the function ht(x) is strictly
decreasing on [ t−t ,
t+
t ]. Thus
1
p
E log
m0(pt)
m0(t)p
= ht(p)− ht(1) < 0.
Noticing E logEξW1(t)
p <∞, we obtain (2.6) by applying Proposition 2.3 with ρ = 1.
Now suppose the conclusion holds for p ∈ (2b, 2b+1]. For p ∈ (2b+1, 2b+2], we have p/2 ∈ (2b, 2b+1].
Observe that
EξW1(2t)
p/2 = Eξ
(∑
u∈T1
e2tSu
m0(2t)
)p/2
≤ Eξ
[(∑
u∈T1
etSu
)p
m0(2t)p/2
]
= EξW1(t)
p m0(t)
p
m0(2t)p/2
.
It follows that E logEξW1(t)
p <∞ implies E logEξW1(2t)p/2 <∞. As 1 < p2 ≤ t+2t , by induction, we have
sup
n
EξWn(2t)
p/2 <∞ a.s.. (2.7)
Notice that by Burkholder’s inequality and Minkowski’s inequality,
sup
n
Eξ|Wn(t)− 1|p ≤ C
(
∞∑
n=0
(Eξ|Wn+1(t)−Wn(t)|p)2/p
)p/2
.
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Using Burkholder’s inequality and Jensen’s inequality, we have
Eξ|Wn+1(t)−Wn(t)|p ≤ CEξ
(∑
u∈Tn
X˜2u(t)(W1,u(t)− 1)2
)p/2
≤ CEξ
(∑
u∈Tn
X˜2u(t)
)p/2−1 ∑
u∈Tn
X˜2u(t)|W1,u(t)− 1|p
= CEξ
(∑
u∈Tn
X˜2u(t)
)p/2
ETnξ|W1(t)− 1|p
= C
Pn(2t)
p/2
Pn(t)p
EξWn(2t)
p/2ETnξ|W1(t)− 1|p. (2.8)
Noticing (2.7), to get (2.6), it suffices to show the convergence of the series
∑
n
Pn(2t)
Pn(t)2
(ETnξ|W1(t)− 1|p)2/p . (2.9)
Since 1 < 2 < p ≤ t+t , we have
E logm0(t) = ht(1) > ht(2) =
1
2
E logm0(2t).
By Lemma 2.1, the series (2.9) converges a.s.. The proof is complete.
Proof of Proposition 2.4. We first consider the assertion (a). The conclusion for ρ = 1 is contained in
Lemma 2.5. For ρ > 1, similarly to the proof of Lemma 2.5, applying Burkholder’s inequality to Aˆn and
noticing (2.8), the conclusion follows by the convergence of the series∑
n
ρ2nPn(2)(EξWn(2)
p/2)2/p (ETnξ|W1 − 1|p)2/p . (2.10)
Since E logEξW
p
1 <∞ (so that E logEξW1(2)p/2 <∞) and 1 < p2 ≤ t+2 , Lemma 2.5 gives supn EξWn(2)p/2 <∞ a.s.. By Lemma 2.1, the series (2.10) converges a.s. if ρ < exp(− 12E logm0(2)).
We next consider the assertion (b). By Burkholder’s inequality,
sup
n
Eξ|Aˆn|p ≥ C
∞∑
n=0
ρpnEξ|Wn+1 −Wn|p
≥ C
∞∑
n=0
ρpnEξ
(∑
u∈Tn
X˜2u(W1,u − 1)2
)p/2
≥ C
∞∑
n=0
ρpn
(
Eξ
∑
u∈Tn
X˜2u(W1,u − 1)2
)p/2
= C
∞∑
n=0
ρpnPn(2)
p/2(ETnξ|W1 − 1|2)p/2.
Since E| logEξ|W1 − 1|2| <∞, we deduce ρ ≤ exp(− 12E logm0(2)) by Lemma 2.1.
Now we give the proof of Theorem 1.1.
Proof of Theorem 1.1. For the assertion (a), by Proposition 2.3, we have supn Eξ|Aˆn|p < ∞ a.s., which
implies that ρn(Wn −W ) → 0 in Pξ-Lp for almost all ξ. For the assertion (b), if ρ < ρc, by Proposition
2.4(a), we have supn Eξ|Aˆn|p < ∞ a.s., so that ρn(W −Wn) → 0 in Pξ-Lp for almost all ξ. If ρ > ρc
and E log− Eξ|W1 − 1|2 < ∞, we assume that ρn(E|W −Wn|p)1/p → 0 a.s.. Denote D = {ξ : ρn(E|W −
Wn|p)1/p → 0}. Following similar argument in ([24], proof of Theorem 1.2), we can see that P(D) = 0 or 1.
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If P(D) = 1, the sequence ρn(Eξ|W −Wn|p)1/p is bounded for almost all ξ. Denote this bound by M(ξ).
For any 1 < ρ1 < ρ, the series
∑
n ρ
n
1 (W −Wn) converges in Pξ-Lp since
(
Eξ
∣∣∣∣∣
∑
n
ρn1 (W −Wn)
∣∣∣∣∣
p)1/p
≤
∑
n
ρn1 (Eξ|W −Wn|p)1/p ≤M(ξ)
∑
n
(
ρ1
ρ
)n
<∞ a.s..
Thus A(ρ1) and Aˆ(ρ1) converge in Pξ-L
p, so that supn Eξ|Aˆn(ρ1)|p < ∞ a.s.. By Proposition 2.4(b), we
have ρ1 ≤ ρc. Letting ρ1 ↑ ρ yields ρ ≤ ρc. This contradicts the fact that ρ > ρc. Thus P(D) = 0, i.e.,
ρn(Eξ|W −Wn|p)1/p 9 0 for almost all ξ.
3 Annealed Lp convergence
3.1 Change of measure
Inspired by the idea of the classic measure change (see for example Lyons [34], Biggins & Kyprianou
[12], Hu & Shi [23]), we introduce a new probability measure as follows.
When the environment ξ is given, for t ∈ R fixed, define a new probability Qξ = Q(t)ξ such that for any
n ≥ 1,
Qξ|Fn =Wn(t)Pξ|Fn . (3.1)
The existence of Qξ is ensured by Kolmogorov’s extension theorem. In fact, under Qξ, the tree T is a so-
called size-biased weighted tree (see for example Kuhlbusch (2004, [29]) for the construction of a size-biased
tree).
Fix n ≥ 1. Let ωnn = ωnn(t) be a random variable taking values in Tn such that for any u ∈ Tn,
Qξ(ω
n
n = u|F∞) =
X˜u(t)
Wn(t)
, (3.2)
where F∞ = σ(Fn, n ≥ 0). Denote ωnk = ωnn |k for k = 0, 1, · · · , n. So (ωn0 , ωn1 , · · · , ωnn) is the vertices
visited by the shortest path in T connecting the root ωn0 = ∅ with ωnn .
Lemma 3.1. Fix t ∈ R and n ≥ 1. For all nonnegative Borel functions h and g (defined on R or R2), we
have for each k = 1, 2, · · · , n,
EQξh

X˜ωnk (t), ∑
v∈Tk
v 6=ωnk
X˜v(t)Wn−k,v(t)

 g (Wn−k,ωnk (t))
= Eξ
∑
v∈Tk
X˜u(t)h

X˜u(t), ∑
v∈Tk
v 6=u
X˜v(t)Wn−k,v(t)

ETkξWn−k(t)g (Wn−k(t)) . (3.3)
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Proof. By the definition of ωnk and Qξ, we can calculate that
EQξh

X˜ωnk (t), ∑
v∈Tk
v 6=ωnk
X˜v(t)Wn−k,v(t)

 g (Wn−k,ωnk (t))
= EQξ
∑
u∈Tn
1{u=ωnn}h

X˜u|k(t), ∑
v∈Tk
v 6=u|k
X˜v(t)Wn−k,v(t)

 g (Wn−k,u|k(t))
= EQξ
∑
u∈Tn
Qξ(ω
n
n = u|F∞)h

X˜u|k(t), ∑
v∈Tk
v 6=u|k
X˜v(t)Wn−k,v(t)

 g (Wn−k,u|k(t))
= EQξ
∑
u∈Tn
X˜u(t)
Wn(t)
h

X˜u|k(t), ∑
v∈Tk
v 6=u|k
X˜v(t)Wn−k,v(t)

 g (Wn−k,u|k(t))
= Eξ
∑
u∈Tn
X˜u(t)h

X˜u|k(t), ∑
v∈Tk
v 6=u|k
X˜v(t)Wn−k,v(t)

 g (Wn−k,u|k(t))
= Eξ
∑
u∈Tk
X˜u(t)Wn−k,u(t)h

X˜u(t), ∑
v∈Tk
v 6=u
X˜v(t)Wn−k,v(t)

 g (Wn−k,u(t))
= Eξ
∑
u∈Tk
X˜u(t)h

X˜u(t), ∑
v∈Tk
v 6=u
X˜v(t)Wn−k,v(t)

ETkξWn−k(t)g (Wn−k(t)) .
Remark 3.1. In particular, taking h = 1 or g = 1 gives
EQξg
(
Wn−k,ωn
k
(t)
)
= ETkξWn−k(t)g (Wn−k(t)) , (3.4)
EQξh

X˜ωnk (t), ∑
v∈Tk
v 6=ωnk
X˜v(t)Wn−k,v(t)

 = Eξ ∑
v∈Tk
X˜u(t)h

X˜u(t), ∑
v∈Tk
v 6=u
X˜v(t)Wn−k,v(t)

 . (3.5)
Combing (3.4), (3.5) with (3.3), we have
EQξh

X˜ωnk (t), ∑
v∈Tk
v 6=ωnk
X˜v(t)Wn−k,v(t)

 g (Wn−k,ωnk (t))
= EQξh

X˜ωnk (t), ∑
v∈Tk
v 6=ωnk
X˜v(t)Wn−k,v(t)

EQξg (Wn−k,ωnk (t)) ,
which means that the random vector

X˜ωn
k
(t),
∑
v∈Tk
v 6=ωnk
X˜v(t)Wn−k,v(t)

 is independent of Wn−k,ωn
k
(t) under
Qξ. Moreover, for all nonnegative Borel functions f defined on R, by taking h(x, y) = f(x) or f(y), we
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obtain
EQξf
(
X˜ωn
k
(t)
)
= Eξ
∑
u∈Tk
X˜u(t)f
(
X˜u(t)
)
,
EQξf

∑
v∈Tk
v 6=ωnk
X˜v(t)Wn−k,v(t)

 = Eξ ∑
u∈Tk
X˜u(t)f

∑
v∈Tk
v 6=u
X˜v(t)Wn−k,v(t)

 .
These above assertions generalize the results of Liu ([32], Lemma 4.1) on generalized multiplicative cascades.
3.2 Auxiliary results
In this section, We shall obtain some auxiliary results for the study of the annealed Lp convergence rate
of Wn. Let’s consider the i.i.d. environment, where (ξn) are i.i.d. Denote
U (t)n (s, r) = EPn(t)
sWn(t)
r (s, t ∈ R, r > 1).
We will show two lemmas about U
(t)
n (s, r): the first one is a recursive inequality; the second one gives a
upper estimation. Particularly, the results for t = 0 were already shown in [24].
Lemma 3.2. Let r > 2. Then
U (t)n (s, r)
1
r−1 ≤ [Em0(t)s−rm0(tr)] 1r−1 U (t)n−1(s, r) 1r−1 + [Em0(t)sW1(t)r] 1r−1 U (t)n−1(s, r − 1) 1r−1 . (3.6)
Proof. Fix t ∈ R. Given ξ, we consider the probability Qξ defined in Section 3.1. Notice that
Wn(t) =
∑
u∈Tn
X˜u(t) =
∑
u∈T1
X˜(t)u Wn−1,u(t).
We have
EξWn(t)
r = EQξWn−1(t)
r−1 = EQξ
(∑
u∈T1
X˜u(t)Wn−1,u(t)
)r−1
.
Thus
U (t)n (s, r) = EPn(t)
sEξWn(t)
r
= EPn(t)
sEQξ
(∑
u∈T1
X˜u(t)Wn−1,u(t)
)r−1
= EQ
(
Pn(t)
s
r−1
∑
u∈T1
X˜u(t)Wn−1,u(t)
)r−1
,
where the probability Q is defined as Q(B) = EQξ(B), for any measurable set B.
Fix n ≥ 1. The set T1 can be divided into two parts: {ωn1 } and the set of his brothers {u ∈ T1 : u 6= ωn1 }.
We therefore have ∑
u∈T1
X˜u(t)Wn−1,u(t) = X˜ωn
1
(t)Wn−1,ωn
1
(t) +
∑
u∈T1
u6=ωn1
X˜u(t)Wn−1,u(t)
= :Mn +Qn.
Hence
U (t)n (s, r) = EQ
[
Pn(t)
s
r−1Mn + Pn(t)
s
r−1Qn
]r−1
.
By Minkowski’s inequality,
U (t)n (s, r)
1
r−1 ≤ [EQPn(t)sM r−1n ] 1r−1 + [EQPn(t)sQr−1n ] 1r−1 . (3.7)
11
By Lemma 3.1, we can calculate a.s.,
EQξM
r−1
n = EQξ
[
X˜ωn
1
(t)Wn−1,ωn
1
(t)
]r−1
= Eξ
∑
u∈T1
X˜u(t)
rETξWn−1(t)
r
= m0(tr)m0(t)
−rETξWn−1(t)
r.
Therefore, by the independency of (ξn),
EQPn(t)
sM r−1n = EPn(t)
sEQξM
r−1
n
= EPn(t)
sm0(tr)m0(t)
−rETξWn−1(t)
r
= Em0(t)
s−rm0(tr)EPn−1(t)
sWn−1(t)
r
= Em0(t)
s−rm0(tr)U
(t)
n−1(s, r). (3.8)
Similarly, again by Lemma 3.1, we have a.s.
EQξQ
r−1
n = EQξ

∑
u∈T1
u6=ωn1
X˜u(t)Wn−1,u(t)


r−1
= Eξ
∑
u∈T1
X˜u(t)

∑
v∈T1
v 6=u
X˜v(t)Wn−1,v(t)


r−1
≤ Eξ
∑
u∈T1
X˜u(t)

∑
v∈T1
v 6=u
X˜v(t)


r−2 ∑
v∈T1
v 6=u
X˜v(t)Wn−1,v(t)
r−1
= Eξ
∑
u∈T1
X˜u(t)

∑
v∈T1
v 6=u
X˜v(t)


r−1
ETξWn−1(t)
r−1
≤ Eξ
(∑
u∈T1
X˜u(t)
)r
ETξWn−1(t)
r−1
= EξW1(t)
rETξWn−1(t)
r−1.
Thus,
EQPn(t)
sQr−1n = EPn(t)
sEQξQ
r−1
n
≤ EPn(t)sEξW1(t)rETξWn−1(t)r−1
= Em0(t)
sW1(t)
rU
(t)
n−1(s, r − 1). (3.9)
Combing (3.8), (3.9) with (3.7), we obtain (3.6).
Following similar arguments of ([24], Lemma 4.4), we obtain the following lemma which generalize ([24],
Lemma 4.4) to BRWRE. The proof is omitted.
Lemma 3.3. If Em0(t)
s <∞ and Em0(t)sW1(t)r <∞, then
(i) for r ∈ (1, 2],
U (t)n (s, r) ≤ Cn
[
max
{
Em0(t)
s−rm0(tr),Em0(t)
s
}]n
;
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(ii) for r ∈ (b+ 1, b+ 2], where b ≥ 1 is an integer,
U (t)n (s, r) ≤ Cnbr
[
max
{(
Em0(t)
s−r+im0(t(r − i))
)
0≤i≤b,i∈N
,Em0(t)
s
}]n
,
where C is a general constant depending on r, s and t.
Lemma 3.4. The function f(x) := Em0(t)
xm0(α + βx) (t, α and β ∈ R are fixed) is log convex.
Proof. For λ ∈ (0, 1), ∀x1, x2, using Ho¨lder’s inequality, we have
m0(α + β(λx1 + (1− λ)x2)) ≤ m0(α+ βx1)λm0(α+ βx2)1−λ,
which means that m0(α + βx) is log convex. Noticing the inequality above and using Ho¨lder’s inequality
again, we get
f(λx1 + (1− λ)x2) = Em0(t)λx1+(1−λ)x2m0(α + β(λx1 + (1− λ)x2))
≤ E [m0(t)x1m0(α+ βx1)]λ [m0(t)x2m0(α+ βx2)]1−λ
≤ [Em0(t)x1m0(α+ βx1)]λ [Em0(t)x2m0(α+ βx2)]1−λ
= f(x1)
λf(x2)
1−λ,
which confirms the log-convexity of f .
3.3 Proofs of Theorems 1.2 and 1.3
Recall the martingale Aˆn introduced in Section 2. Similar to the quenched case, we need to study the
p-th (p > 1) moment of Aˆn under annealed law P. We distinguish two case: 1 < p < 2 and p ≥ 2.
Proposition 3.5 (Annealed moments of Aˆn: case 1 < p < 2). Assume (1.14) and that (ξn) are i.i.d..
Let 1 < p < 2 and ρ ≥ 1. If E[EξW r1 ]p/r < ∞ and ρ
[
Em0(r)
p/r
]1/p
< 1 for some r ∈ [p, 2], then
supn E|Aˆn|p <∞.
Proof. Similar to the proof of Theorem 2.3, appling Burkholder’s inequality to Aˆn under annealed law P
and noticing (2.5), we have
sup
n
E|Aˆn|p ≤ C
∞∑
n=0
ρpnE [Pn(r)ETnξ|W1 − 1|r]p/r
= CE(Eξ|W1 − 1|r)p/r
∞∑
n=0
ρpn[Em0(r)
p/r ]n.
Thus supn E|Aˆn|p <∞ if E[EξW r1 ]p/r <∞ and ρ(Em0(r)p/r)1/p < 1.
Now we consider the case where p ≥ 2. The proposition below gives a sufficient and necessary condition
for the existence of uniform p-th moment of Aˆn under annealed law P.
Proposition 3.6 (Annealed moments of Aˆn: case p ≥ 2). Assume (1.14), (1.15) and that (ξn) are i.i.d..
Let p ≥ 2 and ρ ≥ 1. Then supn E|Aˆn|p <∞ if and only if EW p1 <∞ and ρmax{[Em0(p)]1/p, [Em0(2)p/2]1/p} <
1.
Proof. (i) The necessity. Since supn E|Aˆn|p < ∞, we have EW p1 < ∞. Furthermore, by Burkholder’s
inequality, we can calculate for all r ∈ [2, p],
sup
n
E|Aˆn|p ≥ C
∞∑
n=0
ρpnE
(∑
u∈Tn
X˜2u(W1,u − 1)2
)p/2
≥ C
∞∑
n=0
ρpnE
(
Eξ
∑
u∈Tn
X˜ru|W1,u − 1|r
)p/r
= CE(Eξ|W1 − 1|r)p/r
∞∑
n=0
ρpn[Em0(r)
p/r ]n.
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Therefore the series
∑
n ρ
pn[Em0(r)
p/r ]n <∞ for all r ∈ [2, p], which implies that ρ[Em0(r)p/r ]1/p < 1 for
all r ∈ [2, p]. Taking r = 2, p, we get ρmax{[Em0(p)]1/p, [Em0(2)p/2]1/p} < 1.
(ii) The sufficiency. By Burkholder’s inequality and Minkowski’s inequality,
sup
n
E|Aˆn|p ≤ CE
(
∞∑
n=0
ρ2n(Wn+1 −Wn)2
)p/2
≤ C
(
∞∑
n=0
ρ2n(E|Wn+1 −Wn|p)2/p
)p/2
.
By (2.8),
E|Wn+1 −Wn|p ≤ CE|W1 − 1|pEPn(2)p/2Wn(2)p/2 = CE|W1 − 1|pU (2)n (p/2, p/2). (3.10)
Since Em0(2)
p/2 <∞, and
Em0(2)
p/2W1(2)
p/2 = E
(∑
u∈T1
X˜2u
)p/2
≤ E
(∑
u∈T1
X˜u
)p
= EW p1 <∞,
by Lemma 3.3,
U (2)n (p/2, p/2) ≤ Cnγ
[
max
{(
Em0(2)
im0(p− 2i)
)
0≤i≤b,i∈N
,Em0(2)
p/2
}]n
(3.11)
for p/2 ∈ (b+ 1, b+ 2] (b ≥ 0 is an integer), where γ = 1 for b = 0 and γ = bp/2 for b ≥ 1. Observing that
Em0(2)
xm0(p− 2x) is log convex (see Lemma 3.4), we have
max
{(
Em0(2)
im0(p− 2i)
)
0≤i≤b,i∈N
,Em0(2)
p/2
}
≤ sup
0≤x≤p/2−1
{Em0(2)xm0(p− 2x)} = max{Em0(p),Em0(2)p/2}. (3.12)
Thus, by ( 3.10), (3.11) and (3.12), we have
E|Wn+1 −Wn|p ≤ Cnγ
[
max
{
Em0(p),Em0(2)
p/2
}]n
.
Hence we obtain∑
n
ρ2n(E|Wn+1 −Wn|p)2/p ≤ C
∑
n
ρ2nn2γ/p
[
max
{
[Em0(p)]
2/p, [Em0(2)
p/2]2/p
}]n
.
The right side is finite if and only if ρmax{[Em0(p)]1/p, [Em0(2)p/2]1/p} < 1.
Now we prove Theorems 1.2 and 1.3, using the moment results of Aˆn.
Proof of Theorem 1.2. (i) The sufficiency. For 1 < p < 2, applying Proposition 3.5 with ρ = 1, we obtain
supn EW
p
n < ∞, which is equivalent to Wn → W in P-Lp. For p ≥ 2, by the log convexity of m0(x) and
Jensen’s inequality, one has
Em0(2)
p/2 ≤ Em0(p)p/2(p−1) ≤ [Em0(p)]p/2(p−1) .
So the condition Em0(p) < 1 ensures max{[Em0(p)]1/p, [Em0(2)p/2]1/p} < 1. Applying Proposition 3.6
with ρ = 1 yields the results.
(ii) The necessity. Notice that supn EW
p
n < ∞ ensures that EW p1 < ∞ and 0 < EW p < ∞. One can
see that W satisfies the equation
W =
∑
u∈T1
X˜uW(u) a.s.,
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where W(u) denotes the limit random variable of the martingale Wn,u, and the distribution of W(u) is
Pξ(W(u) ∈ ·) = PT |u|ξ(W ∈ ·). We have
W p =
(∑
u∈T1
X˜uW(u)
)p
≥
∑
u∈T1
X˜puW
p
(u) a.s.,
and the strict inequality holds with positive probability. Thus
EW p > E
∑
u∈T1
X˜puW
p
(u) = Em0(p)EW
p,
which implies that Em0(p) < 1.
Proof of Theorem 1.3. The assertion (a) is consequently from Proposition 3.5 with ρ > 1 and the assertion
(b) is from Proposition 3.6 with ρ > 1.
4 Uniform convergence; Proof of Theorem 1.4
In this section, we study the uniform convergence of the martingale Wn(t), regarding Wn(t) as the
function of t (so t is not fixed). Here we just consider the quenched uniform convergence and give the proof
of Theorem 1.4. The annealed uniform convergence can be obtain almost in the same way, so we omit
the proof of Theorem 1.5. The basic tool is still the inequalities for martingale. But in contrast to the
convergence for t fixed, we should consider the superior on a interval of t while estimating the moment of
Wn(t). We first provide two related lemmas.
Lemma 4.1. Let D = [t1, t2] ⊂ I. If D ⊂ [0,∞) or D ⊂ (−∞, 0], then there exists a constant pD > 1
such that for any p ∈ (1, pD],
E log sup
t∈D
[
m0(pt)
m0(t)p
]
< 0.
Proof. For t0 ∈ R, set gt0(p) = Λ(pt0)− pΛ(t0), whose derivative is
g′t0(p) = t0Λ
′(pt0)− Λ(t0).
If t0 ∈ I, then g′t0(1) = t0Λ′(t0) − Λ(t0) < 0. Hence there exists a p0 > 1 such that gt0(p) is strictly
decreasing on (1, p0], so that gt0(p) < gt0(1) = 0 for all p ∈ (1, p0].
Assume D ⊂ [0,∞). Since t2 ∈ I, there exists p2 > 1 such that gt2(p) < 0 for all p ∈ (1, p2]. For p > 1
fixed, set fp(t) = logm0(pt)− p logm0(t). Clearly, Efp(t) = gt(p). The derivative of fp(t) is
f ′p(t) = p
(
m′0(pt)
m0(pt)
− m
′
0(t)
m0(t)
)
.
By the convexity of logm0(t), we see that the function
m′0(t)
m0(t)
is increasing, so that f ′p(t) ≥ 0 for t ≥ 0 and
f ′p(t) ≤ 0 for t ≤ 0. Thus fp(t) is increasing on [0,∞) and decreasing on (−∞, 0]. Since D ⊂ [0,∞), we
have
sup
t∈D
fp(t) = fp(t2).
Take pD = p2. Then for any p ∈ (1, pD],
E log sup
t∈D
[
m0(pt)
m0(t)p
]
= E sup
t∈D
log
[
m0(pt)
m0(t)p
]
= E sup
t∈D
fp(t) = Efp(t2) = gt2(p) < 0.
For D ⊂ (−∞, 0], the proof is similar.
Remark 4.1. Set Gt0(p) = E
[
m0(pt)
m0(t)p
]
for t0 ∈ R fixed. If t0 ∈ I ′, then there exists a p0 > 1 such tat
Gt0(p0) < 1. The log convexity of Gt0(p) yields Gt0(p) < 1 for any p ∈ (1, p0]. Notice that Gt(p) = Eefp(t).
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With similar arguments to the proof of Lemma 4.1, we can obtain that if D = [t1, t2] ⊂ I ′, then there exists
a constant pD > 1 such that for any p ∈ (1, pD],
sup
t∈D
E
[
m0(pt)
m0(t)p
]
< 1.
This result could be used to study of the annealed uniform convergence in the role of replacing Lemma 4.1
for quenched case.
Recall that m0 = inf
t∈I
m0(t) and m = essinfm0.
Lemma 4.2. Let D = [t1, t2] ⊂ I
⋂
Ω1. If E log
−m0 <∞, then there exists a constant pD > 1 such that
E log sup
t∈D
EξW1(t)
pD <∞.
Proof. Since D ⊂ I, we have inf
t∈D
m0(t) ≥ m0. Notice that for all t ∈ D,
W1(t) =
∑
u∈T1
etSu
m0(t)
≤ 1
m0
(∑
u∈T1
et2Su1{Su≥0} +
∑
u∈T1
et1Su1{Su<0}
)
≤ 1
m0
(
Z˜1(t1) + Z˜1(t2)
)
(4.1)
Thus E log supt∈D EξW1(t)
p < ∞ if E log−m0 < ∞ and E log+ EZ˜1(ti)p < ∞ (i = 1, 2). Since ti ∈ Ω1,
there exists pi > 1 such that E logEξW1(ti)
pi < ∞, which is equivalent to E log+ EξZ˜1(ti)pi < ∞ under
condition E| logm0(ti)| <∞. Taking pD = min{p1, p2} completes the proof.
Lemma 4.3. Let D = [t1, t2] ⊂ I
⋂
Ω2 and W
∗
D = sup
t∈D
W1(t). If m > 0, then EW
∗
D log
+W ∗D <∞.
Proof. By (4.1), we see that
W ∗D ≤
1
m
(
Z˜1(t1) + Z˜1(t2)
)
.
Since ti ∈ Ω2 (i = 1, 2), we have EZ˜1(ti) log+ Z˜1(ti) <∞, which ensures EW ∗D log+W ∗D <∞.
Now we prove Theorem 1.4.
Proof of Theorem 1.4. We first consider the assertion (a). Clearly, it suffices to prove that for each t0 ∈
I
⋂
Ω1, there exists an interval D = [t0 − ε, t0 + ε] ⊂ I
⋂
Ω1 (ε > 0 small enough) such that the series∑
n
sup
t∈D
(Eξ|Wn+1(t)−Wn(t)|p)1/p <∞ a.s. (4.2)
for suitable 1 < p ≤ 2. By (2.5), we have a.s.,
sup
t∈D
(Eξ|Wn+1(t)−Wn(t)|p)1/p ≤ CPn(pt)
1/p
Pn(t)
(ETnξ|W1(t)− 1|p)1/p
≤ C
(
sup
t∈D
[
Pn(pt)
Pn(t)p
])1/p(
sup
t∈D
ETnξ|W1(t)− 1|p
)1/p
. (4.3)
Here and after the general constant C does not depend on t. Decompose D = D+
⋃
D−, where D+ =
D
⋂
[0,∞) and D− = (−∞, 0]. Then
sup
t∈D
[
Pn(pt)
Pn(t)p
]
≤ max
{
sup
t∈D+
[
Pn(pt)
Pn(t)p
]
, sup
t∈D−
[
Pn(pt)
Pn(t)p
]}
≤ max
{
n−1∏
i=0
sup
t∈D+
[
mi(pt)
mi(t)p
]
,
n−1∏
i=0
sup
t∈D−
[
mi(pt)
mi(t)p
]}
(4.4)
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By ergodic theorem and Lemma 4.1, a.s.,
lim
n→∞
1
n
log
(
n−1∏
i=0
sup
t∈D+
[
mi(pt)
mi(t)p
])
= E log sup
t∈D+
[
m0(pt)
m0(t)p
]
< 0 (4.5)
for suitable 1 < p ≤ 2. The same is true with D+ replaced by D−. Thus, there exists a constant aD > 1
such that
max
{
n−1∏
i=0
sup
t∈D+
[
mi(pt)
mi(t)p
]
,
n−1∏
i=0
sup
t∈D−
[
mi(pt)
mi(t)p
]}
< a−nD a.s. (4.6)
for n large enough. Combing (4.4) and (4.7) yields
sup
t∈D
[
Pn(pt)
Pn(t)p
]
< a−nD a.s. (4.7)
for n large enough. Hence the a.s. convergence of the series
∑
n
a−nD
(
sup
t∈D
ETnξ|W1(t)− 1|p
)1/p
(4.8)
implies (4.2). Since aD > 1 and E log sup
t∈D
EξW1(t)
p <∞, the a.s. convergence of (4.8) is ensured by Lemma
2.1.
We next prove the assertion (b). For t0 ∈ I
⋂
Ω2, take ε > 0 small enough such that the series∑
n
sup
t∈D
Eξ|Wn+1(t)−Wn(t)| <∞ a.s.. (4.9)
We will use a truncation method, similarly to Biggins [10]. Set In = 1{|W1(t)−1|≥cn} and I¯n = 1− In, where
c > 1 is a constant whose value will be taken later. Using ([10], Lemma 4), we get for 1 ≤ p ≤ 2,
Eξ|Wn+1(t)−Wn(t)| ≤ C
(
ETnξ|W1(t)− 1|In +
(
ETnξ|W1(t)− 1|pI¯n
)1/p [Pn(pt)
Pn(t)p
]1/p)
.
To get (4.9), we need to consider the a.s. convergence of the two series:∑
n
sup
t∈D
ETnξ|W1(t)− 1|In, (4.10)
∑
n
(
sup
t∈D
ETnξ|W1(t)− 1|pI¯n
)1/p(
sup
t∈D
[
Pn(pt)
Pn(t)p
])1/p
. (4.11)
For (4.10), observe that
sup
t∈D
ETnξ|W1(t)− 1|In ≤ ETnξ(W ∗D + 1)1{W∗D+1≥cn}.
By Lemma (4.3), we see EW ∗D log
+W ∗D <∞. Thus,
E
(∑
n
ETnξ(W
∗
D + 1)1{W∗D+1≥cn}
)
=
∑
n
E(W ∗D + 1)1{W∗D+1≥cn}
≤ CE(W ∗D + 1) log(W ∗D + 1) <∞,
which leads to the a.s. convergence of (4.10). For (4.11), Notice (4.8) and the fact that
sup
t∈D
ETnξ|W1(t)− 1|pI¯n ≤ cnp.
Taking 1 < c < aD yields the a.s. convergence of (4.10). The proof is completed.
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5 Moderate deviation principles
5.1 Moderate deviation principle for
EξZn(an·)
EξZn(R)
; Proof of Theorem 1.6
We first study the moderate deviations for the quenched means.
Theorem 5.1 (Moderate deviation principle for quenched means
EξZn(an·)
EξZn(R)
). Write pi0 = m0(0). If
‖ 1pi0Eξ
N∑
i=1
eδ|Li|‖∞ := esssup 1pi0Eξ
N∑
i=1
eδ|Li| <∞ for some δ > 0 and Eξ
N∑
i=1
Li = 0 a.s., then the sequence of
probability measures A 7→ EξZn(anA)
EξZn(R)
satisfies a principle of moderate deviation: for each measurable subset
A of R,
− 1
2σ2
inf
x∈Ao
x2 ≤ lim inf
n→∞
n
a2n
log
EξZn(anA)
EξZn
≤ lim sup
n→∞
n
a2n
log
EξZn(anA)
EξZn
≤ − 1
2σ2
inf
x∈A¯
x2 a.s., (5.1)
where σ2 = E 1pi0
N∑
i=1
L2i , and A
o denotes the interior of A and A¯ its closure.
Proof. Consider the probability measures qn(·) = EξZn(an·)EξZn(R) . Let
λn(t) = log
∫
etxqn(dx) = log
[
Eξ
∫
ea
−1
n txZn(dx)
EξZn(R)
]
.
Then
λn(t) = log
[
Pn(a
−1
n t)
Pn(0)
]
=
n−1∑
i=0
log
[
mi(a
−1
n t)
pii
]
. (5.2)
Set λ(t) = 12σ
2t2, whose Legendre-transform is λ∗(x) = supx∈R{tx− λ(t)} = x
2
2σ2 . We shall show that for
each t ∈ R,
lim
n→∞
n
a2n
λn(
a2n
n
t) = λ(t) a.s.. (5.3)
Then (5.3) a.s. holds for all rational t, and hence for all t ∈ R by the convexity of λn(t) and the continuity
of λ(t). By the Ga¨rtner-Ellis theorem (cf. [17], p52, Exercises 2.3.20), we get (5.1).
Put ∆n,i =
mi(
an
n
t)
pii
− 1. We will see that for each t ∈ R,
sup
i
|∆n,i| < 1 a.s. (5.4)
for n large enough. Denote M = ‖ 1pi0Eξ
N∑
i=1
eδ|Li|‖∞. Then supn 1pinEξ
∫
eδ|x|Xn(dx) ≤ M a.s., so that for
n large enough,
∞∑
k=0
1
pii
Eξ
∫
1
k!
∣∣∣an
n
tx
∣∣∣kXi(dx) ≤M a.s..
Notice that 1pinEξ
∫
xXn(dx) =
1
pin
Eξ
N∑
i=1
Li = 0 a.s.. Therefore a.s.,
∆n,i =
1
pii
Eξ
∫
eann
−1txXi(dx) − 1
=
1
pii
Eξ
∫ ( ∞∑
k=0
1
k!
(an
n
tx
)k)
Xi(dx)− 1
=
∞∑
k=0
1
k!
(an
n
t
)k 1
pii
Eξ
∫
xkXi(dx) − 1
=
∞∑
k=2
1
k!
(an
n
t
)k 1
pii
Eξ
∫
xkXi(dx). (5.5)
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It follows that
sup
i
|∆n,i| ≤ sup
i
[
∞∑
k=2
1
k!
(an
n
|t|
)k 1
pii
Eξ
∫
|x|kXi(dx)
]
≤ sup
i
[
∞∑
k=2
(
an
n
|t|
δ
)k
1
pii
Eξ
∫
eδ|x|Xi(dx)
]
≤ M
∞∑
k=2
(
an
n
|t|
δ
)k
≤M1
(an
n
)2
a.s., (5.6)
where M1 > 0 is a constant (it depends on t). Hence (5.4) holds for n large enough.
Now we calculate the limit (5.3). By (5.2) and (5.4), we have for n large enough, a.s.,
n
a2n
λn(
a2n
n
t) =
n
a2n
n−1∑
i=0
log (1 + ∆n,i)
=
n
a2n
n−1∑
i=0
∞∑
j=1
(−1)j+1
j
(∆n,i)
j
=
n
a2n
∞∑
j=1
(−1)j+1
j
n−1∑
i=0
(∆n,i)
j
=
n
a2n
n−1∑
i=0
∆n,i +
n
a2n
∞∑
j=2
(−1)j+1
j
n−1∑
i=0
(∆n,i)
j
= : An +Bn.
For Bn, by (5.6),
|Bn| ≤ n
a2n
∞∑
j=2
1
j
n−1∑
i=0
|∆n,i|j ≤
∞∑
j=2
M j1
(an
n
)2j−2
≤M2
(an
n
)2
→ 0 a.s. as n→∞,
where M2 > 0 is a constant. For An, by (5.5), a.s.,
An =
n
a2n
n−1∑
i=0
∞∑
k=2
1
k!
(an
n
t
)k 1
pii
Eξ
∫
xkXi(dx)
=
n
a2n
∞∑
k=2
1
k!
(an
n
t
)k n−1∑
i=0
1
pii
Eξ
∫
xkXi(dx)
=
n
a2n
1
2
(an
n
t
)2 n−1∑
i=0
1
pii
Eξ
∫
x2Xi(dx)
+
n
a2n
∞∑
k=3
1
k!
(an
n
t
)k n−1∑
i=0
1
pii
Eξ
∫
xkXi(dx)
= : Cn +Dn.
The ergodic theorem gives
lim
n→∞
Cn =
1
2
t2 lim
n→∞
1
n
n−1∑
i=0
1
pii
Eξ
∫
x2Xi(dx) =
1
2
σ2t2 = λ(t) a.s..
To get (5.3), it remains to show that Dn is negligible. Clearly, a.s.
|Dn| ≤ n
a2n
∞∑
k=3
1
k!
(
an
n
|t|
δ
)k n−1∑
i=0
1
pii
Eξ
∫
|δx|kXi(dx)
≤ M
∞∑
k=3
(
an
n
|t|
δ
)k−2
≤M3 an
n
→ 0 a.s. as n→∞,
19
where M3 > 0 is a constant. This completes the proof.
The moderate deviation principle for Zn(an·)Zn(R) comes from Theorem 5.1 and the uniform convergence of
Wn(t) (Theorem 1.4).
Proof of Theorem 1.6. Let
Γn(t) = log
[∫
ea
−1
n txZn(dx)
Zn(R)
]
= log
[
Z˜n(a
−1
n t)
Zn(R)
]
.
Notice that
n
a2n
Γn(
a2n
n
t) =
n
a2n
logWn(
an
n
t) +
n
a2n
λn(
a2n
n
t)− n
a2n
logWn(0). (5.7)
As m′0(0) = Eξ
N∑
i=1
Li = 0, the log convexity of m0(x) gives m0 = pi0. Since E| log pi0| <∞ and 0 ∈ I
⋂
Ω1,
by Theorem 1.4, Wn(t) converges uniformly a.s. to W (t) on [−ε, ε] for some ε > 0, so that Wn(t) is
continuous at 0. Thus
Wn(
an
n
t)→W (0) a.s. as n→∞.
The assumption (1.10) implies that W (0) > 0 a.s. on {Zn(R)→ ∞}. Letting n → ∞ and using (5.3), we
obtain for each t ∈ R,
lim
n→
n
a2n
Γn(
a2n
n
t) = λ(t) =
1
2
σ2t2 a.s. on {Zn(R)→∞}. (5.8)
So (5.8) a.s. holds for all rational t, and therefore for all t ∈ R by the convexity of Γn(t) and the continuity
of λ(t). Then apply the Ga¨rtner-Ellis theorem.
5.2 Moderate deviation principles for E
Zn(an·)
EξZn(R)
and
EZn(an·)
EZn(R)
Finally, in i.i.d environment, we also have moderate deviation principles for E Zn(an·)
EξZn(R)
and EZn(an·)
EZn(R)
.
Theorem 5.2 (Moderate deviation principle for E Zn(an·)
EξZn(R)
). Assume that ξn are i.i.d.. Write pi0 = m0(0).
If E 1pi0
N∑
i=1
eδ|Li| <∞ for some δ < 0 and E 1pi0
N∑
i=1
Li = 0, then the sequence of finite measures A 7→ EZn(anA)EZn(R)
satisfies a principle of moderate deviation: for each measurable subset A of R,
− 1
2σ2
inf
x∈Ao
x2 ≤ lim inf
n→∞
n
a2n
logE
Zn(anA)
EξZn(R)
≤ lim sup
n→∞
n
a2n
logE
Zn(anA)
EξZn(R)
≤ − 1
2σ2
inf
x∈A¯
x2, (5.9)
where σ2 = E 1pi0
N∑
i=1
L2i , and A
o denotes the interior of A and A¯ its closure.
Proof. Let
λn(t) = logE
∫
ea
−1
n txZn(dx)
EξZn(R)
and λ(t) =
1
2
σ2t2.
It suffices to show that for all t ∈ R,
lim
n→∞
n
a2n
λn(
a2n
n
t) = λ(t).
Then (5.9) holds by the Ga¨rtner-Ellis theorem. In fact, the condition E 1pi0
N∑
i=1
eδ|Li| <∞ gives
E
1
pi0
∫
eann
−1|tx|X0(dx) <∞ for n large enough.
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Thus
λn(
a2n
n
t) = n logE
[
m0(
an
n t)
pi0
]
= n logE
1
pi0
∫
eann
−1txX0(dx)
= n logE
1
m0
∫ ( ∞∑
k=0
1
k!
(an
n
t
)k
xk
)
X0(dx)
= n log
(
1 +
∞∑
k=2
1
k!
(an
n
t
)k
E
1
pi0
∫
xkX0(dx)
)
= n log
(
1 +
1
2
(an
n
)2
t2σ2 + o(
(an
n
)2
)
)
.
Therefore,
lim
n→∞
n
a2n
λn(
a2n
n
t) = lim
n→∞
n2
a2n
log
(
1 +
1
2
(an
n
)2
t2σ˜2 + o(
(an
n
)2
)
)
=
1
2
σ2t2.
If we consider the probability measures EZn(an·)
EZn(R)
, then by a similar argument to the proof of Theorem
5.2, we obtain the following theorem.
Theorem 5.3 (Moderate deviation principle for annealed means EZn(an·)
EZn(R)
). Assume that ξn are i.i.d..
Write pi0 = m0(0). If E
N∑
i=1
eδ|Li| < ∞ for some δ < 0 and E
N∑
i=1
Li = 0, then the sequence of finite
measures A 7→ EZn(anA)
EZn(R)
satisfies a principle of moderate deviation: for each measurable subset A of R,
− 1
2σ˜2
inf
x∈Ao
x2 ≤ lim inf
n→∞
n
a2n
log
EZn(anA)
EξZn(R)
≤ lim sup
n→∞
n
a2n
log
EZn(anA)
EξZn(R)
≤ − 1
2σ˜2
inf
x∈A¯
x2, (5.10)
where σ˜2 = 1
Em0
E
N∑
i=1
L2i , and A
o denotes the interior of A and A¯ its closure.
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