ABSTRACT A key point for the recovery of a block-sparse signal is how to treat the different sparsity distributed on the different parts of the considered signal. It has been shown recently that grouping the signal, i.e., partitioning the original signal into different groups or segments, and conducting the recovery for these groups separately provides an effective method to deal with the block-structured sparsity and can generate much better performance than the conventional sparse signal recovery (SSR) algorithms. In order to further improve the recovery performance, instead of the fixed grouping method used in the recent results, a novel dynamic grouping method will be first proposed in this paper, which classifies the segments due to the different levels of sparsity in a dynamic way. Then, by incorporating this technique into the block version of adaptive SSR algorithms. we developed recently, i.e., the block zero-attracting least-mean-square (BZA-LMS) algorithm and the block 0 -norm LMS (B 0 -LMS) algorithm, the corresponding new algorithms, i.e., the BZA-LMS-D and B 0 -LMS-D algorithms, will be established. The performance superiorities and the robustness against different block-sparsity and/or noise interference for the new algorithms based on dynamic grouping will be demonstrated by both analytic discussions and numerical simulations for a variety of scenarios.
I. INTRODUCTION
In recent years, compressive sensing (CS) has attracted extensive attention in many research fields, e.g., applied mathematics, radio communication, and signal processing [1] - [3] . The CS technology reveals that a signal may be exactly recovered by sampling at a rate lower than the traditional limitation, on the assumption that the signal of interest is sparse or compressible [4] - [6] . More concretely, by the properly chosen dictionary matrix A of size M × N satisfying the restricted isometry property (RIP) [4] , [7] , [8] , the objective sparse signal s ∈ N with limited nonzero atoms, such as the one shown in Fig. 1(a) , can be compressed to a down-sampling signal y ∈ M , where M N , i.e., the dimension of the measurement y can be far lower than that of the objective signal s. This can be formulated by the following underdetermined linear equation, y = As.
(
For a general case, it is impossible to find a unique solution to Eq. (1), due to the deficient equations. However, when s is sparse and has only K (K ≤ M ) nonzero atoms, it is possible, under certain conditions, to find a unique solution for s by using the so-called sparse signal recovery (SSR) algorithms developed in CS theory (see [4] , [7] , [8] ).
A. BLOCK-SPARSE SIGNAL
The conventional sparse signal has only a few nonzero atoms, and these nonzero atoms occur independently in different locations. Different to this conventional sense, another kind of sparse signal, called block-structured sparse signal or simply block-sparse signal, also exists in many practical applications, which has the special structure that their nonzero coefficients occur continuously in the form of blocks (clusters), accompanying fairly high possibility of appearance in neighboring locations of nonzeros, such as the one shown in Fig. 1 (b) [9] - [11] . Moreover, two typical models for block-sparse signals, i.e., Gaussian spikes and ±1 spikes, have been reported in [12] , both of which will be used in this paper to deal with the problems of recovery of block-sparse signals by solving Eq. (1).
More exactly, the block-sparse signal is defined as follows:
s T [1] s d+1 . . . s 2d s T [2] . . .
where s[i], i ∈ {1, 2, · · · , m} is the i-th block, d is the length of group-partition obeying N = md [11] , and (·) T is a transpose symbol. Similarly, A can be represented as a concatenated d-width columns of block A[i] as well:
φ d+1 . . . φ 2d [2] . .
where φ l , l ∈ {1, 2, · · · , N } denotes a basis vector. Besides, the sparsity of s is termed as a block K -sparsity, where K ∈ {1, 2, · · · , m} is the maximum number of blocks containing sequential nonzero coefficients. When d > 1, K can be formulated by
where I (·) denotes the indicator function [11] defined as
Obviously, when d equals 1, the block-sparse signals just reduces to the conventional sparse signals [4] , [5] . Moreover, there is a special case where nonzero atoms do not always occur in exact block form [9] , and this kind of signal, such as the one shown in Fig. 1 (c), will be called ''inexact'' blocksparse signal in this paper to be distinguishable from the one with only exact block nonzero atoms. As mentioned above, the investigation of block-sparse signals is motivated by many practical applications, such as multi-band signals [13] - [16] , gene expression measurements [17] , network topology identification [18] , [19] , source localization in sensor networks, multiple-input multiple-output (MIMO) channel equalization, and magnetoencephalography [11] , [12] , [20] . Moreover, in some applications, one has to deal with multiple measurement vectors (MMV) sharing a joint sparsity pattern [9] , [21] - [24] , and the problem of recovering unknown signals in a structured union of subspaces for such applications can also be formulated as a block-sparse recovery problem [9] , [10] , [13] , [14] , [25] - [30] . In fact, most of the block-sparse signals in above-mentioned applications have Gaussian nonzero entries, which has been clarified in [11] , [12] , [20] .
To recover a block-sparse signal, the focus is to recover the nonzero atoms in blocks that generally contain the desired key information, rather than each independent entry. The block structure is fairly important as a priori knowledge for the accurate signal recovery, and it should be properly incorporated in SSR algorithms [31] . It has been clarified that a recovery method making explicit use of block-structured sparsity (BSS) can provably yield better performance than the methods just treating the considered block-sparse signal as a conventional sparse signal without incorporating the block structure property [11] .
B. EXISTING WORKS
Some block version of SSR algorithms have been recently developed based on the usual ones that are called conventional SSR algorithms in this paper, including the convex optimization algorithms [9] , [32] , greedy pursuit algorithms [11] , [33] , and stochastic gradient descent (SGD) algorithm [34] , which naturally inherit the characteristics of their own ancestors.
For the convex optimization approach, the typical basis pursuit (BP) algorithm [35] has been extended to a mixed Euclidean 2 / 1 -norm minimization recovery (L-OPT) algorithm in [9] and [32] , and an improved method termed dynamic recovery of block-sparse signal (D-BSS) has been presented in [36] . Moreover, a method for group sparse recovery via the 0 ( 2 ) penalty, i.e., the group primal dual active set with continuation (GPDASC) algorithm with the 0 ( 2 ) penalty has been given in [31] . Although these block versions of convex optimization algorithms bring performance improvement, they still bear high computational cost as the conventional ones, and thus it is difficult to apply them to large-scale scenario [37] .
The greedy pursuit approach works by directly estimating the very few nonzero atoms in sparse signals, with low computational complexity of O(KMN ). Besides, their recovery performance is comparable to the convex optimization approach under moderate noise. Recently, numerous block version of greedy algorithms have been proposed. In [20] , the extensions of compressive sampling (CoSaMP) algorithm [38] and iterative hard thresholding (IHT) algorithm [39] to model-based sparsity have been proposed. In [11] , it has been shown that the block version of matching 56070 VOLUME 6, 2018 pursuit (MP) algorithm and orthogonal MP (OMP) algorithm [40] , [41] , i.e., BMP algorithm and BOMP algorithm, can yield better recovery results. Specifically, an improved block version of stagewise OMP (StOMP) algorithm [42] termed Block-StOMP (BStOMP) has recently been presented in [33] , which has good convergence and accuracy when ambient noise is moderate. However, the greedy algorithms require more measurements for reliable recovery, and it is assumed that the sparsity K is known previously but this is not always true in practical applications [37] . Moreover, the recovery accuracy obviously degrades under strong background noise [37] .
On the other hand, the SGD-based sparse adaptive algorithms have been proposed for the conventional sparse signal recovery, e.g., zero-attracting least-mean-square (ZA-LMS) algorithm [43] and 0 -norm LMS ( 0 -LMS) algorithm [37] . SGD approach minimizes an even-order recursion error in adaptive filter, by the opposite gradient of the cost function of adaptive algorithms, to estimate the unknown solution [37] . Due to their moderate computational burden and robustness against noise, the sparse adaptive algorithms have been shown to outperform the convex optimization algorithms and the greedy algorithms in various scenarios [37] . In [44] , some improved sparse adaptive algorithms by restricting gradient have been demonstrated to be able to suppress impulsive interference, however, they have not been extended to recover block-sparse signal. In [34] , zero-point attracting projection (ZAP) algorithm with fast convergence has been extended to a block version, i.e., BZAP algorithm with 1,0 -norm, however, the ZAP-type algorithms cannot acquire high-resolution. In [45] , a BSS-induced adaptive filter by equal group-partition was presented for better convergence behavior, however, this method is not directly applicable to CS signal recovery.
In fact, a preliminary work has been published in [46] , two effective block-sparse adaptive algorithms, i.e., block zero-attracting LMS (BZA-LMS) and block 0 -norm LMS (B 0 -LMS), have been presented. The basic idea there is to give variable strengths of sparse penalty to the m evenly separated updating signals, instead of the same strength to the whole updating signal, which will be called ''grouping'' recovery in this paper. It has been demonstrated that both of the algorithms can significantly improve recovery accuracy of block-sparse signal. Besides, they also inherit the inherent advantages of the conventional sparse adaptive algorithms, such as the simplicity and the good noise elimination. Moreover, to better treat BSS for potential performance gain, an iterative grouping method has been presented in [47] , by classifying iteratively grouping signals into different sparsity sets, however, the overmuch computational burden reveals the impracticability in many applications that is regarded as an open question [47] .
C. OUR WORK
In view of the background stated above, the purpose of this research is to develop more practical and efficient block version of sparse adaptive algorithms for high-accurate recovery of block-sparse signal. By now, most block version of SSR algorithms, including our recent results in [46] , work via equal grouping, i.e., the updating signal is evenly separated for recovery. However, the equal grouping cannot sufficiently adapt to the fluctuant block-sparse distribution of signal coefficients, resulting in a potential performance loss. Or in other words, it implies that there is still a room to further improve the recovery performance. As the main contribution of this paper, therefore, a dynamic grouping method will be introduced in BZA-LMS and B 0 -LMS algorithms, named accordingly as BZA-LMS-D and B 0 -LMS-D algorithms, to better correspond with the random occurrence of BSS. The basic idea of these new dynamic sparse adaptive algorithms is to dynamically group or classify the separated updating signals due to different levels of sparsity, and to adaptively adjust the corresponding strengths of sparse penalties on the ones in each set. Furthermore, differing with the iterative grouping method that needs classification at each iteration proposed in [47] , the proposed dynamic grouping method applies a high-efficient ''intelligent classification'' Accepted by the relation between the current sparsity sets and the previous ones, which can fast determine reasonable sparsity sets.
Simulation results will validate that our proposed dynamic sparse adaptive algorithms can obtain higher resolution over the typical block version of SSR algorithms, i.e., BZA-LMS and B 0 -LMS [46] , with slightly increased complexity. Moreover, on the compromise of approximate recovery performance with the BZA-LMS-I and B 0 -LMS-I algorithms via iterative grouping [47] , the proposed BZA-LMS-D and B 0 -LMS-D algorithms markedly improve the computational efficiency and robustness to inexact BSS.
The remainder of the paper is organized as follows. In Section 2, conventional sparse adaptive algorithms for the recovery problem of CS signal are reviewed. In Section 3, the existing block version of sparse adaptive algorithms based on equal grouping are stated. In Section 4, a dynamic grouping pattern is proposed to improve recovery performance. In Section 5, a discussion on computational complexity and robustness against inexact BSS is provided. In Section 6, the effectiveness of the proposed dynamic grouping-based sparse adaptive algorithms is evaluated, and a thorough comparison with the typical existing algorithms and the possibility for application to inexact block-sparse signal recovery will also be shown. Finally, Section 7 concludes this paper and discusses the future possible work.
II. CONVENTIONAL SPARSE ADAPTIVE ALGORITHMS FOR CS PROBLEM: A REVIEW
In this section, the problem of recovery of CS signal by adaptive filter framework, and the implementation of sparse penalty [37] are reviewed. 
A. CS SIGNAL RECOVERY BY ADAPTIVE FILTER FRAMEWORK
Recall the under-determined Eq. (1) induced by compressive sensing, and the main task is to recover the objective signal through the down-sampling data. Let
Since the ambient noise is unavoidable, hence, the noise v is introduced by additive white Gaussian noise (AWGN). Correspondingly, Eq. (1) is reformulated by
The adaptive signal processing [48] is well known as an effective method for signal recovery, due to its acceptable computational burden, and the robustness to noise. In the adaptive filter framework, the recursion error that constructs the cost function of adaptive algorithms is expressed as follows,
where d(n) = x T (n)h + z(n) denotes the desired signal, containing the information of the finite impulse response (FIR) h, and the additive noise z(n). The training sequences
work as the periodic input signals, and h(n)
T denotes the filter coefficients at the n-th iteration. Through minimizing e(n), h is estimated by h(n) based on SGD approach. In [37] , the CS problem was effectively solved by adaptive filter framework, depending on the correspondences listed in Table 1 , also, intuitively illustrated in Fig. 2 . More concretely, each row vector a j in A plays the role of x(n) in adaptive filter framework, while the compressed measurement y j is regarded as d(n), both of which are circularly used during the recovery. Finally, the recovery process by adaptive filter framework is summarized in Table 2 .
B. SPARSE PENALTY IMPLEMENTATION
Note that the standard adaptive algorithms neglect the sparsity of objective signal, and the obtained solution is not sparse. In recent years, a lot of sparse adaptive algorithms introducing additional sparse penalty have been proposed [37] , [43] , [49] - [54] , for sparse solution acquisition. The sparse penalties have various properties by different choices of Euclidean norm. In particular, the 1 -norm and its re-weighted variants are simple and smooth, while the 0 -norm improves the accuracy with more complexity [4] , [5] . The recursion procedure of conventional sparse adaptive algorithms is illustrated in Fig. 3(a) . In balancing the recursion update and the sparsity exploitation to sparse adaptive algorithms, the regularization parameter (REPA) λ plays a significant role [55] . In [44] , an adaptive REPA (AREPA) λ N has been proposed to combat with impulsive interference. Moreover, to better sense the special sparsity of block-sparse signal, a series of AREPA has been introduced in the existing block version of sparse adaptive algorithms BZA-LMS and B 0 -LMS, which apply the equal grouping pattern shown in Fig. 4 .
III. EXISTING BLOCK VERSION OF SPARSE ADAPTIVE ALGORITHMS
The conventional sparse adaptive algorithms focus on the recovery of sparse signals in conventional sense, by giving the same or re-weighted sparse penalty to all the coefficients in the updating signal s(n). Since the sparsity of each portion in block-sparse signal is obviously different, the conventional algorithms may bring misfits in the recovery problem of block-sparse signals. The block version of sparse adaptive algorithms presented in [46] , i.e., BZA-LMS and B 0 -LMS, are manifested to obtain better performances with a flexible sparse penalty. In this section, for better understanding the novel dynamic grouping method, the BZA-LMS algorithm and the B 0 -LMS algorithm are briefly stated.
A. BZA-LMS ALGORITHM
The cost function of BZA-LMS algorithm is defined as
where 
In Eq. (9), λ is redefined as an initial REPA parameter, the AREPA series is determined by the following four variables:
• s[i](n) 2 2 : Average power of each grouping signal s[i](n). It plays an important role in adaptive regulation against sparsity, which is inverse ratio to AREPA, i.e., to reduce sparse penalty strength when the power of s[i](n) becomes high, guaranteeing proper strength.
• δ: Threshold of AREPA. It facilitates the stability of AREPA.
• σ 2 : Standard deviation of noise. AREPA regulates adaptively with noise strength by σ 2 . σ 2 is a direct ratio to AREPA, namely, it increases sparse penalty strength when background noise becomes strong.
• where γ i (n) = µλ i (n) denotes a series of adaptive zero attraction parameter.
B. B 0 -LMS ALGORITHM
Similar to the BZA-LMS algorithm, another one called B 0 -LMS algorithm using optimal 0 -norm can be constructed. The cost function of the B 0 -LMS algorithm is defined as
Note that the 0 -norm is a non-deterministic polynomial time (NP) hard problem that is usually approximated by a continuous function proposed in [56] , due to the computational simplicity and robustness. The detailed derivation process of the update recursion equation of B 0 -LMS algorithm can be found in [46] , and the final derivation is as follows:
where l ∈ {1, 2, · · · , d}, and the introduced approximation
The 0 -norm is recognized as the optimal choice of norm, in many occasions, the B 0 -LMS algorithm can obtain sparser solution with less errors than the BZA-LMS algorithm, which will be verified in the simulation section. The BZA-LMS algorithm and the B 0 -LMS algorithm are summarized in Table 3 , also, their recursion procedure is illustrated in Fig. 3(b) .
IV. PROPOSED DYNAMIC GROUPING METHOD
For the recovery problem of block-sparse signals, the blocksparse adaptive algorithms outperform the conventional sparse adaptive algorithms. In this section, a dynamic grouping method or pattern is introduced to construct new versions of the two block-sparse adaptive algorithms proposed above, i.e., BZA-LMS-D and B 0 -LMS-D, so that the recovery performance can be further improved.
A. SIGNAL RECOVERY FRAMEWORK
In general, the locations and ranges of block-structured nonzero coefficients randomly occur, i.e., the nonzeros do not always appear in the equal-length blocks or are separate by equal interval. However, fortunately, one can find that the grouping signals via equal grouping can be classified into several sets based on the different levels of sparsity, which inspires us to optimize the grouping pattern to further adapt to the fluctuant BSS of objective signal. In fact, an iterative grouping method has been proposed in our previous study [47] , which improved the recovery accuracy even in low signal-to-noise ratio (SNR) regime. However, since the sequential classification proceeds throughout the whole recursion, the overmuch increase of computational complexity becomes a tricky issue.
The novel dynamic grouping pattern focuses on the performance improvement with reasonable computational efficiency. Also, the framework for block-sparse signal recovery via dynamic grouping is illustrated in Fig. 5 . First, three variables, i.e., the sensing vector a j , the element of the downsampling signal y j , and the old updating signal s(n), are set as input data in the proposed framework. Then, on one hand, the adaptive filter-based gradient correction is used to recover s(n) as the conventional sparse adaptive algorithms. On the other hand, in the grouping part, s(n) is evenly separated into m grouping signals s[i](n) by d-length; subsequently, in the intelligent classification part, all the s[i](n) are classified into three sparsity sets referring the prior sets of sparsity obtained at last iteration; finally, in the sets-induced zero attraction part, three corresponding sparse penalties are given, respectively.
B. INTELLIGENT CLASSIFICATION BY PRIOR SETS
The intelligent classification is regarded as a key part, which consists of two schemes, namely classification and justification. First, each s[i](n) is classified into three sparsity sets, i.e., the high sparsity set H n , the medium sparsity set M n , and the low sparsity set L n . The classification scheme is defined by the below threshold function,
where P L and P H respectively denote the lower threshold and the upper threshold of the power of grouping signals, which are selected by experimental trials to partition s[i](n) 2 2 [47] .
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where {H n−1 , M n−1 , L n−1 } denotes the previous sparsity sets obtained at last iteration, and R denotes a successive time. Based on Eq. (15), one can find that R increases by one when the current sparsity sets are same with the previous one. Although bigger R may bring more proper sparse sets by intelligent classification, the overmuch increased computational burden is regarded as a challenging issue [47] . In this paper, to realize an efficient sets classification by fewer iterations on the compromise of high accuracy, the current sparsity sets {H n , M n , L n } are determined when R reaches 10, namely the computations by Eqs. (14) and (15) are omitted for further iterations. In the zero attraction part followed by the intelligent classification, three corresponding sparse penalties induced by 1 -norm or 0 -norm are given to
Finally, a new updating signal s(n + 1) is output.
C. DYNAMIC GROUPING-BASED ALGORITHMS
Based on the proposal of dynamic grouping pattern, two improved block-sparse adaptive algorithms BZA-LMS-D and B 0 -LMS-D are proposed, by introducing 1 -norm and 0 -norm sparse constraint, respectively. The proposed dynamic grouping-based adaptive algorithms cannot only better exploit BSS than the equal grouping-based ones, but also do not obviously increase the computational load. The recovery procedure of BZA-LMS-D and B 0 -LMS-D algorithms is summarized in Table 4 , and the recursion procedure of the sparse adaptive algorithms via dynamic grouping is illustrated in Fig. 3(c) . 
V. DISCUSSION
In this section, the computational burden of the existing block-sparse adaptive algorithms and the corresponding VOLUME 6, 2018 variants via dynamic grouping, and their robustness against the inexact BSS are discussed, respectively.
A. COMPUTATIONAL COMPLEXITY EVALUATION
In general, the computational complexity of adaptive algorithms is analyzed in two aspects, i.e., the complexity at each iteration, and the number of iterations approaching to convergence [37] . First, the complexities of the four existing block-sparse adaptive algorithms (BZA-LMS, B 0 -LMS, BZA-LMS-I and B 0 -LMS-I) and the two proposed dynamic grouping-based algorithms (BZA-LMS-D and B 0 -LMS-D), are discussed. The complexities of the conventional sparse adaptive algorithms (ZA-LMS and 0 -LMS) are reviewed referring to [37] , which are calculated by the ''gradient correction'' including multiplications and additions, and the implementation times of sparse constraint termed ''zero attraction'', as shown in Table 5 . For simplicity, the complexity is analyzed in each period, instead of the analysis at each iteration. The mentioned ''a period'' is defined as that all the sensing vectors a j in A have been used once. In fact, the proposed algorithms (BZA-LMS-D and B 0 -LMS-D) inherit the conventional gradient correction, thus bear the same computational burden of multiplications and additions.
However, the iterative grouping-based algorithms (BZA-LMS-I and B 0 -LMS-I) [47] need conduct the classification of sparsity sets in all the iteration runs, resulting in (m + 3)M times of zero attraction, 3M more than mM by the equal grouping-based BZA-LMS and B 0 -LMS algorithms [46] . Owing to the introduced justification scheme in the intelligent classification, the proposed BZA-LMS-D and B 0 -LMS-D algorithms realize efficient sets classification within certain initial iterations, and continue the determined classification with much reduced 3M times of zero attraction from (m + 3)M . Although our proposal sacrifices some computational efficiency in zero attraction comparing with the BZA-LMS and B 0 -LMS algorithms, it avoids an overmuch increase of computational burden, such as the issue in BZA-LMS-I and B 0 -LMS-I algorithms.
Second, the six block version of adaptive algorithms equip the close convergence rate with the conventional ZA-LMS and 0 -LMS algorithms, which will be demonstrated by the simulation results. In other words, basically, they do not need much extra iterations to reach steady-state. The intuitive complexity comparisons will also be compared by running time, in the simulation section.
B. ROBUSTNESS TO INEXACT BSS
The sparsity of objective signal is assumed on the exact BSS in above content. However, when the modeling errors of BSS happen, the block-sparse signals present a kind of ''inexact BSS'' that was first cast in [9] . In this subsection, the robustness to the inexact BSS of the four existing blocksparse adaptive algorithms and the two proposed algorithms via dynamic grouping, is respectively discussed.
To solve the problems of recovery of inexact block-sparse signals, the robustness of the block version of convex optimization algorithms has been manifested as good, however, their overmuch burden [37] and the less accuracy than the block version of greedy algorithms [11] reveal they are not desired candidates. Hence, the block version of convex optimization algorithms are excluded from the performance evaluation in this paper. Recall the basic recovery method of the block version of greedy algorithms, namely, to circularly estimate the block-structured nonzero atoms in the unknown signal [11] . When some independent nonzeros appear that usually be out of the nonzero blocks, an evident performance degradation is preconceived.
Since the existing equal grouping-based block-sparse adaptive algorithms can respectively sense the sparsity of grouping signals, they equip the reliable robustness against the modeling errors of BSS [46] . Owing to the evidently distinct partial sparsity of the signals with exact BSS, their grouping signals s[i](n) can be easily classified into suited sparsity sets, by proper power thresholds. In the case of inexact BSS, the nonzero atoms occasionally appearing out of block-structured nonzeros, will weaken the differences of sparsity to each s[i](n), which increases the difficulty of sets classification. That is, to a partial original signal s[i] whose power is around the threshold values (P L or P H ), the corresponding s[i](n) is probably classified into either neighboring sparsity sets in iterations, resulting in an unstable sparse constraint. In [47] , the idea of zero attraction by sparsity sets was first presented, however, the iterative grouping-based algorithms (BZA-LMS-I and B 0 -LMS-I) conduct sets classification during the whole iteration process, without any remedies against the effect of inexact BSS. In this paper, the simulation results validate that the iterative grouping method cannot stably cope with the modeling errors.
Unlike the iterative grouping, the justification scheme is introduced in the intelligent classification of the proposed dynamic grouping method. By observing the varying relations between the current sparsity sets and the previous ones, the dynamic grouping-based algorithms (BZA-LMS-D and B 0 -LMS-D) can determine a relatively reasonable sets classification within certain initial iterations, followed by later iterations to avoid undesired classification variation caused by inexact BSS. Consistent with the analysis, even if moderate modeling errors occur, the stability of signal 56076 VOLUME 6, 2018 recovery by the improved dynamic grouping method also can be guaranteed, as shown in simulation.
VI. SIMULATION RESULTS
In this section, first, the performances of the six blocksparse adaptive algorithms, i.e., the existing BZA-LMS and B 0 -LMS via equal grouping, BZA-LMS-I and B 0 -LMS-I via iterative grouping, and the proposed BZA-LMS-D and B 0 -LMS-D via dynamic grouping, are integrally evaluated, including the accuracy comparisons under the different distributions of usual Gaussian spikes and special ±1 spikes [12] , the different block-sparsity K , grouping lengths d, and SNR conditions. Besides, the running time and the robustness to inexact BSS are compared, respectively.
For global parameters, the original block-sparse signal s is modeled as the Gaussian spikes and the ±1 spikes, respectively, referring to [12] and [46] . The length N = 400 of s, the measurements M = 100 are set as, respectively. The size of nonzero atoms in s obeys the set of S ∈ {10, 20, · · · 80}, and correspondingly, the block-sparsity obeys the set of K ∈ {1, 2, · · · 8}. Furthermore, the occurrence locations of the blocks containing nonzeros obey discrete uniform distribution. The magnitude of nonzeros in s obeys the standard Gaussian distribution CN (0, 1), and the entries in sensing matrix A are randomly generated based on Gaussian distribution N (0, 1/M ). In all the experiments, s is normalized, and the ambient noise v is assumed as Gaussian noise obeying N (0, 1/α 2 ), whose standard deviation is chosen from the set of α ∈ {5.5 × 10 3 , 0.9 × 10 2 , 1.7 × 10 2 , 3.0 × 10 2 , 5.5 × 10 2 , 9.5 × 10 2 }, and SNR is measured as 0dB-25dB.
The repeated Monte-Carlo-based tests are applied by 1000 trials, for the faithful acquisition of simulation results. For private parameters, the step-size µ is set as 0.05, the tolerance error ε = 10 −4 and the maximum iteration C = 10 6 are set as termination condition referring to [37] , for the two conventional sparse adaptive algorithms (ZA-LMS and 0 -LMS) and the six block version of adaptive algorithms (BZA-LMS, B 0 -LMS, BZA-LMS-I, B 0 -LMS-I, BZA-LMS-D, and B 0 -LMS-D). Furthermore, the threshold parameter δ with AREPA series is set as 0.8, and the grouping length d is chosen from {20, 25} for the block-sparse adaptive algorithms. For the three 0 -norm-constrained algorithms, the approximation equation parameter α = 10. For the BZA-LMS-D and B 0 -LMS-D algorithms, in the intelligent classification part, the lower power threshold for s[i](n) is P L = 5 × 10 −3 for the high sparsity, correspondingly, the upper power threshold is P H = 5 × 10 −2 for the low sparsity. Also, the initial REPA λ is 9 × 10 −6 for the BZA-LMS-D algorithm, the set {8 × 10 −7 , 2.5 × 10 −6 , 3 × 10 −6 } for the B 0 -LMS-D algorithm. On the compromise of recovery accuracy, the justification of sparsity sets by Eq. (15) is omitted when the successive times R reach 10, in order to improve the computational efficiency. Finally, the main parameters in the simulation are summarized in Table 6 .
Experiment 1 (Effect of Spikes Distribution on the Performance):
In this experiment, first, the effectiveness of the two proposed block-sparse adaptive algorithms via dynamic grouping (BZA-LMS-D and B 0 -LMS-D) is verified for the recovery of block-sparse signals, whose nonzero spikes obey two kinds of different distributions mentioned above, i.e., the Gaussian one and the ±1 one. In Fig. 6 , one can find that the equal grouping-based algorithms (BZA-LMS and B 0 -LMS), and the proposed dynamic grouping-based algorithms (BZA-LMS-D and B 0 -LMS-D) can both faithfully recover the original signals.
Subsequently, in Fig. 7 , in recovering the original signals modeled by the Gaussian spikes and the ±1 spikes, the performances of the four block-sparse adaptive algorithms are compared with the reference algorithms. In the MSD comparisons, N = 400, S = 20, and the corresponding K = 2, are set. The recovery performances of the BOMP algorithm [11] and the BStOMP algorithm [33] belonging to the block version of greedy pursuit approach, are regarded as benchmark. Although the greedy algorithms can fast obtain the converged steady-state results (about 20 iterations), the MSD is big (over −15dB), as shown in Fig. 7 .
More concretely, in Fig. 7(a) , the original signal with Gaussian spikes is chosen as the recovery objective, and the SNR is measured as 15dB. One can find that all the sparse adaptive algorithms, i.e., the two conventional ZA-LMS and superiorities over the conventional algorithms ZA-LMS and 0 -LMS, which is consistent with the conclusion in [46] . Specifically, the improved dynamic grouping-based algorithms (BZA-LMS-D and B 0 -LMS-D) further improve the recovery accuracies, whose performances are respectively close to those of the existing BZA-LMS-I and B 0 -LMS-I, and the B 0 -LMS-D algorithm obtain the best result.
In Fig. 7(b) , the objective signal is modeled as ±1 spikes, in this case, the SNR is measured as 25dB. The performance properties by the involved SSR algorithms are basically consistent with the recovery results shown in Fig. 7(a) , and the MSD obtained by the BOMP and the BStOMP algorithms further increase. In particular, the most performance gain is obtained by the improved BZA-LMS-D and B 0 -LMS-D algorithms via dynamic grouping, as well.
Experiment 2 (Effect of Block-Sparsity on the Performance):
In the following experiments, the block-sparse signal with Gaussian spikes is chosen as the recovery objective. In this experiment, the performance superiorities of the two proposed dynamic grouping-based sparse adaptive algorithms are validated, under the different K and d. Since the recovery accuracy of block version of SSR algorithms are closely related with the extents of BSS, a wide range of BSS that K ∈ {1, 2, · · · , 8} is set shown in Fig. 8 , correspondingly, the range of S becomes {10, 20, · · · , 80}. Besides, to verify the flexible choice for d, which is set as 20 and 25, respectively.
In Fig. 8(a) , d is 20, basically, all the involved SSR algorithms obtain their respective small MSD in the case of low K -sparsity, and the performances increasingly degrade with the increase of K -sparsity, specifically for the greedy algorithms (BOMP and BStOMP). Among the three 1 -normconstrained adaptive algorithms, the proposed BZA-LMS-D algorithm always exhibits high accuracy. When K -sparsity is 56078 VOLUME 6, 2018 low, the proposed B 0 -LMS-D algorithm markedly outperforms the other involved SSR algorithms, on the same level with the B 0 -LMS-I algorithm. Meanwhile, it can obtain the comparable recovery results with other block-sparse adaptive algorithms, even K -sparsity increases to 8.
In Fig. 8(b) , d is extended to 25, and the recovery performances of the six block version of adaptive algorithms are consistent with the ones in Fig. 8(a) . Moreover, the B 0 -LMS-D algorithm obtains the best performance that is almost same with that of B 0 -LMS-I algorithm, in the case of low K -sparsity. Meanwhile, its recovery results are comparable with the other (block-) sparse adaptive algorithms even under the high K -sparsity. The simulation results validated the Fig. 9 , AWGN is chosen as the background noise, and SNR scheme is set as 0dB-25dB. One can find that the MSD obtained by the greedy algorithms (BOMP and BStOMP) is relatively big under different strengths of noise, in contrast, the (block-) sparse adaptive algorithms always show the reliable robustness even SNR decreases to 0dB. Furthermore, the four block version of algorithms obtain higher resolution, compared with the conventional sparse adaptive algorithms (ZA-LMS and 0 -LMS). Specifically, the proposed B 0 -LMS-D algorithm always exhibits the best robustness to the different SNR, on the same level with the B 0 -LMS-I algorithm.
Experiment 4 (Comparisons of Running Time):
For more intuitive comparisons of computational complexity, the running time by all the involved SSR algorithms are shown in Fig. 10 . In this experiment, the running time is measured by the MATLAB (R2017a) program under Core E3-1240 (v5) 64-bit processor, and Windows 10 environment. Although the recovery efficiency of the (block-) sparse adaptive algorithms are inferior to the greedy algorithms are of fast convergence, the running time of most adaptive algorithms can be limited within 50 ms against different K -sparsity, but the BZA-LMS-I and B 0 -LMS-I algorithms via iterative grouping. Note that the threshold of convergence for adaptive algorithms are used by two metrics, i.e., the tolerance error ε and the maximum iteration C, specifically, ε takes more effect in this study. In fact, the convergence of adaptive algorithms may vary under different scenarios, such as various K -sparsity. Through experimentally observing, the number of iterations needed to reach steady-state to the involved six adaptive algorithms, including our proposed On the other hand, the overmuch increased running time by the BZA-LMS-I and B 0 -LMS-I algorithms, implies their inefficiency among the block-sparse adaptive algorithms, which is consistent with the conclusion in [47] .
Experiment 5 (Robustness to Inexact BSS):
In the above four experiments, the original signal is assumed as equipping the exact BSS. However, the occurrence of an inexact BSS will bring the performance degradation to the extended block version of SSR algorithms. In this experiment, the original signal with different degrees of inexact BSS is recovered by the six block version of sparse adaptive algorithms, as shown in Fig. 11 . One can find that the recovery performances by the iterative grouping-based BZA-LMS-I and B 0 -LMS-I algorithms dramatically degrade, and the excessive sensitivity to the modeling errors of BSS limits their practicability.
In Fig. 11(a) , the number of the independent distributed nonzeros k is 2, in most cases, they occur out of the concentrated nonzeros in the signals with BSS. One can find that the MSD obtained by the greedy algorithms (BOMP and BStOMP) is approximate -11dB, in particular, the performance of the BStOMP algorithm seriously degrades compared with its result in Fig. 7(a) . In contrast, the conventional sparse adaptive algorithms and most of the block-sparse adaptive algorithms still accurately recover the signal of interest, of which the equal grouping-based algorithms (BZA-LMS and B 0 -LMS) and the proposed dynamic grouping-based algorithms (BZA-LMS-D and B 0 -LMS-D) exhibit the stability of recovery, to the signal with inexact BSS.
In Fig. 11(b) , k increases to 5, the recovery performances of the greedy algorithms (BOMP and BStOMP) further degrade, the MSD obtained by the BStOMP algorithm is even bigger than -10dB. In contrast, basically, the accuracies of the conventional sparse adaptive algorithms (ZA-LMS and 0 -LMS), the existing BZA-LMS algorithm, and the proposed BZA-LMS-D algorithm basically do not degrade, when the relatively obvious modeling errors happen. Besides, the existing B 0 -LMS algorithm and the proposed B 0 -LMS-D algorithm, can obtain the comparable recovery results shown in Fig. 11(a) .
VII. CONCLUSIONS
A novel dynamic grouping method has been proposed, which partitions the original signal and classifies the generated segments due to the different levels of sparsity of the signal in a dynamic way. Then, two new block-sparse adaptive SSR algorithms, i.e., the BZA-LMS-D and B 0 -LMS-D algorithms, have been established, by incorporating the dynamic grouping technique into our recent results in [46] . Analytic discussions and numerical simulations have demonstrated the superiorities of the proposed algorithms, which can be briefly summarized as follows: first, it has been shown that the proposed algorithms can bring an evident performance improvement under different extents of BSS and, meanwhile, guarantee a reasonable convergence rate; second, the extensive applicabilities including the effective recovery of the signals with the different spikes (Gaussian or ±1), and the flexible choice of grouping length d, have been validated; third, the reliable robustness against the different strengths of noise and the inexact BSS has been proved. While, some special conditions may cause misfits to the proposed algorithms (BZA-LMS-D and B 0 -LMS-D), such as, high K -sparsity leads to certain performance degradation and increased computational burden, and low SNR and overmuch inexact BSS are regarded as a challenge to recovery accuracy.
Finally, in view of the provable effectiveness of the proposed block-sparse adaptive algorithms via dynamic grouping, we will try, as the next work, to develop a kind of block-structured dictionary matrix, in order to accelerate the convergence rate and reduce the redundant complexity. Furthermore, a comprehensive theoretical analysis of the dynamic grouping pattern is under consideration, which will benefit the design and compatibility to a characteristic dictionary matrix. 
