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【要　約】
製品は顧客にとっては必要な出力を生成する手段（装置あるいは道具）である．設計の観点
から見ると製品には２つの回帰が存在する．一つはユーザーが製品を使用するための入出力回
帰であり，もう一つはエンジニアが製品を設計するための超回帰である．超回帰とは下位の回
帰のパラメータに対する上位の回帰のことである．前者は使用のための回帰で，後者は設計の
ための回帰である．
本研究では通常の設計，頑健設計，柔軟設計そして超最適化のための超回帰および数理計画
法に基づくHOPEについて論じる．この方法は多数の設計因子がありかつコスト，デリバリー，
安全性そして環境などの考慮すべき項目が多数ある場合に有効な解を合理的に与えるものであ
る．この設計アプローチが調和設計である．
キーワード：超最適化，調和設計，階層構造，超回帰，柔軟設計，数理計画法，データ・マネ
ジメント
【Abstract】
The product is a means (equipment or device) to generate the output requested by user. 
There are two kinds of regression from the viewpoint of design in it. One is input-output 
regression for user (customer) to use product and the other is hyper regression for engineer 
to design product.  Hyperregression means the superior regression (upper level regression) of 
parameters in subordinate regression (lower level regression). The former is the regression 
for designing and the latter is the regression for using.
This paper discusses HOPE (hyper optimization for prospective engineering) which is the 
method based on Hyperregression and mathematical programming for ordinary design, 
robust parameter design, flexible design and hyper design.  It enables us to get useful and 
effective solutions rationally when there are many design factors and many items to be 
considered such as cost, delivery, safety and environment.  This kind of design approach is 
harmonious design
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１．はじめに
設計においては，多様なトレード・オフが生
じるために，関係者全員の満足度を矛盾なく高
める「絶対的な完全最適解」を得ることは困難
である．そこで，全員が高い満足を得ることは
できなくても納得して合意できる解を求める設
計を行うことが現実的である．本研究ではこの
設計のことを調和設計と呼ぶ．以下に調和設計
を正式に定義するとともに，その定義に必要な
定義要素も明らかにする．
「調和設計」とは，超最適化を用いて多種のト
レード・オフの調整を通じて関係者の合意を形
成することにより設計諸元を決定することであ
る．そして，「超最適化」とは，超回帰（回帰係
数の回帰）と超機構（複数の下位機構の上に位
置する上位機構）といった超構造（２階層の階
層構造）に基づく対話型逐次最適化のことであ
る．
納得のもとでの合意（agreement）は諦観の
もとでの妥協（coｍpromise）とは異なる．合
意は能動的で積極的で前向きなものであり，妥
協は受動的で消極的で後向きなものである．調
和設計は合意形成であり，そのための概念的基
盤がHOPE（hyper optimization for prospective 
engineering：未来時制工学のための超最適化）
である．その目指すところは階層構造の設計で
ある．［27］，［45］，［46］　これは未来時制工学（未来時
制 の 製 品 作 り に 関 す る 工 学：prospective 
engineering）のための超最適化（２階の階層構
造である超構造に基づいた最適化）のことであ
り，本研究ではこれを頭文字による短縮表現で
あるHOPEという略称を用いる．
数理計画法を用いて設計を行う場合におい
て，複雑な定式化のもとでは厳密解を得ること
が難しくなる．近年はコンピュータの発達によ
り，短時間に得られる実用的な解としてヒュー
リスティック解が重要な役割を果たしている．
HOPEにおいても厳密解が得られれば望ましい
が，短時間でヒューリスティック解を求めて何
度もPDCAを回す方が合理的と考えている．さ
らには，　正式な解（実行可能解の中から選択
された解）とともに，準解（quasi solution）も
対象とする．本来数理計画法においてはすべて
の制約条件を満たす実行可能解の集合の中から
目的関数を最適化するものが最適解となる．し
かし，多種の制約条件が用意された場合には，
すべての制約条件を満たす実行可能解が存在し
ないことがしばしば発生する．その場合に，数
学的には解なしであるが，実行可能解領域の近
くに存在する条件を設計の検討対象にするのは
現実的である．これを本研究では準解（解に準
ずるもの）と呼ぶ．もし制約条件を譲歩すれば，
そのことによりそれは実行可能解となるからで
ある．設計の話し合いの場では，数学的に厳密
な解でも合意を得られないことはある．準解で
も合意が得られる可能性はある．合意が得られ
たら，その段階で制約条件を緩和すれば準解は
正式な解にすることができる．
TQM（total quality management：総合的質
経営）の目指すところは質を中核とした総合的
な経営であり，その中身は質の創造と保証の２
つから構成されている．［53］質の創造には企画
（何を作るかの概要決定）と設計（作るものの諸
元の詳細決定）があり，本研究は後者に焦点を
絞り総合的質設計（TQD: total quality design）
のための概念的な基盤であるHOPEを提唱す
る．これは考え方と進め方と数理の３つの要素
から構成されている．考え方は目的（合意形成）
であり，進め方（PDCAサイクル）は手続き的
手段であり，そして数理（超最適化）は道具的
手段である．この３つのものが有機的に働くこ
とで総合的質設計を実現する調和設計が可能と
なる．
TQMの要点を簡潔に表現すれば，「望ましい
質を低コストで迅速に提供できるように創造し
保証する」となる．口語で簡潔に表現すれば，
“良い，安い，早い”ということになる．このた
めに必要な設計は質を中核とした総合的な設計
である．それは，多種の指標（特性，項目）に
目配せをした上で，顧客・従業員・関係会社・
社会・地球環境などの多数の関係するもの（ス
テークホルダー，関係者）にとって望ましい設
計であることが必要である．そのアプローチに
おいては関係するものが多いためにトレード・
オフの問題を解決しなければならない．なお，
特性とは商品の出力のことでそれは商品の存在
意義にかかわるものであり，項目とは経営の視
点から重視すべき商品の特徴（作るうえでの特
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徴と使ううえでの特徴）のことであり，両者は
いずれも設計因子の関数である．
HOPEが考えるTQDとは，「設計対象の諸元
の条件決定に関して質を中核において総合的な
観点から様々な指標（特性と項目）を考慮して関
係者の合意を形成すること」である．このタイプ
の設計を行うための基盤となる考え方の一つが
HOPEである．その最も中核である考えは「設
計＝関係者の合意」である．そして，HOPEは
合意を形成するに当たり，恣意的ではなく手続
きを踏んで，主観的にではなく客観的に進める
ための考え方と進め方と数理を用意している．
本研究は，最初に設計の基本的な考え方を明
らかにしたうえで，HOPEを構成する重要なテ
ーマである柔軟設計，多入力，連合設計などに
ついて議論する．なお，多段設計や差分法［43］
や多頭法［44］も重要なテーマであるが，これら
については別の機会に議論する．
２．認識・創造・運営と演繹・帰納・仮説推論
椿［56］は設計科学の立場から設計の抽象的な
プロセスとして価値選択，変換，最適化，価値
注入の４つの段階を示している．これは設計に
企画や開発も含めた全体的なプロセスを俯瞰し
た構造化である．本研究はこの中の主に最適化
およびその前後の部分について議論するもので
ある．
設計のためにはデータを通して設計対象を客
観的な模型（モデル）として認識し，それに基
づいて創造し，そのうえでうまく運営して採算
の取れるものしなければならない．それを科学
的に進めるためにはロジカルなアプローチとし
て演繹と帰納と仮説推論を効果的に用いる必要
がある．
２.１　データ・マネジメント
かつて，リンカーン（Abraham Lincoln, 1809
〜 1865, 第16代米国大統領）が米国大統領選挙
においてゲティスバーグで行った演説の中に，
彼が標榜した民主主義政治を端的に表している
以下の表現がある．
 government of the people, by the people, for 
the people　（邦訳：人民の人民による人民の
ための政治）
この表現自体はリンカーン本人のオリジナル
ではないが，そのことに関する議論については
本研究では割愛する．
この演説で述べられている重要な３つの内容
government of the people
government by the people
government for the people
を短縮して表現する場合，英語では２つの名詞
の間に入った前置詞を削除して前後の名詞の順
番を逆転させることになる．するとこの場合３
つの言葉はいずれも以下のものとなる．
people government
そして邦訳においても短縮表現する場合は同じ
で，やはり３つはいずれも人民政治という表現
になるであろう．したがって短縮表現を用いる
場合には，その真意は前述の3つの意味のいず
れであるのかを明らかにしなければ誤解を招く
ことになる．
本研究ではデータ・マネジメントという言葉
を用いる．これは短縮表現なので，最初にその意
味を以下に明らかにしておきたい．
management based on data
本研究のデータ・マネジメントはデータに基づ
くマネジメント（management based on data）
であって，データのマネジメン（management 
of data）ではない．managementに続く部分を
based on dataと表現するのは，dataを十分に
使いこなして総合的な判断（意思決定）によっ
て経営がなされることを強調したいためであ
る．人々がデータをマネジメントするわけでは
ないし，ましてデータ自体がマネジメントをす
るわけではない．
関連する言葉に以下のものがある．
①データ・サイエンス（data science）
　意とするところはscience based on data
② データ・エンジニアリング（data enginee-
ring）意とするところはengineering based 
on data
これらの両者はいずれもデータそのものをど
う扱うかというものではなく，データに基づい
た取り組みを意味している．そもそもデータそ
のものの処理を扱うのはスタティスティックス
（statistics：統計）なのである．しかしながら，
デ ー タ そ の も の に 対 し て 科 学 す る と い う
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science of dataの意味でデータ・サイエンスが
用いられることも少なくないので注意が必要で
ある．
データ・サイエンスとデータ・エンジニアリ
ングを識別するキーワードは以下の認識と創造
である．
＊認識： 対象が有する因果メカニズムをモデ
ル化したうえで理解して説明をする
こと．
＊創造： モデル（因果メカニズム）に基づい
て設計し製作（量産）すること．
認識を主体とする活動はデータ・サイエンス
で，認識と創造の両方を含めた全体の活動がデ
ータ・エンジニアリングである．しかし，本研
究はこれら２つのもののさらに上に位置するも
のとしてデータ・マネジメントがあることを強
調したい．
２.２ もの作りのビジネスと理学・工学・経営学
もの作りの基盤は工学（固有技術）で，その根
幹はメカニズム（法則や原理：例えばフックの法
則やテコの原理など）を窮める理学（科学）であ
る．しかし，それらだけではもの作りのビジネス
を行うことはできない．以下に，振り子の周期の
式を求めることと要求された周期の振り子時計
を作ることを例に取り上げて説明する．
＊理学：メカニズムの本質を窮める．
　 振り子の周期と糸の長さのメカニズム（関
係の本質）を窮めるのが理学である．
＊ 工学：メカニズムを応用して創造（製造）
する．
　 振り子の周期と糸の長さの関係を応用し
て，例えば振り子時計を作るのが工学であ
る．
＊経営学：創造したものでビジネスをする．
　 例えば振り子時計を作る場合，これでビジ
ネスをするのが経営学である．
もの作りがビジネスになるためには工学（固
有技術）だけでは不十分で，管理技術との連携
が必要になる．そして，TQMとは事実に基づ
いた科学的なアプローチによる質を中核とした
総合的な経営管理技術である．それ故に，TQM
は理学と工学と経営学の３つから成り立ってい
る．
注目する現象（実際に起きている現象＝事
実）に対しては以下の３つのステージがある．
⑴理学（認識）：そのメカニズムを理解する． 
　対象に手を加えずに知識を獲得する．
⑵工学（創造）：そのメカニズムを応用する． 
　対象に手を加えて役に立つものを作る．
⑶ 経営学（運営）：そのメカニズムで商売をす
る．対象をやりくりして採算がとれるもの
にする．
事実（＝実際に起きている現象）を観測し記
述するとデータ（数値，言語，画像，映像，音
声ほか）となる．このデータに基づいて対象の
メカニズムを数式で記述し，これをモデル（模
型）と呼ぶ．したがって，事実に基づく品質管
理（quality control略してQC，近年はむしろ
quality management略してQMと表現される
ことが多い）には，データに対して認識し創造
し運営するという３つのステージが存在する．
特に SQC（statistical quality control）はこの３
つのステージのすべてを必要とする．そして，
すべてに先行して 構想がある．
① 構想：現象に対して問題発見・課題設定を
行う．
② 認識：対象のメカニズムをモデルとして理
解する．
　 理論モデルが望ましいが，近似モデルでも
よい．
③ 創造：モデルに基づく創造（製作，対策）
を考える．
　 問題解決・課題達成のための創意工夫をす
る．
④運営：やりくり（算段）して採算をとる．
　 創造したものを経営的に妥当な（合理的
な）ものに整える．
２.３ 　HOPEにおける理論式と近似式の位置
付け
理論式があることはたいへん望ましいが，理
論式がなくても寄与率の高い近似式があれば設
計も品質保証もともに可能である．したがって
理論式を求める努力を放棄してはならないが，
それが絶対であると拘って無理な深追いをする
ことはない．しかし，何故データが理論式に整
合しないのかを原因追究し，そして対策を講じ
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て不整合を解消する努力は必要である．
また，理論式が理論的に存在している場合で
も，実際のデータはそれに整合しないことが多
く，その場合は近似式で設計し品質保証すると
いうアプローチが実務的に有効である．
具体的な説明のために「振り子の周期」を応
用した振り子時計を例に取り上げ，図1を用い
て議論する．
１）理学的アプローチ
振り子の等時性（振り子の法則）はガリレ
オ・ガリレイ（Galileo Galilei 1564〜1642）に
よって発見された．そして糸の長さと周期に関
する理論式は以下のとおりである．
方程式を解いてこれを手に入れることはとて
も重要であるが，しかしこれが分からなくても
実験データに基づいて近似式を求めることがで
きる．近似式は単なる対応でしかないためにメ
カニズムの本質は表現されていないが，それを
内挿の範囲で用いて振り子時計を設計すること
ができ，そのうえできちんと製造するならば品
質保証をすることもできるのである．
２）工学的アプローチ
図１の中に示しているように，理論式が分か
らなくてもきちんとした実験で得られたデータ
によって近似式を得ることはできる．多くの場
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合は1次近似で十分であり，特別な場合でも２
次近似を用いれば十分である．求めた式に基づ
いて要求された周期の振り子を設計した上で量
産して品質保証をすることは，近似式を用いて
も十分に可能である．ただし，近似式は本質的
な考察（理学的考察）ができないことと外挿
（実験の水準の範囲外での式の適用）はリスク
が高いことに注意が必要である．
３）経営学的アプローチ
振り子時計をビジネスとして成功するには更
なる総合的な観点からの設計が不可欠である．
① 市場は（顧客は）如何なる振り子を求めてい
るか？
　＊周期　　＊精度　　＊使いやすさ
　＊大きさ　＊形　＊重さ　＊色　＊価格
② それは合理的に提供（作り，販売）できるの
か？
　＊コスト（費用）　  ＊材料・部品の調達
　＊設備・機械　　　＊工具・治具
　＊ライン編成　　　＊製造工程のレイアウト
市場で求められているものを提供するのがマ
ーケット・インの考えである．このためには①
に示した市場のニーズを把握し，それを実現す
る設計であることが必要である．そして同時に，
それを合理的に提供するために②に示した現場
の要求や実態を反映する設計でなければならな
い．①を無視すればプロダクトアウトとなって
買ってもらえないし，②を無視すれば経営的合
図１　理論モデルと近似モデル（1次近似と2次近似）
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【認識】理論モデルで説明ができる．
【創造】近似モデルで予測し保証ができる．
①使用範囲が狭ければ１次式近似
②使用範囲が広ければ２次式近似
外挿は要注意
外挿は要注意
外挿も可
理
学
工
学
図1理論モデルと近 ル( 似と2次近似)
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理性を欠くために採算がとれないことになる．
２.４　演繹と帰納と仮説推論
かつて論理学において論理的推論に関しては
演繹（induction）と帰納（deduction）の２種類
だけが存在していた．しかし近年になって第三
のものとして仮説推論（abduction）が登場して
きた．［62］
＊演繹
これは前提条件に基づいて論理的な推論で結
論を導くことであり，理学が主として採用する
アプローチである．推論のシナリオ（推論の進
め方）の作成は発想であるが，推論そのものは
論を進めることであって発想ではない．
＊帰納
これは，同じ条件を満足するいくつかの事実か
ら普遍的で妥当な知見を導くことである．すな
わち，事例から仮説を立てたうえで検証して結
論を導くことであり，工学が主として採用する
アプローチである．仮説は結論に関係する事例
との出会いあるいはそれまでの経験・知見に基
づいたアイディアの発想から生まれる．
仮説は発想であり，それ自体は全く自由なも
のである．それ故に検証が不可欠である．ただ
し，本研究では検証（工学では再現性の確認や
試作など）の手続きとして実験（ときには調査）
を基盤とするため図１の理論モデルと近似モデ
ル（１次近似と２次近似）においては，研究室
での高度に管理された実験以外は常に「共変量
（交絡因子）」も視野に入れなければならない．
実務ではしばしばこれによる手痛いペナルティ
（再現性の確認における失敗）を被る．
＊仮説推論［62］
近年になって，帰納法と演繹法に並ぶ第三の
推論法とし仮説推論がアメリカの哲学者パース
（Chales S. Peirce, 1838〜 1914）により提唱さ
れた．これは起こった現象をうまく説明できる
仮説を形成するための推論法のことで，仮説推
論（仮説的推論）あるいは仮説形成とも訳され
る．そして新たな科学的発見に有用なものであ
ると言われている． 
推論の例としては次のようなものがある．
［A］Aが起きた（現象）
［B］Bが起こるとAが起きる（法則）
［C］故にBが起きたであろう（仮説） 
ここでは［A］の現象の原因を説明するため，
最終的に［C］の仮説を立てている．しかし，A
はB以外の原因でも起こるとしたら，［B］の法
則が正しいとしても，それがこの場合に当ては
めて良いかどうかは何とも言えない．しかし，
可能性があるのであるから，試みる価値はある．
設計は創造力（新しいものを造る能力）によ
るわけであるが，それは想像力（現前にないも
のを心に浮かべる能力）によるところが大き
い．ただし科学的なアプローチで有用なものを
創造するためにはモデル（式）が必要である．
ひらめきだけでの創造は職人や芸術の世界のも
のである．したがって計画に基づく実験を行っ
て数式（多くは近似式）を作成しそれに基づい
て設計する．そして，近似式による設計は以下
のようにアブダクションの一種であると考える
ことができる．
［α］ 実験という介入によりαが起きた（現
象）
　　 実験を行ってデータαを取得した．
［β］ 近似式βでαは説明（予測）できる（法
則）
　　  近似式βはデータαを十分に説明して
いる．
［γ］ 故にβでαを設計できであろう（仮説） 
　　  近似式βで設計したものは再現するだ
ろう．
設計の基盤となるモデル（数式）はデータに
基づいて作成することになる．得られた結果
（観測値である）yに対して，これが出力（生
成）されるモデルは仮説である．これを作成す
る上で，変数選択が用いられるが，選択方式や
選択指標や選択基準・削除基準に関しては決定
的なものはない．したがって，関係者の知見を
組込んで説明力の高いモデルを構築することが
必要である．このモデルは一意に決定すること
はできず，選択指標や選択基準・削除基準の与
え方で変わる．さらに加えて固有技術の知見や
ケチの原理（同様に説明できるモデルが複数あ
る場合は最も単純なものを採用するという考
え）も動員してモデルを構築する。このような
形で行われる設計というものは予測すなわち仮
説なので，その再現性の確認（仮説検証）を行
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うことは不可欠である．
ところで再現性の確認による検証の場合には
十分に慎重にならなければならない．特に前提
条件，共変量（交絡因子），実施の順番，サンプ
リングなどに関する配慮・検討が重要になる．
そして忘れてはならないことは，実験データに
基づく重回帰の変数選択を用いた模型化が実験
領域の範囲内での想定した次数の多項式による
近似でしかないということである．したがって
得た模型（モデル）はとりあえず因果関係を便
宜的に説明している仮説でしかない．それに基
づいて数理計画法で行う最適化の解としての設
計もやはり仮説（これでうまくいくかもしれな
いが，うまくいかないかもしれない）である．
したがって，設計という名の仮説の再現性の確
認は不可欠の重要な手続きとなる．
２.５　問題と課題の区別と設計
一見似ている２つの言葉である問題と課題の
混乱は避けなければならない．両者は「現状を
何とかしたい」という点では同じであるが，そ
の本質はまったくタイプが異なり，それ故にア
プローチも大きく異なる．
２.５.１ 　ありのままの姿・あるべき姿・あり
たい姿
「ありのままの姿」は現状（あるいは，実態，
結果など）と呼ばれる．それを確実に把握する
ことからすべては始まる．これを把握する最初
の段階では比較するものを持っていない．
しかし，現状（ありのままの姿）と比較する
対象には「あるべき姿（規格，標準，規準）」と
「ありたい姿（理想，目標）」の２つがある．こ
れらと現状を比較することによってやるべきこ
とが明らかになる．
・ あるべき姿と現状の差をなくさなければな
らない．
・ ありたい姿と現状の差を飛び越えなければ
ならない．
２.５.２　問題と課題の定義
本項では，QM活動の核となる問題と課題を
以下のように定義する．［11］,［21］,［23］
問題：あるべき姿と現状の差
課題：ありたい姿と現状の差
また，問題解決と課題達成を以下のように定
義する．
問題解決：あるべき姿と現状の差を埋める．
課題達成： ありたい姿と現状の差を飛び越え
る．
あるべき姿はそれがあるべき姿であることを
ロジカルに示すことで必然のもの・当然のもの
となるが，それは願望ではない．一方，ありた
い姿はロジカルに示せるタイプのものではなく
強く望むものである．したがって，ロジカルに
示せない問題は課題（願望）であり，ロジカル
に示せる課題は問題（必然）であるという逆説
に注意が必要である．
問題には原因があり，それを追究して把握
（解析）し，それに手を打って差を埋めることに
なる．課題には原因はなく，それに到達する道
を創造（設計）することになる．前者が差を埋
めるのに対して，後者は差を飛び越える（ステ
ップアップする）という点でアプローチは全く
異なる．問題と課題の混乱を避けなければアプ
ローチを間違えるリスクが高い．危うい例を挙
げると，「売り上げが少ない」という意識だけで
は，それは問題なのか課題なのかは分からない
のである．実務の取り組みでは問題解決と課題
達成を峻別して実施しなければならない．問題
解決の典型例は不良低減であり，課題達成の典
型例は開発・開拓（新商品開発，新市場開拓）
である．本研究が扱うのは課題達成の手段とし
ての設計である．なお，頑健設計は一見すると
問題解決に見えるが，原因に手を打つわけでは
ないので課題達成である．
２.６ 　複葉型紙ヘリコプターとCRZ（顧客要
求域）
議論を明確にするために例として図２に示す
複葉型紙ヘリコプターを用いる．［26］　そして，
マーケット・インの立場で設計する際に重要な
CRZ（Customer Request Zone：顧客要求域）
を図３に示している．［34］,［46］　設計が顧客満足
を中核とする限り顧客要求を無視することはで
きない．設計は関係者の合意形成ではあるが，
そもそも品物は対価を支払ってくれる顧客がい
て始めて存在することができるので，何をおい
高橋　武則80
ても顧客要求を最優先で配慮することが不可欠
でこれを必須項目と呼ぶ．その後に関係者にと
って重要な項目が配慮され，これらを考慮項目
と呼ぶ．なお，入出力回帰は，顧客要求域CRZ
とともに入出力平面に明示して可視化する必要
がある．
１）CRZ（顧客要求域）
良い製品は顧客要求を満たすものでなければ
ならない．この重要な顧客要求を可視化したも
のが図３のCRZである．製品の本質が機能であ
り，それが入出力回帰であるとした場合に，顧
客の要求は入出力平面に矩形（四角形）として
表現することができる．
＊出力に関して
　　　要求下限RLと要求上限RU
＊入力に関して
　　　入力下端mLと入力上端mU
この矩形（四角形）が顧客要求であり，製品
は必ずこれを満たさなければならない．
なお，ここでは顧客を強く意識してCRZとし
ているが，のちの5.2節では一般的な議論をす
るためにCを外したRZ（ Request Zone：要求
域）と表現する．
２）単純な最適化はプロダクト・アウト
もの作りのアプローチにおいてプロダクト・
アウトとマーケット・インという２つのタイプ
2
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が存在する．プロダクト・アウトとは ｢生産者
志向で開発・製造・販売していく考え方｣ で，企
業の一方的な立場から，例えば技術者の主義主
張・夢・ドグマなどで開発・設計した製品を一
方的に売りさばこうとする姿勢のことである．
これに対してマーケット・インとは ｢消費者志
向で開発・製造・販売していく考え方｣ で，消
費者が望むものを実現すると言う姿勢のことで
ある．両者を分ける鍵を握っているのはCRZの
把握であり，設計におけるCRZの考慮である．
機能にのみ着目して最適化を行うと，その解
（設計）は必ずしもマーケット・インの解ではな
い．何故ならばその場合の定式化に顧客要求が
入っていないからである．顧客要求には様々な
項目があるが，そのうちの最重要項目（それ故
に設計における必須項目）は機能（入出力回帰）
で，これはCRZ（顧客要求域）を必ず満たすと
いうことになる．他の要求は考慮項目として追
加することにして，ここではCRZについて論じ
たい．
用いた指標が最適（例えば傾きが最大）であ
るというだけでは顧客要求を考慮していないの
で危険である．以下の準備が必要である
（１）CRZを明示し，
（２） その上に設計の条件に基づく入出力回
帰の図を示した上で，
（３） 両者の相互関係から設計の妥当性を吟
味する．
このとき図４に示すように４種類のパターン
が現れる．
①［不足］ではまったく話にならない．
②［不十分］はやがて不満を募らせる.
③ ［過剰］はエンジニアは自己満足するが実
は問題なのである．
   ＊ 大き過ぎる．＊重過ぎる．＊コストが高
過ぎる．
   ＊扱いにくい．
　＊危ない（速過ぎる，出力が出過ぎる．）
④ ［適合］に範囲がある場合には何らかの基
準でよいものを選ぶ．
   ＊目的関数を用意して最適化を図る．
２.７　回帰における階層構造（回帰と超回帰）
数理の観点からみた設計とは設計因子（設計
パラメータ）を用いた指標に関する最適化であ
り，本研究では最適解を数理計画法により求解
することを意味する．このためには模型化
（modeling）が不可欠で，これには数式の構造
化としての超回帰（hyper regression）の決定
と，設計の構造化としての超機構（hyper 
organization）の編成の二つがある．なお，超機
構の編成とは複数の設計単位を下位の設計単位
と上位の設計単位とで階層構造を形成すること
である．
こ れ ら の ベ ー ス と し て 超 構 造（hyper 
structure）があり，さらには超構造の根源とし
て一般形の多階層の階層構造がある．なお，２
階層の場合を超構造と呼び，多くの場合は超構
造で十分である．［46］，［47］
＊超構造（hyper structure）
階層構造（hierarchical structure）とはある
構造の中に更に構造（多くは同種の構造）を内
包した状態のことである．この最小形である２
階層（２次）の階層構造のもとで，下位の存在
4
図４ CRZと入出力関数の相互関係
図４　CRZと入出力関数の相互関係
高橋　武則82
を司る（統率する）上位の存在を超存在と呼び，
この構造のことを超構造と呼ぶ．理論的には多
階層の構造に発展させることが可能であるが，
本研究では２階層（下位と上位）構造に焦点を
合わせて議論する．
＊超回帰（hyper regression）
商品とは商いの対象になるもので，対価が支
払われることにより顧客に提供されるものであ
る．これにはハードな存在である品物（作り手は
製品と呼ぶ）とソフトな存在であるサービスと
がある．本研究の考え方やアプローチはいずれ
にも適用可能であるが，説明を簡潔明快にする
ために本研究では品物の場合に焦点を合わせる．
①入出力回帰：使用の基盤
品物の使命とは望む（必要な）出力ｙをきち
んと生成することである．数理的には入力mを
出力yに変換することであり，これは関数y＝f
（m）で表現され機能と呼ばれる．しかし実際に
は同じ入力に対して常に同じ出力となるわけで
はなくそこには誤差εの存在が避けられない．
このために統計的にはy=f（m）+εと表現さ
れる．真のf（m）の精確な把握は困難であり時
にはその関数形すらつかめない場合がある．そ
の場合でも入力と出力の対のデータ（m，y）を
とることができるので，現実的なアプローチと
してはこの関数を回帰分析に基づいて多項式に
近似すればよい．この代表的な例を図５に示し
ている．
② 超回帰（入出力回帰の回帰母数の回帰）：設計
の基盤
品物を巡って，それを使用する立場と設計す
る立場があり，両者の間に製造する立場が存在
する．まずはクリアに本質を議論するために使
用する立場と設計する立場に注目する．設計と
は設計因子の集合
を用いて品物（製品）の機能を決定することで
ある．それは使用回帰の様々な推定回帰母数t
（b0，b1，b2，RMSEなど）を目的変数として，
設計因子を説明変数とした重回帰分析により変
数選択を行なって設計用の回帰式（正確には重
回帰式）を決定（モデリング）する必要がある．
最も基本的な式はゼロ点比例式を例にとると式
（1）のようになる。
（1）
以上のことから明らかなように，品物の設計
の基盤は超回帰（入出力回帰の係数の回帰）で
あり，具体的な超回帰式を決定することをモデ
リング（模型化）と呼ぶ．
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２.７.１　入出力回帰
図５における最も基本的な形は以下のもので
ある．
（2）
これが退化したもの（入力がある固定値m#
の場合）が以下のもの（ただしゼロ点比例式が
退化した場合）である．
（3）
一般形（１次式）では切片β0（入力が0のと
きの出力）が存在する場合となるので以下のよ
うになる．
（4）
入出力関数が発展して高次になるといろいろ
な場合が登場する．図５では２次と３次の場合
に関して切片がない場合とある場合を示してい
る．実際には高々２次で十分で，例外的に３次
の場合（変曲点のある場合）があり得る（例え
ば［５］の第７章）と考えている．もしさらに
高次が必要な場合には多頭法［39］を用いると良
い．
これらのモデルについて，紙ヘリコプターの
場合を取り上げて以下に具体的な例を示す．
①ゼロ点比例式
入力因子を高さ（解放高度）にすると，高さ
が０の場合の時間（滞空時間）は０で，高さが
高くなればそれに比例して時間が長くなる． た
だし，機体の出来栄えに問題があったり，飛行
装置や飛行方法に問題があったり，部屋の気流
の問題（空調設備，窓やドアの開閉など）によ
り原点を通らない回帰になることが少なくない
ので注意する．そのような場合には，原点を通
らない原因を調べて手を打つことで原点を通す
か，さもなければ次に述べる１次式を用いる必
要がある．ただし，原点を通るようになるまで
は１次式を用いるが，原点を通すための努力
（通らない原因を追究し，通すための対策を考
えること）も並行して進めるのが現実的で望ま
しいアプローチである．
②１次式
入力因子を追加針金（クリップに針金を丸め
て付ける）にするとある程度の重さまでは右下
2.7.1 入出力回帰 
図５における最も基本的な形は以下のものである． 
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分の式の代わりになるのである．この構造は多水準
になっても，また多撹乱因子になっても本質的には同
じである． 
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【注】確率変数である個々の観測値と平均との差は偏
差と呼ばれるが，ここで扱うものは確率変数ではなく
母数であり，実験計画法の構造式では効果と呼ばれる
ものである．しかし，ここで扱うものは明らかに迷惑
な効果でありそれは平均からの乖離であるために敢え
て乖離と呼ぶ． 
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がりの直線（原点を通らない）に近似すること
ができる．しかし，重さがかなり重くなると線
型近似（１次式近似，直線近似）は無理で次に
述べ 非線形近似（２次式）が必要になる．
③２次式
入力因子を追加針金にして広範囲で重くする
と最初は②で述べたように直線的に右下がりの
直線で近似できるが，やがてかなり重くなると
自由落下の時間（高さのみで決まる時間）に漸
近する．このために関数は単調減少の曲線を描
くが，追加針金の長さ（重さ）をある範囲に限
定するならばその範囲においてこの関数は２次
式で近似することができる．
上記の各モデルにおける各々の回帰係数の値
は，実験を行なってデータをとり回帰分析を行
うことで統計的に把握ができる．その際に，誤
差εに関してもその分散σ２の値を統計的に把
握（推定）することができるのである．しかし
その後の使い方（例えば工程能力指数の把握な
ど）として標準偏差σの形の方が便利なので本
研究ではこちらを用いる．そうすると，機能の
本質は回帰母数の組み（β0，β1，σ）という
ことになる．なお，データから推定した推定値
を用いる場合には（b0，b1， RMSE）を，そして
これら推定値の一般的表現の場合にはtの記号
を用いる．
【注】RMSE： root mean square error
④３次式
紙ヘリコプターでは具体例をあげることがで
きないが，もし関数が変曲点を持ったり極大値
と極小値を持ったりする場合には３次式近似が
必要になる．本研究で議論するHOPEのもとで
は，２次および３次などの高次モデルは最小二
乗法で多項式近似した場合の回帰母数の数が増
えるという問題でしかない．
したがって，本研究で主に取り上げるモデル
は本質を簡明に議論するために以下に示すゼロ
点比例式と１次式の２種類のモデルである．
（5）
（6）
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２.７.２ 　超回帰（入出力回帰の回帰母数の回
帰）
本研究ではhyper（超）という概念が基本と
なる．その一つが図6に示す階層構造である．
設計とは設計因子 x＝（x1，…，xp）を用いて
品物（製品）の機能を決めることである．基本
的な数式は入出力が１次式の場合以下のように
なる．
（7）
しかし実際の設計のためには，使用回帰の
様 々 な 推 定 回 帰 母 数t（ 具 体 的 に はb0，b1， 
RMSE）を目的変数として，設計因子を説明変
数とした重回帰分析により変数選択を行なって
設計用の回帰式（正確には重回帰式）を決定
（モデリング）する必要がある．以下では，複数
の推定回帰母数を一般的に扱うためにtと表現
する．
（8）
すでに述べたように，真のg（x1，…，xp）の
把握は容易ではないのでこれを多変数の多項式
に近似するわけである．以下に本書が扱う１次
モデルと積モデルと２次モデルを示す．このい
ずれを採用するかを決定し，そして各係数を決
定することがモデリングである．
 
（9）
 （10）
（11）
一般に設計因子の変域が狭ければ１次モデル
で十分であり，変域が広くなると積モデルが必
要になり，変域がかなり広くなると２次モデル
が必要になる．これらの回帰のことを本研究で
は超回帰（hyper regression：入出力回帰母数
の回帰）と呼ぶ．超回帰が把握できればこれを
用いて望ましい品物（製品），すなわち望ましい
回帰母数をもつ品物を設計することができるの
である．
厳密に数理統計学的な議論では母数（β0，β1，
σ）と推定母数（b0，b1， RMSE）を区別して用い
る必要があるが，本研究では原則として推定母数
（b0，b1，b2，RMSE）を用いて議論を進めて行く．
なお，上記の入出力回帰は顧客にとっての使用の
回帰であり，超回帰は設計者にとっての設計の回
帰であるとも言えよう．本研究では，このように
して２種類の回帰を階層構造的にとらえて設計
を行うところに本質的な特徴がある．
【注】ここでは推定回帰母数を各々ごとに分けて扱
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機能
function入力
input
出力
output
m y
f
bmymfy  )(
使用
設計
pxx ,,: 1 説明変数（設計因子）
①回帰（使用のための回帰）
②超回帰（設計のための回帰）
m:説明変数（入力因子）
y
m
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【注】一般形は
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図６ 階層構造の回帰：入出力回帰（使用の回帰）
    と超回帰（設計回帰）
図 　階層構造の回帰：入出力回帰（使用の 帰）と超回帰（設計回帰
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っている．これは説明としてはやりやすいが，こ
の考えは直積型の構造のデータにしか適用がで
きないという限界がある．この詳細については第
６章で議論する．
超回帰においては状況に応じて３種類の多項
式に近似する．
＊１次モデル：１次項（主効果）のみのモデル
＊ 積モデル：１次項と積項（交互作用）を合
わせたモデル
＊ ２次モデル：１次項と積項と２次項を合わ
せたモデル
一般に設計因子の水準幅が狭い場合には１次
モデルで記述が十分な場合が多い．しかし，水
準幅が広い場合には積項（交互作用）が必要と
なるために積項モデルでないと十分な記述が困
難になる．さらに，水準幅がかなり広い場合に
は２次項が必要となるために２次モデルでない
と十分な記述が困難になるのである．水準幅を
広くとらなければならなくなるのは，回帰母数
が広範囲でないと様々な顧客要求を満たすこと
ができないとか，回帰母数が広範囲でないと撹
乱因子がパワフルな場合にその影響を十分に減
衰することができないといった理由によるので
ある．したがって，実践的な設計においては１
次モデルでは不十分な場合が多く，HOPEによ
る設計においては原則として２次モデルを見据
え，明らかに２次項がなければ積モデルを用
い，明らかに２次項も積項もなければ１次モデ
ルを用いることとする．ただし，高度な実験方
法として拡張計画により追加実験で不足してい
る項を追加する方法もある．それは拡張計画
（追加実験の計画）を用いれば可能であり，近年
のソフトはこの計画の作成を容易にしている．
図７に紙ヘリコプターの例を示している．紙ヘ
リコプターのモデル化の場合の超回帰では，設計
因子の水準範囲によって以下のことが起きる．
・ 水準範囲が狭ければ１次項のみで十分であ
る．
・水準範囲が広いと積項が必要となる．
・ 水準範囲がかなり広いと積項と２次項が必
要となる．
図７には８つの因子が存在している．これら
のうちX1，X2，X3，X4の４つにおいて水準範囲
をかなり広くした場合には２次項および積項
（面積を構成している２組）を必要とする．ま
た，X5，X6，X7，X8に関しても水準範囲を広め
にした場合には面積を構成している４組の因子
の間では積項が必要となる．ただし，実際の変
数選択でこれらの全ての項が選択されるわけで
はない．なお，超回帰においては３次モデルを
必要とする場合はほとんどない．入出力の回帰
においては，スイッチなどの場合に３次モデル
7
下ＣＰ横下ＣＰ縦
上ＣＰ縦 上ＣＰ横
足長
上翼幅
上翼長
下翼長
下翼幅
1x
3x
4x
5
65
足幅
2x
5x
6x
8x 7
x
1次項：狭い水準幅
積項：面積を構成
2次項：広い水準幅
X1
X7X2
X3
X4
X6
X5
X8
2
4
2
3
2
2
2
1
87654321
87654321
,,,:2
,,,:
,,,,,,,:1
xxxx
xxxxxxxx
xxxxxxxx
次項
積項
次項
積項１次項
＆
２次項
１次項
図７ 積項と２次項がある場合の例図７　積項と がある場合の例
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が登場する．［５］
＊積項に関して
水準が大きい場合には以下の面積を構成する
因子間では積項が必要になることがある．
・上翼長×上翼幅（X1＊X2）
・下翼長×下翼幅（X3＊X4）
・上CP縦×上CP横（X5＊X6）
・足長×足幅（X5＊X6）
・ 下CP縦×下CP横（例では両者は固定して
いる）
＊２次項に関して
サイズがかなり大きくなるにつれて飛行が困
難になる因子である翼長と翼幅に関しては水準
の範囲がかなり広くなると２次項が必要にな
る．
・上翼長（X12），　・下翼長（X22）
・上翼幅（X32），　・下翼幅（X42）
２.７.３　直積型超回帰
撹乱因子（制御しない／制御できない因子）
が存在する場合，例えば紙ヘリコプターの材料
である紙質が何種類もあるという場合をとりあ
げる．紙質を指定することができたり，受入検
査を行なってある条件を満たした紙質のみを受
入れるならば問題はないが，もし複数の紙質を
受入れる場合には紙質ごとに超回帰が異なる．
その場合には２つのアプローチが考えられる．
（１）紙質ごとに別々のデザインとする．
（２） 同じデザインで紙質の違いがあまり生
じないものを採用する．
特に（２）のケースは頑健設計とよばれて近年
大いに注目されているアプローチである． 
さて，（２）の様な場合には実験計画法と回帰
を合体した形の直積型超回帰を用いる．ここで
紙質が２種類の場合をとりあげて説明する．こ
の場合は超回帰が２つ（紙質ごとに）存在する
ことになるが，それを別々に求めるのではなく
て，ダミー変数zというものを用いて１本の式
にすることができる．すなわち２本の式を足し
て２で割ると式の平均（average）が求まりそ
れが式（12）の２行目である．いま求めた平均
と各々の式との差である乖離（divergence）の
式（12）の３行目である．平均の部分に乖離部
分を足したり引いたりすると各々の式となる．
足すときはz＝1とし，引く時はz＝- 1という
規則で式（12）が作られ，この式１本で２本分
の式の代わりになるのである．この構造は多水
準になっても，また多撹乱因子になっても本質
的には同じで，それらの拡張は容易である．［5］
（12）
【注】確率変数である個々の観測値と平均との差は
偏差と呼ばれるが，ここで扱うものは確率変数で
はなく母数であり，実験計画法の構造式では効果
と呼ばれるものである．しかし，ここで扱うもの
は明らかに迷惑な効果でありそれは平均からの
乖離であるために敢えて乖離と呼ぶ．
本研究ではこの式を直積型超回帰式と呼ぶ．
なお，式（12）のダミー変数zの前の部分（zの
係数に当たる部分）であるD（x1,…,xp）は乖離
の関数であるが，この絶対値が小さくなるよう
な設計因子（x1，…，xp）の組合せは２種類の
紙の違いを減衰することのできる有用な設計と
なるのである．水準の数が増えたり，撹乱因子
の数が増えた場合には範囲（=最大－最小）を
用いてこれを減衰する（範囲を狭める）ことに
なる．
３．設計における柔軟性（自由）とHOPE概念
３.１　HOPE 
既に述べたように，HOPEとは質経営に基づ
く設計・企画のための考え方の略称である．過
去の質を扱う検査や現在の質を扱う製造（工程
管理）である過去現在時制工学（retrospective 
engineering：後方視型工学）に対して未来の品
質を扱う設計・企画は未来時制工学（prospec-
tive engineering：前方視型工学）となる．そし
て，多数の関係者や多種の特性・項目を扱う複
雑な質の設計・企画では階層構造のもとでの最
適化（階層最適化，２階層の場合は超最適化）
が避けられない．これらにどう対応したらよい
かの考え方としてHOPEがある．
2.7.1 入出力回帰 
図５における最も基本的な形は以下のものである． 
  mmf )(),( 1 xx                (2) 
これが退化したもの（入力がある固定値 m#の場合）が
以下のもの（（ゼロ点比例式の場合）である． 
  ＃＃ mmf )()(),( 1 xxx   (3) 
一般形（１次式 では切片β0（入力が 0のときの出力）
が存在する場合となるので以下のようになる． 
  ＃＃ mmf )()())(),( 10 xxxx  
(4) 
入出力関数が発展して高次に るといろいろな場合が
登場する．図 5では２次と３次の場合に関して切片が
ない場合とある場合を示している．実際には高々２次
で十分で，例外的に３次の場合（変曲点のある場合）
があり得ると考えている．もしさらに高次が必要な場
合には多頭法[38]を用いると良い． 
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【注】確率変数である個々の観測値と平均 の差は偏
差と呼ばれるが，ここで扱うものは確率変数ではなく
母数であり，実験計画法の構造式では効果と呼ばれる
ものである．しかし，ここで扱うものは明らかに迷惑
な効果でありそれは平均からの乖離であるために敢え
て乖離と呼ぶ． 
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３.２　目的・目標・理由
HOPEは設計を本質的には柔軟な（自由な）
創造活動であると考えている．しかし，思い付
きでいろいろな案を作ってその中から選択する
という設計はギャンブルとなる．それによる成
功例もないわけではないが，多くの場合には失
敗に終わることになる．したがってデータを取
って式を作り，それに基づいて定式化して求解
する工学的アプローチが重要である．
しかしながら，この工学的アプローチのステ
ップを踏む場合に，ややもすると固定的な紋切
り型のアプローチになる危険が高い．設計は作
業標準を遵守することとは性質が異なり，手順
を墨守することは創造と逆の方向に進むことに
なる．
「確実に」かつ「柔軟に」という，相反するこ
とを行うためには，目的と目標と理由の関係が
重要になる．最も重要なものは目的でこれは原
則として変更しない．もし目的を変更したとし
たら，それは別の設計と考えなければならない．
しかしながら，他のものは理由（意図を含む）が
明らかであれば柔軟に対応すべきである．
１）理由が明らかであれば目標を変えても良
い．
目的が実現できるのであれば目標は変更して
も構わない．ただし，恣意的に変えるのではな
く，理由を明示しなければならない．
２）意図的に因子の役割を変えても良い．
経営は顧客要求を合理的に満たしてビジネス
を成り立たせることが使命で，工学はこのため
の手段であり，エンジニアの思いとは別に因子
の役割を意図的に変更することは選択肢の一つ
である．ただし，目的は不変でも因子の役割の
変更は必然的に目標の変更を伴うことになる．
３）止むを得ない場合はシステム自体を変えて
も良い．
顧客要求の実現という目的に変わりがなけれ
ばシステム変更も選択肢となる．この場合は因
子自体が別のものになり，時には元のものとか
なり異なることもある．ただし，目的が同じで
あれば全く別の設計と解釈はしない．設計とい
うものを，目的を実現する手段と考えれば様々
な選択肢が存在するからである．例として，紙
ヘリコプターをやめて紙パラシュートに変更す
る場合がある．目的に関しては空間のある地点
から別の地点へ指定された時間で移動すること
で変更がないため，このシステム変更は受け入
れてよい．ただし，システム変更に伴って設計
因子も必然的に変更になる．
３.３ 　３レベルの計画（設計）：戦術・戦略・
政略
マネジメントの要諦は計画（設計）で，
　　計画（設計） = 作戦
は条件設定（定式化の源泉）のレベルで異なる．
設計は自由な創造活動であるが，HOPEはそれ
を３つのレベル（戦術，戦略，政略）に分類す
る．［50］　経営の観点から見た設計の３レベルの
担当者は以下のようになる．
［戦術］：現場の管理者が担う．
［戦略］：現場のトップが担う．
［政略］：経営陣が担う．
そして，３つのレベルの内容は以下のように
なる．
戦術： 制約条件と目的関数が所与のもとでの優
れた解の獲得
　　　 【注】所与の条件下で求解するので一切
の交渉は不要で創意工夫が決め手であ
る．
戦略： 制約条件を変更して得るかなり優れた解
の獲得
　　　 【注】対内的な（所属組織内の）交渉（説
得）を要するが対外的な交渉は原則とし
て不要である．
政略： 全体を大幅に変更して得る格段に優れた
解の獲得
　　 【注】対外的な（所属組織外の）交渉が必
要となる．
なお，計画（設計）されたものを実現（実行）
するのは以下に示す戦闘である．
・ 戦闘： 所与の計画のもとでの行動基準に従
った実行
３.４　特性要因図と因子役割図
図８に要因を整理する２種類の図である（1）
特性要因図と（2）因子役割図を示している．［41］， 
［42］［46］特性用要因図は単に特性と多数の因子と
の関連を見やすく体系的に分類整理しているも
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ので，因果関係を示すもの（理学的表現）であ
りそれ故に設計と直結はしていない．これに対
して因子役割図は，因子はどのような役割で特
性と絡んでいるかを示すもの（工学的表現）で
あり，設計と直結する．そして，出力（特性）
とともに項目を示すことで因子の経営項目
（QCDSE）との絡みを示すもの（経営学的表現）
となるので総合的な設計と直結した図になって
いる．ただし，役割の与え方（付与）は設計す
る立場の置かれている状況や設計の意図（根源
的には経営の意図）に依存する．なお，設計で
はプロダクト・アウトの立場とマーケット・イ
ンの立場があり，後者の場合にはCRZが不可欠
で，これを満たすことは必須条件である．
設計は最終的には製品の諸元（設計因子）を
決定することであるが，それらをどう決めるか
は置かれている立場・状況で微妙に異なる．プ
ロダクト・アウトの立場で出力中心の設計を行
う場合には，図９の（A）に示すようにすべて
の条件が所与のもとで好ましい解を求解する．
しかし，より高いレベルの設計では図９の（B）
に示すように，より柔軟なそしてより広範な視
野で設計を行う．なお，実験因子とは実験時に
計画に従って制御(介入）する因子のことであ
る．以下に重要点を列挙する．
＊ 共変量の影響は設備その他で防ぐことがで
きる場合がある．
＊ 前提条件は交渉や投資で変更することがで
きる．
＊実験因子は努力で変更することができる．
　・因子自体を変更する．
　・因子の水準を変更する．
＊そもそも因子の役割を変更する．
＊システム自体を変えてしまう．
（A）出力中心の設計　　　　　　　　　（B）総合的な設計
図９　出力中心の設計と総合的な設計
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図９ 出力中心の設計と総合的な設計
（1）特性要因図　　　　　　　　　　　　　　　　（2）因子役割図
図８　特性要因図と因子役割図
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＊他社に作らせてしまう．
設計諸元（製品の諸元）は特性だけでなく
QCDSE（品質，コスト，納期・数量，安全，環
境）に影響を与える．これらは設計因子の関数
で本研究では項目と呼ぶ．したがって，設計に
おいては特性と項目の両方に配慮して求解しな
ければならない．
【注１】因子役割図は図９に示す実験時のものだけ
でなく操業時のものも作ると有効である．実験時
には実験因子として攪乱因子も設計因子も制御
されるが，操業時には攪乱因子は非制御因子とな
る．そして，設計因子の中には操業時に努力して
もばらつく（分布する）ものがあることがある．
その場合には，次のような因子役割図を作ると良
い．攪乱因子は共変量の枠の中に書き，確実に制
御できる設計因子は設計因子の枠の中に書き，ば
らつく（分布する）設計因子は攪乱因子の枠の中
に書く．この場合の対応は以下の２種類存在す
る．
操業時にばらつく（分布する）因子に対して
は①変量シミュレーションと②柔軟設計（第
5章で詳述）という２種類の対応がある．
① これをばらつく制御因子として扱い，そ
のばらつきのもとでなるべく有利な結果
になるように変量シミュレーション（ば
らつく制御因子を乱数で振る実験）を行
って最適解を調整する．
② これを柔軟設計で攪乱因子にして求解す
る．
いずれもばらつく設計因子の対応であるが，
①はあくまでも設計因子（制御因子）の扱い
で，②は攪乱因子の扱いとなる．
【注２】感度分析は母数シミュレーションと考える
ことができる．平均値の変化でどの程度の影響が
でるのかを検討する．これも最適解の調整である
が，ばらつきを想定していない点が特徴である．
３.５　実験因子と背景因子
設計では実験因子（実験時に計画通りの水準
に制御する因子）に関心が集中する．しかし，
共変量と前提条件は極めて重要なものである．
共変量は実験を乱し，前提条件は適用限界を規
定する．共変量に対してはその状態を記録して
おくことが重要である．そのことで共変量の影
響を把握でき，そして共変量の影響を考慮して
よりクリアな分析をすることができる．前提条
件はそれを明示することで適用限界が明らかに
なり誤用（誤った適用）が避けられる．もし，
前提条件が異なる設計単位の間で同一の設計を
共有したい場合には，第８章で述べる連合設計
を適用する．しかし，連合設計でも上手くいか
ない場合も存在するが，その場合には層別して
別々に対応（個別対応）しなければならない．
３.６　設計における戦術・戦略・政略
マーケット・インの立場に立った設計を行う
際に，顧客要求を実現するうえで以下に示す点
（柔軟設計や連合設計の検討）が重要になる
＊入力因子は何が望ましいのか？
＊入力因子は一つだけで十分なのか？
＊本当に減衰したい攪乱因子は何か？
＊連合設計の必要はないのか？
　・工場間（国や地域の相違）の減衰
　・客層間の減衰
実際の設計のステージでは，因子と関数形と
水準の３つの設定（条件の定め方・与え方）で
事態は変化する．以下に低位のレベルから高位
のレベルの設定を示す．
①水準の設定（主に戦術の範囲）
②因子の設定（主に戦略の範囲）
 　　何を取り上げ，どの役割を与えるか．
③関数形の設定（主に政略の範囲）
 　　 どのタイプの関数を取り上げ，どの次
数の式を用いるか．
【注】高位の設定の誤りや貧弱さは致命的である．
HOPE概念に基づく事後模型化（柔軟設計）
は戦略あるいは政略に該当する．そして，因子
役割の設定（割振り，付与）は順列の数だけの
可能性が存在し，事前に規定する役割というも
のはその中の一つでしかない．柔軟設計の詳細
については第５章で議論する．
３.７　実験の計画段階での戦術・戦略・政略
実験の計画においても戦略・政略が存在す
る．それらは以下の状況によって計画を大きく
左右する．
①固有技術でどこまで支えられるか？
　・ 分かっているものについては実験の必要
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がない．
② 資金的制約や時間的制約でどこまでできる
か？
　・ 時間や資金の制約で回数の大枠が決ま
る．
③ 実験の目的・意義（価値）をどう評価する
か？
　・ 意義（価値）の評価で回数の大枠が決ま
る．
実験計画はその後の模型化と最適化に影響す
る．実験の計画段階でも戦術・戦略・政略が存
在することを忘れてはならない．所与の条件下
で良い計画を立てるという数学的な実験計画は
戦術である．良い実験は計画の戦略・政略を必
要とする．
実験の目的・意義と資金・時間・労力の制約
から実験サイズの圧縮が必要となることが多
い．そのような場合には，蓄積された固有技術
の知見と既存データから得た知見を総合的に活
用して最適計画（カスタム計画）や過飽和計画
を用いて実験サイズの圧縮を検討すると良い．
実験サイズの圧縮により計画が非直交となって
も重回帰分析の枠組みを用いればモデル化も設
計も可能である．計画が直交しているのは望ま
しい事ではあるが，モデル化や設計において直
交性不可欠の条件ではない．
４．３種類の調和
HOPE概念の設計における基本は調和であ
り，それには指標間調和と客体間調和と主体間
調和の３種類がある．［46］この議論のために主
体，客体，指標を以下に定義する．
＊主体：設計を行う者のことである． 
＊ 客体：設計で配慮がされる対象のことであ
る． 
＊ 指標：指標は設計因子の関数で，特性（出
力）と項目から構成される．
【注】 特性とは対象のもつ特有の性質でその存在意
義そのものに関わるものである． 
個々別々に設計するのは特化設計である．
様々なものを合わせて設計するのが調和設計で
ある．その際に超最適化（超構造のもとでの最
適化）が必要となるが，それには主体が複数存
在する場合の連合最適化とそれ以外の総合最適
化と統合最適化連結最適化とが存在する．
４.１　指標間の調和（【総合最適化】）
指標間の調和とは，複数の指標間のトレー
ド・オフを調整して設計を行うことである．指
標間の調和においては，指標は以下に示す必須
指標，考慮指標，把握指標の３つに分類され，
最適化（多目的最適化）が実施される．
１）必須指標
必須指標は設計の目的の根幹にかかわるもの
でその定式化の条件を満たすことが不可欠な指
標である．したがってマーケット・インの立場
から明らかなものは，入出力回帰がCRZを必ず
満たさなければならないということである．顧
客の要求を満たさない製品は購入してもらえ
ず，購入されない製品を製造しても経営は成り
立たない．一方，製造の立場からは材料の種類
間 の 差 は 頻 繁 な 段 取 替 え やQA（qual i ty 
assurance）に影響するので，何としても減衰さ
せなければならない．このように設計の根幹に
かかわるものが必須指標となる．これは必ず定
式化に組み込んで，設計に反映させなければな
らない．必須指標にはR（robustness：頑健性）
とQ（quality：品質）の２つがある．
① R（頑健性）：攪乱因子の水準間の範囲（ば
らつき）
②Q（品質）：攪乱因子の全水準間の平均
この両者は常に必須指標である．①を減衰す
る（小さくする）ことで頑健になり，②を顧客
の要求に合わせることで市場に受け入れられ
る．
２）考慮指標
必須指標に準じて重要な意味をもつ指標であ
り，必須指標を満たすために時には条件を譲歩
することになる可能性のある指標である．考慮
指標にはCDSE（費用，納期・数量，安全，環
境）の４つがある．これらを定式化に際してで
きるだけ組込み，設計に反映させることが肝要
である．
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３）把握指標
把握指標は必須指標と考慮指標で設計された
結果，どうなるのかを見る指標である．把握指
標は考慮指標と同様にCDSEの４つである．考
慮指標は定式化に加えられるが，把握指標は結
果を見るのみで定式化には加えられない．
把握指標も解の水準の影響を受けるので，そ
の状況を把握するために定式化の画面に登場さ
せてその状態を注視する必要がある．そして，
もしクリティカルな状態になった場合には考慮
指標に格上げして定式化に加えなければならな
い．逆に，いろいろトライした結果，明らかに
その挙動が問題にならない（十分受け入れられ
る範囲で挙動している）必須項目や考慮項目は
形の上で把握項目にして定式化から外した方が
よい．そのことによって計算が早くなるととも
に，より有利な解が得られる可能性がある．明
らかに問題のない条件を定式化に加えると，そ
のことが結果的にコンピュータによる求解では
足枷となることに注意が必要である．
図10の下半分に考慮指標の例として紙ヘリ
コプターの設計における生産性，経済性，取り
扱い性を示している．いずれの場合も左側の設
計より右側の設計の方が優れていることは図よ
り明らかである．
４.２　客体間の調和（【統合最適化】）
客体間の調和とは，複数の客体間のトレー
ド・オフを調整して設計を行うことである．客
体間の調和には以下のようなものがある．
１）製造諸元：製造の場で制御できないあるい
は敢えて制御しないものが設計における客体に
なる．
・素材：原料や材料のことで未加工のもの
・部品：素材に加工が加えられたもの
・製法：作業標準，機械・設備ほか
・環境：温度，湿度，水質，塵埃ほか
２）使用状況：使用の場で制御できないあるい
は敢えて制御しないものが設計における客体に
なる．
＊使用のTPO：いつ，どこで，どのような場合
＊使用環境：温度，湿度，天候，気圧ほか
上記の１）と２）を調和することは客体間調
和設計で，客体の間の差を減衰することにな
り，これは頑健設計（ロバストデザイン）とな
る．実際には複数の客体を統合して客体間の差
図10　指標間の調和と客体間の調和 10図10 指標間の調和 体間の調和
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を減衰することで一つの設計に統合する（共有
する）という処理がなされる．
図10の上半分に頑健設計（客体調和）の例と
して紙ヘリコプターの設計における材料間の乖
離の減衰を紹介している．２種類の紙の違いを
減衰したうえでCRZを満たす設計が頑健設計
である．そしてこれらの必須指標の定式化に加
えてすでに述べた生産性，経済性，取扱い性な
どの考慮指標の定式化も加えたものが，指標間
調和と客体間調和を合わせた調和設計である．
一方，関係者である顧客や従業員を客体とし
て配慮した調和（受動的調和）で設計を行うこ
ともできる．しかし関係者の場合にはできるだ
け主体として話し合いの場に同席して自らの意
思を示し，そのうえで次に述べる主体間の調和
（能動的調和）で設計を行うことが望ましい．
４.３　主体間の調和（【連合最適化】）
設計において主体はステークホルダー（関係
者）という形で複数になることが少なくない．
主体が複数の場合の設計においては主体間の利
害に関してトレード・オフが発生するので，主
体間の調和が必要になる．
意思決定を行う主体には知識と判断力が必要
であるが，主体となり得るものが知識と判断力
において不十分であるという場合が少なくな
い．例えば，使用者と技術者の間には技術や知
識の非対称性が存在する．この場合は，知識と
判断力が不十分であっても主体となり得るもの
に対し，情報の理解，発信のための援助をする
ことで準主体（意思決定はするが対話のために
支援が必要な主体）になれるようにし，調和設
計に参加できるようにする工夫が必要である．
あるいは組織としての工場は法人格を有して
いるので，工場間で前提条件が異なる場合に，
工場ごとに頑健設計（ロバスト・デザイン）を
行うとともに工場間の差を減衰して全社として
同一のデザインにするということも重要であ
る．この場合には前提条件の異なる工場ごとの
模型（関数）を結合した上で，上位関数を定義
して連合設計（複数の下位の設計単位を有する
上位の設計単位という超構造の設計）を行う．
調和は対話による逐次最適化で実現すること
ができる．このためにはＰＤＣＡサイクルを回
すことが望ましい．その際，情緒的ではなく事
実に基づいた客観的な最適化で合意を形成する
にはデータに基づいて式（模型）を作りそれを
用いた最適化を繰り返すことが必要である．
この詳細については第８章で触れる．
５．柔軟設計（多項式の自由な超構造化に基づ
く設計）の基礎概念
設計とは目的を実現する方策の自由な最適化
である．方策がハードな存在の場合は製品と呼
ばれ，商いの場では商品と呼ばれる．方策がソ
フトな場合はサービスと呼ばれ，これも商いの
場では商品と呼ばれる．本研究は方策がハード
な存在の場合を取り上げている．
「柔軟設計」とは，因子の役割を多様に交換し
て多面的に可能性を検討する自由な設計のこと
である．出力（特性）の実現においてはどの因
子も出力に影響するため，どの因子にどの役割
を与えるかは人間の都合であって，出力という
目的変数から見ればすべての因子は説明変数と
して対等な存在である．
多変数の複合構造から成る多項式（基盤模
型）を因子の役割に応じて整理して超構造化す
ると設計のための基本が出来上がる．整理する
上では以下の３種類の役割が重要になる．
①攪乱因子：入出力回帰を乱すもの
②入力因子：出力を制御するもの
③ 設計因子：入出力回帰の係数を決定するも
の
先ず，攪乱因子の含まれない平均パートと含
まれる乖離パートとに整理する．もし攪乱因子
がなければ平均パートのみとなる．もし攪乱因
子が複数ある場合には，攪乱パートはさらに主
効果のパートと交互作用のパートに分かれる．
次に各々のパートで，入力因子の含まれない
切片パートと含まれる係数パートに分ける．も
し入出力の構造が高次の場合には１次項パー
ト，２次項パートというように必要な次数ごと
のパートに分ける．これは入力因子に関する多
項式の回帰模型としての記述である．本研究で
扱う多くの場合は１次の場合である．そして，
特殊な場合として高々３次（極大値，極小値，
変曲点がある場合）までを意識しているが，理
論的にはさらなる高次を扱うことも可能であ
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る．なお，入力因子が退化した場合（入力因子
の水準が固定された場合，あるいは入力因子自
体がない場合）として入力因子がない場合は，
定数パートだけになる．
HOPEの本質的な考え方は入出力回帰の回帰
係数に設計因子の回帰（超回帰）を２階層の構
造化（超構造化）した超回帰（２階層構造の回
帰）を扱うことである．これが超構造の回帰で
あり，それを攪乱因子（変化する前提条件）で
整理して構造化しているのである．なお，超回
帰においても原則として積項と２次項も有する
多項式を視野に入れている．設計因子の水準が
狭ければ１次模型を，少し広ければ積模型を，
かなり広ければ２次模型を対象とする．
因子（変数）に付与した役割に応じて整理さ
れた式により以後の設計の基礎が固まる．故に
役割が変われば超構造化が変わり，そのためそ
れに基づく設計も大きく変わることになる．し
たがって柔軟設計は設計における戦略あるいは
政略である．
５.１　QCDの三拍子
特性（出力）にとって要因（因子）はいずれ
も説明変数でしかない．しかし，設計において
は多数の要因にどの因子役割（入力因子，設計
因子，攪乱因子，前提条件，共変量ほか）を設
定する（割振る，付与する）かによって大きく
異なる．そして役割の設定（因子役割の与え方）
は，関係者の置かれている状況（技術力，経済
力，政治力，顧客の要求，市場の状態，業界の
状態，国際関係ほか）に大きく依存する．しか
も状況は流動的で時には時間の経過で変えなけ
ればならない場合すらも発生する．本稿では，
ワンセットのデータから柔軟な設計を試みるこ
とのできる実験の計画と因子役割の設定に関し
て様々な可能性を吟味する方法を提案する．ま
たこの考えに基づく多入力の新たな設計も紹介
する．
QMの目指すところは簡潔に言えば，「望ま
しい質を低コストで迅速に提供し保証する」
（QCDの三拍子：“良い，安い，速い”）という
ことに尽きる．この観点からすれば設計とは総
合的質設計（質を中核とした総合的な設計）の
ことで，本研究はそのための考え方として
HOPEという概念を提案している．
５.２　柔軟設計における目的と目標と理由
すでに３.２で述べたように，最も重要なも
のは目的でこれは原則として変更してはならな
い．もし目的を変更したとしたら，それは別の
設計と考えなければならない．しかし，目的が
実現できるのであれば役割（因子の役割）を変
えても良い．このことはより上のレベル（戦略
あるいは政略）で設計を扱うことになる．
11
):( 時間出力y
):( ？入力m
要求上限:UR
要求下限:LR
入力上端:Um
mbby 10 入力下端:Lm
ＲＺ
入出力回帰
図11 要求域と入出力関数
図11　要求域と入出力関数
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図11は関係者の要求そのものである縦軸
（出力，特性）は一切変更しないが，それを実現
するための手段である横軸（入力因子）を変更
することは可能であることを意味している．
５.３　実験因子と背景因子
出力（特性）ｙを生み出すための式（実際に
は製品がｙを生み出すわけであるが，数理的に
機能とは関数）は関連するすべての因子を説明
変数としたものである．その際にはすべての因
子は特性要因図上に描かれ互いに対等である．
ただし特性要因図は多数の因子を構造的に分か
り易く表現するためにとりあえず分類されては
いるが，それは整理や理解のための便宜的なも
のでｙの説明変数としては対等である．しか
し，設計では各因子は各々に役割が付与され，
そのことにより設計での扱いが異なる．図12
に示している役割とは以下のものである．
実験因子
①攪乱因子：入出力回帰を乱すもの
②入力因子：出力を制御するもの
③ 設計因子： 入出力回帰の係数を決定するも
の
背景因子
④共変量：実験の間状態が変化するもの
⑤前提条件：実験の間状態が変化しないもの
　　　【注 】もしその状態が変化したらｙに大きな
影響を与えるものが対象である．
柔軟設計では④と⑤の背景因子のもとでの①
と②と③の実験因子に関してその役割を自由に
付与したり，一旦付与した役割を交換すること
を意味する．
５.４　直接模型化と間接模型化
設計のためにはその基盤となる模型（式，モ
デル）が必要になる．模型化には出力ｙに対し
て直接的に行う場合と間接的に行う場合とがあ
る．［50］　従来は間接的な模型化が行われてきた
が，本研究では直接的な模型化を提案する．こ
の模型化のもとでは様々な形の超構造化を行う
ことで因子の役割を柔軟に変更していろいろな
場合を想定した設計を行うことで柔軟な設計が
可能になる．なお，図11では横軸の入力にはど
の因子を用いてもよいので？マークを用いて表
現している．
模型化とは式を構築することで，基本的には
特性である出力とこれに関係する諸因子（入力
因子，攪乱因子，設計因子）の間の関係を関数
として表すことである．設計とは，これを用い
て設計因子の水準を決定することである．この
模型化には２つの方法がある．１つは両者を直
接模型化する方法である．他の方法はこれに関
してある構造を用意し，その構造のもとで統計
処理を行い，それにより得られた推定値に対し
 （1）特性要因図 （2）柔軟設計のための因子役割図
図12　特性要因図と因子役割図
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て推定値ごとに模型化を行なった上で，それら
の模型を組合わせて特性の模型を構築（合成）
する方法である．両者にはそれぞれ長所と短所
があり，目的に応じて使い分ければよい．本章
では両者の特徴（長所，短所）を明らかにする．
（1） 直接模型化：目的変数を特性として全因子
を用いて直接的に基盤模型を構築する．
⇒未定役割の設計（柔軟設計）ができる．
　すべての因子は特性に対して対等である．
　　【注 】小さな乖離を減衰することが困難になる
場合がある．何故ならば，変数選択では小
さな乖離は選択されない可能性があるから
である．ただし，小さな乖離は減衰しなく
ても良い（不必要な減衰は有害である）と
いう場合もある．
（2） 間接模型化：データを一端何等かの統計処
理をしたうえで統計量ごとに模型化しそ
れを組立てて間接的に合成模型として構
築する．
⇒ 既定（指定）役割の設計となる．
間接模型化の場合の代表的な模型化としては
以下の２つがある．
（A） 分離模型化：平均と偏差（ｙと平均の
差）に分離した模型化後に合成して間
接的に全体としての模型を構築する．
 　直積実験としての構造のもとで，run毎に
平均と偏差を求めるために設計因子は既定の
役割のもとでのアプローチとなる．
⇒既定（指定）役割の設計である．
　 平均と偏差ごとに個別に模型化されるので
特性への本質的影響に注意する．
　　【注 】平均の影響を絶つために偏差を用いるので
小なさ乖離を減衰する場合に有効である．た
だし，過剰な減衰をする可能性もあり，また
そのために平均の設計の自由さが犠牲になる
こともある．
（B） 係数模型化：既定次数の回帰の係数ごと
にそのrunごとの推定値を模型化しそれ
を用いて全体模型を構築する．
 　直積構造および入出力関数の次数が既定の
もとで実験のrunごとに各項の回帰係数が求
められるので，すべての役割（設計因子，入
力因子，攪乱因子）は既定である．
⇒既定（完全指定）役割の設計である．
    係数ごとに個別に模型化されるので係数間
の特性への本質的な影響に注意する．影響力
がほとんど無くても採用されるし，影響力が
極めて強くてもそのことは考慮されない．
６．直接模型化と間接模型化
本研究の超構造化の目的は，特定の与えられ
た役割を担う各因子と他の因子との関係を明ら
かにするために注目する因子を共通因数として
括り出して設計のベースを作ることである．
直接模型化で構築した式（基盤模型）は，そ
の後超構造化で因子の役割を柔軟に（自由に）
構成することができる．［50］　このため高度な設
計が可能となる．これを本研究では柔軟設計と
呼ぶ．柔軟設計においては，最初に直接模型化
で構築した式（展開形）を基盤模型（意図的な
構造を持たない中立的な模型）と呼び，その後
の超構造化で意図的に構成した模型を構成模型
（意図的な構造を有する模型）と呼ぶ．以後の議
論において超構造化の例を一般形で示す．
　 因子役割分類の例：mは入力因子，,zは攪乱
因子，x＝（x1, x2, …, xp）は設計因子
６.１　直接模型化
６.１.１ 　基盤模型：直接模型化で構築（役割
未定）
この式が得られれば，その後意図的な超構造
化により様々な設計アプローチが可能になる．
（13）
ただし，意図する超構造化ができるか，超構
造化ができても意図する設計ができるかどうか
はやって見なければわからない．しかし，可能
性はあるのでいろいろと試みるべきである．そ
して，その試行錯誤の過程で豊富な固有技術的
知見を獲得することができる．
６.１.２ 　構成模型：基盤模型を超構造化（役
割付与）
①平均パートと乖離パートの構成
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高橋　武則96
（14）
この場合，切片（定数項）における攪乱因子
zの係数部分（乖離パート）および傾き（１次
項）における攪乱因子の係数部分（乖離パート）
の絶対値を小さくすることが攪乱因子の影響の
減衰となる．そして切片および傾きにおいて攪
乱因子zの無い部分（平均パート）を最適化（最
大化，最小化，目標化）するのが設計である．
総合的な設計の場合には設計因子で作った関
数である経営諸項目（QCDSE：品質，費用，納
期・数量，安全，環境）を定式化に加えて求解
すればよい．
②切片パートと傾きパートの構成
（15）
これは式（13）を入力因子mの有無で整理した
ものである．これにより切片および傾きの構造が
どうなっているのかを把握することができる．
以上の２つの構成方法で明らかなように，ど
のような見方とアプローチを考えるかで超構造
化の構成が変わる．そして超構造化の際のパー
トの括り方によって表現の違いは出るが，いず
れの場合においても攪乱因子の影響の減衰とは
以下のことを意味する．
（16）
に示すところの乖離パート全体の絶対値を小さ
くすることであるが，それは以下の形で行うこ
とになる．
（17）
実際の定式化では，不等式制約（絶対値があ
る値以下という制約）にするとよい．減衰の理
想は０にすることであるが，それは常に可能で
はないからである．そして最適化とは，以下に
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示す平均パートを最適化することである．
（18）
これには切片パートと傾きパートがあるので設
計の目的に基づいて，総合的な意味で最大化，
最小化，目標化（目標にできるだけ近づけるこ
と）する．ただし，平均パートの最適化には以
下の二つがあるので，最適化の仕方はいろいろ
考えられ，目的にあった最適化をすればよい．
　　　　　　　　　 の全体としての最適化
　　　　　
 それぞれの個別の最適化
以上で述べた２つの構成法①と②は直接模型
化の後の超構造化の違いであって本質的には同
じことを行っている．
６.２　２種類の間接模型化
間接模型化はその目的により分離模型化と係
数模型化の２つの場合に分かれる．分離模型化
の場合には特性を実験のrunごとに平均と偏差
に分離してそれぞれに模型化を行なう．係数模
型化とは最初に実験のrunごとに入出力の回帰
式を推定し，次に各推定値（切片，傾きほか）
に対して模型化（超回帰の推定）を行うことで
ある．また，分離模型化の発展形に差分法（基
準となるものとの差を模型化して設計し，事後
に基準を加えて復元する方法［43］）がある．そし
て係数模型化の延長に多頭法（複雑な関数に対
しては水準ごとに別々に平均を模型化して設計
し，事後に平均に対して関数近似を行って復元
する方法［44］）がある．それらの詳細について
は別の機会に論じる予定である．
６.２.１　分離接合模型化（平均偏差模型化）
平均と偏差のそれぞれで独立に変数選択をし
て式を求めた上で，特性値が求められるように
接合した式を作成する．この場合に注意しなけ
ればならないのは，平均と偏差が別々に変数選
択をされるということである．したがって選択
結果は当然異なる．偏差に関する選択結果は平
均の影響力に無関係に行われるので，攪乱因子
の変動が平均の変動に比べて相対的に小さい場
合に，攪乱因子の変数選択がクリアになるとい
うことである．この場合の復元した式は以下の
実際の定式化では，不等式制約（絶対値があ
る値以下という制約）にするとよい．減衰の理
想は 0 にすることであるが，それは常に可能で
はないからである．そして最適化とは，以下に
す平均パートである． 
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考えられ，目的にあった最適化をすればよい． 
maamA )()(),( 10 xxx  の全体としての最適化  
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 以上で述べた 2つの構成法①と②は直接模型
化の後の超構造化の違いであって本質的には同
じことを行っている．  
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6.2.1 分解復元模型化（分離模型化）  
 平均と偏差のそれぞれで独立に変数選択をし
て式を求めた上で，特性値が求められるように
合成した式を作成する．この場合に注意しなけ
ればならないのは，平均と偏差が別々に変数選
択をされるということである．したがって選択
結果は当然異なる．偏差に関するは選択結果は
平均の影響力に無関係に行われるので，攪乱因
子の変動が平均の変動に比べて相対的に小さい
場合に，攪乱因子の変数選択がクリアになると
いうことである．この場合の復元した式は以下
のようになる．  
①まずはデータを run(i)ごとに平均と偏差に  
分ける．  
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②次に平均と偏差の各々を模型化する．  
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実際の定式化では，不等式制約（絶対値があ
る値以下という制約）にするとよい．減衰の理
想は 0 にすることであるが，それは常に可能で
はないからである．そして最適化とは，以下に
示す平均パートである． 
maamA )()(),( 10 xxx          (18) 
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考えられ，目的にあった最適化をすればよい． 
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 た 2つの構成法①と②は直接模型
化の後の超構造化の違いであって本質的には同
じことを行っている．  
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6.2.1 分解復元模型化（分離模型化）  
 平均と偏差のそれぞれで独立に変数選択をし
て式を求めた上で，特性値が求められるように
合成した式を作成する．この場合に注意しなけ
ればならないのは，平均と偏差が別々に変数選
択をされるということである．したがって選択
結果は当然異なる．偏差に関するは選択結果は
平均の影響力に無関係に行われるので，攪乱因
子の変動が平均の変動に比べて相対的に小さい
場合に，攪乱因子の変数選択がクリアになると
いうことである．この場合の復元した式は以下
のようになる．  
①まずはデータを run(i)ごとに平均と偏差に  
分ける．  
jiiijiiji devaveyyyy )()()()()()( )(  ・・・  (19) 
②次に平均と偏差の各々を模型化する．  
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実際の定式化では，不等式制約（絶対値があ
る値以下という制約）にするとよい．減衰の理
想は 0 にすることであるが，それは常に可能で
はないからである．そして最適化とは，以下に
示す平均パートである． 
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 以上で述べた 2つの構成法①と②は直接模型
化の後の超構造化の違いであって本質的には同
じことを行っている．  
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6.2.1 分解復元模型化（分離模型化）  
 平均と偏差のそれぞれで独立に変数選択をし
て式を求めた上で，特性値が求められるように
合成した式を作成する．この場合に注意しなけ
ればならないのは，平均と偏差が別々に変数選
択をされるということである．したがって選択
結果は当然異なる．偏差に関するは選択結果は
平均の影響力に無関係に行われるので，攪乱因
子の変動が平均の変動に比べて相対的に小さい
場合に，攪乱因子の変数選択がクリアになると
いうことである．この場合の復元した式は以下
のようになる．  
①まずはデータを run(i)ごとに平均と偏差に  
分ける．  
jiiijiiji devaveyyyy )()()()()()( )(  ・・・  (19) 
②次に平均と偏差の各々を模型化する．  
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ようになる．
① まずはデータをrun（i）ごとに平均と偏差に
分ける．
（19）
②次に平均と偏差の各々を模型化する．
（20）
（21）
③最後に合成して復元する．
（22）
式（20）から式（22）の各記号の上にカップ
（∪）マークがついていることに注意されたい．
これはrunごとに平均と偏差に分離し，平均だ
けで求めた式と乖離だけで求めた式を意味して
いる．平均データで求める場合には乖離パート
がなく，偏差データで式を求める場合には平均
パートがない．何故ならば偏差はその合計は必
ず０になるからである．したがって，平均だけ
で求めた模型と偏差だけで求めた模型を合体し
て復元することで特性の模型ができ上がる．
６.２.２　推定組立模型化（回帰係数模型化）
runごとに独立に推定回帰係数を求めた上で
それらを目的変数とした超回帰（回帰係数の回
帰）を係数ごとに求める．得られた係数ごとの
超回帰を組立てて特性値を求める式を作成す
る．以下に１次式の場合をとりあげる．
まずはrun（i）ごとに回帰係数を推定する．
（23）
次に得られた推定係数ごとに模型化する．
（24）
（25）
最後に組立てて復元する．
（26）
実際の定式化では，不等式制約（絶対値があ
る値以下という制約）にするとよい．減衰の理
想は 0 にすることであるが，それは常に可能で
はないからである．そして最適化とは，以下に
示す平均パートである． 
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考えられ，目的にあった最適化をすればよい． 
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 以上で述べた 2つの構成法①と②は直接模型
化の後の超構造化の違いであって本質的には同
じことを行っている．  
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6.2.1 分解復元模型化（分離模型化）  
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各記号にチルダ（〜）マークがついているこ
とに注意されたい．これはrunごとに回帰の推
定が行われて得られた推定回帰係数を目的変数
とした回帰（超回帰：回帰係数の回帰）を意味
している．そして，必要な係数（切片も含む）
を用いてmに関する多項式を構成（合成）する
ことにより特性の式とする．なお，式（23）か
ら式（26）では各係数（回帰母数）を明示して
いるが，２.７.３における式（9）から式（12）に
おいては一般の推定母数を表す記号であるtを
用いている．
このアプローチの利点は，それぞれの係数ご
との状況が把握できることと，入出力回帰が高
次モデルの場合も扱いやすいことである．ただ
し，係数の間の相関の問題がある．１次式の場
合には中心化変換により中心化切片にすれば相
関の問題については対応できる．
高次になった場合には係数の数が増えるの
で，係数間の相関の問題が発生する．一つの有
効な方法としてrunごとに直交多項式のアプロ
ーチを行うことが考えられる．これについては
別の機会に報告したい．
６.２.３　直接模型化と間接模型化の比較
すでに述べたように，ｙを推定（予測）する
方法に直接模型化と間接模型化の２種類のアプ
ローチがある．なお，ここでの間接模型化は係
数模型化を取り上げる．両者にはそれぞれ特徴
があり，長所と短所がある．使い分けることが
ポイントである．
１）直接模型化の特徴
まずｙを目的変数として，必要な役割構造を
記述する．つぎに，超構造化でくくられている
階層構造を展開した形で重回帰分析の変数選択
でモデルを作成する．これは１本の式（基盤模
型）としてｙを推定することができる．そして，
超構造化で階層構造を構成すれば状態が良く理
解できる．
柔軟設計のためには直接法が必要である．
＊計画に縛られずに解析・設計ができる．
＊ 構造が複雑で少し分かりにくく扱いにく
い．
＊ ｙへの寄与が少ない回帰母数は無視され
高橋　武則98
る．以下に２次式の場合を示す．
（27）
２）間接模型化の特徴
runごとに回帰係数（回帰母数）の推定値 を
最小二乗法で求め，これを目的変数として各々
別々に回帰を求める．この回帰式を超回帰式
（回帰係数の回帰式）と呼ぶ．各々の回帰係数に
関する超回帰式が求まったらそれらを用いてｙ
の推定式を組立てる（構成する）．この方法では
ｙが直接推定されているのではなく，超回帰で
推定された回帰係数で作成した組立式による推
定である．以下に２次式の場合を示す．
（28）
なお，各係数ごとの超回帰は以下のように求
められる．
（29）
間接法は扱いやすいがそのために必要な条件
と短所がある．
＊ 構造が明快でとても分かり易いし扱いやす
い．
＊直積型の計画が必要である．
　内外の計画自体は直交計画ではなくてよい．
＊ 各々独立で扱うので，ｙへの本質的な寄与
の程度は無視される．
本稿では同じｙに対して３つのアプローチで
模型化をして予測をしているが，三者は等価で
はないことに注意しなければならない．
６.２.４　モデルの不適合について
モデルが不適合の場合，すなわち寄与率が低
い場合には以下の点を順に確認する．
①異常値（ミス）
⇒ ありえない値やかけ離れた値はないか吟味
する．
②因子（この場合は設計因子を意味する）
⇒ 重要な因子で抜けているものはないかどう
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かについて固有技術との整合を確認する．
③水準の幅
⇒狭いと変化が少なくて寄与率が低くなる．
　 広いと積項や２次項が必要でそれらを欠く
と寄与率が低くなる．
④ モデル構造（１次モデル，積モデル，２次モ
デル）
⇒ 不足の項（積項や２次項）を補うため追加
実験（拡張計画）が必要かどうか確認する．
⑤前提条件
⇒ 重要な前提条件（因子と水準）を明示して
確認する．
⑥共変量
⇒ その影響に対応（差し引くなど）するため
に共変量の状態をできるだけていねいに記
録し，それを加えた処理をする．
７．因子役割の未定と既定
７.１ 　因子役割の未定・既定と模型化の間接・
直接
超構造化に基づいて模型化する場合において
は，役割が未定の場合と既定の場合に分かれ
る．未定の場合には自由に役割を付与すること
ができるが，既定の場合には既に決められた役
割を変更できない．ただし，すべての因子の役
割が決められていない場合には，決められてい
ない因子については役割を設計時に付与したり
変更したりすることができる．
A）直接模型化：役割未定
　 全く自由にすべての因子で柔軟設計ができ
る．
B）間接模型化
　 一端は統計処理をするために一部ないしは
全部の役割を規定せざるを得ない．
　　① 分離模型化：内側役割既定（外側役割
未定）
　　　 　run単位での処理をするために内側
は既定される．故に外側の因子のみ柔
軟設計ができる．
　　② 係数模型化：内外役割既定（役割完全
指定）
　　　 　全ての役割を指定しないと回帰係数
の推定ができない．したがって柔軟設
計はできない．
超最適化による調和設計 99
因子の役割の割振りに絶対的なものはない．
これは人間の側の都合と意図によるものであ
る．そして設計のための模型化の数理的な本質
は超構造化である．因子の役割が発揮できるよ
うな構造に超構造化すれば，それに基づいて設
計をすることができる．ただし，自由自在な超
構造化を行うためには高次の積項（交互作用）
が必要である．
多様な積項の構造の場合には最適計画のソフ
ト（たとえばSAS社のJMPではカスタム計画）
を用いれば効率の良い実験（必要な構造が吟味
できかつ実験数ができるだけ少なくおさえるこ
とのできる実験）を簡単に計画することができ
る．しかし，そのようなソフトが利用できない
場合には直積計画を利用して工夫すれば比較的
効率の良い実験の計画を立てることができる．
この場合のポイントは
＊ 内側配置と外側配置の因子（および交互作
用や高次項）はすべての積について吟味で
きる．
＊ 積に関して必要なものが吟味（有無の確認）
できかつ実験数が少ないものを採用する．
　【注 】不必要な内側配置の積項および外側配置の
積項の数はできるだけ少ない方が良い．
直接模型化は重回帰分析の基礎に立っている
ので変数間の相関の問題は多重共線性がある場
合を除いてクリアされる．つまり直交性や直積
実験であることが必要ないので適用範囲が広
く，データ数の圧縮も可能である．もちろん直
交性があれば便利であるし，直積実験のデータ
であればその後の処理がし易いことは言うまで
もない．
しかし，実務的には以下のニーズは高い．
＊既存のデータを活用する．
＊ なるべく少数のデータをとることで設計し
たい．
これらに対して直接模型化は応えることがで
きる．
７.２　多入力因子のアプローチ
顧客要求の幅が広い場合には単一の入力因子
では実現できないことが起こる．この場合，複
数の入力因子を用いることで実現することが可
能になる．本節では多入力因子の基本的な議論
を行うために入力因子が２つの場合を取り上げ
て本質について論じる．なお，これを3入力以
上の多入力へ展開することは容易である．
７.２.１　攪乱因子がない場合の２入力（mとz）
攪乱因子がない場合に，２つの因子mとzを
入力因子に割振ることができる．残りは設計因
子である．この場合，mとzは入力因子として
対等である．これは式（7）の発展的な応用で
ある．攪乱因子というものはその水準により出
力のレベルを変えるのでそれ自体を入力として
利用することができるのである．以下が同時２
入力の式である．
（30）
もし２つの入力因子を２段階入力にして第１
入力と第２入力とするならば，因子の種類は３
種類（第１入力因子，第２入力因子，設計因子）
となり以下のようになる．
（31）
　【注 】２段階入力は自動車のギアとアクセルを用
いた加速システムに似ている．第１入力を車
のギアのように用いて，第２入力をアクセル
のように用いる２段階の入力制御と考えるこ
とができるからである．ギアを入れることは
最初にダミー変数であるzの水準を指定する
ことにあたる．
今回の場合は少なくとも２因子交互作用が必
要で，場合によったら３因子交互作用（式（31）
における第４項の部分）が必要になる．より高
度な２入力では２次項も必要となるが，その説
明については割愛する．
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７.２.２ 　攪乱因子（v）がある場合の２入力
（mとz），
攪乱因子（v）がある場合なので割振る因子
の種類は２つの入力因子と攪乱因子と設計因子
である．２つの入力因子（mとz）を２段階に
して一方をギア入力とすれば因子の種類は４種
類（設計因子，ギア（第１）入力因子，アクセ
ル（第２）入力因子，攪乱因子）となる．この
場合の超構造化は以下のとおりである．なお，
構造を分かり易くするために，基盤模型はvの
ない場合である式（15）の構造を活かした表現
を用いる．
 
（32）
（33）
この場合は少なくとも３因子交互作用が必要
で，場合に拠ったら４因子交互作用も必要にな
る．なお，応答曲面モデル（２次のフルモデル）
の場合には，式（32）にmとzの２つの２次項
を加えればよい．
７.２.３ 　攪乱因子が複数（v,w）で２入力（m
とz）
以下に示す式（34）は式（32）の理論的な拡
張を示すものである．ここまで複雑なものは数
が少ないと思われる．なお，この場合も構造を
分かり易くするために，敢えてvとwのない場
合の式（14）の構造を活かした表現を用いる．
また，構造を分かり易くするために，基盤模型
はwのない場合である式（32）の構造を活かし
た表現を用いる．さらに，攪乱因子が2因子の
場合なので，攪乱因子間の交互作用も視野に入
れる必要がある．
（34）
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【注】ギア型入力とは，2入力のうちの一方を車の 
ギアのように用いて，他をアクセルとする 2段階の 
制制御のことである．ギアを入れるとは最初にダミ 
ー変数である zの水準を指定することにあたる． 
今回の場合は少なくとも2因子交互作用が必要で，場
合に拠ったら3因子交互作用（上式における第4項の
部分）が必要になる． 
7.2.2 攪乱因子（v）がある場合の2入力（mと z）, 
 攪乱因子（w）がある場合なので割振る因子の種類
は 2 つの入力因子と攪乱因子と設計因子である．2 つ
の入力因子（m と z）を 2段階にして一方をギ 入力
とすれば因子の種類は4種類（設計因子，第1入力因
子，第2入力因子，攪乱因子）となる．この場合の超
構造化は以下のとおりである．なお，構造を分かり易
くするために，基盤模型は w のない場合である式(5)
の構造を活かした表現を用いる． 
 
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(33) 
この場合は少なくとも3因子交互作用が必要で，場合
に拠ったら4因子交互作用が必要になる． 
7.2.3 攪乱因子が複数（v,w）で2入力（mと z） 
 以下に示す式(1７)は式(16)の理論的な拡張を示す
ものである．ここまで複雑なものは数が少ないと思わ
れる．なお，今回も構造を分かり易くするために，敢
えてvとwのな 場合の以前の構造を活かした表現を
用いる．なお，構造を分かり易くするために，今回も
基盤模型はwのない場合である式(5)の構造を活かし
た表現を用いる．また，攪乱因子が2因子の場合なの
で，攪乱因子間の交互作用も視野に入れる必要がある． 
vwzmDwzmDvzmD
zmA
wvzmfy
vwwv ),,(),,(),,(
),,(
),,,,(ˆ
xxx
x
x



 
(34) 
８．連合設計（連合模型 用いた逐次対話型設計） 
設計の本質は４つの側面からそれぞれ以下のように
とらえることができる． 
＊工学的には 
機構とその諸元（因子と水準）の決定 
＊行動的には 
制約条件を踏まえた上での自由な創造 
＊数理的には 
多目的最適化（数理計画法） 
＊運営的には 
関係者の合意形成 
本章では運営的な観点から設計をとらえ，複雑な機構
（設計単位，構成単位）のもとでの階層構造的な設計
である連合設計について論じる． 
 設計単位を考える場合に以下の３種類のものが存在
する． 
 ①特性：特性が複数存在して特性間を調和する． 
 ②ﾕﾆｯﾄ：ﾕﾆｯﾄが複数存在してﾕﾆｯﾄ間を調和する． 
 ③組織：組織が複数存在して組織間を調和する． 
一つの製品に関して重要な特性が複数存在することは
珍しくない．これらを調和することが必要となり，そ
の場合には複数の特性を連結して設計しなければなら
ない．この場合は多特性最適化（同時設計）となる．
特性が一つの製品の場合でも，複数のユニットから構
成される場合には，製品全体としては複数のユニット
を連結して設計しなければならない．そして，設計に
拘る組織が複数の場合には組織全体として複数の組織
を連合して設計しなければならない．組織の例として，
企業が複数の工場を有して同じ製品を製造する場合が
挙げられる．特性とユニットは意思を持たないので連
結したうえでの多目的最適化（同時設計）で扱うこと
ができる．しかし組織の場合には意思を持っているの
で，話し合いが必要になる．この場合の連結を敢えて
特別に「連合」と呼ぶ．連合とは，二つ以上のものが
結びついて一つの組織体になることであり，その典型
的な例としてUN（国際連合），EU（欧州連合），UK
（英国：グレートブリテン及び北アイルランド連合王
国），USA（合衆国）などがある．本研究の設計の場
合では，複数の設計単位が集まって一つの設計単位を
構成して設計することが連合設計である．特性の場合
もユニットの場合も組織の場合も，数理的には連結し
て求解（設計）を行う点で三者は同じであるが，組織
の連結の場合に限り本研究では敢えて「連合」と呼ぶ． 
 
8.1  階層構造とプラットホーム 
8.1.1階層構造 
 HOPEは設計自体に対しても階層構造を適用する． 
階層構造的設計とは，組織や機構が階層を形成するも
とので設計のことである．階層構造を無視して個別に
設計を行うと局所最適（個別最適）に陥る．全体を階
層構造として扱って全体最適をはかることが重要であ 
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８．連合設計（連合模型を用いた逐次対話型設
計）
の本質は４つの側面からそれぞれ以下の
ようにとらえることができる．
＊工学的には
　 メカニズム（機構，仕組み）とその諸元（因
子と水準）の決定
＊行動的には
　制約条件を踏まえた上での自由な創造
＊数理的には
　多目的最適化（数理計画法）
＊運営的には
　関係者の合意形成
本章では運営的な観点から設計をとらえ，複
雑な機構（設計単位，構成単位）のもとでの階
層構造的な設計である連合設計についても論じ
る．
調和設計において設計単位を考える場合に以
下の３種類の調和が存在する．
① 特性：特性が複数存在する場合には特性間
を調和する．（各特性に利害関係者が存在）
② ユニット：ユニットが複数存在する製品の
場合にはユニット間を調和する．
③ 組織：組織が複数存在する場合には組織間
を調和 ．
一つの製品に関して重要な特性が複数存在す
ることは珍しくない．これらを調和することが
必要となり，その場合には複数の特性を束ねて
設計しなければならない．この場合は多特性最
適化（同時設計）となる．特性が一つの製品の
場合でも，製品が複数のユニットから構成され
る場合には，製品全体としては複数のユニット
を束ねて設計しなければならない．そして，設
計に拘る組織が複数の場合には組織全体として
複数の組織が連合して設計しなければならな
い．
組織の例として，企業が複数の工場を有して
同じ製品を製造する場合が挙げられる．特性と
ユニットは意思を持たないので束ねたうえでの
多目的最適化（同時設計）で扱うことができる．
しかし組織の場合には意思を持っているので，
話し合いが必要になる．この場合の連結を敢え
て特別に「連合」と呼ぶ．連合とは，二つ以上
のものが結びついて一つの組織体になることで
超最適化による調和設計 101
あり，その典型的な例としてUN（国際連合），
EU（欧州連合），UK（英国：グレートブリテン
及び北アイルランド連合王国），USA（合衆国）
などがある．本研究の設計の場合では，複数の
設計単位が集まって一つの設計単位を構成して
設計することが連合設計である．特性の場合も
ユニットの場合も組織の場合も，数理的には一
つの定式化としてまとめたうえで求解（設計）
を行う点で三者は同じであるが，組織の連結の
場合に限り本研究では敢えて「連合」と呼ぶ．
８.１　階層構造とプラットホーム
８.１.１　階層構造
HOPEは設計自体に対しても階層構造を適用
する．階層構造的設計とは，組織や機構が階層
構造を形成するもとので設計のことである．階
層構造を無視して個別に設計を行うと局所最適
（個別最適）に陥るが，全体を階層構造として扱
って全体最適をはかることが重要である．代表
的な応用には以下の３つの場合がある．
①組織：設計単位間での整合性のある設計
②市場：品揃えの低減（嗜好の乖離の減衰）
③ 機械：ユニット数の低減（プラットホーム
化）
このためには以下の考えが必要である．
設計組織・設計機構とは設計の主体と設計の
客体を合わせたものである．
＊主体： 誰が設計するのか
　　　　⇒設計のPDCAの実施者
＊客体： 何について設計をするのか
＊設計組織・設計機構：設計主体＋設計客体
連合設計（設計単位が複合構造の場合の設計）
設計条件の共有（全工場で同一）の利点大
　　①全社的に生産性が高まる．
　　②全社的にコストが安くなる．
　　③全社的に扱う品数が少なくてすむ．
　　④原材料の調達や在庫管理が楽になる．
しかし，この場合の設計は個々ばらばらの個
別設計に比べると構造的な最適化となり，これ
を本研究では連合設計と呼ぶ．連合設計は設計
単位に構造があるとともに多数の項目を取り上
げた高度な最適化である．なお設計単位間の差
を減衰するように定式化した場合には結果とし
て本質的に頑健設計と同じアプローチになる．
８.１.２　プラットホーム
プラットフォームとは自動車製造の分野では
シャーシー（車台）を意味するが，近年は合理
的な経営の観点から，自動車の異なるモデルの
間で共通して使われる車台を中心とした基本的
な構造（デザイン）の意味で用いられることが
多い．すなわち，自社の多車種間でプラットホ
ームを共有すると生産費用を圧縮することがで
きる．個々の車種別の設計を統合して，多数の
車種の間でデザインをシェアするという考えで
ある．ただし，異なる車種間でデザインをシェ
アしても問題が起きず，多くのメリットがなけ
ればならない．連合設計は本質的にこの考えに
似ている．
同様の考えがコンピュータの世界でも行われ
ているが，こちらではオープン・プラットホー
ムという形（戦略）で他社製品との間の共通
性・互換性を図っている．多数の会社の製品と
の共通性・互換性があればそのことにより優位
に立つことができるからである．異なるものの
間の乖離を減衰して共有化するということでは
連合設計の考えと基本的に同じである．
ただし，プラットフォームは初めに広く共通
する仕様を用意し，それに合わせるという点で
連合設計とは異なる．共有のメリットを実現す
るという狙いは同じであるが，アプローチは異
なっている．連合設計は設計時点で異なるもの
の間で共有できるものを見出すアプローチであ
る点ではじめに共有すべきものを明示する共有
プラットフォームとは逆のアプローチである．
８.２　設計単位と設計の主体・客体・指標
設計には主体と客体があり，誰が設計するの
かが主体で，何に対して設計をするのかが客体
である．設計の単位とは設計の主体のもとに客
体が存在するワンセットの状態である．本研究
では複数の設計単位に対して全体を一つの設計
として扱う構造的設計のための方法として連合
設計を提案している．設計の単位と構造には，
たとえば
＊ ［上位単位］全社→［下位単位］複数の工
場
＊ ［上位単位］工場→［下位単位］複数のラ
イン
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＊［上位単位］市場→［下位単位］複数の層
といったものがある．これらを構造的に一つの
ものとして設計するのが連合設計である．
８.２.１ 　連合設計（united design）：全体最適
化
設計因子の条件の共有ができるとメリットが
多い．生産性が高まり，コストは安くなり，品
揃えが少なくてすみ，原材料の調達や在庫管理
が楽になる．しかし，この場合の設計は個々ば
らばらの個別設計に比べると構造的な最適化と
なり，これを本研究では連合設計と呼ぶ．連合
設計は設計単位に構造があるとともに多数の項
目を取り上げた総合的な最適化である．
個々ばらばらに個別最適化（部分最適化）を
行った場合には設計因子の条件を共有すること
は困難である．もし，連合設計のもとで全体最
適化を行うならば設計因子の条件の共有が可能
となって合理的な設計が可能になるが，その実
施はかなり難しそうな印象を受ける．しかし，
近年の進化したソフトを用いれば結合機能（複
数のファイルを結合する機能）などによって簡
単に連合設計を行うことができる．
８.２.２　超機構における設計意思
以下に設計単位の議論を行う．設計には設計
主体（設計するもの）と設計客体（設計される
もの）があり，いずれも設計において構造を形
成する．設計主体とは定式化を行うとともに求
解の結果を評価し，解を受入れるかそれとも更
なる定式化を行うかという設計意思を有する存
在であり，複雑な設計では設計主体が構造を有
している．これに対して，設計客体とは設計意
思を有さないもので，こちらも複雑な設計では
設計客体が構造を有している．ここでは設計主
体に焦点を合わせて議論するが，設計客体の場
合も同様に考えれば良い．両者は直積実験の場
合には数理的な構造に関しては同じであるが，
定式化と解の評価に意思を表すかどうかの相違
であり，設計客体の場合も誰かがその意思を代
理すれば設計主体として扱うことができるので
ある．
８.２.３　連結模型に基づく連合設計
①下位の設計単位
設計にも構造がある．品物の条件やそれを作
る工程の条件を決めることが設計であるが，実
際の設計には単位がある．例えば，設計する商
品のターゲットはいかなる層か（顧客の層：若
者・年配者），製造するのはどの組織か（製造の
組織：工場A・工場B，ライン１・ライン２）と
いうように下位の設計単位がある．しかし，正
確に言えば，次の②で示す上位の設計単位とい
うものを考えなければ，そもそも下位の設計単
位というもの自体は存在しないわけである．
下位の設計単位での個別設計は危険に満ちて
いるので注意しないと大きなトラブルやアクシ
デントを招きやすい．同じ企業で同じものを作
っているからといって工場やラインが異なると
前提条件（立地，職場環境，設備機器類，人員
の能力やキャリア，調達する原材料ほか）が異
なる．したがって，どこかの設計単位で成功し
た設計であるからといって，他の設計単位が安
易にデッドコピーすることは危険である．
②上位の設計単位
複数の設計単位を司るものとして上位の設計
単位が存在することがある．この場合には設計
自体が構造を形成する．構造を有する設計の具
体例には以下のようなものがある．
＊ 顧客の層の構造：市場（上位）⇒若者層・
年配者層（下位）
＊ 製造の組織の構造：企業（上位）⇒工場
A・B（下位） 
　工場（上位）⇒ライン１・２（下位）
設計単位（上位を意識した場合には下位の設
計単位）が複数ある場合でも，もし各設計単位
が独立に（別々に）行なう場合であればこれは
個別設計が複数あるという単純な状況である．
しかし，もしそれらの全体を意識してできるだ
け設計因子の条件を共有（シェア）しようと考
えるならば，下位の各々の単位のことを視野に
入れて考慮しながら上位の単位で全体最適を行
う必要がある．
８.２.４　人格・法人格と意思表示・意思決定
高度な設計を行う場合には，
①主体（設計を行うもの）
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②客体（設計の対象となるもの）
③指標（設計の手がかりとなるもの）
を体系的に整理しなければならない．本稿は主
として主体と客体の構造に焦点を合わせて議論
する．客体が人格・法人格を有するもの（意思
表示と意思決定ができる存在）の場合には，客
体を主体にすることができる．客体が複数存在
する場合は，客体間の乖離を減衰するためにこ
れまで攪乱因子（誤差因子）として扱われるこ
とがほとんどであった．
人格を持たない材料や環境などについては仕
方がないとしても，人格・法人格を有するもの
の場合にはその意思を設計に反映すべきであ
る．このためにはそれらを客体として外側に配
置するのではなくて主体として扱い設計単位を
超構造に構成すればよい．すなわち，客体ごと
に独立の設計を準備し，それらを連合して全体
の設計を準備するわけである．この場合，上位
の設計の中に個々の下位の設計が含まれるため
に設計構造が超構造となる．本稿では２階層の
構造を超構造と呼び，主体が２階層の構造であ
る設計（超構造の設計）を連合設計と呼ぶ．そ
して，本稿は超構造のもとでの最適化である超
最適化法HOPEと調和設計におけるその意義
及びアプローチに関して，直積配置に上側配置
の概念を加えた直方配置を提案して議論する．
前述のように，設計には主体（誰が設計する
のか）と客体（何に対して設計をするのか）が
ある．設計の単位とは設計の主体のもとに客体
が存在する一組（ワンセット）の状態である．
本稿は設計の単位が複数の場合に，全体を一つ
の設計として扱う構造的設計のための方法とし
て連合設計を議論する．設計の単位と構造に
は，たとえば全社→複数の工場，工場→複数の
ラインや市場→複数の層といったものがある．
これらを構造的に一つのものとして設計するの
が連合設計である．本稿は調和設計における連
合設計を議論する．
８.３　調和設計のための連合型最適化
調和とは，うまくつり合い全体が整っている
ことを意味する．言い換えれば，いくつかのも
のが矛盾なく互いに程よい事である．これを目
指した設計が調和設計である．設計単位が一つ
の場合であっても，そのもとで複数の客体や複
数の指標（特性と項目）が存在することが多い．
したがって，主体（意思決定者）が一人であっ
ても，客体間や指標間の調和は不可欠である．
もし，設計単位が複数存在する場合には，更
に一段上のレベルでの調和である主体間の調和
が必要となる．すなわち，複数の設計単位が連
合して一つになり，もとの設計単位が下位の設
計単位で，それらを一つまとめあげた上位の設
計単位という超構造（２階層の構造）が形成さ
れる．そのもとでうまくつり合い全体が整った
形の設計が調和設計における連合型最適化であ
る．これは主体間の合意形成に他ならず，それ
をデータに基づいた科学的なアプローチで実現
しようとするのが調和設計の目的である．した
がって，式（モデル，模型）が得られたという
前提で以後の議論を進める．
８.４ 　従属内包型の最適化と独立連合型の最
適化［49］
８.４.１　従属内包型の最適化
人格・法人格を有するものが客体となってし
まった場合には意思決定に関与することはでき
ない．あくまでも考慮・配慮される対象であっ
て意思決定をする立場にはない．時には意見や
希望をていねいに聞かれることがあっても，そ
れは原則として参考情報（考慮するための情報
の一つ）でしかない．実際の設計においては客
体が複数ある場合にはそれは外側に配置され，
攪乱因子として扱われることになる．客体間の
乖離の減衰や全体の平均の調整という点では考
慮されるが，自らの意思を定式化に盛り込んで
求解するということはできない．結果として決
定されたものを受け入れるという受動的立場で
ある．
設計単位が複数存在しても，それらの共通性
が高い（立場，歴史，文化，習慣，風土，環境
ほかが似ている）場合には，全体を一つにして
各々の設計単位をその中に内包された形（攪乱
因子＝客体としての扱い）でモデリングを行っ
たうえで定式化をして求解を行う．これは通常
のロバストパラメータデザインとなる．すなわ
ち，攪乱因子が一つ増えた形の多攪乱因子の直
積配置となる．
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以上を要約すると以下のようになる．
＊対象を［客体］として攪乱因子とする．
　⇒ 考慮はされるが能動的意思を発動できな
い．
＊ 配置は外側配置：攪乱因子として割り付け
る．
＊ 外側配置に組込まれ従属した形で模型化さ
れ，設計段階では内包のままで設計する．
従属内包型の設計においては，各々の存在は
従属した存在であり，あくまでも内包された形
のままでことが進められるという形の設計（受
動的な設計）となる．
【注】従属内包とは，設計主体であるべきものが上
位の単位に従属しその中に内包され，自らの意思
を主張できないことを意味する．宗主国に隷属す
る植民地のような状況を意味する．
８.４.２　独立連合型の最適化
人格・法人格を有するものが主体となった場
合には意思決定に関与することできる．この場
合には自らの立場に立って意見を述べかつ定式
化に加わり，求解の結果に対してPDCAサイク
ルを回すことができる．
この状況で最適化を行なうと主体が複数存在
するならば設計単位が超構造を持つことにな
る．したがって最適化（設計）の構造も超構造
となるが，これは多目的最適化とは異なる．多
目的最適化とは，設計単位は一つであるが扱う
指標（特性と項目）が複数の場合である．設計
単位が複数あってもそれらは単に並列で定式化
がなされるのであれば実態としては多目的最適
化と変わらない．複数の当事者間の調整は重要
であるが連合設計ではない．独立な複数のもの
がある目的のもとに組織化されたものが連合
で，この組織のもとで行う設計が連合設計であ
る．複数の設計単位の上位の設計単位が存在す
る場合が連合設計（超構造最適化）である．
設計単位の独立性が高い（立場，歴史，文化，
習慣，風土，環境ほかが異なる）場合には独立
してモデリングを行い連合した形で定式化をし
て求解を行う．
以上を要約すると以下のようになる．
＊対象を［主体］として設計単位とする．
　⇒意思を持って能動的に設計に参加する．
＊ 配置は上側配置：攪乱因子（外側配置）と
しては扱わない．
＊ 設計単位ごとに独立に模型化したうえで設
計段階で全体を連合する．
独立連合型の設計においては，各々の存在
（設計単位）は独立した存在であり，あくまでも
連合してことを進めるという形の設計（能動的
な設計）となる．
【注】独立連合とは，設計主体であるべきものが上
位の単位に参加はするが，全体としての決定に際
して自らの意思を主張できる機構を意味する．
EU（European Union：欧州連合）やUK（United 
Kingdom：連合王国）およびUSA（United States 
of America：アメリカ合衆国）の状態である．
８.５　直方配置と超構造の設計
従来のロバストパラメータ設計では直積配置
が用いられている．これは以下の構造の配置で
ある．
内側配置　　×　 外側配置　
（設計因子）　　　 （攪乱因子）
しかし，何らかの事情で連合する必要のある
場合には構造的な設計アプローチが必要にな
る．上位の設計の中に下位の設計が独立性を保
って存在する構造の設計は超構造の設計（連合
設計）となる．下位の個々の設計を重視しなが
らも上位の設計は全体の整合を図る必要があ
る．
ここで複数の「直積配置」を重層化した構造
を考える．本研究はこれを「直方配置」と呼ぶ．
直積配置×上側配置（設計主体）
直積配置は２次元構造であるのに対して直方
配置は３次元構造となっている．すなわち，直
方型データは
内側配置　×　外側配置　×　上側配置
（設計因子）　　（攪乱因子）　　 （設計単位）
という構造を持っている．なお，この議論にお
いて入力因子を外側因子としては扱わない．一
連の設計は入出力関数を設計するわけであるか
ら，入力因子は設計される対象として扱う．
図13は４階層の構造をデータ表の形で示して
いる．ここでは以下の構造のもとで議論する．
＊顧客は入力因子mで出力を制御する．
＊入出力関数は原点を通り傾きがβである．
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図13 データ表に表現した４階層の回帰
（内側L8で外側と上側はいずれも1因子2水準）
図14 様々な階層の回帰
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＊傾きβは設計因子の関数である．
＊ 設計因子の関数は攪乱因子の水準で異な
る．
＊以上のことが設計単位で異なる．
そして，それぞれの表の上に対応する関数を
明示している．ここでの関数表示は内容を簡明
に議論するために因子役割が既定のゼロ点比例
式の場合で示している．なお，出力が特定の値に
固定している場合（静特性）は回帰の退化した特
殊形として位置づけている．
一方，図14の方は同じ内容に関して空間的
な意味合いを表現している．この図から，
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固定化→自由化→柔軟化→頑健化→連合化
という４階層の回帰への発展が視覚的に確認で
きる．
内側配置　×　外側配置
（設計因子）　　（客体：攪乱因子）
この配置は前提として主体が一つの場合であ
る．もし，主体が複数になったとすると，直積
配置が主体の数だけ存在することになる．主体
が独立であるならば，各々が独自にロバストパ
ラメータ設計（頑健設計）を行えばよい．
８.６ 　メタアナリシスと連合型最適化（調和
設計）
医療および医薬の分野で用いられるメタアナ
リシス（meta-analysis）とは，過去に独立して
行われた複数の臨床研究データを集積して，一
段と高いレベルでの解析を行うアプローチであ
る．もともとメタという接頭辞は「より高いレ
ベルの」，「より広い視点からの」という意味が
ある．この場合は相互に補うことが主目的であ
る．個々では不十分であるが，結合（統合）す
ることで十分なものになるという構造である．
しかしながら連合は，各々が個としてはそれな
りに十分であるが上位の目的を実現するために
設計単位が参集して合意を形成するものであ
る．
メタアナリシスの類比からメタデザインとい
う概念が考えられる．それは，独立して行われ
た複数のデザインを集積して，一段と高いレベ
ルでの設計を行うアプローチと言うことにな
る．しかし，解析（アナリシス）では補うこと
はあり得るが，デザインの場合には補うのでは
なく相談して足並みを揃えるのである．したが
って本研究ではメタデザインという表現は用い
ない．しかし，メタモデリングの場合には意義
がある．平均パートと乖離パートを有するモデ
リングはメタモデリングという見方ができる．
何故ならば一つの式で構造的にすべての水準の
場合の式を表現できるからである．これの詳細
な理論的考察は別の機会に議論する予定であ
る．
複数の設計単位がある場合にこれらを連合し
て，上位の単位の設計が下位の単位の設計を包
含し，全体を調和させる形で設計が行われる．
この点は複数のデータを統合してより質の高い
解析を行うメタアナリシスとは本質的に異なる
図15　連合設計の概要
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ものである．すなわち多くの設計を合わせてよ
り確かな設計を行うのではなく，上位の設計の
中に下位の設計が存在（内在）するという超構
造の設計なのである．したがって，下位の単位
の設計を配慮しながら上位の単位の設計を行う
という特徴からメタデザインとは呼べない．た
だし設計前のモデリング（解析）においてはメ
タモデリングとして扱うことも十分に考えられ
る．しかし，これについては別の機会に議論す
る予定である．
連合設計は多特性最適化として扱うことがで
きそうに見えるが，複数の特性をウエイトをつ
けて結合して定式化したうえで解くのはあくま
でも多特性同時最適化（同時設計）であって連
合設計ではない．何故ならば設計単位は一つで
特性のレベルにおいて整理しているだけだから
である．複数の項目を取り上げる場合も同様に
多特性同時最適化（同時設計）である．連合設
計とは複数の設計単位が存在しかつそれより上
位の設計単位が存在する場合である．横並びの
複数のものに対する設計は同時最適化（同時設
計）であって連合設計ではない．つまり，一方
の単位の水準決定が他の単位の水準決定に影響
を及ぼす場合に相互に影響を配慮する設計が同
時最適化なのである．しかしこれとは別に，上
位の単位がそれ自体の立場からの目的関数と制
約条件とともに下位の単位の指標に基づく目的
関数や制約条件を有しているという場合が連合
設計なのである．
８.７　例を用いた概要説明
超回帰と連合設計について複葉型紙ヘリコプ
ター［29］，［52］の例を用いて説明する．実技演習
において，２つの班（工場と考える）という下
位の設計単位とクラス全体（全社と考える）と
いう上位の設計単位が存在する．各班（各工場）
がそれぞれに頑健設計に成功しても両者の機体
デザインは同じではない．しかし，クラス全体
（全社）として同一のデザインで製作したいと
いう場合を考える．これに対してどのようにア
プローチしたらよいかについて本節で議論す
る．
８.７.１ 　複葉型紙ヘリコプターの場合の連合
設計
図15は連合設計の概要を複葉型紙ヘリコプ
ターの場合で示している．２つの工場がある場
合に，各々が２種類の紙質に対して頑健設計を
成功しても，２つの工場の機体デザインは異な
る．しかし，全社としては市場に同じ機体デザ
インで供給したい．このような場合には，２つ
の設計単位で同じ機体デザインにする必要があ
る．これは設計が２階層の階層構造を成した場
合であり，連合設計と呼ぶ．理論的には多階層
も可能であるが，本研究では２階層の場合であ
る連合設計を取り上げる．
８.７.２ 　連合設計における調和設計と特化設
計
本来調和設計と特化設計は対極に存在する設
計法である．しかし，関係者の合意のもとに，
ある特別のものを最優先することで求解し，そ
れが受け入れられた場合には特化設計が結果と
して調和設計になるという場合もあり得る．
１）全体最適化
連合設計は個々の設計単位とともに全体を考
慮した構造的設計である．図16（定式化と解の
代数的表現）および図17（解の幾何的表現）で
は工場が２つ（教育では実習の班が２つ）ある
場合を取り上げている．すなわち設計単位が２
つの場合なので３つの設計アプローチが考えら
れる．
① 上位最適：２つの設計単位および全体にと
って納得のいく望ましい設計にする．
② 下位最適１：設計単位１を優先した設計を
設計単位２も使用する．
③ 下位最適２：設計単位２を優先した設計を
設計単位１も使用する．
いずれの場合もHOPE理論を用いているの
でヘリコプターには段差（図形における凹凸）
がないために作り易い機体形状になっている．
ただし②と③では，それぞれ特化して設計した
設計単位においては良好であるが，他の設計単
位では入出力回帰が大きくずれている．このこ
とから，②と③は個別設計としては良くても，
連合設計としては問題であることが分かる．も
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ちろん，２つの設計単位の前提条件をすべて揃
えれば良いわけであるが，それは困難であるこ
とが多い．①の上位最適とは，２つの下位単位
の前提条件を各々ごとにそのままにしたもと
で，２つの設計単位における設計因子の条件の
共有化を実現している．
以上が連合設計の一つの例である．連合設計
は，階層構造をもった設計であるということが
本質であって，定式化そのものには様々な場合
が存在する．
２ ）総合的かつ連合的最適化（総合的連合最適
化）
図16と図17が示す設計では，より正確に言
えば
＊ 連合最適化：複数の設計単位の全体に対し
18
②特化設計１
下位最適１（工場１）
③特化設計２
下位最適２（工場２）
①調和設計
上位最適（全体）
図16 HOPEにおける連合設計の代数的表現（調和設計と特化設計）
図16　HOPEにおける連合設計の代数的表現（調和設計と特化設計）
図17　HOPEにおける連合型最適化の幾何的表現（調和設計と特化設計）
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て複数の設計単位に対する構造的最適化
と同時に
＊ 総合最適化：多種の項目に配慮して多種の
項目に対する同時要因最適化
を行なっているのである．
この例のように，HOPEは総合的でかつ連合
的な最適化を目指している．
８.７.３　解の適用限界
最適解も頑健設計もその適用限界に注意しな
ければならない．唯一絶対の最適解や頑健設計
などは存在しない．それらは以下の２つに依存
している．
（１）前提条件は何か
（２）定式化はどうしたのか
前提条件という基盤の上での最適化であるか
ら，前提条件が変わったらその後のすべては御
破算となる．そして，前提条件が同じであって
も，定式化が変われば最適解は変化する．した
がって，可能な限り最適解（設計）は用いたデ
ータだけでなく前提条件と定式化をセットでド
キュメントすべきである．
連合設計の立場からすると設計単位が複数あ
れば原則として互いの前提条件は異なっている
はずである．したがってある設計単位での最適
解を他の設計単位へそのまま適用するのは危険
あり，もし適用するのであれば前提条件も同じ
にすることが不可欠である．安易な適用の危険
は特化設計の設計条件を別の設計単位のモデル
に入力して計算をした結果図の16と図17を見
れば明らかに把握することができる．
この場合の合理的な戦略は各々の前提条件を
尊重した（差異を踏まえた）連合設計であるが，
その場合でも定式化により解は異なる．何のた
めにどういう定式化をしたのかが決定的に重要
なのである．
９．おわりに
本研究では通常の設計，頑健設計，柔軟設計
そして連合設計のための超回帰および数理計画
法に基づくHOPEについて論じた．これにより
調和を目指した設計が可能であることを示し
た．
設計とは本来自由な創造活動であり，多数の
因子の役割を自由に検討できることを多くの設
計者は望んでいる．本研究はこのための方法と
して柔軟設計を提案した．そして，昨今は複数
の設計単位を視野に入れた設計が登場し，そこ
では設計に階層構造が生じるために構造的な設
計のアプローチが必要とされている．本研究は
そのための連合設計を提案し，例を用いてその
有効性を示した．また，顧客の要求域はどんど
ん広がる傾向にあり，広い出力範囲に対応が可
能な多入力も扱えるアプローチも提案した．
本研究の議論を踏まえると，設計（計画）の
構造は以下のように整理することができる．
＊戦術：所与の条件のもとでの求解
＊戦略：部分構造に手を加えたもとので求解
＊政略：全体構造に手を加えたもとので求解
このもとでは，通常の設計（所与の条件のも
とでの求解）は戦術，柔軟設計（役割に手を加
えたもとでの求解）は戦略（一部政略），連合設
計（全体構造に手を加えたもとでの求解）は政
略と言えよう．
ところで，本研究での提案は質問紙調査（ア
ンケート調査）に対しても応用が可能である．
特に市場実験型のアンケートであるコンジョイ
ント分析に有効と考えられる．多くのアンケー
トではセグメント（層）が問題となる．セグメ
ントごとに分析して最適解を求解するのは品揃
えがたいへんになる．もしセグメントを攪乱因
子と考えて頑健設計を行なえば合理的な頑健解
が得られる可能性がある．仮に全体としての良
い頑健解が得られない場合でも，コアとして共
通する部分に関してプラットホーム的に頑健設
計を適用することも考えられる．
本研究で提案した様々な方法を実務に応用す
ることが今後の課題である．
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