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“Mental faculties are notions used to designate extraordinarily 
involved complexes of elementary functions… One cannot think of 
their taking place in any other way than through an infinitely 
complex and involved interaction and cooperation of numerous 
elementary activities, with the simultaneous functioning of just as 
many cortical zones, and probably of the whole cortex and perhaps 
also including even subcortical centers. Thus, we are dealing with a 
physiological process extending widely over the whole cortical 
surface and not a localized function within a specific region. We must 
therefore reject as a quite impossible psychological concept the idea 
that an intellectual faculty or a mental event or a spatial or temporal 
quality or any other complex, higher psychic function should be 
represented in a single circumscribed cortical zone, whether one calls 
this an ‘association centre’ or ‘thought organ’ or anything else.” 
(Brodmann 1909 [translated and edited by Garey LJ. 1994. 
Brodmann’s ‘Localisation in the Cerebral Cortex.’ London: Imperial 
College Press, pages 254-255].) 
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General Abstract 
The debate regarding the role of ventral occipito-temporal cortex (vOTC) in visual word 
recognition arises in part from difficulty delineating the functional contributions of vOTC 
as separate from other areas of the reading network. Successful transcranial magnetic 
stimulation (TMS) of the area could provide a novel source of information regarding the 
area’s function, by offering the possibility of temporarily, non-invasively perturbing its 
information processing and assessing the consequences on behaviour. However, the area 
is often considered too deep to successfully stimulate with TMS. Thus the initial step was 
the demonstration of the feasibility of stimulation, which I proved in the first series of 
experiments. The stimulation resulted in a disruption in visual word recognition that was 
stimulus- and site- specific. The second series of experiments further investigated the 
stimulus-specificity, demonstrating that the nature of this specificity was task-dependent. 
The final series of TMS experiments in the thesis utilised the high temporal resolution of 
TMS to map out the dynamics of processing in both left and right vOTC, revealing 
hemispheric asymmetries in the time course of ventral occipito-temporal processing 
consistent for both visual words and objects. To complete these experiments, I acquired a 
large amount of functional localiser data for neuronavigated TMS. This allowed the 
investigation of the effectiveness of fMRI localisation for TMS and in addition the 
investigation of the important issue of how consistent the functional regions of interest 
(fROI) produced by these scans are. The first of two experiments showed these fROIs may 
have surprisingly poor reliability while the second investigated how best they can be 
optimised, maximising reliability. In conclusion, my PhD has demonstrated the feasibility 
and potential of using TMS to investigate vOTC contributions to visual word and object 
recognition, providing a novel source of information capable of informing the ongoing 
debate concerning vOTC. 
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1 Introduction 
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1.1 Classical neurological model of reading 
Though reading is a skill which requires many years of instruction to master, once learned 
it is accomplished with remarkable ease despite requiring the rapid coordination of visual, 
phonological, semantic and linguistic processes. Understanding how this is achieved is a 
major goal of cognitive neuroscience. The investigation of the neurology of reading dates 
back to the seminal work of Dejerine (1891; 1892). These early efforts, together with the 
work of Broca (1861), Wernicke (1874) and Lichtheim (1885), resulted in what is now 
referred to as the classical neurological model of reading (Geschwind 1965b; Geschwind 
1965a). This model, shown in Figure 1-1, proposed that visual information arrives in visual 
cortex, and then proceeds to the left angular gyrus where it is linked to abstract visual 
word forms. These abstract visual word forms are then sent to Wernicke’s area, where 
they are linked to appropriate auditory word forms.  From there the auditory word forms 
link to motor word forms stored in Broca’s area. This influential model has helped to 
shape research into the neuroscience of reading by identifying a set of key regions 
involved in visual word recognition and their functional interactions.   
Figure 1-1: The classical neurological model of reading. Visual 
information arrives in visual cortex (light blue), and then 
proceeds to the angular gyrus (green) which stores abstract 
visual representations of words. These abstract visual word 
representations are then linked with corresponding auditory 
word forms in Wernicke’s area (red) which then link to motor 
word forms in Broca’s area (dark blue). Note the absence of 
ventral occipito-temporal cortex and that connections between 
the cortical centres are feedforward only. Adapted from Devlin 
(2008). Reproduced with kind permission of Springer 
Science+Business Media. 
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1.2 Ventral occipito-temporal involvement in reading 
Over the decades since its development, it has become increasingly apparent that the 
classical model omits at least one key region involved in reading, namely left ventral 
occipito-temporal cortex (vOTC). vOTC encompasses the posterior aspect of the fusiform 
gyrus along with the adjacent occipito-temporal sulcus, and lies between posterior visual 
areas such as V4 and more anterior ventral temporal areas. Evidence for the involvement 
of this area in reading came initially from studies of patients with pure alexia and 
subsequently from neuroimaging studies of normal, healthy readers. 
Pure alexia, also referred to as alexia-without-agraphia, is a type of reading impairment 
that can occur in previously skilled readers following brain injury. “Pure” refers to the fact 
that while writing along with production and comprehension of oral language are 
generally spared, word reading is severely impaired (Benson and Geschwind 1969). These 
patients often rely on an inefficient letter-by-letter reading strategy (reconstructing the 
word after identifying its constituent letters). This results in the word length effect that is 
characteristic of pure alexia: unlike skilled readers, the naming latencies of words increase 
dramatically as the number of letters increases. Pure alexia can occur in the absence of a 
visual field deficit but commonly is accompanied by a right homonymous hemianopia (Leff 
et al. 2001). The functional locus of the impairment that results in pure alexia remains a 
matter of some debate with hypotheses regarding the possible loci falling into two 
categories. The first suggests that the deficit is in a reading-specific component, such as 
letter recognition (Reuter-Lorenz and Brunn 1990; Arguin and Bub 1993) or orthographic 
form processing (Dejerine 1892; Warrington and Shallice 1980; Cohen et al. 2003), while 
the second proposes the impairment lies in low level perceptual processing (Kinsbourne 
and Warrington 1962; Kinsbourne and Warrington 1963; Friedman and Alexander 1984; 
Farah and Wallace 1991; Sekuler and Behrmann 1996; Behrmann et al. 1998a; Mycroft et 
al. 2009; Starrfelt et al. 2009; Starrfelt et al. 2010). By definition, a deficit in a reading-
11 
 
specific component should only affect lexical processing. There are, however, a growing 
number of reports of subtle deficits in non-lexical stimuli, such as digits and visually 
presented objects, in patients with pure alexia that may not be detected when using 
standard clinical tests, suggesting that pure alexia may be somewhat of a misnomer 
(Kinsbourne and Warrington 1962; Friedman and Alexander 1984; Farah and Wallace 
1991; Sekuler and Behrmann 1996; Behrmann et al. 1998a; Mycroft et al. 2009; Starrfelt 
et al. 2009; Starrfelt et al. 2010). As will be seen, this specificity debate is also present in 
the neuroimaging literature. 
Leff and colleagues (2001) investigated the anatomical locus of pure alexia by comparing 
the site of the lesion in a patient with pure alexia (Figure 1-2a) to activity elicited by word 
reading in normals and patients with visual field defects but no reading deficit. They found 
that the activity associated with word reading in the unimpaired reading groups was 
within the boundaries of the pure alexic patient’s left vOTC lesion, consistent with other 
reports of pure alexia following injury to the area (Dejerine 1892; Damasio and Damasio 
1983; Binder and Mohr 1992; Beversdorf et al. 1997; Gaillard et al. 2006). This association 
provides strong evidence in favour of an important role for the area in reading. 
The picture, however, is more complicated than a simple one-to-one mapping between 
lesion site and symptoms. First, lesions tend to be large and do not confine themselves to 
anatomically or functionally defined boundaries (Damasio and Damasio 1983), making it 
difficult to determine the critical site. Second, lesions to left vOTC do not always produce 
reading impairment. Hillis and colleagues (2005) found no association between damage to 
left vOTC and impaired written word comprehension or written lexical decision in 80 
patients with acute left hemispheric stroke. Rather, damage to this area was associated 
with impaired picture naming and reading aloud.  Finally, left inferior parietal lesions can 
also result in pure alexia (Warrington and Shallice 1980; Philipose et al. 2007). Taken 
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together, these findings suggest that successful reading requires a network of regions, 
including left vOTC, to be intact. 
vOTC involvement in reading has been confirmed using neuroimaging in normal healthy 
readers. Petersen and colleagues (1988) used PET to identify the brain areas involved in 
single word reading. They found that silent reading of single words elicited activation in 
visual cortex extending as far forward as vOTC. Reading related activation in vOTC has 
since been replicated many times, using PET (Price et al. 1994; Price et al. 1996; Herbster 
et al. 1997; Rumsey et al. 1997), and more recently using fMRI (Figure 1-2b)(Cohen et al. 
2000; Cohen et al. 2002; Kronbichler et al. 2004; Devlin et al. 2006). In addition, activity 
has been observed in scripts such as Chinese (Kuo et al. 2003) and Japanese (Sakurai et al. 
2000; Ino et al. 2009), demonstrating that the activity is not limited to alphabetic scripts. 
Activity in the area can be observed using a number of baseline contrasts, such as fixation 
(Dehaene et al. 2002), checkerboards (Cohen et al. 2003), consonant strings (Cohen et al. 
2002), and during a number of different tasks that engage word recognition, including 
lexical (Fiebach et al. 2002) and semantic (Chee et al. 2003b) decisions. The area activates 
even if it is not necessary for the task (Price et al. 1996). Intracranial recordings (Nobre et 
al. 1994) and magnetoencephalography (MEG) (Salmelin et al. 1996; Tarkiainen et al. 
1999) have also demonstrated reading related activity in vOTC at approximately 170-
200msec after a word is visible. In summary, although omitted from the classical model, 
there is strong support for vOTC making important contributions to reading. 
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Figure 1-2: (a) A lesion to left ventral occipito-temporal cortex that resulted in pure alexia. Leff and colleagues (2001) 
Permission to reproduce this figure has been granted by Oxford University Press (b) fMRI activation in ventral 
occipito-temporal cortex during reading (Duncan et al. unpublished data) 
1.3 Functional and anatomical interactivity in reading 
Behavioural studies of reading suggest that unlike the purely feedforward processing 
shown in the classic neurological model of reading, there are considerable interactions 
between different levels of the functional architecture of reading. For example, when 
recognising letters in the context of a string of letters, performance is better when the 
letter is part of a real word compared to when it is presented in a nonword (i.e. a letter 
string that does not conform to the orthotactic rules of a language), a phenomenon 
referred to as the word superiority effect (WSE; Cattell 1886; Reicher 1969; Wheeler 1970). 
The WSE indicates that lexical knowledge influences the perception of words. The most 
widely accepted explanation is that this knowledge supports letter identification by way of 
feedback connections (McClelland and Rumelhart 1981; though see Norris et al. 2000). 
Furthermore, interactions are also thought to occur between visual word recognition and 
higher-order non-visual properties, such as phonology (Stone et al. 1997; Grainger and 
Ziegler 2008) and semantics (Reimer et al. 2008). For example, words that have rimes that 
may be spelt differently in different words (i.e. are inconsistent in the sound-to-spelling 
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direction, for example, young) require longer to read compared to words which have 
rimes that can only be spelt in one way (i.e. are consistent in the sound-to-spelling 
direction, for example, probe) (Stone et al. 1997; Grainger and Ziegler 2008). Furthermore, 
words are easier to recognise if they are preceded by a semantically related word (e.g. 
toad preceded by frog) (Reimer et al. 2008). These effects are difficult to account for 
within a purely feedforward framework, and strongly suggests that feedback information 
from phonology and semantics influence visual word recognition.  
As a consequence, interactivity, i.e. the presence of feedforward and feedback 
connections between components within the functional architecture, is a practically 
ubiquitous feature of computational models of reading (Rumelhart and McClelland 1982; 
Plaut et al. 1996; Coltheart et al. 2001; Jacobs et al. 2003; Harm and Seidenberg 2004; 
Perry et al. 2007). Moreover, behavioural reports of interactivity, such as the WSE and the 
feedback consistency effect, highlight the importance of processing dynamics for a 
comprehensive understanding of the interactions in the reading network.  
In contrast, the classical model lacks feedback connections between anatomical areas 
(Figure 1-1), making it difficult to see how it could support interactivity between different 
processing levels involved in reading. In fact, despite the ubiquity of interactivity in 
computational models, the assumption of feedforward processing is still common in 
neurological models, particularly regarding orthographic processing (for example, Pugh et 
al. 1996; Shaywitz et al. 2002; Dehaene et al. 2005). Feedback connections are on occasion 
mentioned but are typically excluded from comprehensive consideration (e.g. Dehaene et 
al. 2005), and are relegated to a peripheral role, such as when participants explicitly 
visualise words (Cohen et al. 2002). 
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1.4 Modern neurological models of reading 
Figure 1-3 shows an updated neurological model which proposed that three left 
hemisphere regions subserve reading (Pugh et al. 1996; Shaywitz et al. 2002). When 
compared to the classical model (Figure 1-1), it is clear that there is some overlap with the 
updated model. However, there are also differences: First, the updated model now 
includes an occipito-temporal area, including vOTC, and suggests that the area 
automatically and rapidly decodes the visual form of whole words. Second, the functions 
ascribed to the remaining areas have changed. Phonological processing is now suggested 
to be subserved by both the parieto-temporal region and inferior frontal cortex, with the 
latter also involved in motor control of speech. As the regions posited by this model 
remain quite large, it is possible that they may contain many anatomical and functional 
subdivisions. 
 
Figure 1-3: The Pugh and Shaywitz (1996; 2002) model proposed that three left hemisphere regions subserve reading. 
OTC decodes the visual word form, parieto-temporal areas are involved in phonological aspects of word form analysis  
along with inferior frontal gyrus which is also involved in articulation. Permission to reproduce this figure has been 
granted by Elsevier. 
Following this model, considerable amounts of neuroimaging data have been acquired 
and the neurological models have become increasingly fine-grained (Price 2000; Price and 
Mechelli 2005; Frost et al. 2008). Like previous models, the model developed by Price and 
16 
 
colleagues (2000; 2005) and an evolution of the Pugh and Shaywitz model (Sandak et al. 
2004; Frost et al. 2008) contain occipito-temporal, parieto-temporal and frontal areas, 
with the two models ascribing similar functions to the areas. However, where previously 
fairly large cortical areas were treated as homogenous zones, these models subdivide the 
regions and provide more description of what occurs within them. For example, the left 
occipito-temporal region is subdivided into three areas. The posterior region and vOTC are 
involved with the processing of higher order visual input, with the latter additionally 
acting as an interface between a visual stimulus and its higher order properties, while the 
anterior region is involved in semantic processing. The left inferior frontal area is now 
subdivided into two: pars opercularis (POp) and pars orbitalis (POr) / pars triangularis (PTr). 
Though both subdivisions are activated by tasks that require either phonological or 
semantic processing, a relative activation difference exists where POr and PTr are more 
active during tasks which load more on semantic processing relative to tasks loading on 
phonological processing (Buckner et al. 1995; Fiez 1997). The converse is true for POp, 
where activation is stronger for phonological processing demanding tasks relative to 
semantic tasks (Poldrack et al. 1999; Devlin et al. 2003b). Phonological processing is 
subdivided into sensorimotor integration and articulatory planning. The former is 
subserved by bilateral supramarginal gyrus and POp, while the latter by bilateral anterior 
insulae and frontal operculum. Semantic processing is suggested to occur over a number 
of areas distributed throughout the cortex, including the aforementioned left inferior 
frontal and anterior occipito-temporal areas, and also angular gyrus and middle temporal 
gyrus (Price 2000; Price and Mechelli 2005). 
Although these more detailed models are in general agreement regarding the areas 
involved (including the fact that they essentially contain only left hemisphere 
components), the model proposed by Price and colleagues is unique in explicitly stating 
that none are dedicated to reading and in fact, some may not even be specific to language. 
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For example, vOTC is involved in object recognition (Malach et al. 1995; Grill-Spector et al. 
1998; Farah 2004). In fact, theories of vOTC function can be grouped into two categories: 
those that suggest the area is specific to reading or contains reading-specific elements 
(Kronbichler et al. 2004; Dehaene et al. 2005; Bruno et al. 2008; Tsapkini and Rapp 2010) 
and those, like the Price model, that suggest that the area shares a common function for 
lexical and non-lexical stimuli (Nakamura et al. 2002; Hillis et al. 2005; Price and Friston 
2005; Devlin et al. 2006; Xue et al. 2006; Cai et al. 2010)1. 
1.5 Reading-specific hypotheses – Visual word form areas 
One of the most detailed and influential reading-specific accounts of vOTC function is the 
Local Combination Detector (LCD) model of visual word recognition (Dehaene et al. 2005; 
Vinckier et al. 2007). It is the first neurological model of reading to attempt the non-trivial 
matter of incorporating some of the wealth of information known about non-human 
primate visual cortex and relies heavily on the classical hierarchical model of the visual 
system. Neurons in the lower levels have small receptive fields and prefer simple stimuli 
but as one ascends the hierarchy, neurons have increasingly large and invariant receptive 
fields and a preference for increasingly complex visual stimuli. The output of a level is 
integrated and processed in turn by successive levels (Vogels and Orban 1985; Maunsell 
and Newsome 1987). The LCD model proposes that a similar hierarchical structure 
governs word recognition. Information proceeds in a serial, essentially feedforward 
fashion from simple feature detectors located in early visual cortex, to letter detectors in 
V4, to bigram detectors in vOTC, and then on to whole word detectors located anterior 
temporal lobe areas (Dehaene et al. 2005; Vinckier et al. 2007). 
                                                     
1
 Other models refer only to reading and word recognition but do not explicitly claim reading specificity or 
otherwise (for example, Frost et al. 2008). 
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To investigate the role of vOTC specifically, Cohen and colleagues (2000) used split-field 
presentation of word stimuli and investigated how visual field affected brain activity 
(indexed by both fMRI and ERP) in normal participants and split-brain patients. The key 
finding was that visual field was irrelevant for left vOTC activation for controls but only 
RVF stimuli elicited left vOTC activation in the two patients. No activation was found in 
right vOTC for either visual field in either group. This, Cohen and colleagues suggest, 
reveals the direct versus transcallosal routes to the “left-hemisphere reading system” that 
word stimuli presented in RVF and LVF respectively must take. As the latter route is 
unavailable in split-brain patients, only RVF word stimuli elicit left vOTC activation. In the 
controls, the latency of the ERP peak thought to originate from vOTC was approximately 
170-200msec post-stimulus onset, consistent with the N170 component known to be 
sensitive to orthographic processing (Neville et al. 1992; Nobre et al. 1994; Salmelin et al. 
1996; Bentin et al. 1999; Tarkiainen et al. 1999; McCandliss et al. 2003). This ERP 
component was hemifield independent, unlike the preceding components. Cohen and 
Dehaene suggest that these data indicate that vOTC is the cortical area where information 
regarding visually presented words from the two visual hemifields is combined. 
Subsequent studies from the same group demonstrated that the activation in the area is 
greater for visual words relative to consonant strings (Cohen et al. 2002) and independent 
of typographic case (Dehaene et al. 2001) and that the area is not responsive to auditory 
words (Dehaene et al. 2002). As a consequence of these imaging studies together with the 
association of damage to the area and reading impairment, Dehaene and colleagues 
proposed that this region is the neural equivalent of the visual word form area (VWFA), a 
component of some but not all cognitive models of reading (McCandliss et al. 2003; Cohen 
and Dehaene 2004; Dehaene et al. 2005). Furthermore, they propose that this area 
contains neurons that during the course of learning to read become ‘recycled’ from 
object-sensitive to reading-specific neurons. 
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In fact, there are now two VWFA hypotheses of vOTC function. The first hypothesis was 
proposed to account for the fact that vOTC shows activation to pseudowords, and in fact 
this pseudoword activation is frequently greater than activation to real words (Fiez et al. 
1999; Hagoort et al. 1999; Xu et al. 2001; Mechelli et al. 2003; Binder et al. 2005a; Lee et 
al. 2010). Although pseudowords should not have entries in the hypothesised VWFA, they 
are composed of orthotactically legal letter pairs, leading Dehaene and colleagues (2004; 
2005) to suggest that left vOTC contains abstract orthographic codes for these letter pairs, 
known as bigrams. 
The second VWFA hypothesis of vOTC function suggests that the area is in fact a lexical 
VWFA and that the activation to pseudowords is a result of “several visual orthographic 
word representations [getting] partly activated or each letter or letter pattern may have 
to be processed separately resulting in higher activation” (Kronbichler et al. 2004). This 
account is supported by the inverse relationship between word frequency (i.e. how many 
times a particular word occurs in written text) and activation strength (Chee et al. 2003b; 
Kronbichler et al. 2004).  Components sensitive only to prelexical features should be blind 
to properties, such as frequency, that emerge at the lexical level since these are not 
contained within its constituent parts (such as bigrams). Moreover, the left vOTC is 
activated during reading of Chinese (Kuo et al. 2003) and Japanese (Sakurai et al. 2000; Ino 
et al. 2009) logographs, consistent with the area containing whole word form 
representations but difficult to explain in terms of bigrams, which have no equivalent in 
these scripts.  
Despite the reading-specific nature of both visual word form accounts, viewing objects 
also activates the same area (Malach et al. 1995; Grill-Spector et al. 1998; Duncan et al. 
2009), and neuroimaging has been unsuccessful in spatially dissociating the two stimulus 
categories within vOTC (Price et al. 2006; Ben-Shachar et al. 2007). In fact, objects typically 
elicit greater activation relative to words (Moore and Price 1999; Price et al. 2006). Of 
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course, objects are not words, neither do they have bigrams, so to account for the object 
related activation, the word form accounts suggest that there are distinct sub-populations 
of object- and word- specific neurons with vOTC (Dehaene et al. 2002; McCandliss et al. 
2003). Indeed, findings consistent with this were obtained by Baker and colleagues (2007), 
who using high resolution fMRI found areas within vOTC which show greater activity for 
words relative to objects. Subsequent work, however, again using high resolution fMRI, 
revealed that these are unreliable, false positives and only present when using liberal 
statistical thresholds (Wright et al. 2008). Moreover, fMRI adaptation, which can 
theoretically determine if the same or distinct neuronal populations are involved in 
processing of two stimulus types (Naccache and Dehaene 2001), has also failed to provide 
any evidence of neuronal specialisation for words (Kherif et al. 2010). 
1.6 The alternative to reading-specificity – The interface account 
The interface hypothesis suggests that vOTC interacts with other regions, acting as an 
interface associating feedforward visual form information with feedback from higher 
order non-visual properties of the stimulus (Nakamura et al. 2002; Hillis et al. 2005; Price 
and Friston 2005; Devlin et al. 2006; Xue et al. 2006; Cai et al. 2010). These non-visual 
properties include meaning and sound but also properties not related to language such as 
manual affordances2 associated with unnameable non-objects (Phillips et al. 2002). In 
contrast to the reading- and object- specific neurons of the word form accounts, the 
interface hypothesis posits that a single set of neurons makes the same contributions to 
any visual stimulus, and is therefore consistent with activation elicited in the area by 
words and objects (Malach et al. 1995; Grill-Spector et al. 1998; Moore and Price 1999; 
Price et al. 2006; Ben-Shachar et al. 2007; Wright et al. 2008; Duncan et al. 2009). Since 
the variability in the visual appearance of writing is considerably less than the variability in 
                                                     
2
 Such as whether something can be twisted or poured etc.  
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the appearance of objects, the visual form representations for writing (that are not 
specific to writing) likely constitute a subset of the more general purpose visual form 
representations. Therefore objects elicit more activity in left vOTC relative to words 
(Moore and Price 1999; Price et al. 2006) as viewing objects recruits more neurons, 
necessary to represent their richer visual form (relative to viewing words). 
Since the area shares a common function for all visual stimuli, the interface hypothesis is 
also consistent with reports of subtle impairments in non-linguistic visual form processing 
that can accompany reading impairments following damage to left vOTC (Behrmann et al. 
1998a; Mycroft et al. 2009; Starrfelt et al. 2009; Starrfelt et al. 2010). Furthermore, the 
interface hypothesis can explain the hemispheric asymmetry observed in both 
neuroimaging and neuropsychological literature. As the critical non-visual information 
required for reading tends to be left lateralised, activity in left vOTC is greater than its 
right homologue (Cai et al. 2010) and reading is sensitive to unilateral damage to left vOTC 
(Dejerine 1892; Damasio and Damasio 1983; Binder and Mohr 1992; Beversdorf et al. 
1997; Leff et al. 2001; Gaillard et al. 2006). In contrast, object recognition relies on both 
hemispheres more equally and thus gross impairments in object processing generally 
require either bilateral vOTC damage (Sparr et al. 1991; Humphreys and Rumiati 1998; 
James et al. 2003; Kohler et al. 2004; Karnath et al. 2009) or extensive unilateral damage 
(Barton et al. 2004). 
The interactivity inherent in the interface hypothesis is also consistent with the previously 
mentioned interactivity observed in behavioural studies of reading (Cattell 1886; Reicher 
1969; Wheeler 1970). Feedback processing also explains why there are differential effects 
of lexicality and semantics on repetition priming within the area (Fiebach et al. 2005; 
Devlin et al. 2006), which are difficult to explain within the framework of the essentially 
feedforward only prelexical and lexical word form theories. 
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Although the interface hypothesis can explain the modulatory effect of lexicality (Mechelli 
et al. 2003) and lexical frequency (Chee et al. 2003b; Kronbichler et al. 2004) on left vOTC 
activity, in its current form it is underspecified. For example, the greater activity in vOTC 
reported for pseudowords relative to words may reflect the additional processing 
demands of the search, and since there is no meaning, eventual failure of integration. 
Conversely, because pseudowords do not have any meaning, the contribution of vOTC 
may be reduced since there is less to integrate. In this scenario, pseudowords should elicit 
less activation relative to real words. Similarly, all words regardless of frequency may 
require integration with their non-visual properties, suggesting that activity in left vOTC 
should not be modulated by lexical frequency, in contrast to the frequency effects 
reported in some neuroimaging studies. Alternatively, the increased processing demands 
required to recognise low frequency words (reflected in their longer reaction times) may 
necessitate more extensive integration and thus vOTC activity, consistent with the 
previously mentioned studies.  
Since interactivity means information flow is both forward and backward it suggests that, 
if the hypothesis is correct, understanding the interactions of left vOTC with other brain 
regions is critical to understanding its function. It is clear, however, that additional work is 
required to fully specify this hypothesis of vOTC function. 
1.7 Testing hypotheses 
Both classes of vOTC function make testable predictions. However, many tests although 
theoretically possible, can be difficult to implement in practice due to the intrinsic 
limitations of particular methodologies. For example, although analysis of patient data can 
provide information regarding a brain area’s causal influence over behaviour, there are a 
number of limitations that make interpretation of the data difficult. First, lesions that 
result in reading impairments such as pure alexia do not restrict themselves to particular 
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regions of interest and frequently result in damage to widespread areas of cortex and 
adjacent white matter. Secondly, the neural vasculature is such that cerebrovascular 
accidents do not occur with equal regularity over the whole brain, making it difficult to 
prove or disprove the causal involvement of particular areas. Thirdly, the neural 
organisation and behavioural performance of patients before their cerebrovascular 
accident is not known, thus potential premorbid differences confound the interpretation 
of post-lesion data. Finally, possible functional reorganisation in the weeks and months 
following the lesion can further cloud the interpretation of patient data (Pyun et al. 2007; 
Rosenberg et al. 2008). Similarly, although fMRI can be used to investigate normal 
functioning with high spatial precision, it is limited by a poor temporal resolution, making 
it difficult to investigate the temporal profile of a region. Moreover, it is unable to 
determine the causal influence of brain activity on behaviour, meaning it is not capable of 
differentiating essential from other co-activated areas (Price et al. 1999). 
In contrast, transcranial magnetic stimulation (TMS) offers the possibility of testing 
causality, with good temporal resolution and reasonable spatial resolution in normal 
healthy subjects. The majority of this thesis focuses on characterising the contributions 
vOTC makes to reading using TMS. However, the location of vOTC on the ventral surface 
of the brain has lead to the assumption that it cannot be stimulated with TMS (for 
example, Simos et al. 2008). 
Therefore Chapter 3 investigated the feasibility of using TMS to temporarily interfere with 
processing in ventral occipito-temporal cortex in order to explore its specific contributions 
to visual word recognition. This chapter demonstrated that vOTC can be selectively 
stimulated. Moreover, lexical status significantly affected vOTC processing, a finding 
difficult to reconcile with pre-lexical accounts of ventral occipito-temporal cortex function. 
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Chapter 4 investigated how lexical frequency affects processing within vOTC and 
demonstrates that activity within the area is both stimulus-specific and task-dependent. 
This suggests that feedback information from higher order areas modulates vOTC activity, 
emphasising the importance of the area’s temporal dynamics. 
Chapter 5 investigated the temporal dynamics of vOTC during word and object recognition 
in both hemispheres. The onset of activity within the area was considerably earlier than 
estimates suggested by ERP studies and the temporal profile suggested that activity within 
vOTC is both interactive and cascaded. In addition, the temporal profile differed between 
hemispheres but was consistent for words and objects. 
In addition, in Chapter 6 I took the opportunity to investigate the reliability of functional 
localiser scans, as each participant in the TMS experiments completed an fMRI scan to 
localise the target site for stimulation. Although initial findings suggested that the 
reliability of these functional localisers can be poor, I provide guidelines detailing how the 
scans can be optimised and consequently achieve more acceptable levels of reliability. 
Chapter 7 draws some general conclusions regarding the implications of the data 
presented in this thesis for theories of vOTC function and cognitive models of reading, as 
well as for TMS and fMRI. 
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2 General Methods 
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TMS was the primary method of investigation in the majority of this thesis. Consequently, 
the aim of the current chapter is to first provide background information about the 
technique and second to provide a general overview of the specific methods employed in 
during my doctoral research. 
2.1 Overview of Transcranial Magnetic Stimulation  
TMS is a non-invasive method that allows the investigation of the causal relevance of a 
cortical area when performing a particular task. TMS consists of essentially two pieces of 
hardware, the main unit – a capacitive high voltage, high current discharge system – and a 
stimulating coil. TMS relies on Faraday’s principle of electromagnetic induction. During 
stimulation the main unit discharges a strong, brief current through the stimulation coil. 
This in turn induces a relatively brief (~100µs), focal and rapidly changing magnetic field, 
perpendicular to the plane of the coil. When the coil is held against the scalp, the 
magnetic field passes unimpeded through the scalp and skull. The time-varying magnetic 
field induces a weak and short-lived current, flowing in loops parallel to the orientation of 
the coil, at the site of stimulation that results in neuronal depolarisation or spiking 
(Ruohonen and Ilmoniemi 2002). The magnitude of the induced current is dependent on 
both the magnitude and rate of change of the current discharged through the coil. 
2.1.1 Modes of TMS 
In addition to being able to apply a single pulse of TMS, pulses can be applied in pairs or in 
trains, respectively referred to as paired-pulse and repetitive TMS. The protocol (i.e. the 
pattern and frequency of the pulse trains) of repetitive TMS (rTMS) can be classified as 
being conventional or patterned (Figure 2-1). Conventional rTMS can be further 
subdivided into low frequency (<1Hz) and high frequency rates (>1Hz) of stimulation, and 
also whether it is applied during or immediately after a subject performs a task (referred 
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to as online TMS) or whether the stimulation and task are separated in time (offline TMS). 
The success of online TMS relies on the pulse train altering neural activity during 
processing3 while the success of offline TMS relies on the stimulation effects outlasting 
the stimulation period. Patterned TMS refers to protocols where short trains of pulses are 
separated by periods of no stimulation, and is only employed in an offline approach. The 
behavioural impact of TMS depends on the stimulation parameters used, though the 
neurophysiology of these differences remains unclear. Only single- and paired-pulse TMS 
and online conventional rTMS (10Hz) were used in this thesis. 
 
Figure 2-1: Types of rTMS. rTMS can be grouped into two main categories conventional TMS (left) and patterned TMS 
(right). Conventional rTMS (10Hz) was used in this thesis alongside single-pulse and paired-pulse TMS. From (Rossi et 
al. 2009). Permission to reproduce this figure has been granted by Elsevier. 
 
                                                     
3
 The disruption must be short-lived as the rTMS pulse trains are delivered during an experiment that often 
contains no TMS trials randomly intermixed with TMS trials.  
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Although the effects of conventional TMS in primary motor cortex can be measured 
objectively by recording motor evoked potentials (Barker and Jalinous 1985), the effect of 
TMS on the majority of brain areas has no visible outcome thus must be indexed by either 
changes in accuracy or response times (or both) in an appropriate task. If the stimulated 
area is causally involved in processing of a task (Pascual-Leone et al. 1999; Walsh and 
Rushworth 1999), and the TMS is administered at an appropriate time (Amassian et al. 
1989), then TMS temporarily affects task performance (e.g. decreases in accuracy or 
increases in RTs). Consequently, online TMS is sometimes referred to as using TMS in 
‘virtual lesion’ mode (Pascual-Leone et al. 1999; Pascual-Leone et al. 2000). Under certain 
circumstances TMS can improve task performance, for example if the target area is not 
required for the task or the TMS pulse is administered at an inappropriate time, then the 
TMS either has no effect or can facilitate task performance, the latter effect consistent 
with intersensory facilitation (Terao et al. 1997). Unlike offline TMS (conventional or 
patterned), the effects of online rTMS appear to be short lived. This allows the 
investigation of when an area is causally involved in a cognitive function and is often 
referred to as using TMS in neurochronometric mode (Pascual-Leone et al. 2000). 
Using TMS to create virtual lesions offers multiple advantages over actual patient studies 
and can address a number of the difficulties of neuropsychological studies detailed in 
Chapter 1. In contrast to actual brain lesions which tend to be fairly large, involving cells 
within the grey matter but also severing the white matter that lie below the grey matter, 
TMS affects a relatively focal area of cortex without affecting white matter connections. 
Moreover, comparing trials with TMS to trials without TMS allow subjects to serve as their 
own controls, negating the possible effect of premorbid differences that can confound 
lesion studies. The transient nature of the online TMS impairment rules out any functional 
reorganisation (Walsh and Cowey 1998), which can render the interpretation of lesion 
studies problematic. 
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2.1.2 How does TMS work? 
TMS is often conceptualised as suppressing activity or adding noise to a cortical area. 
Suppressing neural activity is likely to impair behavioural performance. Likewise an 
increase in noise in a system generally disrupts processing, impairing behavioural 
performance, though under certain circumstances (i.e. depending on the state of the 
system) the added noise may facilitate behavioural performance (Silvanto et al. 2008; 
Siebner et al. 2009). 
A number of methodologies have been employed to develop these conceptualisations, 
including phantom head models (Cohen et al. 1990; Roth et al. 2007; Salinas et al. 2009), 
invasive studies on animals (Moliadze et al. 2003; Hayashi et al. 2004; Moliadze et al. 
2005; Valero-Cabré et al. 2005; Aydin-Abidin et al. 2006; Allen et al. 2007; Aydin-Abidin et 
al. 2008; Pasley et al. 2009; Trippe et al. 2009; Yue et al. 2009), in vitro neuron studies 
(Rotem and Moses 2008; Tokay et al. 2009) and 3D head model simulations (Mouchawar 
et al. 1993; Liu and Ueno 1998; Wagner et al. 2004; Chen and Mogul 2009; Salinas et al. 
2009). However, the majority of the physiological research has focused primarily on 
understanding the effect of stimulation of primary cortices, frequently using very long 
trains of pulses (though see Moliadze et al. 2003; Moliadze et al. 2005). It is not clear how 
this relates to either pairs of pulses of short trains of pulses delivered online to higher 
order cortex used in this thesis. 
Given the fact that TMS induces a current in the brain, one might reasonably might ask 
where is this current induced, i.e. where is the locus of excitation? Considering that 
magnetic field  strength decreases rapidly with the square of the distance, it seems 
reasonable to expect that elements in the cortical mantle are preferentially affected, with 
minimal impact on sub-adjacent white matter. Indeed, this backed up by evidence from 
simulations of the effects of TMS on increasingly realistic whole heads (Wagner et al. 
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2004; Salinas et al. 2009) and somewhat less realistic phantom heads (containers filled 
with physiological saline solution) (Roth et al. 2007). Within the gray matter, mathematical 
modelling and empirical evidence suggest that excitation is most likely to occur at axonal 
bends, terminals and hillocks (where the cell body joins the axon), that is locations where 
the spatial derivative of the induced voltage exceeds a particular negative value 
(Tranchina and Nicholson 1986; Maccabee et al. 1993; Nagarajan and Durand 1995; 
Nagarajan and Durand 1996). Neurons with lower thresholds activate first and can 
propagate the excitation along the axons and therefore to connected regions (Rotem and 
Moses 2008). 
In order to understand what effect this excitation has on both the stimulated tissue and 
local and distant networked neurons, a small, but growing number of invasive animal 
studies have been conducted. The most common animal used in studies of TMS 
neurophysiology is the cat (Moliadze et al. 2003; Moliadze et al. 2005; Valero-Cabré et al. 
2005; Aydin-Abidin et al. 2006; Allen et al. 2007; Pasley et al. 2009). Following single, 
paired or rTMS stimulation of an area of cat cortex there is an early period of enhanced 
(but not necessarily coherent) activity (up until ~500msecs post-stimulation) and a later 
offline period of altered activity (from ~500msecs to a few seconds) (Moliadze et al. 2003; 
Moliadze et al. 2005; Valero-Cabré et al. 2005). For single- and paired- pulse TMS, there is 
decreased activity in this latter period while for rTMS the characteristics of this latter 
period are dependent on the stimulation frequency, with high and low frequency 
stimulation increasing and decreasing activity, respectively (Valero-Cabré et al. 2005). 
Furthermore, the timing of neuronal spiking in the area becomes decoupled from the 
ongoing oscillatory activity (Allen et al. 2007), and the spectral coherence and phase 
locking of the local field potentials are altered (Pasley et al. 2009). In other words, the 
temporal dynamics of neural activity are severely disordered, and these effects can persist 
for several minutes following termination of stimulation. Alterations in temporal dynamics 
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following stimulation have also been reported in humans using simultaneous TMS and 
EEG (Paus et al. 2001; Van Der Werf and Paus 2006), with the duration of the effect lasting 
from minutes to approximately one hour in the case of long trains of conventional or 
patterned TMS (Thut and Pascual-Leone 2010). The prolonged TMS induced change in 
neural activity, is suggestive of synaptic plasticity, and has also been reported in monkeys 
where long trains of conventional rTMS induced changes in cerebral glucose metabolism 
that lasted for a remarkable eight days (Hayashi et al. 2004). In addition, a number of 
studies have investigated the effect of TMS on rat brains both in vitro (Tokay et al. 2009) 
and in vivo (Aydin-Abidin et al. 2008; Trippe et al. 2009; Yue et al. 2009), showing that 
rTMS can induce long-term changes in expression of proteins intimately linked with 
neurotransmission and associated with synaptic plasticity. 
The short- and long-term effects of TMS are not limited to the target site. It is known that 
TMS effects from even single pulses can spread via anatomical connections beyond the 
site of stimulation (Fox et al. 1997; Ilmoniemi et al. 1997; Paus et al. 1997; Bestmann et al. 
2004; Hayashi et al. 2004; Denslow et al. 2005). The clearest example of this is that 
despite being separated by at least two synapses, a single suprathreshold pulse to the 
hand area of primary motor cortex (M1) produces a visible twitch in the muscles of the 
hand. By altering the activity in the target site, TMS may also have knock-on effects on 
other areas of the network.  
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Figure 2-2: The problem of the ratio of coil size to head size in animal TMS studies. Due to the limitations in coil design, 
coils used to stimulate animal brains are disproportionately large relative to human coils. From Arias-Carrion (2008), 
reprinted under the terms of the Creative Commons Attribution License. 
In summary, rTMS appears to induce complex changes in both the directly stimulated 
target area and the connected network, which may include long term changes in synaptic 
plasticity. It is important to note however, that these studies are typically investigating the 
effect of a large number of pulses of rTMS, with only two studies examining the effect of 
single and paired pulse TMS (Moliadze et al. 2003; Moliadze et al. 2005). Thus the 
protocols used correspond best to offline TMS – i.e. TMS that is specifically intended to 
induce medium and long term effects. In part this may reflect the urgent need to 
investigate how rTMS can be applied in clinical settings where long term effects are 
necessary for effective treatment. It remains to be seen whether these effects can occur 
during short trains of pulses that are commonly used in online TMS studies in humans and 
all experiments in this thesis. Furthermore, translating information derived from in vitro 
cell culture and in vivo animal studies to humans is highly problematic. For example, due 
33 
 
to constraints in coil design, the ratio of brain to coil size relative to that in humans differs 
considerably for cats, rats and even monkeys, leading to a serious loss of stimulation 
focality. Indeed, in the case of rat stimulation, the magnetic field may affect part of the 
rat’s body, in addition to the whole brain (Figure 2-2). Moreover, the animals are 
anaesthetised, and it is unclear how this may interact with stimulation. Finally, it should 
also be noted that as yet the design and safety requirements of experimental human 
studies are empirically determined (Wassermann 1998; Rossi et al. 2009) and as yet 
information from animal studies is only rarely incorporated. 
2.1.3 Magnetic fields and distance 
The strength of a magnetic field decreases exponentially with distance (Bohning et al. 
1997), which together with studies examining field distribution in phantom brains 
suggests that direct stimulation of cortical structures greater than a few centimetres from 
the scalp is not possible (structures other than the apices of  gyri) (Roth et al. 2007). 
However, the strength of the magnetic field is not the only parameter that influences the 
effect on the stimulated tissue: The shape of the magnetic field, the total area of 
stimulated cortex and that area’s local connectivity area likely all have some influence on 
the effect TMS has. Indeed, empirical studies have failed to demonstrate the expected 
exponential drop-off in magnetic field strength (Stokes et al. 2005; Stokes et al. 2007; 
Cukic et al. 2009). Newer coil designs, such as H-coils, may allow for deeper stimulation 
(Roth et al. 2002; Zangen et al. 2005) but as yet have not been extensively used. 
2.1.4 Stimulation intensities and motor thresholds 
As the magnetic field intensity decays rapidly with distance, successful stimulation of a 
target tissue depends on choosing an appropriate stimulation intensity. However, at 
present there is no consensus on the optimum way to do this. Some researchers use a set 
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intensity for all subjects in a study (e.g. Pitcher et al. 2007); however, given that there are 
likely to be intersubject differences in factors such as the depth of the target (McConnell 
et al. 2001) and the target area’s local connectivity  the minimum stimulation threshold is 
likely to vary across individuals and thus the choice of an arbitrary fixed stimulation 
intensity may lead to subjects being under- or over-stimulated. If the targeted area is 
under-stimulated, the probability that the TMS-induced current will affect processing is 
reduced. Over-stimulation increases the area of cortex being stimulated (Roth et al. 1991) 
and increases transynaptic current spread (Paus et al. 1997), potentially confounding 
interpretation of results. Furthermore, overstimulation increases the likelihood of adverse 
reactions to TMS, such as peripheral nerve stimulation and importantly increasing the 
possibility of seizure (Wassermann 1998).  
The alternative is to attempt to adjust the stimulation intensity for each participant in an 
experiment, most commonly by calibrating the stimulation intensity to a percentage of 
each participant’s motor threshold (MT). When TMS is applied over primary motor cortex 
(M1), the induced currents depolarise neurons in the corticospinal tract. If the intensity of 
stimulation is high enough, this results in a motor evoked potential (MEP) or a visible 
twitch in the muscle corresponding to the stimulated cortical area. The MT is often 
defined as the minimum TMS intensity that elicits a response (either MEP or twitch) in the 
contralateral thumb (abductor pollicis brevis) or index finger (first dorsal interosseous 
muscle) in at least 50% of the trials. MT is lowered by voluntarily contracting the muscle 
(active motor threshold) relative to the resting motor threshold (Devanne et al. 1997). 
Initial studies found no relationship between a subject’s MT and their phosphene 
threshold (the minimum intensity required to elicit phosphenes on 50% of trials of visual 
cortex stimulation), calling into the question the suitability of using MT as a means of 
calibrating intensity for areas outside M1 (Stewart et al. 2001; Antal et al. 2003; Gerwig et 
al. 2003). However, more recent work has shown that thresholds for motor and visual 
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cortices are correlated when the thresholding procedure is the same across sites (Deblieck 
et al. 2008), providing a validation of the use of MT-calibrated stimulation intensities in 
non-motor areas. An alternative approach, where the MT is scaled according to the 
difference in depth between M1 and the cortical site of interest, is also promising (Stokes 
et al. 2005; Stokes et al. 2007) though awaits empirical testing. 
2.1.5 Spatial resolution 
The focality of the induced current is affected by the shape of the stimulating coil, and 
while a circular coil generates the strongest magnetic field, the most commonly used coil 
is the figure-of-8 design (Ueno et al. 1988; Cohen et al. 1990; also referred to as double or 
butterfly coil). In the latter, the induced electric field under the intersection of the 8, 
sometimes referred to as the ‘hot spot’, is double the magnitude as that induced at the 
wings. For certain target sites and coil orientations, the wings may be sufficiently distant 
from the scalp that the magnetic field produced by them may be discounted. However, 
this may not always be the case and the field produced by the wings may be sufficient to 
induce unwanted current in peripheral muscles, nerves or possibly neural tissue 4 . 
Approximations of the actual extent of induced neural current can be obtained from 
mathematical three dimensional head models (Wagner et al. 2004) and phantom head 
simulations however these estimates do not provide information regarding the 
physiologically effective spatial resolution, i.e. the distance between two points where 
stimulation produces different responses. For example, though the area that experiences 
at least 90% of the maximum induced current is thought to be greater than 1cm2, using 
                                                     
4
 Indeed, stimulation of the neck muscles was sometimes experienced in the experiments in this thesis as 
the position and orientation of the coil meant that one wing was near the neck. When the coil was too close 
to the neck there was peripheral enervation of sternocleidomastoid and / or trapezius, which can be quite 
uncomfortable. 
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single pulse TMS it is possible to resolve sites less than 1cm apart in motor and premotor 
cortex (Brasil-Neto et al. 1992; Wilson et al. 1993; Schluter et al. 1999). It is likely that the 
effective spatial resolution will be affected by the stimulation intensity and protocol, with 
higher intensities and increasing number of pulses decreasing the resolving power. 
Nonetheless, sites as close as 2cm have been effectively resolved using short pulses of 
high frequency rTMS (Pitcher et al. 2007). The effective spatial resolution will also be 
affected by properties of the stimulated tissue, including the orientation of neurons, the 
areas local and distant connectivity, as well as the pre-existing activation state of the 
network, though to what extent is unknown.  
2.1.6 Temporal resolution 
It is important to do distinguish between the time that the neural effects persist from the 
time that the behavioural effects persist. As discussed above, invasive animal studies 
suggest that changes in neural activity induced by single, paired or repetitive TMS may 
persist for greater than 500msecs, however, the effect on behaviour in humans is 
considerably shorter than this. For example, using single and paired pulse TMS it is 
possible to show disruption in a task (for example increased RTs) during a particular time 
window much smaller than half a second. For example, a single pulse TMS significantly 
impairs semantic processing when it is delivered at 250msec post-stimulus onset, but not 
200msec or before nor 300msec and onwards (Devlin et al. 2003a). Paired pulse TMS to 
the frontal eye fields impairs stimulus discriminability when the pair of pulses occurs at 40 
and 80msec, but not at 0 and 40 or 80 and 120msec onwards (O'Shea et al. 2004). These 
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studies suggest that the effective temporal resolution of TMS is approximately 40-50msec5, 
though this is likely to be dependent on the stimulation parameters and properties of the 
stimulated tissue.  
2.1.7 Unwanted effects of TMS and Safety 
In addition to the desired neural effects, TMS also has ancillary effects including 
somatosensory stimulation of the scalp under the coil, an audible ‘click’ noise and the 
possibility of peripheral muscle involvement (which all increase with stimulation intensity). 
Any or all of these may influence the participant’s behavioural, confounding interpretation 
of the results (Walsh and Rushworth 1999). A major disadvantage of TMS is the lack of a 
truly effective sham-TMS technique, though sham-coils that attempt to replicate the 
ancillary effects have been developed (Rossi et al. 2007; Hoeft et al. 2008; Jeffrey et al. 
2008) but are not yet in general use and may never be able to replicate the ancillary 
effects of TMS without the magnetic field. However, various strategies are employed to 
minimise the ancillary effects. First, ear-protection can minimise the effect of the clicking 
sound (and in doing so, provide valuable ear protection, especially if the coil is near the 
subject’s ear). Second, researchers commonly use a number of different control 
conditions. A control site, such as the vertex, can help demonstrate that the effects of 
interest are specific to a given site and not a general property of TMS delivered anywhere 
on the head, while control tasks can be used to prove that the TMS effect is selective and 
not just a general impairment or facilitation in performance. Timing controls, that is, 
                                                     
5
 As noted above, invasive animal studies have reported altered neural function for a period of minutes to 
even days  (Moliadze et al. 2003; Hayashi et al. 2004; Moliadze et al. 2005; Valero-Cabre et al. 2005; Allen et 
al. 2007; Pasley et al. 2009) that appears at odds to the reports of effective temporal resolution in the tens 
of milliseconds. However, these prolonged changes in neural activity may at least in part be explained by the 
considerable difference in the ratio of coil size to brain size, the use of anaesthetic and the large number of 
pulses delivered. 
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showing that a TMS effect is specific to a point in time are possibly the most convincing 
TMS controls, since the location (and thus subjective experience) and task (and thus 
difficulty) remain constant.  
As long as correct screening and safety procedures are followed, TMS is considered to be 
safe (Wassermann 1998; Rossi et al. 2009) and generally involves only minimal discomfort. 
However, on occasion, particularly at higher intensities or when stimulating an area in 
proximity to muscles or peripheral nerves, TMS can cause discomfort or pain. Screening 
and safety procedures aim to minimise the risk that an adverse reaction to TMS occurring 
but in the event that a problem arises, stimulation must be terminated immediately 
followed by an assessment of the situation and possible contacting of first aiders or 
emergency services, as laid down by the laboratory guidelines. 
2.2 General procedures used in this thesis 
All TMS experiments in this thesis tested ventral occipito-temporal cortex (vOTC) and used 
a common set of basic procedures. Rather than detail these procedures repeatedly in 
every chapter, they are described below. Each chapter therefore describes only the 
methodological components specific to the experiment being presented. 
In all experiments after Chapter 3, Experiment 1, participants were invited to attend a 
short TMS ‘pre-test’, where they received a short introduction to TMS, were able to ask 
any questions they had and were able to experience rTMS over both vertex and ventral 
occipito-temporal sites (Lambon Ralph, M., Personal communication, 2009). This helped 
allay anxiety and identified subjects who experience considerable muscle involvement 
before they participated in the fMRI session. Before receiving any TMS, all subjects had 
the opportunity to read information sheets about TMS and fMRI (see Appendix A). If they 
were happy to participate, they completed screening forms that ensured that there were 
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no contraindications for TMS or fMRI (see Appendix B), for example, the possibility of 
metal in the body, any personal or family history or seizures etc. 
A Magstim Rapid2 stimulator (Magstim, Whitland, UK) with a 70mm figure-of-eight coil 
was used to deliver the stimulation in every TMS experiment in this thesis. In addition, a 
frameless stereotaxy system (Brainsight software, Rogue Research, Montreal, Canada) 
was used with a Polaris Vicra infrared camera (Northern Digital, Waterloo, Ontario, 
Canada) to accurately target stimulation. In all experiments and for all sites, the coil was 
positioned and held in place by hand, while the trajectory of the magnetic field was 
monitored continuously using Brainsight. All stimulation intensities were individually 
calibrated based on the participant’s motor threshold (MT).  The stimulation intensity in 
Chapter 3, Experiment 1 was 110% of MT and 100% of MT in all other experiments. MT 
was defined as the intensity necessary to produce a visible twitch in the muscles of the 
right hand in 5 trials out of 10 during primary motor cortex (M1) stimulation. The hand 
area of motor cortex was identified anatomically according to the method of Yousry et al 
(1997) and verified by finding the location which produced a twitch in the right hand. 
There is considerable inter-subject variability in the location of reading- and object- 
induced activity within the visual stream (Wright et al. 2008; Duncan et al. 2009). 
Consequently, although there are a number of options for choosing the target for 
stimulation, methods that do not take this variability into account, such as using standard 
space coordinates from published imaging studies, or using heuristic methods such as the 
10-20 system, are suboptimal and require higher stimulation intensities and / or larger 
numbers of subjects (Sparing et al. 2008; Sack et al. 2009). There are two methods that 
can be used to functionally localise target sites in individuals. The first, TMS localisation, 
involves using short TMS experiments, stimulating a series of sites within an anatomical 
region of interest using an independent but related task. The site that shows a consistent 
impairment in performance is chosen as the target for the main experiment (Devlin et al. 
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2003a; Gough et al. 2005; Ellison et al. 2007; Taylor et al. 2007; Pattamadilok et al. 2010). 
The second, fMRI localisation, involves using a short fMRI experiment to localise the target 
in each participant. Although TMS localisation has a number of advantages, including cost-
effectiveness and time efficiency, it involves additional stimulation. If the site being 
stimulated is prone to muscle involvement, for example, ventral sites, additional 
stimulation can be undesirable. For these target sites, fMRI localisation is the optimal 
solution.  
Consequently, in all experiments in this thesis, fMRI was used to functionally localise 
reading- and object- sensitive areas in the ventral visual stream. All of the TMS subjects 
participated in a single fMRI session that involved visual word recognition in order to 
functionally localise left vOTC. A lateral region sensitive to visual objects, often called 
lateral occipital complex (LOC) (Malach et al. 1995; Grill-Spector et al. 1999) was localised 
in participants in Chapter 3 and right vOTC was localised in participants in Chapter 5. Two 
tasks were used to this end: The majority of subjects completed a one-back task with four 
categories of visual stimuli: written words, pictures of common objects, scrambled 
pictures of the same objects, and consonant strings / faces6. The remaining subjects 
completed a lexical decision task as part of a separate fMRI study of reading. In both cases, 
we collected approximately 20 minutes of imaging data, spread over two equal length 
runs. Both groups were scanned on a Siemens 1.5 Tesla MR scanner at the Birkbeck-UCL 
Centre for Neuroimaging (BUCNI) in London. The functional data were acquired with a 
gradient-echo EPI sequence (TR = 3sec; TE = 50msec, FOV = 192 × 192, matrix = 64 × 64) 
giving a notional resolution of 3 × 3 × 3mm. In addition, a high-resolution anatomical scan 
                                                     
6
 Note that consonant strings were originally intended to serve as a baseline condition for words analogous 
to scrambled pictures for objects. However, this contrast did not result in reliable activation in individuals. 
Consonant strings were replaced by faces as part of the investigation of functional localisers reported in 
Chapter 7. 
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was acquired (T1-weighted FLASH, TR = 12msec; TE = 5.6msec; 1mm3 resolution) for 
anatomically localising activations in individuals.  
Image processing was carried out using FSL 4.0 (www.fmrib.ox.ac.uk/fsl). To allow for T1 
equilibrium, the initial two images of each run were discarded. The data were then 
realigned to remove small head movements (Jenkinson et al. 2002), smoothed with a 
6mm FWHM Gaussian kernel and pre-whitened to remove temporal auto-correlation 
(Woolrich et al. 2001b). The resulting images were entered into a general linear model 
with either four conditions of interest (corresponding to the four categories of visual 
stimuli) in the one-back task or two conditions (words and pseudowords) in the lexical 
decision task. Trials were convolved with a double gamma “canonical” hemodynamic 
response function (Glover 1999) to generate the main regressors. In addition, the 
estimated motion parameters were entered as covariates of no interest to reduce 
structured noise due to minor head motion. The linear contrast of [Words > Fixation] 
identified reading-sensitive areas for both tasks, while that of [Objects > Scrambled 
objects] identified LOC. First level results were registered to the MNI-152 template using a 
12-DOF affine transformation (Jenkinson and Smith 2001) and a subsequent second level, 
fixed-effects model combined the two first level runs into a single, subject-specific analysis. 
This was then transformed into the participant’s native structural space. For each contrast, 
the peak voxel in the region of interest was used as the target for TMS. The regions of 
interest corresponded to grey matter of the posterior portion of fusiform gyrus (FG), 
occipito-temporal sulcus (OTS), and medial parts of the inferior temporal gyrus (ITG) for 
vOTC (Price et al. 1994; Price et al. 1996; Herbster et al. 1997; Rumsey et al. 1997; Fiez and 
Petersen 1998; Fiez et al. 1999; Shaywitz et al. 2004) and lateral posterior FG, posterior 
OTS and lateral parts of posterior ITG (Malach et al. 1995; Grill-Spector et al. 1999) for LOC. 
During stimulation of vOTC and LOC, the coil was held behind the participant’s ear with 
the handle parallel to the ground and pointing posteriorly. As the coil was in close 
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proximity to the ear, all participants used an earplug to attenuate the noise of the TMS 
discharge. If stimulation resulted in unacceptable levels of muscle involvement, it was 
often possible to alter the coil position and orientation such that the relevant site was still 
being accurately targeted but muscle involvement was reduced. Typically, this involved 
ensuring that the lower wing of the coil was not in contact with the neck, as this results in 
peripheral enervation of the neck muscles, sternocleidomastoid and / or trapezius. In 
addition, due to the curvature of the head, it is also possible to move the coil in the 
anterior-posterior axis while still stimulating the same target. However, when it was not 
possible to accurately stimulate the target without unacceptable muscle involvement the 
session was stopped.  
The vertex was defined anatomically using Brainsight as the highest midline point on the 
scalp. During stimulation of vertex, the coil was held flat on the participant’s head with the 
handle pointing posterior. Vertex stimulation was almost universally tolerated however, 
there were a small number of occasions where a peripheral nerve was stimulated. In these 
cases, the coil was repositioned such that the nerve was not affected.  
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3 Feasibility and specificity of ventral occipito-temporal cortex 
stimulation 
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3.1 Introduction 
A region in ventral occipito-temporal cortex (vOTC), encompassing mid-fusiform and the 
adjacent occipito-temporal sulcus (OTS), has become the focus of considerable debate. 
The uncertainty regarding the area’s contribution to visual word recognition highlights the 
need for a method to temporarily and non-invasively perturb the information processing 
in this area to investigate the causal relations between activation and reading. 
Transcranial magnetic stimulation (TMS) would seem to offer such a tool (Barker and 
Jalinous 1985; Pascual-Leone et al. 1999; Sack 2006), but is frequently assumed that 
vOTC’s location on the ventral surface of the brain makes it inaccessible to TMS (for 
example, Simos et al. 2008). There are, however, reasons to doubt this assumption: First, 
although the majority of the fusiform lies on the ventral surface, the portion within the 
ventral occipito-temporal area lies more laterally, closer to the skull. In fact, occipito-
temporal sulcus (OTS), which separates the gyrus from inferior temporal gyrus (ITG), 
frequently merges with inferior temporal sulcus, exposing the lateral aspect of the 
fusiform gyrus (Figure 3-1). Secondly, TMS is capable of penetrating to a greater depth 
than is frequently thought. For instance, there is no doubt that the hand area of primary 
motor cortex can stimulated as it is possible to witness the resulting contraction in the 
hand and record the TMS evoked motor evoked potential (Barker and Jalinous 1985; 
Pascual-Leone et al. 1994; Rothwell 1997). Previous work has suggested that the depth of 
M1 ranges from 15mm to greater than 25mm (McConnell et al. 2001; Stokes et al. 2005; 
Herbsman et al. 2009). However these measurements are from the scalp to the cortical 
surface but the hand area of M1 is not on the crest of the gyrus but on the posterior bank 
of the pre-central sulcus, and thus is deeper than commonly assumed (Yousry et al. 1997). 
In other words, TMS has an effective depth of 2-3cm and since the critical region of vOTC 
is relatively close to the scalp, the possibility of stimulating vOTC is worth exploring. 
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Figure 3-1: Anatomy of ventral occipito-temporal cortex. Note that in this subject, the fusiform gyrus and occipito-
temporal sulcus are exposed. ITG = inferior temporal gyrus, OTS = occipito-temporal sulcus, FG = fusiform gyrus. 
Permission to reproduce this figure has been granted by Elsevier. 
In order to convincingly demonstrate vOTC stimulation, any effect of TMS must be robust 
and specific. Robustness implies an observable and reliable effect present in the majority 
of participants. However, unlike motor cortex, where TMS elicits a visible response, 
stimulation of most brain areas produces no overt effect and therefore requires a task 
that produces a suitable dependent measure, changes in which can index the effect of 
stimulation. When rTMS is used, successful stimulation typically results in an impairment 
in behavioural performance, and although rTMS induced decreases in accuracy have been 
observed (e.g. Pitcher et al. 2007), stimulation most commonly elicits an increase in RTs 
(Göbel et al. 2001; Rushworth et al. 2001; Gough et al. 2005; Manenti et al. 2008; Sandrini 
et al. 2008). Therefore the experiment aimed to test the feasibility of ventral occipito-
temporal stimulation during a visual lexical decision task. Although there are a number of 
tasks that involve visual word recognition and engage vOTC, the lexical decision was 
chosen because it is most frequently used in cognitive studies of visual word recognition. 
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Although accuracy on this task tends to be near ceiling levels and is therefore not typically 
affected by experimental manipulations, it is easy to elicit robust reaction time (RT) effects. 
In addition, in order to attribute the observed effect to successful disruption of ventral 
occipito-temporal processing any effects must be both stimulus- and site- specific, that is 
not a general non-specific effect such as intersensory facilitation (Terao et al. 1997). To 
demonstrate this specificity, control stimuli and control sites were included. Successful 
stimulation is demonstrated by showing a behavioural impairment in responses to the 
experimental conditions during ventral occipito-temporal stimulation but crucially not in 
responses to the control condition or during stimulation of the control site. 
 The stimuli consisted of lexical and non-lexical items. For lexical items, low and high 
frequency words were treated separately because some imaging studies have shown 
greater vOTC activation for low than high frequency words (Chee et al. 2003b; Kronbichler 
et al. 2004), suggesting that the effect of stimulation may be modulated by frequency. 
Non-lexical items included both pronounceable pseudowords and consonant strings. 
Pseudowords were included to ensure that the subjects genuinely read the stimuli rather 
than performing the task based on sub-lexical properties (such as the presence of 
orthotactically illegal consonant clusters or absence of vowels). As pseudowords elicit 
robust activation in the area (Fiez et al. 1999; Hagoort et al. 1999; Xu et al. 2001; Fiebach 
et al. 2002; Bellgowan et al. 2003; Binder et al. 2003; Mechelli et al. 2003; Binder et al. 
2005a; Binder et al. 2005b; Lee et al. 2010), I anticipated that TMS might also interfere 
with pseudoword responses. Consequently, consonant strings were included as an 
additional control condition because they elicit minimal vOTC activation (Cohen et al. 
2002) and were not expected to be affected by stimulation. Testing such a wide range of 
stimuli maximises the possibility of detecting an effect. This is important because no TMS 
effect would be observed if vOTC is not causally involved in the processing of a particular 
stimulus, even in the event of successful stimulation (Postle et al. 2006).  
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Two control sites were used: the vertex and the lateral occipital complex (LOC). The vertex 
is far removed from reading-related brain areas and stimulation in this region is easily 
tolerated by all participants. Consequently stimulation was not expected to result in 
impairments in performance in any condition in the lexical decision. However, due to the 
arrangement of scalp muscles, the subjective experience of stimulation of the vertex is 
likely to be noticeably different from that of vOTC where stimulation can produce 
peripheral enervation of the temporalis muscle. Therefore disruption of responses during 
vOTC but not vertex, may be the result of the phenomenological experience of ventral 
TMS. In other words, slowdowns at vOTC may be a consequence of distraction due to 
peripheral muscle stimulation. Unlike the vertex, stimulation of LOC, which is located on 
the lateral surface of occipito-temporal cortex (Malach et al. 1995; Kanwisher et al. 1996; 
Grill-Spector et al. 1998; Grill-Spector et al. 1999), is expected to produce comparable 
peripheral muscle stimulation, meaning that the subjective experience of stimulation of 
the area is likely to be similar to that of vOTC. Consequently, disruption during vOTC but 
not LOC stimulation would be strongly suggestive of site-specificity, ruling out the 
possibility that the effect is driven by peripheral stimulation effects. On the other hand, 
visually presented words activate LOC (Price et al. 2006; Wright et al. 2008; Duncan et al. 
2009), although unlike vOTC, the region does not appear to be sensitive to the lexical 
status or frequency of a letter string (Hagoort et al. 1999; Fiebach et al. 2002; Binder et al. 
2003; Kuo et al. 2003; Mechelli et al. 2003; Kronbichler et al. 2004; Lee et al. 2004; Binder 
et al. 2005a; Binder et al. 2005b; Carreiras et al. 2006; Hauk et al. 2008) and lesions to the 
area are not associated with reading impairment (Philipose et al. 2007). As such, its 
suitability as a control site is unclear because LOC stimulation may (or may not) affect 
visual word recognition.  
In summary, Experiment 1 examined the feasibility of ventral occipito-temporal 
stimulation. Stimulation was delivered during a visual lexical decision involving high and 
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low frequency words, pseudowords and consonant strings. If ventral occipito-temporal 
stimulation is successful, the neuroimaging data suggests that the resulting disruption will 
slow the responses to high and low- frequency words and pseudowords without affecting 
responses to consonant strings. These impairments in performance will not occur during 
stimulation of vertex, where I expect no TMS effect or a non-specific intersensory 
facilitatory effect that is not stimulus-specific. 
3.2 Experiment 1 
3.2.1 Methods 
Participants. 14 participants (7M, 7F, aged 19 to 38, mean = 25) took part. All were right 
handed, native English speakers with normal or corrected to normal vision. None had any 
form of dyslexia, a personal history of neurological disease, or a family history of epilepsy 
according to self-reports. Each gave informed consent after the experimental procedures 
were explained. The experiments were approved by the Berkshire NHS Research Ethics 
Committee. 
Functional imaging. All participants completed a 1-back task during fMRI scanning in order 
to localise the precise region of vOTC and LOC to target with TMS in each individual (Table 
3-1). The details of the fMRI scans are given in Chapter 2. 
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Table 3-1: Peak coordinates for the contrasts [Words > Fixation] and [Objects > Scrambled Objects] in vOTC (left) and 
LOC (right) respectively, in MNI space. Each individual’s peak was used as their target for TMS. 
Subject 
vOTC  LOC 
MNI Coordinates 
Z-score 
 MNI Coordinates 
Z-score 
x y z  x y z 
1 -44 -49 -27 10.6  -49 -74 -2 7.5 
2 -44 -73 -16 7.1  -47 -77 -4 7.2 
3 -40 -55 -17 4.6  -52 -77 -1 6.6 
4 -41 -57 -22 4.2  -43 -80 -6 7.5 
5 -39 -55 -17 11.1  -38 -76 -8 4.1 
6 -37 -57 -16 2.1  -40 -70 -10 2.0 
7 -46 -59 -12 6.3  -46 -73 -2 8.7 
8 -43 -68 -11 9.5  -45 -80 -9 7.5 
9 -45 -69 -12 12.2  -44 -85 -5 10.1 
10 -37 -58 -14 10.9  -45 -83 -7 12.1 
11 -47 -67 -5 10.9  -49 -77 -8 6.0 
12 -49 -60 -14 5.2  -43 -81 -3 6.2 
13 -41 -66 -18 9.4  -41 -80 -10 12.4 
Mean -43 -61 -15 8.1  -45 -78 -6 7.5 
SEM 1.0 1.9 3.4 0.9  1.1 1.2 0.9 0.8 
 
Task and stimuli. Participants performed a visual lexical decision task while rTMS was 
delivered to one of three target sites. The lexical decision consisted of four conditions, 
each comprising 100 items: low frequency words (1-10 occurrences per million), high 
frequency words (20-650 occurrences per million), pronounceable pseudowords (e.g. 
“glats”) and unpronounceable consonant letter strings (e.g. “btfj”). Table 3-2 shows that 
the two lexical conditions differ significant in frequency and also in familiarity, which is 
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unsurprising given that the two properties are highly correlated (Noble 1954; Smith and 
Dixon 1971). Importantly, however, the stimuli were well matched across conditions in 
prelexical properties which crucially included bigram frequency. Word frequency values 
were obtained from the Celex database of British written English (Baayen et al. 1993), 
while bigram frequencies and familiarity values were obtained from N-Watch (Davis 2005). 
Table 3-2: Experiment 1. Mean psycholinguistic properties per condition with standard error in parenthesis. HF = high 
frequency words, LF = low frequency words. 
 HF Words 
LF 
Words 
Pseudo 
words 
Consonants t / F p 
Frequency 107 (12.5) 5 (0.3) - - 8.11 <0.001 
Familiarity 546 (4.3) 484 (6.6) - - 9.21 <0.001 
Bigram 
frequency 
1344 
(100) 
1213 
(92) 
1397 
(99) 
- 0.84 0.435 
No. of syllables 1.5 (0.1) 1.5 (0.1) 1.5 (0.1) - 0.37 0.693 
No. of Letters 5.2 (0.1) 5.1 (0.1) 5.1 (0.1) 5.1 (0.1) 0.26 0.853 
 
To avoid repeating stimuli within a testing session, five versions of the lexical decision 
were created (each comprising 20 items per condition) and matched for written word 
frequency (overall and separately for both low and high frequency items), rated familiarity, 
letter length, number of syllables and bigram frequency. The order of the versions was 
balanced across subjects and stimulation sites. In addition, an independent set of items 
was used for practice. 
The details of the TMS apparatus and the method used to localise target sites were 
reported in the General Methods. Repetitive TMS was pseudorandomly delivered on half 
of all trials. Pulses were delivered at 100, 200, 300, 400 and 500msec post-stimulus onset 
(i.e., 10Hz for 500msec). The intensity was set to 110% of the subject’s motor threshold as 
measured by a visible twitch of the hand. This measure consistently results in higher 
estimates than motor thresholds measured with motor evoked potentials and therefore is 
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a very conservative measure in the sense that it ensured sufficient intensity to stimulate 
motor cortex (Conforto et al. 2004). This value was increased by an additional 10% in the 
main experiment to ensure sufficient intensity to reach vOTC. Even so, this was well within 
established safety limits (Wassermann 1998; Rossi et al. 2009). This general protocol has 
been widely used to temporarily interfere with processing in relatively focal cortical zones 
(Göbel et al. 2001; Rushworth et al. 2001; Gough et al. 2005; Skarratt and Lavidor 2006; 
Manenti et al. 2008; Pitcher et al. 2008; Sandrini et al. 2008). In summary, then, the 
experiment used a within-subject design with Site (vOTC, vertex, LOC), Stimulus (high 
frequency words, low frequency words, pseudowords, consonant strings), and TMS (none, 
rTMS) as independent factors. 
Procedure. Each trial began with a fixation cross displayed for 500msec, followed by a 
visual letter string for 200msec and then a blank screen for 2300msec, giving a total 
duration of 3sec. Subjects indicated whether the letter string formed a real word in 
English or not by pressing a button using either their right or left index finger. Responses 
were fully counter-balanced for response hand across subjects. Accuracy and RTs were 
recorded. 
The three stimulation sites were tested sequentially in a single session with their order 
counter-balanced across subjects. A session began by measuring the participant’s motor 
threshold. The participant then performed a practice session of the lexical decision 
experiment without any TMS to familiarise them with the task. Next, one of the three 
testing sites was chosen and the participant was introduced to the sensation of rTMS at 
that site. After familiarisation with the sensation, the participant performed a practice 
session with rTMS pseudorandomly delivered on half of the trials to get used to 
performing the task with concurrent rTMS. Stimulation of vOTC and LOC was associated 
with stimulation of the temporalis and / or sternocleidomastoid muscles and in addition, 
often produced a unilateral facial twitch. When asked afterwards, participants were 
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unable to distinguish the sensation of stimulation from the two temporal lobe sites. In 
contrast, stimulation of the vertex did not produce any muscle twitches and was easily 
distinguished. After familiarisation with the sensation, the participant performed a 
practice lexical decision run with rTMS to get used to performing the task with concurrent 
rTMS. Finally, they completed the lexical decision experiment for the given site using one 
of the five stimulus versions. The procedure was then repeated for the other two testing 
sites using different stimulus versions. At each location, including finding motor threshold, 
the location and orientation of the coil was recorded for later analyses. Finally, the 
distance from the scalp to these three targets was measured for each subject to evaluate 
differences relating to accessibility. In each case, the distance between the target and the 
scalp was measured using Brainsight along the trajectory of stimulation.  
Analyses. RTs were measured from the onset of the target. Responses times shorter than 
300msec were considered too fast to represent genuine responses but rather anticipatory 
responses or delayed responses from the previous trial. Consequently these were 
trimmed, amounting to 0.2% of the data. To minimise the effect of outliers in the RT data, 
median RTs for correct responses per condition per subject were used in the statistical 
analyses (Ulrich and Miller 1994). Analyses of variance (ANOVA) were used to test for 
effects of interest, and post-hoc comparisons used two-tailed paired t-tests were used 
with Bonferroni corrections for multiple comparisons.  
The disruption induced by the 10Hz, 500msec protocol is typically specific to a particular 
subset of conditions (i.e. not the control stimuli, or site). So when large inhibitory TMS 
effects are present across conditions, these are likely to result from the non-specific 
effects of TMS such as: i) anxiety about the stimulation, ii) a priori “knowledge” that TMS 
slows responses, or iii) strong peripheral muscle stimulation that the participant finds 
impossible to ignore. In all three cases, the effect size and distribution across conditions is 
clearly different from the normal pattern and is easily identified and excluded. The data 
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from one participant fitted these criteria for physiologically implausible TMS effects as 
their RT effects for vOTC stimulation were on average 173msec slower than no TMS trials 
across all conditions. This was more than double the next largest effect, over 100msec 
outside the range of the other participants, and present across conditions, suggesting they 
were primarily due to peripheral, rather than central, effects of TMS. Consequently these 
data were excluded from further analyses. 
3.2.2 Results 
Because vOTC is generally regarded as inaccessible to TMS due to its depth, I began by 
explicitly measuring the distance from the scalp to the most highly activated voxels within 
vOTC and LOC used to target the stimulation. The distance was measured along the 
trajectory of the magnetic field and therefore reflects the distance between the coil and 
the stimulated region of cortex (Figure 3-2). The distance to the hand area of primary 
motor cortex was measured as a comparison. Because we did not functionally localise this 
using fMRI, the “omega knob” was marked independently by myself and my supervisor 
using anatomical criteria (Yousry et al. 1997) and the mid-point of these voxels was used 
to compute the distance from the scalp along the stimulation trajectory. The results for all 
subjects are shown in Table 3-3. On average, the depth of vOTC was 26.3mm which was 
not significantly different from the M1 hand area at 27.2mm (t(13)= 1.0, p = 0.684), 
suggesting the two are equally accessible to TMS. LOC, on the other hand, was 
significantly closer to the scalp than M1 with an average depth of only 20.5mm 
(t(13) = 5.2, p < 0.001), confirming its accessibility. It is worth noting, however, that 
because M1 was localised anatomically while vOTC and LOC were localised with fMRI, the 
depth measurements are not fully compatible. Even so, the results suggest that the depth 
of vOTC is roughly equal to that of hand area of M1. 
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Table 3-3: Distances (in mm) from scalp to target stimulation site 
Region 
Participant Mean 
(SEM) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
vOTC 24 32 29 26 28 25 31 22 30 26 25 21 21 28 
26.3 
(0.9) 
M1 25 33 29 25 28 26 31 21 30 25 25 29 30 24 
27.3 
(0.9) 
LOC 23 26 17 29 21 21 28 23 17 13 21 16 19 23 
21.3 
(1.1) 
 
 
 
Figure 3-2: Sites and trajectories of TMS stimulation. Because the trajectories do not necessarily correspond to 
canonical orientations, these slices were chosen from three different participants as they were closest to coronal 
views and thus, most familiar. On each slice, the target voxel is marked with a filled circle along the trajectory (grey 
line) of maximum stimulation. A second gray line outside of the head indicates the orientation of the coil. The depth 
(in mm) measured from the scalp to the stimulation target is marked with an arrow. In addition, a number of 
anatomical landmarks are labelled: FG = fusiform gyrus, OTS = occipito-temporal sulcus; PS = principle sulcus of the 
cerebellum; and ITG = inferior temporal gyrus. Note the trajectory of stimulation for ventral occipito-temporal cortex 
involves minimal cerebellar and inferior temporal gyrus stimulation. Images are not to scale. Permission to reproduce 
this figure has been granted by Elsevier. 
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In the main lexical decision experiment, overall accuracy levels were 95%, indicating that 
subjects had no difficulty performing the task. Accuracy scores (Figure 3-3) were entered 
into a 3  4  2 repeated-measures ANOVA examining the effects of Site (vOTC, vertex, 
LOC), Condition (consonant strings, pseudowords, low frequency words, high frequency 
words) and TMS (none, rTMS). The only significant main effect was for Condition 
(F(3,39) = 14.0, p < 0.001), indicating that subjects were significantly less accurate for 
pseudowords (91%) than high frequency words (97%; t(13) = 6.0, p = 0.01) and consonant 
strings (98%; t(13) = 7.4, p = 0.003 ) but only numerically less for low frequency words 
(93%; t(13) = 2.6, p = 0.478). There was no main effect of TMS and no significant 
interactions, indicating the presence of TMS did not significantly affect accuracy. 
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Figure 3-3: Mean accuracy (%) for rTMS to ventral occipito-temporal cortex (top), vertex (middle), and LOC (bottom) 
across the four stimulus conditions in Experiment 1 for no TMS (dark bars) and TMS (light bars). Cons = consonant 
letter strings, Pseudo = pronounceable pseudowords, LF = low frequency words, HF = high frequency words, 
vOTC = ventral occipito-temporal cortex, and LOC = lateral occipital complex. Error bars represent standard error of 
the mean, adjusted to accurately reflect the variance in a repeated-measures design (Loftus and Masson 1994). 
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The RT results are shown in Figure 3-4 and were analysed with the same omnibus ANOVA. 
There was a main effect of Condition (F(3,39) = 51.1, p < 0.001) indicating that as expected, 
the four types of stimuli differed in difficulty, with consonant letters strings the easiest 
(471msec), followed by high frequency words (517msec), low frequency words (550msec), 
and then pseudowords (624msec). In addition, there was a significant Condition  TMS 
interaction (F(3,39) = 5.5, p = 0.003) demonstrating that on average, rTMS decreased RTs 
across stimulation sites for pseudowords (634 vs. 613msecs) but increased RTs for low 
frequency words (543 vs. 558msecs). Interestingly, the facilitation effect on pseudowords 
was consistent for all three sites, whereas TMS interfered with low frequency words at the 
vOTC and LOC sites but facilitated responses at the vertex. Surprisingly, the three-way 
interaction was not significant, probably due to insufficient power given the complexity of 
the design (i.e. four stimulus conditions and three testing sites). Even so, Figure 3-4 shows 
that the response profiles to TMS were different across sites and consequently, I chose to 
investigate these further.  
In order to investigate these difference response profiles, I conducted a 2-way repeated 
measures ANOVA for each site. The main effect of Condition was present for all sites. For 
the vOTC site, there was no main effect of TMS (F(1,13) = 0.6, p = 0.449) but a significant 
Condition  TMS interaction (F(3,39) = 3.7, p = 0.021). Planned comparisons revealed that 
TMS selectively slowed responses to low frequency words (+34msecs, 
t(13) = 2.8, p = 0.017) without significantly affecting the other conditions. The response 
profile for stimulation of the vertex, on the other hand, looked very different. Here, there 
was a significant main effect of TMS (F(1,13) = 6.2, p = 0.027) but no significant interaction 
(F(3,39) = 1.8, p = 0.160). Planned comparisons showed a significant TMS-induced speed-
up for both pseudowords (–34msecs, t(13) = 2.7, p = 0.018) and high frequency words (–
24msecs, t(13) = 2.9, p = 0.012), although both low frequency words and consonants were 
numerically faster as well. In other words, TMS of the vertex appeared to have a non-
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specific, inter-sensory facilitation effect (Terao et al. 1997). Finally, stimulation at LOC 
produced neither a significant main effect of TMS (F(1,13) = 0.6, p = 0.458) nor an 
interaction (F(3,39) = 1.5, p = 0.217), although low frequency words showed a non-
significant slowdown of +14msec (t(13)=1.0, p = 0.327) similar to that seen in vOTC. 
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Figure 3-4: Mean RTs (in msec) for rTMS to ventral occipito-temporal cortex (top), vertex (middle), and LOC (bottom) 
across the four stimulus conditions in Experiment 1 for no TMS (dark bars) and TMS (light bars). Cons = consonant 
letter strings, Pseudo = pronounceable pseudowords, LF = low frequency words, HF = high frequency words, 
vOTC = ventral occipito-temporal cortex, and LOC = lateral occipital complex. Error bars represent standard error of 
the mean, adjusted to accurately reflect the variance in a repeated-measures design (Loftus and Masson 1994). * 
indicates a significant TMS effect at p < 0.05. 
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3.2.3 Discussion 
There are two main findings of the current experiment. First, the depth of vOTC is on 
average no deeper than the hand area of primary motor cortex, which is easily accessible 
with TMS (Barker and Jalinous 1985; Pascual-Leone et al. 1994; Rothwell 1997). Second, 
stimulation of vOTC selectively slowed response times to low frequency words. This 
pattern was noticeably different than the non-specific facilitation effect seen for vertex 
stimulation but qualitatively similar to the pattern at LOC. 
The specific region of vOTC associated with reading is typically centred on the occipito-
temporal sulcus and spreads medially onto the posterior fusiform gyrus (Ben-Shachar et al. 
2007; Wright et al. 2008). This area lies at a complex junction between the inferior 
temporal and fusiform gyri, just superior and lateral to the principle fissure of the 
cerebellum (see Figure 3-1 and 3-2). As a result, it is possible to orient the TMS coil such 
that the line of maximum stimulation runs between the cerebellum and inferior temporal 
gyrus and targets the occipito-temporal sulcus. Due to the smoothly varying topology of 
the magnetic field generated by a figure-of-eight coil, there is likely to be some 
stimulation of both inferior temporal gyrus and of cerebellar lobule VI, but the maximum 
effect targets the occipito-temporal sulcus and lateral posterior fusiform gyrus. Since the 
scalp-to-target distances for vOTC and hand area of M1 are essentially equivalent, the 
stimulation intensity necessary to affect the former can be estimated based on motor 
thresholds. Here we used a fairly conservative measure of motor threshold (i.e. a visible 
muscle twitch) but lower values based on motor evoked potentials may be sufficient and 
would help to reduce both the auditory and somatosensory effects of stimulating this 
region.  
That TMS of vOTC resulted in a slowdown in 12 out of 14 participants demonstrates the 
robustness of the effect. Stimulation slowed responses to low frequency words, while 
responses to high frequency words showed a non-significant slowdown. In contrast, 
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stimulation of vOTC had no effect on responses to pseudowords or consonants strings. In 
other words, the results demonstrate stimulus-specificity since stimulation does not affect 
all conditions equally. In addition, the results demonstrate site-specificity, as there was a 
clear difference between the effect of stimulation of vOTC compared to vertex, where 
there was a non-specific facilitatory effect. In contrast, the results from vOTC stimulation 
may or may not be different from LOC stimulation, as although LOC stimulation did not 
result in any significant slowdowns the pattern of the results was qualitatively similar for 
the two sites. 
Given that both vOTC and LOC are activated by visual words (Moore and Price 1999; Price 
et al. 2006; Duncan et al. 2009) and that the two stimulation sites were only 2cm apart, it 
is unclear whether there was an actual difference in the effects of TMS between these 
sites or whether the experiment was under-powered to detect a TMS effect at LOC. 
Consequently, the second experiment was designed to specifically address this question. 
Three things were done to increase statistical sensitivity: i) the number of stimuli per 
condition was doubled, ii) the number of conditions was reduced. Lexical items consisted 
of only low frequency words (since these produced the largest TMS effect in Experiment 
1) and non-lexical items consisted of only pseudowords (as they were unaffected by TMS), 
and iii) as the aim of the experiment was to determine the site-specificity of vOTC 
stimulation in relation to LOC stimulation, vertex was not tested. Therefore the design was 
simplified from 3 x 4 x 2 to 2 x 2 x 2, increasing sensitivity. 
In addition, we chose to reduce the stimulation intensity from 110% to 100% of motor 
threshold based on the similar depths of the hand area of M1 and vOTC. This helped to 
reduce the discomfort that some participants experienced during stimulation without 
reducing the likelihood of successfully stimulating the region. Thus the purpose of the 
second experiment was to further investigate the site-specificity of the slowdown in low 
frequency word responses observed in the previous. There are two possible outcomes: 
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1. The TMS effect on low frequency words is site-specific, present only during vOTC 
but not LOC stimulation. Because the sensation of stimulation is indistinguishable 
for the two sites, the lack of a TMS effect on LOC would demonstrate that 
slowdowns in vOTC are a result of the specific neural effects of stimulation rather 
than peripheral non-specific effects, such as muscle involvement. This scenario 
would be consistent with the neuropsychological literature where lesions to vOTC 
but not LOC are associated with reading impairments (Dejerine 1892; Geschwind 
1965a; Damasio and Damasio 1983; Binder and Mohr 1992; Philipose et al. 2007). 
Importantly, this scenario would confirm the feasibility of ventral occipito-
temporal stimulation. 
2. The effect on low frequency words occurs during stimulation of both vOTC and 
LOC sites. This possibility would indicate that both vOTC and LOC areas are causally 
involved in word recognition, consistent with neuroimaging studies that show LOC 
activation during reading (Price et al. 2006; Wright et al. 2008; Duncan et al. 2009) 
but inconsistent with the patient data where LOC lesions are not typically 
associated with reading impairments (Dejerine 1892; Geschwind 1965a; Damasio 
and Damasio 1983; Binder and Mohr 1992; Philipose et al. 2007).  
3.3 Experiment 2 
3.3.1 Method 
Participants. 26 right handed, native English speakers with normal or corrected to normal 
vision (13M, 13F, aged 18 to 45, mean = 26) participated. None had any form of dyslexia, a 
personal history of neurological disease, or a family history of epilepsy according to self-
reports. Each gave informed consent after the experimental procedures were explained. 
The experiments were approved by the Berkshire NHS Research Ethics Committee. 
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Functional imaging. All participants completed a 1-back task during fMRI scanning in order 
to localise the precise region of vOTC and LOC to target with TMS in each individual (Table 
3-4). The details of the fMRI scans are given in Chapter 2. 
Table 3-4: Peak coordinates for the contrasts [Words > Fixation] and [Objects > Scrambled Objects] in vOTC (left) and 
LOC (right) respectively, in MNI space. Each individual’s peak was used as their target for TMS. 
vOTC  LOC 
Subject 
MNI Coordinates 
Z-score 
 
Subject 
MNI Coordinates 
Z-score 
x y z  x y z 
1 -44 -63 -23 9.1  14 -46 -80 -3 4.9 
2 -44 -62 -18 8.4  15 -35 -78 -5 2.0 
3 -39 -53 -16 6.3  16 -47 -71 -9 7.3 
4 -34 -48 -24 7.5  17 -46 -68 -9 2.2 
5 -40 -51 -9 7.1  18 -49 -72 -1 11.2 
6 -36 -58 -18 9.3  19 -45 -73 -13 4.5 
7 -36 -60 -14 7.3  20 -45 -81 -6 8.0 
8 -41 -63 -14 7.2  21 -44 -85 1 4.9 
9 -42 -56 -18 6.7  22 -41 -84 0 7.2 
10 -30 -53 -17 11.8  23 -44 -72 -10 8.2 
11 -43 -66 -8 11.0  24 -41 -80 -10 12.4 
12 -43 -64 -18 9.1  25 -40 -83 -9 5.4 
13 -45 -51 -18 4.2 
 
26 -44 -63 -22 7.4 
Mean -41 -58 -17 8.1 Mean -44 -76 -7 6.6 
SEM 1.3 1.6 1.3 0.6  SEM 1.0 1.9 1.7 0.9 
 
Task and stimuli. As before, participants performed a lexical decision task similar to the 
first. The primary differences were that i) this experiment used a between-subject design 
with 13 participants per stimulation site, ii) the number of items per condition was 
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doubled and iii) only two sites were tested (vOTC and LOC) and iv) only two stimulus 
conditions were included (low frequency words and pseudowords), each containing 40 
items and the same stimuli were used for both sites. Across conditions, the items were 
balanced for pre-lexical psycholinguistic properties, once again including bigram frequency 
(Table 3-5). There were two versions whose order was counter-balanced across the 
stimulation sites. The stimuli were a subset of those used in the previous experiment and 
were matched across versions for written word frequency, rated familiarity, letter length, 
number of syllables, bigram frequency and orthographic neighbourhood. Finally, based on 
the similar depths of the hand area of primary motor cortex and vOTC, the TMS intensity 
was set to 100% of motor threshold rather than 110% as in the previous experiment.  
Table 3-5: Experiment 2. Mean psycholinguistic properties per condition with standard error in parenthesis. LF = low 
frequency words. 
 LF Words Pseudowords t p 
Frequency 5.9 (0.8) - - - 
Familiarity 461 (18) - - - 
Bigram frequency 
1372 
(147) 
1538 (165) 0.75 0.455 
Orthographic 
neighbourhood 
5.5 (0.8) 5.7 (0.6) 0.23 0.817 
No. of Letters 4.9 (0.1) 4.9 (0.1) 0.28 0.782 
No. of syllables 1.0 (0.0) 1.0 (0.0) 1.00 0.320 
 
Procedure Each trial began with a fixation cross displayed for 500msec, followed by a 
visual letter string for 200msec and then a blank screen for 2300msec, giving a total 
duration of 3sec. Subjects indicated whether the letter string formed a real word in 
English or not by pressing a button using either their right or left index finger. Responses 
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were fully counter-balanced for response hand across subjects. Accuracy and RTs were 
recorded. 
Testing sessions began by determining the participant’s motor threshold using a single 
pulse delivered to the hand area of primary motor cortex. A practice session, using an 
independent set of items, followed allowing the participant to become familiar with the 
lexical decision task. Next, the participant was assigned a testing site and introduced to 
the sensation of rTMS at that site. After familiarisation with the sensation, the participant 
performed another practice session with rTMS pseudorandomly delivered on half of the 
trials to get used to performing the task with concurrent rTMS. As in Experiment 1, 
participants were unable to distinguish the sensation of stimulation from the two sites.  
Analyses. RTs were measured from the onset of the target. No responses were below 
300msec and consequently none were trimmed. To minimise the effect of outliers in the 
RT data, median RTs for correct responses per condition per subject were (Ulrich and 
Miller 1994). The accuracy scores and median RTs were analysed using a 3-way mixed 
ANOVA where the within-subjects factors were Condition (words, pseudowords) and TMS 
(none, rTMS) and the between subjects factor was Site (vOTC, LOC). Post hoc comparisons 
used two-tailed paired t-tests were used with Bonferroni corrections for multiple 
comparisons. 
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The data from two participants showed TMS effects of +216 and +201msec (present 
across conditions), double the next largest effect, over 100msec outside the range of the 
other participants, suggesting non-specific effects of TMS were impairing responses. 
Consequently, these subjects’ data were excluded from the analysis7.  
3.3.2 Results 
Like the first experiment, overall accuracy was high (94%). The only significant main effect 
on accuracy was for TMS (F(1,22) = 7.7, p = 0.011), reflecting a small TMS-induced 
decrease in accuracy (from 95% to 93%) that was present across sites and conditions 
(Figure 3-5). This is likely due to the peripheral effects of TMS stimulation, which were 
identical across the two occipito-temporal sites. 
                                                     
7
 Subsequent experiments included a TMS ‘pre-test’, where prospective participants came for a short 
introduction to TMS and were able to experience rTMS over both vertex and ventral occipito-temporal sites 
following Lambon Ralph and colleagues (Lambon Ralph, M., Personal communication, 2009). This helped 
allay anxiety and identified subjects who experience considerable muscle involvement before they 
participated in the fMRI session. In addition, subjects were explicitly told that TMS can result in a slowdown, 
speedup or have no effect, depending on where the stimulation occurs and what the participant is doing. 
These measures were effective in preventing further instances of implausibly large performance 
impairments in all subsequent experiments. 
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Figure 3-5: Accuracy (%) for a) LF words and b) pseudowords in Experiment 2. LF words = low frequency words, 
vOTC = ventral occipito-temporal cortex, and LOC = lateral occipital complex. Error bars represent standard error of 
the mean, adjusted to accurately reflect the variance in a repeated-measures design (Loftus and Masson 1994). 
The critical results, however, concerned the TMS effect on RTs. To investigate this, the RT 
results (shown in Figure 3-6) were analysed with the same omnibus ANOVA. There was a 
main effect of Condition (F(1,22) = 43.3, p < 0.001), once again indicating that 
pseudowords (646msec) were more difficult than low frequency words (585msec). More 
importantly, the three-way interaction (F(1,22) = 8.0, p = 0.010) was clearly significant. 
Further analyses showed that vOTC stimulation significantly slowed RTs for words 
(+40msec, t(12) = 3.1, p = 0.010) but had no effect on pseudowords (+8msec, 
t(12) = 0.7, p = 0.521). In contrast, LOC stimulation did not significantly affect RTs for 
words (-15msec, t(12) = 1.0, p = 0.343) or pseudowords (-1msec, t(10) = 0.070, p = 0.945).  
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Figure 3-6: Mean RTs (in msec) for a) LF words and b) pseudowords in Experiment 2. The only significant simple TMS 
effect was a +40msec slow-down for words with ventral occipito-temporal cortex stimulation. Cons = consonant letter 
strings, Pseudo = pronounceable pseudowords, LF = low frequency words, HF = high frequency words, vOTC = ventral 
occipito-temporal cortex, and LOC = lateral occipital complex. Error bars represent standard error of the mean, 
adjusted to accurately reflect the variance in a repeated-measures design (Loftus and Masson 1994). * indicates a 
significant TMS effect at p < 0.05. 
3.3.3 Discussion 
The results of Experiment 2 confirm that stimulation of vOTC selectively interferes with 
reading low frequency words and demonstrates the effect is present even at a lower 
stimulation intensity, with 11 out of 13 participants showing a slowdown. Critically, the 
findings help to clarify the ambiguous results in the first experiment regarding the effects 
of LOC stimulation. The experimental design was optimised to maximise sensitivity: i) the 
number of stimuli per condition was doubled, ii) the number of conditions was reduced, 
and iii) only vOTC and LOC were tested. Despite this, rTMS over LOC had no significant 
effect on low frequency words – in fact, if anything LOC stimulation slightly reduced RTs 
for words – confirming that the interference seen for vOTC stimulation is specific to that 
site and not a general feature of occipital-temporal stimulation. In other words, peripheral 
stimulation effects cannot explain the current pattern of results because vOTC stimulation 
did not affect all stimuli equally; specifically it inhibited word responses without affecting 
pseudowords. In addition, these effects were not present in LOC where stimulation 
produced essentially identical peripheral effects. In summary, then, these results 
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demonstrate that vOTC stimulation successfully and selectively disrupted visual word 
recognition while LOC stimulation did not.  
3.4 General Discussion 
The primary goal of the experiments in this chapter was to determine whether it was 
possible to stimulate a left ventral occipital-temporal region known to be involved in 
visual word recognition. The results of the two experiments convincingly demonstrate that 
TMS can be used to successfully stimulate vOTC and reliably interfere with visual word 
recognition. While the subjective experience of TMS of vOTC and vertex is noticeably 
different, it is unlikely that the disruption in word reading was a general, peripheral effect 
of TMS given that the effect was condition-specific and replicated. Moreover, this 
possibility is rendered even less likely if we consider the difference between vOTC and LOC 
stimulation in Experiment 2, given that the sensation of TMS is not noticeably different 
between these two posterior temporal lobe sites. Specifically, stimulation of LOC led to a 
(non-significant) increase in RTs for low frequency words that became a (non-significant) 
decrease in the second. The lack of any significant modulation by TMS and the fact that RT 
changes were not even in a consistent direction, strongly suggests that TMS to LOC had no 
effect on reading low frequency words, which contrasts with the results of vOTC 
stimulation. These findings are consistent with the neuropsychological literature which 
suggests that left hemisphere lesions to either vOTC or the inferior parietal lobule – but 
not LOC – can result in preferential impairments for reading (Dejerine 1892; Geschwind 
1965a; Damasio and Damasio 1983; Binder and Mohr 1992; Philipose et al. 2007) and 
demonstrate that vOTC, but not LOC, is necessary for visual word recognition. The 
demonstration that vertex and LOC stimulation have no effect on word reading is strongly 
suggestive of the site-specific nature of ventral occipito-temporal stimulation. However, in 
the case of LOC this requires additional stimulation of the temporalis muscle and longer 
periods of scalp muscle stimulation increase the incidence of adverse effects, particularly 
70 
 
headache, which is undesirable for the participant but also may introduce more variability 
into performance as the experiment progresses. As such, experiments in subsequent 
chapters used vertex only.  
It is informative to compare the current TMS findings with those from related 
neuroimaging studies, where there are both similarities and important differences. For 
instance, amongst alphabetic stimuli consonant strings elicit the least amount of 
activation in vOTC (Cohen et al. 2002; Devlin et al. 2006), consistent with the finding that 
vOTC stimulation had essentially no effect on consonant letter strings. Similarly, some 
imaging studies have demonstrated that activation in vOTC is modulated by word 
frequency, with greater activation for low than high frequency words (Chee et al. 2003b; 
Kronbichler et al. 2004). Here, we observed a (non-significant) slow down for high 
frequency words of +7msec and a larger (significant) effect on low frequency words 
(+34msec), consistent with the imaging findings. It is possible that with greater statistical 
sensitivity, we would be able to document a reliable, graded effect of TMS on different 
classes of orthographic stimuli, but the current findings certainly are consistent with the 
imaging literature. Pseudowords, on the other hand, elicit robust activation in vOTC 
activation (Fiez et al. 1999; Hagoort et al. 1999; Xu et al. 2001; Fiebach et al. 2002; 
Bellgowan et al. 2003; Binder et al. 2003; Mechelli et al. 2003; Binder et al. 2005a; Binder 
et al. 2005b; Lee et al. 2010) – and yet TMS did not significantly affect responses to 
pseudowords, despite being matched on prelexical properties with the lexical stimuli. In 
fact, RT changes to pseudowords were not even in a consistent direction: vOTC 
stimulation resulted in a 9msec speedup for responses to pseudowords in Experiment 1 
but a slowdown of 8msec in Experiment 2. It is worth noting, however, that in a lexical 
decision task, participants make a different response for words (“yes”) and pseudowords 
(“no’) which may contribute to the different TMS effects for these two types of stimuli. On 
the other hand, the same response confound is present in the imaging studies using lexical 
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decision, so this alone cannot explain the apparent disconnect between the TMS and 
imaging results. Further studies will be necessary to determine whether TMS differentially 
affects words and pseudowords even when the response is matched across conditions 
such as in a naming task. The current findings that vOTC makes different contributions to 
words and non-words, however, are consistent with previous imaging studies that also 
found reliable lexicality effects in vOTC (Fiez et al. 1999; Hagoort et al. 1999; Xu et al. 
2001; Bellgowan et al. 2003; Binder et al. 2003; Mechelli et al. 2003; Binder et al. 2005a; 
Binder et al. 2005b; Fiebach et al. 2005; Devlin et al. 2006; Lee et al. 2010; Schurz et al. 
2010) and have potentially important implications for understanding vOTC contributions 
to reading.  
How do these findings speak to theories of vOTC function? Lexical frequency (i.e. 
low > high frequency) and lexicality (i.e. words > pseudowords) effects are both difficult to 
explain in terms of stored, pre-lexical representations (Cohen et al. 2000; Cohen et al. 
2002; McCandliss et al. 2003; Dehaene et al. 2005), particularly when the stimuli were 
matched on prelexical orthographic factors including bigram frequency. According to this 
account, neurons in vOTC have receptive fields for bigrams – that is, they are specialised 
for detecting particular visual stimulus characteristics – and are therefore insensitive to 
the specific response properties of the task. As a result, any stimuli comprised of legal 
bigrams should be equally affected by TMS, with no difference between low and high 
frequency words or pseudowords, irrespective of the response. Clearly the current TMS 
results, as well as previous imaging findings (Hagoort et al. 1999; Xu et al. 2001; 
Kronbichler et al. 2004; Fiebach et al. 2005; Devlin et al. 2006; Bruno et al. 2008; Lee et al. 
2010; Schurz et al. 2010), are inconsistent with this proposal. An alternate possibility is 
that vOTC is the site of stored lexical representations of visual words (Kronbichler et al. 
2004). Although sufficient to explain the current TMS results, this account is incompatible 
with previous imaging evidence showing neural repetition priming effects for visually 
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similar, but lexically distinct word pairs such as “corner-corn” (Devlin et al. 2006). A 
different possibility is that vOTC acts as an interface, integrating bottom-up, visual form 
information (that is not specific to written words) with top-down, non-visual properties of 
the stimulus such as its sound or meaning (Nakamura et al. 2002; Hillis et al. 2005; Price 
and Friston 2005; Devlin et al. 2006; Xue et al. 2006; Cai et al. 2010). Because low 
frequency items place greater processing demands than high frequency items, there is 
greater activation in vOTC and stimulation has a larger disruption effect. In this case, the 
absence of any effect on pseudoword responses may reflect their relative lack of non-
visual properties and the integration process fails regardless of the TMS-induced 
disruption. The greater activation for pseudowords relative to words reported in a number 
of imaging studies may reflect the additional processing demands of the search, and 
subsequent failure, of integration (e.g. what is the meaning of “bocket”?). If true, then this 
hypothesis predicts that TMS will not affect stimuli when this integration process fails, 
regardless of the response demanded by the task. An alternative possibility is that the task 
demands shape the response profile of vOTC, such that during lexical decision the 
integration of non-visual properties is not required to correctly reject pseudowords as 
non-lexical items. A close examination of the imaging data is consistent with task demands 
modulating activity. Studies that used a lexical decision have consistently found greater 
activation for words (Fiebach et al. 2002; Bellgowan et al. 2003; Binder et al. 2003; Binder 
et al. 2005b), while studies that used a task that emphasised the phonological properties 
of the stimuli (e.g. reading, rhyming etc) consistently report greater activation for 
pseudowords (Fiez et al. 1999; Hagoort et al. 1999; Xu et al. 2001; Mechelli et al. 2003; 
Binder et al. 2005a; Bruno et al. 2008; Lee et al. 2010). If this is correct, then it predicts 
that pseudoword processing will be impaired if stimulation occurs during a task which 
emphasises the processing contribution of vOTC, such as a phonological lexical decision 
involving pseudohomophones and pseudowords. Clearly further work is needed to better 
evaluate these theories.  
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3.5 Conclusion 
This chapter demonstrated that TMS can be used to successfully selectively stimulate 
parts of ventral occipital-temporal cortex and interfere with visual word recognition. 
These experiments open the door for a systematic exploration of vOTC contributions to 
reading and its relation to other higher order visual functions (Price and Devlin 2003; 
Joseph et al. 2006; Starrfelt and Gerlach 2007). Similarly, although we have focused 
entirely on the left vOTC, this same approach should be useful for investigating right vOTC 
other categories of visual objects (Haxby et al. 2000; Haxby et al. 2001).  
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4 Effects of frequency and task 
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4.1 Introduction 
Our ability to recognise words is affected by a number of the psycholinguistic properties 
that characterise them. These attributes include the number of meanings (Rubenstein et 
al. 1970) and orthographic neighbours (Coltheart et al. 1977) of a word, the age the word 
is first learned (Carroll and White 1973; Lyons et al. 1978), its subjective familiarity 
(Connine et al. 1990) and concreteness (James 1975). However, the factor that has the 
single greatest effect is the written frequency of the word (Howes and Solomon 1951; 
Rosenzweig and Postman 1957; Rosenzweig and Postman 1958; Rubenstein et al. 1970; 
Forster and Chambers 1973; Monsell et al. 1989). Subjects respond more accurately and 
faster to words which appear more frequently in print relative to those occurring less 
frequently and this difference in behavioural performance is referred to as the word 
frequency effect. Since lexical frequency is an emergent property of the whole word rather 
than any sublexical aspects, any behavioural or neurological difference between low and 
high frequency words can provide information about how words are represented in the 
brain. Word frequency effects occur during a range of tasks, including lexical decision, 
semantic decision and naming, suggesting that the effect arises during the process of 
lexical identification since this is common to all tasks (Morton 1969; Morton 1982). 
However the word frequency effect interacts with task, such that its magnitude is greatest 
during lexical decision relative to naming (Forster and Chambers 1973; Frederiksen and 
Kroll 1976; Balota and Chumbley 1984; Schilling et al. 1998), silent reading (with eye 
fixation times as dependent measure) (Schilling et al. 1998) and semantic decision (Balota 
and Chumbley 1984), indicating that frequency also affects processing subsequent to 
lexical access (i.e. phonological, semantic processing or the mappings between 
orthography, phonology and semantics) (Balota and Chumbley 1984; Balota and Chumbley 
1985; McCann and Besner 1987; Monsell et al. 1989; Besner and Smith 1992). This is 
consistent with connectionist models, where there is no single locus of the word 
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frequency effect but rather it reflects the stronger connection strengths of frequently 
occurring words across the whole network that develop during learning (Seidenberg and 
McClelland 1989; Plaut et al. 1996). 
The distributed nature is also supported by fMRI studies which have demonstrated that 
multiple brain areas are sensitive to word frequency, including left inferior frontal cortex, 
left temporoparietal and occipito-temporal areas, bilateral insulae, anterior 
cingulate/SMA and pre-SMA (Fiebach et al. 2002; Chee et al. 2003a; Chee et al. 2003b; 
Kuo et al. 2003; Kronbichler et al. 2004; Lee et al. 2004; Carreiras et al. 2006; Nakic et al. 
2006; Hauk et al. 2008). In ventral occipito-temporal cortex (vOTC), activity is inversely 
related to word frequency with the greatest activation for infrequent or novel words 
(Chee et al. 2003b; Kronbichler et al. 2004). In fact, activation occurs along a continuum, 
with fixation producing the least activation, followed by checkerboards and strings of 
meaningless consonants, then high frequency words and finally with low frequency words 
and pseudowords eliciting the greatest activation (Cohen et al. 2000; Kronbichler et al. 
2004). However, although the area shows robust word-related activity, the difference 
between high and low frequency words is subtle (Chee et al. 2003b; Kronbichler et al. 
2004) and in some reported studies, absent (Fiebach et al. 2002; Chee et al. 2003a; 
Carreiras et al. 2006; Hauk et al. 2008; Carreiras et al. 2009). This may be due to an 
interaction of the frequency effect and task which has been reported for other areas 
(Chee et al. 2002; Carreiras et al. 2006). Alternatively, it may be a question of statistical 
sensitivity as the studies that have reported the effect have used a region-of-interest 
analysis (Chee et al. 2003b; Kronbichler et al. 2004). However, the one study that used this 
type of analysis and lexical decision did not find an effect of frequency in vOTC (Carreiras 
et al. 2006), suggesting that other as yet uncharacterised aspects of the experimental 
design may be important. It should be noted, however, that all studies, whether they 
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demonstrate an effect of frequency on ventral occipito-temporal activity or not, report 
activation for high frequency words in the area. 
Lexical frequency is an emergent property of the whole word, not its constituent parts. As 
a result when prelexical properties are matched for high and low frequency words, a 
frequency effect is incompatible with any prelexical account of ventral occipito-temporal 
function. As previously noted, these frequency effects together with other 
neuropsychological and ERP data led to the claim that vOTC a lexical visual word form area 
(Kronbichler et al. 2004).  
The experiments in the previous chapter demonstrated that vOTC can be successfully 
stimulated with TMS, resulting in a disruption of word reading. Interestingly, there was a 
suggestion that the effect of TMS was modulated by word frequency and that this 
differential effect was consistent with the neuroimaging reports of greater activation for 
low versus high frequency words. However, although responses to both low and high 
frequency words were slowed, only those to low frequency words were significantly 
affected by TMS. As a consequence of the rather complex design of the experiment (three 
stimulation sites, four conditions), only ten items per condition were included in the 
experiment in order to keep the number of TMS pulses within established safety 
guidelines and subject fatigue to a minimum. Thus it is possible that the experiment 
lacked sufficient power to identify a significant effect on high frequency words. As a result, 
the purpose of the first experiment in the current chapter was to further investigate the 
stimulus selectivity of vOTC using a simpler, more sensitive 2  2 experimental design 
factorial design with frequency (High, Low) and rTMS (rTMS, none) as independent factors. 
There are three possible outcomes: 
1) Stimulation of vOTC affects low and high frequency words equally as indicated by a 
significant main effect of TMS and no interaction with frequency. This would be 
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consistent with the prelexical VWFA hypothesis because the putative bigram 
detectors should not be sensitive to whole word properties such as frequency. As 
long as the low and high frequency words are matched for the sub-lexical bigrams 
frequencies, stimulation should affect both sets of words equally. This would also 
be consistent with the neuroimaging studies that failed to find a frequency effect 
(Fiebach et al. 2002; Chee et al. 2003a; Carreiras et al. 2006; Hauk et al. 2008; 
Carreiras et al. 2009). When considering this outcome alongside the lexical VWFA 
account and the interface hypothesis, it is apparent that they are both 
underspecified. In the lexical VWFA model, each word has a lexical entry stored in 
vOTC, each with a specific threshold that must be reached in order that lexical 
identification is successful. Stimulation of the area may thus result in inappropriate 
lexical entries reaching threshold or alternatively suppression of activity in 
appropriate lexical entries but it is not clear how either of these outcomes may 
interact with word frequency. Similarly, although vOTC may be required to link the 
higher order properties to the visual forms of both high and low frequency words, 
suggesting that TMS should affect all words equally, this process may be more 
important for word recognition of low frequency words. 
2) Stimulation of vOTC affects both low and high frequency words, but differentially, 
with TMS affecting low frequency words to a greater extent as indicated by a main 
effect of TMS and a significant supra-additive interaction. As noted above, such an 
effect of word frequency is incompatible with the idea that the area maintains 
prelexical abstract representations but is consistent with either a lexical VWFA or 
interface account. Although this outcome is consistent with the neuroimaging 
studies showing a frequency effect in vOTC (Chee et al. 2003b; Kronbichler et al. 
2004), the lack of effect of TMS on pseudowords in the previous chapter serves as 
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a timely reminder that fMRI activations do not necessarily represent causal 
processing. 
3) Stimulation of vOTC affects low, but not high, frequency words, as indicated by a 
significant Frequency  TMS interaction in the absence of a main effect of TMS. 
Importantly, such a result would be inconsistent with both VWFA accounts since in 
both cases, vOTC contains representations for high frequency words (either pre-
lexical or lexical) that should be affected by stimulation. Although the interface 
hypothesis doesn’t make specific predictions regarding the effect of stimulation on 
high frequency words, the theory can accommodate an absence of a TMS effect on 
high frequency words if top-down interactions shape the necessity of vOTC 
processing such that frequently occurring words can be recognised sufficiently well 
without the area’s processing, even though the area is automatically recruited for 
any word or word-like stimulus. This would then be similar to the absence of a TMS 
effect on pseudoword reading reported in the previous chapter, i.e. activation in 
the absence of causal involvement. 
Vertex was also tested to ensure that any disruption was site-specific as was the case in 
the previous chapter. 
4.2 Experiment 1: Frequency effects in lexical decision 
4.2.1 Method 
Participants. 16 subjects (7M, 9F, aged 20 to 39, mean = 27) participated. All were right 
handed, native English speakers with normal or corrected to normal vision. None had any 
form of dyslexia, a personal history of neurological disease, or a family history of epilepsy 
according to self-reports. Each gave informed consent after the experimental procedures 
were explained. The experiments were approved by the UCL Research Ethics Committee 
[UCL #249/001]. 
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Functional imaging. All participants completed a 1-back task during fMRI scanning in order 
to localise the precise region of vOTC to target with TMS in each individual (Table 4-1). The 
details of the fMRI scans are identical to those given in Chapter 2. 
Table 4-1: Peak coordinates for the contrast [Words > Fixation] in vOTC in MNI space. Each individual’s peak was used 
as their target for TMS. 
vOTC 
Subject 
MNI Coordinates 
Z-score 
x y z 
1 -48 -54 -28 5.6 
2 -43 -68 -21 9.1 
3 -43 -58 -11 11.9 
4 -44 -62 -18 8.4 
5 -39 -71 -18 6.1 
6 -42 -68 -11 7.5 
7 -48 -68 -6 7.7 
8 -46 -52 -14 4.9 
9 -35 -72 -5 10.0 
10 -46 -61 -22 7.1 
11 -46 -56 -30 7.1 
12 -50 -60 -13 9.8 
13 -43 -68 -8 7.0 
14 -42 -60 -15 6.3 
15 -47 -49 -27 5.6 
16 -42 -53 -11 2.6 
Mean -44 -61 -16 7.3 
SEM 0.9 1.8 1.7 0.6 
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Task and Stimuli. Participants performed a visual lexical decision task while rTMS was 
delivered to one of two target sites: vOTC and vertex, which was included as a control site 
where stimulation was not expected to affect responses. In addition to being consistent 
with the previous chapter, the lexical decision produces the most pronounced word 
frequency effects (Balota and Chumbley 1984; Balota and Spieler 1999), thus maximising 
sensitivity to these effects. The lexical decision task consisted of three conditions: 80 low 
frequency words, 80 high frequency words and 160 pronounceable pseudowords (e.g. 
“golube”). Low and high frequency words were defined as items having less than 10 or 
more than 20 occurrences per million, respectively (Table 4-2). Frequency values were 
obtained from the Celex database of British written English (Baayen et al. 1993). The 
lexical decision task was divided into two lists (each comprising 40 high frequency, 40 low 
frequency and 80 pseudowords) and matched for written word frequency (overall and 
separately for both low and high frequency items) (Baayen et al. 1993), rated familiarity 
(Coltheart 1981), letter length, number of syllables, bigram frequency and orthographic 
neighbourhood (Davis 2005). The order of the lists was balanced across subjects and 
stimulation sites. In addition, an independent set of items was used for practice. The 
simplified design allowed the number of items per condition to be doubled (from 10 to 20) 
relative to Experiment 1 in the previous chapter and still remain within established safety 
parameters (Wassermann 1998; Rossi et al. 2009). 
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Table 4-2: Mean psycholinguistic properties per condition with standard error in parenthesis. Statistical values refer 
to Lexical conditions only. Pseudoword data included in table for completeness sake. HF = high frequency words, 
LF = low frequency words. 
 HF Words LF Words Pseudowords t P 
Frequency 205 (14.13) 4 (0.17) - 14.24 <0.001 
Familiarity 579 (3.43) 492 (4.88) - 14.47 <0.001 
No. of Letters 5.15 (0.08) 5.14 (0.06) 5.06 (0.06) 0.10 0.920 
No. of syllables 1.44 (0.06) 1.46 (0.06) 1.41 (0.04) 0.32 0.752 
Bigram frequency 1300 (76.5) 
1274 
(100.5) 
1304 (74.6) 0.21 0.837 
Orthographic 
neighbourhood 
3.2 (0.38) 3.8 (0.40) 4.0 (0.33) 1.07 0.288 
 
Procedure. Each trial began with a fixation cross displayed for 500msec, followed by a 
visual letter string for 200msec and then a blank screen for 2300msec, giving a total 
duration of 3sec. Subjects indicated whether the letter string formed a real word in 
English or not by pressing a button using either their right or left index finger, with 
response finger counterbalanced across subjects. Half of all trials had rTMS. Participants 
were instructed to “respond as quickly as possible while minimising the number of 
mistakes.” Accuracy and reaction times (RTs) were recorded. 
The two stimulation sites were tested sequentially in a single session with their order 
counter-balanced across subjects. Testing began by finding each individual’s motor 
threshold as described previously and this value was used for all subsequent TMS testing. 
The participant then performed a practice session of the experiment without any TMS to 
familiarise them with the task. After familiarisation with the sensation, the participant 
performed a practice session with rTMS pseudorandomly delivered on half of the trials to 
get used to performing the task with concurrent rTMS. Finally, participants completed a 
list of the stimuli at each site, again with TMS pseudorandomly delivered on half of all 
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trials. The details of the TMS apparatus and the method used to localise target sites are 
the same as previously reported.  
Analyses. The accuracy of one low frequency word item (‘baton’) was at chance and thus 
excluded from the analysis. RTs for “yes” responses were measured from the onset of the 
target. “No” responses were not analysed but are shown in the figures for completeness 
sake. Like the results from the previous chapter, TMS did not affect responses to 
pseudowords, perhaps because of the different response they require (i.e. “no” vs. “yes”). 
No responses were below 300msec and consequently none were trimmed. To minimise 
the effect of outliers in the RT data, median RTs for correct responses per condition per 
subject were used (Ulrich and Miller 1994). The accuracy scores and median RTs were 
analysed using a 2  2 ANOVA with Frequency (high, low) and TMS (rTMS, none) as 
independent factors. 
4.2.2 Results 
In the accuracy data, there was a main effect of Frequency (F(1,15) = 22.458, p < 0.001), 
indicating that subjects were significantly less accurate for low frequency words (90%) 
relative to high frequency words (97%, Figure 4-1). There was no main effect of TMS and 
no interaction, indicating the presence of TMS did not affect accuracy, consistent with the 
experiments reported in Chapter 3. With regard to the RTs, there was a main effect of 
Frequency (F(1,15) = 34.644, p < 0.001) reflecting the advantage for high frequency words 
(523msec) relative to low frequency words (572msec), consistent with the word frequency 
effect reported in the previous chapter. There was no main effect of TMS 
(F(1,15) = 3.189, p = 0.094) but crucially there was a significant Frequency  TMS 
interaction (F(1,15) = 5.953, p = 0.028), reflecting the fact that TMS selectively slowed 
responses to low frequency words (+23msecs) without significantly affecting high 
frequency words (+1msec, Figure 4-1). 
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Figure 4-1: Mean accuracy (%) and RTs (msec) for rTMS to ventral occipito-temporal cortex during visual lexical 
decision task. Each plot shows high (HF) and low (LF) frequency and pseudoword (PW) conditions with TMS (light 
bars) and without TMS (dark bars). Error bars represent standard error of the mean, adjusted to accurately reflect the 
variance in a repeated-measures design (Loftus and Masson 1994). * indicates a significant TMS effect at p < 0.05. 
In contrast, stimulation at the vertex had no significant effects on either accuracy or RTs 
(Figure 4-2). As expected, there was a main effect of Frequency for both accuracy (98% vs. 
91%, F(1,15) = 19.920, p < 0.001) and RTs (512 vs. 569 msec, F(1,15) = 90.138, p < 0.001), 
once again reflecting the advantage for high frequency words relative to low frequency 
words. Unlike vOTC, there were no main effects of TMS or Frequency  TMS interactions 
(All F(1,15) < 2.239, p > 0.155), indicating that TMS had no effect on either low or high 
frequency words, confirming its appropriateness as a control site. 
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Figure 4-2: Mean accuracy (%) and RTs (msec) for rTMS to vertex during visual lexical decision task. Each plot shows 
high (HF) and low (LF) frequency and pseudoword (PW) conditions with TMS (light bars) and without TMS (dark bars). 
Error bars represent standard error of the mean, adjusted to accurately reflect the variance in a repeated-measures 
design (Loftus and Masson 1994). 
In summary, Experiment 1 confirmed that stimulation of vOTC during lexical decision 
selectively slowed response times to low frequency words without significantly affecting 
the responses to high frequency words. This pattern was site-specific, as stimulation of 
vertex had no effect on responses. 
4.2.3 Discussion 
The aim of this experiment was to investigate the response profile of vOTC to a 
manipulation of word frequency. Despite using an experimental design optimised to 
maximise sensitivity, there was no effect of vOTC stimulation on responses to high 
frequency words during a lexical decision. In contrast, TMS selectively slowed responses to 
low frequency words thus replicating the response profile reported in the previous 
chapter. Although the failure to find any effect on high frequency words may still reflect a 
lack of sensitivity, I consider this unlikely because i) lexical decision was used, ii) the 
number of trials was doubled iii) the number of participants was increased and iv) 
consonant strings were dropped from the design, all of which maximises sensitivity. Even 
86 
 
so, it possible that with greater sensitivity, an effect might yet be observed. However, 
even combining the high frequency data from the previous chapter with that from the 
current chapter, dramatically increasing the number of subjects, reveals only an non-
significant 3msec slowdown (t(28) = 0.477, p = 0.637). Thus although it is impossible to 
prove a null result, the significant Frequency  TMS interaction combined with the 
optimised experimental design and the fact that pooling the data from two experiments 
still produces no effect on high frequency words leads to the conclusion that vOTC is not 
always necessary for recognising high frequency words. The implications of this for the 
various hypotheses of ventral occipito-temporal function will now be discussed. 
First, the results are incompatible with the prelexical visual word form accounts of ventral 
occipito-temporal function. Since all words are composed of bigrams which should have 
entries stored in the area, the prelexical account predicts that there should be no 
difference between high and low frequency words. However, even if the experiment 
lacked sufficient power to detect an effect of high frequency words, it is apparent that 
there is a frequency related difference. Furthermore, it is not clear how the prelexical 
account could be modified to make it consistent with the lexical frequency effects 
reported here, as well as those reported in the neuroimaging literature (Chee et al. 2003b; 
Kronbichler et al. 2004). Second, the current data are also incompatible with the lexical 
word form hypothesis since according to this account, high frequency words are 
represented in vOTC and thus should be disrupted by stimulation. Although lower 
activation thresholds of high frequency words may render them more resilient to 
disruption by TMS, one would still expect some evidence of graded impairment. However, 
as noted previously, there was no evidence at all for any effect of TMS on high frequency 
words, and it is hard to conceive of a modification of the lexical word form account that 
could accommodate this. 
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Third, the interface account also does not predict the current findings since both low and 
high frequency words posses higher order properties (such as phonology and semantics) 
that can be linked to the corresponding visual forms. However, it may be compatible if we 
consider that correct completion of a visual lexical decision task may or may not require 
access to these higher order properties. The decision for frequently occurring, over-
learned words may be based solely on general characteristics, such as orthographic 
familiarity, since these characteristics provide sufficient information to reliably distinguish 
between words and nonwords, whereas lower frequency words place a greater processing 
burden on semantic and phonological knowledge (James 1975; Shulman et al. 1978; 
Becker 1979; Waters and Seidenberg 1985; Jared and Seidenberg 1991). Thus the 
interactions occurring in vOTC are more important for low frequency words while the 
contribution of the area is minimised when deciding if high frequency words are real or 
not, consistent with graded activation reported in neuroimaging studies (Chee et al. 
2003b; Kronbichler et al. 2004). In fact, considering the current data, it appears that the 
area is not necessary for deciding on the lexicality of a high frequency word at all. This 
suggests that other components are sufficient for the task and that rather than occurring 
within a restricted patch of cortex, visual word recognition occurs across a distributed 
network. The neuropsychological evidence suggests that in some cases, damage to vOTC 
has a differential effect on frequency (Behrmann et al. 1998b; Johnson and Rayner 2007) 
and can even selectively impair low frequency word recognition (Shan et al. 2010; Tsapkini 
and Rapp 2010) consistent with the current data.  
Thus although the current results are incompatible with both visual word form hypotheses, 
the data are consistent with an elaborated interface hypothesis. This revised interface 
account makes a clear prediction about the response profile of ventral occipito-temporal: 
stimulation during a task that boosts the processing demands of vOTC, increasing its 
contribution will disrupt both high and low frequency words. 
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The second experiment in this chapter set out to test this prediction by examining the 
effect of ventral occipito-temporal stimulation during a visual semantic decision task. 
Relative to lexical decisions, semantic decisions place a greater load on non-orthographic 
processing, i.e. accessing the meaning of a word. Crucially, semantic decisions require the 
integration of meaning and visual form regardless of word frequency. Consistent with this 
is the fact that the behavioural difference between low and high frequency words is 
diminished during semantic decisions relative to lexical decision (Balota and Chumbley 
1984; Schilling et al. 1998). Thus the second experiment investigated the effect of 
stimulation of vOTC during a visual semantic decision task using a 2  2 experimental 
design with Frequency (High, Low) and rTMS (rTMS, none) as independent factors. There 
are two possible outcomes: 
1. A main effect of TMS but no interaction would indicate that unlike the lexical 
decision experiment, vOTC is required for both low and high frequency words 
during semantic decisions. In this scenario, by increasing the necessity of linking 
semantic knowledge to the visual form, the semantic decision emphasises the 
processing contributions of vOTC. Since this integration is required for all words 
regardless of frequency, disruption of the process affects low and high frequency 
words. Crucially, this outcome would demonstrate that processing in vOTC is task-
dependent – a possibility that is incompatible with models that suggest that 
processing is stimulus-driven (Kronbichler et al. 2004; Dehaene et al. 2005). If 
processing in vOTC is stimulus driven it must also be task-independent as task set 
can only modulate activity if top-down processing interacts with bottom-up input. 
Rather task-dependency is a hallmark of an interactive system (McClelland and 
Rumelhart 1981; Rumelhart and McClelland 1982; McClelland 1993) and is a 
common feature of cognitive models of reading (Rumelhart and McClelland 1982; 
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Plaut et al. 1996; Coltheart et al. 2001; Jacobs et al. 2003; Harm and Seidenberg 
2004; Perry et al. 2007). 
2. A significant Frequency  TMS interaction in the absence of a main effect of TMS 
would indicate that like the lexical decision results, TMS disrupts low but not high 
frequency words. In other words, processing in vOTC is task-invariant, consistent 
with feedforward, stimulus-driven models of reading. However, this outcome 
combined with the result of Experiment 1 would be incompatible with all accounts 
of vOTC and would require a new hypothesis that could account for the area’s 
stimulus-specificity and task-independence. 
Finally, vertex was tested once more to ensure that the effects of stimulation were site-
specific.  
4.3 Experiment 2: Frequency effects in semantic decision 
4.3.1 Method 
Participants. 16 subjects (7M, 9F, aged 19 to 35, mean = 24) participated in Experiment 2. 
All were right handed, native English speakers with normal or corrected to normal vision. 
None had any form of dyslexia, a personal history of neurological disease, or a family 
history of epilepsy according to self-reports. Each gave informed consent after the 
experimental procedures were explained. The experiments were approved by the UCL 
Research Ethics Committee [UCL #249/001]. 
Functional imaging. As before, all participants completed a 1-back task during fMRI 
scanning in order to localise the precise region of vOTC to target with TMS in each 
individual (Table 4-3). The details of the fMRI scans are identical to those given in Chapter 
2. 
90 
 
Table 4-3: Peak coordinates for the contrast [Words > Fixation] in vOTC in MNI space. Each individual’s peak was used 
as their target for TMS. 
vOTC 
Subject 
MNI Coordinates 
Z-score 
x y z 
1 -43 -54 -26 7.7 
2 -44 -55 -14 11.7 
3 -40 -58 -21 6.8 
4 -42 -58 -25 6.9 
5 -44 -63 -15 7.5 
6 -34 -59 -16 6.3 
7 -42 -54 -20 7.3 
8 -48 -56 -24 4.2 
9 -44 -63 -20 4.7 
10 -38 -63 -17 11.3 
11 -35 -61 -16 8.5 
12 -38 -51 -26 11.3 
13 -42 -53 -27 8.2 
14 -44 -62 -13 5.9 
15 -45 -61 -16 8.0 
16 -39 -71 -18 6.1 
Mean -41 -59 -20 7.7 
SEM 0.9 1.3 1.2 0.6 
 
Task and Stimuli. Participants performed a visual semantic decision (semantic decision) 
task, (“Does the word represent something living?”) while one of two target sites was 
stimulated with rTMS. Once again, these were vOTC (the testing site) and vertex (the 
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control site where stimulation was not expected to affect responses). The stimuli came 
from two categories, living and manmade, and there were 80 words per category. These 
were subdivided into an equal number of low and high frequency words. Due to the 
relative lack of high frequency living things, it was necessary to use the same items for 
both stimulation sites such that participants saw each item twice. However, the order of 
sites was balanced across participants and the order of the items was fully randomised. As 
before, low and high frequency words were defined as items having <10 and >20 
occurrences per million respectively (Table 4-4). The items were not matched across 
category, as the results from the previous chapter suggest that TMS may differentially 
affect “yes” and “no” responses, and thus consistent with the lexical decision task in this 
chapter, they were excluded from the analysis. Within category, the items were matched 
for letter length, number of syllables, bigram frequency and orthographic neighbourhood 
(Davis 2005). In addition, an independent set of items was used for practice. 
Table 4-4: Mean psycholinguistic properties per condition with standard error in parenthesis. Statistical values refer 
only to Living items. Manmade items included in table for completeness sake. HF = high frequency words, LF = low 
frequency words. 
 
Living Manmade   
HF 
Words 
LF 
Words 
HF 
Words 
LF 
Words 
t P 
Frequency 
127 
(28.9) 
4 (0.4) 
76 
(11.9) 
4 (0.5) 4.26 <0.001 
Familiarity 
556 
(21.1) 
476 
(38.2) 
571 
(21.3) 
463 
(37.4) 
5.63 <0.001 
No. of Letters 5.2 (0.2) 5.2 (0.2) 5.0 (0.2) 5.2 (0.2) 0.17 0.867 
No. of syllables 1.6 (0.1) 1.7 (0.1) 1.4 (0.1) 1.6 (0.1) 0.92 0.359 
Bigram frequency 
1306 
(141) 
1254 
(175) 
1567 
(206) 
1040 
(177) 
0.23 0.816 
Orthographic 
neighbourhood 
4.3 (0.9) 4.4 (0.9) 6.1 (1.0) 4.8 (0.8) 0.08 0.940 
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Procedure. The procedure was identical to that of Experiment 1. Each trial began with a 
fixation cross displayed for 500msec, followed by a visual letter string for 200msec and 
then a blank screen for 2300msec, giving a total duration of 3sec. Subjects indicated 
whether the letter string represented a living thing or not by pressing a button using 
either their right or left index finger, with response finger counterbalanced across subjects. 
Half of all trials had TMS. Participants were instructed to “respond as quickly as possible 
while minimising the number of mistakes.”Accuracy and RTs were recorded. 
The two stimulation sites were tested sequentially in a single session with their order 
counter-balanced across subjects, with stimulation intensity set to 100% of motor 
threshold. The participant performed a practice session of the experiment without any 
TMS to familiarise them with the task. Next, one of the testing sites was chosen and the 
participant was introduced to the sensation of rTMS at that site. After familiarisation with 
the sensation, the participant performed a practice session with rTMS pseudorandomly 
delivered on half of the trials to get used to performing the task with concurrent rTMS. 
Finally, participants completed the list of the stimuli at each site. The details of the TMS 
apparatus and the method used to localise target sites are the same as previously 
reported. 
Analyses. The accuracy of one high frequency living item (‘grass’) was at chance and was 
consequently excluded from the analysis. Analyses were identical to Experiment 1. RTs for 
“yes” responses were measured from the onset of the target. To maintain consistency 
with the lexical decision experiment, “no” responses were not analysed although they are 
included in the figures for completeness sake. To minimise the effect of outliers in the RT 
data, median RTs for correct responses per condition per subject were used without any 
trimming in the statistical analyses (Ulrich and Miller 1994). The accuracy scores and 
median RTs were analysed using a 2  2 ANOVA with Frequency (high, low) and TMS 
(rTMS, none) as independent factors. 
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4.3.2 Results 
The results of ventral occipito-temporal stimulation are shown in Figure 4-3. The accuracy 
scores showed no significant main effects or interactions (all F(1,15) < 1.000, p > 0.333). 
The RTs, however, showed a main effect of Frequency (F(1,15) = 5.815, p = 0.029), 
reflecting the fact that though accuracy did not differ for low and high frequency words 
(both 90%), responses to high frequency words were faster (528 vs. 545msec). Crucially, 
there was a main effect of TMS (F(1,15) = 11.991, p = 0.003) but no interaction 
(F(1,15) = 1.122, p = 0.306), indicating that TMS slowed responses to low frequency words 
(+18msecs) and high frequency words (+32msecs)8. 
                                                     
8
 In order that the semantic decision analysis be comparable and consistent with that of the lexical decision 
task, “no” responses were not included in the semantic decision analysis, however, Figure 4-3 suggests that 
TMS affects the “no” responses in the semantic decision as well as the “yes” responses. Including manmade 
items in the analysis by collapsing across category (as items were not match across category, it cannot be a 
separate factor) does not change the result: the main effect of TMS remains (F(1,15) = 11.407, p = 0.004) in 
the absence of the interaction (F(1,15) = 0.287, p = 0.600). This suggests that the absence of a TMS effect on 
pseudowords does not depend on “no” response per se but rather that, akin to high frequency words, vOTC 
is not required to determine the lexical status of orthotactically legal but meaningless letter strings. 
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Figure 4-3: Mean accuracy (%) and RTs (msec) for rTMS to ventral occipito-temporal cortex during visual semantic 
decision task. Each plot shows high (HF) and low (LF) frequency conditions for living and manmade items with (light 
bars) and without TMS (dark bars). Error bars represent standard error of the mean, adjusted to accurately reflect the 
variance in a repeated-measures design (Loftus and Masson 1994). * indicates a significant TMS effect at p < 0.05. 
The effect of rTMS delivered to the vertex is shown in Figure 4-4. Like the ventral occipito-
temporal site, there were no significant main effects or interactions in the accuracy data 
(all F(1,15) < 1.262, p > 0.279). The RTs showed a main effect of Frequency 
(F1,15) = 6.367, p = 0.023), once again demonstrating the advantage of high frequency 
relative to low frequency words. Unlike the ventral occipito-temporal site, there was no 
main effect of TMS (F(1,15) = 0.211, p = 0.653) and no an interaction 
(F(1,15) = 0.022, p = 0.883), confirming that suitability of the vertex as a control site. 
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Figure 4-4: Mean accuracy (%) and RTs (msec) for rTMS to vertex during visual semantic decision task. Each plot shows 
high (HF) and low (LF) frequency conditions for living and manmade items with (light bars) and without TMS (dark 
bars). Error bars represent standard error of the mean, adjusted to accurately reflect the variance in a repeated-
measures design (Loftus and Masson 1994). 
 In summary, Experiment 2 clearly demonstrates that stimulation of vOTC during 
semantic decision slowed response times not only to low frequency but also high 
frequency words. This is markedly different from the pattern observed during stimulation 
in the lexical decision and, if reliable, indicates task-dependent processing of high 
frequency words in the area. 
4.3.3 Comparison 
In order to determine whether the apparent task dependency of vOTC processing of high 
frequency words was reliable, the median RTs for “yes” responses from both experiments 
were entered into a mixed ANOVA with Frequency (High, Low) and TMS (none, rTMS) as 
within subjects factors and Task (lexical decision, semantic decision) as a between subject 
factor. In addition to the expected main effect of Frequency (F(1,30) = 36.629, p < 0.001), 
there was a main effect of TMS (F(1,30) = 14.121, p = 0.001) indicating that across the two 
experiments, responses were slowed by TMS to vOTC (no TMS: 533msec, TMS: 551msec). 
There was also a Frequency  Task interaction (F(1,30) = 8.641, p = 0.006), indicating the 
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word frequency effect was larger during the lexical decision task (+50msec) relative to the 
semantic decision (+17msec), consistent with the behavioural literature (Balota and 
Chumbley 1984; Schilling et al. 1998). Crucially, there was a Frequency  TMS  Task 
interaction (F(1,30) = 5.423, p = 0.027) confirming that the effect of rTMS on low 
frequency words was consistent across tasks but that the effect on high frequency words 
was present in the semantic decision (+32msec) but not in the lexical decision (+1msec). 
The remaining interactions were not significant. 
4.3.4 Discussion 
This experiment investigated the effect of stimulation of vOTC during a visual semantic 
decision. TMS administered during the semantic decision task disrupted responses to both 
low and high frequency words. This is in contrast to the lexical decision, where high 
frequency words were not affected. The 3-way interaction between Frequency, TMS and 
Task confirmed that this task dependent processing of high frequency words was reliable. 
Although lexical decisions involving high frequency words elicit robust activity in vOTC 
(Fiebach et al. 2002; Chee et al. 2003b; Kronbichler et al. 2004), it is well established that 
processing of word-like stimuli proceeds beyond merely orthographic processing even in 
the event that this processing it is not necessary for the current task (Stroop 1935; Van 
Orden 1987; Van Orden et al. 1988; Price et al. 1996). The task-dependent effect on high 
frequency words is consistent with top-down influences altering the necessity of vOTC 
processing and reflects the differing strategies required for the two tasks. Correct 
completion of a visual lexical decision task may or may not require access to higher order 
properties such as phonology and semantics. The decision for frequently occurring, over-
learned words may be based solely on general characteristics such as the orthographic 
familiarity since these characteristics provide sufficient information to reliably distinguish 
between words and nonwords, whereas rarer words place a greater processing burden on 
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semantic and phonological knowledge (James 1975; Shulman et al. 1978; Becker 1979; 
Waters and Seidenberg 1985; Jared and Seidenberg 1991). In contrast, the visual 
properties of a word are not sufficient to correctly complete a semantic decision. 
Regardless of its frequency or familiarity, the meaning of a word must be processed. This 
increases the importance of contributions from more anterior temporal areas (Hodges et 
al. 1995; Vandenberghe et al. 1996; Lambon Ralph et al. 2009) and inferior frontal areas 
(Roskies et al. 2001; Devlin et al. 2003a; Grindrod et al. 2008) associated with semantic 
processing, and the integration of this higher order knowledge with the visual form in 
vOTC (Bokde et al. 2001; Capek et al. 2009). 
The existence of task-dependency in vOTC is incompatible with any model that suggests 
that processing is stimulus-driven as this requires that the response profile is solely 
determined by the stimuli (not the task). Task set can only modulate activity if top-down 
processing interacts with bottom-up input. Task-dependency is a hallmark of an 
interactive system (McClelland and Rumelhart 1981; Rumelhart and McClelland 1982; 
McClelland 1993). Interactivity of this sort has been reported for reading in both 
behavioural (Cattell 1886; Reicher 1969; Wheeler 1970) and neuroimaging literature 
(Flowers et al. 2004; Spironelli and Angrilli 2007; Ruz and Nobre 2008; Proverbio and 
Adorni 2009) as well as object recognition more generally (Orban et al. 1996; Watanabe et 
al. 1998; Bar 2003; Bar et al. 2006; Schrader et al. 2009). It is thus not surprising that 
interactivity is a frequent feature of cognitive models of reading (Rumelhart and 
McClelland 1982; Plaut et al. 1996; Coltheart et al. 2001; Jacobs et al. 2003; Harm and 
Seidenberg 2004; Perry et al. 2007). This indicates that neurobiological models of reading, 
which have concentrated almost exclusively on a feed-forward flow of information 
(Dejerine 1892; Pugh et al. 1996; Shaywitz et al. 2002; Dehaene et al. 2005), must be 
updated to reflect the importance of feedback connections.  
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4.4 Conclusion 
This chapter details two experiments aimed at further characterising the response profile 
of vOTC during reading. Experiment one demonstrated that vOTC is causally involved in 
visual lexical decisions for low but not high frequency words while experiment two 
showed that the area is necessary for completion of a semantic decision for both low and 
high frequency words. The differential effect during the lexical decision and the task 
dependency is surprising and fundamentally incompatible with any feed-forward model of 
reading. In addition, they require that the interface account be further elaborated; Top-
down interactions not only link higher-order properties to visual form but also determine 
whether the processing contribution made by the area is necessary or not. This stresses 
the importance of not only what information is being processed in a region (visual form vs. 
reading-specific orthography) but also emphasises the processing dynamics – interactive 
vs. feedforward. 
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5 Dynamics and specificity 
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5.1 Introduction 
In addition to the virtual lesion mode employed in the previous chapters, TMS can be used 
in neurochronometric mode. By applying a single pulse or pair of pulses at different onset 
asynchronies, it is possible to map out the temporal profile of processing within a cortical 
area. Used in this way, TMS is capable of resolving two critical time windows separated by 
as little as 40msec (Koivisto et al. 2010). However, its potential has not yet been fully 
tapped with regard to reading and language. Instead, the absence of invasive single-cell 
recordings in humans coupled with the fact that non-human animals cannot read has 
meant that studies of the mental chronometry of visual word recognition have 
traditionally used purely behavioural measures of accuracy and reaction time (e.g. Reicher 
1969; Yap and Balota 2007).  
More recently event-related analysis of EEG data has become the predominant 
methodology (Rugg 1983; Bentin et al. 1999; Cohen et al. 2000; McCandliss et al. 2003; 
Rossion et al. 2003), providing a direct method of assessing the temporal dynamics of 
neural events. Viewing a visual stimulus such as a word or object evokes early occipital 
components at approximately 50-100msec after stimulus onset (Clark et al. 1994; Bentin 
et al. 1999; Martínez et al. 1999; Di Russo et al. 2003; Rossion et al. 2003) followed by a 
left occipito-temporal negativity between 170-200msec (Salmelin et al. 1996; McCandliss 
et al. 1997; Bentin et al. 1999; Tarkiainen et al. 1999; Rossion et al. 2003). The initial 
components are thought to reflect activity in early visual areas and demonstrate 
differences between words and objects believed to be a consequence of the pronounced 
differences in low-level visual properties between the stimuli (Rossion et al. 2003). In 
contrast, differences in the later component, known as the N170, are thought to reflect 
specialised neural processing for words that is distinct from other stimulus classes 
(Rossion et al. 2003). Part of the evidence for this is the topography of the response: 
bilateral for objects but ‘left-lateralised’ for words (Rossion et al. 2003), presumably 
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reflecting the lateralisation of language (Josse and Tzourio-Mazoyer 2004; Cai et al. 2010). 
Moreover, the left hemisphere N170 elicited by words distinguishes between 
orthographic and non-orthographic stimuli (Bentin et al. 1999; Cohen et al. 2000), and is 
modulated by lexical frequency of the stimuli (Neville et al. 1992; Hauk and Pulvermüller 
2004). It is these properties that have led some researchers to claim that the N170 reflects 
the earliest stage of abstract orthographic processing (Cohen et al. 2000; McCandliss et al. 
2003; Maurer and McCandliss 2008).  
There are, however, a number of reasons to exercise caution with regard to temporal 
profile estimates for ventral occipito-temporal cortex (vOTC) derived from ERP. First, eye-
tracking experiments show fixation on a single word lasts only 200-300msec (Rayner 1998) 
and thus it seems unlikely that orthographic access is occurs so late in a fixation and so 
soon before the saccade to the next word (Sereno et al. 2003). Second, activity in vOTC 
measured by ERP is concurrent with activity in peri-Sylvian regions (Pammer et al. 2004; 
Pulvermüller and Shtyrov 2006) and preceded by phonological processing in more anterior 
areas recorded by MEG (Wheat et al. 2010), calling into question whether vOTC activation 
truly represents the earliest stage of abstract orthographic processing. Finally, invasive 
recordings in both monkeys (Ashford and Fuster 1985; Richmond et al. 1987; Schroeder et 
al. 1998; Kiani et al. 2005; Chen et al. 2007) and humans (Yoshor et al. 2007) suggest that 
activity in this region of extrastriate cortex begins considerably earlier (from 40-100msec 
post-stimulus onset). 
Reliable timing information is crucial in a number of respects. First, it provides information 
regarding the dynamics of a cortical area, including whether the processing is purely 
feedforward or some combination of feedforward and feedback. Early activity in an area is 
generally interpreted as corresponding to feedforward processing while later activity is 
thought to correspond to processing involving feedback information re-entering the area 
(Corthout et al. 1999a; Juan and Walsh 2003; Koivisto et al. 2010). Second, knowledge 
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about when an area is active can inform about the position the area takes within a wider 
hierarchy of networked areas and whether these areas function in series, parallel or some 
combination of the two (Pulvermüller et al. 2009). Consequently, it is important to resolve 
the apparent contradictions regarding the processing dynamics of vOTC, preferably using 
a methodology that provides an independent measure of the temporal profile during 
visual word recognition. Here I used paired-pulse, rather than repetitive TMS to take 
advantage of its more precise temporal resolution (Juan and Walsh 2003; O'Shea et al. 
2004; Pitcher et al. 2007) and map the time course of processing in vOTC (Walsh and 
Pascual-Leone 2003). Although the previous chapters showed TMS can be used to perturb 
processing in vOTC when administered repetitively, it is not known whether this effect will 
remain robust when the stimulation is reduced from five to two pulses. Thus the first 
experiment aimed to test the feasibility of using paired-pulse TMS to map out the 
temporal profile in vOTC. Pairs of pulses were delivered at different onset asynchronies 
while participants performed a lexical decision involving low frequency words and 
pseudowords. The lexical decision was chosen as experiments in previous chapters 
showed reliable disruptive effects of rTMS. Only one lexical condition was included to 
maximise sensitivity and low frequency words were chosen because the previous 
experiments demonstrated they were consistently disrupted by TMS. There are three 
possibilities regarding the temporal profile of disruption of vOTC (illustrated in Figure 5-1): 
1. A single discrete, relatively early period of disruption. This would suggest only 
feedforward processing occurs in the area, possibly corresponding to the 
extraction of the abstract visual word form code (Dehaene et al. 2005).  
2. Two (or more) discrete periods of disruption with the first reflecting a feedforward 
wave of activity and the subsequent period reflecting feedback activity.  
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3. A single prolonged period of disruption, reflecting the ongoing integration of visual 
form and non-visual properties in the form of concurrent feedforward and 
feedback processing. 
TMS has been used previously to identify profile 1 (O'Shea et al. 2004; Kalla et al. 2008) 
and profile 2 (Corthout et al. 1999a; Corthout et al. 1999b) but not, to the best of my 
knowledge, profile 3. Although the second and third possibilities both involve a 
combination of feedforward and feedback processing, they differ with respect to the 
onset of feedback. Finally, the onset of disruption may occur at approximately 170msec, 
consistent with ERP data, or it may begin earlier, consistent with the invasive recording 
literature.  
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Figure 5-1: Three temporal profiles predicted by feedforward only (top), feedforward and feedback (middle) and 
ongoing interactive (bottom) accounts of ventral occipito-temporal dynamics. 
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5.2 Experiment 1 
5.2.1 Method 
Participants. 24 participants (15M, 9F, aged 19 to 46, mean = 29) took part. All were right 
handed, native English speakers with normal or corrected to normal vision. None had any 
form of dyslexia, a personal history of neurological disease, or a family history of epilepsy 
according to self-reports. Each gave informed consent after the experimental procedures 
were explained. The experiments were approved by the Berkshire NHS Research Ethics 
Committee. 
Functional imaging. All participants completed a 1-back task during fMRI scanning in order 
to localise the precise region of vOTC to target with TMS in each individual (Table 5-1). The 
details of the fMRI scans are given in Chapter 2. 
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Table 5-1: Peak coordinates for the contrast [Words > Fixation] in vOTC in MNI space. Each individual’s peak was used 
as their target for TMS. 
vOTC 
Subject 
MNI Coordinates 
Z-score 
x y z 
1 -44 -62 -18 8.4 
2 -44 -73 -16 7.7 
3 -41 -48 -18 6.3 
4 -34 -48 -24 7.5 
5 -41 -66 -18 9.4 
6 -44 -49 -27 10.6 
7 -43 -66 -8 11.0 
8 -41 -63 -14 7.3 
9 -39 -53 -16 6.3 
10 -38 -63 -13 8.5 
11 -43 -64 -18 9.1 
12 -42 -55 -23 9.3 
Mean -41 -59 -18 8.4 
SEM 0.9 2.4 3.9 0.4 
 
Task and stimuli. Participants performed a lexical decision task while paired-pulse TMS 
was delivered to one of two target sites. The lexical decision consisted of two conditions, 
each comprising 100 items: low frequency words (1-10 occurrences per million), and 
pronounceable pseudowords. The stimuli were matched across conditions in prelexical 
properties (Table 5-2). Word frequency values were obtained from the Celex database of 
British written English (Baayen et al. 1993), while bigram frequency and familiarity values 
were obtained from N-Watch (Davis 2005). The details of the TMS apparatus and the 
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method used to localise target sites were reported in the Chapter 2. Every trial had two 
pulses of TMS separated by 40msec. Subjectively this feels like a single pulse but it induces 
a more robust interference effect (Juan and Walsh 2003; O'Shea et al. 2004; Pitcher et al. 
2007). This experiment used a between-subject design, with one group of 12 participants 
receiving TMS over vOTC and the other over vertex. Within each group there were five 
different timing conditions (each including 20 low frequency words and 20 pseudowords) 
with pulses at either 0 and 40msec, 40 and 80msec, 80 and 120msec, 120 and 160msec, or 
160 and 200msec post stimulus onset. To avoid confounding stimulus sets with TMS time 
windows, each set of items was rotated across each of the 5 timing conditions. Trial order 
was fully randomised. The five versions of the stimuli contained the same 200 items but 
each set of 40 items was rotated across each of the 5 timing conditions, in addition to 
being matched for written word frequency, rated familiarity, letter length, number of 
syllables and bigram frequency. TMS intensity was set to 100% of the subject’s motor 
threshold. 
Procedure. Each trial began with a fixation cross displayed for 500msec, followed by a 
visual letter string for 200msec and then a blank screen for 1300msec, giving a total 
duration of 2sec. Subjects indicated whether the letter string formed a real word in 
English or not by pressing a button using either their right or left index finger. Responses 
were fully counter-balanced for response hand across subjects. Each trial had TMS in one 
of the five timing windows. Accuracy and reaction times (RTs) were recorded. 
Testing began by determining the participant’s motor threshold using a single pulse 
delivered to the hand area of primary motor cortex. A practice session, using an 
independent set of items, followed allowing the participant to become familiar with the 
lexical decision task. Next, the participant was assigned a testing site and introduced to 
the sensation of paired-pulse TMS at that site. After familiarisation with the sensation, the 
participant performed a practice session with TMS to get used to performing the task with 
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concurrent paired-pulse TMS. Finally, participants completed the list of stimuli with TMS 
delivered to the appropriate site. 
Table 5-2: Mean psycholinguistic properties per condition with standard error in parenthesis. LF = low frequency 
 LF Words Pseudowords t p 
Frequency 5.30 (0.3) - - - 
Familiarity 484 (6.6) - - - 
No. of Letters 5.1 (0.1) 5.1 (0.1) 0.53 0.598 
No. of syllables 1.5 ( 0.1) 1.5 (0.1) 0.63 0.527 
Bigram frequency 1213 (92) 1398 (99 1.37 0.173 
Orthographic neighbourhood 3.6 (0.4) 4.4 (0.4) 1.44 0.152 
 
Analyses. RTs were measured from the onset of the target. Responses times shorter than 
300msec were trimmed, amounting to 0.2% of the data. To minimise the effect of outliers 
in the RT data, median RTs for correct responses per condition per subject were used in 
the statistical analyses (Ulrich and Miller 1994). The accuracy scores and median RTs were 
analysed using a two-way mixed ANOVA where the within-subjects factor was TMS (0–40, 
40–80, 80–120, 120–160, 160–200msec post-stimulus onset) and the between-subjects 
factor was Site (vOTC, vertex). Planned comparisons used Bonferroni corrected one-tailed 
paired t-tests because the previous experiments showed that TMS to vOTC slowed, rather 
than speeded, responses.  
5.2.2 Results 
Accuracy was high with an average score of 94% across conditions. Although pseudowords 
were included in the task to ensure that participants correctly performed the lexical 
decision task, they were not included in the analyses as the previous experiments showed 
no effect of TMS on pseudowords. For the accuracy data, there were no significant main 
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effects of Time (F(4,88) = 1.6, p = 0.184) or Site (F(1,22) = 0.3, p = 0.564) and no 
interaction (F(4,88) = 1.6, p = 0.174), indicating that TMS did not affect accuracy (Figure 
5-2). 
 
Figure 5-2: Accuracy scores (%) for TMS of vOTC (dark bars) and Vertex (light bars) over 5 time windows, with error 
bars representing corrected standard error of the means (Loftus and Masson 1994).  
RTs for words are shown in Figure 5-3. Here, the 0–40msec time window served as the 
baseline condition (per testing site) as TMS was not expected to influence reading that 
early (Maunsell and Gibson 1992; Givre et al. 1994; Schroeder et al. 1998), making it a 
good baseline for comparison purposes. The two-way mixed ANOVA revealed a main 
effect of Time (F(4,88) = 4.2, p = 0.004) but no main effect of Site 
(F(1,22) = 0.44, p = 0.514) or Site  Time interaction (F(4,88) = 1.9, p = 0.110). Visual 
inspection of Figure 5-3 suggests that the absence of interaction may be caused by an 
unexpectedly long RT for vertex stimulation in the 160-200msec time window (573msec) 
compared to the other time windows (range: 544 to 555msec). The +18msec effect, 
however, did not represent a significant slowdown relative to the 0–40 window 
(t(11) = 1.6, p = 0.145), consistent with the results of vertex stimulation in previous 
chapters and with the functional neuroimaging literature, neither of which demonstrates 
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vertex involvement in reading at any level. As a result, I chose to exclude the 160-200msec 
time window from further analyses.  
 
Figure 5-3: Mean RTs (in msec) for TMS of vOTC (dark bars) and Vertex (light bars) over 5 time windows, with error 
bars representing corrected standard error of the means (Loftus and Masson 1994). ** indicates a significant 
difference for vOTC stimulation from the 0–40msec time window at p < 0.01; * indicates p < 0.05. 
When this time window was excluded, there was no main effect of Time 
(F(3,66) = 1.1, p = 0.369) or Site (F(1,22) = 0.5, p = 0.501) but a significant Site  Time 
interaction (F(3,66) = 2.9, p = 0.044). Planned comparisons indicated no significant effect 
at 40–80msec (t(11) = 0.6, p = 0.8205) but significantly slowed responses for the 80–120 
(+24msec, t(11) = 3.4, p = 0.009) and 120–160msec (+25msec, t(11) = 2.6,p = 0.0375) time 
windows. In contrast, there were no significant effects for stimulation of the vertex at any 
of the time windows (all t(11) < 1.3, p > 0.72). Figure 5-3, therefore, illustrates three points. 
First, the earliest time window where TMS interfered with reading was 80–120msec post-
stimulus onset; second, this effect was also present in the subsequent time window of 
120–160msec; and third, that this interference effect was specific to the vOTC site. 
5.2.3 Discussion 
The goal of this experiment was to determine the feasibility of using paired-pulse TMS to 
map out the temporal profile of vOTC. Clearly, this was successful as similar to the 
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previous rTMS experiments, responses to low frequency words were slowed by paired-
pulse TMS. Despite the reduction from five pulses used in the previous experiments, the 
effect of stimulation was robust, producing slowdowns in 12/12 participants in 80-
160msec period. Thus in addition to being site-, and stimulus- specific and task-dependent, 
ventral occipito-temporal stimulation is time-specific. This further demonstrates the effect 
of stimulation is not simply a non-specific effect of ventral TMS as stimulus, task and site 
remain constant between baseline and the experimental time windows.  
The disruption of low frequency word reading was not limited to a single early time 
window but continued throughout later time windows. This temporal profile suggests that 
activity in the region is not limited to solely feedforward processing. If the role of the area 
is to extract abstract codes (orthographic or otherwise) from visual stimuli, then once this 
has been accomplished and the code sent onwards to higher order areas, the processing 
in the area would cease (or cease to be causally involved) as there is no need for further 
visual form analysis. On the contrary, prolonged activity suggests feedback information is 
re-entering the area and moreover, that this information is critically involved in visual 
word recognition. Previous TMS studies have found relatively short temporal windows of 
feedback (for example, Corthout et al. 1999a; Corthout et al. 1999b). Nonetheless, the 
longer period of feedback seen in the current data is consistent with cognitive models of 
reading which emphasise both interactive nature but also cascaded activity – i.e. not 
separate feedforward and then feedback waves. There are however, two alternate 
explanations for the prolonged period of disruption. The first is that the paired-pulse TMS 
used in this experiment does not have the ability to resolve two separate time windows. 
This, however, seems unlikely as stimulation affected processing over a period spanning 
more than 100msec, particularly as this type of stimulation has previously been used to 
resolve separate time windows of occurring within a 110msec period (Pitcher et al. 2010). 
The second explanation is that the slowdown during stimulation in the later time windows 
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is an artefact of the experimental design. As the trials were fully randomised, some trials 
with TMS during an early time window may have been followed by trials with TMS during 
a late time window. This may have resulted in participants consciously or unconsciously 
waiting for stimulation, artificially slowing the RTs in the later time windows. The 
numerical slowdown during stimulation of vertex during the 160–200msec time window is 
consistent with this possibility. Ruling out this possibility requires using an experimental 
design where the difference in the delay in TMS onset between two consecutive trials is 
minimised. 
Finally, the results demonstrate that stimulation first disrupted processing in the 80-
120msec time window, significantly earlier than that expected based on ERP studies. 
There are two possible reasons for this early disruption: 
1. Since the experiment employed a fixed inter-trial interval (ITI), participants may 
have settled into a rhythm. The slowdown in RTs may therefore have been the 
result of stimulation disrupting top-down expectation generated by the awareness 
of the subsequent stimulus onset. In other words, stimulation is not affecting the 
feedforward wave of activity and visual information is not yet present in vOTC. It is 
important to note however, that even if this is the case, the paired-pulse TMS 
successfully disrupted ventral occipito-temporal processing. 
2. The stimulation disrupted the feedforward wave of visual information. In other 
words, visual information is present in ventral occipito-temporal considerably 
earlier than suggested by the N170 component. This would be consistent with 
timing estimates suggested by invasive studies of macaque monkeys, where the 
visual information first arrives in posterior inferior temporal cortex between 40-
120msec post-stimulus onset (Ashford and Fuster 1985; Richmond et al. 1987; 
Schroeder et al. 1998; Kiani et al. 2005; Chen et al. 2007). This possibility would be 
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confirmed if the early effect is still present when using a variable ITI since this 
would remove any potential expectation confound. 
Thus while it is clear that paired-pulse TMS can successfully disrupt processing in vOTC, 
the experimental design needs to be optimised to confidently interpret the data. Thus the 
purpose of Experiment 2 was to not only to optimise and replicate the first experiment 
but also extend the design to address questions regarding the processing dynamics of 
ventral occipito-temporal contributions to reading in relation to another higher order 
visual function, visual object recognition (Price and Devlin 2003; Joseph et al. 2006; 
Starrfelt and Gerlach 2007). This is of particular interest as the interface hypothesis 
predicts that i) left ventral occipito-temporal stimulation should affect both visual words 
and visual objects and moreover ii) that there should be no difference in the temporal 
profile of different stimulus categories, as regardless of category, the area performs the 
same function – linking visual form to higher order properties. Therefore, Experiment 2 
used paired-pulse TMS to map out the temporal flow of information in vOTC during 
processing of written words and objects. In addition, although neuroimaging has thus far 
been unable to spatially dissociate the two stimulus categories within vOTC (Price et al. 
2006; Ben-Shachar et al. 2007; Wright et al. 2008), the two appear to dissociate in patients 
with focal lesions. Damage to the left, but not right, vOTC impairs reading while impaired 
object recognition (known as visual agnosia) tends to follow bilateral lesions (Sparr et al. 
1991; Barton et al. 2004; Karnath et al. 2009). To investigate this discrepancy between 
neuroimaging and neuropsychological findings, the processing contributions of both left 
and right vOTC were tested by stimulating each hemisphere independently.  
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5.3 Experiment 2 
5.3.1 Method 
Participants. 12 subjects (6M, 6F, aged 21 to 39, mean = 27.8) participated in the 
experiment. All were right handed, native monolingual English speakers with normal or 
corrected to normal vision. None had a personal history of neurological disease, a family 
history of epilepsy or any form of dyslexia, according to self-report. Each gave informed 
consent after the experimental procedures were explained. The experiments were 
approved by the UCL Research Ethics Committee [UCL #249/001]. 
Functional imaging. Nine participants completed a 1-back task and the remaining three 
participants completed a lexical decision task during fMRI scanning in order to localise the 
precise region of left and right vOTC to target with TMS in each individual (Table 5-3). The 
details of the fMRI scans given in Chapter 2. 
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Table 5-3: Peak coordinates for the contrast [Words > Fixation] in left vOTC (left) and right vOTC (right) respectively, in 
MNI space. Each individual’s peak was used as their target for TMS. 
Subject 
Left vOTC  Right vOTC 
MNI Coordinates 
Z-score 
 MNI Coordinates 
Z-score 
x y z  x y z 
1 -46 -52 -14 4.9  45 -60 -13 3.4 
2 -46 -56 -20 7.1  49 -52 -10 3.4 
3 -35 -72 -5 10.0  40 -65 -7 6.3 
4 -40 -58 -14 8.9  48 -62 -20 5.5 
5 -48 -68 -6 7.7  48 -58 -11 7.0 
6 -41 -61 -16 9.0  45 -63 -19 10.0 
7 -48 -54 -28 5.6  50 -48 -28 2.3 
8 -43 -68 -21 9.1  44 -59 -22 6.6 
9 -39 -71 -18 6.1  35 -75 -11 6.5 
10 -42 -59 -13 6.6  41 -60 -13 1.9 
11 -42 -53 -11 2.8  41 -50 -20 2.7 
Mean -43 -61 -15 7.1  44 -59 -16 5.0 
SEM 1.2 2.2 2.0 0.7  1.4 2.3 1.9 0.8 
 
Task and Stimuli. Participants performed a visual semantic decision task (“Does the stimuli 
represent a living thing?”) in order to maintain a constant task set across both word and 
picture stimuli. The stimulus set consisted of 400 items: 200 words and 200 pictures. Each 
was divided into 100 living things and 100 manmade objects. The words represented the 
same items as 200 pictures – that is, in the course of a single testing session participants 
saw both a picture of a baboon and the word “baboon.” Half of the items occurred first as 
a word and then as a picture in one version of the experiment or in the opposite order in 
the other version. The two versions were counterbalanced across participants. The word 
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stimuli were divided into five sets and these were matched for written word frequency 
(mean ± SD, 9.9 ± 24.9, F(4,195) = 0.14, p = 0.97), letter length (6.1 ± 1.8, 
F(4,195) = 0.30, p = 0.88), bigram frequency (918 ± 958, F(4,195) = 0.36, p = 0.84) and 
orthographic neighbourhood size (3.0 ± 4.8, F(4,195) = 0.62, p = 0.65). Frequency values 
were obtained from the Celex database of British written English (Baayen et al. 1993) 
while bigram frequency and orthographic neighbourhood size (N) were obtained from N-
Watch (Davis 2005). In addition, I conducted a purely behavioural pre-test (i.e. without 
any TMS) with a separate set of participants (n = 30) to ensure that RTs were matched 
across stimulus sets. The RTs were entered into an ANOVA with Modality (words, pictures), 
Category (living, manmade) and List (1, 2, 3, 4, 5) as factors. Critically, there was no main 
effect of List (F(4,380) = 1.49, p = 0.20) nor any significant interactions (all 
F < 1.74, p > 0.19). There was a significant main effect of both Modality 
(F(1,380) = 400.44, p < 0.001) and Category (F(1,380) = 35.84, p < 0.001), with faster 
responses to pictures (528 msec) than words (609 msec), and faster responses to living 
items (556msec) than manmade items (581msec).  
For each participant, three sites were test: left vOTC, right vOTC and vertex. The details of 
the TMS apparatus and the method used to localise target sites were reported in the 
General Methods. TMS intensity was set to 100% of the subject’s motor threshold. Each 
trial included two pulses of TMS separated by 40msec with the onset delivered at one of 
five different time points: 0, 40, 80, 120 or 160msec post-stimulus onset, giving five 
different timing conditions labelled 0–40, 40–80, 80–120, 120–160 and 160–200. Each 
condition included 80 items (20 words living, 20 words manmade, 20 objects living, 20 
objects manmade). To avoid confounding stimulus sets with TMS time windows, each set 
of 80 items was rotated across each of the 5 timing conditions.  
Procedure. Each trial began with a fixation cross displayed for 500msec, followed by a 
stimulus for 200msec and then a blank screen for a random interval between 1300-
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1800msec. The inclusion of a variable ITI, prevents participants from settling into a rhythm, 
as there is no way of knowing when the next trial will begin and therefore minimises 
potential top-down expectation effects. Subjects indicated whether the stimulus 
represented a living or a manmade thing by pressing a button using their right and left 
index fingers. Response hands were counterbalanced across subjects.  
The three stimulation sites were tested in different sessions, each separated by at least 
one week to avoid any possibility of lingering effect of previous TMS sessions (Hayashi et 
al. 2004). Their order was fully counter-balanced across subjects. The first session began 
by measuring the participant’s motor threshold using single pulses of TMS delivered to the 
hand area of left primary motor cortex. Afterwards, and in all subsequent testing sessions, 
the participant then performed a practice session of the semantic decision experiment 
without any TMS to familiarise them with the task. Next, one of the three testing sites was 
chosen and the participant was introduced to the sensation of paired-pulse TMS at that 
site. After familiarisation with the sensation, the participant performed a practice 
semantic decision run with paired-pulse TMS to get used to performing the task with 
concurrent stimulation. None of the items used in either practice run occurred in the main 
experiment. Finally, they completed the semantic decision experiment for the given site 
using one of the five stimulus versions. At least one week later, this procedure was 
repeated using the same stimulation intensity but stimulating a different site with a 
different stimulus version. On a third session, again at least a week later, the remaining 
site was tested.  
To prevent subject fatigue and coil overheating, the stimuli were divided into 4 runs of 
105 items lasting 3mins and 45secs each. Within a run, the items were organised 
according to modality, with 20 items of the same modality in each block to minimise the 
cost of switching between words and pictures (Figure 5-4a). The stimulus modality of the 
first block was counter-balanced across subjects. In addition, each block began with a 
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dummy trial although participants were not aware of this. Dummy trials (5 per run) were 
excluded from all analyses to reduce the effects of task-switching between blocks. Within 
a block, TMS conditions were not arranged randomly but rather were grouped in blocks of 
four trials which were ordered in either an ascending or descending staircase (Figure 5-4b). 
This was done to avoid the situation where late stimulation trials (e.g. 160–200) show 
longer RTs during sham stimulation or control conditions due to participants (implicitly) 
waiting for stimulation to begin. The current method effectively removed this problem by 
ensuring that the delay between TMS onset in any two consecutive trials never differed by 
more than 40msec. Indeed, it became clear during debriefing that participants did not 
realise there were different stimulation onsets, whereas this is more noticeable when the 
onsets are randomly ordered, for example in the previous experiment and also Devlin and 
colleagues (2003a). 
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Figure 5-4: The visual semantic decision paradigm. Top: Within a run, words and pictures alternated in 45s blocks with 
each block beginning with a dummy trial that was not analysed. The stimulus modality of the first block was counter-
balanced across subjects. Middle: Within a block, TMS conditions were not arranged randomly but rather were 
grouped in blocks of four trials which were ordered in either an ascending or descending staircase. Grey bars 
represent dummy items at the start of each new block while white and black bars represent living and non-living 
items respectively. Bottom: Time course of a single 80–120 word trial. 
Analyses. RTs were measured from the onset of the target. As RTs were generally quicker 
than in previous experiments no items were trimmed. To minimise the effect of outliers in 
the RT data, median RTs for correct responses per condition per subject were used (Ulrich 
and Miller 1994). Repeated-measure analyses of variance (ANOVA) were used to test for 
effects of interest with three independent factors: Site (left vOTC, right vOTC, 
vertex) × Modality (word, picture) × Time (0–40, 40–80, 80–120, 120–160, 160–200). 
Category (living vs. man-made) was not included as a factor since the task was used simply 
to focus attention on the meaning of the stimulus rather than to dissociate between 
different categories. Consequently, items were collapsed across category in all analyses. 
Moreover, the data from the semantic decision in the previous chapter demonstrated that 
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collapsing responses across category does not affect the pattern of results. To test for 
significant TMS effects, the four later timing windows were each compared to the 0–40 
condition using one-tailed, paired t-tests with a Bonferroni correction for multiple 
comparisons. Finally, the data from one subject were excluded for not following the 
experimental instructions (“Respond as quickly as you can without making too many 
mistakes”). This participant traded speed off for accuracy, with mean RTs more than 2 
standard deviations slower than the group average but with 100% accuracy across all sites, 
modalities and stimulation conditions. In contrast, the other participants ranged from 88-
98% accuracy but were on average 184msec faster to respond. Consequently, data from 
this one subject were not included in the group analyses. 
5.3.2 Results 
fMRI localisation. Figure 5-5 shows the location of the TMS target sites in left and right 
vOTC. Consistent with previous research, the contrast of words relative to fixation 
revealed a peak of activation in left vOTC in each participant with a mean Z score of 7.1 
(range: 2.8 – 10.0, SEM: 0.7). This contrast also produced a peak of activation in a 
comparable area of right vOTC with a mean Z score of 5.0 (range: 1.9 – 10.0, SEM: 0.8). 
Though the Z score in left vOTC (mean Z = 7.1, SEM = 0.4) was significantly higher than 
that of the right (mean Z = 3.0, SEM = 0.6; paired t-test: t(10) = 3.474, p = 0.006), there 
was no significant difference between hemispheres in the location of the site in any axis 
(all t(10) < 1.5, p > 0.185 without Bonferroni correction). The LH mean target coordinate 
was [–43, –61, –15], while the RH mean was [+44, –59, –16].  
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Figure 5-5: Location of TMS stimulation sites in (a) left and (b) right vOTC. For ease of viewing, the sites are projected 
on to a single slice for each hemisphere. Note that there is no systematic difference in the target locations between 
hemispheres. 
 
TMS data. Overall accuracy levels were high (95%) indicating that participants had no 
difficulty performing the task (Figure 5-6). Accuracy scores were entered into an omnibus 
3 x 2 x 5 repeated measures ANOVA, with Site (left vOTC, right vOTC, vertex), Modality 
(words, pictures) and Time (0–40, 40–80, 80–120, 120–160, 160–200). The only significant 
effect was a main effect of Modality (F(1,10) = 17.13, p = 0.002), indicating participants 
were more accurate for pictures (96.9%) than words (92.8%). None of the 2- or 3-way 
interaction terms reached significance (all F < 1.4, p > 0.2). In other words, TMS did not 
significantly affect accuracy. 
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Figure 5-6: Mean accuracy scores (%) for Words (dark bars) and Pictures (light bars) during paired-pulse TMS of left 
vOTC (top), right vOTC (middle) and vertex (bottom) over 5 time windows, with error bars representing corrected 
standard error of the means (Loftus & Masson, 1994). 
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The omnibus ANOVA for RTs revealed two significant main effects. The first was a main 
effect of Modality (F(1,10) = 99.76, p < 0.001) indicating that participants responded faster 
to pictures (447msec) than words (502msec), consistent with the results of the non-TMS 
pilot. This advantage for pictures is in accordance with the accuracy data above and rules 
out any speed-accuracy trade-off for words and pictures. Second, there was a significant 
main effect of Time (F(4,40) = 4.07, p = 0.007), indicating that TMS significantly affected 
RTs. The first row of Table 5-4 summarises the main effect of Time by collapsing RTs over 
Site and Modality for each of the five time windows. Each time point was compared to the 
0–40msec baseline condition revealing significant slowdowns at 120–160 
(t(10) = 3.95, p = 0.012) and 160–200msec (t(10) = 3.17, p = 0.036), after correcting for 
multiple comparisons using the Bonferroni method. Neither of the three earlier time 
windows was significantly affected. This main effect of Time, however, was qualified with 
a significant Site  Time interaction (F(8, 80) = 2.20, p = 0.036), indicating that the effect of 
TMS differed according to the stimulation site. To illustrate this interaction, the data from 
each Site is presented in a separate row of the table, collapsed over Modality. In addition, 
to characterise the interaction each of the three testing sites was analysed separately. 
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Table 5-4: Reaction times (±SEM) across the five time stimulation time windows collapsed over modality. * indicates 
significantly different from the baseline condition (p < 0.05 after Bonferroni correction).  
 
TMS time window (msec post-stimulus onset) 
0–40 40–80 80–120 120–160 160–200 
All sites 
Mean 464 469 479 478* 481* 
SEM 2.4 1.3 4.3 1.5 4.5 
Left vOTC only 
Mean 456 463* 482* 474* 477* 
SEM 3.0 2.9 6.3 2.5 5.5 
Right vOTC only 
Mean 471 476 485 489* 492* 
SEM 3.1 1.9 6.4 1.7 5.4 
Vertex 
Mean 466 468 469 471 473 
SEM 2.9 3.4 2.0 2.8 4.5 
 
Within left vOTC, there was a main effect Modality (F(1,10) = 50.18, p < 0.001) confirming 
the advantage for pictures (497 vs. 444msec) and also a main effect of Time 
(F(4,40) = 4.75, p = 0.003). The mean (±SEM) RTs are presented in the second row of Table 
5-4. Relative to the 0–40msec window, responses in all of the later time windows were 
significantly slower. For 40–80msec, the slowdown was only +7msec but this was 
significant even after Bonferroni correction (p = 0.016). For the remaining time windows, 
RTs were slower by +26msec (p = 0.044), +18msec (p = 0.010) and +21msec (p = 0.012). 
Visual inspection of the raw data (Figure 5-7), however, shows an apparent difference 
between words and pictures in the 40–80msec time window, with a slowdown for 
pictures (+18msec) but not for words (-2msec). The difference between words and 
pictures was primarily driven by a single outlying data point where one participant 
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showed a 73msec facilitation for words that obscured what would otherwise be an overall 
increase in RTs. In fact 10–12 participants were slower for words during stimulation at 40–
80msec. In other words, the apparent discrepancy between words and pictures is 
artifactual, as confirmed by the absence of a Modality  Time interaction (F(4, 
40) = 1.69, p = 0.171).  
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Figure 5-7: Mean RTs (in msec) for Words (dark bars) and Pictures (light bars) during paired-pulse TMS of left vOTC 
(top), right vOTC (middle) and vertex (bottom) over 5 time windows, with error bars representing corrected standard 
error of the means (Loftus & Masson, 1994). There was no interaction of Time of paired-pulse TMS with Modality but 
the two stimulus categories are displayed separately for completeness sake. * indicates a significant difference for 
vOTC stimulation from the 0–40msec time window at p < 0.05. 
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The pattern of results was similar in right vOTC with a main effect of Modality 
(F(1,10) = 93.65, p < 0.001) and a main effect of Time (F(4,40) = 3.56, p = 0.014). As before, 
pictures were significantly faster than words (510 vs. 455msec) and there was no 
significant Modality  Time interaction (F(4,40) = 1.61, p = 0.191), indicating that words 
and pictures were equally affected by TMS. Here, however, the TMS-induced slowing 
occurred later than in the left hemisphere, with significantly longer responses at 120–160 
and 160–200msec (+18msec, p = 0.002 and +21msec, p = 0.002, respectively). To test 
whether this timing difference was significant, I compared the effect of TMS (relative to 
the 0–40 baseline condition) for the left and right vOTC sites in the two early time 
windows. The TMS effect was calculated as the change in RT relative to the 0–40 condition 
divided by the 0–40 condition and expressed as a percentage. Paired t-tests revealed no 
significant difference in the TMS effects at 40–80 msec (LH vs. RH: +1.7% vs. +0.8%, 
t(10) = 0.95, p = 0.74) but a significantly larger effect for left relative to right hemisphere 
vOTC stimulation at 80–120 (+5.4% vs. +2.6%, t(10) = 2.72, p = 0.044 after Bonferroni 
correction). In other words, stimulation of left, but not right, vOTC significantly slowed 
responses when delivered at 80–120msec post stimulus onset and this difference 
between the hemispheres was significant. 
Finally, when TMS was delivered to the vertex, it had no effect on performance. There was 
a significant main effect of Modality (F(1, 10) = 119.59, p < 0.001), re-affirming the 
advantage for pictures over words (498 vs. 441msec) but no main effect of Time (F(4, 
40) = 0.58,  n.s.) nor a significant Modality  Time interaction (F(4,40) = 0.89,  n.s.). The 
vertex data shown in Table 5-4 and Figure 5-7, make it clear that response times were 
essentially flat across all five time windows, consistent with the fact the medial superior 
parietal lobe is not involved in recognizing either pictures or words (Philipose et al. 2007; 
Duncan et al. 2009). 
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5.3.3 Discussion 
The current experiment used neurochronometric TMS of left and right vOTC to map out 
the temporal flow of information during visual word and object processing. Consistent 
with the previous experiments, vertex stimulation had no effect. In contrast, responses to 
both pictures and words were slowed by stimulation of either left or right vOTC but the 
temporal profile of the two hemispheres differed significantly. There were no significant 
differences between words and objects either anatomically (left vs. right) or temporally 
(across the five time windows). Stimulation first disrupted processing during the 40–
80msec time window in the left hemisphere but at 120–160msec in the right. This is the 
first time that right vOTC has been shown to be causally involved in reading in normal, 
healthy skilled readers. 
The interface hypothesis suggests that left vOTC integrates visual form and higher non-
visual properties of visual stimuli. An important aspect of this theory that separates it 
from visual word form accounts is that the role of the area is the same for all visual stimuli, 
including both words and objects. The current data is consistent with this as left ventral 
occipito-temporal stimulation slowed responses to both words and objects and the 
temporal profile for the two stimulus categories was not significantly different. Since it is 
impossible to prove a null result, the absence of a difference between words and objects 
may result from a lack of sensitivity, however, it is consistent with the neuroimaging 
literature, where a direct comparison produces no reliable differences (Price et al. 2006; 
Ben-Shachar et al. 2007; Wright et al. 2008). Furthermore, when patients with left 
hemisphere vOTC lesions are tested with sensitive psychophysical measures they show 
deficits in reading and object recognition (Behrmann et al. 1998a; Starrfelt et al. 2009), 
again in agreement with the current data. For both stimulus types, the disruption first 
occurred during the 40–80msec time window. This is earlier than reported in the previous 
experiment, where words were first disrupted during the 80–120msec period. This 
129 
 
difference may reflect the change in task, as the RTs in the lexical decision are in the 550-
600msec range compared to the considerably faster RTs observed in the current 
experiment (400-500msec).  
Although TMS affected both words and pictures it is possible that there are distinct but 
spatially overlapping sub-populations of neurons: one for processing words and one for 
processing pictures (Dehaene et al. 2002; McCandliss et al. 2003). If true, although TMS 
would lack the spatial resolution to identify these intermixed subpopulations, single or 
paired-pulse TMS could potentially resolve them temporally if their dynamics differed. The 
current data however, provide no evidence of such a temporal dissimilarity. Moreover, 
high resolution imaging (Wright et al. 2008) and fMRI adaptation (Kherif et al. 2010) found 
no evidence for such neuronal specialisation. Although, invasive cellular recordings during 
awake human neurosurgery (Lenz et al. 2002; Mukamel et al. 2010) could yet provide 
evidence of sub-populations of word and object neurons there is currently no existing 
evidence of such specialisation. 
With regard to reading, the right vOTC, and indeed more generally the right hemisphere is 
frequently overlooked. Indeed, studies have reported that while reading elicits robust 
activity in the left, there is either less activity (Dehaene et al. 2002; Fiebach et al. 2002) or 
even no activation at all in right vOTC (Cohen et al. 2002; though see Ben-Shachar et al. 
2007; Cai et al. 2010). Moreover, lesions to the right are not typically associated with 
reading impairment and in the few reported cases, it is attributed to an atypical language 
network (Davous and Boller 1994; Tsapkini et al. 2005). As a result the role of right vOTC is 
often assumed to be limited to either a compensating in the event of damage to the left 
(Pugh et al. 1996; Shaywitz et al. 2002; Cohen et al. 2003; Shaywitz et al. 2004) or basic 
feature analysis (Dehaene et al. 2005; Vinckier et al. 2007). In either of these scenarios, 
the disruptive effect of right ventral occipito-temporal stimulation could be explained by 
cross-callosal spreading of the induced current. None of this, however, is consistent with 
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the current data which suggest a more central role for right vOTC in reading. If right vOTC 
is limited to basic feature analysis, then disruption would be expected to occur either 
before or, at the very latest, concurrently with, the first period of disruption in left vOTC 
since this basic feature analysis is suggested to precede word form analysis (Dehaene et al. 
2005; Vinckier et al. 2007). However, this is not the case: disruption first occurred during 
the 120–160msec time window, significantly later than the first period of disruption in the 
left. Moreover, this hemispheric asymmetry in timing is also inconsistent with the cross-
callosal current spread explanation as it predicts that stimulation of the right hemispheric 
should disrupt reading either slightly before – since the induced current must cross the 
callosum – or at the same time as stimulation of the left hemisphere – since callosal 
transfer times are likely to be shorter than the temporal resolution of paired-pulse TMS9.  
The hemispheric asymmetry in timing is unexpected but may reflect the ‘privileged’ status 
of the left hemisphere in language tasks. Correctly solving the semantic decision task, for 
both visual objects and words, requires accessing predominantly left lateralised non-visual 
linguistic knowledge, which may have introduced a top down bias, emphasising left 
hemisphere processing. This hypothesis makes testable predictions: 
1. Running the same experimental task on a cohort of right hemisphere dominant 
subjects would reverse the pattern of results: disruption of right vOTC would occur 
earlier than left vOTC (c.f. Cai et al. 2010).  
2. Though the functional connectivity of vOTC would be similar across hemispheres, 
the connection strengths in LH vOTC would be stronger, reflecting the greater 
contribution of LH knowledge. This can be measured using Dynamic Causal 
Modeling (DCM).  
                                                     
9
 Estimates of callosal transfer times vary across studies but are on the order of 10msec (Saron and Davidson 
1989; Braun 1992; Lo and Fook-Chong 2004; Li et al. 2010).  
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3. A task that relied preferentially on RH knowledge would attenuate or reverse the 
pattern, though such a task may be difficult to design for words.  
Although further work is required test these possibilities the hemispheric asymmetry is 
consistent with recent timing estimates obtained from beamformed MEG. Cornelissen and 
colleagues (2009) reported that passive viewing of words elicits a peak in beta band 
synchrony in left vOTC at approximately 140msec, with a weaker response occurring in 
right vOTC after 150msec10. 
Two of the current findings stand in apparent contrast to the neuropsychological 
literature. First, as already noted, responses to words were slowed during right 
hemisphere stimulation but lesions in that hemisphere are not associated with reading 
impairment. Second, responses to objects were slowed during stimulation of either 
hemisphere – that is, a unilateral perturbation. In contrast, visual agnosia is associated 
with either extensive unilateral (Barton et al. 2004) or bilateral damage (Sparr et al. 1991; 
Humphreys and Rumiati 1998; James et al. 2003; Kohler et al. 2004; Karnath et al. 2009) to 
vOTC.  
These discrepancies may reflect the differences between patient and TMS studies. First, in 
this thesis, TMS produced consistent but relatively small changes in RTs (i.e. on the order 
of tens of milliseconds), which may go undetected in single case studies. Second, unlike 
patients, the healthy participants in TMS studies serve as their own controls which 
increases the sensitivity and probability of detecting a difference. Third, post-lesion 
functional reorganisation is likely to occur in patients, complicating any interpretation of 
their deficits. For example, following a unilateral lesion, these plastic changes may allow 
for the recovery particularly for object recognition reflecting the lack of any hemispheric 
asymmetry for this stimulus class. Functional re-organisation may also lead to a recovery 
                                                     
10
 However this difference was not subjected to a statistical test. 
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in performance in word recognition when the lesion affects right vOTC but is less likely to 
do so when the lesion affects left vOTC, reflecting the hemispheric asymmetry for 
language. There is, however, insufficient time for such plasticity following TMS. 
Therefore, it may be the case that a subtle deficit in the recognition of words (in the event 
of right hemisphere damage) or objects (in the event of unilateral damage) may be 
detected if highly sensitive measures (Mycroft et al. 2009; Starrfelt et al. 2009; Starrfelt et 
al. 2010) are employed soon after the damage occurs11. 
In summary, this experiment clearly demonstrates that vOTC is commonly involved in 
both visual word and object recognition with no difference the two modalities in either 
hemisphere or time. This suggests that vOTC of either hemisphere is not specialised for 
one type of stimuli or the other but rather is important for processing higher order visual 
information (presumably visual form information) which is critical for both types of stimuli.  
5.4 General Discussion 
This chapter detailed two experiments aimed at characterizing the temporal dynamics of 
vOTC. Both experiments demonstrated that paired-pulse TMS can disrupt ventral occipito-
temporal processing during visual word recognition, providing a novel means of directly 
assessing the area’s temporal profile. This is important as, in the absence of single cell 
recordings comparable to those available from macaque monkeys, previous attempts to 
assess the temporal dynamics of the region have relied on EEG or MEG.  
In both experiments reported in this chapter and for both words and objects in 
Experiment 2, disruption of vOTC occurred over a prolonged period of time. The TMS 
effect during the later time windows is inconsistent with the area being limited to 
                                                     
11
 This approach will be further complicated however, by the effects of swelling and other acute effects of 
the damage. 
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feedforward processing and rather suggests that feedback information re-enters the 
region. Furthermore, the relatively long and unbroken period of disruption suggests that 
the area does not have separate feedforward and feedback waves, consistent with 
interactive cascaded activity.  
ERP and MEG studies demonstrate that both written words and pseudowords evoke an 
early midline occipital positivity at approximately 50-100msec post-stimulus, followed by a 
left occipito-temporal negativity between 170-200msec (Salmelin et al. 1996; McCandliss 
et al. 1997; Bentin et al. 1999; Tarkiainen et al. 1999; Rossion et al. 2003). The initial 
positive component may reflect activity in V1 and is common to all visual stimuli whereas 
the second (negative) component is thought to arise in vOTC and distinguishes between 
orthographic and non-orthographic stimuli (Bentin et al. 1999; Cohen et al. 2000) and is 
sensitive to word frequency manipulations (Neville et al. 1992; Hauk and Pulvermüller 
2004). Thus it is typically assumed that vOTC is activated by an excitatory feedforward 
volley of activity spreading ventro-laterally from V1 to V2 and V4 and then into left vOTC 
at approximately 170-200msec post stimulus onset (McCandliss et al. 2003; Dehaene et al. 
2005). My results, however, suggest that information is present in vOTC substantially 
earlier – possibly as early as 40msecs after the stimulus appears on the retina. Even if the 
first pulse anticipated the feedforward volley of action potentials, its disruptive effect is 
believed to last at most 30-40msecs (Amassian et al. 1989; Ilmoniemi et al. 1997; Corthout 
et al. 1999a), which suggests a time lag between the TMS and ERP/MEG latency values. 
Interestingly, the TMS results better match those from multi-unit recordings in awake 
monkeys. For instance, the onset latencies for action potentials in V1 are between 20-
30msec (Maunsell and Gibson 1992; Givre et al. 1994; Schroeder et al. 1998) which 
matches TMS-induced disruption (Corthout et al. 1999a; Paulus et al. 1999; Kammer et al. 
2003; Corthout et al. 2007) but anticipates the C1 component from ERPs (Clark et al. 1994; 
Martínez et al. 1999; Di Russo et al. 2003). Similarly, in monkeys the initial action 
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potentials from the ascending visual pathway appear in posterior inferotemporal cortex 
between 40-120msec post-stimulus onset (Ashford and Fuster 1985; Richmond et al. 
1987; Schroeder et al. 1998; Kiani et al. 2005; Chen et al. 2007), consistent with the 
current TMS findings but much earlier than suggested by the N170 component. In other 
words, the time at which TMS exerts its disruptive effect precedes the peak times 
reported in ERP/MEG experiments. Presumably this reflects the fact that these 
components arise from large-scale neuronal synchrony across activity in multiple 
structures and therefore lag behind the earliest wave of activity in any given structure 
(Schroeder et al. 1998; Walsh and Cowey 2000). As a consequence, chronometric TMS 
studies may offer a more accurate measure of absolute regional timings than ERP or MEG, 
despite their poorer temporal resolution (i.e. tens of milliseconds vs. milliseconds). 
Furthermore if this lag is not consistent across regions or within the same region across 
tasks, then the interpretation of ERP timing data becomes complicated, even for 
estimating relative timing. In fact, a consideration of ERP and TMS data for V1 and vOTC 
would seem to suggest that the difference between the earliest detectable activity in an 
area and its peak ERP component may differ across regions. For instance, the discrepancy 
between ERP and TMS estimates of V1 activity (ERP: 50-55msec. TMS: 30msec) is 
considerably smaller than that for vOTC (ERP: 170-200msec. TMS: 40-120msec). However, 
further work comparing timing estimates within-subject is clearly needed.  
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6 Consistency and variability in functional localisers 
 
 
“In choosing a localiser to define an ROI, the researcher is making an 
ontological assumption that this localizer contrast picks out a 
meaningful functional unit in the brain (i.e., a natural kind). Like 
other ontological assumptions in science, the utility of a particular 
functionally defined ROI is determined by the consistency of the data 
that emerge from it and the richness of the theoretical progress those 
data support”. Saxe, Carey and Kanwisher (2004), pages 91-92. 
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6.1 Introduction 
Increasingly, functional neuroimaging studies are moving away from traditional brain 
mapping studies designed to identify the cortical topography of a function and towards 
designs that investigate the response properties of specific neuroanatomical regions. This 
approach requires a robust method for identifying the region under investigation, 
however, macro-anatomic landmarks are not especially good predictors of functionally 
homogenous cortical fields (Uematsu et al. 1992; Amunts et al. 2000; Farrell et al. 2007). 
The early visual fields are a good example. V1 is primarily located in the calcarine sulcus 
but its borders do not correspond to clear sulcal landmarks while V2 and V3 are even 
more difficult to distinguish based purely on local landmarks (Amunts et al. 2000; 
Wohlschlager et al. 2005). The inability to define a region unambiguously is a major 
impediment to investigating it. Consequently, a typical solution is to localise the region 
functionally based on its response properties, for instance, using retinotopy (Sereno et al. 
1995; Larsson and Heeger 2006), somatotopy (Blankenburg et al. 2006; Pulvermüller et al. 
2006; Huang and Sereno 2007), or tonotopy (Wessinger et al. 1997; Bilecen et al. 1998; 
Wessinger et al. 2001; Talavage et al. 2004). Even higher order association areas can be 
defined in this way with “functional localisers” routinely used to identify the set of voxels 
sensitive to faces (O'Craven and Kanwisher 2000; Haxby et al. 2001; Levy et al. 2001; 
Downing et al. 2006; Jiang et al. 2007; Yovel et al. 2008; Mei et al. 2010), speech (Miller 
and D'Esposito 2005; Szycik et al. 2008), objects (Kourtzi and Kanwisher 2000; Haxby et al. 
2001; Levy et al. 2001; Culham et al. 2003; Jiang et al. 2007; Eger et al. 2008; Yovel et al. 
2008), body parts (Downing et al. 2006; Saxe et al. 2006b), scenes (Epstein and Kanwisher 
1998; Downing et al. 2006), or written words (Baker et al. 2007; Ben-Shachar et al. 2007; 
Mei et al. 2010). In most cases this involves collecting additional scans in which 
participants perform a different task solely for the purpose of functionally identifying the 
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anatomical region and then using it in summary mode as a way of evaluating the response 
profile of a functionally defined region-of-interest (fROI).  
Although there is some debate regarding the most efficient method for doing this (Friston 
et al. 2006; Saxe et al. 2006a), relatively little attention is paid to the validity of a key 
underlying assumption – namely, how consistently does the scan localise a functional 
area? Obviously the tacit assumption is that the same task in the same subject will identify 
essentially the same set of voxels despite various sources of physiological and scanner 
noise (Aguirre et al. 1998; Kruger and Glover 2001; Handwerker et al. 2004). If there is 
considerable variability between runs within the same session, then the basic idea of 
functional localisation becomes suspect because the localised set of voxels may not 
correspond well to those being tested in the main experimental run, decreasing sensitivity 
and increasing both false positives and false negatives.  
One of the few studies to investigate this issue examined the consistency of activation for 
faces in the fusiform and occipital face areas (FFA and OFA), scenes in the 
parahippocampal place area (PPA), and body parts in the extrastriate body area (EBA) 
(Peelen and Downing 2005b). They found all stimuli produced peak voxels that were 
consistent in both location and t-value across runs. They did not, however, report the 
consistency of the activation itself, which is important because most studies that use 
functional data to identify a region-of-interest define it based on the cluster of voxels 
within a given anatomical area activated by a particular contrast (Kanwisher et al. 1999; 
O'Craven and Kanwisher 2000; Grill-Spector et al. 2004; Downing et al. 2006; Spiridon et al. 
2006; Jiang et al. 2007; von Kriegstein et al. 2008; Yovel et al. 2008). One study which did 
investigate the consistency of activation for faces found that although the location of the 
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peak voxel was stable, there was less than 40% overlap12 in the number of active voxels 
between localiser runs (Kung et al. 2007), suggesting that functionally defined ROIs may 
be more variable than commonly assumed. 
It should be noted at this point that while the intrinsic reliability of the BOLD signal is of 
relevance to the issue of the reliability of functional localisers – in that it sets the upper 
limit of reliability (see Bennett and Miller (2010)) – it is important not to conflate the two 
issues. One addresses the theoretical issue of the reproducibility of a pattern of activation 
over a set of voxels while the other provides a practical method for identifying a set of 
voxels. For the former, intra-class correlation (ICC) and Pearson correlations can be used 
to compute a similarity value over a set of unthresholded voxels in an a priori defined 
region. In contrast, the aim of functional localiser scans is to define a set of functionally 
relevant voxels within a broadly defined anatomical region by setting an arbitrary 
threshold to separate “active” from “inactive” voxels in a statistical map. So while it’s clear 
that the practice of using functional localiser scans depends, in part, on the intrinsic 
reproducibility of the fMRI signal, it also depends on many other factors under the 
experimenter’s control, such as which task is used, the amount of data to be collected, the 
optimal method for data analysis and so on. Here I am concerned solely with these latter 
(practical) issues and consequently will not focus on the theoretically important, but 
slightly tangential, issue of fMRI reproducibility in general. 
As a result of using fMRI to localise the target sites in the TMS experiments in this thesis, I 
had the opportunity to evaluate consistency and variability associated with functionally 
localising reading- and object-sensitive areas of left occipito-temporal cortex (OTC). fMRI 
                                                     
12
 This value was based on Kung et al.’s (2007) Figure 5a and uses a formula sensitive to differences in the 
number of active voxels between runs (as is used in our own analyses). The overlap value increases when 
this difference in voxel numbers is ignored but even so, remains less than 50%. 
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was used to localise a region of the ventral OTC associated with visual word recognition 
(Price and Mechelli 2005) and a lateral OTC region associated with visual object 
recognition (Malach et al. 1995; Grill-Spector et al. 1999) in a fairly large sample of 
volunteers (n = 45). To empirically evaluate the assumption that functional localisation of 
category-sensitive cortical regions is robust and consistent, I calculated three different 
measures of consistency between two functional localiser runs: (1) the distance between 
peak voxels in the two runs; (2) the amount of spatial overlap in activations and (3) the 
amount of overlap in contiguously activated voxels within a spherical ROI centred on the 
peak voxel.  
6.2 Experiment 1 
6.2.1 Method 
Participants. 45 (23 M, 22 F) healthy, monolingual English speakers participated. Their 
ages ranged from 19 to 38 (mean = 25), and all were right handed with normal or 
corrected-to-normal vision. None had a personal or family history of any neurological 
disease, and each gave informed consent after the experimental procedures were 
explained. This experiment was approved by the Berkshire NHS Research Ethics 
Committee. 
Experimental paradigm. A one-back task was used with four categories of visual stimuli: 
written words, pictures of common objects, scrambled pictures of the same objects, and 
consonant letter strings (Figure 6-1). Subjects were instructed to press a button if the 
stimulus was identical to the preceding stimulus and 12.5% of the stimuli were targets. A 
block design was used to maximize statistical sensitivity. Each block consisted of 16 trials 
from a single category presented one every second. A trial began with a 650msec fixation 
cross, followed by the stimulus for 350msec. In between blocks, subjects viewed a fixation 
cross for 16 sec. The stimuli were divided equally into two lists, with the order counter-
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balanced across subjects such that 50% of subjects saw the first list of stimuli during run 1 
and the remaining 50% during run 2. In total there were 192 stimuli per category including 
targets. Using a one-back task has the advantage that stimulus category can be varied 
without changing the task, maintaining a constant cognitive set – the specific stimuli are 
almost incidental to the task. In addition, it is commonly used for functional localisation 
(for example Kanwisher et al. 1999; Gazzaley et al. 2005; Peelen and Downing 2005a; 
Baker et al. 2007; Downing et al. 2007). 
 
Figure 6-1: The 1-back paradigm used to functional localise word and object sensitive regions. Note that this image is 
not to scale. Words were presented in 32pt Helvetica font and subtended a visual angle of 4°. Pictures were 200 x 250 
pixels and subtended a visual angle of 4°. Permission to reproduce this figure has been granted by Elsevier. 
Word stimuli (n = 168) were obtained from the MRC Psycholinguistic database (Coltheart 
1981) and consisted of 4 or 5 letter words with regular spellings (e.g. “hope”). All words 
had familiarity ratings between 300 and 500 (Coltheart 1981), were either one or two 
syllables, and had a British English written word frequency value of 40 or less (Baayen et al. 
1993). The stimuli in the two runs were fully matched for frequency, familiarity, 
imageability, number of letters, and number of syllables (Table 6-1). Object stimuli 
consisted of black and white pictures (200 × 250 pixels) of easily recognizable objects such 
141 
 
as a boat, tent, nail, etc. The scrambled objects were generated by dividing the pictures 
into 10 × 10 pixel squares and permuting their placement within the image. None of the 
resulting images were recognizable after scrambling. Finally, consonant letter strings were 
unpronounceable strings randomly generated to exactly match the length of the word 
stimuli.  
Table 6-1: Mean psycholinguistic properties per condition with standard error in parenthesis.  
 Run Words Consonants 
Letters 
1 4.5 (0.05) 4.5 (0.05) 
2 4.5 (0.05) 4.5 (0.05) 
Syllables 
1 1.3 (0.05) - 
2 1.3 (0.05) - 
Frequency 
1 8 (0.79) - 
2 7 (0.74) - 
Familiarity 
1 431 (8.1) - 
2 408 (11.6) - 
Imageability 
1 452 (11.7) - 
2 448 (15.2) - 
 
Functional imaging. Whole-brain imaging was performed on a Siemens 1.5 Tesla MR 
scanner at the Birkbeck-UCL Neuroimaging (BUCNI) Centre in London. The functional data 
were acquired with a gradient-echo EPI sequence (TR = 3000msec; TE = 50msec, 
FOV = 192 × 192, matrix = 64 × 64) giving a notional resolution of 3 × 3 × 3mm. Each run 
consisted of 164 volumes and as a result, the two runs together took 16.4 minutes. In 
addition, a high-resolution anatomical scan was acquired (T1-weighted FLASH, TR = 12 
msec; TE = 5.6msec; 1mm3 resolution) for anatomically localising activations in individuals. 
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Data processing was carried out using FSL 4.0 (www.fmrib.ox.ac.uk/fsl). To allow for T1 
equilibrium, the initial two images of each run were discarded. The data were then 
realigned to remove small head movements (Jenkinson et al. 2002), smoothed with a 
Gaussian kernel of FWHM 6mm, and pre-whitened to remove temporal auto-correlation 
(Woolrich et al. 2001a). The resulting images were entered into a general linear model 
with four conditions of interest corresponding to the four categories of visual stimuli. 
Blocks were convolved with a double gamma “canonical” hemodynamic response function 
(Glover 1999) to generate the main regressors. In addition, the estimated motion 
parameters were entered as covariates of no interest to reduce structured noise due to 
minor head motion. Linear contrasts of [Words > Fixation] and [Objects > Scrambled 
objects] identified reading- and object-sensitive areas, respectively. First level results were 
registered to the MNI-152 template using a 12-DOF affine transformation (Jenkinson and 
Smith 2001) and all subsequent analyses were conducted in the MNI standard space. A 
second level fixed-effects model combined the two first level runs into a single, subject-
specific analysis which was then entered into a third level, mixed effects analysis to draw 
inferences at the population level (Beckmann et al. 2003; Woolrich et al. 2004). 
Note that consonant strings were originally intended to serve as a baseline condition for 
words analogous to scrambled pictures for objects. Although the contrast 
[words>consonants] produced activation in vOTC at the random effects level similar to 
previous studies (Cohen et al. 2002; Devlin et al. 2006), the activation was not reliable for 
individuals (see also Cohen et al. 2002; Vigneau et al. 2005; Baker et al. 2007) and 
therefore [words > fixation] was used to identify reading-sensitive areas instead. 
Regions-of-interest. In order to restrict the analyses to the ventral and lateral OTC, two 
anatomical masks were drawn in standard space. The ventral OTC mask encompassed the 
posterior portion of the left fusiform gyrus, occipito-temporal sulcus (OTS), and medial 
parts of the inferior temporal gyrus (ITG) – areas consistently activated by visual word 
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recognition tasks (Price et al. 1994; Price et al. 1996; Herbster et al. 1997; Rumsey et al. 
1997; Fiez and Petersen 1998; Fiez et al. 1999; Shaywitz et al. 2004). The standard space 
coordinates were: X = –30 to –54, Y = –45 to –70 and Z = –30 to -4. The lateral OTC mask 
encompassed lateral posterior fusiform gyrus, posterior OTS and lateral parts of posterior 
ITG – areas consistently activated by visual objects and collectively known as the “lateral 
occipital complex” (LOC) (Malach et al. 1995; Grill-Spector et al. 1999). The standard space 
coordinates were X = –33 to –56, Y = –67 to –89 and Z = –20 to +4. Within each mask, only 
voxels with at least a 20% chance of being grey matter were included based on an 
automatic tissue segmentation algorithm (Zhang et al. 2001).  
6.2.2 Results 
Behaviour: 1-back performance. Behavioural data from six subjects were lost due to a 
problem recording button press responses while in the scanner. The data from the 
remaining subjects (n = 39) were analysed using signal detection theory as hits and false 
alarms. The mean hit rate was 0.791 and the false alarm rate was 0.011, indicating that 
participants performed the task adequately (see Table 6-2). In addition, d-prime (d’) 
scores were calculated to measure sensitivity for detecting repeated items (Table 6-2).  
These were then entered into 2 × 4 repeated measures ANOVA examining the effects of 
Category (words, consonant strings, objects, scrambled objects) and Run (first, second). A 
main effect of Category (F(3,114) = 77.9, p < 0.001) indicated that detecting repetitions of 
scrambled objects was most difficult, but there was no difference between words or 
objects (t(38) = 0.05, p = 0.961. Importantly, neither the main effect of Run 
(F(1,38) = 0.494, p = 0.486) nor the Category × Run interaction (F(3,114) = 1.665, p = 0.179) 
was significant, indicating that participants’ performance did not significantly change from 
the first to the second run. The same pattern was present in the reaction times to correct 
detections (i.e. “hits”). Again, there was a main effect of Category (F(3,114) = 5.4, 
p = 0.002) but no main effect of Run (F(1,38) = 0.09, p = 0.765) and no Category × Run 
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interaction (F(3,114) = 1.169, p = 0.325). In other words, there was no behavioural 
evidence for task learning that might confound the activation patterns across runs.  
Table 6-2: Behavioural data from the 1-back task for Experiment 1. The top section presents overall performance in 
terms of hit and false alarm rates. The second section presents sensitivity scores (d’-values) for detecting item 
repetitions while the third presents the reaction times for correctly detecting repeated items. 
 Words Consonants Objects Scrambled 
Hit Rate 0.866 0.842 0.854 0.602 
False Alarms 0.006 0.006 0.002 0.030 
D-Prime Scores (±SEM)     
Run 1 4.03 (0.15) 3.96 (0.13) 4.05 (0.13) 2.43 (0.14) 
Run 2 4.16 (0.15) 3.83 (0.14) 4.14 (0.13) 2.64 (0.14) 
Median RTs (±SEM)     
Run 1 582 (14.1) 560 (13.0) 568 (13.2) 599 (15.6) 
Run 2 578 (11.9) 562 (12.7) 585 (11.7) 600 (13.1) 
 
Imaging results: Group effects. Consistent with previous research, the peak activation in 
ventral OTC for words relative to fixation was located in the occipito-temporal sulcus (–42, 
–50, –20; Z = 7.7), extending both medially onto the convexity of the posterior fusiform 
gyrus and laterally onto the inferior temporal gyrus. To visualise this activation, the group 
results were projected onto an inflated surface of an “average” brain (i.e. Freesurfer’s 
fsaverage subject) to illustrate that activation was not limited to the ventral surface but 
also present inside the occipito-temporal sulcus (Figure 6-2B). As reported previously 
(Bookheimer et al. 1995; Moore and Price 1999; Price et al. 2006; Wright et al. 2008), 
objects relative to scrambled objects also activated this same region (–40, –58, –20; 
Z = 7.9; Figure 6-2D) and although activation for objects was numerically larger than for 
words, there was no significant difference between them. Within the lateral OTC, objects 
produced strong activation in LOC (–41, –78, –9; Z = 7.5), although once again, there was a 
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comparable activation for words (–37, –84, –11; Z = 6.9; Figure 6-2B). Here, objects did 
lead to significantly greater activation than words (Z = 5.9; Figure 6-2D), but this was part 
of a much larger cluster encompassing almost the entire occipital lobe and extending 
ventrally through large parts of the inferior temporal lobe bilaterally (c.f. Moore and Price 
1999). In other words, the group results demonstrate that the task and stimuli were 
appropriately able to identify ventral and lateral OTC areas and confirm previous studies 
that demonstrate greater activation for objects than words in OTC regions (Bookheimer et 
al. 1995; Moore and Price 1999; Price et al. 2006; Wright et al. 2008). 
Imaging results: Inter-subject variability. To assess how closely activation from individuals 
matched the group results, their peak responses for words and objects were compared to 
the group results. For words, all 45 participants showed a peak response within ventral 
OTC with a Z-score of at least 3.5, although the specific location varied considerably (Table 
6-3). The left panel of Figure 6-2C illustrates the spatial distribution of peaks within ventral 
OTC. Individual subject peaks are shown as orange dots. Each peak has been projected 
onto a single brain that has been inflated to show not only the crests of the gyri (light 
grey) but also the depths of the sulci (dark grey) using Freesurfer 
(http://surfer.nmr.mgh.harvard.edu/). Note that the sharp demarcations between gyri 
and sulci do not accurately reflect the anatomical variability present in the group; instead 
the figure illustrates the spatial distribution of peaks relative to a single “average” brain. 
Consequently, the specific anatomical location of each peak was assessed relative to that 
individual’s structural scan in standard space. The greatest consistency is in the medial-
lateral direction, with the majority of peaks (n = 20) falling within the occipito-temporal 
sulcus. Another 18 were located on the crest of the posterior fusiform gyrus and 7 were in 
on the crest of the inferior temporal gyrus. In contrast, the largest variation was in the 
rostro-caudal direction while the variation in z-axis is mostly due to the depth of the OTS. 
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On average, the Euclidean distance from an individual subject’s peak to the group peak 
was 15mm (±5mm). 
Table 6-3: Summary of inter-subject variability in peaks coordinates for words and objects. Coordinates are in the 
MNI152 space and the Z-score is for the peak voxel. 
 X Y Z Z-score 
Distance to group 
peak (mm) 
Words in ventral 
OTC 
     
Range -52…-30 -70…-46 -25…-5 3.5…12.7 5.7…23.9 
Mean -42 -62 -16 8.8 15.2 
S.D. 5 7 5 2.5 5.2 
Objects in lateral 
OTC 
     
Range -55…-34 -87…-68 -19…3 2.7…13.9 4.1…18.5 
Mean -43 -77 -8 7.1 9.2 
S.D. 5 6 6 2.4 3.5 
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Figure 6-2: Results of functional localising word- and object-sensitive areas of occipito-temporal cortex. (A) An inflated 
left hemisphere of a single brain illustrating the main anatomical landmarks in the OTC. Sulci are shown in dark gray 
and gyri in light gray. (B) Group activation for [Words > Fixation] and [Objects > Scrambled] projected on to the 
inflated left hemisphere of the Freesurfer “fsaverage” brain. (C) The spatial distribution of individual subject peaks for 
[Words > Fixation] in ventral OTC (orange dots) and for [Objects > Scrambled] in lateral OTC (blue dots). Note that the 
sharp demarcations between gyri and sulci do not accurately reflect the anatomical variability present in the group. 
Instead the figure illustrates the spatial distribution of peaks relative to a single brain. (D) Effect sizes for words, 
consonant strings, objects and scrambled objects relative to fixation in ventral and lateral OTC. Error bars represent 
standard error of the mean. * indicates a significant difference at p < 0.001. Abbrevs: mtg = middle temporal gyrus, 
sts = superior temporal sulcus, itg = inferior temporal gyrus, ots = occipito-temporal sulcus, fus = fusiform gyrus; 
W = words, C = consonant strings, O = objects, and S = scrambled objects. Permission to reproduce this figure has 
been granted by Elsevier. 
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There was slightly less variability in the peak coordinates for objects within LOC. Once 
again, all 45 participants showed a clear peak in the ROI with Z-scores of 2.7 or higher and 
these are illustrated in the right panel of Figure 2C. The majority of peaks for objects lay in 
lateral occipital cortex (n = 26) and the remaining ones were located in posterior fusiform 
cortex (n = 19). Unlike the reading peaks, these were spread more evenly around group 
peak and on average, the Euclidean distance from an individual subject’s peak to the 
group peak was 9mm (±3mm). 
Imaging results: Intra-subject consistency. The most critical analyses for evaluating the 
consistency assumption underlying functional localisers concerned within-subject 
consistency. This was calculated in three ways.  Because studies often define functional 
ROIs using a sphere with a fixed radius centred on the peak voxel (Miller and D'Esposito 
2005; Blankenburg et al. 2006; Pulvermüller et al. 2006; Jiang et al. 2007), the first 
measure examined the spatial reliability of the peak voxel since this determines the fROI. 
The coordinates of peak voxels were extracted for each participant from both runs and 
the distance between peaks was calculated using the standard Euclidean distance 
measurement. On average, peaks for words were separated by 7.4mm while peaks for 
objects were 8.3mm apart. It is worth noting that at the resolution of the acquired data 
(3 × 3 × 3mm), these peaks would be 2–3 voxels apart in space, although this figure varied 
considerably across participants. A number of subjects showed peaks within 1 voxel of 
each other (words: n = 17; objects: n = 11) however many subjects had peaks more than 4 
voxels (>12mm) apart (words: n = 12; objects: n = 12). The coordinates of the peak depend 
on many factors, however, and only one is the size of the underlying neurophysiological 
response. Therefore, peak locations are highly susceptible to random fluctuations (Aguirre 
et al. 1998; Kruger and Glover 2001; Handwerker et al. 2004). Consequently, the second 
analysis focused on the set of voxels within the ROI that were activated by both runs. 
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The most common method for defining an fROI is based on the volume of activated voxels 
within a particularly region (Kanwisher et al. 1999; Grill-Spector et al. 2004; Spiridon et al. 
2006; Jiang et al. 2007; Szycik et al. 2008; Yovel et al. 2008). Consequently, the second 
measure assessed consistency in terms of the volume of commonly activated cortex 
between runs in both ventral and lateral OTC. This was computed as the ratio (Rij) of 
commonly activated voxels to the total number of activated voxels in two runs, i and j: 
Equation 6-1: 𝐑𝐢𝐣  =
𝟐 × 𝐕𝐢𝐣
 𝐕𝐢 + 𝐕𝐣 
  
 
where Vij is the number of voxels within the ROI which were active in both runs i and j 
while Vi and Vj are the number of voxels within the ROI that were active in runs i and j, 
respectively. A value of 1.0 indicates identical sets of voxels while 0.0 represents 
completely disjoint sets. This definition, however, treats voxels as “active” or not based on 
an essentially arbitrary threshold. To avoid conditioning the results by an arbitrary choice, 
five thresholds were used spanning a typical range: i) Z > 1.64 (p < 0.05 uncorrected), ii) 
Z > 2.3 (p < 0.01 uncorrected) iii) Z > 3.09 (p < 0.001 uncorrected), and iv) Z > 4.0, (roughly 
p < 10-4, which is fairly conservative) and v) Z > 5.0 (roughly p < 10-6, which would 
conservatively correct for multiple comparisons across the whole brain with a family-wise 
 < 0.05). Mean (± SEM) consistency ratios were similar in both ventral and lateral OTC 
regions with the highest values (0.64 ± 0.03 and 0.60 ± 0.04) for the lowest statistical 
threshold (Figure 6-3a). Raising the statistical threshold decreased the amount of overlap 
between runs, and this is illustrated in Figure 6-4. In this figure, data from two 
representative subjects show how the increasingly conservative statistical threshold 
influences the overlap (yellow) between runs (shown in red and green). At lenient 
thresholds, there is widespread activation within both the ventral and lateral occipito-
temporal ROIs, leading to considerable overlap (the consistency score is shown in the 
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upper right corner of the panel). At higher thresholds, however, two things typically 
happened. First, the number of active voxels in one or both runs decreased dramatically. 
Second, the active clusters from the two runs tended to separate spatially, leaving. These 
two factors together mean that increasingly conservative thresholds result in smaller and 
smaller regions of common activation. At the two most conservative statistical thresholds 
(Z > 4.0 and Z > 5.0) the mean consistency scores were 0.30 ± 0.05 and 0.21 ± 0.05, 
respectively. In addition, higher thresholds meant fewer subjects with significantly 
activated voxels. For instance, at the most conservative threshold it was impossible to 
identify an fROI for words or objects in 8 and 18 (out of 45) participants, respectively. In 
sum, overlap scores were surprisingly low with more conservative statistical thresholds 
yielding even less overlap and fewer subjects in which an fROI could be defined. 
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Figure 6-3: Consistency of fROI activation when different statistical thresholds were used to define “active” voxels. A) 
These bar plots show consistency scores based on spatial overlap between the two localiser runs. Activation 
thresholds ranged from lenient (Z > 1.64, p < 0.05 uncorrected) to conservative (Z > 5.0, p < 10
-6
). At the lowest 
thresholds, all participants had active voxels in the ROI but as the threshold increased, some subjects needed to be 
excluded from the analyses due to lack of activation at that threshold. The numbers in white refer to the number of 
subjects who were included in the analysis at each level (out of 45). B) In these plots, consistency was evaluated on 
the set of contiguously activated voxels within 9mm of the peak response. Error bars represent standard error of the 
means. Permission to reproduce this figure has been granted by Elsevier. 
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Figure 6-4: An illustration of how consistency interacts with statistical thresholding in two representative participants. 
The left column shows activation for [Words > Fixation] in the left ventral occipito-temporal region for two runs at 
multiple thresholds while the right column shows the same for [Objects > Scrambled] in the left lateral occipital 
complex. Voxels that were only activated in the first and second runs are coloured green and red, respectively, while 
voxels that were active in both runs are coloured yellow. Note that increasing the threshold decreases the overlap. 
Permission to reproduce this figure has been granted by Elsevier. 
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Finally, it is possible to combine peak and volume measures to define an fROI as the set of 
active voxels that are contiguous with the peak activation (Downing et al. 2006). This 
approach will help to reduce variability between runs as long as the two peaks fall within 
overlapping clusters. To assess the consistency of this method, I defined fROIs as the set of 
contiguous active voxels (using the same set of five thresholds as above) that included the 
peak voxel and were within a 9mm radius of the peak voxel following Downing and 
colleagues (2006). The results are shown in Figure 6-3b. Again, the highest consistency 
values were for the lowest statistical threshold. For the contrast [Words > Fixation] in 
ventral OTC, the mean consistency ratio (Rij) was 0.50 (SEM = 0.05) and for the contrast 
[Objects > Scrambled], the mean Rij was 0.45 (SEM = 0.05). Increasing the threshold to 
Z > 5 reduced the overlap to 0.27 ± 0.05 for words and 0.21 ± 0.06 for objects and 
precluded identifying an fROI in 8 and 18 of the participants. 
6.2.3 Discussion 
The aim of this experiment was to evaluate the consistency associated with functionally 
localising reading- and object-sensitive areas of left occipito-temporal cortex. At the group 
level, the current results closely match previous reports with peak activations located in 
the posterior occipito-temporal sulcus for written words (Cohen et al. 2000; Kronbichler et 
al. 2004; Shaywitz et al. 2004; Price and Mechelli 2005; Devlin et al. 2006; Ben-Shachar et 
al. 2007) and in the lateral occipital region for visual objects (Malach et al. 1995; Grill-
Spector et al. 1999). In other words, the ability to localise these regions at the group level 
is highly consistent across studies. At the individual level, however, localization was 
considerably less consistent, with peaks varying in location by as much as 20mm in any 
direction. This finding replicates previous studies and demonstrates the importance of 
using functional data to localise a specific region of interest when characterizing its 
response properties (Kanwisher et al. 1997; Saxe et al. 2006a; Wright et al. 2008). But in 
order for functional localisation to be meaningful, it must be robust and consistent within 
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subjects. The current findings suggest that this consistency was surprisingly poor, 
regardless of the specific method used to evaluate consistency: 
Peak voxels. Roughly 33% of the participants had peaks at essentially the same location in 
both localiser runs whereas another 27% had peaks that were at least 12mm apart. The 
remainder fell within those two extremes. In other words, for one quarter of the subjects 
tested here, an fROI based on the peak voxel response may not even overlap with the 
activation seen in the main experimental task.  
Spatial overlap. The most commonly used method for defining an fROI is to select the 
voxels within a region activated by a given contrast. Clearly this depends critically on the 
definition of “active voxels” and this varies from study to study. Over a wide range of 
activation thresholds (p < 0.05 to p < 10-6), consistency scores were surprisingly low, 
ranging from 64% to 21%, respectively. The most lenient definition of “active” voxels 
produced the greatest consistency across runs, but even so, roughly one third of the data 
from the fROI are coming from noisy or unreliable voxels. Equally problematic is the fact 
that lenient statistical thresholds lead to only minimal category-selectivity in the ROI 
(Golarai et al. 2007; Fox et al. 2008). Conservative statistical thresholds (p < 10-3 to 10-6) 
are more common but yield very low consistency values, with less than half of the voxels 
present in both runs. As a result, the majority of the data being investigated comes from 
unreliable voxels. 
Peak plus spatial extent. In theory, combining the first two methods has the advantage 
that small displacements of the peak voxel do not necessarily change the fROI, assuming 
they fall within a common cluster of active voxels. In practice, the results were 
qualitatively and quantitatively similar to the previous method because of the small 
numbers of active voxels common to both runs.  
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One potential explanation for the low levels of overlap between runs is that participants 
may acclimate to the task and therefore show less activation in their second run. There 
was, however, no evidence of task learning in the behavioural data. This was also true for 
the imaging data where I analysed the number of active voxels per contrast with Run (first, 
second) and Threshold (1.64, 2.33, 3.09, 4.0, 5.0) as independent factors. Predictably 
there was a main effect of Threshold on the number of active voxels for both contrasts 
(words: F(4, 179) = 229.3, p < 0.001; objects: F(4, 179) = 192.9, p < 0.001) but there was no 
main effect of Run (words: F(1,44) < 0.1, p = 0.936; objects F(1,44) = 1.2, p = 0.287) and no 
Run  Threshold interaction (words: F(4,176) = 0.3, p = 0.896; objects: F(4,176) = 0.8, 
p = 0.520). In other words, task learning did not appear to significantly contribute to the 
relatively low consistency between runs.  
The single largest source of variability appeared to be spatial shifts in activation (see 
Figure 6-4), which help to explain the surprising finding that overlap decreased with more 
conservative statistical thresholding (see also Kung et al. 2007). Initially, I assumed that 
higher statistical thresholds would converge on the most selective category-sensitive 
voxels which I expected would be stable across runs. In practice, however, the highest 
thresholds showed the lowest consistency scores resulting in a trade-off between 
category-selectiveness and consistency. One potential limitation of the current 
experiment is only two types of category-selectivity were tested and only in two 
anatomical areas, so it is possible that the results may not generalise to other areas. On 
the other hand, despite being sensitive to different categories of stimuli, both regions 
showed essentially the same pattern and this pattern matched those of Kung et al. (2007) 
who found at best 50% consistency in face-sensitive areas.  
This variability for category-sensitive visual areas stands in contrast to the consistency 
seen for retinotopically-defined visual areas, which appear remarkably stable within 
individuals (M. I. Sereno, personal communication). One striking difference between 
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retinotopic vs. category-sensitive localisers is the amount of data typically collected. 
Studies of retinotopy often collect an order of magnitude more data (Table 6-4). For 
instance, it is not uncommon to functionally localise category-sensitive regions based on 
one or more scans that take a total of 20 minutes or less. In contrast, retinotopy is 
typically defined using six to twelve scans that together take an hour or more, so perhaps 
it is not surprising that the results are more consistent. On other hand, it is possible that 
the observed variability in visual association areas accurately reflects functional-anatomic 
variability in these regions due to neuronal firing patterns becoming increasingly distant 
from the stimulus they are intended to represent.  
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Table 6-4: Summary of functional localiser scans from selected studies. Note that this is not intended to be an 
exhaustive list of studies employing functional localisers but a representative sample. 
Study Localising Task 
Vols per 
condition 
Runs 
Early Visual Areas 
Sereno et al. (1995) Retinotopy Passive viewing 128 8 
Tootell et al. (1997) Retinotopy Passive viewing 128 6-12 
Larsson & Heeger 
(2006) 
Retinotopy Passive viewing 168 10 
Higher Order Visual Areas & Non-Visual Areas 
O’Craven & Kanwisher 
(2000) 
Faces Naming 60 2 
Haxby et al. (2001) 
Faces, objects, 
etc 
1-back 10 12 
Yovel et al. (2008) 
Faces, objects, 
etc 
1-back 64 1 
Levy et al. (2001) 
Faces, objects, 
etc 
1-back 21 1 
Von Kriegstein et al. 
(2008) 
Faces, object Passive viewing 25 2 
Szycik et al. (2008) Speech Semantic decision 90 1 
Pulvermüller et al. 
(2006) 
Motor Movement 40 1 
Blankenburg et al. 
(2006) 
Somatotopy 
Cutaneous 
stimulation 
38 1 
Saxe & Kanwisher 
(2003) 
Theory of 
mind 
ToM task 60 3 
Jiang et al. (2007) Faces, cars Passive viewing 30 2 
Baker et al. (2007) Words 
Passive viewing / 
1-back 
40 4 
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To investigate this further, the second experiment investigated how the reliability of a 
functional localiser scan is affected by increasing the number of volumes included in the 
analysis. Ideally, one would compare the voxels identified by functional localiser scans 
using increasing amounts of data with the true set of activated voxels. Clearly, this is not 
possible and in lieu of actually knowing what voxels constitute the “true set of active 
voxels”, I used a within-subject random effects (RFX) analysis of ten runs (per subject) as 
the “gold-standard”. Localiser scans based on increasing amounts of data were compared 
to the results of this RFX analysis and assessed for reliability in terms of peak location and 
activated voxels. 
6.3 Experiment 2 
6.3.1 Method 
Participants. 4 (2 M, 2 F) healthy, monolingual English speakers participated in the study. 
Their ages ranged from 25 to 39 (mean = 33), and all were right handed with normal or 
corrected-to-normal vision. These subjects had participated in the previous experiment. 
None had a personal or family history of any neurological disease, and each gave informed 
consent after the experimental procedures were explained. This experiment was 
approved by the by the UCL Research Ethics Committee. 
Experimental procedures. The experimental paradigm was similar to Experiment 1. 
However, unlike Experiment 1, each participant completed 10 runs, with two runs per 
session and each session separated by a minimum of one week. Consonant strings were 
replaced by faces because the inclusion of faces allowed me to test face sensitive areas, i.e. 
the fusiform face area (FFA), that are perhaps the most commonly functionally localised 
brain regions (O'Craven and Kanwisher 2000; Haxby et al. 2001; Levy et al. 2001; Downing 
et al. 2006; Jiang et al. 2007; Yovel et al. 2008; Pourtois et al. 2009; Mei et al. 2010). Face 
stimuli consisted of greyscale images (300 x 300 pixels) of front-view male and female 
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faces of a variety of ethnicities. Object-, reading- and face- sensitive areas were identified 
by the linear contrasts [Words > Fixation], [Objects > Scrambled objects] and 
[Faces > Objects] respectively. 
Image analysis. There were two types of analysis, both performed within subject. First, 
the 10 runs were combined using a random effects (RFX) analysis to identify the “gold-
standard” voxels per contrast, per subject. RFX analyses model both the within and 
between run variability and as a result approximates the “true” activation(s) for a 
particular subject (when the runs are all within subject). Second, I computed functional 
localiser (FL) scans based on within subject fixed effects (FFX) analyses using different 
numbers of run (1-9) to assess how the amount of data collected influenced the 
consistency of the localization. To avoid order effects or selection biases, each analysis 
was conducted multiple times by randomly sampling the available data and reporting the 
mean consistency scores across the samples. In general, there are there are  
10
𝑚
  possible 
choices for m=*1…9+: 
Equation 6-2 
𝑵
𝒎
 =  
𝑵!
 𝑵−𝒎 !𝒎!
  
Although the number of possible choices can be large, an upper limit in the number of 
possible choices without resampling is set by m = 1 and m = 9, i.e.  
10
9
 =  
10
1
 = 10. 
Consequently, FLs were computed based on 10 random samples of m runs, yielding FLm,i 
where m is the level (1…9) and i is the instantiated FL (1…10) at level m. Next, reliability of 
the FL was assessed by two means both of which were calculated per subject, per stimulus 
class, per hemisphere. First, the Euclidean distance between the peak voxel for FLm,i and 
the peak voxel identified by the RFX analysis was calculated. Second, the volume of 
activated cortex common between FLm,i and the RFX analysis was calculated (Equation 
6-1). As before, whether a voxel is active or not is dependent on the thresholding. The 
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same five thresholds used in Experiment 1 were used for the FFX analyses (Z > 1.64, 
Z > 2.3, Z > 3.09, Z > 4.0 and Z > 5.0). The exact Z value for each subject for each ROI that 
would give a corrected p < 0.05 at the voxel level was calculated based on the number of 
resels in the subject- and ROI-specific mask. This provided a range of values from Z = 2.60 
to 3.02. As p < 0.001 is often used heuristically as a threshold in a priori ROIs, I chose 
Z > 3.09 (p < 0.001) as a fixed threshold in all of the overlap calculations for the RFX 
analyses as this conservatively corrected for multiple comparisons. 
The following pseudocode describes the process and would be applied to each participant 
in turn: 
for m = 1…9 # Levels 
for i = 1…10 # Instantiation 
Randomly select m runs from the 10 collected 
Compute FLm,i using a FFX analysis on the m runs 
# Compute the peak comparisons 
Calculate peak coordinate for FLm,i per ROI 
Calculate distance to RFX peak voxel coordinates 
# Compute the overlap comparisons 
Calculate overlap between FLm,i and RFX 
 Done 
# Aggregate the peak and overlap results from the 10 samples  
Calculate mean distance (± SEM) from peaks in FLm,i to RFX 
Calculate mean overlap (± SEM) between FLm,i and RFX 
done 
Regions-of-interest. As before, anatomical masks were drawn in standard space for each 
stimulus type. However, in the current experiment a mask was drawn for each 
hemisphere. The masks for words encompassed the posterior portion of the fusiform 
gyrus, occipito-temporal sulcus (OTS), and medial parts of the inferior temporal gyrus 
(ITG) (Price et al. 1994; Price et al. 1996; Herbster et al. 1997; Rumsey et al. 1997; Fiez and 
Petersen 1998; Fiez et al. 1999; Shaywitz et al. 2004). The standard space coordinates 
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were: X = (±)30 to (±)54, Y = –45 to –70 and Z = –30 to -4. The masks for objects 
encompassed lateral posterior fusiform gyrus, posterior OTS and lateral parts of posterior 
ITG (Malach et al. 1995; Grill-Spector et al. 1999). The standard space coordinates were 
X = (±)33 to (±)56, Y = –67 to –89 and Z = –20 to +4. Finally, the masks for faces 
encompassed a similar area to the ‘words masks’ but slightly more anterior (Kanwisher et 
al. 1997). The standard space coordinates were: X = (±)31 to (±)51, Y = -36 to -60 and Z = -
31 to Z = -4. These generic masks were then customised for each subject by manually 
removing voxels of the mask that overlapped the subject’s cerebellum, ventricles and non-
neural voxels. In summary, there were six masks per participant, one for each hemisphere 
for objects, words and faces. 
6.3.2 Results 
Behaviour: 1-back performance. Behavioural data from one session for Subject 3 was lost 
due to a problem recording button press responses while in the scanner. The data from 
the remaining sessions were analysed using signal detection theory. The mean hit rate 
was 0.72 and the false alarm rate was 0.006 (Table 6-5), demonstrating that participants 
performed the one-back task adequately. D-prime (d’) scores were calculated to measure 
sensitivity for detecting repeated items.  These were then entered into 4 × 5 × 2 repeated 
measures ANOVA examining the effects of Category (words, objects, scrambled objects, 
faces), Session (1, 2, 3, 4, 5) and Run (first, second). A main effect of Category 
(F(3,6) = 19.578, p = 0.02) indicated that detecting repetitions of scrambled objects were 
most difficult, but there was no difference between the other stimuli types (all t(37) < 1.24, 
p > 0.223). There was no main effect of Session (F(4,8) = 0.557, p = 0.700) or Run 
(F(1,2) = 5.710, p = 0.139) and no interactions (all F < 1.5, p > 0.130), indicated that 
participants’ performance did not significantly change across runs or sessions. Reaction 
times to correct detections (i.e. “hits”) showed a similar pattern. Again, there was a main 
effect of Category (F(3,6) = 7.589, p = 0.018) but no main effect of Run (F(1,2) = 4.872, 
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p = 0.158) or Session (F(4,8) = 0.160, p = 0.953) and no interactions (all F < 1.02, p > 0.462). 
In other words, there was no behavioural evidence for task learning that might affect the 
activation patterns across runs or sessions.  
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Table 6-5: Behavioural data from the 1-back task in Experiment 2. The top section presents overall performance in 
terms of hit and false alarm rates. The second section presents sensitivity scores (d’-values) for detecting item 
repetitions while the third presents the reaction times for correctly detecting repeated items. 
 Words Objects Scrambled Faces 
Hit Rate 0.794 0.800 0.553 0.818 
False Alarms 0.005 0.000 0.018 0.001 
D-Prime Scores (± SEM)     
Session 1 
Run 1 3.84 (0.35) 4.23 (0.50) 2.68 (0.67) 4.12 (0.54) 
Run 2 4.38 (0.48) 3.88 (0.67 2.27 (0.76) 4.07 (0.58) 
Session 2 
Run 1 3.26 (0.52) 4.11 (0.53) 1.73 (0.67) 3.70 (0.50) 
Run 2 3.47 (0.49) 3.80 (0.42) 1.53 (0.57) 3.32 (0.59) 
Session 3 
Run 1 4.05 (0.53) 4.65 (0.38) 2.79 (0.29) 4.65 (0.38) 
Run 2 3.21 (0.16) 3.90 (0.00) 2.42 (0.18) 3.54 (0.20) 
Session 4 
Run 1 3.55 (0.61) 3.88 (0.67) 2.70 (0.47) 3.16 (0.39) 
Run 2 3.29 (0.72) 2.62 (0.51) 1.78 (0.60) 3.43 (0.78) 
Session 5 
Run 1 3.49 (0.58) 3.44 (0.57) 2.46 (0.52) 4.18 (0.28) 
Run 2 2.95 (0.17) 3.02 (0.29) 2.61 (0.61) 3.53 (0.59) 
Median RTs (± SEM)     
Session 1 
Run 1 483 (32.4) 537 (36.5) 625 (83.6) 507 (23.0) 
Run 2 521 (34.7) 556 (38.0) 447 (150.9) 545 (29.2) 
Session 2 
Run 1 528 (17.6) 525 (27.8) 675 (71.9) 484 (27.7) 
Run 2 538 (12.4) 490 (35.0) 646 (43.7) 492 (23.0) 
Session 3 
Run 1 507 (23.0) 498 (21.5) 560 (25.1) 518 (19.3) 
Run 2 564 (10.7) 528 (15.0) 559 (18.2) 523 (21.3) 
Session 4 
Run 1 519 (14.7) 510 (18.0) 551 (26.1) 478 (16.7) 
Run 2 584 (59.5) 530 (65.4) 461 (161.3) 557 (30.2) 
Session 5 
Run 1 491 (5.2) 552 (41.9) 584 (33.6) 468 (26.6) 
Run 2 523 (27.2) 487 (46.3) 571 (31.4) 497 (30.0) 
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Imaging results: Random effects analyses. All contrasts produced bilateral activation in all 
participants. Words relative to fixation produced a peak with a Z-score of at least 4.46 and 
4.05 in left and right vOTC, respectively. Objects relative to scrambled objects strongly 
activated LOC, producing a peak of at least Z = 3.93 and Z = 3.45 in the left and right 
hemispheres, respectively (Table 6-6). Faces relative to objects activated bilateral FFA, 
producing a peak Z-score of at least 2.45 and 3.84 in left and right hemispheres, 
respectively. In Subjects 3 and 4, the left hemisphere activation did not reach significance 
(Z < 3.09). Consequently, it was not possible to conduct overlap analyses for faces in the 
left hemisphere for these subjects. There were, however, recognisable peaks in activation 
within the anatomical ROI that were used for computing peak reliability.  
165 
 
Table 6-6: Peak coordinates for RFX analysis for each subject for each contrast. Coordinates are in MNI152 space and 
the Z-score is for the peak voxel. 
 Left Hemisphere Right Hemisphere 
Subject x y z Z-score x y z Z-score 
[Words > Fixation]         
1 -44 -64 -22 4.46 45 -62 -18 4.75 
2 -46 -54 -17 5.04 48 -60 -23 4.58 
3 -40 -56 -21 5.37 44 -59 -22 4.92 
4 -42 -54 -13 4.76 49 -47 -30 4.05 
[Objects > Scrambled] 
1 -45 -75 -18 5.42 44 -70 -18 5.00 
2 -39 -82 -5 5.45 50 -72 -13 5.46 
3 -44 -82 -9 5.59 42 -75 -17 5.74 
4 -51 -75 -5 3.93 42 -76 -16 3.45 
[Faces > Objects] 
1 -39 -48 -26 4.86 41 -45 -25 5.47 
2 -40 -51 -16 4.04 44 -48 -25 4.65 
3 -42 -59 -28 2.45 43 -46 -30 3.84 
4 -46 -44 -28 3.08 45 -48 -25 4.15 
 
Effect of amount of data on location of peak voxel. To facilitate understanding and ease 
comparison with existing studies the analysis refers the number of volumes included in 
the analyses rather than the number of runs, since the number of volumes in a run varies 
by study. There were 32 volumes per condition per run in the current study consequently 
the values along the x-axis of the plots are multiples of 32.  
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The first analysis examined how the number of volumes included in a FL affected the 
reliability of the peak voxel relative to the “true” (i.e. RFX) peak. Figure 6-5 plots the 
average distance between the peak voxel from a FL and the “true” peak in each of the 
three ROIs. Increasing the number of volumes collected resulted in a decrease in the 
Euclidean distance between the peaks. In other words, increasing the amount of data 
resulted in the peak voxel from the functional localiser getting closer to the “true” peak, 
however, the two did not converge and after approximately 192 volumes, additional data 
had little impact on the location of the FL peak. For both words and objects, the 
discrepancy between the FL and “true” peak remained > 4mm on average and did not 
differ between the left and right hemispheres. In contrast, for faces the localiser did a 
good job identifying the peak coordinate in the non-dominant (i.e. left) hemisphere, but 
was less good in the dominant hemisphere where the discrepancy was just over 8mm.  
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Figure 6-5: Graphs showing the distance (mm) from the RFX peak to the peaks identified by the FFX analyses of 
increasing numbers of volumes for (a) Words, (b) Objects and (c) Faces in left hemisphere (dark grey) and right 
hemisphere (light grey). 
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The group results, however, obscure individual differences that are particularly apparent 
for words and faces where FL successfully identified the “true” peak in the non-dominant 
more often than in the dominant hemisphere. For instance, the FL scans found the “true” 
peak in 3 out of 4 cases in the right (i.e. non-dominant) hemisphere as compared to 1 out 
of 4 in the left (i.e. dominant). Similarly, the face localisers converged on the left 
hemisphere peak in all four participants but did not find the “true” peak in the right 
hemisphere in any of them. In both cases, this advantage for the non-dominant 
hemisphere arose because it typically only contained a single peak whereas the dominant 
hemisphere typically had multiple peaks within the anatomical ROI, namely the most 
significant RFX peak and [1-3] additional peaks with slightly lower Z-scores (Figure 6-6). 
Because the fixed-effects analyses used to compute functional localisers do not take inter-
run variance into account, it is easy for the analysis to find a local maximum (i.e. peak) 
rather than the global maximum (Friston et al. 1999), resulting in a sub-optimal 
localization. 
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Figure 6-6: Areas of cortex suggested to be sensitive to a stimulus type often have multiple peaks. Thus for words 
(left) and faces (right) the dominant hemispheres typically have more peaks than the non-dominant hemisphere. 
As the amount of data included in the analysis increases, the FL peak gets closer to the 
main “true” peak on average, but individual analyses are flipping between peaks in the 
area and this is reflected in the large error bars. With even more data, however, the FL 
analyses tend to identify a single peak, but there is no guarantee that it will be the global 
maximum. Indeed, as Figure 6-5 illustrates, in the majority of cases the functional localiser 
found a local maximum instead. The reason the FL was more reliable in the right 
hemisphere for words and in the left hemisphere for faces was because non-dominant 
hemispheres typically have fewer local maxima to get stuck in. Consequently, the FL has a 
greater chance of identifying the “true” peak. This also explains why the FL did a poor job 
identifying the “true” peak for objects (in either hemisphere) as objects typically engage 
LOC bilaterally with multiple peaks in both hemispheres (reflecting this lack of 
hemispheric asymmetry).  
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Interestingly, this analysis may be informative with regard to the TMS data reported in 
previous chapters. All four subjects also participated in the first experiment in Chapter 3 
and their vOTC stimulation site was identified based on a short FL scan. For Subjects 1 & 2, 
the FL used for the TMS experiment identified a peak that was greater than 1cm from the 
RFX peak. For these subjects, TMS did not disrupt word reading. In contrast, for Subjects 3 
& 4, the FL for used for the TMS experiment identified a peak less than 1cm from the RFX 
peak and for both subjects, TMS disrupted word reading. In other words, the short FL scan 
used to target TMS may identify a peak voxel whose distance to the RFX peak is greater 
than the spatial resolution of TMS.  
In summary, although including increasing the amount of data included in a FL decreases 
the distance from the FL to the “true” peak, no amount of data ensured that the two 
would converge. This problem is compounded in cases where there are multiple peaks 
within the anatomical ROI. 
Effect of amount of data on spatial overlap. The second analysis investigated whether 
increasing amounts of data improves the reliability of the FL when measured in terms of 
their spatial overlap. The group results are shown in Figure 6-7 for the different stimulus 
types in each hemisphere. Within each panel, the five coloured lines represent how the 
spatial overlap was affected by thresholding at the different levels (i.e. Z = 1.64, 2.33, 3.09, 
4 and 5). In general, increasing the amount of data included in the localiser improved 
consistency up to a point, after which the consistency began to slowly decline. This was 
true of all three ROIs in both hemispheres, independent of the statistical threshold used to 
define “active” voxels. For instance, consider the red lines (corresponding to a Z > 2.33 
threshold) in Figure 6-7. In each of the panel, the red line reaches its maximum 
consistency score between 96 and 160 voxels (3-6 runs in the current experiment) and 
then gradually trails off as even more data are included in the functional localiser. This 
same trajectory can be clearly seen for all three of the lowest statistical thresholds and 
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appears to be presented for the purple (Z > 4.0) and light blue (Z > 5.0) curves as well, 
although these are clearly shifted such that they only reach their maxima at approximately 
256-288 volumes (i.e. 8-9 runs). These diminishing returns are a consequence of using 
fixed effects analyses to compute the functional localiser. Increasing the amount of data 
without taking into account the inter-run variance, artificially inflates the resulting 
statistical maps resulting in more and more voxels passing threshold. As a result, these 
voxels inflate the total number of voxels included in the denominator of Equation 6-1 
without necessarily affecting the numerator (i.e. the voxels common to both analyses), 
thus reducing the overall consistency score. Indeed, if all the active voxels in the RFX 
analysis are already present in the FL analysis, then adding additional data (and thus 
increasing the number of active voxels) can only reduce the consistency ratio. This is 
illustrated for vOTC in a single subject in Figure 6-8. Here, the yellow lines indicate the 
border of “truly” active voxels identified in the RFX analysis while blue voxels are “active” 
voxels from the functional localiser scan. Two different amounts of data were used: either 
96 or 288 volumes (i.e. 3 or 9 runs) and “active” voxels were determined with either a 
Z > 2.33 or Z > 5.0 threshold. The figure illustrates two points. First, that as additional data 
are included in the FL analysis, the set of “active” voxels in the anatomical ROI exceeds the 
“truly” activated voxels, reducing consistency. Second, the best consistency in terms of 
maximizing overlap occurs either for the combination of relatively small amounts of data 
with a lenient statistical threshold (i.e. 96 volumes, Z > 2.3) or with the largest amounts of 
data and most stringent statistical threshold (i.e. 288 volumes, Z > 5.0). Indeed, this point 
is clear from Figure 6-7 where the consistency ratio is typically reached after 96 volumes 
of data for lower statistical thresholds. When using a high threshold such as Z = 4.0 (purple 
line) and 5.0 (light blue line), increasing the number of volumes does improve overlap but 
reaches a maximum only marginally better than the maximum overlap achieved with low 
thresholding.  
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This general pattern applies to all three stimulus types in both hemispheres, though the 
dominant hemisphere for words (LH) shows considerably better overlap than the non-
dominant hemispheres. In contrast, there are no apparent hemispheric differences in the 
FL reliability for objects, once again reflecting the lack of hemispheric asymmetry in object 
processing. 
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Figure 6-7: Graphs showing the degree of overlap for the words (a and b), objects (c and d) and faces (e and f) for the 
two hemispheres. Note that as the number of volumes included in the FFX analysis increases, the consistency ratio 
increases reaching a maximum when a large number of volumes are included and threshold stringently. However, 
including a much lower number of volumes and using a considerably less stringent threshold has approximately the 
same outcome. Note that as there was no significant LH RFX activation for [Faces > Objects] for Subjects 3 and 4 they 
are not included in the relevant graph. 
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Figure 6-8: The effect of volumes and thresholds on overlap for words for Subject 3. The yellow outline represents the 
area identified by the “gold-standard” RFX analysis while the blue corresponds to FFX analyses for 288 volumes (top) 
thresholded at Z > 2.33 (a) and Z > 5 (b) and 96 volumes (bottom) thresholded at Z > 2.33 (c) and Z > 5. Note that 
particularly for the left hemisphere stringent thresholding of large numbers of volumes (b) gives a similar result to a 
more tolerant thresholding of a much smaller number of volumes (c). Also note that large numbers of volumes with a 
low threshold results in extraneous voxels being included in the fROI (a), while stringent thresholding of a low 
number volumes erroneous excludes voxels (d). Consistency ratios are shown in blue. 
 
6.3.3 Discussion 
Motivated by the results of Experiment 1 (and Kung and colleagues 2007) which showed 
poor consistency of functional localisers, the aim of the current experiment was to 
evaluate whether this consistency results from an inadequate number of volumes being 
collected. By scanning participants multiple times I was able to compare the peak voxel 
location and overlap between the “true” results (obtained via a subject-specific “gold-
standard” RFX analysis) and those of typical standard functional localiser scans based on 
different quantities of acquired data.  
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The first analysis demonstrated that increasing the amount of data included in a FL 
decreases the distance from the FL peak voxel to the “true” peak, although the two rarely 
converged.  Instead, because functional localisers rely on fixed effect analyses, they are 
liable to get trapped in local maxima when an anatomical region exhibits multiple peaks in 
response to a particular stimulus category. Additional data leads to a monotonic increase 
in the voxel-based statistical results, maintaining the local maxima. Indeed, in the current 
data, once a stable maxima was found, increasing the amount of data never produced a 
change in the peak voxel (Figure 6-5). In other words, the current findings, together with 
those of Experiment 1 in this chapter and those reported by Berman et al. (2010), make it 
clear that defining a fROI as a sphere of fixed radius centred on the peak voxel of a FL 
analysis is suboptimal, potentially compromising the analysis of the main experiment. On 
the other hand, research groups using peak voxels to identify the functional ROI may 
manually intervene to select a peak based on their experience and anatomical expertise. 
This need not always be the most significant peak in the area. Although this approach 
would be susceptible to external sources of bias and may suffer from poor reproducibility, 
even within a single lab, it offers an alternative to the problem of local maxima in fixed-
effect analyses. 
The second assessment of consistency demonstrated how different amounts of data in 
the FL localiser analysis affected the reliability (i.e. the spatial overlap) of the fROI and 
how this relationship was modulated by the choice of threshold (from p < 0.05 to p < 10-6). 
Using a relatively small number of volumes in conjunction with a low threshold produced 
fROIs of approximately the same reliability as using a more stringent threshold with large 
quantities of data and this was true for all three stimulus classes and for fROIs in both 
hemispheres. Perhaps surprisingly, the use of a high threshold with relatively small 
amounts of data resulted in very poor consistency because the use of a high threshold did 
not ensure that only “true” activations remained. Instead it simply biased the results 
176 
 
towards one particular sub-peak within a cluster and this was often different from the 
“true” peak. 
These findings confirm that functional localiser scans that are independent from the main 
experimental data acquisition suffice to identify an fROI despite considerable inter-scan 
variability in activated voxels but place an upper limit on the accuracy of this identification. 
The most cost-efficient method involves collecting a relatively small amount of data 
(~10mins) and using a lenient statistical threshold to identify all voxels in a given region 
that are sensitive to the process-of-interest. At best, however, there appears to be roughly 
80% overlap with those in the main task, indicating a fairly substantial amount of “noise” 
in the fROI analyses. 
6.4 General Discussion 
The chapter investigated the reliability and consistency of functional localiser scans. These 
scans are commonly used to isolate a functionally defined ROI based on its response 
properties. The first experiment found poor consistency between two essentially identical 
scans, in terms of both the location of the peak voxel and the spatial overlap of activated 
voxels, particularly when higher statistical thresholding was used. The second experiment 
tested the hypothesis that this poor consistency results from the small amount of data 
typically included in a functional localiser. As expected, increasing the amount of data 
improved consistency when the fROI was based on the activated voxels. However, this 
relationship between consistency and amount of data is strongly affected by the statistical 
threshold used. In contrast, no amount of data made the peak voxel of the localiser scan 
reliable, strongly suggesting this method of defining an fROI is suboptimal. These findings 
highlight the important of the (implicit) consistency assumption when interpreting results 
based on independent functional localiser scans.  
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These results illustrate the importance of careful experimental design for functional 
localisers as well as the value of empirically checking their effectiveness. While one may 
intuitively feel that higher statistical thresholds will result in more reliable and trustworthy 
fROIs, this is only true if impractically large amounts of data are collected. Moreover, the 
reliability achieved in this manner is only marginally greater than using a lenient threshold 
on much smaller amounts of data. In addition to this, reducing sources of variability 
(Friston and Henson 2006), and optimising both stimuli and tasks (Fox et al. 2008) will all 
improve the consistency of the results.  
Furthermore, given the increasing use and importance of functional localiser scans, their 
exact details should be reported clearly and in detail, rather than as an afterthought, thus 
assisting readers in evaluating the robustness of the findings. At a minimum, these could 
include clear information about the amount of data collected as well as the details of how 
the fROI was defined. For instance, in many cases it is unclear what anatomical criteria (if 
any) are used to limit the extent of the fROI to the region under investigation. Functional 
localisers currently play an important role in cognitive neuroscience, and no doubt will 
become even more important in the future. Consequently, it will be increasingly 
important to optimise the practice to provide consistent localisation within individuals in 
order to maximise sensitivity and avoid potential sources of bias. 
Finally, our results also have important implications for TMS studies. There are several 
options when choosing a method for targeting stimulation, including using fMRI-based 
neuro-navigation, using standard space coordinates from published imaging studies, or 
using heuristic methods such as the 10-20 system. Recent empirical studies have shown 
that although all three methods work, the latter two are sub-optimal, requiring higher 
stimulation intensities and/or larger numbers of subjects (Sparing et al. 2008; Sack et al. 
2009). This is almost certainly due to the considerable inter-subject variability in the 
location of peak responses (current results; Kanwisher et al. 1997; Wright et al. 2008) 
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rendering stimulation based on group coordinates less efficient. This problem is further 
compounded by a heuristic approach to targeting because of the inherent variability 
between the measurement system (e.g. the 10-20 system) and the underlying anatomy 
(Steinmetz et al. 1989). Clearly, an optimal targeting method will take into account inter-
subject variability either through fMRI-based neuro-navigated TMS (Andoh et al. 2006; 
Duncan et al. 2010) or by localising the stimulation directly with TMS (Devlin et al. 2003a; 
Gough et al. 2005; Ellison et al. 2007; Taylor et al. 2007; Pattamadilok et al. 2010). While 
neuro-navigation based on fMRI is often thought to be the superior option, our current 
results suggest that may not necessarily be an entirely reliable method due to the spatial 
variability of the peak voxel inherent in short, fixed localiser scans. In other words, using 
fMRI to localise a TMS target may still result in an inappropriate area being stimulated, a 
problem exacerbated by the spatial distortions in EPI images due to magnetic field 
inhomogeneties and draining veins (Jezzard and Balaban 1995; Terao et al. 1998; Duong et 
al. 2001; Turner 2002; Devlin et al. 2003a). This extent of this problem becomes 
exacerbated if the distance between the localised voxel and the genuine target is greater 
than the spatial resolution of TMS. Instead, a TMS-based functional localiser probably 
represents the optimal method for targeting stimulation as it avoids all of these sources of 
error and provides a direct measure of the effect of stimulation across a range of target 
sites. However, it should be noted that in some circumstances, an independent TMS 
localiser maybe undesirable, for example, if there is a need to limit the amount of 
stimulation one area receives. For instance, TMS of certain sites, including the ventral sites 
targeted in this thesis, is associated with muscle stimulation which over long periods of 
time can become uncomfortable. 
  
179 
 
7 General Discussion 
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Reading is a complex activity involving the delicate orchestration of visual, phonological, 
and semantic properties. Ventral occipito-temporal cortex (vOTC) is an area that 
encompasses the posterior aspect of the fusiform gyrus along with the adjacent occipito-
temporal sulcus. This area of the ventral visual stream, lying between posterior visual 
areas such as V4 and more anterior ventral temporal areas, shows robust activity in 
neuroimaging studies of visual word recognition (Price et al. 1996; Herbster et al. 1997; 
Rumsey et al. 1997; Fiez and Petersen 1998; Cohen et al. 2000; Sakurai et al. 2000; Cohen 
et al. 2002; Kuo et al. 2003; Kronbichler et al. 2004) and lesions to the area can cause 
impairments which appear to preferentially affect reading (Dejerine 1892; Damasio and 
Damasio 1983; Binder and Mohr 1992; Beversdorf et al. 1997; Leff et al. 2001; Gaillard et 
al. 2006). It is not surprising, then, that modern neurological models of reading agree that 
vOTC plays an important role. However, what contributions the area actually makes is still 
the matter of considerable debate (McCandliss et al. 2003; Price and Devlin 2003; Cohen 
and Dehaene 2004; Kronbichler et al. 2004; Price and Devlin 2004; Dehaene et al. 2005). 
The uncertainty surrounding the function of vOTC arises in part due to the difficulty 
separating its contributions from other areas of the reading network, highlighting the 
need for a method to temporarily and non-invasively perturb the information processing 
in this area to investigate the causal relations between activation and reading. TMS offers 
such a tool (Barker and Jalinous 1985; Pascual-Leone et al. 1999; Sack 2006), but it was 
commonly thought that the location of vOTC on the ventral surface of the brain would 
make stimulation impossible (for example, Simos et al. 2008).  
The experiments in this thesis used transcranial magnetic stimulation (TMS) to disrupt 
vOTC in normal, healthy participants while they performed tasks that engaged visual word 
recognition. These experiments comprise the first reported attempts to disrupt vOTC 
using TMS and demonstrated that the effect of ventral occipito-temporal stimulation is 
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reliable and robust – disrupting word recognition in six independent experiments For 
instance, I demonstrated:  
 Stimulation of left vOTC impaired responses during a lexical decision task. 
Importantly, this effect was stimulus-specific as TMS did not affect pseudowords or 
high frequency words. 
 TMS of vertex did not impair responses, demonstrating the effect of vOTC 
stimulation was also site-specific. Furthermore, TMS of a nearby lateral occipito-
temporal site, LOC, also did not slow responses, demonstrating that the effect of 
vOTC stimulation is not a general effect of ventral TMS. 
 Stimulation of left vOTC during a semantic decision task also slowed responses. 
However, in contrast to the effect during the lexical decision, TMS affected both 
low and high frequency words, demonstrating that vOTC processing is task 
dependent. 
 Neurochronometric TMS revealed that the temporal profile of left vOTC and 
suggested that processing in vOTC is both interactive and cascaded and that the 
area is active considerably earlier than indicated by ERP studies.  
 The temporal profile of vOTC was consistent for words and objects but showed a 
hemispheric asymmetry, with activity in left vOTC preceding right.  
7.1 Implications  
7.1.1 Theories of ventral occipito-temporal function 
There are three hypotheses regarding the contribution left vOTC makes to reading. The 
first two propose that the area contains neurons that are specific to reading and contain 
abstract orthographic information which is used to process the wave of feedforward 
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activity arriving from lower visual areas. The prelexical visual word form hypothesis 
suggests that these neurons are attuned to letter bigrams (McCandliss et al. 2003; Cohen 
and Dehaene 2004; Dehaene et al. 2005) while the lexical visual word form hypothesis 
suggests that the neurons are attuned to whole words (Kronbichler et al. 2004). In 
contrast the third hypothesis proposes that ventral occipito-temporal neurons perform 
the same function on words and other non-lexical stimuli. This theory suggests that left 
vOTC interacts with other regions during reading, acting as an interface associating 
feedforward visual form information critical for orthographic processing with higher order 
properties of the stimuli by way of feedback connections (Nakamura et al. 2002; Hillis et al. 
2005; Price and Friston 2005; Devlin et al. 2006; Xue et al. 2006; Cai et al. 2010). 
The prelexical word form account is plainly incompatible with much of the data presented 
in this thesis. The prelexical nature of the abstract codes putatively stored in vOTC means 
that these neurons must be blind to stimulus properties that emerge at the lexical level, 
such as lexicality and frequency. However, the experiments in Chapters 3 and 4 
demonstrate that this is not the case. Thus, the prelexical account fails not only to explain 
the TMS data in this thesis but also the differential effect of frequency reported in 
neuroimaging studies (Chee et al. 2003b; Kronbichler et al. 2004) and in patients with 
damage to vOTC (Behrmann et al. 1998b; Johnson and Rayner 2007; Shan et al. 2010; 
Tsapkini and Rapp 2010). In contrast, the lexical word form hypothesis is compatible with 
a TMS effect on words but not pseudowords since only real words should be represented 
in the area. However, although the lexical account predicts a graded effect of word 
frequency, it also predicts that both low and high frequency words should be affect by 
vOTC stimulation since the area stores abstract representations of all words. However, 
there was no evidence for this. Indeed, although the effect of stimulation was dependent 
on word frequency, there was no effect of TMS on high frequency words in two 
independent lexical decision experiments, consistent with reports of vOTC lesions that 
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selectively impair low frequency words (Shan et al. 2010; Tsapkini and Rapp 2010). 
Furthermore, although responses to high frequency words and low frequency words were 
slowed during semantic decisions, there was still no graded effect of frequency. 
Moreover, the task-dependency and temporal profile of left vOTC are inconsistent with 
either the prelexical or lexical word form hypotheses, since in both these accounts vOTC 
processing is stimulus-driven with no feedback from higher areas. Clearly, these visual 
word form accounts require reformulation in order to explain the data presented in this 
thesis. In fact, the only modification that would suffice would be incorporating feedback 
connections. Nevertheless, an interactive visual word form hypothesis (either prelexical or 
lexical) would still require distinct but spatially overlapping subpopulations of word- and 
object- specific neurons to be consistent with the neuroimaging and neuropsychological 
literature and of course the consistent effect of TMS on words in objects demonstrated in 
this thesis. Definitive proof of word specific neurons and object specific neurons would 
require intracellular recordings (Lenz et al. 2002; Mukamel et al. 2010), but the 
opportunities for this are rare in patients and non-existent in neurologically normal people. 
There is currently, therefore, no evidence for such neuronal specialisation (Wright et al. 
2008; Kherif et al. 2010).  
A more parsimonious account of vOTC function is that the neuronal population is not 
segregated, but rather a single population of neurons that performs essentially the same 
function: representing complex visual form information, which is subsequently linked with 
non-visual properties of the stimulus. The data presented in this thesis allows the further 
refinement of the interface theory. First, the relative contribution of the area depends on 
the demands of the stimuli and task. Second, this integration is, in effect, the same for 
both left and right vOTC. 
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Stimuli and tasks that accentuate the importance of the non-visual properties of visual 
stimuli emphasise the role of vOTC. For example, the contribution of left vOTC during 
lexical decisions depends on the frequency of the word, as correct responses can be 
generated for high frequency words and pseudowords without resort to non-visual 
properties – diminishing the causal relevance of processing in left vOTC. In contrast, 
correct responses to low frequency words requires non-visual properties be accessed and 
integrated with the visual form, increasing the importance of left vOTC processing. Thus, 
the interface hypothesis is consistent with the differential effect of frequency reported in 
neuroimaging, where rarer words produce more activation, and neuropsychological 
literature, where low frequency words are more susceptible to impairment. In fact, while 
lesions to left vOTC can affect low frequency words during a lexical decision, impairments 
in word reading are independent of word frequency (Tsapkini and Rapp 2010), reflecting 
the necessity of left vOTC to integrate visual form with phonology. In addition, the effect 
of lexicality on the area also appears to depend on task. Like high frequency words, visual 
form is of particular importance when performing a lexical decision on pseudowords, 
diminishing the contribution of vOTC, consistent with the lack of any disruptive effect of 
TMS and the greater activation for words observed in neuroimaging studies (Fiebach et al. 
2002; Bellgowan et al. 2003; Binder et al. 2003; Binder et al. 2005b). In contrast, tasks that 
stress the phonological properties of the stimuli tend to elicit greater activation for 
pseudowords relative to words (Fiez et al. 1999; Hagoort et al. 1999; Xu et al. 2001; 
Mechelli et al. 2003; Binder et al. 2005a; Bruno et al. 2008; Lee et al. 2010).  
Counter to most neurological models of reading, the data presented in this thesis support 
a central role for right vOTC. That TMS disrupted both words and objects during 
stimulation of either hemisphere suggests that the function of left and right hemisphere 
vOTC may essentially be the same. This, however, seems to be at odds with the 
asymmetry in activation strength reported in the neuroimaging literature and the 
185 
 
asymmetry in the effect of vOTC lesions reported in the neuropsychological literature. 
However, a consequence of the left hemisphere dominance for language may be that 
during tasks that emphasise linguistic properties of stimuli (such as reading), the 
contribution of left vOTC is relatively more important since it is interacting with brain 
areas associated with linguistic knowledge (Lambon Ralph et al. 2001; Cai et al. 2010). 
7.1.2 Cognitive models of reading 
The data in this thesis are informative with regard to cognitive models of reading and their 
neurological validity. Although there are many differences between the two main classes 
of models (dual-route and connectionist), there are a number of similarities. For example, 
orthographic processing is interactive and cascaded, consistent with the data reported in 
this thesis. Furthermore, as can be seen in Figure 7-1, both types of models contain 
orthographic-specific components. In contrast, however, the experiments in this thesis 
together with neuroimaging (Wright et al. 2008; Kherif et al. 2010) and neuropsychological 
(Behrmann et al. 1998a; Starrfelt et al. 2009) data suggest that this assumption may be 
incorrect. With regard to the connectionist model, the orthographic specific aspect could 
be replaced by processing that was not specific to lexical stimuli; in other words, the 
model could perform the same operations on visual words and objects, consistent with 
the neurological data. In contrast, modifying the dual-route models may prove difficult 
given the presence of an “orthographic input lexicon.” 
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Figure 7-1: Examples of cognitive models of reading: (a) DRC model. Note that there are distinct levels of orthographic 
representation, with serial and parallel connections (Coltheart et al. 2001), figure adapted from (Sakurai et al. 2006) 
Permission to reproduce this figure has been granted by Elsevier (b) a mixture of feed-forward and feed-back 
connections. Distributed-connectionist model (Seidenberg and McClelland 1989). Large arrows depict the inputs and 
outputs of the system. Note that both types of model contain reading-specific units. Permission to reproduce this 
figure has been granted by Taylor & Francis. 
7.1.3 Transcranial Magnetic Stimulation 
7.1.3.1 Optimising target localisation 
Although localising the target in TMS experiments can be done in a number of ways, only 
fMRI and TMS localisation take account of inter-subject variability. The importance of 
functionally localising the target site (with either fMRI or TMS) in each participant is 
highlighted in Chapter 6 which, consistent with previous research (Kanwisher et al. 1997; 
Wright et al. 2008) demonstrated considerable inter-subject variability in the location of 
the peak of activity. In fact, for a number of participants, the distance between the group 
peak and the subject-level peak may be greater than the spatial resolution of TMS. 
Choosing a target site based on group coordinates or using a heuristic approach (such as 
the 10-20 system) may therefore result in an inappropriate site being stimulated, 
187 
 
consequently increasing the number of subjects required in the study and/or the 
stimulation intensity (Sparing et al. 2008; Sack et al. 2009).  
The choice of whether to use fMRI or TMS to functionally localise the target site will 
depend on the particulars of the experiment. Although we used fMRI to functional localise 
the area of vOTC to stimulate in each participant, this was not strictly necessary. Pilot 
work indicated that it was possible to functionally localise the optimal stimulation site 
using short TMS experiments before proceeding to the main experiment as previously 
done for other stimulation sites (e.g. Devlin et al. 2003a; Gough et al. 2005; Ellison et al. 
2007; Taylor et al. 2007; Pattamadilok et al. 2010). In practice, however, some participants 
found the extra stimulation uncomfortable, making fMRI localisation the superior choice 
in this case. However, for other sites where there is less discomfort, TMS localisers may 
actually be superior to using fMRI. Localising the target site with TMS ensures that an 
appropriate site is stimulated in the main experiment. In contrast, the results of Chapter 6 
illustrate that localising the target with a short fMRI run may result in an inappropriate 
area being stimulated, since the peak voxel in the fMRI localiser is unlikely to correspond 
to the “true” peak. This problem is compounded by the presence of multiple peaks in 
areas of cortex sensitive to a particular stimulus, since the experimenter will have to use 
their expertise to select which peak to target. However, the spatial resolution of TMS is 
such that this will only be problematic when there is a substantial discrepancy between 
the target site and the true peak. 
7.1.3.2 Neurochronometric studies 
The experiments in Chapter 5 highlight the importance of using neurochronometric TMS 
to independently evaluate ERP timings. However, certain precautions must be taken when 
designing these experiments in order that the results can be easily interpreted. In this 
regard, this thesis features two innovative experimental design features: the staircase 
ordering of time windows and random ITI.  
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Neurochronometric studies have typically randomly intermixed the time windows of TMS 
(for example, Corthout et al. 1999b; Devlin et al. 2003a; Camprodon et al. 2009; Prime et 
al. 2010). A consequence of this, however, is that trials with TMS in an early time window 
may be followed by trials with TMS in a late time window which makes it more likely that 
participants become aware there are different TMS onset asynchronies. In addition, the 
subject may consciously or unconsciously wait for stimulation before responding, 
artificially slowing the RTs in the late conditions. The staircase design used in Chapter 5, i.e. 
grouping trials in blocks which are ordered in either an ascending or descending staircase 
effectively removed this problem since the delay between TMS onset asynchrony in any 
two consecutive trials is minimised. Moreover, participants reported that they were not 
aware of any difference in the timing of TMS over the experiment.  
The use of a fixed ITI in neurochronometric TMS experiments can result in participants 
knowing (consciously or unconsciously) when the next trial will begin. Consequently, if is 
impossible to determine whether TMS related changes in performance result from 
disruption of bottom-up activity or top-down expectation effects. In contrast, when the ITI 
is randomised it is not possible to know when the onset of the next trial is, minimising 
expectation. 
7.1.3.3 Spatial resolution of TMS 
The clear dissociation between stimulation of vOTC and LOC, two occipito-temporal 
regions separated by approximately 2cm provides empirical evidence regarding the spatial 
resolution of TMS. This is consistent with the growing literature suggesting that the 
functional resolution of the technique is sufficient to distinguish contributions from 
relatively focal patches of neocortex, separated by as little as 1-2cm (Brasil-Neto et al. 
1992; Schluter et al. 1999; Gough et al. 2005; Pitcher et al. 2009). 
189 
 
7.1.4 fMRI 
The data presented in this thesis have two implications for the use of fMRI. First, the data 
illustrate the importance of triangulating information from different methodologies. 
Despite the many advantages of fMRI, it is unable to determine the causal influence of 
brain activity on behaviour and consequently incapable of differentiating essential from 
other co-activated areas, complicating the interpretation of fMRI data. This shortcoming is 
highlighted by the lack of any TMS effect during vOTC stimulation for pseudowords and 
high frequency words in lexical decisions and during LOC stimulation for words or 
pseudowords, despite the fMRI activity seen for each of these situations. In other words, 
care must be taken when drawing conclusions based solely on data from one 
methodology. 
Second, the data presented in Chapter 6 provide much needed guidelines regarding the 
optimisation of functional localiser scans. A critical assumption underlying the use these 
increasingly used functional localiser scans is that the voxels identified as the functional 
region-of-interest are reliable.  These scans can be optimised by collecting approximately 
10mins of data and, somewhat counter-intuitively, using a lenient statistical threshold. In 
contrast, previous studies that have used a functional localiser scan frequently collect 
approximately 10mins of data but use a conservative threshold (for example, Jiang et al. 
2007; Axelrod and Yovel 2010). An additional issue with the use of functional localiser 
scans is the generally poor standard of reporting the details of the scan. At a minimum, 
researchers could include clear information about the amount of data collected as well as 
the details of how the functional region-of-interest was defined. Without these details, a 
satisfactory interpretation of the results of the main experiment remains difficult. 
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7.2 Future directions 
Representations. Although this thesis presents data that strongly suggests that vOTC does 
not contain bigram or word detectors, it remains unclear how information is represented 
in vOTC. One possibility is that the representations may be something similar to spectral 
receptive fields (SRF) that characterise the responses of neurons in macaque V4 (David et 
al. 2006). SRFs characterise neuronal tuning in terms of the orientation and spatial 
frequency power spectrum and are independent of spatial phase. SRFs can be used for 
any visual stimuli, since all visual stimuli possess such a power spectrum. In addition, 
independence from spatial phase means that SRFs can explain neuronal tuning for 
neurons that show position-invariant responses. Clearly, these properties must also be 
true of any hypothesised neuronal tuning in vOTC, as the area activates to any visual 
stimulus, and is invariant of the stimulus position on the retina. However, in higher-order 
areas the cross species correspondence is relatively poor. The macaque homologue for 
human vOTC may be posterior inferior temporal cortex but could conceivably be superior 
temporal sulcus (Van Essen 2003). It is unlikely, however, to be V4 which may correspond 
to more posterior aspects of occipito-temporal cortex. Clearly, further work is required to 
establish what relationship, if any SRFs have to human vOTC neuronal tuning and how 
information is represented in the area. 
In the absence of invasive neuronal recordings, state-dependent TMS could potentially 
provide valuable insights into the nature of representations in vOTC. By manipulating the 
activation state, either through adaptation or priming, prior to stimulation, spatially 
overlapping but functionally distinct neuronal subpopulations can be differentiated. This 
has previously been used to selectively stimulate sub-populations of MT neurons with 
different directional tuning. For example, the motion sensitive area MT contains neurons 
that have preferences for particular directions of motion. These subpopulations of 
neurons cannot be easily distinguished using TMS. However, Cattaneo and Silvanto (2008) 
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manipulated the activation state in the area by asking participants to view coherently 
moving dots for one minute thus decreasing activity levels in neurons with a preference 
for motion in this particular direction. Next participants received a single pulse of TMS 
over MT immediately before an 80msec presentation of more coherently moving dots. 
Performance for dots moving in the same direction as the adapting stimulus was improved, 
while the performance for dots moving in the opposite direction was impaired (relative to 
no TMS). In other words, by manipulating the activation state prior to stimulation, the 
authors were able to selectively stimulate a subpopulation of neurons within an area. 
Using this approach, it may be possible to investigate whether SRFs, or something akin to 
them, characterise neuronal response properties within vOTC since visually dissimilar 
stimuli that share a SRF may be processed by the same neuronal subpopulation. 
Interactions. In everyday life, words are rarely, if ever, confused for objects and vice versa. 
There is no evidence for super-specialised word- and object- specific neurons in vOTC, 
suggesting that the difference in neural representation must lie elsewhere. TMS delivered 
to other cortical areas involved in reading and object recognition, could determine the 
relative contributions of these areas to the two stimulus types. For example, if the 
phonological properties are more important to word processing compared to the 
processing of objects (Price et al. 2006), then stimulation of areas implicated in 
phonological processing, such as pars opercularis and supramarginal gyrus, may be more 
disruptive for words. Furthermore, if TMS was employed in its neurochronometric mode, 
the temporal profiles for these different areas could be mapped. This may reveal 
differences between words and objects while also providing valuable constraints on 
models of word and object recognition. 
An alternative approach would be to investigate differences across the whole network 
using Dynamic Causal Modelling (DCM). Though the functional connectivity of vOTC for 
words and objects would be similar, the connection strengths between the different 
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regions may differ, reflecting the fact that different properties of each stimulus type may 
be more or less important.  
TMS and DCM could also investigate the origin of the hemispheric asymmetry in timing 
reported in this thesis. One possibility would be to use neurochronometric TMS to 
compare hemispheric asymmetries in subjects who are left dominant for language versus 
subjects who are right hemisphere dominant. If the hemispheric asymmetry for timing 
reported in this thesis reflects the greater contribution of left hemisphere knowledge, it 
should reverse in subjects who are right dominant. Alternatively, delivering 
neurochronometric TMS while participants perform a task that emphasises right 
hemispheric knowledge, such as a task involving words of high emotional valence, may 
result in the timing asymmetry being diminished or reversed, such as reading of highly 
emotional words (Nagae 1998; Landis 2006). 
DCM could also investigate the hemispheric asymmetry reported in this thesis, where the 
effect of left vOTC was earlier than its right homologue. If this reflects the greater 
contribution of left hemisphere knowledge for linguistic tasks then although the functional 
connectivity would be similar across hemispheres, the connection strengths for left vOTC 
would be stronger.  
Methodological. The neurochronometric studies in this thesis highlighted a temporal lag 
between estimates of timings suggested by ERP. If this varies across different cortical 
locations or even across tasks within the same location then the interpretation of ERP 
timing data becomes complicated, even for estimating relative timing. Although, the data 
from this thesis in conjunction with previously published studies support a variable lag, a 
convincing demonstration would require a within subjects design, obtaining temporal 
profiles from both ERP and TMS. 
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