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Le mémoire traite principalement de l’interpolation par des fonctions holo
morphes définies dans des domaines de C pour n 1. Nous étudierons le cas
où n = 1 en premier lieu et généraliserons par la suite. Avec ces résultats, nous
obtiendrons des théorèmes d’interpolation par des fonctions harmoniques à 2 va
riables et par des fonctions pluriharmoniques à 2n variables.
Nous étudierons ensuite l’approximation et l’interpolation simultanée dans les
espaces préhulbertiens. Nous généraliserons le résultat d’approximation et d’inter
polation simultanée aux espaces topologiques linéaires.
Enfin, nous recueillerons nos résultats pour obtenir des résultats d’approxi
mation et d’interpolation simultanée sur un ensemble fermé de C’.
Mots Clés




This master’s thesis principally covers interpolation by holomorphic functions
defined on domains of C for n > 1. We shah first study the case where n = 1
ai-id we shah generalize afterwards. With those resuits, we shah get interpolation
theorems by harmonie functions of 2 variables and by pluriharmonic functions of
2n variables.
We shah then study simultaneous approximation and interpolation in inner
product spaces. We shah generalize the resuit to simultaneous approximation and
interpolation on hinear topological spaces.
Finally, we shah gather our resuits to obtain resuits on simultaneous approxi
mation and interpolation on closed subsets of C”.
Key words
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INTRODUCTION
Le projet de recherche est né dans le cours de théorie du potentiel de M.
Gauthier. Le problème de Dirichlet est un problème classique de la théorie du
potentiel si f est une fonction continue sur 8Q, le problème de Dirichiet consiste
à prolonger f à une fonction définie sur qui est harmonique sur Q.
Un problème semblable serait de chercher une follction harmonique sur Q qui
prend des valeurs données non pas sur le bord de Q, mais à l’intérieur de Q. Ce
type de problème est nommé problème d’interpolation. Soit A C Q , l’ensemble
sur lequel nous voulons fixer les valeurs. C’est-à-dire, à chaque cj e A nous
associons u c e R et nous cherchons une fonction harmonique u dans Q tel que
= cj pour tout e A. Si A est fini, le problème est facilement résoluble
en considérant les polynômes harmoniques. Le problème devient plus intéressant
si l’on considère l’ensemble A étant discret mais non nécessairement fini.
Nous étudierons le problème avec l’aide de l’analyse complexe. Comme les par
ties réelles et imaginaires des fonction holomorphes complexes sont localement des
fonctions harmoniques, si nous parvenons à trouver une fonction holomorphe com
plexe définie sur un domaine Q et prenant des valeurs dollilées dans un ensemble
discret de point de Q, alors nous aurons également une solution harmonique à ce
problème.
Nous solutionnerons ce problème en deux étapes. Nous commencerons par
considérer les fonctions holomorphes d’une variable complexe. Nous travaillerons
ensuite avec les fonctions holomorphes à plusieurs variables complexes.
Le chapitre 1 consiste à présenter brièvement les propriétés des fonctions ho
lomorphes d’une variable complexe ainsi que les propriétés des fonctions harmo
niques.
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Le chapitre 2 solutionnera notre problème d’interpolation par des fonctions
holomorphes d’une variable complexe et par conséquent, nous obtiendrons éga
lement un théorème d’interpolation sur les fonctions harmoniques à 2 variables
réelles. Le corollaire 2.4.2, qui est le résultat d’interpolation sur les fonctions
harmoniques, est possiblement un résultat original. $ur le chemin, nous nous at
tarderons sur la factorisation des zéros des fonctions holomorphes bornées dans
le disque unité.
Au chapitre 3 nous devrons nous attarder sur les propriétés des fonctions holo
morphes à plusieurs variables complexes afin de résoudre notre problème d’inter
polation holomorphe. Nous remarquerons que l’ensemble des domaines où le pro
blème d’interpolation est résoluble est plus restrictif que dans le cas d’une variable
complexe. Nous pourrons résoudre le problème sur un domaine Q C C’ seulement
lorsque ce domaine est un domaine d’holomorphie. Il y a des chances que le théo
rème 3.4.1, qui est le résultat d’interpolation par des fonctions holomorphes à
plusiellrs variables complexes, soit un nouveau résultat. Nous obtiendrons ensuite
la solution au problème d’interpolation par des fonctions pluriharmoniques à 2n
variables. Le corollaire 3.4.2, qui est le résultat d’interpolation sur les fonctions
pluriharmoniques, est possiblement un résultat original. Comme au chapitre 2,
nous nous attarderons cette fois-ci sur la factorisation des zéros des fonctions
holomorphes bornées dans le polydisque unité.
Les chapitres 2 et 3 consistent à résoudre des problèmes d’interpolation. Au
chapitre 4 nous étudierons l’approximation. Le sujet de l’approximation est plus
complet que l’interpolation, l’exemple suivant qui est dû à mo directeur, 1VI.
Gauthier, soutient bien cette remarque. Une montre à aiguille qui fonctionne ap
proche l’heure et petit parfois donner l’heure exacte. Une montre à aiguille qui
est arrêtée n’approche pas l’heure mais tombe sur l’heure exacte précisément 2
fois dans une journée. Plus précisément, le chapitre 4 consiste à présenter des
résultats d’approximation et d’interpolation simultanée dans les espaces topolo
giques linéaires. Ces résultats seront appliqués aux fonctions holomorphes et aux
fonctions harmoniques. Possiblement que les théorèmes 4.5.1 et 4.5.3, qui sont des
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théorèmes d’approximation et d’interpolation simulatée par des fonctions holo




Avant d’introduire le concept d’interpolation par des fonctions holomorphes
et des fonctions harmoniques, nous ferons un survol rapide de quelques propriétés
importantes de ces deux types de fonctions.
1.1. FONCTIONS HOLOMORPHES
Cette section rappelle quelques propriétés des fonctions holomorphes d’une
variable complexe, pour plus de détails, vous pouvez vous référer à [20j. Nous
écrirons (a, r) pour désigner la fermeture de la boule ouverte centrée en a et
de rayon r, c’est-à-dire (a,r) = {x : — a < r}. De façon générale nous
écrirons pour désigner la fermeture d’un ensemble E. Nous écrirons aB(a, r)
pour désigner la frontière de la boule ouverte centrée en a et de rayon r, c’est-
à-dire 3B(a, r) = {x lix — ail = r}. De façon générale, nous écrirons t3E pour
désigner la frontière d’un ensemble E.
Définition 1.1.1. On dit que Q est un domaine du plan comptexe C si Q est un
ensemble connexe et ouvert dans C.
Définition 1.1.2. Une fonction complexe f définie au voisinage d’un point z0




z—z0 z — z0
existe. Nous ta noterons f’(zo) et l’appellerons la dérivée de f en z0.
Une fonction complexe f Q —* C définie sur un ouvert Q C C est dite
holomorphe dans Q si elle est dérivable en tout point de Q. Nous noterons une
fonction f holomorphe sur un ouvert Q C C par f e H(Q). Si une fonction
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complexe est holomorphe clans C, nous dirons que la fonction est entière. Une
fonction complexe f est holomorphe dans Q si et seulement si elle est analytique
dans Q, c’est-à-dire localement développable en série entière.
Il nous sera utile de savoir à quoi ressemble l’ensemble des zéros d’une fonction
holomorphe. Le résultat suivant nous dit que pour toute fonction holomorphe, non
identiquement nulle dans un domaine, l’ensemble des zéros est dénombrable.
Théorème 1.1.3. Soit Q C C, où Q est un domaine et f e H(Q).
Posons
Z(f) = {a e Q f(a) = O}.
Alors, ou bien Z(f) = Q, ou bien Z(f) n’a pas de point d’accumulation dans
Q. Dans ce dernier cas, à chaque a Z(f) correspond un entier positif unique
m = m(a), tet que
f(z) = (z - a)mg(z) (z e Q), (1.1.1)
où g e H(Q) et g(a) O.
DÉMoNsTRATION. Soit A, l’ensemble de tous les point d’accumulation de Z(f)
dans Q. Comme f est continue, A C Z(f). fixons a e Z(f), et prenons r > O
de sorte que la boule centrée en a et de rayon r, B(a,r) C Q. Comme f est
analytique, on peut l’exprimer en série entière,
f(z) = c(z — a) (z e B(a,r)). (1.1.2)
Il y a seulement deux possibilités. Ou bien tous les c,-, sont nuls, auquel cas
B(a, r) C A et a est un point intérieur de A, ou bien il y a un plus petit entier m
(nécessairement positif, puisque f(a) = O) tel que Cm O. Dans ce cas, définissons
— f(z - a)f(z) (z e Q -
1cm (z=a).
Ainsi, (1.1.1) est vrai. Il est clair que g e H(Q — a), mais (1.1.2) indique
g(z) = Crn+i(Z — a)k (z e 3(a,r)).
D’où g e H(B(a, r)), et donc g e H(Q). En outre, g(a) O, et la continuité de g
montre qu’il existe un voisinage de a sur lequel g ne s’annule pas. Ainsi d’après
(1.1J), o est un point isolé de Z(f). Si a e A, c’est nécessairement le premier
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cas qui se produit, c’est-à-dire que tous les c, sont nuls dans la représentation en
série de f(z), donc A est ouvert. Si B = Q — A, il est clair d’après la définition
de A comme ensemble de points d’accumulation, que B est ouvert. En sorte que
Q est la réunion des ouverts disjoints A et B. Comme Q est connexe, ou bien
A = Q, auquel cas Z(f) = Q, ou bien A = 0. D
Définition 1.1.4. Z(f) = {a e Q f(a) = 0} est dit l’ensemble des zéros de ta
fonction f dans Q.
Définition 1.1.5. Un point a e C est dit zéro d’ordre m de ta fonction f si f est
holomorphe en a et ses m-1 premières dérivées s’annutent en a, ‘mais f(m)(a) 0.
Toutes les fonctions holomorphes dans un domaine Q C C peuvent s’écrire à
l’aide de deux fonctions à valeurs réelles, disons u et u, telle que
f(z) u(x, y) + iu(x, y),
où z = x + iy. Cette relation nous sera très utile car tout résultat(théorème) sur
f sera également un résultat sur les fonctions u et u. Un théorème très important
de l’analyse complexe lie les fonctions u et u par certaines conditions lorsque
f e H(Q), ce sont les conditions (équations) de Cauchy-Riemann.
Nous écrirons C”(Q) pour désigner l’ensemble des fonctions n fois continûment
différentiahies dans Q.
Théorème 1.1.6. Soit une fonction complexe f = u + iv définie sur Q, u, u e
C’(Q). Alors f e H(Q) si et seulement sites équations de Cauchy-Riemann
OuOv Ou 0v
OxOy’ 0y Ox
sont vérifiées pour tout z = z + iy e Q.




Les équations de Cauchy-Riemann s’écriront donc de la façon suivante,
n1 = u u = —u1.
Théorème 1.1.7 (de Cauchy). Soit U C C un domaine simplement connexe,
et soit f U —* C une fonction holomorphe dans U. Alors t’intégrale sur tout
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contour comptexe C U s ‘annule;
ff(z)dz=O.
Beaucoup de résultats suivent du théorème de Cauchy, dont la formule inté
grale de Cauchy. La formule intégrale de Cauchy est un point central de l’analyse
complexe. Elle dit qu’une fonction holomorphe définie sur un disque est complè
tement déterminée par ses valeurs sur le bord du disque. Elle peut également
être utillisée pour trouver une représentation intégrale de toutes les dérivées de
la fonction.
Supposons U un sous-ensemble ouvert du plan complexe C, f : U —* C une
fonction holomorphe dans U, et D = {z : z — z0 < r} complètement inclus dans
U. Soit C le cercle formé par le bord de D et orienté dans le sens anti-horaire.
Alors nous avons, pour tout a à l’intérieur de D
f(a)
= 1 f f(z) •27rz cz—a
Nous pouvons remplacer le cercle C par n’importe quelle courbe fermée recti
fiable dans U qui ne s’intersecte pas et qui est orientée dans le sens anti-horaire.
Nous pouvons déduire de cette formule que f doit être infiniment et continuement
différentiable, avec
ZL f(z) d
2iri J (z — a)n+l
Remarquons que si If(z)l < M pour tout z C, alors les dérivées de f(z) éva
luées en a sont aussi bornées. L’intégrande est bornée par M/r’’ et la longueur
du cercle C est 2irr. Nous avons donc,
(n) n! f f(z) n! M n!Mf (a)l = — dz <————2irr =
2ui Jc (z — a)’ — 2ir Tn+l
Une dernière propriété importante est connue sous le nom du théorème ou
principe du maximum.
Théorème 1.1.8 (principe du maximum). Soient Q un domaine, f e H(Q) et
(a, r) C Q où r> O. Alors
f(a)I <max If(a+re’°)L
L’égalité a lieu si et seulement si f est constante sur Q.
$
1.2. FoNcTioNs HARMONIQUES
Cette section rappelle quelques propriétés des fonctions harmoniques à n va
riables réelles, pour plus de détails, vous pouvez vous référer à [21.
Définition 1.2.1. Soit u ‘une fonction définie sur un ouvert Q C R à valeurs
réelles ou comptexes et u e C2(Q), ators u est dite harmonique si elle satisfait
t’équation de Laplace
(1.2.1)
Soit Q un domaine de R et soit une fonction complexe f e H(Q). Alors
il existe u,v e C°°(Q) tel que f(z) u(x,y) + iv(x,y) où z x + iy, z e Q.
Nous savons que la fonction u(r, y) est liée à v(x, y) par les équations de Cauchy
Riemann
ux vy uy = —vx.
Si nous dérivons par rapport à x la première équation de Cauchy-Riemann, nous
obtenons
=
Comme u et y sont des fonctions analytiques, nous pouvons changer l’ordre des
dérivées partielles
= U.
Par la deuxième équation de Cauchy-Riemann, nous pouvons remplacer v, par
—u, nous obtenons donc l’équation suivante:
uxx + uyy = O,
qui est l’équation de Laplace en deux dimensions. Nous arrivons à la conclusion
que la partie réelle d’une fonction holomorphe est harmonique. Nous pouvons
montrer de la même façon que la partie imaginaire d’une fonction holomorphe est
également harmonique. De plus, toute fonction harmonique à deux dimensions
est localement la partie réelle ou imaginaire d’une fonction holomorphe. Cette
relation entre les deux types de fonctions est celle qui nous permettra d’établir
un corollaire d’interpolation sur les fonctions harmoniques suite à l’obtention d’un
théorème d’interpolation par des fonctions holomorphes.
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Il faut tenir compte de certaines différences entre les fonctions holomorphes
et les fonctions harmoniques. Il faut faire attention à certains détails lorsque l’on
a un théorème sur les fonctions holomorphes et que l’on veut en déduire un co
rollaire sur les fonctions harmoniques. Une de ces différences porte sur les zéros
de ces deux types de fonctions. Nous avons établi dans la section précédente que
toute fonction d’une variable complexe non identiquement nulle et holomorphe
dans un domaine possède un ensemble de zéros isolés, donc les zéros sont dénom
brables. Par contre, l’ensemble des zéros des fonctions harmoniques à n (n > 2)
variable réelles ne sont jamais isolés. Le théorème suivant nous servira à prouver
ce résultat.
Théorème 1.2.2 (propriété de la valeur moyenne). Si u est harmonique dans
(a, r) C 1R7, alors u est égal à ta valeur moyenne de u sur 8B(a, r). Plus préci
sément,
u(a) = f u(a + rC)da(C), (1.2.2)
.133
où o est la mesure de surface normalisée tel que u(33) 1.
Corollaire 1.2.3. Les zéros des fonctions harmoniques à vate’urs réelles définies
sur un ouvert Q C W. n> 2, ne sont jamais isolés.
DÉMONSTRATION. Supposons u harmonique et à valeurs réelles clans Q, a e Q et
u(a) = O. Soit r > O tel que (a, r) C Q. Par le théorème de la valeur moyenne
1.2.2, la moyenne de u sur 8B(a, r) est égale à O. Alors, soit u est identiquement
nulle sur B(a, r) ou bien u prend des valeurs positives et négatives sur 8B(a, r).
Dans ce cas, la connexité de 83(a, r) et la continuité de ‘u implique que u a un
zéro sur 8B(a, r) par la propriété de la valeur intèrmédiaire. D
Si f est une fonction holomorphe à une variable complexe, alors ses parties
réelles et imaginaires sont harmoniques à 2 variables réelles. Les zéros des fonc
tions réelles et imaginaires de f sont représentés par deux courbes différentes,
donc l’ensemble des zéros de f est l’intersection des zéros de u et y, les fonctions
réelles et imaginaire de f. Remarquons que le corollaire 1.2.3 est faux pour n = 1,
car la solution générale de l’équation de Laplace en une dimension est une droite
et la droite n’a qu’un seul zéro possible.
‘o
Tout comme pour les fonction holomorphes, les fonctions harmoniques pos
sédent leur version du principe du maximum.
Théorème 1.2.4 (principe du maximum). Soit Q C R72, Q un domaine simple
ment connexe, u harmonique et à valeurs réelles sur Q. S’il existe un x0 ê Q tel
que u(x)I u(xo) pour tout x e Q, alors ‘u est constante.
Les propriétés des follctions holomorphes et harmoniques présentées dans ce
chapitre nous seront utiles pius loins. Quoique ces fonctions possèdent d’autres
propriétés intéressantes, nous nous limiterons à celles-ci.
Chapitre 2
INTERPOLATION PAR DES FONCTIONS
HOLOMORPHE$ D’UNE VARIABLE
COMPLEXE
Pour nous, interpoler sera de trouver une fonction qui a des valeurs données en
des points donnés. Plus précisément, ce chapitre a pour but de donner le résultat
suivant : soit Q un domaine quelconque de C; nous pouvons choisir arbitrairement
un sous-ensemble A C Q, tel que A ne possède pas de points d’accumulation dans
Q et trouver une fonction f H(Q) tel que f et un nombre fini de ses dérivées
possèdent des valeurs données à l’avance en chaque point de A. Ensuite nous
analyserons l’analogue du résultat pour les fonctions harmoniques. Pour l’instant,
nous considérerons le problème simplifié de trouver une fonction f E H(Q) telle
que les zéros de f sont les points de A. La solution nous est donnée par le théorème
de Weierstrass. Nous savons par le théorème 1.1.3 qe les zéros d’une fonction
holomorphe (non constante) dans un domaine Q sont isolés, c’est-à-dire, que Z(f)
ne possède pas de point d’accumulation dans Q. Le théorème de Weierstrass dit
de plus que tout ensemble A C Q qui ne possède pas de point d’accumulation
dans Q est le Z(f) d’une fonction f E H(Q).
2.1. PRoDuITs INFINIS
Voici l’énnoncé du théorème de factorisation de Weierstrass.
Théorème 2.1.1 (Weierstrass). Soit Q = CU{cx}, Q ouvert. Soit A C Q, ne
possédant pas de point d’accumulation dans Q. À chaque point ci e A on associe
un entier non négatif m(a). Ators il existe f H(Q) dont tes seuls zéros sont tes
étéments de A et f possède un zéro d’ordre m() en c e A.
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Pour construire une telle fonction, choisissons en premier lieu un ensemble
A C Q telle que A = {c}. Nous construirons ensuite des fonctions E H(Q)
tel que f a un seul zéro en cv,- précisément et nous considérerons la limite du
produit de ces fonctions lorsque n tend vers l’infini
Pn=f1f2»Jn
Nous commencerons donc à étudier les produits finis et la convergence des pro
duits illfinis.







— 1 < P7 — 1. (2.1.2)
DÉMONSTRATION. Pour prouver (2.1.1) il suffit de remarquer que
n 2 3
ex=1+x+++...
Donc, pour x > O on a ex> 1 + x, en remplaçant x par ‘I, u21,. .. , Uj on a:
> 1 + luil
e2I > 1 + u21
> 1 + UNI.
En multipliant ces termes on obtient
e=’ >fl(Ï+IuI)=P
Alors (2.1.1) est vérifiée.
Pour montrer (2.1.2) nous procédons par induction. Pour N = 1, on a bien
P1—1I= ui=Pj—1.
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Ensuite, pour k = 1, 2, . . . , N — 1, on a
—1 = Pk(l +uk+1) —1 = (Pk — l)(l +Uk+) +Uk+1.
Si (2.1.2) a lieu avec k à la place de N on a
— 1 = — 1)(1 + ‘uk+l) + ‘uk+1
(F — 1)(1 + juk+1) + juk+1I = —1.
Donc (2.1.2) est vérifié D
Nous aurons besoin plus tard du résultat combiné de (2.1.1) et (2.1.2), c’est-à-dire
PN — 1 <e=’ — 1. (2.1.3)
Définition 2.1.3. Soit {uj} une suite de nombres comptezes. Le produit infini
U1U2’uk =fluj
est dit convergent si, à partzr d’un certain indice m, aucun u ne s’annule pour
j>met
lim(um+i ‘un)
existe et possède une vateur finie différente de zéro. Si nous appelons cette limite
Um, alors
U’u1’u2UmUm,
est la valeur du produit infini.
Théorème 2.1.4. Soit {f}iN,f e H(Q) pour tout n N. On suppose que
ne soit pas identiquement nulle sur une quelconque composante connexe de Q
et de plus que la suite
1 — f(z)) (2.1.4)
converge uniformément sur les sous-ensembles compacts de Q. Alors le produit
infini
f(z) = fl f(z) (2.1.5)
converge uniformément sur les sous-ensembles compacts de Q; donc f H(Q).
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DÉMONSTRATION. Soit K un compact, K C . Posons, pour nous placer clans
les conditions du lemme précédent, u(s) = f(s) — 1, donc u(s) = 1 — f,,(s)
et f(s) = 1 + u(s). On a par hypothèse que
converge uniformément sur K. Alors u(s) est borné sur K. Soit e > O, il
existe N0 E N tel que
(s) <e.
n >No
Prenons e < 1. Soit
P1(s) =llJ() =fl(1+u(s)),
le N-ième produit partiel, où N est un ntier. Montrons que PN(s) est une suite
de Cauchy.
Remarquons que le lemme précédent établit l’existence d’une constante C < oc
tel que PN(s)I < C pour tout s E K et pour tout N E N. Soit M > N > N0,
avec lvi entier, alors
Pj(s)
- PN(s)I = PN(s) [ fi (1 + u(s)) -1] PN(s)(e6 - 1).
n=N± 1
La dernière inégalité provient de l’équation (2.1.3). De plus nous avons pour e6—1,
e2 e3




Donc PN(s) est une suite de Cauchy définie dans un compact K; ainsi la suite
converge. De plus, C ne dépend que de K, alors la suite PN(s) converge unifor
mément sur K. Li
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Théorème 2.1.5. Soit {‘u} une suite de nombres réels telle que O < u < 1
pour tout n, alors on dispose de l’équivalence suivante,
œ
fI (1 — u) > O u,-, <oc.
DÉMONSTRATION. La suffisance de la condition provient directement du théo
rème précédent en posant f, = 1 — u. Pour la nécéssité, remarquons d’abord que
Nsi p l1mNpN, OU PN = fl(1 — ufl), alors
ppNexp(—ui—u2...—uN)
et si u = oc la dernière expression converge vers O lorsque N tend vers
l’infini. E
2.2. FACTEURS ÉLÉMENTAIRES
Définition 2.2.1. Soit p un entier, posons
t(Ï—z) sip=O,
E(z) = <f 2
— z)ez+++ sip>1.
Ces Jonctions sont connues sous le nom de facteurs élémentaires.
L’unique zéro de E(z) est en z = 1 et est un zéro d’ordre 1. Il nous est
possible de considérer le produit H E(z). Cependant, il nous faut faire attention
au produit infini de ces fonctions, car il peut ne pas converger. Par exemple, selon
la définition 2.1.3, ce produit ne converge pas en z = 1. Le lemme suivant nous
permettra de considérer un produit infini de facteurs élémentaires à l’intérieur de
la boule unité.
Lemme 2.2.2. Pour z < 1 et p = 0, 1, 2,... on a
1 — E(z) jz[’. (2.2.1)
DÉMONSTRATION. Pour p = O, nous avons 1
— Eo(z)I = 1 — (Ï — z) = IzL donc
(2.2.1) est vrai. Pour p 1, remarquons que













Comme E(O) 1, on a a0 = Ï. On dérive la série et on obtient, en comparant
avec le calcul de E(z) fait plus haut, que a1 = a2 = = a = O et a <O pour
j > p. Donc aI = —ai, car
00
2
E(z) = jazi_1 = _zp = _zpZbkzk,
où bk O pour tout k, car les termes devant les différentes puissances de z dans
2
eZ+++ sont tous positifs. Remarquons aussi que





Il — E(z)j = jE(z) — lj = 1 + Zaiz3 — 1 aiz.
j>? j>?
On retire zj7» de la somme et on obtient avec jz 1
1 — E(z) jz»’ ai z ‘i z1 a =
j>? j>?
Ceci termine la démonstration. LI
Ce lemme nous permet de considérer le produit infini de facteurs élémentaires
dans la boule unité. En effet, si K est un compact de la boule unité alors z < 1
dans K. Par le théorème 2.1.4, comme nous avons que
1-E(z) (zK)
converge uniformément sur K, alors le produit infini
f(z) = flEp(z)
converge uniformément sur K.
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2.3. THÉoRÈME DE WEIERSTRASS ET DE MITTAG-LEFFLER
2.3.1. Théorème de Weierstrass
Iviaintenant que nous connaissons les produits infinis et les facteurs élémen
taires, nous sommes prêts à démontrer le théorème de Weierstrass.
Théorème 2.3.1 (Weierstrass). Soit Q U = CU{oo}, Q ouvert. Soit A C Q, ne
possédant pas de point d’accumulation dans Q. À chaque point c e A on associe
un entier non négatif m(o). Ators il existe f e H(Q) dont tes seuls zéros sont les
éléments de A et f possède un zéro d’ordre m(c) en o é A.
DÉIvIONSTRATION. Sans perte de généralité, supposons oc e Q, oc A. Sinon une
transformation homographique nous placerait dans cette situation. Alors U — Q
est compact et oc n’est pas un point d’accumulation dans l’ouvert Q. Supposons
A infini. Soit {c} une suite dont tous les termes sont dans A et chaque élément
de A est écrit m(c) fois. À chaque c e A on associe t3 e U — Q tel que
< c—/3 pour tout /3 e U—Q; ce qui est possible car U—Q est compact.






posséde les propriétés désirées. En effet, posons r = — et soit K un
compact de Q. Puisque, lorsque n tend vers l’infini, r tend vers O, il existe












Comme E0(z) est entière, les termes pour n < N sont bornées dans K. Alors
1-
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converge uniformément sur K. Donc, par le théorème 2.1.4
fl E,
converge uniformément sur K. K étant un compact quelconque de Q, alors le
produit converge uniformément sur les compacts de Q.
Si A est fini, le produit fini est également et évidement convergeant.
Nous pouvons obtenir un résultat semblable au théorème de Weierstrass pour
les fonctions harmoniques à 2 dimensions réelles. Cependant, par le corollaire
1.2.3, les zéros des fonctions harmoniques à 2 dimensions réelles ne sont jamais
isolés, alors il est impossible de formuler l’analogue du théorème de Weierstrass
pour les fonction harmoniques de la même façon : nous ne pouvons affirmer que
les éléments de l’ensemble A sont les seuls zéros de notre fonction harmonique.
Nous avons défini l’ordre des zéros pour les fonctions holomorphes d’une variable.
Pour définir l’ordre des zéros des fonctions analytiques à plusieurs variables il
nous faut savoir ce qu’est un développement homogène.
Soit c (, ..., o1) e Z, c’est-à-dire que tous les cj sont des entiers non
négatifs. Soit = c + ... + c. Supposons que
oe œ
f(x, ...,x) = c7 ...,x = cxa
IcI=O
dans un voisinage de O dans R’. Pour s = 0, 1, 2, ..., soit F3(x) la somme des
termes c1x pour laquelle jc = s. Alors F8(x) est un polynôme homogène de
degré s, ce qui veut dire que
F5(.)x) = \5F5(x) (x E W’, ? E R).
La série de puissance de f peut maintenant être écrite de la forme suivante
f(x) = F8(x).
Ceci est le développement homogène de f.
Définition 2.3.2. Si f est une Jonction analytique telle que décrite plus haut
et non identiquement nulle dans le voisinage dans lequel est définie sa série de
puissance, alors il existe un plus petit s = s(f) tel que F5 n’est pas un polynôme
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nut. On dit que ce s(f) est l’ordre du zéro à l’origine. Si s(f) = O, alors f n’a pas
de zéro à l’origine.
Bien entendu cette définition est valide pour un développement en série dans
un voisinage d’un autre point, que O.
Voici maintenant l’énoncé du théorème de Weierstrass pour les fonctions haz
moniques.
Corollaire 2.3.3. Soit Q C R2 Q ouvert. Soit A C Q, ne possédant pas de point
d’accumulation dans Q. À chaque point c E A on associe un entzer non négatif
rn(ci). Alors il existe u harmonique dans Q tel que tous les éléments de A sont
des zéros de u et possédant un zéro d’ordre m(a) en c E A.
DÉMoNsTRATION. Par le théorème 2.3.1, il existe une fonction f E H(Q) tel
que les seuls zéros sont les éléments de A et possédant un zéro d’ordre m(a) en
a E A. Posons c = (xo,yo), alors si f(xo,yo) = u(xo,yo) +iv(xo,yo) O, il faut
que u(xo, Yo) = v(xo, yo) = O. Le point c étant quelconque, alors tous les éléments
de A sont des zéros de u et e, deux fonctions harmoniques. E
2.3.2. Théorème de Mittag-Leffler
Définition 2.3.4. Une fonction est méromorphe sur un ouvert Q C C s’il existe
un ensemble A C Q tel que
(1) A n’a pas de point d’accumulation dans Q;
(2) feH(Q—A);
(3) Chaque point de A est un pôle pour f.
Les fonctions méromorphes dans un domaine Q sont développables en série de
Laurent autour de z0 E Q,
f(zo) a(z — zo)3 + a_(z — zo)3.
Nous appelons la série > a_j(z_zo)i, la partie principale de f en z0. Un pôle
est dit d’ordre m si tous les a_ sont nuls pour j > m et a_ O. Il est naturel de
se poser la question suivante peut-on choisir un sous-ensemble A C Q sans point
d’accumulation dans Q et trouver une fonction f e H(Q — A) et méromorphe sur
Q, avec des parties principales prescrites en chaque point de A? La réponse est
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affirmative et ce résultat est connu sous le nom du théorème de Mittag-Leffler, ce
théorème ne sera pas démontré mais la preuve est présentée dans de nombreux
livres d’analyse dont [201.
Théorème 2.3.5 (Mittag-Leffler). Soient Q un ouvert dans C, A C Q, A n’ayant
aucun point d’accumulation dans Q. Supposons qu’à chaque c E A on ait associé
un entier positif m(c) et une fonction rationnelle
m(cr)
P(z) = c,(z —
i=1
Il existe une fonction méromorphe f sur Q telle qu’en chaque point c E A la partie
prznczpate soit Pc, et f n’a aucun autre pôle dans Q.
2.4. THÉoRÈME D’INTERPOLATION
2.4.1. Interpolation par des fonctions holomorphes
Nous avons maintenant tous les outils pour prouver un théorème d’interpola
tioll par des fonctions holomorphes.
Théorème 2.4.1. Soit Q C, Q ouvert. Soit A C Q, ne possédant pas de point
d’accumulation dans Q. À chaque point c E A on associe un entier non négatif
m(c) et, pour O < n <m(c), des u’,c, E C. Alors il existe f E H(Q) tel que
f() nw71,c, c E A, O <n <m().
DÉMONSTRATION. Avec le théorème 2.3.1 on construit g E H(Q) dont les seuls
zéros sont dans A et de sorte que g ait un zéro de multiplicité m(c) + 1 en chaque
EA.
On prétend qu’il est possible d’associer à chaque c E A un Pc, de la forme
m() + 1
Pc,(z) = cj,c,(z —
j=1
tel que g(z)Pc,(z) possède un développement convergent en série dans un disque
centré en c
g(z)Pc,(z) = wo,c, + Wic,(
— ) + + Wrn(c,)c,(Z — + (2.4.1)
Nous connaissons le développement pour g(z)
g(z) = bi(z )m()+1 + b2(z — +
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Mais nous ne connaissons pas la valeur des coefficients de P(z) développé en
série
P(z) = ci,(z )_1 + C2,a(Z — )_2 + + Cmf)+1,(Z —
En multipliant les deux séries nous obtenons
g(z)P(z) = (b1 +b2(z—)+ .+ci,a(z_a)m(j.
(2.4.2)
En comparant les puissance entre (2.4.1) et (2.4.2), on résout pour les coefficients
cj,c, pour chaque PQ. Maintenant que l’on connait la fonction Pa(z) pour chaque
c e A, le théorème de Mittag-Leffier 2.3.5 nous assure l’existence d’une fonction
h méromorphe sur Q dont les parties principales sont préciséments ces P. Alors,
si l’on considère la fonction f = gh, on obtient une fonction ayant les propriétés
requises, et f e H(Q) car f a localement un développement en série de puissance
dans Q. D
2.4.2. Interpolation par des fonctions harmoniques
Tout comme nous avons fait avec le théorème de Weierstrass, appliquons le
théorème d’interpolation aux fonctions harmoniques.
Corollaire 2.4.2. Soit Q C R2 Q ouvert. Soit A C Q, ne possédant pas de point
d’accumulation dans Q. À chaque point c e A on associe un entier non négatif




= flCfl,j,a a A,O <
et l’on peut imposer 2 conditions pour un n O; une pour j pair et une pour j
impair.




où z = x + iy, Az = Ax + iAy. Nous pouvons nous approcher du point z de
n’importe quelle direction, posons Ay = O, de plus si l’on remplace f(z) par
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u(x, y) + iu(.x, y) nous obtenons
• u(x+Ax,y)—u(x,y)+i(v(x+Az,y)—v(x,y))
f (z) 11m A . (2.4.3)Ax—O tx
Ceci est
f’(z) = u1(x, y) + iv1(x, y).
Maintenant si nous remplacons u par u1 et u par u1 dans (2.4.3) nous obtenons
que f(2)(z) = u(r, y) +ie11(x, y). En généralisant le résultat à la n-ième dérivée
nous avons que
an
f(z) = ---—u(x,y) +i---—v(x,y).
Par le théorème 2.4.1 nous pouvons construire une fonction holomorphe avec les
conditions f()(c) = e A,O < n < rn(c). Posons c = (xo,yo). wn,c, est
un nombre complexe et a donc une partie réelle an,c, et une partie imaginaire
ce qui nous permet d’écrire l’égalité suivante
—u(xo, Yo) + i—u(xo, Yo) = n!an,c, + in!bn,a. (2.4.4)
Donc, trouver une fonction harmonique u dans Q en imposant la condition
u(xo, Yo) = n!co, est le même problème que de trouver une fonction holo
morphe dans Q avec la condition = Ici, rien n’a été imposé sur la
partie imaginaire de wn,c. Par le théorème 2.4.1 nous trouvons cette fonction
holomorphe dont la partie réelle est une fonction harmonique qui satisfait les
conditions désirées.
Considérons maintenant la condition mixte
axyi u(c) = fl!Cn,j,a. Nous pour
rons éliminer les dérivées partielles par rapport à y avec l’intervention des équa
tions de Cauchy-Riemann dans C:
u1 = e,,, u = —u1




k+3 j—3 k+4 j4
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On trouve les conditions imposées sur la fonction f du théorème 2.4.1 avec l’équa
tion (3.4.1)
si j O rnod4 alors =
si j 1 niod4 alors bn,a = Cn,j,c
si j 2 mod4 alors =
si j 3 mod4 alors bn,a = Cn,j,.
Comme on ne peut pas imposer 2 conditions différentes sur la partie réelle (anc)
ou sur la partie imaginaire (b,) de nous sommes limités à 2 conditions
une sur avec j pair, et une sur b, avec j impair. Et par le théorème 2.4.1
on construit f holomorphe sur Q, on prend la fonction n, la partie reélle de f, et
on a une fonction harmonique dans Q qui satisfait les conditions. D
Remarquons qu’il est impossible d’obtenir un théorème d’interpolation sem
blable au corollaire 2.4.2 avec la possibilité d’imposer des valeurs à plus de deux
dérivées d’ordre n. Car, comme les fonctions harmoniques à deux variables sont
la partie réelle ou la partie imaginaire d’une fonction holomorphe dans C, si l’on
impose plus que deux conditions en un point sur les dérivées d’ordre n à la fonc
tion harmonique, il y aura mie contradiction sur les valeurs de la nième dérivée
de la fonction holomorphe évaluée en ce point.
2.5. FoRMuLE DE JENsEN
Rappelons-nous que le théorème de factorisation de Weierstrass nous dit que
tout sous-ensemble A d’un domaine Q de C ne possédant pas de points d’accu
mulation dans Q est l’ensemble des zéros pour au moins une fonction holomorphe
dans Q. Le théorème de Weierstrass nous indique donc que la localisation des zéros
n’est limitée par aucune autre condition que l’absence de point d’accumulation
dans Q. Nous verrons que la situation est différente si nous voulons caractéri
ser l’ensemble des zéros des fonctions holomorphes définies par des conditions
de croissances. Dans ces situations, l’ensemble des zéros doit satisfaire certaines
conditions quantitatives. La plupart de ces théorèmes reposent sur la formule de
Jensen.
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Nous aurons besoin d’un résultat préliminaire avant de démontrer la formule
de Jensen.
Lemme 2.5.1. f log 1 — e°jdO = O.
DÉMONSTRATION. Soit Q = {z: Rz < 1}. Puisque 1 — z O sur Q, et puisque
Q est simplement connexe, il existe une fonction h e H(Q) telle que, pour tout z
dans Q, on ait
exph(z) = 1—z.
Cette fonction h est déterminée de façon unique si l’on impose h(O) = O. Puisque
R(1—z)>OsurQ, ona
h(z) = log 1— z, lh(z)j < (z e Q). (2.5.1)
Pour 6 assez petit, on définit le chemin f
f(t)=et (6<t<2n—S),
et l’arc de cercle dont le centre est 1 et qui va de e5 à tout en restant
dans le disque unité. Comme le contour f
—
y est un contour fermé (dans le sens
anti-horraire) et que h(z)/z est holomorphe à l’intérieur, nous avons
1 f dz
I h(z)— = O.
2irz z
Dans ce cas,
1 p27r— 1 d 1 d




/ h(z)]. (2.5.2)2ir j 2irz j z 2nz z
La dernière égalité provient du théorème de Cauchy. La longeur de est moindre
que 7r6, de sorte que (2.5.1) assure que la valeur absolue de la dernière intégrale
dans (2.5.2) est inférieure à G6log(), pour une certaine constante G. Ceci procure
le résultat si l’on fait tendre 6 vers O. D
Théorème 2.5.2. Soient Q = B(O,R) C C et f E H(Q) tel que f(O) L O.
Prenons T tel que O < r < R et on note c, ..., c tes zéros de f appartenant à
(O, r) rangés avec leur oTdTe de multiplicité. On a
= exp { f log f(rei0)dO}. (2.5.3)
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Cette équation est souvent nommée formule de Jensen. L’hypothèse de f(O) O
n’est pas embêtante, car si f a un zéro d’ordre k en O, il suffit d’appliquer cette
formule à f(z)
DÉMONsTRATIoN. Numérotons les points cij de sorte que i, «, €m appartiennent
à 3(0; r) et que [m+iI = ... = = r. Remarquons qu’il est possible d’avoir
m = N ou m = O. Définissons
g(z) f(z) fl r -z) II z (2.5.4)
nm+1
La fonction g est holomorphe et n’a pas de zéro dans le disque B = 3(0; r + c)
pour un certain c > 0, de sorte que log g est une fonction harmonique sur B et
ainsi par la propriété de la valeur moyenne
logg(0)j = flogg(rei0)dO. (2.5.5)
Grâce à (2.5.4), on a
jg(O) = f(O) fl. (2.5.6)
- fl=1
Pour 1 < n < ra, les facteurs de (2.5.4) ont un module égale à 1 si z = r. Si
c = re°’, pour ra n N, il s’ensuit que
log g(re°) = log If(re°)I
— m+1 log 1 —
Le lemme 2.5.1 montre alors que l’intégrale dans (2.5.5) ne change pas si l’on
remplace g par f. Par comparaison avec (2.5.6) il vient (2.5.3). D
Soit f un fonction entière. On définit
M(r) sup
o
avec O < r < oo. Soit n(r) le nombre, incluant les multiplicités, de zéros de f
appartenant à(0, r). De plus, supposons f(O)=1; alors nous avons par la formule
de Jensen
j) --r
= exp {f log f(2rei0)cW} exp { f logM(2r)d9} = M(2r).











Cette équation indique que la rapidité de croissance du nombre de zéro de f selon
r est controlée par la croissance de M(r). Entre autre, une fonction avec beaucoup
de zéros doit croître rapidement.
2.6. CoNDITIoN DE BLAscHKE
Avec la formule de Jeilsen, il est possible de déterminer les conditions que
doivent satisfaire les zéros des fonctions non constantes, holomorphes et bornées
dans le disque unité, nous noterons cette famille de fonctions par H’°.
Théorème 2.6.1. Soit A C B(O, 1) C C, ne possédant pas de point d’accumula
tion dans B(O, 1). À chaque point cv A on associe ‘un entier non négatif m(cv).
Alors il existe f e H telle que tes seuls zéros sont les éléments de A et possédant
un zéro d’ordre m(cv) en cv e A si et seulement si (1
—
cv) < oc.
DÉMoNsTRATIoN. Montrons d’abord que la condition est suffisante.
Supposons alors que >(l — c) <oc. Posons
b(z) zkll z4• (2.6.1)
Montrons que b(z) e H°° et ne possède pas d’autres zéros que les points c (outre
l’origine si k > O). Cette fonction b est appelée produit de Blaschke. On notera
que certains des cv, peuvent être répétés, ce qui fournit un zéro multiple pour b
en ce point. On notera aussi que chaque facteur du produit de Blaschke a une
valeur absolue égale à 1 sur le bord du disque unité. Pour z < r, le n-ième terme
de la série,






- (1- cv) < (1- IcvnD.
(1—cvz)cv 1—r
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Grâce au théorème 2.L4, b e H(B(O, 1)) et b n’a pas d’autre zéros que ceux
prescrits. Puisque chaque facteur de (2.6.1) a une valeur absolue inférieure à 1
clans le disque unité, on en déduit que Ib(z)I < 1.
Montrons maintenant que la condition est nécessaire. Supposons une fonction
f e H°°. Si f possède un zéro d’ordre m à l’origine et l’on pose g(z) = z_mf(z),
la fonction g e H°°, et elle possède les mêmes zéros que f, l’origine mise à part.
On peut donc supposer sans perdre de généralité que f(O) O. Soit n(r) le
nombre des zéros de f dans (O; r). Fixons k et choisissons r < 1 de sorte que
n(r) > k. Alors la formule de Jensen
n(r)
7’.
f(°)I fi exp {— f log f(ret0)d&}
implique
f(O)fl exp{flogf(rei8)d6}. (2.6.2)
L’hypothèse f E H°° équivault à l’existence d’une constante C < oo qui borne le
membre de droite dans (2.6.2), pour tout r entre O et 1. On déduit
Gf(O)rk.
L’inégalité demeure vraie pour tout k lorsque r —* 1. De là
C’jf(O) >0. (2.6.3)
Le théorème 2.1.5 montre que (2.6.3) implique que Z1(1 — ci) <oc. D
La condition de Blaschke implique qu’une fonction f e ne peut prendre
“trop souvent” la même valeur. Si {aj} est un ensemble de point dans le disque
unité tel que f(c) = c pour c E C, alors la condition de Blaschke doit être
respecté car l’ensemble {oj} sera un ensemble de zéro pour la fonction g E H°°
définie par g(z) = f(z) — c. Il est donc encore possible de faire de l’interpolation
sur un ensemble de point discret pour les fonction dans H70, mais il ne faut pas
interpoler “trop souvent” sur les mêmes valeurs.
La prochaine étape consistera à généraliser les résultats de ce chapitre à plu
sieurs dimensions complexes.
Chapitre 3
INTERPOLATION PAR DES FONCTIONS
HOLOMORPHES À PLUSIEURS VARIABLES
COMPLEXES
Les buts visés dans ce chapitre sont, en premier lieu, de prouver un théorème
d’interpolation semblable au théorème 2.4.1 pour les fonction holomorphes défi
nies dans des domaines de C’, et par la suite de caractériser les zéros des fonctions
holornorphes bornées dans un produit cartésien de disque unité (ce qui est appelé
un polydisque).
Nous gélléraliserons d’abord le théorème de Mittag-Leffler ainsi que le théo
rème de factorisation de Weierstrass dans C. La généralisation de ces théorèmes
fût un problème important dans le développement de l’analyse à plusieurs dimen
sions complexes, ces problèmes portent les noms de problème de Cousin I (Mittag
Leffier) et problème de Cousin II (Weierstrass). Ces problèmes sont maintenant
résolus et nous exposerons les solutions dans ce chapitre.
Comme la théorie des fonctions à plusieurs variables complexes n’est pas une
branche des mathématiques aussi bien connue que la topologie générale ou la
théorie de la mesure, nous exposerons brièvement son développement.
La théorie des fonctions de plusieurs variables complexes est la branche des
mathématiques qui traite des fonctions f(z1, z2, .., z) de n-tuples de nombres
complexes. Comme dans l’analyse complexe à une dimension, les fonctions ho
lornorphes à n dimensions complexes sont solutions aux équations de Cauchy
Riemann à n dimensions. Beaucoup d’exemples de telles fonctions étaient connus
dans les mathématiques du XIX siècle les fonctions abéliennes et quelque sé
ries hypergéometriques. Mais, c’est dans les années 1930 qu’une théorie générale
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a commencé à émerger, avec les travaux de Hartogs et de Kiyoshi Oka. Har
togs a prouvé quelques résultats fondamentaux. Entre autre, il a montré que les
fonctions holornorphes à n dimensions complexes ne peuvent avoir de singularité
isolée. Vers le millieu du xxe siècle, suite à des travaux importants en France,
dans le séminaire de Henri Cartan, et en Allemagne avec Grauert et Remmert,
l’image de la théorie a changé rapidement. Plusieurs problèmes ont été clarifiés,
en particulier celui du prolongement analytique. Pour tout domaine D C C nous
pouvons trouver une fonction qui ne se prolongera pas analytiquement au-delà
de la frontière; cela est faux pour n> L Dans C, les domaines qui ont cette
caractéristique sont appelés domaines d’holomorphie.
3.1. FoNcTioNs HOLOMORPHES ET MROMORPHES
Pour une étude plus complète des propriétés des fonctions holomoprhes à
plusieurs variables complexe vous pouvez vous référer à [181 ou [19].
Introduisons des opérateurs différentiels partiels
8 1f8 10 8 1(8 18
8z — 2 8
+
i 8)’ — 2 8Yj
Définition 3.1.1. Soit D C C’, D ouvert. Une fonction f D —* C est dite
hotomorphe dans D si f C’(D) et f satisfait te système d’équations différentiels
partiels (équations de Cauchy-Riemann)
j==1,2,...,n. (3.1.1)
Soit une fonction holomorphe f(z), alors elle peut être représentée par
f(z) = u(x,y) +iv(x,y),
où u(x, y) et v(x, y) sont les parties réelles et imaginaire de f(z) ; x = (x1, ..., x,) et
y (yi, ..., y). En appliquant les équations de Cauchy-Riemann, nous obtenons
8u 8v 8u 8v
= —, =
—
(j = 1, ...,n).
8xj 8y 8y 8x
Ce système n’est rien d’autre que les équations de Cauchy-Riemann d’une variable
appliquées à chaque variable. Donc une fonction est holomorphe si et seulement
si elle est holomorphe en chaque variable. En dérivant ces équations par rapport
à x et Yk nous voyons que la partie réelle et la partie imaginaire de f(z) satisfont
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aXJ8Xk 0Yj8Yk 8Xj8Yk 0Xk8Yj
Une fonction y(x, y) qui satisfait ce système d’équation est dite pluriharmoiiique.
Si u et u satisfont ces équations, nous appelons la fonction u le conjugé plurihar
monique de la fonction u. Remarquons que le cas particulier où k = j dans la
première équation implique qu’une fonction pluriharmonique à 2n variables est
également une fonction harmonique à 2n variables.
Un domaine D est dit domaine d’holomorphie s’il existe une fonction holo
morphe f dans D tel que f ne peut être prolongée analytiquement à aucun point
frontière de D. En particulier, f ne peut être prolongée analytiquement à un do
maine contenant D. Tout domaine de C est un domaine d’holomorphie, mais il
existe des domaines dans C qui ne sont pas des domaines d’holomorphie. Les
domaines d’holomorphie joueront un rôle important dans la suite du mémoire,
car nous verrons plus tard que la généralisation du théorème de Mittag-Leffier à
plusieurs dimensions complexes sera toujours possible dans des domaines d’holo
morphie.
Comme dans le cas d’une variable complexe nous noterons les fonctions holo
morphes dans un domaine D de C par f e H(D). Nous dénotons le polydisque
EY { z : z j a j, j 1, .. .n}. Lorsque les a seront tous égaux à 1, nous
dirons que c’est le polydisque unité. Tous comme dans C, nous avons la formule
intégrale de Cauchy dans C.
Théorème 3.1.2. Soit f kolomorphe dans te potydisqne unité fermé W. Alors,
1 f f f((f(z1, ..., z) = j
...
j
(2nz) Jfti (Ci — zi)...(C — z)
pour tout (z1, ..., z,) e RY.
DÉMoNsTRATIoN. Par induction sur la dimension n. Pour n = 1 c’est l’intégrale
classique de Cauchy. Supposons maintenant que le résultat est vrai pour la di
mension n — 1. fixons un point z (zi, ..., z,) dans le polydisque unité. Comme




Ci 1=1 Ci — Z;
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Maintenant, f((i ..., z) est une fonction holomorphe à n — 1 variables complexes
(z2, ..., z,) sur le polydisque unité fermé WTI dans C’. Il s’en sut de l’hypothèse
d’induction que
— 1 f f
__________
f(Ci,z2,...,z72)—
(2nz) I(i=i I2I=1 (C — z2) (C72 — z72)
Il suffit maintenant de substituer cette équation dans (3.1.2) pour obtenir une
intégrale itérée et comme f(z) est continue dans le polydisque on peut changer
l’ordre d’intégration pour obtenir l’intégrale désirée. LI
Pour fin de simplification, introduisons une notation multi-indexée. Notons
un élément (z1, ..., z72) de C72 par z. Notons également z, < E C72, le produit
(C-z) = (Ci-zi)(Cn-zn)
et
Définissons la frontière distinguée d’un polydisque par
1jR7fl_ f ——1z. —




Il existe également un analogue dans C72 à la formule des dérivées de Cauchy
dans C. Soit a = (cr1, ..., c), où c est un entier non négatif. Assimilons la
notation suivante, c = c + ... + c, c! = c! et z = z’ z. Nous
dénotons les dérivées par rapport a des variables réelles
= Dx ...axay’





Comme pour les fonctions holomorphes d’une dimension, si la fonction ho
lomorphe est bornée au voisinage d’un point a e JDnt alors ses dérivées le sont
également.
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Les fonctions méromorphes d’une variable complexe sont peuvent être défi
nies comme étallt le quotient de cieux fonctions holomorphes. En plusieurs va
riables cette définition est trop restrictive, nous dirons plutôt que les fonctions
méromorphes à plusieurs variables complexes sont localement le quotient de deux
fonctions holomorphes.
Définition 3.1.3. Soit D C C”. Une fonction g sur D est dite méromorphe si
pour tout point p e D il existe un voisinage U,, et des fonctions retativement
premières h(z), k(z) hoÏomorphes dans U tel que pour tout p, q e D avec U,, n
Uq O nous avons
kp(z)hq(z) kq(z)hp(z) dans U n Uq,
et g(z) = h(z)/k(z) dans U.
Nous dirons alors
f h(p)/k(p), k(p) 0,
g(p) = oc, k(p) = O,h(p) 0,
1 0/0, k(p) = O, h(p) = 0.
Le point p est dit point d’holomorphie dans le premier cas, un pôle dans le second
cas et un point d’indétermination dans le troisième cas. Nous noterons l’ensemble
des fonctions méromorphes dans un domaine D par M(D).
En une variable complexe les zéros des fonctions holomorphes sont isolés, ce
qui n’est pas le cas pour les fonctions holomorphes à plusieurs variables complexes.
Nous avons toujours l’équivalence entre fonctions holomorphes et analytiques
de plusieurs variables complexes. Pour montrer ceci, il faut étudier les séries mul
tiples.
3.2. SÉRIEs MULTIPLES
Comme pour les séries simples, l’expression suivante
b,, b,eC,
a deux signification dépendant du contexte. La première signification est seule
ment l’expression formelle que l’on appelle une série multiple. La deuxième si
gnification est la somme de cette série lorsqu’elle existe. Bien sûr, nous devons
maintenant définir ce que nous entendons par la somme d’une série multiple. Si
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n> 1, alors N’ n’a pas d’ordre naturel, donc il n’y a aucune façon canonique de
considérer aEN b0 comme une suite de sommes partielles comme dans le cas
n 1. L’ambiguité est évitée si l’on considère les séries absolument convergentes.
La série multiple b est dite absolument convergente si
b = sup{ jb A fini} <oc.
Le théorème de Cauchy sur les séries multiples affirme que la convergence absolue
de b est une condition nécessaire et suffisante pour que tout arrangement
de ZaeNn b0 en une série ordinaire
où cr: N —* N’ est une application bijective, converge dans le sens usuel vers une
limite L e C qui est indépendante de o. Le nombre L est appelé la limite ou la
somme de la série multiple et nous écrivons
b=L.
En particulier si la série b0 converge absolument alors sa limite peut être
calculée en considérant l’expansion homogèlle
L=(b).
k=O oI=k
De plus, pour toute permutation r de {1, 2, ..., n} la série itérée
007/00
o-(n)=O \ \o,(1)=O
converge également vers L. Dans l’autre sens, si b0 > O, la convergence de toutes
les séries itérées implique la convergence de la série multiple b0.
Théorème 3.2.1 (Weierstrass M-test). Soit f, une suite de fonctions définies sur
un ensemble E et M0 une suite de constantes. Si f,, < M, et M0 converge,
ators f,, converge absolument et uniformément.
Nous pouvons maintenant montrer que toutes les fonctions holomorphes sont
analytiques.
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Théorème 3.2.2. Soit f une fonction holomorphe dans un domaine Q C C et
soit a e Q. Alors f peut être représentée par une série de puissance absolument
convergente dans ‘un voisinage de a
f(z) = c(z - a).
C’est ta série de Taytor de f, c’est-à-dire que
= f()(a)
La représentation de f par sa série de Taytor est valide dans tout potydisque cent’ré
en a et contenu dans Q.
DÉMONSTRATION. Considérons un polydisque
D(a,r) = {z: z — <rj,j 1, ...n},
lequel, par simplicité nous dénoterons par D, tel que la fermeture est comprise
dans Q. Par la formule intégrale de Cauchy,
= 1 f d(
(2ni) Jbn C — z
et par le lemme précédent, nous pouvons écrire
ftC) - ft() - f(C) 1 - f(() (z-aV
(-z — ((-a)-(z-a) — (-a 1— (-as (-a)
La convergence est uniforme sur bD x K pour tout sous-ensemble compact K de
D. En intégrant terme à terme, nous avons
f(z) =
((2i)n f ((_a)a+1 do (z -a) c(z -a).
La convergence est uniforme sur les sous-ensembles compacts de D. Par la formule
de Catichy pour les dérivées, ca
Nous avons supposé que la fermeture du polydisque est comprise dans Q,
mais tout polydisque inclus dans Q peut être écrit comme une réullion d’une
suite croissante de polydisques avec le même centre telle que la fermeture est
comprise dans Q. La fonction f est représentée par ses séries de Taylor centrées
en a pour chacun des polydisques dans la suite, alors la représentation est valable
sur la réunion des polydisques. LI
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Nous venons de montrer que toutes les fonctions holomorphes sont analy
tiques. Pour prouver que toutes les fonctions analytiques sont holomorphes nous
avons besoin du théorème d’Abel.
Théorème 3.2.3 (Ahel). Si la série de puissance cza converge en a et
si a O,j 1 n, alors ta série converge absolument et uniformément sur
tous les sous-ensembles compacts du potydisque
DÉMONSTRATION. Comme la série de puissance ccz’ converge en a, il
s’en suit qe les termes de la série sont bornés. Alors, caz < M pour tout c.
Fixons O < r < aj,j = 1, ...,n, et supposons zj rj,j = 1, ...n. Alors,
jcz = cz’ •••z ca’
()fl
=Mp,
où p- < 1, j = 1, ...n. Comme p- converge, la série de puissance converge
absolument et uniformément sur le polydisque fermé z < rj, j = 1, . . . n, par le
théorème du M-Test de Weierstrass. Comme tout sous-ensemble compact d’un
polydisque ouvert flJ = {z z1 < aj,j = 1, ...n} est contenu dans la fermeture
de ce polydisque, la preuve est complète. D
Nous pouvons maintenant montrer le résultat espéré.
Théorème 3.2.4. Sur un ensemble ouvert Q de C”, une fonction est hotomorphe
si et seulement si elle est analytique.
DÉMONsTRATIoN. Nous avons déjà montré que si elle est holomorphe, alors elle
est analytique. Inversement, supposons f analytique sur Q. Montrons que f est
holomorphe en chaque point de Q. Soit a E Q et soit 11J un polydisque contenant a
et contenu dans Q, tel que f peut être représenté par une série de puissance dans
Q. Nous avons vu que la série de puissance converge uniformément sur les sous-
ensembles compacts de Q. En particulier, soit Q un polydisque contenant. a et
tel que sa fermeture est incluse dans D. Alors, la série de puissance converge uni
formément sur Q et comme les termes sont des polynômes, ils sont holomorphes.
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Alors f est la limite uniforme de fonctions holomorphes sur Q, donc f est holo
morphe. Comme f est holomorphe sur un voisinage de tout point de , alors f
est holomorphe sur . D
Nous aurons besoin plus tard d’un théorème connu sous le nom du théorème
de préparation de Weierstrass. Pour la preuve du théorème, vous pouvez vous
référer à [211 page 9 à 12. Remarquons d’abord que la définition de l’ordre des
zéros des fonctions analytiques donnée au chapitre 2 est également valable pour
les fonctions holomorphes complexes. Voir définition 2.3.2.
Théorème 3.2.5 (préparation de Weierstrass). Supposons n> 1 et z = (z’, z)
où z’ e C’. Si f est une fonction holomorphes dans un voisinage de O dans
C’ et si f(O, z,,) possède un zéro d’ordre k (k étant un entier positif) en z,, O,
ators il existe
(1) un potydisque 1DY1 C C” centré en O;
(2) une fonction h e H(IIY’) ne possédant pas de zéro dans D”;
(3) des fonctions b1, ..., b e H(IIY’) dépendantent uniquement de z’;
tels que, pour z E D”,
f(z) = [z + br(z’)z +« + bk(z’)lh(z).
Cette représentation est unique et b(O) = O.
3.3. PRoBLÈMEs DE COUSIN ET DE P0INcARÉ
3.3.1. Problème de Cousin I
Tournons-nous à présent vers le problème de généraliser le théorème de ]Vlittag
Leffier à n dimensions complexes. Nous voulons reformuler le théorème de Mittag
Leffier à plusieurs variables complexes. La difficulté principale est que l’ensemble
des pôles n’est plus discret, donc on ne peut plus simplement prescrire des points
et les parties principales des séries de Laurent. Alors nous formulons le problème
de la façon suivante.
Problème de Cousin I. Soit D un domaine de C” et soit U, i I un recou
vrement d’ouvert de D. Supposons que les fonctions méromorphes m e M(U,)
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satisfont
=m —m E H(UflU) (Vi,j e I); (3.3.1)
trouver une fonction m e M(D) telle que
h=m—meH(U) (ViI).
Nous appelons (mi, U) une distribution de Cousin I pour D. Remarquons
que les hjj sont anti-symétriques par rapport aux indices et que dans chaque
intersection triple UJk U fl U n Uk elles satisfont
hj + hk + hk = 0. (3.3.2)
C’est pourquoi nous lui donnons également le nom de problème de Cousin additif.
Toutes collections de fonctions hjj e H(U) qui sont anti-symétriques par rapport
aux indices et qui satisfont l’équation (3.3.2) dans les intersections triples Uk est
appelées un cocycle holomorphe pour un recouvrement U = {U} du domaine. Si
ces fonctions sont reliées à la distribution de Cousin I par la relation (3.3.1), alors
le cocycle {hjj} est dit correspondre au problème de Cousin {rn}. Finalement, un
cocycle holomorphe est une cofrontière si pour tout i E I, il existe des fonctions
h e H(U) tel que dans chaque intersection U nous avons
— h.
Nous sommes maintenant prêts à formuler les conditions pour qu’il existe toujours
une solution au problème de Cousin I.
Théorème 3.3.1. Pour que le problème de Cousin {m} ait une solution pour un
recouvrement donné U du domaine D, il est nécessaire et suffisant que tes cocycles
hotomorphes {hj} correspondant au problème soient des cofrontières.
DÉMONSTRATION. S’il existe une soliltion au problème, alors il existe une fonc
tion m E M(D) tel que h = m — m E H(U). Alors,
= m — m = ra — m — (m — m) = h —
et on a bien que le cocycle est une cofrontière.
Inversement, supposons que les cocycles holomorphes {hj} correspondant au
problème de Cousin soit des cofrontières. Alors il existe des fonctions h, E H(U)
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tel que dans chaque intersection Ujj nous avons hjj = — h, c’est-à-dire, que
— ‘in- = — ou
m+h=m+h (Vi,jél).
Alors, les fonctions m + h sont méromorphes dans U et e dépendent pas du
choix du voisinage lJ. Donc, il y a une fonction m globalement méromorphe sur
D qui correspond à m + h dans tout voisinage U; ce qui résout le problème de
Cousin I. E]
Nous pouvons reformuler le théorème précédent. Pour un recouvrement donné
U du domaine D, les cocycles holomorphes kjj peuvent être additionnés entre eux;
sous cette opération, cet ensemble forme un groupe que nous appelons groupe de
cocycles holomorphes et que nous dénotons par Z1(U, H). Dans ce groupe, il y a
le sous-groupe des cofrontières B’(U, H). Le groupe quotient
C’(U,H) = Z’(U,H)/B’(U,H)
est appelé le (premier) groupe de cohomologie pour le recouvrement U du do
maine D à coefficients holomorphes. Les éléments de Cl (U, H) sont les classes de
cocycles holomorphiques cohomologiques. La trivialité de ce groupe dit que pour
ce recouvrement U, les cocycles sont les cofrontières, alors le théorème précédent
peut être reformulé de la façon suivante.
Théorème 3.3.2. Une condition nécessaire et suffisant pour que te probtème de
Cousin I {m} ait une solution pour un recouvrement donné U est ta trivialité du
premier groupe cohomo logique avec coefficients hotomorphes
C1(U, H) = 0.
En particulier, le problème de Cousin I est toujours résoluble dans les domaines
d’holomorphie de C. De plus, dans C2, si dans un domaine tout problème de
Cousin I est résoluble, alors ce domaine est un domaine d’holomorphie. Ceci n’est
plus vrai pour Ci’, n> 3. Voir [18] page 90.
Dans la littérature mathématique, ces groupes cohomologiques sont dénoté
avec la lettre H plutôt qu’avec la lettre C. Comme nous avons utilisé la lettre H
pour signifier l’ensemble des fonctions holomorphes, ce changement était néces
saire afin d’éviter la confusion sur la signification du H.
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3.3.2. Problème de Cousin II
Pour ce qui est de la généralisation du théorème de Weierstrass, nous avons
la même difficulté : les zéros des fonctions holomorphes à plusieurs variables
complexe ne sont pas isolés. Nous devons formuler la généralisation du problème
sous une forme analogue à ce que nous avons fait pour le problème de Cousin
I. Dénotons par H*(U) l’ensemble des fonction f e H(U) qui sont inversibles;
f e H(U) si et seulement si f e H(U) et f(z) O pour tout z e U.
Problème de Cousin II. Soit un recouvrement d’ouverts U, i e I, d’un domaine
D c C’2 et soit des fonctions hotomorphes f e H(U), non identiquement nulles
sur toutes composantes de Uj tette que
= ff;’ e Ht(U n U) (Vi,j e I);
trouver une fonction hotomorphe globale f E H(D) telle que
= ff1 e H*(U) (Vi e I).
Nous appelons (fi, U) une distribution de Cousin II pour D. Remarquons que
les fonctions hjj satisfont les conditions suivantes
= 1, hhh = 1,
ce qui est un analogue multiplicatif à la condition (3.3.2). L’ensemble de ces
fonctions, pour u recouvrement dollné, est appelé un cocycle multiplicatif. Les
cocycles multiplicatifs forment un groupe sous la multiplication que nous dénotons
par Z’(U, H*). Un cocycle multiplicatif est dit une cofrontière multilicative si pour




L’ensemble des cofrontières multiplicatives est un sous-groupe de Z’(U, H*) que
nous dénotons par 3’(U, H*). Le groupe quotient
G’(U, H*) = Z’(U, H*)/Bl (U, H*)
est appelé le premier groupe de cohomologie pour le recouvrement U avec coef
ficient dans H*. Comme pour le problème de Cousin I, la trivialité de ce groupe
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implique que tout probleme de Cousin II possède une solution pour ce recouvre
ment.
Théorème 3.3.3. Une condition nécessaire et suffisante pour que te problème de
Cousin II {f} ait une sotution pour un recouvrement donné U est ta trivialité du
premier groupe cohomotogique avec coefficients dans H*
C’(U, H*) = 0.
Avec une étude plus approfondie des groupes cohomologiques nous constate
rions que la condition C’ (U, H*) = O est équivalente à
C’(U, H) = G2(U, Z) =0,
où C’(U, H) est le même groupe cohomologique traité dans le cas du problème
de Cousin I et C2(U, Z) est le deuxième groupe de cohomologie à coefficients en
tiers. Remarquons que si le problème de Cousin II est toujours résoluble dans un
domaine D, alors le problème de Cousin I est également toujours résoluble dans
ce domaine. Nous nommerons l’ensemble des domaine de C’ où les problèmes
de Cousin II sont toujours résolubles par S,. En particulier, dans tout domaine
d’holomorphie homéomorphe au polydisque, le problème de Cousin II est tou
jours résoluble. Le problème de Cousin II est également toujours résoluble sur les
surfaces de Riemann non compactes. Voir [181 page 96 et [11] page 176.
3.3.3. Problème de Poincaré
Le problème de Cousin II est étroitement relié au problème de Poincaré. Nous
avons vu précéclement que les fonctions méromorphes à plusieurs variables com
plexes sont définies comme étant localement le quotient de deux fonctions ho
lomorphes. Le problème de Poincaré consiste à représenter une fonction méro
morphe donilée, définie dans un domaine D, par un quotient de deux fonctions
holomorphes définies dans D (globalement).
Problème de Poincaré. Soit g(z) un fonction méromorphe dans un domaine
D. Trouver 2 fonctions hotomorphes h(z) et k(z) dans D tel que h(z) et k(z) sont
relativement premières à chaque point p e D et satisfont g(z) = h(z)/k(z) dans
D.
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Dans quels types de domaines peut-on représenter les fonction mérornorphes
par un quotient de deux fonctions holomorphes? Le théorème suivant nous indique
que si le problème de Cousin II est toujours résoluble dans un domaine D, alors le
problème de Poiiicaré l’est aussi. Ce problème ne jouera pas un rôle dans la suite
du mémoire. Cependant il représente une application importante du problème de
Cousin II.
Théorème 3.3.4. Soit D un domaine dans Ci’. Si te problème de Cousin II est
soluble pour toute distribution de Cousin II dans D, ators te pro btème de Poincaré
est toujours soluble dans D.
DÉMoNsTRATIoN. Soit g(z) une fonction méromorphe dans D. Par définition,
pour tout p D, il existe un voisinage U. dep dans D et des fonctions holo
morphes relativement premières en p, h(z), k(z) dans U qui satisfont
kp(z)hq(z) = kq(z)hp(z) dans Up O Uq,
et g(z) = Ïi(z)/k(z) dans U. La collection (kv, U) définit une distribution de
Cousin II dans D. Comme nous supposons qu’il existe une solution du problème
de Cousin II dans D, il existe une fonction holomorphe k(z) dans D tel que
k(z)/k(z) H(U). Si on définit la fonction h(z) := g(z)k(z), alors h(z) est une
fonction holomorphe dans D. De plus, comme les fonctions h(z) et k(z) sont
relativement premières à chaque point p, il s’en suit que les fonctions h(z) et k(z)
sont aussi relativement premières à chaque point p e D. Alors
g(z) h(z)/k(z)
est une solution du problème de Poincaré. E
Donc, si D e S,, alors les problèmes de Cousin I et II ainsi que le problème
de Poincaré sont résolubles.
3.4. THÉoRÈME D’INTERPOLATION
3.4.1. Interpolation par des fonctions holomorphes
Théorème 3.4.1. Soit Q e Srn et A C Q C Ctm, ne possédant pas de point
d’accumulation dans Q. À chaque point c E A on associe un entier non négatif
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m(c) et des wn,c. e C aux mutti-indices n, pour O nj m(o) ou n =
n1 + + nm. Ators it existe f e H(Q) tel que
f(c) = Œ A, O n m(c).
DÉMONSTRATION. Commençons par prouver le résultat pour un cas particulier.
Nous supposons que Q = C et que les éléments de A sont ordonnés en une suite
strictement croissante de nombres positifs {o}. Pour j = 1, 2, ..., choisissons ri
tel que c.j < r < cj et notons D le disque fermé, centré à l’origine et de rayon
ri. Soit D0 = 0. Nous pouvons construire par induction une suite de fonctions
entières {f} telle que
(1) supj. fj(z)l <
(2) f a un zéro d’ordre au moins m(Qk) en ck, pour k <j;
(3) f()(a) = n!w,a pour O n <
Alors, f = f possède les propriétés désirés. La structure de la preuve pour
le cas générale est identique. D
Remarquons que le théorème précédent est vrai pour l’espace complexe tID
car C est un domaine d’holomorphie.
Rappelons nous que nous avions appliqué aux fonctions harmoniques l’équi
valent en une dimension complexe de ce théorème d’interpolation. Dû aux équa
tions de Cauchy-Riemann, nous étions soumis à certaines restrictions pour l’in
terpolation sur des fonctions harmolliques. Évidemment, en plusieurs variables
complexes, nous appliquerons le théorème d’interpolation sur les fonctions pluri
harmoniques.
3.4.2. Interpolation par des fonctions pluriharmoniques
Corollaire 3.4.2. Soient Q un domaine d’holomorphie et A C Q C R2’, ne
possédant pas de point d’accumulation dans Q. À chaque point c e A on associe
un entier non négatif m(o) et des mutti-indices n, et pour O < ni < m(c) ou
ni = n1 + ... + n2m, des wn,c. e C. Alors il existe u pturiharmonique tel que
k
= n!c, c e A, O < ni <m(c), x,y e wT’, k,j e Ntm
)x )y3
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et l’on peut imposer 2 conditions pour un II O; une pour ii pair et une pour
j j impair.
DÉMoNsTRATION. D’abord, comme f est holomorphe dans Q, nous pouvons dé
river au point z dans n’importe quelle direction, en particulier dans la direction
des x. En généralisant le résultat à la n-ième dérivée nous avons que
f(z) -——u(x,y)+i-——v(x,y).
Par le théorème 3.4.1 nous pouvons construire une fonction holomorphe avec les
conditions f)(c) = e A,O < nj < m(c). Posons c = (xo,yo). Le w
est un nombre complexe et a donc une partie réelle an,a et une partie imaginaire
ce qui nous permet d’écrire l’égalité suivante
8II
—u(xo, Yo) + i—v(xo, Vo) = n!a + in!b. (3.4.1)
Donc, trouver une fonction pluriharmonique u dans Q en imposant la condition
N(0 Yo) = n!cn,c, est le même problème que de trouver une fonction holo
morphe dans Q avec la condition anc = c,. Ici, rien n’a été imposé sur la partie
imaginaire de w. Par le théorème 3.4.1 nous trouvons cette fonction holomorphe
dont la partie réelle est une fonction pluriharmonique qui satisfait les conditions
désirées.
8I’IConsiderons maintenant la condition mixte Nous pour
rons ramener ces dérivées partielles par rapport à x uniquement par les équations
de Cauchy-Riemann dans cm
8u 8v 8u 8v
= , =
— (z = 1, ...,m).
8x 3y 8y 8xj




. y1X2 Y•••8x 8y3
k1 j1 k2 .72
3xi..iYiYiX22Y2”V2.
k3+1 j—1 k2 32
IiiYiYix22Y2»Y2
k1+1 j1—1 k2+i j2—i
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On trouve les conditions imposées sur la fonction f du théorème 3.4.1 avec
l’équation (3.4.1)
si j Omod4 alors = c
si j 1 mod4 alors =
si j) 2niod4 ators an,c,
si j) 3mod4 alors =
Comme on ne peut pas imposer 2 conditions différentes stir la partie réelle (an,a)
ou sur la partie imaginaire (bn,c) de wn,c, nous sommes limités à deux conditions:
une sur avec j) pair, et une sur avec j) impair. Par le théorème 3.4.1
on construit f holomorphe sur Q, on prend la fonction u, la partie reélle de f, et
on a une fonction pluriharmonique dans Q qui satisfait les conditions. U
Remarquons qu’il est impossible d’obtenir un théorème d’interpolation sem
blable à celui obtenu pour les fonctions pluriharmoniques avec la possibilité d’im
poser des valeurs à plus de deux dérivées d’ordre n). Comme les fonctions pluri
harmoniques sont localement la partie réelle ou la partie imaginaire d’une fonction
holomorphe dans cm si l’on impose plus que deux conditions en un point sur les
dérivées d’ordre n à la fonction pluriharmonique, il y aura une contradiction sur
les valeurs de la nième dérivée de la fonction holomorphe évaluée en ce point. Re
marquons également qu’avec ce corollaire nous généralisons le corollaire obtenu
au chapitre 2 sur les fonctions harmoniques à deux variables aux fonctions har
moniques à 2n variables car les fonctions pluriharmoniques sont également des
fonctions harmoniques. Cependant, il semble qu’il serait possible d’obtenir un
résultat d’interpolation par des fonctions harmoniques qui permettrait l’interpo
lation sur un plus grand nombre de dérivée an chaque point, car notre théorème
d’interpolation est en fait par des fonctions pluriharmoniques, qui est un ensemble
de fonctions plus restrictive que l’ensemble des fonctions harmoniques.
Étudions à présent l’ensemble des zéros des fonctions holomorphes bornées
dans le polydisque unité.
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3.5. LES ZÉROS DES FONCTIONS HOLOMORPHES BORNÉES
Supposons que E soit un sous-ensemble du polydisque unité W. Quelles condi
tions sont nécessaires et suffisantes pour que E soit l’ensemble des zéros d’une
fonction holomorphe bornée dans ]JY. Si n = 1, le problème est résolu. Voir
théorème 2.6.1. La cas d’une variable mène à une condition nécessaire pour le
cas général à n variables et il est concevable que cette condition nécessaire soit
également suffisante.
Définition 3.5.1. Une application f Q — Ctm o Q est un sous-ensemble
de C est dite hotomorphe si chacune de ses composantes f, f2, «, fm est holo
morphe.
Théorème 3.5.2. Soit f E H°°(W) et E = Z(f). Si pour toute application
hotomorphe : D —* ]D l’on définit
Y = ‘(E n (D)),
alors soit Y = D ou Y est un ensemble dénombrable {À,} tel que
- <oo.
j=1
DÉMONSTRATION. Il suffit de remarquer que fo E H°°(ID) et que Y correspond
aux zéros de f o p, c’est-à-dire Y = Z(f o ça). Donc si la fonction f o tp n’est pas
identiquement nulle, ses zéros doivent satisfaire la condition de Blaschke en une
variable.
Il existe une généralisation de la condition de Blaschke en plusieurs variables.
Cependant elle est moins intéressantes car elle s’avère de ne pas être suffisante
pour qu’un ensemble E soit les zéros d’une fonction holomorphe bornée dans W.
Pour des contres-exemples voir [3] pages 263 et 263.
Avant d’énoncer le théorème qui généralise la condition de Blaschke, nous
devons définir la mesure de Hausdorff et la fonction de multiplicité d’une fonc
tion holomorphe. Car le volume en N—dimensions de l’ensemble des zéros d’une
fonction holomorphe sera donné en fonction de la mesure de Hausdorff.
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Soit A un sous-ensemble d’un espace métrique X muni d’une distance d. Soit
tf(A) le diamètre de A,
6(A) = sup{d(x,y) x,y E A}.
Si A 4 O alors [6(A)]° = 1, et [6(ø)]0 = O. Pour p O, e> O nous définissons
et
H(A; e) = inf {[s(A) A Ç U1A et (A)
H(A) = lim CH(A;e),
où C, rrP/2/(2PF(p/2 + 1)). H est la p-mesure de Hausdorff. Cette mesure
comprend le concept de longueur (p = 1), d’aire (p = 2), de volume (p = 3)
d’ensemble de W. En particulier, si p = n, la n-mesure de Hausdorff n’est rien
d’autre que la mesure de Lebesgue sur R7.
Soit f une fonction holomorphe dans un domaine Q C C’. Pour tout point
a E Q nous définissons la multiplicité i(a) de f par ce qui suit Si f O alors
(a) = cxi Si f O, alors f a une expansion en série dans un voisinage de a de
la forme
f(z)=fm(z-a)+fm+i(z-a)+...
où f est un polynôme homogène de degré j et f O. Alors nous définissons
= ni.
Théorème 3.5.3. Soit f E H°°(D’),f O et f < 1. Soit ,u ta fonction de
multiplicité de f. Alors
f drfO (r)
Dans le cas ou n = 1, cette intégrale devient
f dr (r) i(z)dH2(z) = f n(r)dr = Z(1 —
où n(r) est le nombre de termes dans la suite de zéros {\} tels que )j < r; ce
qui est bien sur la condition de Blaschke à une dimension.
Concentrons nous maintenant sur une condition suffisante pour qu’un en
semble E soit les zéros d’une fonction holomorphe bornée dans ff. Nous débutons
cette étude avec un lemme à une variable.
47
Lemme 3.5.4. Si O < r < 1, il existe B = 3(r) <oc avec la propriété snivante:
siQ={X:r<IXl} et
—1






est le snpremum sur Q.
DÉMONSTRATION. Soit u = lRh et supposons que <1 dans Q. Alors 8u/8x
et 8u/8y sont bornées sur le cercle P = {X : X2 r}. Soit B1(r) la borne
supérieure de 8u/3x et 8u/ay. Alors nous aurons l’inégalité suivante sur F
3u au 0u 8u
h’j= —+— 5 + <23(r).ax ay 8x 3y
Les points sur f sont représentés par X = r”2e° pour O O <2ir. Le m — 1-ième
coefficient de h’(r’/2e°) est m cmr(m_1)/2 et
CmT(m_2 <231(r).









Posons M = supq Lu = Si X E Q et X est prêt du cercle de rayon r,
nous avons
h1(X) = u(X) — Rc0 — cXtm <
+ +
CXtm
M M M M M










Nous pouvons multiplier par à droite de l’équation car = 1. Comme




Comme la StrUctilfe de la norme permet de simplifier les IVI, nous obtenons le
résultat généralisé. LI
Maintenant, soit Qfl l’ensemble qui consiste en n fois le produit cartésien de
l’anneau Q tel que décrit au lemme précédent. Toute fonction holomorphe h dans
Qfl peut être représentée par une série absolument convergentes
h(z) = CZk (z e Q”).
Soit irh la série obtenu à partir de cette série en remplacant Ck par O lorsque
> O. Nous pouvons généralisé facilement le lemme précédent de la façon sui
vante
Lemme 3.5.5. Soit irh, Q’ et B tel que définit plus haut, alors
R7rJhIQfl B(r)IhHQn.
DÉMONsTRATION. Il est suffisant de prouver le résultat pour j = 1. Écrivons h
de la forme
h(z) m(z2,
et appliquons le lemme précédent en conservant z2, ..., z, fixés. LI
Nous aurons également besoin d’un théorème concernant les contours fermés
sur bW’. Un contour fermé dans un espace topologique X est une application
continue c: [0, 1] — X tel que ci(O) = o(1).Nous écrirons c /3 pour dire que c
et /3 sont homotopes, c’est-à-dire qu’il existe une application continue
h: [0, 1] X [0, 1] — X
tel que
h(s, O) = c(s), h(s, 1) = /3(s), h(O, t) = h(1, t)
pour tout s,t [0, 1]. Nous pouvons définir le produit de deux contours fermés
ayant le même point de départ par
f c(2s), O s 1/2;(a * /3)(s) =
/3(2s — 1), 1/2 < s < 1.
Théorème 3.5.6. Si f est un contour fermé sur bllY’, alors il existe des entiers
k1, ..., k,2 tels que




. 1) (sE [0,11)
où e2” est à ta j-ième position.
Soit C* = C/{0}. Si F est un contour fermé dans C, il existe une fonction
réelle continue sur [0, 1] telle que
F(s) =
L’entier b(1) — (0) est appelé l’index de f et est noté md F.
Nous sommes maintenant prêts à prouver un résultat de Rudin qui donne une
condition suffisante pour qu’un ensemble E soit les zéros d’une fonction holo
morphe bornée dans le polydisque unité.
Théorème 3.5.7. Supposons que E = Z(f) pour une fonction hotomorphe quel
conque dans D” et supposons que E n’a pas de points d’accumulation sur bID)T.
Ators il existe F e H°°(]D”) tel que
(1) E=Z(F)
(2) est bornée près de bD”.
DÉMONSTRATION. Fixons r < 1 tel que la distance de E à Q” soit positive.
Soit z’ = (z2, ...z). Il existe un entier p tel que pour tout z’ e Q”’, la fonction
f(.X, z’) possède exactement (avec multiplicité) p zéros ai(z’), ...c(z’) dans
) <r et aucun autre zéro dans le reste de ID. Ces affirmations sont prouvées avec
le théorème de préparation de Weierstrass, voir le théorème 3.2.5. La fonction
(z) = ll(zi — (z’)) (z e ID x Q”) (3.5.1)
est holomoprhe dans Dx Q”’ de plus les fonctions f/ço et /f le sont également.
Soit les contours
= (, ..., , , ..., ) (s e [0,1])
où fre2”'’ est à la j-ième position. Tout les yj sont des contours fermés dans Qfl.
Alors (/f) o’y est un contour fermé dans CK et soit son index —lcd. Remarquons
que k1 = 0, car nous avons que
(/f) o 7y =
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cl ‘où
k1 = (1) - (O) = {log ((/f) o ‘(1)) - log ((/f) o i(0)) } =0.
La dernière égalité provient de 7i(1) y(0). Soit
f;(z) = Z2 zço(z) (z E R) x Qn_i)
Alors, de la même façon, (fi/f) o a un index nul pour 1 j n. Comme
Qfl—1 est homotope à bID’, du théorème 3.5.6 nous avons que (f1/f) o F possède
un index nul pour tout contour fermé F dans D x Q. Alors nous avons dans
R)xQ’
fi/f =
avec g une fonction holomorphe. L’expression pour p (3.5.1), montre que f1 et
1/f sont bornés dans Q72. Avec la notation du lemme 3.5.5, définissons
g = (1 — — n2)(1 —
Remarquons que g contient exactement les termes de la série de Laurent de g1
dont les exposants sont non négatifs. Alors g est holomorphe dans R)72. Montrons
que la fonction
F=f.e
possède les propriétés désirées F et 1/F sont bornées dans Q72.
Le procédé qui nous a donné fi et 9i nous donne des fonctions holomorphes
f et gj dans Qi_1 z R) z Q72_i,
f f e
tel que f et 1/f sont bornées sur Q’. Alors f/f1 et fi/f sont également bornées
sur Q72. De plus, IR(gi — gj) est borné pour 1 < i < n. Comme z couvre tout le




Maintenant le lemme 3.5.5 implique que lRirgi est bornée dans Q72 pour 1 i <n.
Comme






un nombre fini d’application du lemme 3.5.5 montre que (g1 —g) est borné dans
Q”. Comme
F = f e9 f1
dans Q’, ceci termine la preuve. D
Nous limiterons à ceci la discussions sur les fonctions holomorphes bornées
dans le polydisque unité, mais il existe d’autres développements intéressants dans
la littérature. Entre autre, dans [141, pages 149 à 156, la condition de Blaschke
dans la boule unité de C’’ (et non le polydisque) est présentée pour les classes de








f 1G. 1. Interpolation et approximation simultanée
Ce chapitre a pour but de démontrer que tout théorème d’approximation dans
certains espaces abstraits n’est pas seulement un théorème d’approximation, mais
un théorème d’approximation et d’interpolation simultanée. La figure 1 repré
sente vaguement cette idée on voit que la fonction g(x) approche à epsilon près
la fonction f(x) dans l’intervalle [a,bl et prend parfois, sur un ensemble discret
de poillts, la même valeur que f(x). Les points où g(x) f(x) sont les points
d’interpolation. Ce qui est intéressant dans cette approximation et interpolation
simultanée c’est que lorsque l’on peut faire de l’approximation sur une fonction f
dans l’intervalle [a,b], nous pouvons également choisir un ensemble discret quel
conque de points dans [a,bl tel qu’il existe une fonction g qui approche f à epsilon
près dans [a,hÏ et qui prend les mêmes valeurs que f sur ce dit ensemble discret.
Nous commencerons par démontrer plus précisément ce résultat dans les espaces
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préhulbertiens pour ensuite le démontrer dans les espaces topologiques linéaires.
Enfin, nous appliqueroils l’interpolation et l’approximation simultanée dans un
ensemble fermé de C”.
4.1. ESPACES PRÉHILBERTIENS
Définition 4.1.1. Un espace linéaire réel X est dit préhilbertien si pour toutes






(5) (x+y,z) = (x,z)+(y,z).
Remarquons qu’un espace préhilbertiens complexe est défini avec ci E C et
la propriété (3) est changée par (x, y) = (y, x) où la barre désigne le conjugé
complexe.
Définition 4.1.2. Pour tout entieT positif n, t2(n) est l’ensemble des Jonctions
avec le produit scalaire défini par
(x,y) = x(i)y(i).
On nomme cette espace préhilbertien l2(n), t’espace euclidien à n dimension.
Définition 4.1.3. Soient X et Y deux espaces préhitbertiens. Un opérateur
L:XY
est dit linéaire si et seulement si
L(cx+/3y) = cL(x) +/3L(y) Vx,y E X, etVc,/3 e R.
Dans te cas particulier ou Y R, L est aussi appellée une fonctionnelle linéaire.
Les opérateurs qui nous intéresserons le plus seront les fonctionnelles linéaires
dont voici un exemple.
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Exemple 4.1.4. Soit C[O, 1], t’ensembte des fonctions continues à valeurs réettes
définies sur l’intervalle [0, 1] muni du produit scalaire défini par (x, y)
= f x(t)y(t)dt
pour tout x, y e C[0, 1]. Ators l’opérateur L C[0, 1] —* R défini pour tout
f e C[0, 1] par
L(f)
= f f(t)dt
est une fonctionnelle linéaire sur C[0, 1].
Le prdduit scalaire d’un espace préhulbertien X induit une norme définie pour
tout x E X par = Par exemple la norme induite par le produit




Lorsque nous écrirons une norme pour un espace préhulbertien, nous devons com
prendre que c’est la norme induite par le produit scalaire.
Définition 4.1.5. Un opérateur linéaire L est dit borné s’il existe une constante
c telle que
cx pour tout x E X.
Pour plus de précision nous aurions dû écrire L(x)jy < cxx. Cependant
il n’y a pas de confusion à ne pas indiquer l’indice de l’espace sur la norme.
Définition 4.1.6. On définit la norme d’un opérateur linéaire borné par
inf{c: IL(x)H <cllxil, pour tout x e X}.
Définition 4.1.7. L’espace dual d’un espace préhitbertien X dénoté X* est l’en
semble de tous les fonctionnelles linéaires bornés sur X.
4.2. PRÉALABLEs D’ANALYSE FONCTIONNELLE
Nous aurons besoins de quelques résultats connus de l’analyse fonctionnelle.
Ces résultats ne seront pas démontrés ici, mais sont clairement présentés dans [6].
Théorème 4.2.1. Soit X, Y deux espaces préhitbertiens, où X est de dimension
finie et soit un opérateur linéaire L,
L:XY.
Alors L est borné.
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Théorème 4.2.2. Si M est un sous-espace de dimension finie d’un espace pré
hilbertien X alors M est comptet.
Définition 4.2.3. Un espace préhilbertien complet est dit un espace d’Hitbert.
Du théorème 4.2.2 et de la définition dun espace d’Hilbert, nous pouvons
conclure que tous les espaces préhilbertiens de dimension finie sont des espaces
d’Hilbert, en particulier t2(n) est un espace d’Hilbert.
Théorème 4.2.4 (Extension de Hahn-Banach). Soit M un sous-espace d’un es




Théorème 4.2.5 (Représentation de Fréchet-Riesz). Soit X un espace d ‘Hilbert;
alors pour tout L E X* il existe un ‘unique élément x e X tel que
L(y) = y, x) pour tout y e X
et
U.lH =
4.3. THÉoRÈME D’INTERPOLATION ET D’APPROXIMATION SIMUL
TANÉE DANS LES ESPACES PRÉHILBERTIENS
Définition 4.3.1. Nous définissons le noyau d’une fonctionnelle linéaire par
kerL = {y eX : L(y) O}.
Définition 4.3.2. Soit S, le sous espace engendré par un ensemble de fonction
nelles linéaires {L1, L2, ..., L} sur t’espace préhilbertien X. Alors S est défini
par
Lemme 4.3.3. Soit L, L1, L2, ..., L des fonctionnelles linéaires sur l’espace pré
hiibertien X. Alors les affirmations suivantes sont équivalentes.
(1) L e S, le sous-espace engendré par {L1, L2, ...,
(2) L(x) = O lorsque L(x) = O pour i=1,2,...,n;
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(3) fl1kerL C kerL.
DÉMONSTRATION.
(1) (2)
De la définition du sous-espace engendré $ = cL E R, i 1, 2, ...,
si L e S, alors L(x) = O lorsque L(x) O pour i1,2,...,n.
(2) = (3)
Soit x e X tel que x e fl1kerL c’est-à-dire que L(x) = O pour i=rl,2,...,n, et




Soit M = {(Li(x), L2(x), ..., L(x)) t e X}. Alors M est un sous-espace de
t2(n). On définit G sur i”vI par
G(Li(x),L2(),...,L(x)) :=L(x) (xEX).
Donc G est bien défini car si
(Li(x), L2(x), ..., L(z)) = (Li(y), L2(y), ...,
alors L(x
—
y) = O pour j = 1, 2, ...n. Donc par (2), L(x
—
y) = O, c’est-à-dire
L(x) = L(y). Alors G est une fonctionnelle linéaire sur M et par le théorème
4.2.1, G est borné car M est de dimension fini. Par le théorème 4.2.4, G a une
extension F définie sur t2(n). Comme t2(n) est un espace d’Hilbert, nous pouvons
appliquer le théorème de représentation de fréchet-Riesz (théorème 4.2.5) sur F.
F(y) = »(i)y(i) (y e t2(n)).
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En particulier, pour tout x e X,
L(x) = G(Li(x), L2(x), ..., L(x))





Théorème 4.3.4. Soit {L1, L2, ..., L} un ensemble de fonctionnelles linéaires
Ïméazrement indépendants SUT l’espace préhitbertien X. Alors il existe un ensemble
{xi,x2,.,x} dansX tel que
L(x) = 6jj (i,j = 1,2, ...,n).
DÉMONSTRATION. Par induction. Pour n = 1, on choisit x e X tel que Lj(x)
O. On définit x1 par x1 = [Li(x)]’x, alors Li(x1) = 1.
Supposons que le théorème est vrai pour n fonctionnelles linéaires et supposons
que {L1, L2, ..., L1} sont linéairement indépendants sur X. Par hypothèse, il
Remarquons qu’il existe x e X tel que L(x) = O pour i 1, 2, ..., n mais
que L+1(x) O. Car s’il n’existait pas un tel x alors par le lemme 4.3.3, x1
serait un élément du sous-espace engendré par {L1, L2, ..., L}, ce qui contredit
l’indépendance linéaire de {L1, L2, ..., L+1}. Maintenant définissons
=
et
x yj — Li(y)x+i (i = 1,2, ...n).
D
Définition 4.3.5. Si Y et Z sont des sous-ensembles de X, on dit que Y est
dense dans Z si pour tout z Z et e > O, il existe y E Y tel que z
—
y < e.
Définition 4.3.6. Soit x, y e X, et supposons F un ensemble de fonctionnelles
linéaires sur X. On dit que y interpole x relativement à F si
L(y) = L(x) pour tout L e F.
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Cette définition est une généralisation de l’interpolation habituelle, car les fonc
tionnelles linéaires peuvent être définies de plusieurs façon.
Théorème 4.3.7 (Approximation et interpolation simultanée). Soit Y un sous-
espace dense d’un espace prékitbertien X et soit {L1, L2, ..., L} C X. Alors,
pour tout x E X et pour tout e> 0, il existe y E Y tel que
(1) Ux-YW<e
(2) L(y) = L(x) (i =
DÉMONSTRATION. Supposons que {L1, L2, ..., L} sont linéairement indépendants.
Puisque Y est dense dans X, les restrictions {L1y, ..., Ly} sont aussi li
néairement indépendantes. Soit F = pour i = 1, 2, ..., n. Par le théorème
4.3.4, il existe 1111 ensemble {xi, x, ..., x} dans Y tel que L(x) = F(x) =
pour i,j = 1,2,...n. Posons c = et soit e >0 donné. Choisissons
Yi E Y tel que x — yiU < e(1 + c)’, ce que nous pouvons faire car Y est dense
dans X. Définissons Y2 E Y par Y2 = ZL1 L(x — yi)Xj. Posons, y = y + Y2•
Alors y E Y et
-






e(1 + c)’ + e(1 + c)_1 WLjWWxjR = e( + c)’[ + e] = e,
ce qui démontre (1). De plus,
L(y) = L(y1) + L(y2) = L(y1) + L(x
—
y;)
ce qui démontre (2). D
Ce dernier théorème implique que tout résultat qui conclut de la densité d’un
sous-espace dans X est un résultat d’approximation et d’interpolation simultanée
et non juste un résultat d’approximation. Remarquons que dans le théorème 4.3.7
l’espace préhilbertien X peut être réel ou complexe.
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4.4. THÉoRÈME D’INTERPOLATION ET D’APPROXIMATION SIMUL
TANÉE DANS LES ESPACES TOPOLOGIQUES LINÉAIRES
Commes les propriétés du produit scalaire ll’interviennent pas dans l’énoncé
du théorème 4.3.7 (théorème d’interpolation et d’approximation simultanée dans
les espaces préhilbertiens), il semble possible de généraliser le résultat aux espaces
normés. De plus, la coildition d’approximation que pour tout x E X il existe
y E Y tel que x — yj < e (X et Y définit comme dans le théorème 4.3.7)
pourrait être remplacé par t pour tout x E X et pour tout voisinage U de x
il existe un y e Y tel que y E U. Les remarques précédentes suggèrent que le
théorème 4.3.7 peut être généralisé dans les espaces topologiques et ce résultat
aurait comme corollaire l’interpolation et l’approximation simultanée dans les
espaces normés. Nous nous attarderons donc sur le problème d’interpolation et
d’approximation simultanée sur les espaces topologiques linéaires (aussi appelés
espaces topologiques vectoriels).
Définition 4.4.1. Un ensemble X est un espace topotogique linéaire si
(1) X est un espace vectoriel;
(2) X est une espace topologique de Hausdorff;
(3) La somme x + y des vecteurs x et y est continue en chaque variable x, y;
() Le produit cx du vecteur x par te scatair a est continu en chaque variable
c, X;
La condition 3) indique que l’application (x, y) —* x+y du produit topologique
X x Y —* X est continue.
La condition 4) indique que (a, x) —* ax du produit topologique O x X —* X
est continue(O est la topologie de X).
Le théorème suivant à été démontré par Deutsch [Y] pour les espaces topolo
giques linéaires réels ou complexes.
Théorème 4.4.2. Soit Y un sous espace linéaire dense d’un espace topologique
linéaire X et soient L1, ..., L,, des fonctionnelles linéaires continues sur X. Alors
pour tout x e X et pour tout voisinage U de x il existe un y e Y tel que y E U et
L(y) =L(x), (i= 1,2,...,n).
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DÉMONSTRATION. Nous pouvons supposer que les L sont linéairement indé
pendants dans Y. Maintenant nous aurons besoin du lemme suivant, qui est le
théorème 4.3.4 généralisé aux espaces topologiques linéaires.
Lemme 4.4.3. Soit {L1, 112, ..., L} un ensemble de fonctionnettes linéaires li
néairement indépendants sur t’espace topologique lznéazre Y. Alors il existe un
ensemble {y1,y2, ...,y} dans Y tet que
L(y) = 6jj (i,j =
Ce lemme est bien connu, pour une preuve vous pouvez vous référer à [5].
Remarquons que le théorème 4.3.4 est le résultat identique dans les espaces pré
hilbertiens.
Par la continuité de l’addition vectoriel, il existe des voisinages U’ de x et Uo
de O tel que
U’+U0++U0cU.
nfois
Comme U0 est absorbant, il existe un e > O tel que ciyj e U0, i = 1,. .. , n, lorsque
cv < e. Par la continuité des fonctionnelles linéaires L, nous pouvons choisir un
ouvert U” de x tel que U” C U’ et L(y) — L(x) < e, i = 1,. . . , n, pour tout
y e U”. Fixons un y” e U” n Y et fixons c = L(x
—
y”), i 1,..., n. Alors,
l’élément y = y” + CiYi est dans Y n U, car cj < e, de plus,
L(y)=L(y”)+c=L(x) j=1,...,n.
Ceci prouve le théorème. D
4.4.1. Applications aux espaces normés
Si X est un espace linéaire normé, X dénotera l’ensemble de toutes les fonc
tionnelles linéaires et bornées L sur X, qui est un espace de Banach avec la norme
= sup L(x).
IIxII1
Théorème 4.4.4. Soit Y un sous espace linéaire dense d’un espace linéaire
normé X et soient L, ..., L des fonctionnelles linéaires dans X. Alors pour




DÉMoNsTRATION. Un espace linéaire normé est un espace topologique linéaire.
Alors il suffit d’appliquer le théorème 4.4.2. D
Corollaire 4.4.5. Soit K C C, K un compact et soit z1, ...z un ensemble quet
conque de n points dans K. Si une fonction f définie sur K peut être unifor
mément approchée par des polynômes SUT K, atoTs f peut être uniformément
approchée par des polynômes p qui satisfont également les conditions
p(zj) = f(z), (i = 1, ...,n).
DÉMONSTRATION. Soit Y l’espace de tous les polynômes sur K et soit X l’espace
de toutes les fonctions sur K ayant la propriété que pour tout f e X et e > O
il existe un polynôme p e Y tel que supZEK f(z) — p(z) < e. Remarquons que
les éléments de X sont des fonctions continues et qu’en définissant la norme d’un
élément par f = supZEK f(z), f e X, X devient un espace linéaire normé.
Cette norme est connue sous le nom de la norme de la convergence uniforme. Par
hypothèse, Y est dense dans X. Pour tout i ,Ï <i <n, définissons la fonctionnelle
linéaire L sur X par L(f) = f(z), f e X. Alors
= f(zj)l <sup f(z) = llfll (i 1,..., n),
zEK
implique que LW < 1 (car LW = sup11f11<l L(f)). Donc les fonctionnelles li
néaires L sont bornées, donc L e X*, i = 1, ..., n. Le résultat suit immédiatement
du théorème 4.4.4. D
CT1[a, b] est l’espace de fonction réelles définies sur [a, b] C R ayant n dérivées
continue sur [a, b] normé par
=
Remarquons que le sous-espace linéaire de polynômes est dense dans C’2 [a, b]. Ceci
provient du théorème de Weierstrass qui donne un polynôme Po qui approche la
n-ième dérivée d’une fonction f C” [a, b] à e près. Ensuite on intègre n fois la
fonction Po en choisissant les constantes d’intégration appropriées.
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Corollaire 4.4.6. Soit f C[a, b] et t E [a, b], j = 1, ..., k. Alors, pour tout
e > O il existe un polynôme p tel que
(1) maxa<t<b jf()(t) — p()(t) <e (i = 1,2, ..., n).
() p()(t) = f()(t) (j = 1,2,...,n, j =
DÉMONSTRATION. Comme les polynômes sont dense dans C[a, b] et que les fonc
tionnelles linéaires définies sur [a, b] par j()(t), f E C72[a, b], sont bor
nées car,
(LII = sup jL(f)I = sup If(t)f < 1,
IIfII’ NfII 1
il suffit d’appliquer le théorème 4.4.4 pour terminer la démonstration. D
LP[a, b], 1 <p < oc dénote l’espace de fonctions mesurables définies sur [a, b] C
R et tel que f(t)P est intégrable. La norme est définie par
b
Wf W = WfW (f f(t)Pdt)
On peut également définir une norme pour les fonctions dans L(B) où B
est un domaine du plan complexe. L(B) dénote dans ce cas-ci les fonctions
analytiques dans B tel que
ff f(z)dxdy < oc.
On définit le produit scalaire sur L(B) par
f, g)
= ff f(z)dxdy.
On peut montrer que L(B) est un espace d’Hilbert. La norme naturelle de L(B)
est f = Avant de faire un analogue complexe au corollaire précédent,
nous aurons besoin du lemme suivant.
Lemme 4.4.7. Soient K C Q, où K est compact et Q est un domaine de C. Soit
f E L(Q). Alors, pour O < s < d(K, 9Q), il existe une constante e telle que
sp f(z) <f n> O.
Une preuve de ce lemme est présenté dans [13] à la page 2.
Corollaire 4.4.8. Soit L(B) où B C C, B est un domaine borné et simplement
connexe. Nous supposons que le complémentaire de est simplement connexe et
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que sa frontière est exactement 3B. Soit z1, ..., Zk dans B et N un entier non
négatif. Alors, pour tout e> O il existe un polynôme p tel que
(1) Hf-pU <
(2) p()(z) = f()(z) (i = 1,2,...,n, j =
DÉMONSTRATION. Les polynômes forment un sous-ensemble dense de L(B);
ceci est une conséquence du théorème de Carleman et Farrel ([4], page 279).
De plus les fonctionilelles linéaires définies par L = f()(z), f e L(B), sont
bornées car,
= sup L(f)I = sup f(zj)I <oc.
IIfW’ IIfII’
La dernière inégalité est une conséquence du lemme 4.4.7. Il suffit d’appliquer le
théorème 4.4.4 pour terminer la démonstration. D
4.5. SUR LES ENSEMBLES FERMÉS À PLUSIEURS VARIABLES COM
PLEXES
Soit E un ensemble fermé de C’2. On dénote Â(E) l’ensemble des fonctions
continues sur E et holomorphes à l’intérieur de E. De plus on dit qu’un sous
ensemble fermé de C’2 est un ensemble d’approximation si toute fonction f e Â(E)
peut être approchée uniformément par des fonctions entières.
Théorème 4.5.1. Soit E un ensemble d’approximation dans C’2 et b1, ..., e E.
Alors pour toute Jonction f e A(E) il existe une fonction entière g telle que
(1) IIf-gI <e
(2) f(b)=g(b) (i=1,...k)
DÉMONSTRATION. Le sous-espace X des fonctions de Â(E) qui sont bornées est
un espace vectoriel topologique avec la norme
sup jf(z).
E
Soit f E A(E). Puisque E est un ensemble d’approximation, il existe une fonction
entière g1 telle que f — g1 est dans X, c’est-à-dire .f — giW < M pour un certain
Ii E R. Soit h = f — g. Par le théorème de Delltsch 4.4.2, il existe un fonction
entière g tel que
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(1) jh-g2f <e
(2) h(b) = g2(b) (i = 1, ...k).
En remplacant h par f
— 9i nous obtenons:
(1) Uf-gi-gU = f-(gi+g <e
(2) f(b) = (gi + g2)(b) (i 1, ...k).
Pour terminer la preuve, il suffit de poser g gi + g. L
Définition 4.5.2. Soit w une fonction continue et positive sur un sous-ensemble
fermé E de C’1. On dit que E est un ensemble de w — approximation, si pour
toute fonction f E A(E),Ve > O it existe g E H(C’1) tel que
f(z) -g(z) <ew(z), (Vz E E).
Remarquons que dans le cas particulier où w = 1 nous tombons sur la défini
tion d’un ensemble d’approximation.
Théorème 4.5.3. $oit E un ensemble de w — approximation dans C” et soit
b1, ..., b. E E. Alors pour toute fonction f E A(E) et pour tout e > O, il existe
une fonction entière g telle que
(1) f(z) - g(z) <ew(z)
()f(b)rrg(b) (i=1,...k)
DÉMoNsTRATIoN. Notons par À(E) l’ensemble des fonctions f E A(E) tel que
f(z)
lfII = sup — <oc.
E w(z)
Alors Â(E) est un espace normé. Puisque E est un ensemble d’approximation,
il existe une fonction entière g1 telle que f — g1 est dans ./L(E), c’est-à-dire
If — g’Il < M pour un certain M E 1. Soit h = f — g’, par le théorème de
Deutsch 4.4.2, il existe un fonction entière g tel que
(1) h-g2 <
(2) h(b) = g2(b) (i = 1, ...k).




(2) f(b) = (gi + g2)(b) (i = 1 ...k).
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Posons g = g1 + g. Nous obtenons
(1) f - g <
(2) f(b) = g(b) (i =1, ...k).




D’où nous obtenons, pour tout z E E,
jf(z) - g(z) <ew(z).
D
CONCLUSION
Le problème initial était de trouver une fonction harmonique dans un domaine
l C R7 qui prend des valeurs données dans un ensemble discret de points donnés
à l’intérieur de . Nous avons résolu ce problème pour les fonctions harmoniques
à 2n variables pour n > 1. Nous avons même obtenu des résultats supérieurs,
car nous pouvons également fixer la valeurs des dérivées en ces points (jusqu’à
un ordre fini et avec certaines restrictions). Cependant, la méthode employée ne
nous permet pas de résoudre le problème pour les fonctions harmoniques à 2n + 1
dimensions.
Nous avons également étudié la factorisation des zéros des fonctions holo
morphes bornées sur le disque et le polydisque unité. Ces fonctions ne peuvent
pas prendre la valeur zéro en des points différents aussi souvent que désiré.
Comme le problème d’approximation comprend celui d’interpolation, nous
avons obtenu des résultats intéressants sur l’approximation et l’interpolation si
multanée. Nous avons approché des fonctions holomorphes définies dans des en
sembles fermés de C par des fonctions entières et avons fait concorder la valeur
des fonctions entières avec la valeur des fonctions holomorphes (celles définies sur
le fermé) sur un ensemble fini de points de notre fermé.
Nous nous sommes limités à l’interpolation sur des ensembles discrets, mais
il serait intéressant de considérer l’interpolation sur des ensembles contenant des
points d’accumulation. -
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