A Comparison of the aggregation and disaggregation task allocation approaches in a random flexible manufacturing system by Lahmar, Maher
A COMPARISON OF THE AGGREGATION AND 
DISAGGREGATION TASK ALLOCATION 
APPROACHES IN A RANDOM FLEXIBLE 
MANUFACTURING ^
A THESIS
SUBMITTED TO THE DEPARTMENT OF INDUSTRIAL
ENGINEERING
AND THE INSTITUTE OF ENGINEERING AND SCIENCES
OF BILKENT UNIVERSITY
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF 
MASTER OF SCIENCE
fSSf-
Maher lahmar 
July 1997
A COMPARISON OF THE AGGREGATION AND 
DISAGGREGATION TASK ALLOCATION 
APPROACHES IN A RANDOM FLEXIBLE 
MANUFACTURING SYSTEM
A THESIS
SUBMITTED TO THE DEPARTMENT OF INDUSTRIAL ENGINEERING 
AND THE INSTITUTE OF ENGINEERING AND SCIENCES 
OF BILKENT UNIVERSITY
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF 
MASTER OF SCIENCE
AAaKej- U U m a t
Bv Cv:-.· i/'
Maher lahmar
July 1997
11
I certify tliat I have read this thesis and that in my opinion it is fully adequate, 
in scope and in quality, as a thesis for the degree of Master of Science.
Assoc. Prof. Dr. Ihsan Sabuncuoğlu (Principal Advisor)
I certify that 1 have read this thesis and that in my opinion it is fully adequate, 
in scope and in quality, as a thesis for the degree of Master of Science.
Assoc. Prof. Dr. Cemal Dinçer
I certify that I have read this thesis and that in my opinion it is fully adequate, 
in scope and in quality, as a thesis for the degree of Master of Science.
Assoc. Prof. Erdal Erel
.Vpproved for the Institute of Engineering and Sciences:
Prof. Mehmet Baray X .
T i
■I2i
-іаэ?·
5.  € Я 8 2 5 6
ABSTRACT
A COMPARISON OF THE AGGREGATION AND 
DISAGGREGATION TASK ALLOCATION APPROACHES IN A 
RANDOM FLEXIBLE MANUFACTURING SYSTEM
Maher lahmar
M.S. in Industrial Engineering 
Supervisor: Assoc. Prof. Dr. Ihsan Sabuncuoglu
July 1997
The increased use of flexible manufacturing systems to efficiently provide customers 
with diversified products has created a significant set of operational challenges for 
managers. This technology is not only becoming more complex to control, but also 
presents a number of decision problems. Many issues concerning long-run utiliza­
tions and operational policies are still unresolved.
The primary objective of this study is to examine the effects of aggregation and 
disaggregation task allocation approaches of random flexible routings on the perfor­
mance of flexible manufacturing systems (FMS) and to analyze the effect of routing 
and sequencing flexibility on FMS and their interactions with other factors. The 
other experimental factors considered are machine load, alternative processing time 
ratio, local buffer capacities, set-up time, machine breakdown, processing time vari­
ation and scheduling rules. For this purpose, a simulation study is conducted and 
its results are analyzed by statistical methods.
Keywords : Flexible Manufacturing System, Aggregation and Disaggregation, 
Routing Flexibility and Sequence Flexibility.
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ÖZET
iş  GRUPLAMASI v e  DAĞITILMASI YAKLAŞIMLARININ 
RASSAL ESNEK ÜRETİM SİSTEMLERİNDE 
KARIŞLAŞTIRILMASI
Maher lahmar
Endüstri Mühendisliği Bölümü Yüksek Lisans 
Tez Yöneticisi: Doç. Dr. Ihsan Sabuncuoğlu 
Temmuz 1997
Müşterilere çeşitli özelliklerde ürün sağlanmasına yol açtığı için kullanımı artan es­
nek üretim sistemleri yöneticiler için ise birtakım yeni sorunlar ortay çıkarmıştır. 
Esnek üretim sistemlerin hem kontrol edilmeleri karmaş
iktır, hem de yeni tip karar problemleri ortaya çıkarırlar. Uzun dönem kullanımı ve 
iş idaresi konularındaki bir çok sorun da henüz çözülmemiştir.
Bu çalışmada, iş gruplaması ve dağıtılmasının yaklaşımlarının esnek üretim sistem- 
leride rota ve sıralama esnekliği altında performansına etkileri incelenmiştir. Göze 
alman diğer deneysel faktörler de şunlardır: makina yüklemesi, alternatif üretim za­
manı oranı, lokal envanter kapasitesi, hazırlık süresi, makina buzulmaları ve üretim 
zamanı varyansı. Bu çalışmada bir berzetim çalışması yapılmış ve bu çalışmanın 
sonuçları istatistiksel metodlarla analiz edilmiştir.
Anahtar sözcükler: Esnek üretim Sistemleri, Iş gruplama ve Dağıtma, Rota ve 
Sıralama esnekliği.
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Chapter 1
Introduction
A flexible manufacturing system (FMS) can be defined as a system composed of 
work stations mainly NC machines, automated material handling, and a computer 
controlled network that coordinates the activities of processing stations and mate­
rial handling system. These systems are highly automated and able to process a 
variety of part types simultaneously. The flexibility of an FMS is mainly due to 
the capability of performing several different types of operations within the same 
station and its material handling system which provides fast and flexible transfer of 
parts within the system. FMS came to fill the gap between high production volume 
transfer lines with low product variety and low production volume NC machines 
with high product variety. The major benefits of FMSs are higher machine utiliza­
tion, lower work-in-process, reduction in lead times, greater flexibility in production 
scheduling and higher labor productivity. However, a major drawback of FMSs is 
its high investment cost. Thus, many of the literature is attempting to study these 
systems to offer the industry with more efficient management ways to justify its 
cost.
FMS management requires the optimization of several problems that can be hier­
archically classified into design, planning, scheduling and control problems. Design 
problems deal with strategic decisions concerning the FMS hardware itself to meet 
the user goals and requirements. Specifically, the determination of the flexibilities 
and their levels, capacity of material handling system and buffers, number of pal­
lets and fixtures, type and number of CNCs are among these decisions. Planning
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problems deal with tactical decisions concerning the part types for immediate and 
simultaneous production, allocation of machines to groups and tools to machines, 
task allocation of operations etc. The scheduling problem deals with detailed minute 
scheduling of machines, material handling system and other supporting equipments. 
Whereas, the control problem is concerned with monitoring the execution of the 
schedule and providing corrective actions in response to various changes in manu­
facturing environment.
Even though these decision problems are highly correlated, they are usually 
considered to be hierarchically related. In this study, we will focus on the process 
planning problem in an FMS. The objective of this study is to analyze the effect of 
task allocation on a flexible manufacturing system and particularly to compare the 
performance of the aggregation and the disaggregation process planning approaches 
in an FMS environment. The aggregation approach refers to the process of assigning 
all operations of a job to a single machine (or a single setup). The machine does 
not release the job until all required operations are processed on this machine. On 
the contrary, the disaggregation (or specialization) approach refers to the process of 
assigning operations of the job to various machines. The former approach is normally 
expected to reduce setup and transi^ortation times whereas the second aims to reduce 
capital investment in multi-purpose equipment and large tool magazines, facilitate 
the scheduling of jobs, and maximize the processing efficiency.
Probably, the only relevant study in this area is due to Kusiak [17] who stated 
that the tendency in process planning in automated systems is to assign as many 
operations to one setup as possible (i.e. aggregation). Since then no researches have 
questioned a validation of this approach in practice. However, we know that FMS 
can provide a wide variety of features that may not be always fully exploited by the 
practitioners such as flexibility. Flexibility refers to the ability of a manufacturing 
system to respond cost effectively and rapidly to changing production needs and 
requirements. This capability is becoming increasingly important to the design and 
operation of manufacturing systems, as these systems are called upon to operate in 
highly variable and unpredictable environments [13]. Thus, assigning all operations 
to a single setup may not be the most beneficial practice, but instead some operations 
can be processed on different machines due to routing and sequence flexibilities.
In the literature, most of the studies that deal with flexibility focus on the FMS
scheduling aspect. Flexibility is not well investigated, specially in the literature of
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process planning. One of the objectives of this study is to analyze the effect of 
sequencing and routing flexibilities and their interaction with other system design 
factors such as task allocation approaches, etc.
The remainder of the thesis will be devoted to this study and will be organized as 
follows: Chapter 2 contains a literature review that examines flexibility issues as it 
relates to our problem. This chapter is necessary to understand the different effects 
of flexibility on the performance of FMSs that have been studied in the literature. 
In chapter 3, we describe the hypothetical FM.S that we study, the model charac­
teristics as well as the experimental design and performance measures considered. 
Chapter 4 presents experimental results obtained by running the simulation based 
system under various conditions. ANOVA test is also conducted and its results 
are analyzed. In chapter 5, a sensitivity analysis is conducted by including set up 
times, machine breakdowns and considering different processing time distributions. 
In chapter 6, a discussion of the obtained results and explanation of the behavior of 
the system under the considered factors. Finally concluding remarks are made and 
future research directions are outlined in chapter 6.
Chapter 2
Literature Review
A flexible manufacturing system may exhibit total automation, or no automation 
at all and it can include fabrication as well as assembly. Stecke [11] defines five 
planning problems associated with flexible manufacturing systems, here we address 
the loading •problem^  which involves assigning operations to workstations (operation 
assignment) and routing jobs to workstations (job routing).
Stecke [11] proposes six objectives related to system utilization: to balance the 
assigned machine processing times, minimize movements between machines, balance 
the workload among machines. All the tool magazine as densely as possible and 
maximize operation priorities. Considering these objectives, she developed a 0-1 
nonlinear integer programming model. She also proposes [33] a hierarchical approach 
to the loading problem based on a nonlinear formulation. Later, Berrada and Stecke 
[6] developed a branch and bound algorithm of Stecke’s model.
Kusiak [16] also formulates linear integer programming model considering tool 
life and workstation utilization constraints to minimize the total production cost 
and presents numerical examples.
Shanker and Srinivasulu [32] consider the throughput rate as the objective cri­
teria along with load balancing in their 0-1 integer programming model.
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Even though these studies provides good analytic formulations to solve the load­
ing problem, non of the above mentioned papers considers the routing flexibility 
available to the user after their model is solved.
Bretthauer and Ventaramanan [8] consider assigning operations to alternative 
machines without considering the tool life and machine capacity constraints.
Other authors focused on the minimization of the tool processing costs as an ob­
jective of their mathematical formulations to assure a better loading policy, whereas 
others included tool magazine constraints in their models.
Hence, most of the algorithms and models developed in the literature consider 
some of the above listed objectives assuming that it will assure a better perfor­
mance of the system. Such a decision seems to be ad hoc i.e. no analytical reasons 
for adopting one strategy over another exists and then can be only justified by 
large-scale simulation. In the literature some attempts to simulate task assignment 
models exist [15] and [20]. However, they are usually based on a special hypothetical 
manufacturing example that can not be generalized to other cases.
In our work, we will not consider these objectives but rather we will study the 
system performance under certain task allocation approaches. We will also inves­
tigate the effect of different experimental factors on the system performance. We 
believe that this step is necessary towards a general framework to understand the 
necessary operation aggregation levels for an efficient manufacturing.
In the second part of the literature review, we will focus mainly on the flexi­
bility issues as they are one of the important factors that are effecting the FMS 
performance under different aggregation levels.
Lin and Solberg [20] study flexibility issues for FMSs and provide interesting 
insights into how the managerial control system can influence the effectiveness of 
flexibility. They utilize both software and hardware flexibilities inherent in the 
system and conclude that it improves its performance. No improvement in the sys­
tem performance is noticed in breakdown case and deadlocks occurred frequently 
for some dispatching rules. No deadlock resolution scheme is implemented as it is 
the case in practice which deteriorates the system performance significantly. These 
results seem to be counter-intuitive and unrealistic since flexibility is expected to 
improve the system performance in the breakdown case whereas deadlock resolution
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schemes are usually implemented in real situations.
Gupta and Guyal [14] examine the flexibility trade-offs associated with an FMS 
using simulation. The authors measure the impact of various types of flexibility on 
the system performance in an FMS under different loading, scheduling strategies 
and various system configuration. They note a trade-off among various flexibility 
types. These results show that the production output of a system can decrease as 
the overall flexibility of the system increases, and therefore the maximum production 
rate is not necessarily achieved at extreme flexibilities. Apart from their attempts, 
most of the literature isolate flexibility and investigate the effects of each flexibility 
alone regardless of their joint effects assuming that they are independent of each 
other [3], [4], [15], [21] and [23].
In other study, Benjaafar and Ramakrishnan [4] [5] note that flexibility is more 
valuable for highly loaded systems and that most of its benefits are realized with 
the initial introduction of a limited amount of flexibility (the phenomenon that they 
called as diminishing effect), therefore implementing a fully flexible system may not 
be always justified i.e. more cost will be incurred without getting significant benefits 
in return. The authors also noted that flexibility is more valuable for large systems 
and very effective in stabilizing it i.e. in maintaining a stable performance under 
changing conditions. They also observe that as the flexibility increases, the effect 
of scheduling rules looses its significance [3]. The same conclusion is also made by 
Mahmoodi et.al. [21] who considers AGV and machine breakdowns as a single factor 
of two levels. Such a practice may be misleading as both breakdowns have different 
and even opposing impacts on the system performance (i.e. machine breakdown 
may cause more waiting times in queues and favor disaggregation of operations, 
whereas AGV breakdown may cause higher utilization of the vehicles, more waiting 
time to be transported and therefore may favor aggregation of operations as it needs 
less materials handling). The authors also point out to the necessity of conducting 
research on the effect of partial routing flexibility on constrained FMS environments.
Similar conclusions are provided by Sabuncuoglu and Karabük [28]. The au­
thors note in their recent study that the highest level of improvement in the system 
performance is accomplished when a flexibility is introduced to the system for the 
first time (i.e, the system receives the most relief from flexibility when it is first 
applied). We also note that the positive impacts of the flexibilities on the system
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performance are more significant when the capacities of the system resources are 
tight. Specifically, the effect of flexibility is greater at high machine load and low 
buffer size levels.
Barad [1] refers to flexibility as off-line and on-line versatility. Off-line is at the 
pre-release planning level and refers to load balancing and manufacturing feasibility 
options. On-line is made upon the occurrence of changes such as rerouting. The 
author concludes that the system performance increases under higher versatility and 
that versatility and control strategies are more effective at higher utilization levels.
In the literature, the alternative machines used for routing flexibility are assumed 
to be identical, (i.e, all of them can process the same operation in the same amount 
of time). In practice, however, alternative machines are usually less efficient than 
the ideal ones, causing longer operation times at routing flexibility.
To the best of our knowledge, most of the existing studies ignore the buffer 
capacities and assume the system to have infinite local and central buffer sizes. 
Others [20] suggest slack buffers that may keep a limited number of jobs in the 
system to avoid deadlocks. However, no study considered the local buffer sizes as 
an experimental factor. Also in the literature, the transportation times are not 
considered or assumed to be negligible or constant among different machines. In 
our study, we include material handling system since the transportation time may 
differ from aggregation to disaggregation models significantly. Moreover, the effect 
of such flexibility on aggregation and disaggregation is still a research issue.
In this study, based on a hypothetical flexible manufacturing system (Figure 
3.1), we will develop a simulation model to compare the performance of aggregation 
and disaggregation approaches under various experimental conditions. Contrary to 
the current tendency in an FMS environment, we will study the behavior of the 
system under different aggregation levels and a variety of experimental conditions 
that are not yet well developed by the literature. We will also explore the effects of 
sequence and routing flexibilities on the system performance and their interactions 
with other factors, including task allocation approaches.
Chapter 3
Proposed study
In general the simulation model will use two sets of input data. System related 
data which consists of the physical description of manufacturing systems and values 
of environmental parameters which include the arrival rate of jobs, parameters of 
stochastic events, part types, machines and job flexibility, etc.
We first describe a hypothetical FMS that we use as a ’’ test-bed” for our ex­
perimental design. Then we define the parameters and conditions under which the 
system will operate. We present several assumptions that will be relaxed in a later 
stage. Then we define several experimental factors that we select to study their 
effects on the FMS. For this purpose, we will investigate the effects of machine load, 
alternative processing time ratio and buffer size on the system performance. A spe­
cial interest will be given to the interaction of routing and sequence flexibility with 
these factors and their effect on different aggregation approaches. We define four 
main models: The first model corresponds to the system without flexibility, the sec­
ond model uses sequence flexibility, the third model is based on routing flexibility 
and finally the fourth model combines both flexibilities.
We develop a simulation code for each model and run them under the differ­
ent combinations of factors. Then we compare the performance of different task 
allocation (aggregation) approaches and analyze the effects of flexibilities and their 
interactions with other factors. We also present some conclusions concerning the 
practical impact of our observations on the performance of FMSs.
8
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5 units
Figure 3.1: Layout of the hypothetical FMS
In this section, the FMS structure, model characteristics, descriptions of prob­
ability distributions, the experimental factors, experimental design, simulation lan­
guage and data collection procedures, and performance metrics used in this study 
are presented.
3.1 FMS Structure
The system is composed of seven stations. One station is the entering and exiting 
station that contains also a central buffer storage area of infinite capacity, whereas 
the others are regular machining centers. Each station has one multi-purpose ma­
chine, each with an input and output local buffer of finite capacity. Three identical 
AG Vs are used for materials handling in the system. The layout is composed of 
four squared areas, each side is of 5 distance units (Figure 3.1). The same FMS has 
been also used in the previous studies (Sabuncuoglu and Karabük [26]).
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3.2 Model Characteristics
A widely recognized classification of FMSs characterizes as being dedicated or ran­
dom [10]. A dedicated FMS employs a set of general purpose machines, an auto­
mated material handling system, part specific pallet fixtures and magazines, with 
a fixed set of tools on each machine according to the predefined random sequence 
and route. It produces a small family of processing requirements. A random FMS 
employs a set of general purpose machines, an automated material handling system, 
modular pallet fixtures, and an automated tool loading system. It is capable of pro­
ducing a large family of widely differing parts. The product mix is not completely 
specified and the production schedule is subject to frequent changes.
The FMS to be studied in this thesis falls in the second category. To create 
such an FMS environment, jobs with random sequence of six different operations 
and random routing are considered. As tooling is an important issue which requires 
a separate and independent research, no tooling or pallet constraints are included 
in the model. Machines are allowed to process only one job at a time and the 
loading and unloading times are assumed to be negligible. No scrap or jobs to 
be reworked are considered. The machines and AG Vs are considered to be fully 
reliable. However, we relax this assumption later to see the impact of breakdown 
on the results.
The jobs are generated randomly to the load/unload (L/U) station and then 
dispatched to the machines. The jobs wait in a local input buffer when machine is 
processing another job. After completion of the operation, they wait in an output 
local buffer to be transported by an AGV. When the jobs visit all the assigned 
machines, they leave the system from this L/U station. After each transportation 
activity, the AG Vs park at the last visited station until a request is noted. The L/U 
station also serves as a central buffer with infinite capacity to avoid blockings and 
deadlocks of the system. There is always a possibility of blocking and deadlock if 
the buffer capacity is limited. A job may block a machine because it is not able 
to move on to another machine or consequent queue as that machine or queue is 
occupied by another job. This is known as blocking after service. In order to solve 
blockings and deadlocks, the job is redirected to the central buffer and waits until a 
vacant place is available in the input queues. At the flexibility models, the dedicated 
sequence and route may not be followed in which case, the machine route as well 
as the operation sequence is dispatched upon the system conditions at that decision
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point of time. i.e. the job may be rerouted to another machine if the dedicated local 
input buffer is full etc..
3.3 Distributions
The arrival rate of the jobs to the system is based on a poison distribution with 
mean inter-arrival time of 10 through the simulation study. The job processing 
time is based on the exponential distribution with a varying mean according to 
the machine load. The means are determined through pilot runs to adjust the 
experimental factors at the desired levels. The exponential distribution is selected 
because it was also used in many simulation studies in the area ([3], [4], [25], [27]). 
The number of operations to be performed on each job is chosen to be six whereas 
the sequence of the operations was decided upon a discrete uniform distribution 
ranging from one to six. Each machine is visited only once.
3.4 Scheduling rules
It has been shown by Egbelu [12] that the most efficient scheduling rule to minimize 
the mean flow time performance of the system is SPT (Shortest Processing Time). 
This was later confirmed by Sabuncuoglu and Hommertzheim [27] who showed that 
scheduling the AGV system is as important as scheduling machines. The authors 
also note that the mean flow time is very sensitive to variation in the operation 
time distribution and increases with higher loads. In general, the scheduling rules 
perform similarly under low load situations, but at higher loads SPT is one of 
the best scheduling rules and STD (Shortest travel distance) is one of the best 
AGV scheduling rules under any other combinations. Thus in this study, the AGVs 
preference is ordered according to the STD rule and the jobs in local input queues 
are processed according to SPT rule. Because of the blockings and full input buffers, 
jobs are rerouted towards the central buffer. In order to minimize flow-time, these 
jobs are given the release priority.
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3.5 Experimental Design
The experimental design is concerned with selecting a set of input variables to the 
simulation program, setting the levels of selected factors of the model and deciding 
on the conditions under which the model will be run. To examine the performance 
of each approach under different conditions, six experimental factors are considered: 
task allocation (TA), machine load (ML), alternative processing time ratio (APTR), 
local buffer size (Q), sequence flexibility (SF) and routing flexibility (RF).
Two levels of task allocation (TA) are considered: total aggregation of operations 
on the same machine or total disaggregation (specialization) of operations on all 
available machines. Each of these two aj^proaches is tested under various conditions. 
In later stage of our study, we introduce a medium aggregation level and compare it 
with these two extreme levels. Three levels of the machine load (ML) are considered, 
low, medium and high machine load levels (60%, 75% and 85% utilization). They 
are achieved by adjusting the mean of the processing distribution. Higher utilization 
levels may cause the system to be overloaded the fact that will be discussed later. 
The alternative processing ratio depends on whether the machines are identical or 
not. For the identical machines case, the operations are processed on any machine 
for the same amount of time. In the non-identical machines case, for each operation 
there is an ideal machine and other alternatives that can perform the operation in 
less efficient manner taking longer processing times. Thus the current alternative 
processing time ratio levels with respect to the ideal time are, 15% and 25%. In this 
thesis, this factor will be referred to as APTR.
The next factor, local buffer size (Q), is simply altered by changing the local 
input and output queue capacities from 3 to 6 for low and high levels, respectively. 
Intuitively, flexibility is desirable in environments where machines are temporarily 
unavailable due to congestion, breakdowns, or blockings. The availability of al­
ternative operations and machines are generally expected to expedite the flow of 
parts through the system by reducing part waiting times and work-in-process lev­
els. Machine unavailability is more likely to occur in either highly loaded systems 
or in systems where demand, part processing requirements, or machine breakdown 
patterns are subject to variability.
In this study, we consider two types of flexibility, sequencing and routing. Se­
quence flexibility (SF) occurs when an operation can have more than one predecessor
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Factor Low Medium High
Aggregation level 
Machine load (ML) 
Machine type (APTR) 
Buffer size (Q)
Sequence flexibility (SF) 
Routing flexibility (RF)
Disaggregation
60%
ldentical(0%)
3
0
1
Medium
75%
Non-identical(15%)
Total
85%
Non-identical(25%)
6
1
6
Table 3.1: Experimental factor levels
or successor. This sequence requires all operations to be performed and must incor­
porate all technological constraints, but allows choices in the order in which they 
are realized. It should be particularly valuable under the tight manufacturing con­
ditions. In the absence of a uniform framework for defining and evaluating sequence 
flexibility, many attempts are introduced to evaluate flexibility without achieving a 
definite measure of flexibility. In our model, we will rely on the measure proposed 
by Rachamadugu et al. [23]. Sequencing flexibility measure is either 1 or 0, 0 for 
null flexibility and 1 for total sequence flexibility, assuming that there are no se­
quencing constraints among the operations. This means that there are 6! feasible 
sequences. This also means that jobs have 6, 5, 4, 3, 2 and 1 feasible operations at 
their first, second, third, fourth, fifth and sixth production stages. Routing flexi­
bility measure is taken from Chang et al. [9] who define it in terms of the average 
number of machines that a particular operation can be processed at. It is assumed 
that the randomly dedicated machine is the ideal machine with the least operation 
time. Thus, (RF) is either 6 or 1, 1 for no alternative machine for the operations 
and 6 for total routing flexibility. This means that at each production stage we have 
6 candidate machines to process the operation in hand. One will be the ideal one 
and 5 are alternatives. As alternative machines are less efficient than the ideal ones, 
they may require additional extra processing time that may take 3 values; 0%, 15% 
or 25% of the original processing time depending on machine type (Table 3.1). This 
experimented setup yields a 3^  x 2^  full factorial experiment.
In later stages of our study, we measure the sensitivity of the results to the 
addition of factors such as set up time, machine breakdown and different processing 
time distribution. Thus, we will deal with a 3^  x 2^  full factorial experiment.
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3.6 Simulation Language and Data Collection
The models are coded in the discrete event simulation language SIMAN multi­
purpose simulation language [22]. The models are initially idle and empty, the 
AG Vs are located at the L/U station. Data collection starts when the system 
reaches a steady-state as determined by Welch’s procedure [19]. Common random 
numbers (CRN) is implemented to provide the same experimental condition across 
the runs for each factor combinations. This was done by dedicating independent 
random number generators to each source of randomness in the model. To insure the 
independence of the generated random numbers, different seeds are utilized through 
the simulation models. Due to the huge amount of computation time required for 
each run, data analysis is performed using five replications.
In this study, the method of batch means is used for simulation output data 
analysis. According to this method, a very long simulation run is broken down into 
smaller sub-runs. Our pilot experiments indicated that the warm-up period and 
batch sizes are approximately equal to 10000 and 2000 job completions. Since each 
completion run consists of five batches, we have the total run lengths for 10000 
jobs. These simulation runs are repeated for each factor combination to implement 
the full factorial design. Because we manipulate random variability, a randomized 
complete block design will be used during the statistical analyses.
3.7 Performance Metrics
In this study, we are interested in the mean flow time of the jobs in the system. The 
average flow time of a job is broken down into eight components to facilitate the 
understanding of the systems behavior:
1. Average input queue flow time taken as the average time each job spends in the 
local input buffer of all machines visited.
2. Average output queue flow time taken as the time each job spends in the local 
output buffer of all machines visited.
3. Average processing time taken as the average time it takes to process a job on all 
visited machines excluding the blocking duration. It mainly differs according to
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the machine load level.
4. Average set up time taken as the average time the job spends to be loaded or 
unloaded to the machine.
5. Average failure time taken as the average time the job spends waiting for the 
machine to be repaired. It is essential to note that breakdowns occur only when 
the machine is processing a certain part, thus it does not include the time the 
other jobs spend in a queue waiting for the machine to be fixed.
6. Average blocking time taken as the average time each job spends in a machine 
waiting for a vacant place in the output buffer after the job is processed, during 
this time, the machine can not process any other job and is just idle.
7. Average buffer queue flow time taken as the average time the job spends waiting 
in the central buffer for a vacant place in the input local buffer of the desired 
machine or for an AGV to be transported.
8. Average transportation time taken as the average total time during which the job 
is transported by an AGV through the different stations of the system. It mainly 
differs according to the grouping level of operations. In the disaggregation case, 
the materials handling takes place at least between 7 stations whereas it is just 
between 3 stations in the aggregation cases.
Chapter 4
Results
In this section, we present the results obtained by running the simulation models 
for the system described in the previous chapter. We differentiate four models. The 
first is the basic model where no flexibility is allowed. The second operates under 
sequence flexibility alone. The third one operates under routing flexibility alone 
whereas the last operates under both flexibility together. The results are analyzed 
res23ectively in this order.
4.1 Analysis of results
4.1.1 Model 1 (Basic model)
The basic model is the simplest model where no flexibility is included. It can be 
viewed as a job shop with free-transported based materials handling. The sequence 
of machines to be visited is preassigned and each job has to follow the planned route 
and sequence through on. If the job can not find a vacant place in the input queue, 
it waits in the output or central buffer (depending on the actual location) until an 
available place is found. If the machine is blocked because of full output queue, a 
job is removed from the buffer and directed towards central buffer. The detailed
16
CHAPTER 4. RESULTS 17
results of Model 1 are given in Table B .l.
Our first observation is that in the identical inachines case, the aggregation 
approach performs better than disaggregation under all conditions (Figure A .l and 
A.5). This is due to the increase in waiting and materials handling times in the 
disaggregation approach which requires at least 7 moves between stations whereas 
aggregation requires only 2.
As the machine load increases, the flow-time increases under both approaches 
(Table B.5). However, deterioration in the system performance is more in the disag­
gregation case under low buffer size. Because at high system load levels, jobs have 
to wait longer in input buffers due to the higher processing times, which will also 
incur higher waiting times for jobs in output buffers, more reroutings and higher 
central buffer waiting times. This negative effect is higher for low buffer size as they 
offer less queue space for jobs. From such observations, we can safely conclude that 
aggregation is preferred in a system of identical machines. However, its performance 
deteriorates significantly with the increased machine load level.
For the non-identical machine case, again higher machine loads result in higher 
flow-times. However, contrary to the previous case, the deterioration of the flow­
time performance is greater for the aggregation case than the disaggregation case and 
this situation makes the disaggregation approach better than aggregation especially 
under high system toads. As seen in Table B.6 the difference between the aggregation 
and disaggregation increases for the favor of disaggregation as the levels of ML and 
APTR increase. The reason for that is that total processing time under aggregation 
is somehow higher because of processing five operations out of six on alternative 
machines whereas the disaggregation assures that each operation is processed on 
the corresponding ideal machine. This means that the system is more loaded under 
aggregation approach.
It is interesting to note in the aggregation case that under the high ML and high 
APTR levels, the system gets overloaded and therefore is unable to reach a steady- 
state. However, disaggregation case handles the situation without being overloaded 
as the jobs operations are dispatched to all the machines instead of only one.
For the basic model (Model 1), under all conditions, the large buffer capacity 
case performs better than the low size case. This is due to more capacity allocated 
to local buffers that reduce waiting times in central buffer and cause less reroutings.
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In the aggregation case, no blockings are noticed because of the availability of AG Vs 
and an ample capacity of input buffers. However, in the disaggregation case, flow 
time increases with machine load. This is due to more jobs waiting in the previous 
output buffers. This certainly causes more blockings. Moreover, blocking times 
increase with lower buifer sizes as less capacity (i.e. less vacant places) becomes 
available.
4.1.2 Model 2 (Sequence flexibility model)
In the previous model we assumed that no interchange of operation sequence is 
allowed. In Model 2, this assumption is relaxed.
Sequence flexibility (SF) does not affect the aggregation case as the sequence of 
the operation of one job on the same machine does not change the performance of 
the system and hence the aggregation results for the basic model are still valid for 
Model 2. On the contrary, it positively affects the disaggregation approach due to 
more freedom of choice between the operations to be processed at a certain point of 
time according to the availability of machines rather than a single dedicated machine 
in the basic model. Therefore it allows higher machine utilization and shorter flow- 
times. The detailed results of Model 2 are presented in Table B.2.
At the low load level for identical machines, SF improves the system performance 
slightly but aggregation is still better than disaggregation (Figure A.2 and A.6). At 
the high load, however, the disaggregation approach starts performing better. In 
fact, at the low load level, the jobs in the system have more available space to be 
allocated to and machines are less busy, however, at high load, less space is available 
and machines are busier. Thus, having flexibility at the low load level does not help 
much to improve the system performance, however it is more effective at the high 
load level. This fact is seen from the better performance of the disaggregation case 
at machine high loads.
For non-identical machines, disaggregation case is better for each APTR level. 
The difference between these two task allocation policies increases as load and APTR 
increases until the system gets more loaded (Table B.6). The superiority of disag­
gregation over aggregation is mainly due to the significant reduction in input buffer 
waiting time and central buffer waiting time. This decrease is a direct result of
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flexibility that gives more freedom of operation sequencing, thus, not allowing jobs 
to wait as much as in Model 1 and hence reducing flow-time. In that regard, for 
non-identical machines case, the sequence flexibility becomes a crucial factor that 
works in favor of the disaggregation approach.
Again, under sequence flexibility, large buffer sizes improve the system perfor­
mance over the small buffers as the basic model case. This is due to more space avail­
ability for jobs in input queues which eventually reduces waiting time and reroutings 
to central buffer area.
To summarize, the sequence flexibility is not beneficial to the aggregation case 
and the same performance of the basic model is still recorded. However, in the disag­
gregation approach, the operations exchange sequence according to the availability 
of machines and buffer space and therefore improve the FMS performance.
4.1.3 Model 3 (Routing flexibility model)
In Model 1 we assumed that the operation routings are pre-planned and fixed. 
We now relax this assumption and make the routing of the job operations subject 
to change according to the machine availability at that time without altering the 
operation sequence.
Contrary to sequence flexibility, routing flexibility (RF) provides benefits for both 
the aggregation and disaggregation approaches by allowing the processing of the 
operations on alternative machines rather than on ideal ones. Thus, the flow-time 
performance is expected to improve under both the aggregation and disaggregation 
approaches. The detailed results of Model 3 are presented in Table B.3.
For identical machines, under both approaches the performance of the system 
improves, however, aggregation still performs better than disaggregation under all 
conditions (Table B.5). In fact, the improvement in the disaggregation case due to 
routing flexibility was not sufficient enough to make the performance better than 
aggregation (Table B.6).
For non-identical machines, aggregation is still better than disaggregation for the
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low load and APTR conditions. However, at the high APTR levels, the disaggrega­
tion performs better than aggregation and the difference between both approaches 
increases with the increase in ML and APTR. In fact, at the low load level, the need 
for dispatching to an alternative machine is too low due to available space in queues, 
however, as the system gets more loaded, less space is available and the jobs resort 
more and more to alternative machines making more use of the routing flexibility 
than at the low levels. This implies that as in the sequence flexibility case, routing 
flexibility is more effective at the highly loaded systems rather than lightly loaded 
ones.
An interesting result is that the low buffer size models outperforms the high 
buffer size models under all conditions (Figure A.3 and A.7). The only exception 
is noticed when the system is overloaded at very high ML and APTR levels. This 
observation is difficult to interpret because of the interaction of multiple factors 
during simulation runs. But it is mainly due to the multi-channel versus single­
channel performance in queuing networks. In the next chapter, we will provide 
more detailed explanations about this observation.
The routing flexibility which is the main feature of Model 3 reduced significantly 
the flowtimes relative to Model 1. It enabled the system to overcome the congestion 
problems faced previously but didn’t give a clear advantage to one approach on the 
other.
To summarize, unlike the sequence flexibility, the routing flexibility improved 
the performance of both approaches. Its effect is greater at high system loads i.e. 
at high ML and APTR levels. Moreover, the models with tow buffer size took more 
benefits from RF than larger ones.
4.1.4 Model 4 (Routing and sequencing flexibility model)
In Model 4, both assumptions are relaxed. Hence, jobs can now resort to be pro­
cessed on alternative machines and operations among the same job can have different 
sequences according to the actual situation of the system. The detailed results of 
Model 4 are presented in Table B.4.
Under all conditions, the combination of both routing and sequencing flexibility
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yields better results as compared to the models under each flexibility alone (Figure 
A.4 and A.8).
As the sequence flexibility just changes the order of the operations of one job, 
aggregation results in Model 4 are similar to those of Model 3.The low buffer size 
models still outperform the high buffer size models similar to Model 3. The same 
interpretations mentioned above are still valid for this model as well. For identical 
machines, the aggregation model outperforms disaggregation (Table B.6). For the 
non-identical machines, disaggregation performs better than aggregation and the 
difference between them increases with the high ML level and APTR. The aggrega­
tion case is overloaded at very high ML and APTR levels. The previous explanations 
and suggestions still apply for this model.
As compared to Model 2 and 3, the flowtimes slightly improve (Table B.5). This 
is due to the contribution of both flexibility types. RF provides alternative machines 
whereas SF provides alternative sequences to process the operations of one job. Thus 
the effect of one flexibility in the presence of another won’t be as significant as in 
a single flexibility case. In other words, adding routing/sequence flexibility to se- 
quence/routing flexibility will be beneficial only when the first introduced flexibility 
is unable to reroute the job to another machine/change its sequence.
4.1.5 Results of the medium aggregation level
In the previous section we have analyzed the behavior of the system under total 
aggregation and total disaggregation approaches for different experimental factors. 
However, real life systems may not operate under such extreme conditions. They 
may have so called a medium aggregation level. This level may differ from system 
to system according to its hardware characteristics, as well as the job requirements.
In this section, we consider a medium aggregation level such that the half of the 
operations of the job are assigned randomly to a machine whereas the other half 
is assigned to another one. In this case, the sequence flexibility will refer to the 
ability of exchanging the sequence of the two halves of operations of the same job; 
the possibility to process the second bunch before the first one. Routing flexibility 
will refer to the ability to process one bunch of operations on an alternative machine
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instead of the ideal machine. The other factors are implemented in the model easily 
by altering some parameters values similarly to the previous cases.
The results of the experiments under this new setting are presented in Tables 
B.7 and B.8. In Model 1, the medium aggregation level performs better than the 
other extremes under high load and identical machines or under medium APTR and 
low ML. But as the ML and APTR increase, the disaggregation gets better than 
other approaches.
In Model 2, medium aggregation performs better than others under medium and 
low ML for identical machines and for low ML and medium APTR level. Again 
when APTR and ML increase, the disaggregation performs better than others.
In Model 3, even though the performance of the medium aggregation case is 
very close to the aggregation case especially at low and medium ML, it does not 
yield better performances than the other cases. In fact, this case is close to the 
aggregation case because for each job, two machine dispatching decisions have to 
be taken whereas it is only once for the aggregation case. This is not the case for 
disaggregation because six dispatching decisions have to be made.
In Model 4, the medium aggregation case shows better performance than the 
other cases under most factor combinations. The medium aggregation case per­
forms differently than the other cases because it is situated between aggregation 
and disaggregation. In other words, it makes use of routing and sequencing flex­
ibility more than aggregation but less than disaggregation does. The alternative 
processing time ratio contributes in increasing the flow-time in such a case more 
than disaggregation but less than in the aggregation case. The materials handling 
time is less than disaggregation but higher than aggregation. In that way, these 
factors interact at their different levels to make the medium aggregation case per­
form better or worser than the other cases. Similar to other cases, the medium 
aggregation case is overloaded under high APTR levels, particularly under Models 
1, 2 and 3 which is shown by the dark area in Tables B.7 and B.8.
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4.2 ANOVA Results
The need for random number generation is indispensable in almost any simulation 
study. Therefore, the output of any simulation run is considered to be random. 
Thus, it is necessary to determine if the performance differences are statistically 
significant. We perform multiple comparisons between the mean flow-times (our 
considered criterion). For that purpose, we use the SAS package [31] to implement 
ANOVA F-test to indicate whether the means are significantly different from each 
other.
The analysis of variance (ANOVA) for the flow-time performance measure is 
given in Tables B.9, B.IO, B .ll, B.12, B.13 and B.14. In these tables, the source 
is considei’ed to be significant if it has a probability value smaller than 0.05 in the 
column named as ” Pr > F” . Blocking factor is also included in the ANOVA models 
to assess the effects of variance reduction (e.g. Common Random Numbers (CRN)) 
in the simulation experiment.
Since the system is overloaded at very high machine load (85%), some simulation 
runs under such high factor combinations especially at high APTR levels do not 
represent a steady-state performance, the flow-time results are very large relative to 
the other found results. Thus, to avoid misleading ANOVA results, we decided not 
to include these runs in our statistical analysis.
As expected, ANOVA test for the entire results indicates that all the main factors 
and two-way interactions are significant whereas just those interacting with buffer 
size are not (Table B.9). As seen previously, TA, ML, APTR, SF and RF showed 
to affect significantly the performance of the FMS.
As expected, the TA factor is significant. The performance of the system differ 
according to the task allocation approach. However, through our study, we inves­
tigate certain experimental conditions under which an approach may outperform 
another. The effect of TA on the system is quite complex. The complexity emerges 
from the different effects of the factor on different portions of the flowtime. For 
instance, the disaggregation causes higher transportation times whereas the aggre­
gation assures in general less central buffer waiting time. Another complexity comes 
from the interaction of this factor with the other factors. In the ANOVA result, 
the TA interacted with all the other factors except the buffer size. To analyze the
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interaction of each level with these factors, we will conduct later an A NOVA test 
for each approach separately.
The ML and RF factors are found to be significant. ML certainly increases the 
processing time and consequently the flow time. R,F improves the system perfor­
mance by allowing the operations to exchange machines and avoid waiting times. 
SF factor is also sigiiificaiit. In fact sucli an observation needs more analysis ¿is
we know that SF does not improve the performance of aggregation approach.The 
buffer size factor is found to be insignificant in spite of its effect on the flow-time in 
most cases. The reason for not finding the Q level significant is that the buffer size 
increase may reduce the flow-time in Model 1 and 2, whereas it makes the flow-time 
higher for Model 3 and 4. Also for all cases, the RF interacts with ML. In fact, 
RF improves the system performance at higher ML rather more at low ML levels, 
because in latter case, jobs do not resort to being processed by alternative machines 
but rather finds vacant space in the input queues. RF also interacts with Q, this can 
be observed from the results as in the absence of routing flexibility, higher buffer size 
models perform better whereas under full routing flexibility, low buffer size models 
perform better.
Among the main factors, only buffer size appears to be insignificant. However, if 
we take each model separately, we can notice that Q is a significant factor. This is 
due to the positive effect that Q has in Models 1 and 2 and negative one in Models 3 
and 4. Moreover, the buffer size factor does interact only with RF (Table B.9). The 
results indicate also that disaggregation and medium aggregation task allocation 
levels appeared to be not significantly different from each other. Due to the large 
number of factor level combinations and the complexity of interactions we judged 
such an observation to be very general and not satisfactory for the full understanding 
of the interactions of the factors and their effects on the system performance.
We go further and analyze each model alone (Table B.13 and B.14). At that 
stage, the factor Q appeared to be significant in Model 1, 3 and 4, but not in Model 
2. In fact, the flow-time increases with higher Q for the basic model, but it decreases 
for the Model 3 and 4. Model 2 showed a slight increase in flow-time with higher 
level of Q, but statistical analysis showed that it is not significant. This supports 
our previous observation of the existence of an interaction between RF and Q in 
the three cases. Looking at the graphs in Figure A. 10, we can observe clearly the 
average effect of each factor level on each of the models considered.
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We have then conducted the ANOVA analysis on each case alone to look at the 
interaction of each factor with the task allocation. The results are shown in Tables 
B.IO, B .ll  and B.12 and the flow-time of each case is plotted against each factor 
level to show its significance degree (Figure A.9).
The results in Table B.IO showed that for the aggregation case, the main factor 
effects are significant except the sequencing flexibility (SF) and buffer size (Q). In 
fact, the SF does not improve the performance of the system at the aggregation case 
as it simply changes the order of the operations of the same job on the same machine. 
In practical terms, this implies that the system performance changes significantly 
with ML, APTR, RF increase. Examining two-way interactions we can note that, 
RF interacts with APTR, ML and Q. With higher APTR, ML and Q, the flow-time 
increases. APTR and ML interact as the higher the alternative processing time 
ratio and the ML, the higher the extra processing time incurred and therefore is the 
average flow-time. Other two way interactions are not significant whereas three-way 
interactions are difficult to explain whenever significant.
The results in Table B .ll showed that in the medium aggregation case, all main 
factors are significant except the Q factor because of the already mentioned reasons. 
This implies that the system performance can be improved by effectively utilizing 
flexibilities. ML and APTR will certainly increase the flow-time under all experi­
mental conditions. In this case, the SF interacts with all the other factors except 
with Q. RF and SF improve significantly the system performance as it is found 
that at Model 4, medium aggregation case outperforms the others. Under sequence 
flexibility, the job operations may be processed under another machine that may be 
unideal for all operations causing higher processing time which increases with higher 
APTR as well as higher ML. APTR interacts with ML as the extra processing time 
increases in such a case. APTR also interacts with RF as under routing flexibility, 
the processing time on alternative machines increases with APTR.
The results in Table B.12 showed that in the disaggregation case, all main factors 
are significant except APTR and Q. Looking back to the results in Table B.5, we 
can observe that in this case, higher APTR causes a slight change in the flow-time 
even under routing flexibility as the priority is always given to the ideal machine. 
The sequence flexibility is more effective in this case as it allows the exchange of 
the sequence of the whole six operations of each job. The RF interacts with SF 
and contribute significantly in improving the system performance and particularly
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to make it perform better than aggregation case. SF is more effective at high 
ML levels as at such tight factor, the operations are more likely to exchange their 
sequences to improve the system performance.
Our ANOVA test confirmed our previous observations of the significance of the 
factors under study. The task allocation factor seems to affect the performance of 
the system. RF improves the flowtime significantly and helps the system to stabi­
lize. SF also improves the flowtime for the disaggregation and medium aggregation 
approaches, but not for the ciggregation approach. ML and APTR high levels de­
teriorate the performance of the system performance under all conditions. Buffer 
size performance depends on the RF level. At no routing flexibility, higher buffer 
size models perform better whereas under routing flexibility tow buffer size models 
perform better.
Chapter 5
Sensitivity Analysis
Up to now we have investigated the effect and the interaction of a variety of exper­
imental factors. Under certain conditions the disaggregation approach shows to be 
better whereas under other conditions the full aggregation and disaggregation are 
better. However, the real manufacturing systems are not as simple as we considered. 
In most cases, the machines need some setup time to load and unload the parts, they 
can be also subject to frequent breakdowns depending on their reliability. More­
over, our early assumption for the exponential processing times may be subject to 
unrealism if the distribution falls to be different. We have also assumed SPT as the 
machine scheduling rule for our system. This factor may affectthe performance of 
the system whenever changed.
For these reasons, we will test the sensitivity of the previous results to vari­
ations in the system conditions such as including setup times, including machine 
breakdowns, using different processing time distribution and using other machine 
scheduling rule.
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5.1 Including the setup time
We have previously investigated some cases where the disaggregation and the 
medium aggregation approaches give better performances than the aggregation ap­
proach. However, the main argument behind the superiority of the aggregation ap­
proach is that it requires considerably less setup times than the others. Until now, 
we have assumed that the setup time is negligible or as included in the processing 
time and simply approximated to zero. In fact, the tendency in flexible manufac­
turing systems is to reduce the setup time to the minimum, however, practically it 
can never reach to zero.
Here in this section, we will include the setup time in our model and observe its 
behavior under such conditions. The setup time may be composed of three main 
components: tool exchange time, machine loading time and machine unloading time. 
Бог the first component, as the tool required for the operation can be known from 
the next job waiting in the input buffer it can be considered as an external setup 
portion. We may also assume the tool exchange time to be a part of the processing 
time as it is usually required before each operation independent of the approach 
used. The machine loading time is incurred before the job is loaded on the machine 
whereas unloading time after the required operations are accomplished. Thus, in 
our model we combine them in a machine L/U time. This time will be incurred 
once under aggregation approach, twice under medium aggregation approach and 
six times under disaggregation approach. In other words, it will be relatively in 
favor of total aggregation approach.
At this stage, we introduce setup time as an experimental factor where it occurs 
before each job being loaded on the machine. This factor can be either 0 or 1. At 0 
level, a negligible setup time is considered, whereas at 1 level we have a significant 
setup of an average of 10% of the processing time exists.
From such an implementation of setup time, it is obvious that disaggregation case 
will be more negatively affected than total and medium aggregation cases. In fact, 
the results presented in Table B.20 and B.19 indicate that at certain experimental 
design points, the latter two cases outperform disaggregation.
Separately, In Model 1 the aggregation performs better at low ML and APTR
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levels, however, at higher levels the medium aggregation and the disaggregation per­
form better. In Model 2, medium aggregation performs better at low APTR, whereas 
at higher level the disaggregation is better. This is mainly due to the limited effect of 
sequencing flexibility on the aggregation and medium disaggregation as compared to 
the disaggregation approach. In Model 3, the aggregation approach performs better 
than the other approaches under low buffer size, however, the medium aggregation 
and disaggregation outperforms it for large buffer sizes as the system load increases. 
In Model 4, aggregation performs better at low ML whereas medium aggregation 
performs better at higher loads.
The detailed results of the flow time performance of the system under setup 
consideration are jDresented in Tables B.15, B.16, B.17 and B.18 corresponding to 
Model 1, 2, 3 and 4, respectively.
As the setup time is equivalent to having a higher machine load, some of the 
studies in the literature model the setup time as a portion of the processing time. 
However, in our study, the setup time differs significantly in duration according to 
the aggregation approach analyzed. Thus, if we look at each approach indepen­
dently, we can observe that the effect of setup time is similar to the effect of the 
increased ML. Setup time caused higher flow times than no setup case, especially 
under disaggregation approach. The system starts to be overloaded at he high ML 
and APTR levels and the flow time increases sharply under such conditions.
Table B.21 and B.22 present the increase in flow time caused by setup time 
consideration. It is obvious from these tables that higher ML and higher APTR 
cause the system performance to deteriorate similar to the no setup case.
Figure A.20 shows the effect of experimental factors on the flow time performance 
for each model. It is observed from Figure A.20(a) that for all models, increasing 
ML will cause higher flow times. Increasing APTR also has similar effect for all four 
models (Figure A.20(b)). Figure A.20(c) shows the effect of buffer size on flow time. 
Similar to previous observations, the high Q level performs better at Model 1 and 2 
whereas low Q level performs better at Model 3 and 4. The exception occurs at the 
overloaded cases, where under such conditions the low buffer models performance 
deteriorate sharper than high buffer models.
Figures A .11, A .12, A .13 and A .14 show a detailed comparison of the effect of 
ML on each model for different APTR levels. Comparing these figures with their
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analogue for the non setup case (Figure A .l, A.2, A.3 and A.4), we can note that 
the patterns of increase due to higher ML are similar. However, it is clear that 
disaggregation performance deteriorates more than other approaches under setup 
time consideration.
Figures A .15, A .16, A .17 and A .18, show a detailed comparison of the effect of 
APTR on each model for different ML levels. Comparing these figures with their 
analogue for the no setup case (Figure A.5, A.6, A .7 and A.8), we can also note that 
the patterns of increase due to higher APTR are similar. Just higher flow times are 
incurred specially for the disaggregation case.
ANOVA output of the entire results is presented in Table B.23. As all flow times 
increased when including setup in our experiment, the table showed that the setup 
time is a significant factor. This observation is supported by Tables B.21 and B.22 
that show always a positive difference (increase) in flow time due to setup time. 
Looking at two-way interactions, as expected we found that ST interacts with task 
allocation factor where the effect of setup time consideration on the performance of 
the system is higher for the disaggregation models than the medium aggregation and 
total aggregation models (Figure A.21 (d)). SF interacts with ST where no sequence 
flexibility models show a higher increase in flow time than sequence flexibility models 
when considering flow time (Figure A.21 (b)). Also, ML and APTR interact with ST, 
the higher the ML or the APTR level, the higher the flow time increase. However, at 
the overloaded cases, the performance of the system may differ in behavior (Figure 
A.21 (c) and (e)). ST does not interact with Q factor, in general the effect of ST 
is lower for larger buffer sizes in Model 1 and 2 whereas, it is less for small buffer 
sizes in Model 3 and 4. These results are only appropriate for normally loaded 
systems (Figure A.21(f)). The behavior of the system changes and extreme results 
are obtained which bias the ANOVA results obtained at the overload cases. Also, 
the non-interaction observation of ST and RF should be analyzed further.
If we compare the effect of setup on non-routing flexible models with that on 
routing flexibility models, we notice that the latter performance is less affected by 
setup time consideration, however, when overloaded, the system performance deteri­
orates significantly (Table B.20 and B.19). In those cases, a counter intuitive result 
is observed: RF model performs worse than the basic model under disaggregation 
approach. The reason behind such a behavior is that RF models reroute the jobs 
to other alternative machines when the system gets highly loaded. As the APTR
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level gets higher, the processing time on these machines increase and consequently 
the system performance deteriorates with RF.
5.2 Including machine breakdown
A major source of congestion in FMSs is machine breakdown. At this stage we will 
include machine breakdown as an experimental factor to our study.
As we expect the failure time to be dependent on the machine busy time since the 
last repair, we model machine breakdowns by the busy-time approach. According 
to this approach a random up-time is generated from a busy time distribution. The 
machine operates until its total accumulated busy processing time reaches the end 
of this up-time. At that time it fails for a random down-time (repair time), after 
which an up-time will be again generated and the machine returns to processing the 
left job before breakdown for its corresponding remaining operation time.
In the absence of real data. Law and Kelton [19] recommend a Gamma distribu­
tion with shape parameter of 0.7 for busy time distribution and 1.4 for down time. 
The scale parameters of both distributions are related by an efficiency coefficient e 
inversely proportional to the breakdown time ratio. Efficiency e is defined to be the 
long-run proportion of potential processing time (i.e. parts are present and machine 
not blocked).
e =
+ [J-D
where stands for the long run mean time between failures and hd stands for 
the long run mean down time.
In this framework, a breakdown measure is set according to the level of efficiency. 
In that way, in our model we will deal with two levels of efficiency (e): 100% and 
95%. In fact, the system studied starts to be overloaded in a significant manner 
if we consider lower efficiency levels because of the above mentioned definition of 
efficiency.
Even though the scale parameters of the distributions are related, their exact
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values are still to be specified. In a recent study by Sabuncuoglu and Karabük [29], 
the authors note that the system performance deteriorates as the efficiency level 
drops and that longer mean duration of breakdowns for the same efficiency level have 
more negative effects on the system performance than the shorter duration. This 
means that major machine breakdowns have more severe impacts on the system 
performance than frequent minor breakdowns with quicker repair times. As the 
system studied is highly loaded, it may not reach a steady state if major breakdowns 
are considered. Thus, in our experiments, we use 95% efficiency with 190 time units 
of mean busy time and 10 of mean down time levels whereas 100% efficiency stands 
for the no breakdowns case.
Under machine breakdowns, machine stoppage occurs and jobs have to wait for 
longer times in queues (Central buffer or input local buffer) or have to be rerouted 
to other alternative machines if allowed. The detailed results for the experiment 
under machine breakdowns are presented in Tables B.24, B.25, B.26 and B.27.
Flow time results are shown in Tables B.28 and B.29. The results indicate that in 
Model 1, aggi’egation performs better than others under low load but disaggi'egation 
performs very effectively at the high system load.the aggregation approach is the 
best in general. In Model 2, the medium aggregation performs the best under most 
of the experimental factor combinations. However, disaggregation is a policy at very 
high loads and large buffer sizes. In Model 3, the aggregation approach is the best in 
general. But as system load increases, the medium and disaggregation approaches 
becomes better than aggregation. In Model 4, the medium aggregation approach 
performs better than others at low loads but the disaggregation becomes better at 
high load.
In Model 1 where no flexibility exists, during machine breakdown, the jobs have 
no other alternatives other than waiting in the queues. Under aggregation approcich, 
if the dedicated machine is down, the job has to wait in the input local buffer or in 
central buffer if no space is available in the input queue until the machine is fixed. 
Otherwise, if the dedicated machine is operational, the job is processed as planned. 
Under disaggregation approach, some of the operations that can be processed by 
other machines prior to the down one are done, whereas the remaining operations 
have to wait. Under the medium aggregation approach, the job may have the half 
of its operations waiting for the down machine to be fixed if it is dedicated to 
it, otherwise it will be processed completely. Figures A.22 and A.23 show that for
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Model 1 disaggregation starts to perform better in non-identical machine cases. This 
is because the disaggregation performance is slightly affected by APTR increase (at 
non overload cases) contrary to the other approaches.
In Model 2, sequence flexibility is allowed. Such flexibility allows only the ex­
change of the order of operations but not the machines, hence, under aggregation 
approach whenever a machine is down, all operations of the job assigned to it have 
to wait until it is up again. Thus, sequence flexibility does not help the aggrega­
tion to resist better to machine breakdown. Under disaggregation approach, the 
operations may change sequence and therefore the operations that are assigned to 
available machines may have a relative priority on the ones assigned to down ma­
chines. Under medium aggregation approach, the operations are aggregated in two 
sets. The sets may exchange order according to the availability of the machines, 
hence, SF improves the performance of this approach to a certain extent.
In Model 3, routing flexibility is allowed. For the aggregation approach, all the 
operations of the job are rerouted to another machine if the assigned one is down. 
Under disaggregation approach, the operations that are assigned to down machines 
may be routed to other available machines. Under medium aggregation approach, 
the operation sets may change machines if they are down. In this Model, the job 
operations can be completed without waiting for the assigned down machine to be 
up again. Figures A.24 and A.28 show the performance of the different approaches 
under routing flexibility.
In Model 4, routing and sequence flexibility are allowed. It is clear that the least 
effect of machine breakdown occurs under this model. Tables B.30 and B.31 confirm 
such an observation. They indicate positive differences (increase) in the flow time 
of the system for all models as its efficiency decreases. It is due to the variety of 
alternatives that the job may have which compensate the machine breakdown effect. 
Figures A.25 and A.29 show that medium aggregation manages to outperform the 
other approaches specially under high ML and APTR.
From previous observations, aggregation continues to perform better than disag­
gregation at low ML even under flexibility. This due to the fact that the jobs resort 
to alternative machines or different sequences only if there is no space available in 
the buffer of the dedicated machine. Similarly, in the machine breakdown case, the 
jobs continue to accumulate in the queue even though the machine is down until no 
space is available. By that time, newly dedicated jobs will start getting benefits from
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the flexibility opportunity. Thus, at low ML the local buffer length is usually low. 
This means that there is a high probability that an arriving job will find a space in 
that queue and therefore aggregation performs better than other approaches. How­
ever, at high load, the system gets more benefits from flexibility and disaggregation 
starts to outperform the aggregation approach.
The latter two observations are confirmed by Tables B.30 and B.31 that show 
an increase in the flow time due to the decrease in the efficiency of the system.
ANOVA results are presented in Table B.32. All factors were found to be sig­
nificant which confirms support our previous conclusions. The only exception was 
the buffer size factor since the effect of Q differs according to the model studied. 
As expected, the efficiency factor has an interaction with all the studied factors. In 
other words, its effect is amplified with the increase in the other factors such as ML 
and APTR or its effect lessens with the decrease in RF, SF and Q (Figure A.32).
Figure A.31(a) shows clearly that the flow time increases with higher ML for all 
models. Figure A.31(b) shows that it also increases with higher APTR levels. The 
effect of buffer size is similar to no breakdown case, however, it is interesting to note 
that due to routing flexibility and very high system load, the flow time performance 
deteriorates and large figures are obtained which makes the small buffer size performs 
worse than large buffer size at Model 3 (Figure A.31(c)).
Figure A.30 compares the effect of experimental factors for each aggregation 
approach under breakdown consideration. The effect of SF is higher for medium and 
disaggregation approaches as expected. The RF in general improves the performance 
of all approaches. However, at overload the RF causes a counter-intuitive result 
under medium and disaggregation cases. The increase in ML and APTR affect 
more the aggregation and medium aggregation cases.
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5.3 Considering other processing time distribu­
tions
We also test the sensitivity of results to processing time distribution. In practice, 
processing times used in scheduling algorithms or other decision making mechanisms 
are estimated by engineers, foremen, etc. Unfortunately, these estimated values and 
distributions are subject to error due to the stochastic variations in machining con­
ditions, worker performances, tools and materials etc. Such a variation may have 
an impact on the FMS performance. Unlike machine breakdowns, these variations 
do not instantaneously interrupt the system operation, but rather their effects ac­
cumulate over time.
Even though a variety of simulation studies are using exponential distributions 
to simulate the processing times, a major criticism is that such a distribution may 
generate very small values. Moreover, using exponential distribution makes the ex­
perimenter unable to control its variance as it is the case for some other distributions. 
At this stage, we will study the effect of using a processing time distribution other 
than the exponential distribution. It is suggested that we test our system under 
Normal processing time distribution.
The detailed results of the flowtimes performances under the Normal distributed 
processing times are shown in Tables B.33, B.34, B.35 and B.36. Also a summary 
of the results of the four models is presented in B.37 and B.38.
The Tables B.39 and B.40 show the difference between the flowtimes of the four 
models under Exponential and Normal distributions. We can observe that the per­
formance of the disaggregation approach improves with the Normally distributed 
processing times. To get an insight about the major cause behind such an obser­
vation we have to look at the characteristics of each distribution. In fact, contrary 
to the Normal distribution. Exponential distributions are known to generate ex­
treme random numbers that may be very large or very low. Such values affect the 
performance of the system.
In the aggregation approach, machines process the six operations consequently
which is equivalent to processing an operation of Erlang distribution with six times
the mean as scale parameter and 6 as shape parameter. It is known that as the
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shape parameter gets larger, the Erlang distribution becomes more symmetric and 
tends to be Normal. That is why, the difference between the flowtime under both 
assumed distributions is relatively smcill. On the other hand, the disaggregation 
handles each oiDeration separately. Large and small processing times may occur 
which causes more variations in the system and deteriorate its performance.
Figures A.33, A.34, A.35 and A.36 show a comparison between the performance 
of the task allocations under different levels of ML, APTR and Q for each model 
separately. They all show that the system performance follows almost the same 
pattern under both distributions with a larger difference under disaggregation case.
From the ANOVA results in Table B.41, we can observe that the BIST factor is 
significant. This implies that having processing time distribution as Normal rather 
than Exponential produces significantly different flowtime results. This implies that 
our model is sensitive to the distribution variation.
As already found, RF, SF, APTR, ML and Q are still significant factors which 
confirms that the system performance still have the same pattern under the Normal 
distribution. TA is also a significant factor. The task allocation approaches perform 
different from each other simitar to the model with Exponential distribution.
Now looking at the two way interactions we can notice that BIST factor inter­
acts only with TA and RF. This means that using Normal distribution for processing 
times affects task allocation approaches differently. This confirms our early observa­
tions. In fact, the disaggregation seems to be more affected by such processing time 
variation. The aggregation and medium aggregation approaches perform slightly 
different under the Normal distribution compared to the exponential one, whereas 
for disaggregation approach, the system performs significantly better. Also BIST 
and RF interact together. With routing flexibility, the difference among both mod­
els decrease under all conditions. However, the BIST factor seems not to interact 
with the rest of the factors. This implies that the variation in the processing time 
distribution effect is not amplified with the change in other factors.
We go further in our study and test our model under a Normal processing time 
distribution with a 0.1 coefficient of variation (CV). The results of the different 
models are presented in Tables B.42 and B.43. With lower CV, the performance 
of the system improved. The improvement is more significant in the disaggregation 
case. The difference in between the ffowtime performance under under coefficient of
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variation levels is presented in Tables B.44 and B.45.
According to Figure A.38(a) and (b), we can observe the effects of SF and RF 
on the various task allocation approaches. We can see that under both coefficient 
of variation levels the system performs in the same pattern, i.e. the flowtime 
decreases under higher flexibility levels. Similarly in Figure A.39, the difference 
between models operating under different CV levels is not affected by the change in 
the other experimental factors which means that CV does not interact with the rest 
of the factors.
To summarize, the disaggregation approach seems to be more sensitive to pro­
cessing time distributions than the other approaches, flaving a Normally distributed 
processing time improves the performance of the system compared to the Exponen­
tial one whereas the other approaches performed slightly different. Also, disaggre­
gation approach showed to be more sensitive to the variation in the processing time 
variance, whereas the other approach performance didn’t differ significantly with 
the change in the coefficient of variation.
5.4 Considering other machine scheduling rule
Through our study, we used shortest processing time (SPT) as the machine schedul­
ing rule (SCH) in the system. In fact, most of the literature agree that SPT is one 
of the best rules to minimize mean flowtime criteria. In this section we relax the 
assumption of SPT rule stated above and use Least Work Remaining (LWKR) rule 
instead. This rule gives priority to the job with least processing time remaining to 
complete the job.
Results of the simulatin runs are given in Tables B.46, B.47, B.48 and B.49, 
whereas flowtime results for different models are presented in Tables B.50 and B.51. 
We observe that the aggregation approach perform similarly under both scheduling 
rules. As all operations are aggregated on a unique machine, processing time on 
that machine is equivalent to the remaining processing time, therefore, both rules 
give similar results.
For the medium and disaggregation cases, the SPT performs better than the
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LWKR under all experimental conditions. The system performance deteriorates 
more for disaggregation approach (Table B.52 and B.53). This is mainly due to 
the higher number of local buffers visited under such approach and consequently, 
the jobs are ordered according to the LWKR six times whereas they are ordered 
only twice under medium aggregation approach. For that reason, the aggregation 
approach happens to outperforms the other approaches under more experimental 
conditions than it used to be under SPT.
The ANOVA results presented in Table B.54 confirm our previous observations. 
The scheduling rule factor (SCH) is significant, which means it affects the perfor­
mance of the system. In our case, switching from SPT to LWKR increases the 
mean flowtime. The SCH factor interacts with the SF, APTR, ML and TA fac­
tors. Looking at Figure A.40, we can observe that under sequence flexibility, the 
difference between both systems decreases significantly which implies that sequence 
flexibility absorbed the effect of SCH. Other observed interactions imply that under 
high system load, the system performance deteriorates more with LWKR than SPT. 
Figure A.41 shows the effect of the interaction of SCH with the rest of the factors 
on each approach separately. For the sake of clarity, the aggregation results were 
not shown as no change is observed. They all confirm our previous results. Another 
observation to be noted is that under routing flexibility, the difference between the 
performance of both results decreases especially for the disaggregation approach.
To summarize, the results indicate that SPT rule outperforms the LWKR under 
all conditions. The aggregation approach is not affected b}'^  such a variation whereas 
disaggregation and medium aggregation approaches seem to be sensitive to the ma­
chine scheduling rule. An interesting observation is that even though SPT is better, 
the routing and sequence flexibilities reduce significantly the effect of scheduling rule 
on system performance.
Chapter 6
Discussion
From the results obtained, we can conclude that using the aggregation approach 
in FMS environment is not always the best practice. Even though this conclusion 
seems to be counter-intuitive, it is so because the claim of superiority of aggregation 
presented by Kusiak [17] is based on number of setups reduction point of view which 
ignores the other capabilities inherent in FMS. It is also shown in this study that 
under certain experimental factors, a medium aggregation level may perform better 
than both extreme aggregation levels.
In general, flexibility does not have a significant effect on the systems perfor­
mance with low machine loads and therefore under such experimental conditions 
aggregation still performs better than disaggregation. However, at higher machine 
loads, the effect of flexibility becomes more significant and reverse the performance 
of the task allocation approaches. The decrease in the mean flow-time can be at­
tributed to having less jobs waiting in the central buffer and to the access to more 
number of machines under total routing flexibility and a variety of process sequences 
in sequencing flexibility. However, when flexibility does not exist, jobs wait longer in 
local buffers or in central buffer until the dedicated machines become available. The 
medium aggregation case performs better under sequencing and routing flexibilities 
as these factors contributed in the reduction of the flow-time significantly.
We also noted that the system, particularly under aggregation and medium ag­
gregation cases, is overloaded under high load and high alternative machine ratios.
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Under these circumstances, the results are no more reliable as the system is no longer 
in steady-state. Thus, it is safe to simulate the system at low and medium machine 
load and reduce the high ratio level. In the disaggregation case, the system resists 
to higher loads more than the aggregation policy does.
It is also the flexibility that helped the system to avoid blockings and therefore to 
reduce flow-times in Model 2, .3 and 4. Blocking time is not a significant component 
of flow-time by itself, but its implications are quite important. The blocking needs 
a quick solution to make the system avoid other blockings and deadlocks. Thus, 
the jobs need to be redirected to central buffer to wait until an available place in 
the input buffer exists. This incurs higher waiting time in central buffers and more 
materials handling which can be observed in the disaggregation cases in (Table B .l).
Materials handling time, that are usually ignored in the previously stated litera­
ture, is almost similar with slight variation for each approach, in other words it does 
not differ significantly among aggregation, medium aggregation and disaggregation 
cases themselves (Table B .l). However, the importance of materials handling is be­
yond its own time as the implementation of AGV system may incur more waiting 
times in queues. To study the effect of materials handling on the system perfor­
mance more deeply, we may reduce AGV speeds to look at its effect at the high 
system load. It is noted that at low AGV speeds, the disaggregation will start to 
perform worse as it requires more transportation than the other cases do.
In general, smaller buffer sizes are more beneficial for disaggregation with Model 
1 and 2. However, with Model 3 and 4 large buffer sizes turned out to be more 
beneficial. This is reflected by higher differences between aggregation and disaggre­
gation flow-times in those models (Table B.6). At Model 3 and 4, the small buffer 
size models perform better than large buffer sizes, this result is due to our routing 
flexibility algorithm scheme.
This interesting result of having the low buffer size models outperform the high 
buffer size models under all conditions in the presence of routing flexibility (i.e. in 
Model 3 and 4) whereas it is not in the non routing flexibility cases, i.e. Model 
1 and 2 (Figure A .10). The only exception is noticed during the system being 
overloaded at very high ML levels and APTR levels, such an observation is difficult 
to understand because of the interaction of multiple factors during simulation runs, 
but it is mainly due to the priority given to the ideal machine queue regardless of the 
empty locations in other queues and even if the queues of other alternative machines
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Figure 6.1: Dispatching the jobs from central buffer to input queues
are empty (Figure 6.1). In that manner, increasing the buffer size will eventually 
increase the probability of meeting such a situation during the simulation of the 
system which is less efficient and leads to lower performance. By running some test 
runs for different buffer sizes, we noticed that under such operating conditions the 
higher the buffer size is, the longer the flow-time. This result may be exploited for 
further research to show the importance of low buffer sizes in improving the system 
whole performance which is one of the crucial ideas of JIT concept. However, when 
the system is highly loaded, the large buffer size models resist better than the small 
buffer size ones. This is caused by a higher capacity in the local buffers that causes 
less reroutings and therefore lower processing times as the job will resort less to 
alternative machines.
The practical implication of the results is that, at low ML and APTR levels, 
the aggregation approach usually have a quite good performance. Therefore, if the 
system studied will operate under low utilization and machines are identical, it is 
preferable to use aggregation as it is simpler to implement and schedule. In sequence 
flexibility case, under low and medium ML and APTR, the medium aggregation 
approach performs better, whereas having this approach is almost better under 
both flexibilities together (Model 4). The disaggregation case can be justified for 
the system which is operating under high load and non-identical machines exist with 
a single flexibility at a time. Under very high load and APTR, it is noted that this 
case resists better than the others and is able to process the jobs without being 
overloaded .
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When the set up time is considered, the system behavior does not change signif­
icantly and the same interaction patterns are still observed. The major difference is 
that setup time works in favor of aggregation approach and therefore the mean flow 
time under disaggregation increases significantly relative to other cases. At very 
high system load, the performance deteriorates and overload occurs. At that stage, 
a counter intuitive result is obtained. The routing model gave a lower performance 
than the non routing model. Looking at the reasons behind such an observation, 
we found that at very high load for disaggregation case, the system resorts more to 
alternative machines and therefore causes higher processing times that eventually 
worsen the system performance under such conditions.
Under machine breakdown consideration, the system performance deteriorates 
significantly. Under low load, the aggregation approach performs better whereas 
disaggregation performs better at high loads. Even though the routing flexibility 
helps the disaggregation approach significantly, at high APTR levels, a counter­
intuitive result is observed. More reroutings cause the operations to be processed 
by alternative machines with higher processing times which causes the system to 
be overloaded and therefore the performance of the disaggregation to deteriorate 
significantly. The same phenomena was observed when considering set up times. 
Aggregation continues to perform better than other approaches under low load. 
However, the disaggregation approach resists better to machine breakdown under 
high ML and APTR. Routing flexibility was beneficial to all approaches on the con­
trary to sequence flexibility that does not improve the performance of aggregation. 
However, at high system load under routing flexibility, the system operating under 
disaggregation approach becomes overloaded. This is mainly due to the rerouting 
that causes higher processing times on alternative machines. This is also the same 
observation noted under setup time consideration conditions.
Also, it was found that the disaggregation approach is more sensitive to varia­
tion in processing time distribution than the other approaches. Normal distribution 
model gave better results than the exponential models under this approach. This 
is caused by the extreme random numbers that are generated by the exponential 
distribution. On the other hand, the other approaches vary slightly from the expo­
nential models. The disaggregation approach is also more sensitive to the change 
in the coefficient of variation. The performance of the system under this approach 
improves more when the variance is reduced.
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We tested also our model under different machine scheduling rule: the shortest 
work remaining (LWKR). It was found that aggregation approach performs similar 
under both rules, whereas the medium and disaggregation approaches performances 
deteriorate significantly under this rule. An interesting result is that the effect of the 
scheduling rule factor is absorbed by routing and sequence flexibility and therefore 
the difference between the performance of the system under both rules decreases 
under high flexibility levels.
To summarize, the results that we obtained through our study differ significantly 
according to the experimental factor levels. None of the aggregation approaches is 
simply better. However, in general disaggregation and medium aggregation ap­
proaches outperform the total aggregation approach at higher loads and under con­
gestion conditions. Thus, our results call for more integration of process planning 
and scheduling to assure a better performance of the system situation. The pro­
cess planning should be more dynamic and dependent on the system rather than on 
the predefined constraints which is also the same tendency in recent task allocation 
literature [2], [18].
Chapter 7
Conclusion and Further Research 
Topics
From the previous analysis, we conclude that the flexibility factors play a major role 
in improving the performance of the system especially for the disaggregation case. 
In general, the aggregation approach handle better low loaded systems, however, its 
performance deteriorates relative to the other approaches as the system is loaded 
higher. The buffer size is also a significant factor as according to the flexibility of 
the system, its size effects significantly the flow time. Also, at very high load, the 
large buffer size helps the system to stabilize and continue to operate in a steady 
state. Routing flexibility alone may be a source of overload under high system load 
for disaggregation approach especially when including setup or machine breakdown 
to the model. This is mainly due to the increase in processing times of alternative 
machines.
The claim of tendency towards aggregation in FMS environment is based mainly 
on setup arguments thus, we worked on including this factor in our experimental 
design. However, we investigated that disaggregation still outperforms the other 
aggregation approaches under certain conditions.
This thesis should be interpreted with reference to the assumptions and experi­
mental conditions described earlier. There is definitely need for further research to
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test the effect of other experimental factors. One such condition is to test the effect 
of scheduling rules other than SPT and LWKR on the performance of task allocation 
approaches. Another research topic is to test the system under other medium levels 
of flexibility which will give the study a more realistic aspect as most of the FMSs 
are not working under extreme flexibility conditions. Extending our discussion to 
investigate the effect of partial flexibilities on aggregation and disaggregation ap­
proaches and their joint effect will be very interesting as in some of the literature, 
Benjaafar and Ramakrishnan [4], [5], a diminishing effect (Most of the benefits of 
flexibility are obtained by the first flexibility levels) is observed. This means that 
it is sufficient to test the system under lower flexibility levels to assure a similar 
performance.
In general, the medium aggregation approach performs quite good under most 
conditions relative to other two extremes. This may call for more research to study in 
details the effect of aggregation of job operations on the system performance. Upon 
such studies a general framework for job aggregation measure can be developed.
Moreover, there are other experimental factor testing opportunities that may be 
beneficial for the understanding of the behavior of difi'erent aggregation approaches. 
In fact, we are unconsciously dealing with a system of total machine flexibility 
where machines are considered to be fully multi-purpose ones, able to perform all 
operations. Therefore, enabling our study to work on total aggregation of operations 
of the same job on only one machine. Thus, we can work on a system with partial 
machine flexibility where each machine is able to perform a set of operations of each 
job. Also in our research we assumed no tool magazine constraint. Such a constraint 
may affect the performance of the simulation model. Thus, other extensions to the 
actual work may include such a factor.
Another alternative is to study the system under other routing algorithm scheme 
where the ideal machine has no priority on the other machines during the dispatching 
process. Such a policy will balance the load among the local input buffers regardless 
of the processing times incurred. It is expected to perform better than the cur­
rent policy under normal load, however its performance may deteriorate under high 
APTR levels as it resorts more to alternative machines and therefore causing longer 
processing times.
In addition to that we may be studying our system under different distributions 
of arrival times. The change in coefficient of variation may reflect the reality of
CHAPTER 7. CONCLUSION AND FURTHER RESEARCH TOPICS 46
changes in demand patterns, taking care of the difficulty of reaching steady state as 
variation increases. This can be easily made by running the models at arrival rates 
with different coefficient of variation. This implementation may not be in favor of 
disaggregation but will show an important advantage of flexibility.
Also our work can be extended to include other experimental measures other than 
average flow-time such as makespan and due-date performance measures. Intuitively, 
we may be able to predict the improvement of the system performance under such 
conditions for such criteria. Other experimental factors such as scheduling rules and 
other medium levels of flexibility may be also considered in the future stage of the 
research which will give the study a more realistic aspect as most of the FMSs are 
not working under extreme flexibility conditions.
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Figure A.2: Comparison of aggregation and disaggregation for varying ML levels
using Model 2
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Figure A.3: Comparison of aggregation and disaggregation for varying ML levels
using Model 3
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Figure A.4: Comparison of aggregation and disaggregation for varying ML levels
using Model 4
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Figure A.5: Comparison of aggregation and disaggregation for varying A P T R  levels
using Model 1
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Figure A.6: Comparison of aggregation and disaggregation for varying A PTR  levels
using Model 2
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Figure A.7: Comparison of aggregation and disaggregation for varying A PTR  levels
using Model 3
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Figure A.8: Comparison of aggregation and disaggregation for varying A P T R  levels
using Model 4
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Figure A.9: Comparison of flow-time vs. each factor level for each case
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Figure A.IO: Comparison of flow-time vs. each factor level for each Model
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Figure A.12: Comparison of aggregation and disaggregation for varying ML levels
using Model 2 under setup time consideration
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Figure A. 13: Comparison of aggregation and disaggregation for varying ML levels
using Model 3 under setup time consideration
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Figure A. 14: Comparison of aggregation and disaggregation for varying ML levels
using Model 4 under setup time consideration
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Figure A. 15: Comparison of aggregation and disaggregation for varying A PTR  levels
using Model 1 under setup time consideration
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Figure A. 16: Comparison of aggregation and disaggregation for varying A P T R  levels
using Model 2 under setup time consideration
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Figure A .17: Comparison of aggregation and disaggregation for varying A P T R  levels
using Model 3 under setup time consideration
APPENDIX A. FIGURES 69
-A ggregation
- Medium
- D isaggregation
(a) Comparison of Aggregation level 
performance for 60% ML in MODEL 4
-A ggregation
- Medium
- Disaggregation
(b) Comparison of Aggregation level 
performance for 75% ML in MODEL 4
Figure A. 18: Comparison of aggregation and disaggregation for varying A PTR  levels
using Model 4 under setup time consideration
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Figure A.20: Comparison of flow-time vs. each factor level for each Model under
setup time consideration
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Figure A.21: Interaction between setup time factor and other experimental factors
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Figure A.22: Comparison of aggregation and disaggregation for varying ML levels
using Model 1 under machine breakdown consideration
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Figure A.23: Comparison of aggregation and disaggregation for varying ML levels
using Model 2 under machine breakdown consideration
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Figure A.24: Comparison of aggregation and disaggregation for varying ML levels
using Model 3 under machine breakdown consideration
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Figure A.25: Comparison of aggregation and disaggregation for varying ML levels
using Model 4 under machine breakdown consideration
APPENDIX A. FIGURES 77
—“♦ — Aggregation  
— ■ —  M edium  
— 1 .;—  Disaggregation
(a) Comparison of Aggregation ievel 
performance for 60% ML in MODEL 1
-A ggregation
- M edium
- D isaggregation
(b) Comparison of Aggregation level 
performance for 75% ML in MODEL 1
Figure A.26: Comparison of aggregation and disaggregation for varying A PTR levels
using Model 1 under machine breakdown consideration
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Figure A .27: Comparison of aggregation and disaggregation for varying A PTR  levels
using Model 2 under machine breakdown consideration
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Figure A.28: Comparison of aggregation and disaggregation for varying A P T R  levels
using Model 3 under machine breakdown consideration
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Figure A.29: Comparison of aggregation and disaggregation for varying A PTR levels
using Model 4 under machine breakdown consideration
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Figure A.30: Comparison of flow-time vs. each factor level for each case under
machine breakdown consideration
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Figure A.31: Comparison of flow-time vs. each factor level for each Model under
machine breakdown consideration
APPENDIX A. FIGURES 83
-R F=1
-R F = 6
-S F = 0
-SF=1
(a) Interaction between efficiency and RF (b) Interaction between efficiency and SF
-A PTR =0%
-A PTR =15%
-APTR=25%
(c) Interaction between efficiency and APTR
-  Aggregation
-  Medium  
Aggregation
• Disaggregation
(d) Interaction between efficiency and 
Aggregation level
-M L=60%
-M L=75%
-Q = 3
-0=6
(e) Interaction between efficiency and ML (f) Interaction between efficiency and Q
Figure A.32: Interaction between efficiency factor and other experimental factors
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Figure A .33: Comparison of flowtime under different factor levels for Normal and 
Exponential distributions for Model 1
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-0.25 (Nor) 
-O(Exp) 
0.15 (Exp) 
0.25 (Exp)
(b) Comparison of Flowtime under different APTR 
levels for Normal and Exponential distributions
(c) Comparison of Flowtime under different Q 
levels for Normal and Exponential distributions
Figure A.35: Comparison of flowtime under different factor levels for Normal and
Exponential distributions for Model 3
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(a) Comparison of Flowtime under different ML 
levels for Normal and Exponential distributions
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(b) Comparison of Flowtime under different APTR 
levels for Normal and Exponential distributions
(c) Comparison of Flowtime under different Q 
levels for Normal and Exponential distributions
Figure A.34: Comparison of flowtime under different factor levels for Normal and
Exponential distributions for Model 2
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(a) Comparison of Flowtime under different ML 
levels for Normal and Exponential distributions
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(b) Comparison of Flowtime under different APTR 
levels for Normal and Exponential distributions
- # -3 (N o r )  
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(c) Comparison of Flowtime under different Q 
levels for Normal and Exponential distributions
Figure A.36: Comparison of flowtime under different factor levels for Normal and
Exponential distributions for Model 4
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(a) Comparison of Flowtime under different SF levels for 
Normal and Exponential distributions
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(b) Comparison of Flowtime under different RF levels for 
Normal and Exponential distributions
Figure A .37: Comparison of flowtime for Normal and Exponential distributions
under SF  and RF
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(a) Comparison of the effect of CV on different 
aggregation approaches for various SF levels
A g g (C V = 0 .1 ) 
- » - A g g ( C V = 1 )  
~ " -> ~ M e d (C V = 0 .1 )  
- X - M e d ( C V = 1 )  
D ls (C V = 0 .1 ) 
D is (C V = 1)
(b) Comparison of the effect of CV on different 
aggregation approaches for various RF levels
Figure A.38: Comparison of flowtime for different CV levels under SF  and RF
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(a) Comparison of the effect of CV on different 
aggregation approaches for various APTR levels
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Q level
(b) Comparison of the effect of CV on different 
aggregation approaches for various Q levels
— Agg(CV=0.1)
-*-A g g (C V = 1)
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- K —Med(CV=1)
-^ D is (C V = 0 .1 )
-•-D is (C V = 1 )
(c) Comparison of the effect of CV on different 
aggregation approaches for various ML levels
Figure A.39: Comparison of flowtime for different CV levels under A PT R , Q and
A/iT
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-RF=1“RF=6 -SF=0-SF=1
Schoduling rule Scheduling rule
(a) Comparison of the effect of Scheduling rules on different 
RF levels
(b) Comparison of the effect of Scheduling rules on different 
SF levels
-ML=60%
-MLs75i4
-Q=3-Q=6
Scheduling rule Scheduling rule
(c) Comparison of the effect of Scheduling rules on different 
ML levels
(d) Comparison of the effect of Scheduling rules on different 
Q levels
Scheduling rule
(e) Comparison of the effect of Scheduling rules on different 
task allocation approaches
Figure A.40: Comparison of the interaction of scheduling rules with other factors
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—•—ds (SF=0) 
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—^med(SF*1)
Scheduling Rule '
(a) Comparison of effect of Scheduling rules 
interaction with SF factor for different task allocation 
levels
—♦-dlsiRFsl) 
-■-(is(RF=6) 
-i” med(RF=1) 
-><—med(RF=6)
Scheduling Rule
(b) Comparison of effect of Scheduling rules 
interaction with RF factor for different task allocation 
levels
dis (0%) 
■~dls(15%)
:: dls(25%) 
-t-mcd(0%) 
li-med(15%) 
►-med (25%)
Scheduling Rule
(c) Comparison of effect of Scheduling rules 
interaction with APTR factor for different task 
allocation levels
—•—(is(0.6)
-*-dls(0.75)
.. med (0.6) 
—X— med (0.75)
(d) Comparison of effect of Scheduling rules 
interaction with ML factor for different task allocation 
levels
(e) Comparison of effect of Scheduling rules 
interaction with Q factor for different task allocation 
levels
Figure A .41: Comparison of the interaction of scheduling rules with other factors 
for each task allocation approach
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A gg regation M e d iu m  ag g reg a tio n D isaggreg atio n
M L Q  A P T R 0% 1 5 % 2 5 % 0% 1 5 % 2 5 % 0% 1 5 % 2 5 %
6 0 %
Input q 
O u tp u t q 
Blocking  
P ro ces s . 
C . bu ffe r q 
T ra n s p
2 4 .3 3 5
0 .6 0 2
0.000
3 5 .9 9 1
1 .3 1 9
1 .5 5 2
3 5 .8 4 1
0 .6 5 9
0.000
4 0 .4 9 3
3 .7 1 1
1 .5 5 2
4 5 .7 0 5
0 .6 6 0
0.000
4 3 .4 8 7
7 .7 5 2
1 .5 5 2
2 5 .5 9 1
1 .7 5 3
0.000
3 5 .9 8 3
1 .4 1 9
2 .9 3 7
3 4 .2 0 5
2 .3 7 5
0.000
3 9 .5 8 4
2 .9 0 3
2 .9 3 7
4 1 .0 5 4
2 .9 8 8
0.000
4 1 .9 9 0
4 .9 3 7
2 .9 3 7
3 0 .4 1 0
1 3 .7 0 0
0 .0 1 7
3 5 .9 9 6
3 .1 0 8
8 .4 4 8
3 0 .4 1 0
1 3 .7 0 0
0 .0 1 7
3 5 .9 9 6
3 .1 0 8
8 .4 4 8
3 0 .4 1 0
1 3 .7 0 0
0 .0 1 7
3 5 .9 9 6
3 .1 0 8
8 .4 4 8
B t a i  5  > i M 9 6 i7 3 5 m m m m sM L M m m
Input q 
O u tp u t q 
Blocking  
P ro ces s . 
C . bu ffe r q 
T ran sp .
2 5 .0 1 0
0 .6 1 7
0.000
3 5 .9 9 1
0 .4 2 3
1 .5 5 2
3 8 .0 9 7
0.666
0.000
4 0 .4 9 3
0 .5 0 6
1 .5 5 2
5 0 .3 6 6
0 .6 6 0
0.000
4 3 .4 8 7
0.668
1 .5 5 2
2 6 .4 3 9
1 .3 0 0
0.000
3 5 .9 8 3
0 .5 2 0
2 .9 3 7
3 6 .2 8 9
1 .4 0 3
0.000
3 9 .5 9 2
0 .6 1 5
2 .9 3 6
4 4 .7 8 8
1 .4 8 7
0.000
4 1 .9 9 1
0 .7 5 1
2 .9 3 7
3 2 .9 2 2
9 .6 81
0.000
3 5 .9 9 3
1 .2 9 7
8 .4 4 6
3 2 .9 2 2
9 .6 8 1
0.000
3 5 .9 9 3
1 .2 9 7
8 .4 4 6
3 2 .9 2 2
9 .6 81
0.000
3 5 .9 9 3
1 .2 9 7
8 .4 4 6
f iP M I r r i iM aaaoa§Z:Sssj;Z9.94g.^2,zg8 t e a j 3 ’4 3 8  V 6 0 .6 4 8  i;> ? 2 iz .298 i::i5ti86a#aa5i!860-;at5it860
7 5 %
Input q 
O u tp u t q 
B locking  
P ro ces s . 
C . b u ffe r q 
T ra n s p .
5 1 .6 5 2
0 .6 9 2
0.000
4 4 .9 8 5
1 1 .1 8 7
1 .5 5 2
8 0 .3 5 1
0 .7 5 3
0.000
5 0 .5 8 8
4 6 .6 9 8
1 .5 5 2
1 0 8 .1 4 0
0 .7 9 0
0.000
5 4 .3 4 6
1 4 7 .8 9 7
1 .5 5 2
5 2 .0 7 1
4 .0 4 0
0.000
4 4 .9 9 2
9 .4 0 2
2 .9 3 7
7 3 .1 9 7
7 .0 7 2
0.000
4 9 .4 9 6
2 7 .9 4 8
2 .9 3 7
9 1 .3 6 9
1 0 .6 9 9
0.001
5 2 .4 8 8
5 9 .8 0 4
2 .9 3 8
5 7 .2 3 8
2 5 .5 0 6
0 .0 7 5
4 4 .9 9 9
1 5 .591
8 .4 5 6
5 7 .2 3 8
2 5 .5 0 6
0 .0 7 5
4 4 .9 9 9
15 .591
8 .4 5 6
5 7 .2 3 8
2 5 .5 0 6
0 .0 7 5
4 4 .9 9 9
15 .591
8 .4 5 6
flo i^rn^ 1 ^ 3 1  ¿ 9 2 6 M a 3 1 u 9 2 6  ~v1311926
Input q 
O u tp u t q 
B locking  
P ro ces s . 
C . bu ffe r q 
T ra n s p
5 8 .3 9 0
0 .6 9 3
0.000
4 4 .9 8 5
1 .1 0 9
1 .5 5 2
1 0 3 .1 4 8
0 .7 1 9
0.000
5 0 .5 8 4
9 .2 5 3
1 .5 5 2
1 6 0 .7 8 8
0 .7 4 9
0.000
5 4 .3 4 5
5 6 .2 5 6
1 .5 5 2
5 8 .3 6 9
1 .6 2 5
0.000
4 4 .9 9 4
1 .2 0 5
2 .9 3 6
8 8 .6 8 2
2 .4 4 0
0.000
4 9 .4 9 6
4 .1 9 2
2 .9 3 7
1 1 9 .5 4 8
3 .5 0 4
0.000
5 2 .4 8 7
1 3 .3 6 6
2 .9 3 7
6 5 .5 8 6
1 0 .7 7 4
0.000
4 4 .9 9 0
2 ,1 3 3
8 .4 4 6
6 5 .5 8 6
1 0 .7 7 4
0.000
4 4 .9 9 0
2 .1 3 3
8 .4 4 6
6 5 .5 8 6
1 0 .7 7 4
0.000
4 4 .9 9 0
2 .1 3 3
8 .4 4 6
8 5 %
«i86S24^^83:224 j^m368i156
Input q 
O u tp u t q 
Blocking  
P ro ces s . 
C . b u ffe r q 
T ra n s p . 
«  
Input q 
O u tp u t q 
Blocking  
P ro ces s . 
C . bu ffe r q 
T ra n s p .
8 3 .2 6 1
0 ,7 6 1
0.000
5 0 .9 6 7
5 1 .9 1 4
1 .5 5 2
1 0 8 .0 9 5
0 .7 3 7
0.000
5 0 .9 5 8
1 0 .9 1 7
1 .5 5 2
1 3 8 .7 6 2
0 .8 4 5
0.000
5 7 .3 3 5
4 0 2 .0 5 4
1 .5 5 3
mm
2 2 9 .5 9 2
0 .7 7 4
0.000
5 7 .2 9 4
2 3 3 .1 9 3
1 .5 5 3
1 5 8 .0 9 5
0 .8 8 2
0.000
6 1 .4 9 8
4 3 7 4 .2 6 0
1 .5 5 4
s
2 3 1 .4 5 8
0 .9 2 1
0.000
6 1 .4 9 7
3 9 1 4 .7 6 0
1 .5 5 4
8 1 .8 6 4
8 .5 5 3
0.000
5 0 .9 8 7  
4 2 .1 8 4
2 .9 3 8M m
1 0 2 .5 4 1
2 .9 9 9
0.000
5 0 .9 8 7  
7 .3 0 7  
2 .9 3 7
1 1 8 .9 7 8
1 8 .0 9 2
0.001
5 6 .0 7 6
1 8 7 ,1 3 2
2 9 3 8
zm m
1 7 6 .4 1 8
8 .1 3 4
0.000
5 6 .0 4 7
7 7 .3 4 0
2 .9 3 7
1 6 7 .8 2 4
3 4 .3 2 1
0.011
5 9 .4 7 1
1 1 0 3 .5 5 8
2 .9 4 2
ism§
3 1 9 .8 1 6
2 6 .9 2 4
0.000
5 9 .5 3 7
6 3 5 .9 0 0
2 .9 3 7
8 6 .7 5 6
5 0 .5 8 1
0 .3 3 6
5 0 .9 9 7
8 8 ,2 8 1
8 .5 0 3
1 0 9 .4 1 8
1 6 .6 0 9
0.000
5 0 .9 9 6
1 1 .4 7 2
8 .4 4 7
8 6 .7 5 6
5 0 .5 8 1
0 .3 3 6
5 0 .9 9 7 ’
8 8 .2 8 1
8 .5 0 3
1 0 9 .4 1 8
1 6 .6 0 9
0.000
5 0 .9 9 6
1 1 .4 7 2
8 .4 4 7
8 6 .7 5 6
5 0 .5 8 1
0 .3 3 6
5 0 .9 9 7
8 8 .2 8 1
^ 3
1 0 9 .4 1 8
1 6 .6 0 9
0.000
5 0 .9 9 6
1 1 .4 7 2
8 .4 4 7
Table B .l: Detailed results for Model 1
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A ggregation M ed iu m  ag grega tio n D is a g g re g a tio n
M L  Q A P T R 0% 1 5 % 2 5 % 0% 1 5 % 2 5 % 0% 1 5 % 2 5 %
ffo w tim a
6 0 %
In p u t q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r  q 
T ra n s p .
2 4 .3 3 5
0 .6 0 2
0.000
3 5 .9 9 1
1 .3 1 9
1 .5 5 2
3 5 .8 4 1
0 .6 5 9
0.000
4 0 .4 9 3
3 .7 11
1 .5 5 2
4 5 .7 0 5
0 .6 6 0
0.000
4 3 .4 8 7
7 .7 5 2
1 .5 5 2
2 2 .2 5 0
1 .9 6 6
0.000
35 .991
0 .4 8 5
2 .9 2 9
;;76:920:!a :^920-j;;j|^6.920
2 9 .8 0 7
3 .1 5 6
0.000
3 5 .9 8 3
0 .5 9 6
2 .9 3 5
3 6 .0 2 0
3 .9 7 7
0.001
3 5 .9 8 3
0 .6 8 4
2 .9 4 4
1 9 .2 3 9
1 1 .7 4 4
0 .0 1 7
3 5 .9 8 9
1 .4 5 9
8 .4 7 6
1 9 .2 3 9
1 1 .7 4 4
0 .0 1 7
3 5 .9 8 9
1 .4 5 9
8 .4 7 6
1 9 .2 3 9
1 1 .7 4 4
0 .0 1 7
3 5 .9 8 9
1 .4 5 9
8 .4 7 6
nomMm 81.3152^:^ ^ 9 6 :7 3 $ :g^ ;^ ;>63;359^ i:fv;^ 5:536:-^ !:^  ^  ^v;76:874^ : -j - ^ 6.874^ ;^ ; ;?if^ :874
In pu t q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r  q 
T ra n s p
2 5 .0 1 0
0 .6 1 7
0.000
3 5 .9 9 1
0 .4 2 3
1 .5 5 2
3 8 .0 9 7
0.666
0.000
4 0 .4 9 3
0 .5 0 6
1 .5 5 2
5 0 .3 6 6
0 .6 6 0
0.000
4 3 .4 8 7
0.668
1 .5 5 2
2 2 .6 4 9
1 .3 2 8
0.000
3 5 .9 8 9
0 ,4 6 9
2 .9 2 3
3 1 .0 9 8
1 .4 11
0.000
3 5 .9 8 4
0 .5 1 0
2 .9 3 1
3 7 .9 2 0
1 .5 3 6
0.000
3 5 .9 8 8
0 .5 3 0
2 .9 3 9
1 9 .6 0 3
1 1 .3 5 8
0.000
3 5 .9 9 3
1 .4 4 7
8 .4 7 2
1 9 .6 0 3
1 1 .3 5 8
0.000
3 5 .9 9 3
1 .4 4 7
8 .4 7 2
1 9 .6 0 3
1 1 .3 5 8
0.000
3 5 .9 9 3
1 .4 4 7
8 .4 7 2
7 5 %
(lo w tim e : : i  t 0 :0 6 7  Vii 17 9 .94 0^ ^ ^ -31 2 .72 8 ^ 1 0 2 .2 2 6 'r " 1 3 7 :8 2 4 ji> : :1 8 7 ;9 3 0
In p u t q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r  q 
T ra n s p .
5 1 .6 5 2
0 .6 9 2
0.000
4 4 .9 8 5
1 1 .1 8 7
1 .5 5 2
8 0 .3 5 1
0 .7 5 3
0.000
5 0 .5 8 8
4 6 .6 9 8
1 .5 5 2
1 0 8 .1 4 0
0 .7 9 0
0.000
5 4 .3 4 6
1 4 7 .8 9 7
1 .5 5 2
4 6 .6 2 8
6 .2 4 6
0.000
4 4 .9 9 4
1 .4 1 6
2 .9 4 4
6 6 .7 5 8
1 3 .9 6 9
0 .0 0 3
4 4 .9 8 3
4 .6 8 1
2 .9 3 4
r 1 0 7 .8 1 0  S  : l 0 7 . a i Q ’^ S I0 7 ; 8 1 0
8 7 .3 1 2
2 6 .9 5 6
0.021
4 4 .9 8 4
1 8 .1 9 3
2 .9 5 3
3 9 .3 6 3
1 3 .4 4 2
0 .0 3 6
4 4 .9 9 8
1 .5 2 4
8 .4 8 6
3 9 .3 6 3
1 3 .4 4 2
0 .0 3 6
4 4 .9 9 8
1 .5 2 4
8 .4 8 6
3 9 .3 6 3
1 3 .4 4 2
0 .0 3 6
4 4 .9 9 8
1 .5 2 4
8 .4 8 6
flowtime^ ^ iT  0 6 ;7 2 5  -m eS25m 2 7 3 .6 9 4 ^ •^ 9 9 .5 0 2 M 1 3 4 :6 9 0  ^ 7 2 3 9 0 S I  0 7 ^  9 8 1 ^ 1 0 7 ^ 1 9 8 :S a a 0 7 ^ 1 9 8
In p u t q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r  q 
T ran sp ,
5 8 .3 9 0
0 .6 9 3
0.000
4 4 .9 8 5
1 .1 0 9
1 .5 5 2
1 0 3 .1 4 8
0 .7 1 9
0,000
5 0 .5 8 4
9 .2 5 3
1 .5 5 2
1 6 0 .7 8 8
0 .7 4 9
0.000
5 4 .3 4 5
5 6 .2 5 6
1 .5 5 2
4 9 .2 7 2
1 .7 8 2
0.000
4 4 .9 8 5
0 .5 2 5
2 .9 3 9
7 8 .7 1 1
2 .9 4 8
0.000
4 4 .9 8 3
0 .6 2 1
2 .9 3 0
1 0 8 .0 0 7
8 .1 3 2
0.000
4 4 .9 7 9
1 .3 2 3
2 .9 3 5
4 1 .2 8 9
1 1 .0 4 9
0.000
4 4 .9 8 8
1 .4 0 5
8 .4 7 3
4 1 .2 8 9
1 1 .0 4 9
0.000
4 4 .9 8 8
1 .4 0 5
8 .4 7 3
4 1 .2 8 9
1 1 .0 4 9
0.000
4 4 .9 8 8
1 .4 0 5
8 .4 7 3
8 5 %
f lo w t im e ^ M62260:SS^6;$^a^82:562
In p u t q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r  q 
T ra n s p .
8 3 .2 6 1
0 .7 61
0.000
5 0 .9 6 7
5 1 .9 1 4
1 .5 5 2
1 3 8 .7 6 2
0 .8 4 5
0.000
5 7 .3 3 5
4 0 2 .0 5 4
1 .5 5 3
1 5 8 .0 9 5
0 .8 8 2
0.000
6 1 .4 9 8
4 3 7 4 .2 6 0
1 .5 5 4
7 7 .3 6 6
2 0 .8 4 8
0.011
5 0 .9 8 5
1 0 .1 0 5
2 .9 4 7
1 1 8 .4 4 2
4 7 .5 8 8
0 .0 5 4
5 0 .9 6 4
8 1 .4 8 9
2 .9 5 0
1 6 4 .1 5 4  
7 0 .0 5 1  
0 .1 4 6  
5 0 .9 8 5  
5 8 5 .7 7 2  
2 .9 3 8
6 5 .5 9 3
2 0 .5 7 2
0.110
5 0 .9 8 9
3 .3 7 8
8 .5 0 7
6 5 .5 9 3
2 0 .5 7 2
0.110
5 0 .9 8 9 '
3 .3 7 8
8 .5 0 7
6 5 .5 9 3
2 0 .5 7 2
0.110
5 0 .9 8 9
3 .3 7 8
8 .5 0 7
l^ 48a32li140J832ii4i3I&32dwtirne2S? [4 2 1 0 ^ 8 0
In p u t q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r  q 
T ra n s p .
1 0 8 .0 9 5
0 ,7 3 7
0.000
5 0 .9 5 8
1 0 .9 1 7
1 .5 5 2
2 2 9 .5 9 2
0 .7 7 4
0.000
5 7 .2 9 4
2 3 3 .1 9 3
1 .5 5 3
2 3 1 .4 5 8
0.921
0.000
6 1 .4 9 7
3 9 1 4 .7 6 0
1 .5 5 4
9 2 .8 2 8
4 .6 1 3
0.000
5 0 .9 8 3
0 .9 7 7
2 .9 3 4
1 6 9 .8 9 6
3 6 .7 4 8
0.002
5 0 .9 5 8
9 .8 8 1
2 .9 3 2
2 8 2 .2 8 2
9 5 .2 9 8
0 .0 1 8
5 0 .9 4 6
3 3 8 .1 6 2
2 .9 1 8
7 4 .8 0 7
1 3 .1 1 8
0 .0 0 5
5 0 .9 8 9
1 .4 3 6
8 .4 9 4
7 4 .8 0 7
1 3 .1 1 8
0 .0 0 5
5 0 .9 8 9
1 .4 3 6
8 .4 9 4
7 4 .8 0 7
1 3 .1 1 8
0 .0 0 5
5 0 .9 8 9
1 .4 3 6
8 .4 9 4
Table B.2: Detailed results for Model 2
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A gg regation M edium  aggregation D isaggregation
M L Q A P T R 0% 1 5 % 2 5 % 0% 15% 2 5 % 0% 1 5 % 2 5 %
fto w t im e ^ l K 60.350®S73,0331K82.^ »6a444M¿.73:9^^
6 0 %
In put q 
O u tp u t q 
Blocking  
P ro c e s s . 
C . b u ffe r q 
T ra n s p .
2 1 .7 6 8
0 .6 0 9
0.000
3 5 .9 9 1
0 .4 3 0
1 .551
2 9 .8 5 7
0 .6 8 9
0.000
4 0 .4 9 6
0 .4 3 8
1 .551
3 6 .5 5 4
0 .7 1 6
0.000
4 3 .4 9 3
0 .4 8 0
'1 .551
2 2 .7 3 3
1 .3 0 3
0.000
3 5 .9 8 3
0 .4 8 5
2 .9 4 0
2 9 .4 6 8
1 .3 7 4 2 8
0
3 9 .6 3 4 4
0 .5 1 5 2 2 2
2 .9 3 9 9
3 4 .3 8
1 .4 2 5 8 2
0
4 2 .1 0 1 4
0 .5 4 0 6 1
2 .9 4 1 8
2 6 .1 5 0
1 0 .6 7 2
0 .0 1 6
3 5 .9 9 3
1 .3 9 9
8 .4 6 7
2 6 .8 8 7
1 0 .9 0 8
0.021
3 6 .1 7 0
1 .4 1 9
8 .4 7 4
2 7 .5 8 8
1 0 .6 5 6
0 .0 2 6
3 6 .2 8 8
1 .3 9 4
8 .4 7 5
flow tim eS ; ^90.2676
In pu t q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r q 
T ra n s p .
2 4 .9 3 7
0 .6 1 7
0.000
3 5 .9 9 1
0 .4 2 2
1 .5 5 2
3 7 .4 5 1
0 .6 7 3
0.000
4 0 .4 9 6
0 .4 4 4
1 .5 5 2
4 8 .7 2 7
0 .6 9 7
0.000
4 3 .4 9 3
0 .4 4 9
1 .5 5 2
2 6 .3 2 1
1 .2 8 7
0.000
3 5 .9 8 3
0 .5 0 0
2 .9 3 6
3 5 .6 0 3
1 .3 5 8 9 6
0
3 9 .5 9 5
0 .5 0 4 9 5 6
2 .9 3 6 1 2
4 3 .3 9 9 2
1 .4 2 5 5 6
0
4 1 .9 9 7 6
0 .5 0 7 7 3 4
2 .9 3 7 1 8
3 2 .3 3 0
9 .7 3 6
0.000
3 5 .9 9 3
1 .2 9 5
8 .4 4 6
3 2 .1 8 5
9 .6 0 3
0.000
3 5 .9 9 9
1 .2 7 8
8 .4 4 7
3 2 .2 8 8
9 .7 4 2
0.000
3 5 .9 9 9
1 .281
8 .4 4 7
7 5 %
flovírtirnéíM
Input q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r q 
T ra n s p .
: i I t .1 7 4 , : 3 7 .0 6 4
4 0 .1 1 8  “^ “* 5 7 .8 7 ^  7 9 .4 0 0
0 .6 7 2  0 .7 3 1  0 .7 4 5
0.000 0.000 0.000
4 4 .9 8 5  5 0 .6 1 3  5 4 .3 7 6
0 .4 8 3  0 .4 7 2  0 .9 9 6
1 .5 5 2  1 .551 1 .5 5 3
9^1.737,^ ,112.384 ; 4^.892 
5 7 .5 6 0 4  7 8 .8 9 7 8
1 .5 3 5 1 4  1 .5 6 4 9 8
0 0 
4 9 .6 8 9  5 3 .1 2 8 6
0 .6 5 2 8 8 2  2 .3 4 3 9 8
2 .9 5 0 6  2 .9 5 9 6 6
4 1 .8 0 2
1 .4 7 2
0.000
4 4 .9 9 2
0 .5 2 8
2 .9 4 2
-1 0 8 .7 0 2 J ^ 1 3 : 6 0 6 M 4 1 7 1726  
% 3 . 3 0 0  4 7 .5 2 7  5o 7467
1 1 .3 7 0  1 1 .0 0 6  1 1 .2 0 2
0 .0 2 4  0 .0 1 3  0 .0 1 5
4 4 .9 8 5  4 5 .4 2 9  4 5 .7 9 4
1 .5 2 8  1 .4 6 3  1 .7 9 3
8 .5 0 7  8 .5 1 1  8 .5 4 9
ál03.187^ i:c442.Q34 ;>aS2.554 ^M05^ 04^ 4^34.3563l161t814
In pu t q 
O u tp u t q 
Blocking  
P ro c e s s . 
C . bu ffe r q 
T ra n s p .
5 5
0
0,
44,
0,
1.
.5 0 7
,69 0
,000
9 8 5
4 5 6
5 5 2
8 8 .7 1 4
0 .7 1 8
0.000
5 0 .6 0 4
0 .4 4 8
1 .5 5 2
1 2 5 .3 6 8
0 .7 4 5
0.000
5 4 .3 8 6
0 .5 0 6
1 .5 5 3
5 5 .6 6 5
1 .4 7 7
0.000
4 4 .9 9 2
0 .5 3 8
2 .9 3 7
7 9 .8 1 6
1 .5 6 3
0
4 9 .5 1 5
0 .5 2 8 6 9
2 .9 3 8 0 8
1 0 4 .1 9 9 2
1 .5 6 3 2 6
0
5 2 .5 4 5 4
0 .5 6 9 9 3 2
2 .9 3 6 5 8
6 1 .9 5 6
9 .8 8 6
0.000
4 4 .9 9 1
1 .3 1 2
8 .4 5 5
6 1 .7 0 0
9 .7 1 1
0.000
4 5 .0 2 3
1 .2 5 7
8 .4 5 4
6 1 .9 2 6
9 .7 1 9
0.000
4 5 .0 4 9
1 .2 7 5
8 .4 5 4
8 5 %
mi ; a j  3 .3 8 8 /S M 9 5 .3 3 2  i:3427^14 0 ;
In pu t q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r q 
T ra n s p .
5 9
0,
0
50 ,
0,
1
.651
7 2 2
,000
981
4 8 5
551
1 1 1 .9 4 0
0 .7 9 9
0.000
5 7 .3 7 6
2 3 .6 6 2
1 .5 5 4
1 3 6 .7 0 3
0.868
0.000
6 1 .6 1 0
3 2 2 6 .4 0 0
1 .5 5 5
Simmo s 2 2 6 .2 5  :;.:5304> 94 ÉmMmmimmmm
6 3 .2 6 7
1 .5 4 0
0.000
5 0 .9 8 3
0 .6 7 5
2 .9 5 0
1 1 6 .4 9 9 2
1 .6 0 4 4 8
0
5 6 .9 9 6 4
4 8 .1 3 3 7
3 .0 1 4 6 8
122.8
1 .6 3 3 7 4
0
6 2 .3 1 1 6
5 1 1 5 .1
3 .1 0 7 0 8
6 2 .5 4 8
1 1 .3 0 9
0 .0 1 6
5 0 .9 9 0
2 .2 0 3
8 .5 7 0
6 7 .2 9 6
1 0 .9 8 4
0.011
5 1 .7 5 3
2.210
8 .6 1 9
1 5 3 .6 1 0  
1 0 .9 4 6  
0 .0 0 4  
5 2 .7 3 1  
1 0 8 4 .4 7 7  
9 .2 3 6
In pu t q 
O u tp u t q 
B locking  
P ro c e s s . 
C . b u ffe r q 
T ra n s p .
9 0
0.
0.1
50.1
0.
1.
6 4 3
7 2 0
000
9 7 8
4 6 8
551
1 7 6 .8 6 4
0 .7 5 0
0.000
5 7 .3 5 6
0 .9 8 8
1 .5 5 4
2 5 5 .2 4 8
0 .8 7 8
0.000
6 1 .5 9 5
2 8 5 7 .1 4 0
1 .5 5 3
9 0 .1 6 2
1.551
0.000
5 0 .9 8 7
0 .5 51
2 .9 3 5
1 5 4 .2 1 8
1 .5 8 8 9 8
0
5 6 .2 3 3 2
0 .7 9 9 9 6
2 .9 3 9 6 4
1 8 8 .0 3 2
1 .6 5 1 9 6
0
6 2 .3 1 2
4 6 2 4 .6 2
3 .1 0 8 4 2
9 4 .5 5 0
1 0 .0 6 4
0.000
5 0 .9 9 7
1 .3 1 4
8 .4 6 6
9 7 .5 0 3
10.101
0.000
5 1 .1 0 2
1 .3 2 5
8 .4 6 5
9 9 .6 9 4
9 .9 0 4
0.000
5 1 .1 8 5
1 .2 9 2
8 .4 7 0
Table B.3: Detailed results for Model 3
APPENDIX B, TABLES
A g g regation M e d iu m  ag grega tio n D isaggreg atio n
M L Q A P T R 0% 15% 2 5 % 0% 1 5 % 2 5 % 0% 15% 2 5 %
v^г;.60.350^;İL^r^^З;033-i^:l·82.795 : 61  ;2 2 9 : 3 M 6 2 . 4 1 2 6 a^ 76.009i:^ jS^ 6;omr;?ii76:432
6 0 %
Input q 
O u tp u t q 
Blocking  
P ro cess . 
C . bu ffer q 
Transp ,
2 1 .7 6 8
0 .6 0 9
0.000
3 5 .9 9 1
0 .4 3 0
1 .5 51
2 9 .8 5 7
0 .6 8 9
0.000
4 0 .4 9 6
0 .4 3 8
1 .551
3 6 .5 5 4
0 .7 1 6
0.000
4 3 .4 9 3
0 .4 8 0
1 .551
2 0 .5 2 2
1 .3 1 8
0.000
3 5 .9 9 4
0 .4 7 1
2 .9 2 4
2 0 .5 1 3
1 .2 9 3
0.000
3 6 .2 6 8
0 .4 9 5
2 .9 4 4
2 1 .1 1 7
1 .3 4 3 8
0
3 6 .4 9 7 8
0 .4 9 8 4 4 8
2 .9 5 5 2 6
1 8 .5 2 4
1 1 .5 3 3
0 .0 1 7
3 5 .9 9 2
1 .5 0 0
8 .4 9 1
1 8 .7 4 3
1 1 .3 0 6
0 .0 1 5
3 6 .0 2 6
1 .4 6 4
8 .5 0 8
1 8 .6 5 9
1 1 .7 8 5
0.012
3 6 .0 5 3
1 .5 2 0
8 .5 0 8
flo w tim e !’ r^63.5t9LtV80:616:::^ 94^18 ^ g :6 3 ;3 2 3  ¿M63A6Ö T ; 6 4 :2 2 3 4 Kl7;6^g7iia76:S23MM6:3a2
Input q 
O u tpu t q 
Blocking  
P ro cess . 
C . bu ffer q 
T ra n s p
2 4 .9 3 7
0 .6 1 7
0.000
3 5 .9 9 1
0 .4 2 2
1 .5 5 2
3 7 .4 5 1
0 .6 7 3
0.000
4 0 .4 9 6
0 .4 4 4
1 .5 5 2
4 8 .7 2 7
0 .6 9 7
0.000
4 3 .4 9 3
0 .4 4 9
1 .5 5 2
2 2 .6 1 8
1 .3 1 3
0.000
3 5 .9 8 7
0 .4 6 7
2 .9 3 7
2 2 .4 3 9
1 .3 3 2
0.000
3 6 .2 5 7
0 .4 8 7
2 .9 4 5
2 3 .0 0 2 6
1 .3 2 2 6 8
0
3 6 .4 6 1 2
0 .4 8 4 9 0 2
2 .9 5 1 3 8
1 9 .3 0 3
1 1 .3 4 1
0.000
3 5 .9 8 5
1 .4 5 4
8 .4 8 2
1 9 .2 8 0
1 1 .3 2 6
0.000
3 5 .9 8 7
1 .451
8 .4 7 9
1 9 .2 6 3
11 .161
0.000
3 5 .9 8 7
1 .4 4 2
8 .471
7 5 %
Input q 
O u tpu t q 
Blocking  
P rocess . 
C . bu ffer q 
Tran sp .
4 0 .1 1 8   ^ 5 7 .8 1 2  7 9 .4 0 0
0 .6 7 2  0 .7 3 1  0 .7 4 5
0.000 0.000 0.000
4 4 .9 8 5  5 0 .6 1 3  5 4 .3 7 6
0 .4 8 3  0 .4 7 2  0 .9 9 6
1 .5 5 2  1 .551  1 .5 5 3
/ ^ 8 9 . 0 1 2  ^ 1 8 9 . 6 3 9  i-^ 1 . 2 4 7 2
3 9 .0 5 0
1 .5 0 7
0.000
4 4 .9 8 9
0 .5 3 1
2 .9 3 3
3 9 .2 7 2
1 .5 1 3
0.000
4 5 .4 0 0
0 .5 1 1
2 .9 4 4
4 0 .6 4 4 4
1 .4 6 0 8
0
4 5 .6 5 6
0 .5 3 8 6 5 8
2 .9 4 6 6 4
3 6 .3 7 8
1 1 .0 4 9
0 .0 0 8
4 4 .9 9 4
1 .4 6 5
8 .4 9 2
3 6 .3 0 9
1 1 .3 0 8
0 .0 1 6
4 5 .1 6 0
1 .5 1 0
8 .4 9 5
3 6 .5 5 9
1 1 .2 4 8
0 .0 1 6
4 5 .2 5 5
1 .4 8 4
8 .5 0 3
flo v v tirn e ^ i 1103,1871^ 21:42.034 :ai82:554 ;^ ^^ 9.0604 moe:252!m06mmsiomo2
Input q 
O u tpu t q 
Blocking  
P ro cess . 
C . bu ffe r q 
T ra n s p
5 5 .5 0 7
0 .6 9 0
0.000
4 4 .9 8 5
0 .4 5 6
1 .5 5 2
8 8 .7 1 4
0 .7 1 8
0.000
5 0 .6 0 4
0 .4 4 8
1 .5 5 2
1 2 5 .3 6 8
0 .7 4 5
0.000
5 4 .3 8 6
0 .5 0 6
1 .5 5 3
4 8 .4 3 8
1 .5 0 3
0.000
4 4 .9 9 0
0 .5 2 4
2 .9 3 8
4 8 .1 5 8
1 .4 6 7
0.000
4 5 .3 3 7
0 .5 3 1
2 .9 4 9
4 8 .4 9 0 4
1 .5 0 0 1 6
0
4 5 .5 7 7 4
0 .5 4 4 1 7 6
2 .9 4 8 1 4
4 0 .7 5 4
1 0 .6 8 1
0.000
4 4 .9 9 5
1 .3 8 5
8 .4 5 1
4 0 .5 5 2
1 0 .9 3 6
0.000
4 5 .0 0 5
1 .3 9 6
8 .4 9 2
4 0 .3 2 5
1 0 .9 0 9
0.000
4 5 .0 1 0
1 .4 2 0
8 .4 6 6
flövy(jme^ M3^ia95x33gi:a427^^ : 6;a74tea121^ 304^ a*IM22.69
8 5 %
Input q 
O u tpu t q 
Blocking  
P ro cess . 
C . bu ffe r q 
T ran sp .
5 9 .6 5 1
0 .7 2 2
0.000
5 0 .9 8 1
0 .4 8 5
1 .551
1 1 1 .9 4 0
0 .7 9 9
0.000
5 7 .3 7 6
2 3 .6 6 2
1 .5 5 4
1 3 6 .7 0 3
0.868
0.000
6 1 .6 1 0
3 2 2 6 .4 0 0
1 .5 5 5
6 0 .6 6 8
1 .5 5 9
0.000
5 0 .9 9 5
0 .7 1 2
2 .9 4 3
6 4 .3 3 3
1 .5 2 7
0.000
5 1 .5 1 7
0 .9 8 8
2 .9 4 4
6 5 .3 6 0 6
1 .5 3 8 8 2
0
5 1 .8 3 0 2
1 .0 1 3 7 6 4
2 .9 5 1 6 6
5 6 .2 3 9
1 1 .0 6 6
0.010
5 1 .0 0 2
1 .9 9 5
8 .5 2 5
5 7 .4 9 8  
1 1 .0 4 2  
0.011 
5 1 .6 0 6  ' 
3 .5 5 8  
8 .5 1 7
5 9 .6 0 2
1 1 .2 1 3
0 .0 0 7
5 2 .1 5 8
3 .6 7 4
8 .5 2 5
flöMiagü
Input q 
O u tpu t q 
Blocking  
P ro cess . 
C . bu ffe r q 
T ra n s p .
9 0 .6 4 3
0 .7 2 0
0.000
5 0 .9 7 8
0 .4 6 8
1 .5 51
1 7 6 .8 6 4
0 .7 5 0
0.000
5 7 .3 5 6
0 .9 8 8
1 .5 5 4
2 5 5 .2 4 8
0 .8 7 8
0.000
6 1 .5 9 5
2 8 5 7 .1 4 0
1 .5 5 3
8 1 .5 4 4
1 .5 3 0
0.000
5 0 .9 7 9
0 .5 6 3
2 .9 4 7
8 2 .7 5 1
1 .5 6 7
0.000
5 1 .3 3 5
0 .5 6 8
2 .9 4 9
8 3 .7 9 4 6
1 .5 5 0 1 8
0
5 1 .6 0 7 4
0 .5 5 5 6 0 4
2 .9 4 6 2 2
7 0 .1 8 2
1 0 .4 8 6
0.000
5 1 .0 0 3
1 .3 5 0
8 .4 7 9
7 1 .0 4 7
1 0 .5 2 7
0.000
5 1 .0 2 6
1 .3 4 3
8 .4 6 6
7 0 .5 6 0
1 0 .6 3 5
0.000
5 1 .0 3 6
1 .3 6 5
8 .4 9 7
Table B.4: Detailed results for Model 4
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ML
r RF SF APTR Q TA 60% 75% 85% Note
Model 1 I
3 Aggregation 63.800 . 110.067 : 488.450
0% Disaggregation ■"''giTesi' 151.860 285.450
6 Aggregation .63.594 '  ^ W5J25
Disaggregation "* 88';339 '“T3T.9 2 6 “ *196.942'
3 Aggregation 82.256j^ 179.940 600.552
1 0 15% Disaggregation 91.681 1
6 Aggregation 81.315 ;,i 165.258 522.412
Disaggregation 88.339 j
3 Aggregation 99.156 312.728 4596.280 Overload
25% Disaggregation
6 Aggregation 96.735 273.694 4210.180 Overload
Disaggregation
I Model 2 I
3 Aggregation 1 63.800 110.067 188.450
0% Disaggregation . 76.920 _
6 Aggregation 63.594;■ 106.725 172.258
Disaggregation 76.874 107.198 m m m m
3 Aggregation 82.256 179.940 600.552
1 1 15% Disaggregation
6 Aggregation 8 1 ^ 1 5 ^ 165.258 522.412
Disaggregation
3 Aggregation 99.156 312.728 4596.280 Overload
25% Disaggregation
6 Aggregation 96.735 273.694 4210.180 Overload
Disaggregation
Model 3
3 Aggregation' 60.350 87.8ia^i^ 113.388
0% Disaggregation 8 2  5 2 6 ' · " - ""lOS’.TOr"''134.'370“
6 Aggregation 1 .63.519 :;imi03.187.vSgt44.358 1
Disaggregation 87.779 126.546 165.192
3 Aggregation 73.033 m iA A jm  195.332
6 0 15% Disaggregation 83.776 113.606 I P S l
6 Aggregation 8Q-6l6;ij| 142.034 237.514
Disaggregation ' 8 7 .5 6 4 ““  I
3 Aggregation -82.795 137.064 3427.140 Overload
25% Disaggregation 84.427 i Overload
6 Aggregation 94.918 182.554 3176.400 Overload
Disaggregation
I Model 4
3 Aggregation ..6a 3 50 |M
0% Disaggregation 76.008 102.156 128.246
6 Aggregation ;aJ3.519;^ 144.358
Disaggregation 76.567 106.252 l E E m
~ Aggregation 111.174 195.332
6 1 15% Disaggregation 76.008 BB O B s m s m
6 Aggregation 80.616 142.034 237.514
Disaggregation
3 Aggregation 82.795 137.064 3427.140 Overload
25% Disaggregation 8 S | ^ 2 ^ ® 8 ™ E S S 5 i 3 f f l
6 Aggregation 94.918 182.554 3176.400 Overload
Disaggregation
Aggregation case is better
Disaggregation case is better
Table B.5: Flow time results for the four Models
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ML
NoteRF SF APTR Q 60% 75% 85%
Model 1
Model 2
0% 3
6
•-13.120 M 2 ^ 5 ^ » 9 M 1  
-13.280 -0.473
15% 3
6
25% 3
6
Overload
Overload
Model 3
0% 3 -22.176 -20.892 >20.982
6 -24.260 : -23.359 ; -20.834
Model 4
0% 3
6
-15.658 -14.347 ,;-14.858 
-13.048 '>  -3.065 I ^ I S E
6 1 15% 3 -2.975
6
25% 3 Overload
6 Overload
■'Ar:;;.;·· Aggregation case is better
Disaggregation case is better
Table B.6: Difference between aggregation and disaggregation results
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ML
APTR Q TA 60% 75% 85% Note
Model 1
0%
Aggregation
Medium
Disaggregation
Aggregation 
Medium 
Disaggregation
63.800 ·:: :110.067 i 188.450 
91.681 151.860 285.450
63.M4 3  .,106.725^^:! 172.258 
~67ri80 '” ‘109^24'11186^68  ^
88.339 131.926 196.942
15%
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
82.256 179.940
160.648
600.552
383.224
88.339
25%
Aggregation
Medium
Disaggregation
99.156
93.907
312.728
217.298
4596.280
1368.136
Overload
Overload
Aggregation 
Medium 
Disaggregation
96.735
91.953
273.694
191.844
4210.180
1045.096
Overload
Overload
Model 2
0%
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
63.800 110.067
.163;622^as^.02.226.g| 
. 76.920 107.~810
63.594 106.725
76.874 107.198
188.450 
162.260 
H iig g
172.258 
152.334
M i l l
15%
25%
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
82.256
76.920 
81.315 
1175^536^ 
76.874 
99.156 
85.619
179.940
137.824
165.258
134.690
600.552
306.592
522.412
275.516
312.728
187.930
4596.280
882.562
Overload
Aggregation 
Medium 
Disaggregation
96.735
84.925
273.694
172.890
4210.180
778.146
Overload
Aggregation case is better
Medium aggregation case is better 
Disaggregation case is better
Table B.7: Flow time results of the three cases vs. ML for Model 1 and 2
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ML
APTR Q TA 60% 75% 85% Note
Model 3
0%
Aggregation
Medium
Disaggregation
Aggregation 
Medium 
Disaggregation
60.350
'63.444'
82.526
87.810^^;^ 
108.702
113.388
119.410
134.370
.63^519^
“67“027"
87.779
¿103.187
'los .eo i
126.546
144.358 
146.184 
165.192
15%
25%
Aggregation 
Medium 
Disaggregation^
73.033
T aoss'
83.776
111.174
.. .V- -  *
112.384
113.606
195.332
226.250
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
80.616 142.034
134.356
237.514
215.782
94.918
90.268
182.554
161.814
3176.400
4879.760
Overload
Overload
Overload
Overload
Overload
Model 4
0%
Aggregation
Medium
Disaggregation
Aggregation
Medium
Disaggregation
60.350,
'6f.229'
76.008
87.810
“ 89.bl'2.
102.156
.113.388
‘"116T874
128.246
63.519 103.187 144.358
ii§ l5 5 8 4^ 3 3 2 3 ^ ® 8 !3 9 5
76.567 106.252 141.446
15%
Aggregation 
Medium 
Disaggregation
73.033 111.174 195.332
76.008 102.462 131.154
Aggregation
Medium
Disaggregation
80.616 142.034 237.514
m m .
76.523
wm i
106.374 142.366
25%
Aggregation
Medium
Disaggregation
82.795
76.322
137.064 3427.140 Overioad
102.679 133.730
Aggregation 
Medium 
Disaggregation
94.918 182.554 3176.400
« № 3 i a » № ) 6 Q m M 5 2 i
76.432 106.102 142.000
O verload
c'afcyl Aggregation case is better
Medium aggregation case is better 
Disaggregation case is better
Table B.8: Flow time results of the three cases vs. ML for Model 3 and 4
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Source DF Sum of Squares F Value Pr > F Significance?
Model
Error
BLOCK
147
572
4
6173695.836
459975.714
93874.286
52.23
29.18
0.0001
0.0001
yes
yes
SF
RF
APTR
TA
ML
Q
RF*SF
SF*APTR
SF'TA
SF*ML
SF*Q
RF*APTR
RF'TA
RF*ML
RF*Q
APTR*TA
APTR*ML
APTR*Q
TA*ML
TA*Q
ML*Q
RF*SF*APTR 
RF*'SF*TA 
RF*SF*ML 
RF*SF*Q 
SF*APTR*TA 
SF*APTR*ML 
SF*APTR*Q 
SF*TA*ML 
SF*TA*Q 
SF*ML*Q 
RF*APTR*TA 
RF*APTR*ML 
RF*APTR*Q 
RF*TA*ML 
RF*TA*Q 
RF*ML*Q 
APTR*TA*ML 
APTR*TA*Q 
APTR*ML*Q 
TA*ML*Q
1
1
1
2
2
1
1
1
2
2
1
1
2
2
1
2
2
1
4
2
2
1
2
2
1
2
2
1
4
2
2
2
2
1
4
2
2
4
2
2
4
52976.356 
384846.272 
418954.756 
151402.758 
2424682.708 
358.422 
, 3681.089 
3966.806 
30403.669 
24008.836 
1773.472 
119196.800 
91090.169 
419753.436 
44619.756 
289516.419 
373942.553 
1602.050 
307606.208 
626.553 
4738.836 
984.672 
13574.936 
4630.453 
4450.139 
8385.253 
3554.136 
204.800 
10801.914 
1084.553 
2627.353 
91036.575 
151577.325 
2311.250 
142968.247 
2915.286 
26894.586 
280714.597 
574.058 
2920.158 
315.014
65.88 
478.57
520.99 
94.14
1507.60
0.45
4.58
4.93
18.90
14.93
2.21
148.23
56.64
260.99 
55.49
180.01
232.51
1.99
95.63
0.39
2.95
1.22
8.44
2.88 
5.53
5.21
2.21 
0.25 
3.36 
0.67 
1.63
56.60
94.25
2.87
44.45
1.81
16.72
87.27
0.36
1.82
0.10
0.0001
0.0001
0.0001
0.0001
0.0001
0.5046
0.0328
0.0267
0.0001
0.0001
0.1381
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.1587
0.0001
0.6775
0.0533
0.2689
0.0002
0.0570
0.0190
0.0057
0.1107
0.6140
0.0099
0.5099
0.1961
0.0001
0.0001
0.0906
0.0001
0.1642
0.0001
0.0001
0.7000
0.1637
0.9831
yes
yes
yes
yes
yes
no
yes
yes
yes
yes
no
yes
yes
yes
yes
yes
yes
no
yes
no
no
no
yes
no
yes
yes
no
no
yes
no
no
yes
yes
no
yes
no
yes
yes
no
no
no
SF: Sequence flexibility, RF: Routing flexibility, ML: Machine load, Q: Buffer size 
APTR: Alternative processing ratio, TA: Task allocation______________________
Table B.9: ANOVA results for the entire experimental design
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Aqgregation
Source DF Sum of Sguares F Value Pr > F Significance?
Model 40 4232394.383 84.63 0.0001 yes
Error 199 248810.217
BLOCK 4 57258.767 11.45 0.0001 yes
SF 1 28.017 0.02 0.8812 no
RF 1 349912.067 279.86 0.0001 yes
APTR 1 586081.667 468.75 0.0001 yes
ML 2 1736982.700 694.62 0.0001 yes
Q 1 26.667 0.02 0.8840 no
RF*SF 1 28.017 0.02 0.8812 no
SF'APTR 1 28.017 0.02 0.8812 no
SF*ML 2 56.033 0.02 0.9778 no
SF*Q 1 28.017 0.02 0.8812 no
RF*APTR 1 176475.267 141.15 0.0001 yes
RF*ML 2 453928.233 181.53 0.0001 yes
RF*Q 1 26460.000 21.16 0.0001 yes
APTR*ML 2 561492.633 224.54 0.0001 yes
APTR'Q 1 1058.400 0.85 0.3587 no
ML*Q 2 1503.633 0.60 0.5491 no
RF*SF*APTR 1 28.017 0.02 0.8812 no
RF*SF*ML 2 56.033 0.02 0.9778 no
RF*SF*Q 1 28.017 0.02 0.8812 no
SF*APTR*ML 2 56.033 0.02 0.9778 no
SF*APTR*Q 1 28.017 0.02 0.8812 no
SF*ML*Q 2 56.033 0.02 0.9778 no
RF*APTR*ML 2 258838.033 103.51 0.0001 yes
RF'APTR’Q 1 5377.067 4.30 0.0394 yes
RF*ML*Q 2 14418.100 5.77 0.0037 yes
APTR*ML*Q 2 2160.900 0.86 0.4230 no
APTR:Alternative processing time ratio
ML:Machine Load, Q;Buffer Size
Table B.IO: ANOVA results for the aggregation case
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Medium Aggregation
Source DF Sum of Squares F Value Pr > F Significance?
Model
Error
BLOCK
40
199
4
1273220.575
'139861.221
40371.525
45.29 0.0001
14.36 0.0001
yes
yes
SF
RF
APTR
ML
Q
RF*SF
SF*APTR
SF*ML
SF*Q
RF’APTR
RF*ML
RF*Q
APTR’ML
APTR‘Q
ML*Q
RF*SF*APTR
RF*SF*ML
RF*SF*Q
SF*APTR*ML
SF*APTR*Q
SF*ML*Q
RF*APTR*ML
RF*APTR*Q
RF‘ ML*Q
APTR*ML*Q
1
1
1
2
1
1
1
2
1
1
2
1
2
1
2
1
2
1
2
1
2
2
1
2
2
29681.504
96120.038
122356.504
687713.408
65.104
377.504 
12312.338 
15279.558
301.504 
33725.104 
82721.275
7560.038
93141.658
1105.104
1690.658
2082.704
66.258
306.004 
9332.175
279.504 
978.608
29122.858
182.004 
4096.825 
2250.808
42.23
136.76
174.09
489.25
0.09
0.54
17.52
10.87
0.43
47.99
58.85
10.76
66.26
1.57
1.20
2.96
0.05
0.44
6.64
0.40
0.70
20.72
0.26
2.91
1.60
0.0001
0.0001
0.0001
0.0001
0.7612
0.4645
0.0001
0.0001
0.5132
0.0001
0.0001
0.0012
0.0001
0.2113
0.3025
0.0867
0.9540
0.5101
0.0016
0.5290
0.4997
0.0001
0.6114
0.0565
0.2042
yes
yes
yes
yes
no
no
yes
yes
no
yes
yes
yes
yes
no
no
no
no
no
yes
no
no
yes
no
no
no
SFrSequence Flexibility, RF:Routing Flexibility, ML:Machine Load, QrBuffer Size 
APTR:Alternative processing time ratio __________________________________
Table B .l l :  ANOVA results for the medium aggregation case
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Disaggregation
Source DF Sum of Squares F Value Pr > F Significance?
Model 40 527718.575 43.57 0.0001 yes
Error 199 ' 60263.821
BLOCK 4 18367.792 15.16 0.0001 yes
SF 1 53670.504 177.23 0.0001 yes
RF 1 29904.338 98.75 0.0001 yes
APTR 1 33.004 0.11 0.7417 no
ML 2 307592.808 507.86 0.0001 yes
Q 1 893.204 2.95 0.0875 no
RF*SF 1 16850.504 55.64 0.0001 yes
SF*APTR 1 11.704 0.04 0.8443 no
SF*ML 2 19475.158 32.15 0.0001 yes
SF‘Q 1 2528.504 8.35 0.0043 yes
RF*APTR 1 33.004 0.11 0.7417 no
RF*ML 2 26072.175 43.05 0.0001 yes
RF*Q 1 13515.004 44.63 0.0001 yes
APTR*ML 2 22.858 0.04 0.9630 no
APTR*Q 1 12.604 0.04 0.8386 no
ML*Q 2 1859.558 3.07 0.0486 yes
RF*SF*APTR 1 11.704 0.04 0.8443 no
RF*SF*ML 2 14344.058 23.68 0.0001 yes
RF*SF*Q 1 8604.038 28.41 0.0001 yes
SF*APTR*ML 2 4.008 0.01 0.9934 no
SF*APTR*Q 1 7.704 0.03 0.8734 no
SF*ML*Q 2 3796.108 6.27 0.0023 yes
RF*APTR*ML 2 22.858 0.04 0.9630 no
RF*APTR*Q 1 12.604 0.04 0.8386 no
RF*ML*Q 2 10070.258 16.63 0.0001 yes
APTR*ML*Q 2 2.508 0.00 0.9959 no
SFrSequence Flexibility, RF:Routing Flexibility, ML:Machine Load, QiBuffer Size 
APTR:Alternative processing time ratio____________________________________
Table B.12: ANOV'A results for the disaggregation case
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Model 1
Source DF Sum of Squares F Value Pr >F  Significance?
Model
Error
BLOCK
39
140
4
2722551.459
236567.193
77581.983
41.31
11.48
0.0001
0.0001
yes
yes
APTR 1
TA 2
ML 2
Q 1
APTR*TA 2
APTR*ML 2
APTR*Q 1
TA*ML 4
TA‘Q 2
ML*Q 2
APTR*TA‘ ML 4
APTR*TA*Q 2
APTR*ML*Q 2
TA*ML*Q 4
APTR*TA*ML‘Q 4
262578.403 
51587.604 
1466602.026 
■ 28696.120 
172681.361 
273707.979 
2814.378 
145752.654 
3419.878 
25988.667 
202442.550 
1718.467 
2037.770 
3824.006 
1117.614
155.39
15.26
433.97
16.98 
51.10
80.99 
1.67
21.56
1.01
7.69
29.95
0.51
0.60
0.57
0.17
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.1990
0.0001
0.3662
0.0007
0.0001
0.6025
0.5486
0.6879
0.9556
yes
yes
yes
yes
yes
yes
no
yes
no
yes
yes
no
no
no
no
Model 2
Source DF Sum of Squares F Value Pr > F Significance?
Model
Error
BLOCK
39
140
4
2393566.833
142240.423
30976.813
60.41
7.62
0.0001
0.0001
yes
yes
APTR 1
TA 2
ML 2
Q 1
APTR'TA 2
APTR*ML 2
APTR*Q 1
A*ML 4
A*Q 2
ML*Q 2
APTR*TA*ML 4
APTR*TA*Q 2
APTR*ML*Q 2
A*ML*Q 4
APTR*TA*ML‘ Q 4
231046.890
219309.422
976610.656
3678.828
181770.417
228871.626
1276.216
302457.151
2636.771
4246.275
203328.028
1205.305
1658.934
3116.141
1377.361
227.41
107.93
480.61
3.62
89.45
112.63
1.26
74.42
1.30
2.09
50.03
0.59
0.82
0.77
0.34
0.0001
0.0001
0.0001
0.0591
0.0001
0.0001
0.2643
0.0001
0.2764
0.1276
0.0001
0.5540
0.4441
0.5486
0.8513
yes
yes
yes
no
yes
yes
no
yes
no
no
yes
no
no
no
no
A: Task allocation, ML:Machine Load, Q:Buffer 
APTR:Alternative processing time ratio________
Size
Table B.13: ANOVA results for Model 1 and 2
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Model 3
Source DF Sum of Squares F Value Pr > F Significance?
Model
Error
BLOCK
39
140
4
384296.316
35915.465
11092.158
38.41
10.81
0.0001
0.0001
yes
yes
APTR 1
TA 2
ML 2
Q 1
APTR'TA 2
APTR*ML 2
APTR*Q 1
TA*ML 4
TA*Q 2
ML‘Q 2
APTR*TA*ML 4
APTR*TA*Q 2
APTR*ML*Q 2
TA*ML*Q 4
APTR*TA*ML*Q 4
39068.380 
117.989 
255549.150 
r 11741.696 
16633.683 
21804.359 
2.921 
10905.747 
975.514 
3130.387 
9535.175 
730.399 
476.565 
1392.912 
1139.280
152.29
0.23
498.07
45.77
32.42
42.50
0.01
10.63
1.90
6.10
9.29
1.42
0.93
1.36
1.11
0.0001
0.7949
0.0001
0.0001
0.0001
0.0001
0.9152
0.0001
0.1532
0.0029
0.0001
0.2443
0.3974
0.2519
0.3542
yes
no
yes
yes
yes
yes
no
yes
no
yes
yes
no
no
no
no
Model 4
Source
Model
Prror
BLOCK
DF Sum of Squares F Value Pr > F Significance?
39
140
4
265189.276
14752.526
4726.094
64.53 0.0001
11.21 0.0001
yes
yes
APTR 1
TA 2
ML 2
Q 1
APTR*TA 2
APTR*ML 2
APTR*Q 1
A*ML 4
A*Q 2
ML*Q 2
APTR*TA*ML 4
APTR*TA*Q 2
APTR’ML*Q 2
A*ML*Q 4
APTR*TA*ML*Q 4
10768.048
15490.897
175831.089
6994.673
18984.802
5536.741
89.225
11683.861
2069.412
3015.619
9047.305
321.159
25.534
544.401
60.416
102.19
73.50
834.31
66.38
90.08
26.27
0.85
27.72
9.82
14.31
21.46
1.52
0.12
1.29
0.14
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.3591
0.0001
0.0001
0.0001
0.0001
0.2215
0.8860
0.2763
0.9657
yes
yes
yes
yes
yes
yes
no
yes
yes
yes
yes
no
no
no
no
’A: Task allocation, ML:Machine Load, Q:Buffer 
APTR:Alternative processing time ratio________
Size
Table B.14: ANOVA results for Model 3 and 4
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Aggregation Medium Aggregation Disaggregation
ML APTR 0% 15% 25% 0% 15% 25% 0% 15% 25%
6 0 %
Flowtii^ i
In pu t q. 
ou tp u t q. 
B locking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r q 
T ra n s p .
:■ ‘^ :^556 ? i :S88.18i^ iSJ02.372
2 5 .9 5 3
0 .6 4 1
0.000
3 5 .9 9 1
0 .7 5 0
1 .5 2 2
1 .5 5 2
3 7 .9 9 7
0 .6 6 0
0.000
4 0 .4 9 9
0 .7 5 0
4 .4 4 6
1 .5 5 2
4 8 .5 4 0
0 .7 1 7
0.000
4 3 .4 8 9
0 .7 5 0
9 .339:
1 .5 5 2
2 8 .4 8 5
1 .9 0 0
0.000
3 5 .9 8 4
1.501
1 .7 4 9
2 .9 3 7
■^107:292 Ml07\292^ #^iD7.292
37 .861
2 .5 9 5
0.000
3 9 .5 9 2
1.501
3 .6 9 5
2 .9 3 7
45 .9 8 1
3 .3 3 6
0.000
4 1 .9 9 0
1.501
6.631
2 .9 3 7
3 8 .9 3 6
1 4 .8 3 9
0 .0 1 6
3 5 .9 9 7
4 .5 0 3
4 .5 5 6
8 .4 4 9
3 8 .9 3 6
1 4 .8 3 9
0 .0 1 6
3 5 .9 9 7
4 .5 0 3
4 .5 5 6
8 .4 4 9
3 8 .9 3 6
1 4 .8 3 9
0 .0 1 6
3 5 .9 9 7
4 .5 0 3
4 .5 5 6
8 .4 4 9
Flov#Tbe, c! ;.jt01;;756S^1^756lg^
In pu t q. 2 6 .7 5 7 4 0 .7 0 4 5 4 .171 2 9 .6 5 3 4 0 .9 0 1 5 0 .7 7 3 4 2 .4 9 5 4 2 .4 9 5 4 2 .4 9 5
o u tp u t q. 0 .6 5 1 0 .6 6 3 0 .6 8 8 1 .3 6 0 1 .4 6 2 1 .5 5 3 9 .0 6 5 9 .0 6 5 9 .0 6 5
6 B locking 0 .0 0 0 0 .0 0 0 ' 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 3 5 .9 9 1 4 0 .4 9 9 4 3 .4 8 9 3 5 .9 8 4 3 9 .5 9 2 4 1 .9 8 7 3 5 .9 9 8 3 5 .9 9 8 3 5 .9 9 8
S e tu p  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1.501 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 3
C . B u ffe r q 0 .4 7 1 0 .5 4 6 0 .8 6 5 0 .5 1 2 0 .6 9 0 0 .8 4 2 1 .2 5 0 1 .2 5 0 1 .2 5 0
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .9 3 6 2 .9 3 7 2 .9 3 6 8 .4 4 7 8 .4 4 7 8 .4 4 7
IrlOVrtinie IS i : i6 ; 2 4 2 i H 9 4 i 9 7 2 ; : 1 3 5 9 .6 2 0 I 2 5 i t 5 4 ; v i1 8 5 ;3 8 2 :S S 2 6 8 ;i0 8 i i i 2 0 8 j t 2 4 : ^ ^ 2 0 8 ; t 2 4 M 2 C ! 8 a 2 4
In pu t q. 5 4 .8 7 1 8 5 .4 5 3 1 1 3 .1 3 0 5 7 .9 7 4 8 2 .0 0 6 1 0 2 .4 8 0 7 4 .6 2 2 7 4 .6 2 2 7 4 .6 2 2
ou tp u t q. 0 .7 1 1 0 .7 3 5 0 .7 8 8 4 .6 5 0 8 .6 0 6 1 3 .2 3 4 3 5 ,4 4 6 3 5 .4 4 6 3 5 .4 4 6
3 B locking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0.001 0 .1 1 4 0 .1 1 4 0 .1 1 4
P ro c e s s . 4 4 .9 8 5 5 0 .6 0 1 5 4 .3 3 2 4 4 .9 8 5 4 9 .4 9 1 5 2 .4 8 5 4 5 .0 0 0 4 5 .0 0 0 4 5 .0 0 0
S e tu p  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1.501 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 3
C . B u ffe r q 1 3 .3 7 8 5 5 .8 8 5 1 8 9 .0 6 3 1 3 .1 1 4 4 0 .8 4 6 9 5 .4 6 7 3 9 .9 7 3 3 9 .9 7 3 3 9 .9 7 3
7 5 % T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 3 2 .9 3 7 2 .9 3 7 2 .9 3 8 8 .4 7 2 8 .4 7 2 8 .4 7 2
F lo w tin r ie ^ i iS 3 1 2 .4 4 2 1 1 9 ;3 7 6  1^ : 1 6 6 .^ 4 1 2 2 2 6 ,5 5 8 :^ !^ 6 6 :9 9 o ;'fe 1 6 6 .9 9 0  T¿>366-990
In pu t q. 6 2 .7 1 8 1 1 1 .99 1 1 7 3 .7 5 8 6 6 .5 6 2 1 0 2 .5 2 6 1 4 0 .0 9 6 9 1 .1 6 7 9 1 .1 6 7 9 1 .1 6 7
o u tp u t q. 0 .6 8 8 0 .7 4 3 0 .7 3 4 1 .7 7 8 2 .9 0 5 4 .9 0 6 1 2 .6 0 4 1 2 .6 0 4 1 2 .6 0 4
6 Blocking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 4 4 .9 8 5 5 0 .5 8 5 5 4 .3 3 6 4 4 .9 8 6 4 9 .4 9 1 5 2 .4 7 8 4 4 .9 9 4 4 4 .9 9 4 4 4 .9 9 4
S e tu p  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1.501 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 3
C . B u ffe r q 1 .4 3 8 1 2 .3 9 5 8 1 .3 1 0 1 .6 1 6 7 .0 9 6 2 4 .6 3 7 5 .2 8 0 5 .2 8 0 5 .2 8 0
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 3 2 .9 3 7 2 .9 3 7 2 .9 3 7 8 .4 4 7 8 .4 4 7 8 .4 4 7
8 5 %
In put q. 
o u tp u t q. 
B locking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r q 
Tran sp .
8 8 .4 3 0
0 .7 3 1
0.000
5 0 .9 6 9
0 .7 5 0
6 3 .2 3 3
1 .5 5 2
1 5 7 .6 2 8  
0 .8 5 8  
0.000 
5 7 .3 5 4  
0 .7 5 0  
5 6 1 .1 8 8  
1 .5 5 3
1 4 4 .6 3 6
0 .891
0.000
6 1 .5 0 5
0 .7 5 0
5 6 5 4 .9 0 0
1 .5 5 4
220:052 ; ^ 540508^568.760
9 1 .7 5 9
1 0 .5 5 6
0.000
5 0 .9 8 7
1.501
6 2 .3 1 3
2 .9 3 8
1 3 3 .3 0 6
2 2 .4 7 0
0.002
5 6 .0 7 7
1 .501
3 2 4 .2 0 6
2 .9 3 8
1 5 1 .0 9 2
3 9 .0 4 2
0 .0 1 5
5 9 .4 2 6
1 .5 0 0
3 3 1 4 .7 4 0
2 .9 4 7
1 1 9 .9 8 6
8 5 .7 2 9
0 .8 9 0
5 1 .0 0 1
4 .5 0 2
4 3 2 .8 1 4
8 .6 1 5
1 1 9 .9 8 6
8 5 .7 2 9
0 .8 9 0
5 1 .0 0 1
4 .5 0 2
4 3 2 .8 1 4
8 .6 1 5
1 1 9 .9 8 6
8 5 .7 2 9
0 .8 9 0
51 .001
4 .5 0 2
4 3 2 .8 1 4
8 .6 1 5
*193:598 :^441:8,tQ3i3M2^00
In pu t q. 
o u tp u t q. 
Blocking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r q 
T ra n s p .
1 1 7 .4 2 0
0 .6 9 1
0.000
5 0 .9 5 6
0 .7 5 0
1 5 .2 6 6
1 .5 5 2
2 6 7 .6 9 0
0 .8 0 2
0.000
5 7 .3 1 7
0 .7 5 0
3 4 0 .5 0 6
1 .5 5 3
2 0 3 .6 8 2
0 .8 4 6
0.000
6 1 .4 5 2
0 .7 5 0
5 1 8 5 .7 2 0
1 .5 5 4
1 2 0 .2 3 3
3 .6 6 2
0.000
5 0 .9 8 2
1.501
1 4 .2 8 2
2 .9 3 7
2 1 3 .8 9 6
1 Z 7 0 7
0.000
5 6 .0 4 4
1 .501
1 5 4 .7 2 0
2 .9 3 7
2 8 4 .6 1 2
3 9 .8 5 4
0.000
5 9 .4 0 4
1 .5 0 0
2 7 5 3 .8 8 0
2 .9 4 0
1 6 1 .8 7 2
3 8 .8 7 6
0 .0 1 5
5 0 .9 7 4
4 .5 0 3
5 5 .5 5 5
8 .4 5 0
1 6 1 .8 7 2
3 8 .8 7 6
0 .0 1 5
5 0 .9 7 4
4 .5 0 3
5 5 .5 5 5
8 .4 5 0
1 6 1 .8 7 2
3 8 .8 7 6
0 .0 1 5
5 0 .9 7 4
4 .5 0 3
5 5 .5 5 5
8 .4 5 0
Table B.15: Detailed results for Model 1 under set up time consideration
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Aggregation Medium Aggregation Disaggregation
M L APTR
Flpw iin rie lS
0% 15% 2 5 % 0% 15% 25% 0% 15% 25%
6 0 %
¿^¿66.409.· : 8 5 ; 9 0 5 ; e l  0 4 -3 8 5 ;68.t54^ ii^ 81;398uqg93.281
In pu t q. 
o u tp u t q. 
B locking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r  q 
T ra n s p .
2 5 .9 5 3
0 .6 4 1
0.000
3 5 .9 9 1
0 .7 5 0
1 .5 2 2
1 .5 5 2
3 7 .9 9 7
0 .6 6 0
0.000
4 0 .4 9 9
0 .7 5 0
4 .4 4 6
1 .5 5 2
4 8 .5 4 0
0 .7 1 7
0.000
4 3 .4 8 9
0 .7 5 0
9 .3 3 9
1 .5 5 2
2 5 .0 0 9
2 .2 0 9
0.000
3 5 .9 8 3
1.501
0 .5 2 4
2 .9 2 8
3 3 .4 4 7
3 .2 9 3
0.000
3 5 .9 8 6
1.501
0 .6 4 2
2 .9 2 6
4 1 .0 9 0
4 .8 7 7
0.000
3 5 .9 8 5
1.501
0 .8 9 1
2 .9 3 5
2 4 .4 2 9
1 1 .2 7 5
0 .0 0 5
3 6 .0 0 0
4 .5 0 3
1 .3 6 7
8 .4 6 9
2 4 .4 2 9
1 1 .2 7 5
0 .0 0 5
3 6 .0 0 0
4 .5 0 3
1 .3 6 7
8 .4 6 9
2 4 .4 2 9
1 1 .2 7 5
0 .0 0 5
3 6 .0 0 0
4 .5 0 3
1 .3 6 7
8 .4 6 9
 ^S 3 6 6 ;1 ? 3  - a  g 6 4 .7 ;i 6  ;101 ;5 t  j
In pu t q. 
ou tp u t q. 
B locking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r q 
T ra n s p .
2 6 .7 5 7
0 .6 5 1
0.000
3 5 .9 9 1
0 .7 5 0
0 .4 7 1
1 .5 5 2
4 0 .7 0 4
0 .6 6 3
0.000
4 0 .4 9 9
0 .7 5 0
0 .5 4 6
1 .5 5 2
5 4 .1 7 1
0.688
0.000
4 3 .4 8 9
0 .7 5 0
0 .8 6 5
1 .5 5 2
2 5 .2 0 9
1.341
0.000
3 5 .9 8 7
1.501
0 .4 9 4
2 .9 1 9
3 4 .8 4 0
1 .4 6 0
0.000
3 5 .9 8 5
1 .5 01
0 .5 0 5
2 .9 3 2
4 2 .8 1 1
1 .4 8 3
0.000
3 5 .9 8 4
1.501
0 .5 0 7
2 .9 3 8
2 5 .0 3 7
1 0 .4 6 9
0.000
3 5 .9 9 1
4 .5 0 3
1 .3 5 2
8 .4 6 8
2 5 .0 3 7
1 0 .4 6 9
0.000
3 5 .9 9 1
4 .5 0 3
1 .3 5 2
8 .4 6 8
2 5 .0 3 7
1 0 .4 6 9
0.000
3 5 .9 9 1
4 .5 0 3
1 .3 5 2
8 .4 6 8
7 5 %
R o w tim e ^ :^ t f i;2 4 2  ^ -^ 1 9 4 .9 7 2  : • 3 5 9 .6 2 0 1 2 .2 3 8  f 1 6 2 ,4 3 6  2 1 6 .4 1 4 2 9 ,7 6 6 . S I  2 9 .7 6 6
In pu t q. 
ou tp u t q. 
Blocking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r q 
T ra n s p .
5 4 .8 7 1
0 .7 1 1
0.000
4 4 .9 8 5
0 .7 5 0
1 3 .3 7 8
1 .5 5 2
8 5 .4 5 3
0 .7 3 5
0.000
5 0 .6 0 1
0 .7 5 0
5 5 .8 8 5
1 .5 5 2
1 1 3 .1 3 0
0 .7 8 8
0.000
5 4 .3 3 2
0 .7 5 0
1 8 9 .0 6 3
1 .5 5 3
5 2 .0 2 0
8 .4 6 9
0.001
4 4 .9 8 9
1.501
2 .3 3 2
2.931
7 6 .7 8 2
2 1 .2 5 3
0.010
4 4 .9 9 4
1 .5 01
1 0 .4 6 4
2 .9 3 2
9 7 .5 9 9
3 2 .7 5 5
0 .0 2 6
4 4 .9 8 5
1.501
2 9 .1 0 2
2 .9 4 6
5 3 .6 0 3
1 5 .951
0 .0 5 5
4 4 .9 9 7
4 .5 0 3
2 .2 5 6
8 .4 8 0
5 3 .6 0 3
15 .951
0 .0 5 5
4 4 .9 9 7
4 .5 0 3
2 .2 5 6
8 .4 8 0
5 3 .6 0 3
15 .951
0 .0 5 5
4 4 .9 9 7
4 .5 0 3
2 .2 5 6
8 .4 8 0
Rdwtirrfejtj^ ^ ; n t 2 , 1 2 6  r f  1 7 8 .0 1 8  = 31 2 ,44 2 i» :;7 f0 a 4 8 4 ^ -S 1 4 8 ;9 9 4  t e l  9 7 ,1 3 6 '1 2 8 ,2 7 8  m2B^ S ;m2B27&
Input q. 
o u tp u t q. 
Blocking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r q 
T ra n s p .
6 2 .7 1 8
0.688
0.000
4 4 .9 8 5
0 .7 5 0
1 .4 3 8
1 .5 5 2
11 1 .9 9 1
0 .7 4 3
0.000
5 0 .5 8 5
0 .7 5 0
1 2 .3 9 5
1 .5 5 2
1 7 3 .7 5 8
0 .7 3 4
0.000
5 4 .3 3 6
0 .7 5 0
8 1 .3 1 0
1 .5 5 3
5 6 .5 5 5
1 .9 4 2
0.000
4 4 .9 9 2
1.501
0 .5 6 5
2 .9 3 3
8 9 .9 9 1
4 .5 0 9
0.000
4 4 .9 8 9
1.501
0 .5 7 6
2 .9 3 0
1 2 5 .3 9 4
1 2 .2 3 2
0.000
4 4 .9 7 2
1.501
2 .6 0 4
2 .9 31
5 8 .2 1 0
1 0 .7 7 8
0.001
4 4 .9 9 5
4 .5 0 3
1 .3 0 4
8 .4 9 9
5 8 .2 1 0
1 0 .7 7 8
0.001
4 4 .9 9 5
4 .5 0 3
1 .3 0 4
8 .4 9 9
5 8 .2 1 0
1 0 .7 7 8
0.001
4 4 .9 9 5
4 .5 0 3
1 .3 0 4
8 .4 9 9
8 5 %
Rdv№Wi 2^]Q5t662>r^ ^^ ,322S5864,220 a^ie3>154i;i>442:860a3053:560 :^ 213:49a;;gg213i490v:sg213a90
In pu t q. 
o u tp u t q. 
B locking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r q 
T ra n s p .
8 8 .4 3 0
0 .7 3 1
0.000
5 0 .9 6 9
0 .7 5 0
6 3 .2 3 3
1 .5 5 2
1 5 7 .6 2 8
0 .8 5 8
0.000
5 7 .3 5 4
0 .7 5 0
5 6 1 .1 8 8
1 .5 5 3
1 4 4 .6 3 6
0 .8 9 1
0.000
6 1 .5 0 5
0 .7 5 0
5 6 5 4 .9 0 0
1 .5 5 4
8 6 .3 0 8
2 4 .9 8 4
0.020
5 0 .9 7 3
1.501
16 .731
2 .9 4 4
1 3 4 .1 3 6
5 9 .2 3 9
0 .0 9 2
5 0 .9 8 9
1 .5 0 0
1 8 8 .8 2 5
2 .9 6 5
1 6 5 .7 2 2
6 1 .0 8 3
0 .0 81
5 0 .9 5 0
1.501
2 7 6 2 .8 4 0
2 .8 9 8
9 5 .8 6 4
3 4 .2 4 9
0 .2 6 3
5 1 .0 0 6
4 .5 0 3
1 9 .4 4 2
8 .5 2 3
9 5 .8 6 4
3 4 .2 4 9
0^ 63
5 1 .0 0 6
4 .5 0 3
1 9 .4 4 2
8 .5 2 3
9 5 .8 6 4
3 4 .2 4 9
0 .2 6 3
5 1 .0 0 6
4 .5 0 3
1 9 .4 4 2
8 .5 2 3
f3d«limSg^ tiS 6 i6 3 6  M 6 6 8 :6 2 2 ? ~ 5 4 5 4 X > 2 0
In pu t q. 
o u tp u t q. 
B locking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r q 
T ra n s p .
1 1 7 .4 2 0
0 .6 9 1
0.000
5 0 .9 5 6
0 .7 5 0
1 5 .2 6 6
1 .5 5 2
2 6 7 .6 9 0
0 .8 0 2
0.000
5 7 .3 1 7
0 .7 5 0
3 4 0 .5 0 6
1 .5 5 3
2 0 3 .6 8 2
0 .8 4 6
0.000
6 1 .4 5 2
0 .7 5 0
5 1 8 5 .7 2 0
1 .5 5 4
1 0 7 .1 0 8
7 .5 4 0
0.000
5 0 .9 7 5
1.501
1 .3 5 6
2 .9 3 5
2 1 0 .6 5 8
6 2 .6 3 3
0 .0 0 8
5 0 .9 6 1
1 .5 0 1
5 2 .9 1 4
2 .9 3 6
2 2 7 .7 3 4
1 0 6 .9 4 2
0 .0 31
5 0 .9 7 0
1.501
2 0 4 9 .2 2 0
2 .8 7 6
1 2 3 .7 7 3  1 2 3 .7 7 3  1 2 3 .7 7 3
1 9 .0 2 9  
0 .0 1 8  
5 0 .9 9 8  
4 .5 0 3  
2 .5 9 2  
8 .4 8 3
1 9 .0 2 9
0 ,0 1 8
5 0 .9 9 8
4 .5 0 3
2 .5 9 2
8 .4 8 3
1 9 .0 2 9
0 .0 1 8
5 0 .9 9 8
4 .5 0 3
2 .5 9 2
8 .4 8 3
Table B.16: Detailed results for Model 2 under set up time consideration
APPENDIXE. TABLES n o
Aggregation Medium Aggregation Disaggregation
ML Q APTR 0% 15% 25% 0% 15% 25% 0% 15% 25%
6 0 %
Input q. 
output q. 
Blocking  
P rocess. 
S etu p  t.
C . Buffer q 
T ran sp .
2 2 .7 4 0
0 .6 4 5
0.000
35 .991
0 .7 5 0
0 .4 6 0
1.551
3 1 .1 8 5
0 .6 5 2
0.000
4 0 .4 9 6
0 .7 5 0
0 .4 4 6
1 .551
3 8 .2 3 8
0 .7 1 2
0.000
4 3 .4 9 4
0 .7 5 0
0 .4 8 8
1 .5 5 2
2 5 .1 0 2
1 .3 52
0.000
3 5 .9 8 4
1.501
0 .5 0 5
2 .9 3 6
3 2 .2 7 4
1 .4 11
0.000
3 9 .6 4 8
1 .501
0 .5 3 9
2 .9 3 8
3 8 .0 4 1
1 .4 6 3
0.000
4 2 .1 1 7
1.501
0 .5 11
2 .9 4 3
3 2 .1 5 2
1 0 .1 1 9
0.012
3 5 .9 9 9
4 .5 0 3
1 .3 2 8
8 .4 7 7
3 3 .4 8 9
1 0 .2 1 7
0.012
3 6 .1 9 2
4 .5 0 3
1 .3 4 5
8 .4 8 3
3 4 .2 3 7
10.110
0 .0 0 6
3 6 .3 3 4
4 .5 0 3
1 .3 52
8 .4 8 4
;;-j?66:015Vi:^ ä l P 0 . 7 j №  0 0 ,8 2 2  / ^  00JB33
Input q. 
output q. 
Blocking  
Process. 
S etu p  t.
C . B uffer q 
Tran sp .
2 6 .6 0 4
0 .6 5 2
0.000
35 .991
0 .7 5 0
0 .4 6 5
1 .5 52
3 9 .8 4 7
0 .6 6 7
0.000
4 0 .4 9 6
0 .7 5 0
0 .4 5 8
1 .5 5 2
^52 .106
0 .6 9 4
0.000
4 3 .4 9 5
0 .7 5 0
0 .4 7 6
1 .5 5 2
2 9 .4 8 3
1 .3 42
0.000
3 5 .9 8 4
1.501
0 .4 9 0
2 .9 3 7
4 0 .0 8 0
1 .4 4 9
0.000
3 9 .5 9 5
1 .5 01
0 .5 4 1
2 .9 3 7
48 .5 6 1
1 .4 5 6
0.000
4 1 .9 9 6
1.501
0 .5 3 5
2 .9 3 8
4 1 .4 7 9
9 .1 5 0
0.000
3 5 .9 9 6
4 .5 0 3
1 .2 1 7
8 .4 4 7
4 1 .6 5 3
9 .0 2 6
0.000
3 6 .0 0 6
4 .5 0 3
1 .1 9 8
8 .4 5 0
4 1 .6 5 9
9 .0 3 4
0.000
3 6 .0 1 0
4 .5 0 3
1.202
8 .4 4 8
75°/
R o w |r r ie jV -  90.435.:^;115:002j:^i^ 45.162 ? M 9 7 ; 0 3 6 i : j  2 1 ^ 9 2 6  ¿ ,;^165;458 •^ 1^25:326 ii33:o6o /^ ¿^^ 94:236
Input q. 4 2 .0 0 2 6 0 .8 9 6 8 5 .8 5 2 4 5 .5 6 8 6 5 .3 6 8 9 4 .4 3 2 5 6 .0 9 4 6 2 .6 5 1 1 2 1 .6 6 5
output q. 0 .6 8 3 0 .6 9 9 0 .7 4 6 1.485 1 .5 6 8 1 .5 9 3 1 0 .4 9 3 1 0 .1 5 5 1 0 .6 6 2
3 Blocking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 7 0 .0 0 1 0 .0 0 4
Process. 4 4 .9 8 5 5 0 .6 1 6 5 4 .3 7 5 4 4 .9 8 7 4 9 .7 2 4 5 3 .4 0 0 4 4 .9 8 9 4 5 .5 9 1 4 6 .3 4 8
S etu p  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1 .5 01 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 3
C . B uffer q 0.461 0 .4 9 2 1 .8 8 0 0 .5 5 3 0 .8 2 6 1 1 .5 4 8 1 .5 2 7 1 .9 9 9 2 9 6 .8 9 4
Tran sp . 1 .5 52 1 .5 5 2 1 .5 5 3 2 .9 4 3 2 .9 4 7 2 .9 8 6 8 .5 4 5 8 .5 7 5 9 .0 2 5
Fk)w tim e^>i; 5 1 0 7 .3 4 6 .H f1 48 ,5 1Q : 1 9 0 .6 5 6 Ä d l M Q S s : iL l4 8 ;6 9 0 i ^ 7 9 P 6 8 ¿ 3 5 0 ; 7 7 0 iS .; ; l5 1 -5 0 0 ^ Ä 6 2 p
Input q. 5 8 .8 5 3 9 4 .4 4 5 1 3 2 .7 8 2 6 1 .5 5 0 9 0 .6 8 4 1 1 9 .9 2 0 8 2 .5 0 7 8 3 .4 5 3 8 5 .0 7 5
output q. 0 .7 2 0 0 .7 1 5 0 .7 4 6 1 .5 00 1 .5 1 6 1 .5 7 4 9 .1 9 9 8 .9 31 9 .2 0 2
6 Blocking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P rocess. 4 4 .9 8 5 5 0 .6 1 3 5 4 .3 8 3 4 4 .9 8 6 4 9 .5 1 4 5 2 .5 7 3 4 4 .9 8 5 4 5 .0 5 3 4 5 .0 9 2
S etup  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1 .5 0 1 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 3
C . B uffer q 0 .4 9 0 0 .4 4 1 0 .441 0 .5 3 9 0 .5 4 0 0 .5 6 5 1 .2 1 8 1 .1 71 1 .2 2 0
Transp . 1 .5 52 1 .5 5 2 1 .5 5 3 2 .9 3 6 2 .9 3 6 2 .9 3 5 8 .4 5 9 8 .4 6 1 8 .4 5 9
i « 2 3 9 ^ 9 0 1 X 5 1 8 0 :4 4 0 M i2 9 ; 8 9 6 s i \^ 1 2 ,3 2 a f e 8 6 6 7 .8 4 ^ :g 1 5 4 : iB 3 0 M 6 O 5 ,4 4 8 v ¿ ^ 1 2 9 6 :9 3 0
Input q. 6 3 .0 2 3 1 2 2 .6 5 8 1 4 4 .7 4 2 7 1 .8 3 0 1 4 1 .0 0 2 1 3 9 .2 3 4 7 8 .9 4 3 1 6 0 .3 4 8 1 8 1 .7 7 0
output q. 0 .7 3 3 0 .7 8 8 0 .9 1 0 1 .5 60 1 .6 4 9 1 .6 4 9 1 0 .3 4 8 1 0 .1 9 2 8 .9 4 9
3 Blocking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 3 0 .0 0 1 0 .0 0 0
Process. 5 0 .9 8 4 5 7 .3 5 7 6 1 .5 4 7 5 0 .9 8 6 5 7 .2 7 6 6 2 .3 1 6 5 1 .0 0 0 5 1 .9 8 2 5 2 .6 5 8
S etu p  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1 .5 0 1 1 .5 0 0 4 .5 0 3 4 .5 0 3 4 .4 9 8
C . Buffer q 0 .4 9 3 5 6 .0 8 1 4 9 7 0 .9 2 0 1 .073 2 0 7 .8 3 7 8 4 5 9 .8 6 0 3 .1 8 0 1 3 6 4 .2 3 8 1 1 0 3 0 .1 7 0
Transp . 1.551 1 .5 5 3 1 .5 5 5 2 .9 4 9 3 .0 4 9 3 .1 1 0 8 .6 3 5 9 .3 3 4 9 .3 6 5
* « ‘6 0 2 i iB a a iK 6 ia » 6 3 ^ 2 O 9 :3 2 O
Input q. 9 8 .0 1 5 2 0 4 .1 3 0 2 0 3 .0 4 6 102.971 2 3 5 .4 7 8 1 9 2 .3 2 0 1 3 4 .1 4 2 1 4 1 .4 8 4 1 4 9 .2 4 2
<output q. 0 .7 1 2 0 .7 6 0 0 .9 0 8 1 .5 78 1 .6 1 0 1 .6 4 5 9 .3 6 3 9 .2 4 0 9 .4 1 6
6 1Blocking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
1Process. 50 .981 5 7 .3 4 2 6 1 .5 1 2 50.981 5 6 .7 9 2 6 2 .3 4 4 5 0 .9 9 5 5 1 .2 2 1
5 1 .4 7 4
(Setup t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1 .5 0 1 1 .5 0 0 4 .5 0 3 4 .5 0 3
4 .5 0 3
(3 . B uffer q 0 .4 6 6 5 .1 4 8 4 6 0 5 .3 2 0 0 .5 1 4 6 5 .7 6 0 7 9 4 8 .4 0 0 1 .2 2 7 1 .2 0 4
1 .4 0 7
Fransp. 1 .5 52 1 .5 5 4 1 .5 5 6 2 .9 3 5 2 .9 9 9 3 .1 0 6 8 .4 7 7 8 .4 8 1
8 .4 9 8
8 5 %
Table B.17: Detailed results for Model 3 under set up time consideration
APPENDIX B. TABLES 111
Aggregation Medium Aggregation Disaggregation
M L  Q A P T R 0% 1 5 % 2 5 % 0% 15% 25 % 0% 1 5 % 2 5 %
Flo^m^ M65A iSMM)iS'^84.219
In pu t q. 2 2 .7 4 0 3 1 .1 8 5 3 8 .2 3 i} 2 2 .8 3 8 2 2 .7 9 2 23.13S) 2 3 .4 0 2 2 3 .1 4 5 2 3 .3 3 6
o u tp u t q. 0 .6 4 5 0 .6 5 2 0.712> 1 .3 2 8 1.361 1.332> 1 0 .6 6 5 1 0 .7 4 7 1 0 .7 1 5
3 B locking 0 .0 0 0 0 .0 0 0 O.OOC) 0 .0 0 0 0 .0 0 0 O.OOC) 0 .0 0 9 0 .0 0 4 0 .0 0 7
P ro c e s s . 3 5 .9 9 1 4 0 .4 9 6 43 .49^ i 35 .991 3 6 .2 7 0 36 .488 ) 3 5 .9 8 8 3 6 .0 4 3 3 6 .0 8 7
S e tu p  t. 0 .7 5 0 0 .7 5 0 0.75C) 1.501 1.501 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 3
C . B u ffe r q 0 .4 6 0 0 .4 4 6 0 .4 8 8 i 0 .5 1 3 0 .5 0 7 0 .4 8 4 1 .4 1 3 1 .4 0 4 1 .3 7 9
6 0 % T ra n s p . 1 .5 51 1.551 1 .552! 2 .9 3 3 2 .9 4 9 2 .9 4 7 8 .4 6 4 8 .5 1 4 8 .5 0 6
F low tim e^^ iM ^ 9 .O 7 0 1 S ^ 6 7 .9 4 9 .;£ ^ S 6 8 a 6 8 a ^ S 9 5 : ^S ;k85:639
In pu t q. 2 6 .6 0 4 3 9 .8 4 7 5 2 .1 0 6 ; 2 5 .4 7 2 2 5 .3 8 2 2 5 .6 6 8 ; 2 4 .9 3 4 2 4 .9 6 7 2 4 .9 4 8
ou tp u t q. 0 .6 5 2 0 .6 6 7 0 .6 9 4 1 .3 4 9 1 .3 4 4 1 .3 6 8 1 0 .4 5 8 1 0 .3 2 6 1 0 .3 9 6
6 B locking 0 .0 0 0 0 .0 0 0 ‘ 0 .0 0 0 • 0 .0 0 0 0 .0 0 0 0 .0 0 0 ' 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 3 5 .9 9 1 4 0 .4 9 6 4 3 .4 9 5 3 5 .9 8 3 36 .271 3 6 .4 6 4 3 5 .9 9 7 3 5 .9 9 8 3 5 .9 9 8
S e tu p  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1.501 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 3
C . B u ffe r q 0 .4 6 5 0 .4 5 8 0 .4 7 6 0.491 0 .5 0 8 0 .5 2 0 1 .3 5 3 1 .3 3 6 1 .3 3 8
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .9 2 8 2 .9 4 2 2 .9 4 6 8 .4 6 2 8 .4 6 6 8 .4 5 8
F ld w tim e i: ; i:9 0 .4 3 5 i l t1 T 5 ;0 0 2 ^ !S 1 4 5 :1 5 2 • ;  9 4 .2 8 2  Vk^:96.004 ^ ^vi;96i861 .2 rii!1 6 ;f5 8 iS i3 1 5 : .6 3 4 ^ f e t 2 2 .4 3 8
Input q. 4 2 .0 0 2 6 0 .8 9 6 8 5 .8 5 2 4 2 .7 6 7 4 4 .1 3 0 4 4 .6 9 7 4 7 .0 1 7 4 7 .1 7 9 5 0 .7 2 3
ou tput q. 0 .6 8 3 0 .6 9 9 0 .7 4 6 1 .5 28 1 .5 0 0 1 .5 0 4 1 0 .1 2 0 1 0 .2 8 2 1 0 .4 1 5
3 Blocking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 5 0 .0 0 5
P ro ces s . 4 4 .9 8 5 5 0 .6 1 6 5 4 .3 7 5 4 4 .9 9 4 4 5 .3 8 8 4 5 .6 5 7 4 4 .9 9 0 4 5 .2 5 5 4 5 .7 0 3
S e tu p  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1.501 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 3
C . B u ffe r q 0 .4 6 1 0 .4 9 2 1 .8 8 0 0 .5 5 0 0 .5 3 3 0 .5 5 2 1 .3 9 0 1 .5 0 5 3 .2 8 1
7 5 % T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 3 2 .9 4 3 2 .9 5 3 2 .9 5 0 8 .4 8 3 8 .5 1 4 8 .5 1 5
F low tim e c i 0 7 ,3 4 6 4 8 5 1 0 ; g  1 9 0 .6 5 6 • 1 0 5 .9 8 0 : t i1 0 6 .0 2 0 _ ;a 0 7 ; 0 3 8 S 1 2 5 :9 5 8 j^ u 1 2 6 :2 5 2
In pu t q. 5 8 .8 5 3 9 4 .4 4 5 1 3 2 .7 8 2 5 4 .5 4 4 5 4 .2 0 8 54 .9 7 1 5 6 .4 3 1 5 6 .5 4 5 5 6 .8 5 6
ou tp u t q. 0 .7 2 0 0 .7 1 5 0 .7 4 6 1 .4 9 6 1 .4 9 2 1 .5 1 7 1 0 .0 5 5 1 0 .1 4 3 10 .111
6 B locking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 4 4 .9 8 5 5 0 .6 1 3 5 4 .3 8 3 4 4 .9 9 0 4 5 .3 3 4 4 5 .5 6 8 4 4 .9 9 5 4 5 .0 0 1 4 5 .0 1 7
S e tu p  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1 .4 9 6 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 3
C . B u ffe r q 0 .4 9 0 0 .4 4 1 0 .441 0 .5 2 0 0 .5 4 4 0 .5 2 3 1 ,3 1 2 1.321 1 .2 9 8
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 3 2 .9 3 6 2 .9 4 6 2 .961 8 .4 6 3 8 .4 8 5 8 .5 01
FfoS vtfm eM ^  1 7 : 5 3 O ^ 2 3 9 a 9 O i l5 l0 O iW O ^ # 1 2 6 .3 4 8 - ^ a 3 2 . 6 3 4 ^ i l 3 7 i 3 9 2 i lL 5 5 : 0 0 2 M i 6 8 : 6 0 2 i «
Input q. 6 3 .0 2 3 1 2 2 .6 5 8 1 4 4 .7 4 2 6 8 .2 9 0 7 3 .4 0 7 7 7 .0 4 3 7 7 .1 9 7 8 5 .0 8 1 1 6 2 .3 7 4
ou tp u t q. 0 .7 3 3 0 .7 8 8 0 .9 1 0 1 .5 6 4 1 .5 7 4 1 .5 6 8 1 0 .081 10 .331 1 0 .6 0 2
3 B locking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 2 0 .0 01 0 .0 0 2
P ro c e s s . 5 0 .9 8 4 5 7 .3 5 7 6 1 .5 4 7 5 0 .9 9 8 5 1 .5 7 8 5 2 .0 1 1 5 1 .0 0 1 5 2 .5 3 0 6 1 .7 5 0
S e tu p  t. 0 .7 5 0 0 .7 5 0 0 .7 5 0 1.501 1 .4 9 5 1.501 4 .5 0 3 4 .5 0 3 4 .5 0 2
1C . B u ffe r q 0 .4 9 3 5 6 .0 8 1 4 9 7 0 .9 2 0 1 .0 49 1 .6 2 5 2 .3 1 8 4 .6 5 9 9 .3 3 2 1 5 5 2 .5 9 2
8 5 % Tran sp . 1 .5 51 1 .5 5 3 1 .5 5 5 2 .9 5 3 2 .9 5 5 2 .9 5 5 8 .5 8 2 8 .6 6 3 9 .4 3 5
Sgt53.912MjS?.T4$m5^gS8gl0w8fti&^
In pu t q. 
ou tp u t q. 
B locking  
P ro c e s s . 
S e tu p  t.
C . B u ffe r q 
T ra n s p .
9 8 .0 1 5
0 .7 1 2
0.000
5 0 .9 8 1
0 .7 5 0
0 .4 6 6
1 .5 5 2
2 0 4 .1 3 0
0 .7 6 0
0.000
5 7 .3 4 2
0 .7 5 0
5 .1 4 8
1 .5 5 4
2 0 3 .0 4 6
0 .9 0 8
0.000
6 1 .5 1 2
0 .7 5 0
4 6 0 5 .3 2 0
1 .5 5 6
9 6 .3 9 5  9 9 .2 1 8  97 .181
1 .5 2 7  1 .5 8 6  1 .5 9 7
0.000 0.000 0.000
5 0 .9 9 5  5 1 .3 4 8  5 1 .5 8 8
1.501 1 .4 9 9  1.501
0.551 0 .5 5 5  0 .5 4 0
2 .9 4 8  2 .9 4 2  2 .9 5 5
1 1 2 .6 6 7  1 1 4 .3 1 4  1 1 2 .4 9 2
1 0 .0 9 5  9 .8 3 2  9 .8 8 9
0.000 0.000 0.000
5 0 .9 9 6  5 1 .0 7 3  5 1 .1 0 2
4 .5 0 3  4 .5 0 3  4 .5 0 3
1 .3 0 9  1 .2 7 9  1 .2 8 3
8 .4 6 1  8 .5 0 7  8 .5 1 3
Table B.18: Detailed results for Model 4 under set up time consideration
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ML
APTR Q TA 60% 75% 85% Note
Model 3
0%
3
Aggregatiom
Medium
Disaggregation
J362 , 90,4346 117.53
■■■6713816^"9^0364''....129.896
92.2384 125.326 154.63
6
Aggregatiom
Medium
Disaggregation
66.0146 . :107,346 ; : 152.476 
71.7372 i 13.006 160.482 
100.7674 150.77 208.32
15%
3
Aggregatiom
Medium
Disaggregation
75.0812;; 11^002 ,1-^239.19
" 7 8 .3 T2 2 .... i2r.'926......‘“4i2.32
94.0754 133.06 1605.448 Overload
6
Aggregatiom
Medium
Disaggregation
83.7702 1 48.51 269.684 
86.103^1*',ll^6;6^ 364.146 
100.8216 1 5 1 .5 ^ 1 1 » ;^
25%
3
Aggregatiom
Medium
Disaggregation
85.235^^ 145.152j^J1M.44
867576r'''T65l458‘^ ^^ ^^  
95.0636 494.236 11296.93
Overload
Overload
Overload
6
Aggregatiom
Medium
Disaggregation
99.0698 190.656 4873.12 
179.068 8209.32
Overload
Overload
Model 4
0%
3
Aggregatiom
Medium
Disaggregation
62.1362 - : 90,4346 117.53 
' 65.Tb38'*~
84.3804 116.158 155.002
6
Aggregatiom
Medium
Disaggregation
66.0146,; 107.346 T52.476 
6 7 l7 2 3 2 iM ^ 9 8 ]  “ 'T5 3 .9 1 2 
85.707 125’.742 187.894
15%
3
Aggregatiom
Medium
Disaggregation
75.0812 115.002 239.19
84.2188 116.634 168.602
6
Aggregatiom
Medium
Disaggregation
83.7702 148.51 269.684
l 6 ^ l 6 8 l S c i ^ M I l i l 8
85.5946 125.958 189.316
25%
3
Aggregatiom
Medium
Disaggregation
85.2352 145.152 5180.44 Overload
Overload
l 6 5 ^ 3 ^ ^ ^ 6 5 ^ M S 9 2
84.4146 122.438 1796.726
6
Aggregatiom
Medium
Disaggregation
99.0698 190.656 4873.12 Overload
1 l 6 l W S E m § l i ^ 5 8
85.6392 126.252 187.574
Medium aggregation case is better 
Disaggregation case is better
Table B.19: Flow time results of the three cases vs. ML for Model 1 and 2 under
set up time consideration
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ML
APTR Q TA 60% 75% 85% Note
Model 1
0%
3
Aggregatiom
Medium
Disaggregation
^66^4088 116,242 205.662
......7275556 125'T54....‘'220052
107.292 208.124 703.524
6
Aggregatiom
Medium
Disaggregation
66:1726 ; 112.1^ J86.636
.....7l'.'9464.......T {0376“  193^98
101.7562 166.99 320.246
15%
3
Aggregatiom
Medium
Disaggregation
:85.9048| 194.972 779.322
88.18'i iÜ l5 .3 8 l |p S ^ ^ ^ 8
107.292 208.124 703.524
6
Aggregatiom
Medium
Disaggregation
84.7156; 178.018 668.622 
87^083 "®1g6i454l 441.81
101.7562 1 6 6 . 9 9 l H Ä
25%
3
Aggregatiom
Medium
Disaggregation
104.3846 359.62 5864.22 Overload
Overload268.108 3568.76
10 7 . 2 9 2 B l ^ i ^ r a i l i
6
Aggregatiom
Medium
Disaggregation
101.5114 312.442 5454.02 
f^W9^92l 226.558 3142.2
Overload
101.7562
1 Model 2 1
0%
3
Aggregatiom
Medium
Disaggregation
66.4088 ‘116.242 205.662
.S 6 8 -^ 5 3 8 > ia i2 ^ 2 3 8 ll8 li6 |  
86.0444 129.766 “ 213.49
6
Aggregatiom
Medium
Disaggregation
66.1726; 112.126 186.636 
.....67:4516
85.8198 128.278 209.356
15%
3
Aggregatiom
Medium
Disaggregation
85.9048 194.972 779.322
162.436 442.86
8 6 . 0 4 4 4 ( S M , « | « !
6
Aggregatiom
Medium
Disaggregation
84.7156 178.018 668.622 
148.994 386.714
8 5 ^ 1 9 i ^ E ^ a M ®
25%
3
Aggregatiom
Medium
Disaggregation
104.3846 359.62 5864.22 
93.2812 216.414 3053.56
Overload
Overload
6
Aggregatiom
Medium
Disaggregation
101.5114 312.442 5454.02 
91.2266 197.136 2447.76
Overload
Overload
Aggregation case is better 
igregation case is better 
ition case is better
Medium ac
H  9IfsFTt7iT7sT¥P
Table B.20: Flow time results of the three cases vs. ML for Model 3 and 4 under
set up time consideration
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ML
APTR Q TA 60% 75% 85%
Model 1
Aggregation 2.61 6.18 17.21
3 Medium 4.87 11.72 33.53
0% Disaggregation 15.61 56.26 418.07
Aggregation 2.58 5.40 14.38
6 Medium 4.77 10.25 26.83
Disaggregation 13.42 35.06 123.30
Aggrejgation 3.65 15.03 178.77
3 Medium 6.18 24.73 157.28
15% Disaggregation 15.61 56.26 418.07
Aggregation 3.40 12.76 146.21
6 Medium 6.25 18.71 120.93
Disaggregation 13.42 35.06 123.30
Aggregation 5.23 46.89 1267.94
3 Medium 8.46 50.81 2200.62
25% Disaggregation 15.61 56.26 418.07
Aggregation 4.78 38.75 1243.84
6 Medium 7.64 34.71 2097.10
Disaggregation 13.42 35.06 123.30
Model 2
Aggregation 2.61 6.18 17.21
3 Medium 4.53 10.01 21.19
0% Disaggregation 9.12 21.96 64.53
Aggregation 2.58 5.40 14.38
6 Medium 4.09 8.98 19.08
Disaggregation 8.95 21.08 60.52
Aggregation 3.65 15.03 178.77
3 Medium 5.32 24.61 136.27
15% Disaggregation 9.12 21.96 64.53
Aggregation 3.40 12.76 146.21
6 Medium 5.29 14.30 111.20
Disaggregation 8.95 21.08 60.52
Aggregation 5.23 46.89 1267.94
3 Medium 7.66 28.48 2171.00
25% Disaggregation 9.12 21.96 64.53
Aggregation 4.78 38.75 1243.84
6 Medium 6.30 24.25 1669.61
Disaggregation 8.95 21.08 60.52
Table B.21: Difference between flow time performance without setup time and under
set up time consideration for Model 1 and Model 2
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ML
APTR Q TA 60% 75% 85%
Model 3
Aggregation 1.79 2.63 4.14
3 Medium 3.94 5.30 10.49
0% Disaggregation 9.71 16.62 20.26
Aggregation 2.50 4.16 8.12
6 Medium 4.71 7.40 14.30
Disaggregation 12.99 24.22 43.13
Aggregation 2.05 3.83 43.86
3 Medium 4.38 9.54 186.07
15% Disaggregation 10.30 19.45 1465.73
Aggregation 3.15 6.48 32.17
6 Medium 6.10 12.33 148.36
Disaggregation 13.32 25.45 47.47
Aggregation 2.44 8.09 1753.30
3 Medium 5.19 26.57 3362.90
25% Disaggregation 10.64 376.51 9977.83
Aggregation 4.15 8.10 1696.72
6 Medium 6.72 17.25 3329.56
Disaggregation 13.07 27.22 53.79
Model 4
Aggregation 1.79 2.63 4.14
3 Medium 3.87 5.27 9.47
0% Disaggregation 8.37 14.00 26.76
Aggregation 2.50 4.16 8.12
6 Medium 4.40 7.59 16.35
Disaggregation 9.14 19.49 46.45
Aggregation 2.05 3.83 43.86
3 Medium 3.87 6.37 11.33
15% Disaggregation 8.21 14.17 37.45
Aggregation 3.15 6.48 32.17
6 Medium 4.49 7.58 17.98
Disaggregation 9.07 19.58 46.95
Aggregation 2.44 8.09 1753.30
3 Medium 3.48 5.61 14.70
25% Disaggregation 8.09 19.76 1663.00
Aggregation 4.15 8.10 1696.72
6 iMedium 4.24 7.98 14.91
1Disaggregation 9.21 20.15 45.57
Table B.22: Difference between flow time performance without setup time and under 
set up time consideration for Model 3 and Model 4
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Total
Source DF Sum of Squares F Value Pr>F Significance?
Model
Error
BLOCK
86
1353
4
3938185.47
1221622.66
69108.82
50.72 0.0001 yes
19.14 0.0001 yes
ST
SF
RF
APTR
TA
ML
Q
ST'SF
S rR F
ST'APTR
ST*TA
ST'ML
ST*Q
RF*SF
SF*APTR
SF*TA
SF*ML
SF*Q
RF*APTR
RF*TA
RF*ML
RF*Q
APTR*TA
APTR*ML
APTR*Q
A*ML
TA*Q
ML*Q
1
1
1
2
2
1
1
1
1
2
2
1
1
1
2
2
1
1
2
2
1
1
4
2
2
2
2
1
92913.53 
82310.26
211920.81
470776.07 
80403.61
1540627.92
517.20
11656.53 
7.95
22257.97
20525.00
29259.08
2881.51
20.78
10983.76
54364.21
22840.43
3689.60
65852.18
79362.78
111320.08 
23256.51
214148.79
201333.30
8635.56
78163.84
10281.27
3153.58
102.91
91.16
234.71
260.70
44.53
1706.31
0.57
12.91
0.01
12.33
11.37
32.41
3.19
0.02
6.08
30.11
25.30
4.09
36.47
43.95
123.29
25.76
59.29
111.49
4.78
43.28
5.69
3.49
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.4493
0.0003
0.9253
0.0001
0.0001
0.0001
0.0743
0.8794
0.0023
0.0001
0.0001
0.0434
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0085
0.0001
0.0034
0.0619
yes
yes
yes
yes
yes
yes
no
yes
no
yes
yes
yes
no
no
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
no
Table B.23: ANOVA results for the entire experimental design including set up time 
factor
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Aggregation Medium aggregation Disaggregation
M L  Q A P T R 0% 1 5 % 2 5 % 0 % 1 5 % 2 5 % . 0 % 5^% 2 5 %
8 3 .7 2 0 ,1 0 5 .7 9 9 1 2 6 .3 2 6 1 1 1 7 .3 5 0 -1 1 7 .3 5 0 1 1 7 ,3 5 0
3 5 .3 8 3 * ' 4 7 .8 6 6 5 8 .5 2 7 4 2 .5 2 3 4 2 .5 2 3 4 2 .5 2 3
2 .5 0 5 3 .6 3 5 5 .0 2 1 1 9 .7 1 2 1 9 .7 1 2 1 9 .7 1 2
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 4 3 0 .0 4 3 0 .0 4 3
3 5 .9 8 1 3 9 .5 8 3 4 1 .9 8 6 3 6 .0 0 3 3 6 .0 0 3 3 6 .0 0 3
3 .8 0 1 4 .1 6 1 4 .4 0 8 3 .8 0 3 3 .8 0 3 3 .8 0 3
3 .1 1 1 7 .6 2 0 1 3 .4 4 8 6 .8 1 9 6 .8 1 9 6 .8 1 9
2 .9 3 7 2 .9 3 7 2 .9 3 7 8 .4 5 1 8 .4 5 1 8 .4 5 1
8 2 .0 9 9 1 0 2 .3 5 4 1 2 0 .8 9 0 1 0 8 .5 9 2 .  1 0 8 .5 9 2 1 0 8 .5 9 2
' 3 7 .2 9 1 ' 5 3 .0 7 2 ......6 8 .1 8 6 4 8 .0 0 0 * 4 8 .0 0 0  '' "  48'.'00*0
1 .4 3 7 1 .5 7 4 1 .7 6 6 1 0 .7 9 4 1 0 .7 9 4 1 0 .7 9 4
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
3 5 .9 8 3 3 9 .5 9 1 4 1 .9 9 2 3 5 .9 9 4 3 5 .9 9 4 3 5 .9 9 4
3 .8 0 1 4 .1 6 3 4 .4 1 0 3 .8 0 3 3 .8 0 3 3 .8 0 3
0 .6 5 1 1 .0 1 9 1 .6 0 2 1 .5 6 1 1 .5 6 1 1 .5 6 1
2 .9 3 7 2 .9 3 7 2 .9 3 7 8 .4 4 7 8 .4 4 7 8 .4 4 7
1 6 5 .4 3 4 3 0 5 .1 0 0 6 0 0 .4 5 4 2 5 6 ,3 1 4 2 5 6 .3 1 4 2 5 6 .3 1 4
7 5 .0 9 8 1 0 8 .8 3 2 1 3 8 .6 5 0 ~ 8 T 9 2 8  ’ 8 1 .9 2 8 8 T 9 2 '8
7 .2 7 2 1 5 .2 7 6 2 5 .6 3 5 4 8 .0 3 1 4 8 .0 3 1 4 8 .0 3 1
0 .0 0 0 0 .0 0 1 0 .0 0 5 0 .3 1 6 0 .3 1 6 0 .3 1 6
4 4 .9 8 5 4 9 .4 8 2 5 2 .4 9 7 4 4 .9 9 2 4 4 .9 9 2 4 4 .9 9 2
4 .7 1 9 5 .2 0 3 5 .5 2 5 4 .7 2 4 4 .7 2 4 4 .7 2 4
3 0 .4 2 7 1 2 3 .3 6 5 3 7 5 .1 9 4 6 7 .8 2 0 6 7 .8 2 0 6 7 .8 2 0
2 .9 3 7 2 .9 3 7 2 .9 4 0 8 .5 0 4 8 .5 0 4 8 .5 0 4
(5 1 .1 2 8 2 5 6 .0 6 4 5 2 6 .3 2 8 1 7 9 .8 5 6 1 7 9 .8 5 6 ,:1 7 9 .8 5 6
9 1 .3 9 8 1 5 2 .9 2 2 2 2 7 .9 8 0 1 0 0 .7 4 3 1 0 0 .7 4 3 1 0 0 .7 4 3
2 .5 4 7 6 .3 9 0 1 4 .8 7 7 1 5 .3 2 9 1 5 .3 2 9 1 5 .3 2 9
6 0 %
flo w tim e  
In pu t q 
O u tp u t q 
B loc k in g  
P ro c e s s . 
B re a k t im e  
C . b u ffe r  q 
T ra n s p .
79,124,
3 3 .9 8 8
0 .6 3 9
0.000
3 5 .9 9 0
3 .8 0 2
3 .1 5 2
1 .5 5 2
,1 0 4 .7 5 0
4 8 .8 9 2
0 .6 9 1
0.000
4 0 .4 8 8
3 .8 0 4
9 .3 2 4
1 .5 5 2
• 1 3 1 .5 1 2
6 2 .2 4 7
0 .7 0 5
0.000
4 3 .4 8 4
3 .8 0 1
1 9 .7 2 3
1 .5 5 2
flo w tirn e  
In pu t q 
O u tp u t q 
B lock in g  
P ro c e s s . 
B re a k t im e  
C . b u ffe r  q 
T ra n s p
7 8 .3 5 9
3 5 .8 6 2
0 .6 5 6
0.000
3 5 .9 9 2
3 .8 0 6
0 .4 9 0
1 .5 5 2
1 0 2 .4 2 0  
' 5 4 .9 5 2 "  
0 .6 8 7  
0.000
4 0 .4 9 0
3 .8 0 2  
0 .9 3 9
1 .5 5 2
1 2 6 .0 5 6
7 3 .8 8 6
0 .7 1 3
0.000
4 3 .4 8 8
3 .8 0 4
2 .6 1 5
1 .5 5 2
7 5 %
flovi4im e _ 
In pu t q 
O u tp u t q 
B lo c k in g  
P ro c e s s . 
B re a k t im e  
C . b u ffe r  q 
T ra n s p .
1 6 4 .0 9 4
7 4 .7 3 9 '
0 .7 3 2
0.000
4 4 .9 6 9
4 .7 2 1
3 7 .3 8 6
1 .5 5 2
3 7 9 .6 6 8
1 1 4 .6 1 8
0 .8 1 6
0.000
5 0 .5 7 6
4 .7 2 6
2 0 7 .3 7 4
1 .5 5 2
1 3 1 5 .9 2 6
....1 6 0 ^ 2 7 2
0 .8 6 4
0.000
5 4 .3 5 7
4 .7 2 3
1 0 9 4 .1 3 2
1 .5 5 2
8 5 %
flo v \4 jm e ; 
In p u t q 
O u tp u t q 
B lock in g  
P ro c e s s .
1 5 2 .8 5 0
9 4 .2 3 0
0 .7 1 6
0.000
4 4 .9 6 5
3 3 2 .0 1 0
1 7 9 .1 5 8
0 .7 6 6
0.000
5 0 .5 8 8
1 1 2 3 .7 1 2
2 8 7 .6 7 4
0 .8 5 0
0.000
5 4 .3 1 7
0.000
4 4 .9 9 0
0.000
4 9 .4 7 3
0.000
5 2 .4 2 5
0.000
4 4 .9 9 2
0.000
4 4 .9 9 2
0.000
4 4 .9 9 2
B re a k t im e 4 .7 1 9 4 .7 2 5 4 .7 1 9 4 .7 2 1 5 .2 0 1 5 .5 1 4 4 .7 2 5 4 .7 2 5 4 .7 2 5
C . b u ffe r  q 6 .6 7 2 9 5 .2 1 8 7 7 4 .5 9 4 4 .5 3 8 3 9 .1 4 0 2 2 2 .5 9 0 5 .6 2 4 5 .6 2 4 5 .6 2 4
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .9 3 7 2 .9 3 7 2 .9 3 7 8 .4 4 7 8 .4 4 7 8 .4 4 7
^ 4 8 2 .1 5 0 , 6 5 5 5 .5 6 0 1 5 2 8 6 ,2 0 0 4 0 6 .3 0 8 .5 4 5 4 .3 0 0 1 3 0 7 0 .3 4 0 2 2 8 3 .6 2 0 , - 2 2 8 3 ,6 2 0 : 2 2 8 3 .6 2 0
In pu t q '^ 1 2 3 .4 7 0 *  ^ 1 7 5 .4 3 7 ..... 1 6 1 .4 5 4 .....122 .6*86 13 2^ 870 .....*134.850 ' 13*8.4b~d"^*' T 3 8 “40 '0  ' ' l 3 8 . ’4 0 0
O u tp u t q 0 .7 8 4 0 .8 8 8 0 .8 8 6 1 8 .6 7 2 4 2 .3 6 1 4 3 .6 3 3 1 1 2 .8 7 6 1 1 2 .8 7 6 1 1 2 .8 7 6
B lock in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 1 0 .0 1 8 0 .0 21 2 .0 4 3 2 .0 4 3 2 .0 4 3
P ro c e s s . 5 0 .9 4 8 5 7 .3 1 0 6 1 .5 7 4 5 0 .9 7 6 5 6 .0 1 3 5 9 .4 2 3 5 0 .9 3 8 5 0 .9 3 8 5 0 .9 3 8
B re a k t im e 5 .3 6 3 5 .3 5 8 5 .3 4 9 5 .3 6 3 5 .8 9 8 6 .2 61 5 .3 5 6 5 .3 5 6 5 .3 5 6
C . b u ffe r  q 3 0 0 .0 2 4 6 3 1 5 .0 4 0 1 5 0 5 5 .2 0 0 2 0 5 .6 6 6 5 2 1 4 .1 6 0 1 2 8 2 3 .3 4 0 1 9 6 5 .2 4 0 1 9 6 5 .2 4 0 1 9 6 5 .2 4 0
T ra n s p . 1 .5 5 3 1 .5 5 4 1 .5 5 3 2 .9 3 8 2 .9 5 1 2 .9 5 2 8 .7 6 7 8 .7 6 7 8 .7 6 7
^ 1 6 4 . 2 0 0 j 4 8 8 8 . 2 p p > v .3 3 8 .7 9 6 · 4 9 6 4 .1 2 0 1 2 6 1 7 .0 6 0 6 8 1 J 7 4 ; | i 6 8 1 , 8 7 4 J i? 6 8 t ;8 7 4
In pu t q 1 9 2 .9 0 0 ”‘ 2 2 7 .4 2 8 “ " 2 6 6 .0 4 8 ^'"i*8*l'.894" 2 3 1 *4 1 2 .....2 0 9 .3 6 6 ** 1 9 5 .6 5 0 1 9 5 .6 5 0
*1 9 5 .6 5 0
O u tp u t q 0 .7 9 4 0 .8 8 7 0 .8 8 6 8 .9 6 7 4 4 .6 6 7 4 6 .6 3 9 9 2 .4 3 5 9 2 .4 3 5
9 2 .4 3 5
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 01 0 .1 3 2 0 .1 3 2
0 .1 3 2
P ro c e s s . 5 0 .9 0 8 5 7 .2 1 7 6 1 .5 6 0 5 0 .9 3 6 5 5 .9 8 7 5 9 .4 2 6 5 0 .9 7 1
5 0 .9 7 1 5 0 .9 7 1
B re a k t im e 5 .3 5 7 5 .3 4 8 5 .3 4 5 5 .3 6 0 5 .8 8 7 6 .2 5 5 5 .3 7 0
5 .3 7 0 5 .3 7 0
C . b u ffe r  q 1 5 5 .8 2 1 5 8 7 1 .7 8 0 1 4 5 5 2 .6 0 0 8 8 .7 0 0 4 6 2 3 .2 2 0 1 2 2 9 2 .1 2 0 3 2 8 .8 3 8
3 2 8 .8 3 8 3 2 8 .8 3 8
T ra n s p . 1 .5 5 3 1 .5 5 4 1 .5 5 4 2 .9 3 7 2 .9 4 0 2 .9 4 4
8 .4 7 2 8 .4 7 2 8 .4 7 2
Table B.24: Detailed results for Model 1 under machine breakdown consideration
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Aggregation Medium aggregation
M L Q A P T R 0% 1 5 % 2 5 % 0 % 1 5 % 2 5 % 0 % 1 5 % 2 5 %
7 7 .2 7 0 9 6 .4 8 1  . 1 1 0 ,,7 8 6 _ 9 0 . 5 1 3 9 0 ^ 1 3 . 9 0 .5 1 3
3 0 .9 9 4 .... 4 2 .7 6 7 " 5 C 9 8 6 '2 8 . ’l 5 6 ’* " 2  8  .V 5  6  ‘ " 2 8 .1 5 6
2 .9 3 0 5 .9 4 1 7 .9 6 3 1 2 .5 8 2 1 2 .5 8 2 1 2 .5 8 2
0 .0 0 0 0 .0 0 0 0 .0 0 1 0 .0 2 1 0 .0 2 1 0 .0 2 1
3 5 .9 8 5 3 9 .5 8 6 4 2 .0 0 1 3 5 .9 9 6 3 5 .9 9 6 3 5 .9 9 6
3 .8 0 3 4 .1 6 3 4 .4 0 8 3 .7 8 9 3 .7 8 9 3 .7 8 9
0 .6 1 9 1 .0 8 8 1 .5 0 4 1 .4 9 0 1 .4 9 0 1 .4 9 0
2 .9 3 8 2 .9 3 8 2 .9 2 9 8 .4 7 8 8 .4 7 8 8 .4 7 86 0 %
flovi^ me^ _^  
Input q 
O u tp u t q 
B locking  
P ro c e s s . 
B re a k t im e  
C . b u ffe r  q 
T ra n s p .
7 9 ,1 2 4
''337988*'
0 .6 3 9
0.000
3 5 .9 9 0
3 .8 0 2
3 .1 5 2
1 .5 5 2
1 0 4 .7 5 0
4 8 .8 9 2 ^
0 .6 9 1
0.000
4 0 .4 8 8
3 .8 0 4
9 .3 2 4
1 .5 5 2
: 1 3 1 .5 1 2  
6 2 .2 4 7  
0 .7 0 5  
0.000
4 3 .4 8 4
3 .8 0 1
1 9 .7 2 3
1 .5 5 2
flq^ me·;^ . 
Input q 
O u tp u t q 
B locking  
P ro c e s s . 
B re a k t im e  
C . b u ffe r  q 
T ra n s p .
, 7 8 .3 5 9 -
35!86F
0 .6 5 6
0.000
3 5 .9 9 2
3 .8 0 6
0 .4 9 0
1 .5 5 2
1 0 2 .4 2 0
....5 4 .‘9 5 2 “ '
0 .6 8 7
0.000
4 0 .4 9 0
3 .8 0 2
0 .9 3 9
1 .5 5 2
1 2 6 .0 5 6  
' 7 3 .8 8 6  
0 .7 1 3  
0.000
4 3 .4 8 8
3 .8 0 4
2 .6 1 5
1 .5 5 2
7 7 .1 6 4  ^ 9 3 .8 3 1 1 0 9 J 2 4 :.j B 9 .8 6 0 8 9 .8 6 0 ; l8 9 ,8 6 0
3 2 .5 0 6  ' 4 5 .0 6 6 .... "5 7 .9 7 6 ¿ 8 .7 4 5 " 2 8 .7 4 5 " 2 8 .7 4 5
1 .4 2 7 1 .5 8 5 1 .8 4 5 1 1 .3 6 2 1 1 .3 6 2 1 1 .3 6 2
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
3 5 .9 8 8 3 9 .5 8 7 4 1 .9 9 0 3 5 .9 9 5 3 5 .9 9 5 3 5 .9 9 5
3 .8 0 0 4 .1 6 0 4 .4 0 8 3 .8 0 2 3 .8 0 2 3 .8 0 2
0 .5 1 1 0 .5 1 2 0 .5 8 2 1 .4 7 2 1 .4 7 2 1 .4 7 2
2 .9 3 1 2 .9 2 0 2 .9 3 4 8 .4 8 3 8 .4 8 3 8 .4 8 3
7 5 %
flo w tim e   ^
Input q 
O u tp u t q 
B locking  
P ro c e s s . 
B re a k t im e  
C . b u ffe r  q
1 6 4 .0 9 4
7 4 .7 3 9
0 .7 3 2
0.000
4 4 .9 6 9
4 .7 2 1
3 7 .3 8 6
1 .5 5 2
3 7 9 .6 6 8
11 4 ^ 6 1 8
0 .8 1 6
0.000
5 0 .5 7 6
4 .7 2 6
2 0 7 .3 7 4
1 .5 5 2
1 3 1 5 .9 2 6
1 6 0 .2 7 2
0 .8 6 4
0.000
5 4 .3 5 7
4 .7 2 3
1 0 9 4 .1 3 2
1 .5 5 2
1 4 1 .2 5 6 2 4 3 .2 7 6 5 0 6 .2 4 4 1 4 1 .9 3 4 1 4 1 .9 3 4 __ 1 4 1 .9 3 4
6 8 .5 0 5 1 0 4 .6 2 6 1 3 9 .2 8 2 ' " 6 1 .1 9 3 *6 1 .1 9 3 6 1 .1 9 3
1 4 .0 3 5 3 9 .0 0 4 6 1 .1 3 8 1 9 .4 9 8 1 9 .4 9 8 1 9 .4 9 8
0 .0 0 4 0 .0 4 3 0 .1 0 5 • 0 .0 9 9 0 .0 9 9 0 .0 9 9
4 4 .9 8 6 4 9 .4 9 4 5 2 .4 8 6 4 4 .9 9 6 4 4 .9 9 6 4 4 .9 9 6
4 .7 2 4 5 .2 0 3 5 .5 2 6 4 .6 0 6 4 .6 0 6 4 .6 0 6
6 .0 6 2 4 1 .9 5 6 2 4 4 .7 4 7 3 .0 5 5 3 .0 5 5 3 .0 5 5
2 .9 4 2 2 .9 4 9 2 .9 5 9 8 .4 8 9 8 .4 8 9 8 .4 8 9
flo w tim e  V 1 5 2 .8 5 0 ,3 3 2 .0 1 0 1 1 2 3 .7 1 2 1 3 5 .8 1 2 2 2 4 .3 5 4 4 2 3 .7 6 0 1 3 9 .5 9 8 1 3 9 .5 9 8 1 3 9 .5 9 8
Input q ........ 9 4 ]2 3 0 *1 7 9 .1 5 8 2 8 7 .6 7 4 .......7 8 .8 3 5 1 4 1 .8 6 6 ' 2 2 6 .4 7 2 6 7 .5 2 1 6 7 .5 2 1 6 7 .5 2 1
O u tp u t q 0 .7 1 6 0 .7 6 6 0 .8 5 0 3 .5 1 5 2 0 .9 3 7 6 6 .2 8 9 1 2 .4 2 1 1 2 .4 2 1 1 2 .4 2 1
B locking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 1 0 .0 1 0 0 .0 0 3 0 .0 0 3 0 .0 0 3
P ro c e s s . 4 4 .9 6 5 5 0 .5 8 8 5 4 .3 1 7 4 4 .9 8 8 4 9 .4 7 1 5 2 .4 5 4 4 4 .9 9 6 4 4 .9 9 6 4 4 .9 9 6
B re a k t im e 4 .7 1 9 4 .7 2 5 4 .7 1 9 4 .7 2 3 5 .2 0 5 5 .5 2 1 4 .7 1 4 4 .7 1 4 4 .7 1 4
C . b u ffe r  q 6 .6 7 2 9 5 .2 1 8 7 7 4 .5 9 4 0 .8 2 4 3 .9 5 0 7 0 .0 7 6 1 .4 5 7 1 .4 5 7 1 .4 5 7
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .9 3 0 2 .9 2 3 2 .9 3 4 8 .4 8 9 8 .4 8 9 8 .4 8 9
flowtime^:^^ : 4 8 2 .1 5 0 ; 6 5 5 5 .5 6 0 . , 1 5 2 8 6 .2 0 0 3 3 4 .1 8 4 5 0 0 8 .9 6 0 , .1 0 6 7 3 .4 0 0 , 2 7 1 . 0 8 6 2 7 1 .0 8 6  1 2 7 1 .0 8 6
Input q 123 .470*^ 1 7 5 .4 3 7 '*‘" '1 6 1 .4 5 4 .....1 2 2 ^ ^ 2 ' ' l3 9 . '3 3 9 * 1 8 1 .8 1 0 "*1 '10 .542**^ 1 1 0 .5 4 2 1 1 0 .'5 4 2
O u tp u t q 0 .7 8 4 0 .8 8 8 0 .8 8 6 5 0 .0 6 9 6 0 .1 3 7 5 4 .9 9 3 4 5 .6 7 8 4 5 .6 7 8 4 5 .6 7 8
B locking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 7 3 0 .0 7 8 0 .0 5 4 0 .5 7 1 0 .5 7 1 0 .5 7 1
P ro c e s s . 5 0 .9 4 8 5 7 .3 1 0 6 1 .5 7 4 5 0 .9 7 5 5 6 .0 2 0 5 9 .4 8 9 5 0 .9 9 9 5 0 .9 9 9 5 0 .9 9 9
B re a k t im e 5 .3 6 3 5 .3 5 8 5 .3 4 9 5 .3 6 9 5 .8 9 7 6 .3 3 3 4 .8 4 2 4 .8 4 2 4 .8 4 2
C . b u ffe r  q 3 0 0 .0 2 4 6 3 1 5 .0 4 0 1 5 0 5 5 .2 0 0 1 0 2 .3 1 7 4 7 4 4 .5 4 0 1 0 3 6 7 .9 0 0 4 9 .8 9 9 4 9 .8 9 9 4 9 .8 9 9
T ra n s p . 1 .5 5 3 1 .5 5 4 1 .5 5 3 2 .9 5 5 2 .9 4 5 2 .9 2 8 8 .5 5 6 8 .5 5 6 8 .5 5 6
M L 3 3 6 . : ^ 1 6 4 ^ 0 , ^ 4 8 8 8 . 2 0 0 ¿ ^ 9 9 . 5 9 6 4 6 4 1 ^ 7 0 0 ,1 0 2 9 1 : 6 0 0 ;; 2 5 2 ,9 6 g M 2 5 2 . 9 6 6 k :  2 5 2 .9 6 6
Input q 1 9 2 .9 0 0 2 2 7 .4 2 8 2 6 6 .0 4 8 17*9 .460 2 2 5 .1 6 4 2 8 4 .4 3 5 1 5 1 .4 5 6 1 5 1 .4 5 6 1 5 1 .4 5 6
O u tp u t q 0 .7 9 4 0 .8 8 7 0 .8 8 6 4 5 .5 8 3 9 3 .7 9 4 6 2 .5 2 9 3 0 .7 7 9 3 0 .7 7 9 3 0 .7 7 9
B locking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 6 0 .0 1 5 0 .0 0 2 0 .0 5 4 0 .0 5 4 0 .0 5 4
P ro c e s s . 5 0 .9 0 8 5 7 .2 1 7 6 1 .5 6 0 5 0 .9 7 1 5 6 .0 0 4 5 9 .4 6 3 5 0 .9 7 6 5 0 .9 7 6 5 0 .9 7 6
B re a k t im e 5 .3 5 7 5 .3 4 8 5 .3 4 5 5 .3 6 6 5 .8 8 9 6 .3 3 0 5 .2 9 8 5 .2 9 8 5 .2 9 8
C . b u ffe r  q 1 5 5 .8 2 1 5 8 7 1 .7 8 0 1 4 5 5 2 .6 0 0 1 5 .2 8 1 4 2 5 7 .9 8 0 9 8 7 5 .9 5 0 5 .9 3 5 5 .9 3 5 5 .9 3 5
T ra n s p . 1 .5 5 3 1 .5 5 4 1 .5 5 4 2 .9 2 5 2 .8 3 6 2 .8 8 3 8 .4 6 8 8 .4 6 8 8 .4 6 8
8 5 %
Table B.25: Detailed results for Model 2 under machine breakdown consideration
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Aggregation Medium aggregation Disaggregation
ML A P T R 0% 1 5 % 2 5 % 0 % 1 5 % 2 5 % 0 % 1 5 % 2 5 %
7 5 .0 5 9 8 8 .6 0 9 9 9 ,3 6 8 9 5 .8 1 1 9 7 .8 1 8 9 9 ,1 0 630A19 '* ....3 9 . 8 2 5 ...... 4 7 7 2 2 ......3 4 .9 0 1  " ’ 3 6 .3 4 5 ” 3 7 .7 9 4
1 .3 7 6 1 .4 6 1 1 .5 2 7 1 1 .6 3 0 1 1 .5 0 5 1 0 .9 7 3
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 2 9 0 .0 3 7 0 .0 2 1
3 5 .9 8 8 3 9 .6 7 5 4 2 .1 8 7 3 5 .9 9 6 3 6 .2 6 5 3 6 .4 5 3
3 .8 0 1 4 .1 7 2 4 .4 2 5 3 .2 8 5 3 .6 5 4 3 .8 8 7
0 .5 3 3 0 .5 2 9 0 .5 6 2 1 .4 8 7 1 .5 2 8 1 .4 8 8
2 .9 4 1 2 .9 4 6 2 .9 4 7 8 .4 8 2 8 .4 8 4 8 .4 9 2
8 1 .7 3 4 9 9 .4 8 5 1 1 4 2 9 6 1 0 5 .6 2 2 1 0 5 .9 0 0 1 0 6 .0 9 2
3 7 .0 9 3 5 0 .7 8 8 6 2 .8 7 9 .....  4 5 .6 7 2 '" 4 5 ’ 8 6 8 ” '4 6 .1 3 0
1 .4 1 2 1 .4 6 3 1 .4 9 5 1 0 .3 8 2 1 0 .4 3 0 1 0 .2 8 2
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
3 5 .9 8 0 3 9 .5 9 9 4 2 .0 1 3 3 5 .9 9 5 3 6 .0 1 5 3 6 .0 3 8
3 .8 0 1 4 .1 6 1 4 .4 0 9 3 .7 7 0 3 .7 9 0 3 .8 3 9
0 .5 1 1 0 .5 3 7 0 .5 6 8 1 .3 4 8 1 .3 4 6 1 .3 5 2
2 .9 3 7 2 .9 3 8 2 .9 3 6 8 .4 5 5 8 .4 5 1 8 .4 5 2
6 0 %
in p u t q
O u tp u t q
B lo c k in g
P ro c e s s .
B re a k t im e
C . b u f fe r  q
T r a n s p .
7 1 .2 0 3
*^750
0 .6 5 4
0.000
3 5 .9 9 0
3 .8 0 3
0 .4 5 5
1 .5 5 1
8 5 .7 3 2
3 8 .7 0 0
0 .7 1 3
0.000
4 0 .4 9 3
3 .8 0 6
0 .4 6 8
1 .5 5 2
9 6 .3 8 8
4 6 .3 6 2
0 .7 3 5
0.000
4 3 .4 9 8
3 .8 0 2
0 .4 4 1
1 .5 5 1
flqvytim e  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
B re a k t im e  
C . b u ffe r  q  
T ra n s p .
7 8 .1 8 1
’3 5 .7 0 0
0.686
0.000
3 5 .9 8 9
3 .8 0 3
0 .4 5 1
1 .5 5 2
9 9 .3 6 2
5 2 .3 8 4
0 .6 7 2
0.000
4 0 .4 9 2
3 .8 0 6
0 .4 6 0
1 .5 5 2
1 1 7 .3 6 2  
’ 6 7 .3 5 3  
0 .7 2 2
o!ooo
4 3 .4 9 7
3 .7 9 9
0 .4 4 6
1 .5 5 1
7 5 %
flq w tim e ^ ;·  
In p u t q  
O u tp u t q 
B lo c k in g  
P ro c e s s .  
B re a k t im e  
C . b u ffe r  q  
T ra n s p .
1 0 7 .5 2 2
....5 5 .0 5 6
0 .7 5 1
0.000
4 4 .9 9 6
4 .7 2 7
0 .4 4 4
1 .5 5 2
1 4 7 .6 8 8 ;
8 7 .8 3 3
0 .7 3 0
0.000
5 0 .6 1 7
4 .7 2 2
2 .2 3 4
1 .5 5 4
3 5 2 .5 4 2
1 4 0 .9 0 4
0 .8 4 0
0.000
5 4 .3 4 1
4 .7 2 3
1 5 0 .1 7 8
1 .5 5 4
1 1 3 .5 3 0
5 8 .6 7 6
1 .5 5 7
0.000
4 4 .9 8 6
4 .7 2 2
0 .6 4 4
2 .9 4 7
1 6 8 .0 1 8
9 5 .8 3 0
1 .5 7 8
0.000
5 0 .0 5 4
5 .2 6 4
1 2 .3 1 4
2 .9 8 3
1 7 4 7 .4 8 0
1 5 7 .0 5 4
1 .6 1 7
0.000
5 5 .0 6 0
5 .7 9 2
1 5 2 4 .8 6 0
3 .1 0 9
1 2 9 .7 2 0 ^
5 9 .4 6 0
1 1 .5 1 1
0 .0 1 3
4 4 .9 8 9
3 .5 0 7
1 .6 9 4
8 .5 4 8
1 4 9 .4 2 0 ;
6 9 .9 7 5
1 1 .3 9 2
0 .0 1 3
4 5 .6 6 1
4 .3 5 6
9 .4 0 4
8 .6 2 3
7 9 3 ,5 7 2
1 3 3 .6 5 9
1 1 .6 6 5
0.010
4 6 .4 6 9
1 0 .8 8 9
5 8 1 .7 8 5
9 .1 0 6
fjq w tim e  _  ; ,1 3 4 .5 7 2 1 9 5 .8 5 8 3 5 4 .6 6 8 1 3 6 .1 1 2 1 8 8 .0 7 6 8 6 5 .1 1 6 1 5 9 .8 7 6 1 6 1 .0 4 2 1 6 3 .1 7 8
In p u t q ’ 8 2 .1 5 4 1 3 7 .7 8 2 2 4 7 .3 6 4 8 1 .3 6 1 '1 2 8 . 1 6 4 ......3 2 5 .0 5 2 ......9 0 .0 2 8 9 1 .0 8 7 ' '9 2 .9 4 3
O u tp u t q 0 .7 1 6 0 .7 2 5 0 .7 7 6 1 .5 5 4 1 .6 5 3 1 .6 4 8 1 0 .4 5 1 1 0 .4 4 5 1 0 .4 8 6
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 4 4 .9 8 9 5 0 .6 1 5 5 4 .3 3 9 4 4 .9 9 0 4 9 .5 6 9 5 4 .6 7 0 4 4 .9 9 4 4 5 .0 9 1 4 5 .1 7 3
B re a k t im e 4 .7 2 2 4 .7 2 3 4 .7 2 5 4 .7 2 5 5 .2 1 6 5 .7 5 3 4 .5 9 8 4 .6 2 5 4 .7 6 7
C . b u ffe r  q 0 .4 4 2 0 .4 5 7 4 5 .9 0 6 0 .5 5 0 0 .5 4 1 4 7 4 .9 2 4 1 .3 4 3 1 .3 3 4 1 .3 4 7
T r a n s p . 1 .5 51 1 .5 5 3 1 .5 5 6 2 .9 3 8 2 .9 3 4 3 .0 8 9 8 .4 6 4 8 .4 6 3 8 .4 6 5
f lp )^ ‘m e :^ ^ J  6 5 .1 5 6 5 9 5 4 .4 8 0 ^ 1 5 1 6 7 .8 0 0 1 7 9 .4 3 0 , : 8 7 3 5 .8 0 0 .1 3 8 1 0 ,0 0 0 1 8 3 .4 6 6 ; 6 7 1 1 .8 0 0 , 6 0 6 5 .2 0 0
In p u t q "^ ‘ 9 8 .5 6 6 ’ I I 3 .7 7 T ' ^ ”i7 2 .0 0 6 1 0 4 .1 0 2 1 4 9 .2 4 8 2 5 3 .4 8 0 '^‘ 9 3 .5 6 3 ’^ 1 6 8 7 6 7 6 ..... 1 8 1 .5 8 0
O u tp u t q 0 .7 7 2 0 .8 7 8 0 .8 8 5 1 .6 1 2 1 .6 4 1 1 .5 7 1 1 1 .6 0 3 1 1 .1 6 3 9 .8 1 9
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 1 8 0 .0 0 3 0 .0 0 2
P ro c e s s . 5 0 .9 8 9 5 7 .3 0 2 6 1 .6 2 0 5 0 .9 8 6 5 7 .7 7 9 6 2 .6 3 7 5 0 .9 9 4 5 1 .9 8 7 5 2 .6 4 0
B re a k t im e 5 .3 6 7 5 .3 5 5 5 .3 5 0 5 .3 6 7 6 .0 8 8 6 .7 0 5 3 .5 6 8 1 1 .0 7 3 1 5 .1 0 9
C . b u ffe r  q 7 .9 1 1 5 7 7 5 .6 0 0 1 4 9 2 6 .4 0 0 1 4 .3 7 9 8 5 1 7 .8 4 0 1 3 4 8 3 .0 0 0 1 4 .9 6 9 6 4 5 9 .5 6 0 5 7 9 6 .8 0 0
T r a n s p . 1 .5 5 3 1 .5 5 5 1 .5 5 7 2 .9 8 8 3 .1 1 4 3 .1 1 3 8 .7 5 2 9 .3 3 1 9 .2 9 9
M li/58 8 ; •■S71S.480.il476&.000 - 2 1 6 . 2 8 ^ 3 5 2 . ^ 0 ^ t3395.0p0 l ,  2 2 4 . 7 1 ^ : 2 3 0 ^  1 2 :^ 8 7 4 . 7 ^
In p u t q " i 5 Z 4 5 8 2 6 0 .0 6 8 2 3 5 .0 4 2 1 5 4 .7 0 6 2 3 4 .8 2 0 3 0 5 .3 6 0 1 4 8 .2 7 8 1 5 3 .3 2 0 2 5 9 .9 6 8
O u tp u t q 0 .7 5 4 0 .8 6 6 0 .8 9 2 1 .5 7 9 1 .6 0 9 1 .6 4 8 1 0 .7 6 2 1 0 .7 8 7 9 .7 4 3
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 5 0 .9 7 7 5 7 .2 7 4 6 1 .5 8 4 5 0 .9 9 0 5 7 .7 7 3 6 2 .6 7 0 5 0 .9 9 6 5 1 .3 3 9 5 2 .6 3 8
B re a k t im e 5 .3 6 5 5 .3 5 4 5 .3 4 7 5 .3 6 8 6 .0 8 3 6 .7 0 5 4 .7 7 2 4 .7 1 3 1 4 .6 7 2
C . b u ffe r  q 0 .4 7 9 5 3 9 0 .3 6 0 1 4 4 6 4 .8 0 0 0 .6 9 7 8 0 4 8 .8 4 0 1 3 0 1 6 .0 0 0 1 .4 0 5 1 .4 4 9 5 5 2 8 .4 3 4
T r a n s p . 1 .5 5 4 1 .5 5 5 1 .5 5 8 2 .9 4 4 3 .1 1 2 3 .0 9 9 8 .4 9 7 8 .5 0 0 9 .3 3 4
8 5 %
Table B.26: Detailed results for Model 3 under machine breakdown consideration
APPENDIX B. TABLES 120
Aggregation Medium aggregation Disaggregation
ML Q  A P T R 0% 1 5 % 2 5 % 0% 1 5 % 2 5 % 0% 15% 2 5 %
6 0 %
In p u t q
O u tp u t q
B lo c k in g
P ro c e s s .
B re a k t im e
C . b u ffe r  q
T r a n s p .
; 71.203/:,
’ 2'8 J 5 ' 0 ....
0 .6 5 4
0.000
3 5 .9 9 0
3 .8 0 3
0 .4 5 5
1 .5 5 1
8 5 .7 3 2
3 8 .7 0 0
0 .7 1 3
0.000
4 0 .4 9 3
3 .8 0 6
0 .4 6 8
1 .5 5 2
9 6 .3 8 8  
‘ 4 6 .3 6 2  
0 .7 3 5  
0.000 
4 3 .4 9 8
3 .8 0 2  
0 .4 4 1
1 .5 5 1
7 2 ,1 2 5
2 7 .4 8 3
1 .4 0 2
0.000
3 5 .9 8 6
3 .8 0 5
0 .5 2 4
2 .9 2 5
7 3 .1 9 1  
‘ 2 8 .2 7 7  
1 .3 7 9  
0.000 
3 6 .2 9 1
3 .8 0 7  
0 .4 9 4  
2 .9 4 2
7 3 .4 5 4
2 8 ”31*6
1 .3 8 7
0.000
3 6 .5 1 3
3 .7 8 6
0 .4 9 8
2 .9 5 4
8 7 .6 1 7
2 6 .2 7 0 ^
1 1 .6 3 5
0 .0 1 4
3 5 .9 9 8
3 .6 8 3
1 .5 2 5
8 .4 9 0
- 8 7 .9 5 2
2 6 . 4 5 5 '
1 1 .7 8 9
0 .0 3 0
3 6 .0 7 7
3 .6 1 6
1 .4 9 3
8 .4 9 1
8 8 ,1 3 7
2 6 .7 6 0
11.668
0 .0 1 9
3 6 .1 1 8
3 .5 6 6
1 .4 9 1
8 .5 1 3
flp w tirn e  _  
In p u t q 
O u tp u t q  
B lo c k in g  
P ro c e s s .  
B re a k t im e  
C . b u ffe r  q 
T ra n s p .
7 8 .1 8 1 ;
*3 5 .7 0 0
0.686
0.000
3 5 .9 8 9
3 .8 0 3
0 .4 5 1
1 .5 5 2
: 9 9 .3 6 2  
'52^ 384* 
0 .6 7 2  
0.000 
4 0 .4 9 2
3 .8 0 6  
0 .4 6 0
1 .5 5 2
1 1 7 .3 6 2
“ 6 7 .3 5 3
0 .7 2 2
0.000
4 3 .4 9 7
3 .7 9 9
0 .4 4 6
1 .5 5 1
7 6 .5 3 1
*3 1 .9 0 3
1 .3 9 5
0.000
3 5 .9 8 8
3 .8 0 2
0 .5 0 3
2 .9 3 8
"3i.88'l'  
1 .4 0 8  
0.000 
3 6 .2 4 3  
3 .7 9 3  
0 .5 3 6  
2 .9 4 5
7 7 .3 0 3
3 2 .1 8 5
1 .4 0 3
0.000
3 6 .4 4 2
3 .8 0 0
0 .5 2 3
2 .9 4 9
8 9 .8 0 9   ^
2 8 .6 2 6  ' 
1 1 .4 5 7  
0.000
3 5 .9 9 3
3 .7 9 9  
1 .4 6 4  
8 .4 7 0
9 0 ,0 6 9
28 .8 8 *8
1 1 .4 8 5
0.000
3 5 .9 9 8
3 .7 8 8
1 .4 6 1
8 .4 4 9
8 9 ,9 4 7
*2 8 .8 1 7
1 1 .4 0 4
0.000
3 5 .9 9 8
3 .7 9 8
1 .4 6 0
8 .4 6 9
7 5 %
flo w tim e  
In p u t q  
O u tp u t q 
B lo c k in g  
P ro c e s s .  
B re a k t im e  
C . b u ffe r  q
1 0 7 .5 2 2  ^
5 5 .0 5 6  
0 .7 5 1  
0.000 
4 4 .9 9 6
4 .7 2 7  
0 .4 4 4
1 .5 5 2
1 4 7 -6 8 8
"'*87 .833
0 .7 3 0
0.000
5 0 .6 1 7
4 .7 2 2
2 .2 3 4
1 .5 5 4
3 5 2 ,5 4 2
1 4 0 .9 0 4
0 .8 4 0
0.000
5 4 .3 4 1
4 .7 2 3
1 5 0 .1 7 8
1 .5 5 4
1 1 0 .1 6 8
5 5 .3 2 5
1 .5 7 3
0.000
4 4 .9 9 1
4 .7 2 3
0 .6 1 7
2 .9 4 3
1 1 2 .0 6 4
5 6 .7 9 6
1 .5 4 3
0.000
4 5 .4 2 0
4 .7 4 2
0 .6 0 8
2 .9 5 8
1 1 4 .0 9 8 1 2 4 .5 2 4 ; 4 2 4 .8 7 4 ^ 1 2 5 ,2 1 2
58 .5*22 5 3 .1 8 0 * 5 3 .9 5 2 .....m !3 1 3
1 .5 6 8 1 1 .2 4 7 1 1 .1 8 5 1 1 ,1 3 0
0 .0 0 0 0 .0 1 3 0 .0 1 1 0 .0 1 0
4 5 .6 8 5 4 4 .9 9 2 4 5 .4 2 1 4 5 .6 9 6
4 .7 6 2 4 .2 2 1 3 .9 3 0 3 .6 8 4
0 .6 1 5 2 .3 5 2 1 .8 6 7 1 .8 6 6
2 .9 5 0 8 .5 2 3 8 .5 1 1 8 .5 1 6
flo w tim e  ; 1 3 4 .5 7 2 : .1 9 5 .8 5 8 . 3 5 ^ 6 6 8 1 2 8 .0 3 4 1 2 8 .5 8 4 1 3 0 .4 3 4 1 3 6 .4 2 0  ^ J 3 5 .9 3 0 ^ 1 3 5 .4 2 2
In p u t q 8*2'.154 1 3 7 .7 8 2 2 4 7 .3 6 4 * 7 3 .3 6 9 ' * 7 3 * ^ * 7 4 .9 6 9 6 5 .4 2 6 .... "  6 5 . 2 4 r ..... 1 4 . 7 1 3
O u tp u t q 0 .7 1 6 0 .7 2 5 0 .7 7 6 1 .4 9 4 1 .5 4 1 1 .6 1 8 1 1 .3 7 8 1 1 .1 0 7 1 1 .1 4 5
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 4 4 .9 8 9 5 0 .6 1 5 5 4 .3 3 9 4 4 .9 8 6 4 5 .3 2 4 4 5 .5 8 5 4 4 .9 9 7 4 5 .0 1 4 4 5 .0 2 5
B re a k t im e 4 .7 2 2 4 .7 2 3 4 .7 2 5 4 .7 2 2 4 .7 2 6 4 .7 5 2 4 .7 1 5 4 .6 6 6 4 .6 6 2
C . b u ffe r  q 0 .4 4 2 0 .4 5 7 4 5 .9 0 6 0 .5 3 6 0 .5 5 3 0 .5 6 1 1 .4 3 3 1 .4 1 1 1 .4 2 2
T ra n s p . 1 .5 5 1 1 .5 5 3 1 .5 5 6 2 .9 3 2 2 .9 4 8 2 .9 5 1 8 .4 7 4 8 .4 9 2 8 .4 5 8
fiov!4 im e 1 6 5 .1 5 6 ¿ 9 5 4 , 4 8 0 1 5 1 6 7 ,8 0 0 .1 7 8 .9 1 8 ,2 4 7 .5 2 0 ^ ^ , 3 8 4 .8 3 4 1 7 5 .3 4 8 ^ ¿ 7 2 . 9 3 6 , 4 8 8 8 ,3 6 0
In p u t q .......9 8 . 5 T 6 ’ .......1 7 2 .0 0 6 1 0 2 .9 9 2 * ' * i  1 8 .3 0 1 1 3 3 .3 1 8 8 9 .7 6 8 * 1 3 7 . 1 1 8 ’ 1 6 7 .7 5 4
O u tp u t q 0 .7 7 2 0 .8 7 8 0 .8 8 5 1 .6 0 6 1 .6 0 8 1 .6 4 1 1 1 .2 9 3 1 2 .2 0 3 1 1 .3 9 8
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 9 0 .0 1 4 0 .0 0 5
P ro c e s s . 5 0 .9 8 9 5 7 .3 0 2 6 1 .6 2 0 5 0 .9 9 7 5 1 .9 1 1 5 2 .7 2 0 5 0 .9 9 0 5 6 .0 6 5 6 1 .8 2 8
B re a k t im e 5 .3 6 7 5 .3 5 5 5 .3 5 0 5 .3 6 7 5 .4 5 2 5 .5 4 1 4 .2 4 3 2 .5 5 0 0 .8 9 5
C . b u ffe r  q 7 .9 1 1 5 7 7 5 .6 0 0 1 4 9 2 6 .4 0 0 1 4 .9 7 6 6 7 .2 3 2 1 8 8 .5 8 5 1 0 .4 0 0 4 5 5 .8 1 6 4 6 3 7 .0 6 0
T ra n s p . 1 .5 5 3 1 .5 5 5 1 .5 5 7 2 .9 7 8 3 .0 1 5 3 .0 2 4 8 .6 4 9 9 .1 7 8 9 .4 1 7
f t o y ^ m e ; ; i 2 1 1 i 5 8 8 i ^ 7 1 5 i 4 8 0 : /1 4 7 6 9 .0 0 0 , ^ 9 . 2 0 0 ^ ; ^ 2 7 6 .0 3 2 2 0 6 .7 8 2 i i g 0 9 . 9 8 0 | / i 2 l 2 . 2 8 8
In p u t q 1 5 2 .4 5 8 2 6 0 .0 6 8 “ *2 3 5 .6 *4 2 *^*^T47.'646 * ^ 1 5 9 ! l7 4 "  1 9 6 .9 3 0 1 2 9 .9 9 6 1 3 2 .7 3 0 1 3 4 .7 6 6
O u tp u t q 0 .7 5 4 0 .8 6 6 0 .8 9 2 1 .6 0 2 1 .6 0 8 1 .6 3 4 1 0 .8 0 1 1 1 .1 2 8 1 1 .2 0 2
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 5 0 .9 7 7 5 7 .2 7 4 6 1 .5 8 4 5 0 .9 8 9 5 1 .4 4 6 5 2 .0 5 9 5 0 .9 9 6 5 1 .1 5 5 5 1 .3 3 6
B re a k t im e 5 .3 6 5 5 .3 5 4 5 .3 4 7 5 .3 6 9 5 .4 0 6 5 .4 7 7 5 .1 4 1 4 .9 9 8 4 .8 7 9
C . b u ffe r  q 0 .4 7 9 5 3 9 0 .3 6 0 1 4 4 6 4 .8 0 0 0 .6 4 3 1 .1 9 1 1 6 .9 5 3 1 .3 9 0 1 .4 7 5
1 .5 9 2
T ra n s p . 1 .5 5 4 1 .5 5 5 1 .5 5 8 2 .9 4 8 2 .9 6 3 2 .9 8 1 8 .4 6 0 8 .4 9 1
8 .5 1 3
8 5 %
Table B.27: Detailed results for Model 4 under machine breakdown consideration
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ML
NoteAPTR Q TA 60% 75% 85%
Model 1
0%
Aggregation
Mediunn
Disaggregation
Aggregation
Medium
Disaggregation
: 79.12 164.09 482.15
” 83.72 1653?
117.35 256.31 2283.62
78.36
108.59
152.85
179.86
407.34
681.87
15%
25%
Aggregation
Medium
Disaggregation
.104J5
ios'so
117.35
379.67
305.10
6555.56
5454.30
Aggregation r
Medium
Disaggregation
102.42, 
102.35 
108.59 i
332.01
256.06
6164.20
4964.12
Aggregation 
Medium 
Disaggregation
131.51
126.33
Aggregation 
Medium 
Disaggregation
126.06
120.89
Model 2
1315.93
600.45
ii№ il
1123.71
526.33
15286.20 
13070.34
14888.20 
12617.06
Oveiload
Overioad
Overload
Overload
Overload
Overload
Overload
Overload
Overload
Overload
0%
15%
25%
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
79.12
90.5l‘
78.36
164.09 
141.93
482.15
334.18
m
Aggregation
Medium
Disaggregation
Aggregation 
Medium 
Disaggregation
89.86
104.75
96.48
102.42
93.83
379.67
243.28
332.01
224.35
6555.56
5008.96
6164.20
4641.70
Overload
Overload
Overload
Overload
Aggregation
Medium
Disaggregation
131.51
110.79
1 ^ 0 1
126.06
109.72
1315.93
506.24
15286.20
10673.40
Overload
Overload
1123.71
423.76
14888.20
10291.60
Overload
Overload
a?:
Aggregation case is better 
Medium aggregation case is better 
Disaggregation case is better
Table B.28: Flow time results of the three cases vs. ML for Model 1 and 2 under 
machine breakdown consideration
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ML
APTR Q TA 60% 75% 85% Note
Model 3
0%
Aggregation
Medium
Disaggregation
Aggregation 
Medium 
Disaggregation
71.20
95.81
107.52
Tisrss"
129.72
J65.16
T79'.'43
183.47
78.18
“■■8i‘.73'
105.62
,4 3 4 .5.7
'TseTir
159.88
211.59
216.29
224.71
15%
Aggregation 
Medium 
Disaggregation
85.73
ssrei'
97.82
147.69
'i68.02“
149.42
5954.48
8^5j§0
6711.80
Overload
O verload
Overload
Aggregation
Medium
Disaggregation
99.36
"■99T49
105.90
195.86
188.08
5715.48
8352.22
O verload
Overload
25%
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
96.39
99.37
117.36
114.30
352.54
1747.48
15167.80
13810.00
354.67
865.12
14769.00
13395.00
O verioad
O verload
O verload
Overload
Overload
Overload
Model 4
0%
15%
25%
Aggregation
Medium
Disaggregation
Aggregation
Medium
Disaggregation
Aggregation
Medium
Disaggregation
Aggregation 
Medium 
Disaggregation
Aggregation
Medium
Disaggregation
Aggregation 
Medium 
Disaggregation
71.20
72.13
87.62
'^107.52 ^
'"‘ T ioT f'
124.52
465.16
“l7iBT92
175.35
78.18 134.57
89.81 136.42 S
85.73 147.69
8 7 .9 5 ’ 124.87
99.36 195.86
211.59
209.20
672.94
5715.48 
221.79
O verload
90.07 135.93
"W
96.395P5
88.14
352.54
125.21
■r"··.
15167.80
4888.36
117.36 354.67 14769.00
89.95 135.42
O verload
Aggregation case is better 
Medium aggregation case is better 
Disaggregation case is better
Table B.29: Flow time results of the three cases vs. 
machine breakdown consideration
ML for Model 3 and 4 under
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ML
APTR Q TA 60% 75% 85%
Model 1
Aggregation 15.32 54.03 293.70
3 Medium 16.04 52.00 219.78
0% Disaggregation 25.67 104.45 1998.17
Aggregation 14.77 46.13 235.08
6 Medium 14.92 42.00 172.03
Disaggregation 20.25 47.93 484.93
Aggregation 22.49 199.73 5955.01
3 Medium 23.79 144.45 5071.08
15% Disaggregation 25.67 104.45 1998.17
Aggregation 21.11 166.75 5641.79
6 Medium 21.52 108.32 4643.24
Disaggregation 20.25 47.93 484.93
Aggregation 32.36 1003.20 10689.92
3 Medium 32.42 383.16 11702.20
25% Disaggregation 25.67 104.45 1998.17
Aggregation 29.32 850.02 10678.02
6 Medium 28.94 334.48 11571.96
Disaggregation 20.25 47.93 484.93
Model 2
Aggregation 15.32 54.03 293.70
3 Medium 13.65 39.03 171.92
0% Disaggregation 13.59 34.12 122.12
Aggregation 14.77 46.13 235.08
6 Medium 13.81 36.31 147.26
Disaggregation 12.99 32.40 104.13
Aggregation 22.49 199.73 5955.01
3 Medium 20.40 105.45 4702.37
15% Disaggregation 13.59 34.12 122.12
Aggregation 21.11 166.75 5641.79
6 Medium 18.29 89.66 4366.18
Disaggregation 12.99 32.40 104.13
Aggregation 32.36 1003.20 10689.92
3 Medium 25.17 318.31 9790.84
25% Disaggregation 13.59 34.12 122.12
Aggregation 29.32 850.02 10678.02
6 Medium 24.80 250.87 9513.45
Disaggregation 12.99 32.40 104.13
Table B.30: Difference between flow time performance without setup time and under
machine breakdown consideration for Model 1 and Model 2
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ML
APTR Q TA 60% 75% 85%
Model 3
Aggregation 10.85 19.71 51.77
3 Medium 11.62 21.79 60.02
0% Disaggregation 13.28 21.02 49.10
Aggregation 14.66 31.38 67.23
6 Medium 14.71 30.51 70.10
Disaggregation 17.84 33.33 59.52
Aggregation 12.70 36.51 5759.15
3 Medium 14.68 55.63 8509.55
• 15% Disaggregation 14.04 35.81 6572.08
Aggregation 18.75 53.82 5477.97
6 Medium 19.49 53.72 8136.44
Disaggregation 18.40 34.99 61.68
Aggregation 13.59 215.48 11740.66
3 Medium 17.98 1608.59 8505.06
25% Disaggregation 14.68 675.85 4746.10
Aggregation 22.44 172.11 11592.60
6 Medium 24.03 703.30 8515.24
Disaggregation 18.33 36.78 5704.18
Model 4
Aggregation 10.85 19.71 51.77
3 Medium 10.90 21.16 62.04
0% Disaggregation 11.61 22.37 47.10
Aggregation 14.66 31.38 67.23
6 Medium 13.21 29.64 71.64
Disaggregation 13.24 30.17 65.34
Aggregation 12.70 36.51 5759.15
3 Medium 11.68 22.42 126.22
15% Disaggregation 11.94 22.41 541.78
Aggregation 18.75 53.82 5477.97
6 Medium 13.35 30.14 82.62
Disaggregation 13.55 29.56 67.61
Aggregation 13.59 215.48 11740.66
3 Medium 11.04 22.85 262.14
25% Disaggregation 11.81 22.53 4754.63
Aggregation 22.44 172.11 11592.60
6 Medium 13.08 31.37 135.58
Disaggregation 13.52 29.32 70.29
Table B.31: Difference between flow time performance without setup time and under
machine breakdown consideration for Model 3 and Model 4
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Source DF Sum of Squares F Value Pr > F Significance
Model
Error
BLOCK
47 
1392 
4
29254989.27
25155739.37
331324.42
34.44
4.58
0.0001
0.0011
yes
yes
E
SF
RF
APTR
TA
ML
Q
E*SF
E*RF
E*APTR
E*TA
E*ML
E*Q
RF*SF
SF*APTR
SF*TA
SF'ML
SF*Q
RF*APTR
RF*TA
RF*ML
RF*Q
TA*APTR
APTR*ML
APTR’ Q
TA*ML
TA*Q
ML*Q
1
1
1
2
2
1
1
1
1
2
2
1
1
1
2
2
1
1
2
2
1
1
4
2
2
2
2
1
3076643.56 
 ^ 455004.45 
633067.53 
4068079.00
907190.27 
6137808.45
66517.62
245784.01
114293.92
2253101.11
477822.65
1980620.85
83463.45
91568.95
342228.19
274724.40
271947.58
55390.81
211899.43
868253.48
392337.06
7430.17
1572054.03
3083756.72
154967.28 
990057.98
18742.72
88909.18
170.25
25.18
35.03
112.55
25.10
339.64
3.68
13.60
6.32
62.34
13.22
109.60
4.62
5.07 
9.47 
7.60
15.05
3.07 
5.86
24.02
21.71
0.41
21.75
85.32
4.29
27.39
0.52
4.92
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0552
0.0002
0.0120
0.0001
0.0001
0.0001
0.0318
0.0245
0.0001
0.0005
0.0001
0.0802
0.0029
0.0001
0.0001
0.5215
0.0001
0.0001
0.0139
0.0001
0.5955
0.0267
yes
yes
yes
yes
yes
yes
no
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes
no
yes
yes
yes
no
yes
yes
yes
yes
no
yes
SF:Sequence Flexibility, RFiRouting Flexibiiity, ML:Machine Load, QrBuffer Size 
APTRrAlternative processing time ratio, E: Efficiency__________________ _
Table B.32: ANOVA results for the entire experimental design including efficiency 
factor
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A g g re g a tio n M e d iu m  a g g re g a tio n
2 5 % . 0%> 15%, 2 5 %
^ 9 1 .1 8 2 : . 7 7 . 0 5 7 . 7 7 .0 5 7 ^ ¿ J 7 -0 5 7
3 8 *9 7 4 ....... '2 2 .0 3 3 ™ 22.033 '^^ 2 2 .0 3 3
2 .6 4 2 : 9 .0 9 0 9 .0 9 0 9 .0 9 0
0 .0 0 0 1 0 .0 0 2 0 .0 0 2 0 .0 0 2
4 1 .9 0 5 3 5 .9 1 6 3 5 .9 1 6 3 5 .9 1 6
4 .7 2 3 1 .5 6 9 1 .5 6 9 1 .5 6 9
2 .9 3 7 8 .4 4 6 8 .4 4 6 8 .4 4 6
M L  Q  A P T R 0% 1 5 % 2 5 % 0% 1 5 %
6 0 %
flqvyt[m e
In p u iq
O u tp u t q
B lo c k in g
P ro c e s s .
C . b u ffe r  q
T ra n s p .
J 2 . 3 2 1  ; 
2 3 .0 4 9 "  
0 .6 4 8  
0.000 
3 5 .9 1 7  
1 .1 5 4  
1 .5 5 2
8 0 ,0 6 4
‘‘ '3 4 .2 5 7
0 .6 7 5
0.000
4 0 .4 2 2
3 .1 5 7
1 .5 5 2
:9 6 .0 5 6
" 4 3 .8 6 6
0 .6 9 7
0.000
4 3 .4 2 0
6 .5 2 0
1 .5 5 2
: 6 5 .1 6 6 .  
‘ 2 3 .4 1  r  
1 .6 3 9  
0.000 
3 5 .9 1 8  
1 .2 6 1  
2 .9 3 7
^ 7 9 ,1 0 6
^ 3 l ’.7 6 7
2 .1 1 5
0.000
3 9 .5 1 1
2 .7 7 6
2 .9 3 7
f io \^ ir n e  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p
.6 2 .1 8 4
’2 3 ^ 6 3 6
0 .6 5 7
0.000
3 5 .9 1 7
0 .4 2 1
1 .5 5 2
7 9 .5 3 0
3 6 .3 9 6
0 .6 7 2
0.000
4 0 .4 2 2
0 .4 8 8
1 .5 5 2
9 4 .9 0 9
4 8 .3 9 0
0 .6 9 3
0.000
4 3 .4 2 0
0 .8 5 4
1 .5 5 2
6 4 ,9 4 4 ;  
2 4 ^ 2 4 2 '  
1 .3 5 3  
0.000 
3 5 .9 1 6  
0 .4 9 6  
2 .9 3 7
7 8 .4 6 1
3 4 .0 0 1
1 .4 1 8
0.000
3 9 .5 1 0
0 .5 9 6
2 .9 3 6
8 9 .8 4 5  
4 2 .7 1 3  
1 .4 9 7  
0.000 
4 1 .9 0 5  
0 .7 9 3  
2 .9 3 7
7 6 ,6 8 6
2 3 .1 9 4
8 .0 4 5
0.000
3 5 .9 1 6
1 .0 8 5
8 .4 4 6
J6.686  ^
2 3 .1 9 4 '  
8 .0 4 5  
0.000 
3 5 .9 1 6  
1 .0 8 5  
8 .4 4 6
7 6 .6 8 6
23;i94
8 .0 4 5
0.000
3 5 .9 1 6
1 .0 8 5
8 .4 4 6
7 5 %
flo w tim e  . 1 0 6 .0 3 2 1 7 2 .3 7 6 2 8 7 .6 6 6 1 1 1 .7 5 7 1 5 9 .4 5 0 2 2 6 .6 8 0 1 1 6 ,1 3 2 1 1 6 .1 3 2 1 1 6 .1 3 2
In p u t q 4 9 .6 1 5 8 0 .1 5 1 ...... 1 0 4 .9 6 7 ...... 5 0 .1 2 9 ....... 7 0 .9 3 2 ........ 9 1 .7 0 4 ..... 4 4 J 3 4 4 4 .7 3 4 4 4 .7 3 4
O u tp u t q 0 .7 1 0 0 .7 8 9 0 .7 9 7 3 .7 6 3 6 .3 1 6 9 .8 6 4 1 2 ,8 5 1 1 2 .8 5 1 1 2 .8 5 1
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 1 0 .0 0 3 0 .0 0 3 0 .0 0 3
P ro c e s s . 4 4 .8 9 6 5 0 .5 3 2 5 4 .2 7 8 4 4 .8 9 7 4 9 .3 8 7 5 2 .3 8 3 4 4 .8 9 6 4 4 .8 9 6 4 4 .8 9 6
C . b u ffe r  q 9 .2 6 3 3 9 .3 5 6 1 2 6 .0 6 9 1 0 .0 3 5 2 9 .8 8 3 6 9 .7 9 3 5 .2 0 4 5 .2 0 4 5 .2 0 4
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .9 3 7 2 .9 3 7 2 .9 3 7 8 .4 4 8 8 .4 4 8 8 .4 4 8
ffo w tim e  . 1 0 4 .3 3 1 1 6 5 ,5 6 2 ,2 6 6 .4 5 8 , 1 0 8 . 5 0 1 .J 5 1 ,1 8 2 . . 2 0 9 .5 9 4 1 1 2 .3 2 8 1 1 2 .3 2 8 ,,-1 1 2 . .3 2 8
In p u t q ' ”5 5 .8 9 0 '^'^'1 0 3 .4 2 0 ......1 5 8 .7 5 0 5 7 .4 9 6 ' ....... 8 9 .5 0 5 ....... 1 2 5 .8 3 1 4 9 .8 8 7 '4 9 .8 8 7 4 9 !8 8 7
O u tp u t q 0 .7 1 0 0 .7 1 6 0 .7 5 4 1 .6 8 5 2 .6 6 2 4 .3 9 2 7 .8 4 2 7 .8 4 2 7 .8 4 2
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 4 4 .8 9 6 5 0 ,5 3 5 5 4 .2 7 3 4 4 .8 9 7 4 9 .3 8 7 5 2 .3 8 0 4 4 .8 9 4 4 4 .8 9 4 4 4 .8 9 4
C . b u ffe r  q 1 .2 8 6 9 .3 4 0 5 1 .1 3 1 1 .4 9 1 6 .6 9 3 2 4 .0 5 4 1 .2 6 3 1 .2 6 3 1 .2 6 3
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .9 3 7 2 .9 3 7 2 .9 3 7 8 .4 4 7 8v 4 4 7 8 .4 4 7
fio y 4 lm e 1 7 9 .5 3 4 , ^ 5 8 9 . 4 2 4 - 4 8 1 9 . 0 2 0 1 8 7 .0 8 8 ^ ^ 1 3 . 5 6 0 . ,1 4 0 0 .2 0 0 J  8 0 .8 8 0 ^
In p u t q ........ 8 2 .9 2 7 1 3 6 .5 6 4 ’"’‘ l l i ; i 2 9 8 0 . 5 9 4 ' ^ 1 2 1 * 9 6 8 ' ’ 1 4 2 7 8 5 6 " ^ 7 1 . 9 2 3 ^ 7 1 .9 2 3 7 1 .9 2 3
O u tp u t q 0 .7 8 6 0 .8 3 6 0 ,9 3 6 7 .9 0 2 1 6 .0 9 6 2 6 .7 2 7 2 4 .9 5 8 2 4 .9 5 8 2 4 .9 5 8
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 2 0 .0 3 7 0 .0 3 7 0 .0 3 7
P ro c e s s . 5 0 .8 9 1 5 7 .2 8 5 6 1 .6 1 2 5 0 .8 8 4 5 5 .9 7 2 5 9 .3 6 2 5 0 .8 8 2 5 0 .8 8 2 5 0 .8 8 2
C . b u ffe r  q 4 3 .3 8 1 3 9 3 .1 8 0 4 6 4 3 .8 0 0 4 4 .7 7 5 2 1 6 .5 8 3 1 1 6 8 .3 2 2 2 4 .6 2 7 2 4 .6 2 7 2 4 .6 2 7
T ra n s p . 1 .5 5 2 1 .5 5 3 1 .5 5 5 2 .9 3 7 2 .9 3 7 2 .9 4 0 8 .4 5 7 8 .4 5 7 8 .4 5 78 5 %
In p u t q  
O u tp u t q  
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q  
T ra n s p .
: i l Z i r 9 5 6 j
T 0 8 . I 6 O
0 .7 0 4
0.000
5 0 .8 9 4
1 0 .6 4 9
1 .5 5 2
v^^96,
^ 2 4 2 .8 3 6
0 .8 3 5
0.000
5 7 .2 8 5
2 5 2 .7 8 2
1 .5 5 3
4^634.440
2 0 9 .3 6 6
0 .9 1 0
0.000
6 1 .5 8 0
4 3 6 1 .0 2 0
1 .5 5 5
T 06.636
3 .5 3 5
0.000
5 0 .8 8 3
1 2 .0 9 7
2 .9 3 7
g i 3 7 2 . 2 3 2 J  
*190“.8 2 6  ‘ 
9 .2 8 7  
0.000 
5 5 .9 7 4  
1 1 3 .2 0 4  
2 .9 3 8
31255^ 00
*^ 2 49 .972
2 2 .1 6 8
0.000
5 9 .3 3 3
9 2 0 .6 1 8
2 .9 3 8
^62,202.
8 8 .3 0 1
9 .9 9 0
0.000
5 0 .8 8 2
4 .5 8 1
8 .4 4 7
1^62, 
8 8 .3 0 1  
9 .9 9 0  
0.000 
5 0 .8 8 2  
4 .5 8 1  
8 .4 4 7
88 .i301  
9 .9 9 0  
0.000 
5 0 .8 8 2  
4 .5 8 1  
8 .4 4 7
Table B.33: Detailed results for Model 1 under Normally distributed processing time
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A g g re g a tio n M e d iu m  a g g re g a tio n D is a g g re g a tio n
M L  Q  A P T R 0% 1 5 % 2 5 % 0% 15% 2 5 % 0% 15% 2 5 %
6 0 %
flo w tirn e _  
In pu t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
6 2 .3 2 1
‘ 2 3 .0 4 9 "
0 .6 4 8
0.000
3 5 .9 1 7
1 .1 5 4
1 .5 5 2
'80.064.
14^57
0 .6 7 5
0.000
4 0 .4 2 2
3 ,1 5 7
1 .5 5 2
;9 6 .0 5 6
* 4 3 .8 6 6
0 .6 9 7
0.000
43.420
6 .5 2 0
1 .5 5 2
:89.428
“YasTi"
1 .6 2 1
0.000
3 5 .9 1 8
0 .5 0 6
2 .8 7 1
7 0 .6 0 8 _
2 5 .2 4 8
2 .4 1 3
0.000
3 9 .5 1 2
0 .5 5 5
2 .8 8 0
8 0 .2 6 6
3 i . '6 3 9
3 .2 2 7
0.000
4 1 .9 0 6
0 .6 1 1
2 .8 8 3
6 7 .2 1 9
10^ 538'
1 0 .6 9 3
0 .0 0 3
3 5 .9 1 7
1 .4 0 7
8 .6 6 1
/61^19 
T o .5 3 8 *  
1 0 .6 9 3  
0 .0 0 3  
3 5 .9 1 7  
1 .4 0 7  
8 .6 6 1
6 7 .2 1 9
‘ia538
1 0 .6 9 3
0 .0 0 3
3 5 .9 1 7
1 .4 0 7
8 .6 61
f lo w tim e  
Input q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
6 2 .1 8 4
2 3 .6 3 6
0 .6 5 7
0.000
3 5 .9 1 7
0 .4 2 1
1 .5 5 2
7 9 .5 3 0
3 6 .3 9 6
0 .6 7 2
0.000
4 0 .4 2 2
0 .4 8 8
1 .5 5 2
^ 9 4 .9 0 9
* 4 8 .3 9 0
0 .6 9 3
0.000
4 3 .4 2 0
0 .8 5 4
1 .5 5 2
5 9 .4 0 1
1 8 .7 9 0
1 .3 2 9
0.000
3 5 .9 1 8
0 .4 9 1
2 .8 7 1
7 0 . 6 4 4
2 6 .3 9 7
1 .3 4 5
0.000
3 9 .5 1 2
0 .5 0 9
2 .8 8 0
8 0 .0 4 6
3 3 .2 9 1
1 .4 4 7
0.000
4 1 .9 0 6
0 .5 2 1
2 .8 8 0
66715 
T  0 .5 9 1  
1 0 .3 1 1  
0.000 
3 5 .9 1 7  
1 .3 2 7  
8 .5 6 7
6 6 7 1 5
T 6 .5 9 1
1 0 .3 1 1
0.000
3 5 .9 1 7
1 .3 2 7
8 .5 6 7
6 6 .7 1 5
‘ 10.591
1 0 .311
0.000
3 5 .9 1 7
1 .3 2 7
8 .5 6 7
7 5 %
flo w tim e  
In p u t q 
O u tp u t q  
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q  
T ra n s p
1 0 6 .0 3 2
4 9 .6 1 5
0 .7 1 0
0.000
4 4 .8 9 6
9 .2 6 3
1 .5 5 2
1 7 2 .3 7 6
8 0 .1 5 1
0 .7 8 9
0.000
5 0 .5 3 2
3 9 .3 5 6
1 .5 5 2
2 8 7 .6 6 6
1 0 4 .9 6 7
0 .7 9 7
0.000
5 4 .2 7 8
1 2 6 .0 6 9
1 .5 5 2
9 6 .3 4 1
4 1 .6 1 1
5 .8 4 5
0.000
4 4 .8 9 8
1 .0 8 6
2 .9 0 3
1 3 1 .3 1 4
6 2 .0 2 2
1 3 .3 7 4
0 .0 0 3
4 9 .3 8 5
3 .6 1 3
2 .9 2 2
1 6 9 .5 3 4
8 2 .1 7 9
2 0 .7 8 0
0 .0 0 5
5 2 .3 8 2
1 1 .2 6 6
2 .9 2 5
8 8 .4 7 8
2 4 .8 7 0
9 .1 3 4
0.000
4 4 .8 9 6
1 .1 8 1
8 .3 9 6
8 8 .4 7 8
2 4 .8 7 0
9 .1 3 4
0.000
4 4 .8 9 6
1 .1 8 1
8 .3 9 6
8 8 .4 7 8
2 4 .8 7 0
9 .1 3 4
0.000
4 4 .8 9 6
1.181
8 .3 9 6
flo\^ rne_ 
In pu t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q  
T ra n s p
.104-331,
5 5 .'8 9 0
0 .7 1 0
0.000
4 4 .8 9 6
1 .2 8 6
1 .5 5 2
J 65^62, 
•i 0 ^ 4 2 0  
0 .7 1 6  
0.000 
5 0 .5 3 5  
9 .3 4 0
1 .5 5 2
C 2 6 6 .4 5 8
1 5 8 .7 iS 0
0 .7 5 4
0.000
5 4 .2 7 3
5 1 .1 3 1
1 .5 5 2
9 4 .9 2 6
4 4 .9 2 3
1 .6 8 5
0.000
4 4 .8 9 7
0 .5 2 4
2 .8 9 7
1 2 7 .4 3 6
7 1 .2 5 7
3 .3 3 0
0.000
4 9 .3 8 8
0 .5 5 9
2 .9 0 3
1 6 7 .5 0 4
‘ i0 4 .2 2 4
7 .0 7 3
0.000
5 2 .3 7 9
0 .9 1 7
2 .9 1 2
33-S1.1 
‘25.10~9
8 .8 7 3  
0.000
4 4 .8 9 7
1 .1 9 0
8 .4 4 2
-83:511.
2 5 .1 0 9
8 .8 7 3
0.000
4 4 .8 9 7
1 .1 9 0
8 .4 4 2
8 8 .5 1 1
“25.109
8 .8 7 3
0.000
4 4 .8 9 7
1 .1 9 0
8 .4 4 2
8 5 %
flo vytim e ^ ; 
In pu t q 
O u tp u t q  
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q  
T ra n s p .
1 7 9 .5 3 4
8 2 .9 2 7
0 .7 8 6
0.000
5 0 .8 9 1
4 3 .3 8 1
1 .5 5 2
5 8 9 .4 2 4
“ l3 6 .5 6 '4
0 .8 3 6
0.000
5 7 .2 8 5
3 9 3 .1 8 0
1 .5 5 3
: 4 8 1 9 .0 2 0
“ ‘ 111.129
0 .9 3 6
0.000
6 1 .6 1 2
4 6 4 3 .8 0 0
1 .5 5 5
1 4 8 .6 5 8
7 1 .4 0 3 i
1 7 .0 6 5
0 .0 0 5
5 0 .8 8 1
6 .3 8 9
2 .9 1 9
2 8 8 .3 5 8  
" 1 1 5 .5 3 3  
3 9 .7 9 3  
0 .0 2 9  
5 5 .9 7 3  
7 4 .0 9 1
2 .9 3 7
1 0 0 1 .1 3 6
164;^0
7 6 .5 9 8
0 .1 6 5
5 9 .3 7 9
6 9 7 .8 2 6
2 .9 3 0
.1 1 7 .5 3 4
“ 4 6 l l 1
1 0 .6 6 7
0 .0 0 5
5 0 .8 8 3
1 .3 7 5
8 .4 0 4
^ **4 6 .2 1 1
1 0 .6 6 7
0 .0 0 5
5 0 .8 8 3
1 .3 7 5
8 .4 0 4
,1 1 7 .5 3 4
‘4 6 .2 1 1
1 0 .6 6 7
0 .0 0 5
5 0 .8 8 3
1 .3 7 5
8 .4 0 4
flo^ irne^ ;;. 
In p u t q 
O u tp u t q  
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
n r a n s p .
'1 0 8 .1 6 0 ^
0 .7 0 4
0.000
5 0 .8 9 4
1 0 .6 4 9
1 .5 5 2
iS5S^6p
^^ 2JB36"
0 .8 3 5
0.000
5 7 .2 8 5
2 5 2 .7 8 2
1 .5 5 3
^53 -^440
2 0 9 .3 6 6
0 .9 1 0
0.000
6 1 .5 8 0
4 3 6 1 .0 2 0
1 .5 5 5
1 4 2 .8 4 6 ^
*^ 8 4 .3 1 1
4 .1 7 3
0.000
5 0 .8 8 4
0 .5 7 7
2 .9 0 6
;2 8 1 ,1 0 O
2 9 .8 4 6
0.000
5 5 .9 6 2
1 9 .6 5 8
2 .9 1 1
9 0 0 .3 5 2
* 2 9 6 .4 3 4
1 0 8 .5 9 1
0 .0 4 1
5 9 .3 7 6
4 3 3 .0 0 4
2 .9 0 0
-116.582
* * 4 7 .6 0 2
8 .5 9 4
0.000
5 0 .8 8 0
1 .1 2 6
8 .3 8 3
1^16^ 82,:
* 4 7 .6 0 2  '
8 .5 9 4  
0.000
5 0 .8 8 0
1 .1 2 6
8 .3 8 3
1 1 6 .5 8 2
"‘* 4 7 .6 0 2
8 .5 9 4
0.000
5 0 .8 8 0
1 .1 2 6
8 .3 8 3
Table B.34: Detailed results for Model 2 under Normally distributed processing time
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A g g re g a tio n M e d iu m  a g g re g a tio n D is a g g re g a tio n
M L  Q A P T R 0% 1 5 % 2 5 % 0 % 1 5 % 2 5 % . 0% 15%, 25% ,
6 1 .4 6 8 .  7 1 . 8 5 7 , V  ^ 7 9 .5 0 3\ : 7 3 .9 8 9 : Z ^ 7 3 7 . .^ - 7 4 .9 0 1
2 0 '.'7 6 6 ‘ ” '2 7 4 1 6 ' ' ‘'3 2 '^ 8 3 1 " ' ' " ‘1 9 .6 7 0 “" ' ^ 2 0 . '0 5 7 " '" " 2 0 .2 9 6
1 .3 4 5 1 .4 1 5 1 .4 4 3 ! 8 .8 2 2 8 .9 8 1 8 .7 9 0
0 .0 0 0 0 .0 0 0 0 .0 0 0 ' 0 .0 0 3 0 .0 0 4 0 .0 0 3
3 5 .9 1 8 3 9 .5 5 4 4 2 .0 0 1 3 5 .9 1 7 3 6 .0 0 8 3 6 .0 6 1
0 .4 9 3 0 .5 2 4 0 .5 2 3 1 .1 7 4 1 .1 7 2 1 .1 6 5
2 .9 4 6 2 .9 4 8 2 .9 5 3 8 .4 7 0 8 .4 6 8 8 .4 7 1
6 4 .8 3 8 . 7 7 .6 9 0 , ■ 8 6 ,1 0 2 · ; 7 6 .2 6 7  . 7 6 .3 0 6  . ■; 7 6 :2 3 8
2 4 .1 5 3 3 3 ! 3 2 9 ' .....  4 l i 0 0 2 2 . 8 5 0 ' “ ’ 2 2 .8 9 1 .....2 2 .7 7 3
1 .3 4 8 1 .3 9 2 1 .4 3 4 7 .9 8 9 7 .9 8 5 8 .0 2 9
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
3 5 .9 1 6 3 9 .5 1 2 4 1 .9 1 1 3 5 .9 1 6 3 5 .9 1 6 3 5 .9 1 9
0 .4 8 4 0 .5 2 0 0 .5 1 9 1 .0 6 9 1 .0 6 7 1 .0 6 9
2 .9 3 7 2 .9 3 7 2 .9 3 7 8 .4 4 6 8 .4 4 6 8 .4 4 6
6 0 %
flow tim e^  
In p u t q 
O u tp u t q  
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p ,
- 5 9 .3 2 8
‘ 2 0 .7 6 6 "
0 .6 5 8
0.000
3 5 .9 1 7
0 .4 3 0
1 .5 5 5
■71 .‘^ 7
"28T71T
0 .6 6 1
0.000
4 0 .4 1 5
0 .4 3 8
1 .5 5 8
8 1 ,5 0 4
'3 5 .3 8 6
0 .7 0 9
0.000
4 3 .4 0 9
0 .4 4 0
1 .5 5 9
f lq w tim e ·  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p
6 2 .1 5 0
2 3 ^ 6 0 5
0 .6 5 7
0.000
3 5 .9 1 7
0 .4 1 8
1 .5 5 2
7 8 .9 7 2
3 5 .9 1 8
0 .6 6 9
0.000
4 0 .4 1 5
0 .4 1 8
1 .5 5 2
9 2 .6 0 7
4 6 .5 0 1
0 .6 9 7
0.000
4 3 .4 0 9
0 .4 4 6
1 .5 5 3
7 5 %
flo w tjm e  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q  
T ra n s p ,
8 6 .3 8 3
3 8 .7 5 4
0 .7 3 0
0.000
4 4 .8 9 6
0 .4 4 4
1 .5 5 9
1 1 0 .0 5 4
....5 6 7 8 4
0 .7 0 8
0.000
5 0 .5 1 9
0 .4 8 6
1 .5 6 0
1 3 4 .4 2 8
7 6 .7 0 7
0 .7 3 9
0.000
5 4 .2 6 8
1 .1 5 8
1 .5 5 8
8 9 .2 8 2
3 9 .3 9 6
1 .4 9 6
0.000
4 4 .8 9 8
0 .5 3 7
2 .9 5 4
1 0 9 .9 2 4
5 5 .2 8 3
1 .4 8 6
0.000
4 9 .5 5 9
0 .6 4 4
2 .9 5 5
1 3 3 .0 1 4
7 3 !6 4 1
1 .5 5 1
0.000
5 2 .8 9 9
1 .9 7 0
2 .9 5 6
100.455;
3 7 '6 5 C I
8 .9 7 1
0 .0 0 3
4 4 .8 9 5
1 .2 2 3
8 .4 9 7
1 0 2 .6 7 5
39.102'
8 .6 5 4
0.001
4 5 .1 5 4
1 .2 3 2
8 .5 0 6
1 0 6 .0 2 4
4 2 .0 5 0
8 .3 6 0
0.001
4 5 .3 8 1
1 .3 8 5
8 .5 0 2
flo w tim e  
In p u t q 
O u tp u t q  
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
, 1 0 0 .5 5 2  
 ^ 5 2 .9 5 6  
0 .6 9 5  
0.000
4 4 .8 9 6  
0 .4 5 6
1 .5 5 3
1 3 9 ,6 8 2
'^^ 86.378
0 .7 5 8
0.000
5 0 .5 2 0
0 .4 7 9
1 .5 5 4
1 7 8 .9 0 2
1 2 1 .8 6 0
0 .7 6 0
0.000
5 4 .2 7 4
0 .4 4 9
1 .5 5 6
1 0 3 .1 9 3  
' 5 3 .3 3 5  
1 .4 7 7  
0.000
4 4 .8 9 7  
0 .5 4 9
2 .9 3 8
1 3 2 ,0 2 6   ^
7 7 .5 8 5 '  
1 .5 6 6  
0.000
4 9 .4 0 9  
0 .5 3 2
2 .9 3 9
.1 6 1 ,4 8 8
1 0 4 .0 2 4
1 .5 2 9
0.000
5 2 .4 5 3
0 .5 4 5
2 .9 4 0
1 1 0 .1 8 6
4 8 .0 3 'l
7 .7 5 7
0.000
4 4 .8 9 6
1 .0 5 0
8 .4 4 9
1 1 0 .8 0 0
" 48.570’
7 .8 1 8
0.000
4 4 .9 0 1
1 .0 6 2
8 .4 4 9
1 1 0 .4 9 8  
' 4 8 .3 0 0  
7 .7 7 4  
0.000 
4 4 .9 1 1  
1 .0 5 8  
8 .4 4 8
8 5 %
flo^ ime^ ,^  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .
b u ffe r  q 
T ra n s p .
1 1 1 .9 5 4  1 8 7 .5 0 8  ,3 4 6 1 .4 2 0 1 1 6 .5 7 4  2 1 5 .4 8 4 .  5 3 3 3 .5 4 0 : 1 2 6 .6 5 0  ■ ; 1 8 3 ^ 6 L ^ 7 9 1  .3 4 0
5 8 .3 2 5 1 1 0 .7 6 9 1 1 4 .2 2 5 6 0 .5 3 4 1 1 4 .0 8 3 1 2 8 .9 7 2 5 7 .1 8 2 8 3 .3 5 7 1 5 6 .7 9 6
0 .7 2 4 0 .8 1 4 0 .9 3 9 1 .5 0 0 1 .6 3 8 1 .8 3 2 8 .7 4 5 8 .9 3 8 9 .1 1 5
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
5 0 .8 8 5 5 7 .2 5 2 6 1 .5 3 0 5 0 .8 8 3 5 6 .8 3 2 6 2 .3 3 4 5 0 .8 8 0 5 1 .5 7 6 5 2 .6 5 7
0 .4 6 3 1 7 .1 1 6 3 2 8 3 .1 8 0 0 .7 0 3 3 9 .9 2 0 5 1 3 7 .2 8 0 1 .7 4 0 2 9 .8 4 9 1 5 5 4 .2 3 0
1 .5 6 0 1 .5 5 9 1 .5 5 6 2 .9 5 7 3 .0 1 1 3 .1 0 7 8 .5 4 6 8 .7 3 7 9 .3 2 1
; ^ § * 9 0 4 ; ; ; 3 3 2 ^ 4 6 0 4 5 . ^ 4 ; ; 2 1 8 ^ ^ ; 5 1 4 3 . J 4 0 1 5 2 .9 3 0 , ; ;(^5153 .30g
“ 1 9 7 0 6 ^ “ 1 7 5 .7 8 4 " ‘^ 2 0 7 '!4 1 2 ‘^ '^ 8 9 .6 1 0 “ 1 5 6 .7 6 2 "  ‘ 2T 4 .7 8 8 8 3 .1 3 4 8 4 .9 0 T '^85V098
0 .7 0 2 0 .7 2 8 0 .9 2 1 1.551 1 .5 6 6 1 .8 3 3 7 .7 3 1 7 .5 3 4 7 .6 3 8
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
5 0 .8 8 6 5 7 .2 6 7 6 1 .5 3 3 5 0 .8 8 3 5 6 .1 3 9 6 2 .3 1 3 5 0 .8 8 6 5 0 .9 3 7 5 0 .9 7 7
0 .4 6 5 1 .5 7 0 3 0 5 7 .0 4 0 0 .5 2 6 1 .0 3 8 4 8 6 1 .1 0 0 1 .0 5 0 1 .0 3 7 1 .0 4 4
1 .5 5 4 1 .5 5 5 1 .5 5 6 2 ,9 3 9 2 .9 4 2 3 ,1 0 7 8 .4 5 9 8 .4 5 9 8 .4 5 6
 ^ ¿K
In p u t q  
O u tp u t q  
B lo c k in g  
P ro c e s s .
C . b u ffe r  q  
T ra n s p .
Table B.35: Detailed results for Model 3 under Normally distributed processing time
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A g g re g a tio n M e d iu m  a g g re g a tio n
M L  Q  A P T R 0% 1 5 % 2 5 % 0 % 1 5 % 25°/c, 0 % 1 5 % 2 5 %
• 5 8 .1 6 1 . 5 8 . 6 1 7 .  5 9 .2 6 2 ! ;  6 6 .7 2 4 6 6 .7 3 8 -<66787
” ^ 1 7 ^ 5 5 3  * T 7 .7 1 3 ' I 8 .T 3 I ......1 0 .4 0 2 10 .*4 7 3 “ “ “ 1 0 .5 0 6
1 .3 1 2 1 .3 1 1 1 .3 3 3 1 1 0 .3 7 0 1 0 .3 5 2 1 0 .3 6 5
0 .0 0 0 0 .0 0 0 0 .0 0 0 1 0 .0 0 2 0 .0 0 1 0 .0 0 2
3 5 .9 1 8 3 6 .2 3 7 3 6 .4 3 7 3 5 .9 1 9 3 5 .9 2 3 3 5 .9 2 6
0 .4 9 9 0 .4 7 6 0 .4 7 7 1 .3 3 5 1 .3 3 5 1 .3 3 8
2 .8 7 8 2 .8 8 0 2 .8 8 4 8 .7 0 1 8 .6 5 9 8 .6 6 0
5 9 .3 7 9  , 5 9 .8 1 3 • 6 0 .5 0 8 . V  6 6 .8 6 1 ..  6 6 ,8 6 1
1 8 .7 7 7 ... i a 8 9 8 ^ ' 1 9 .3 7 8 1 0 .6 8 4 1 0 .6 8 4 ^ 1 0 .6 8 4
1 .3 2 0 1 .3 1 8 1 .3 2 6 1 0 .3 6 5 1 0 .3 6 5 1 0 .3 6 5
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
3 5 .9 1 8 3 6 .2 3 3 3 6 .4 3 6 3 5 .9 1 8 3 5 .9 1 8 3 5 .9 1 8
0 .4 9 2 0 .4 9 0 0 .4 8 8 1 .3 3 7 1 .3 3 7 1 .3 3 7
2 .8 7 1 2 .8 7 3 2 .8 8 1 8 .5 5 6 8 .5 5 6 8 .5 5 6
8 5 .0 7 1 ,8 6 .2 0 0 8 6 .8 3 3 8 7 .7 1 6 8 8 .0 0 4 8 7 .7 4 8
3 5 !2 5 5 .....3 5 .9 6 6  ‘ 3 6 .3 8 5 2 4 .1 6 8 2 4 .2 6 1 * ‘ 2 4 .2 0 5
1 .4 8 5 1 .4 7 6 1 .4 5 2 9 .0 6 4 9 .1 6 2 9 .0 1 1
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 2 0 .0 0 1
4 4 .8 9 8 4 5 .3 2 8 4 5 .5 7 7 4 4 ,9 0 0 4 4 .9 3 6 4 4 .9 4 9
0 .5 2 6 0 .5 1 7 0 .5 0 6 1 .1 9 6 1 .2 4 6 1 .2 0 4
2 .9 0 7 2 .9 1 2 2 .9 1 3 8 .4 1 4 8 .4 3 2 8 .4 2 9
9 3 .4 0 6 9 3 . 2 6 7 . 9 3 .9 8 5 8 8 .6 0 4 : 8 8 .6 0 4  . . 8 8 .6 0 4
' 4 3 .6 1 7 4 3 .0 4 6 ” ' ’4 3 .4 9 5 2 5 .0 1 7 2 5 .0 1 7 2 5 .0 1 7
1 .4 8 9 1 .4 7 4 1 .4 8 0 9 .0 5 3 9 .0 5 3 9 .0 5 3
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
4 4 .8 9 7 4 5 .3 3 3 4 5 .5 7 9 4 4 .8 9 7 4 4 .8 9 7 4 4 .8 9 7
0 .5 0 7 0 .5 1 5 0 .5 3 1 1 .1 8 2 1 .1 8 2 1 .1 8 2
2 .8 9 6 2 .8 9 9 2 .9 0 0 8 .4 5 5 8 .4 5 5 8 .4 5 5
4 1 2 7 2 3  ^ 1 1 5 .4 J Q b 1 6 .5 5 8 1 1 2 .4 6 2 1 1 4 .6 3 0 ^ € ^ 6 , 7 5 4
5 6 .6 T 3 ^ ^ “ 58 7828 ^ '’^ ‘ *“*“ 5 9 7 4 9 3 ‘" " 4 3 . 2 1 1  ‘" ‘ 4 4 .68T " ' " '46V 0V 4
1 .5 5 0 1 .5 0 5 1 .5 1 9 8 .7 7 3 8 .7 6 2 8 .7 3 0
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 1 0 .0 0 0 0 .0 0 0
5 0 .8 8 3 5 1 .4 2 7 5 1 .7 3 6 5 0 .8 8 3 5 1 .1 5 7 5 1 .4 3 4
0 .6 9 6 0 .7 2 8 0 .8 8 4 1 .3 5 8 1 .8 9 8 2 .4 7 2
2 .9 2 8 2 .9 2 6 2 .9 2 8 8 .4 0 2 8 .4 2 6 8 .4 4 0
> 132 .060  y ¿ 4 ^ , 1 7 6 £ J 1 6 . ^ 1 1 6 ,3 6 8 ^ 2 £ i3 & 4 8 2
’’' '7 6 .2 3 1 7 8 .3 2 7 "“ i . 5 6 7 '" * ’' 4 7 .5 3 6 4 7 .4 3 5 4 7 .7 0 8
1 .5 1 7 1 .5 3 4 1 .5 4 8 8 .3 9 3 8 .5 2 5 8 .4 2 0
0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
5 0 .8 8 3 5 1 .3 4 8 5 1 .6 1 5 5 0 .8 8 4 5 0 .8 8 7 5 0 .8 8 6
0 .5 2 3 0 .5 5 7 0 .5 2 6 1 .1 2 0 1 .1 3 5 1 .1 0 7
2 .9 0 9 2 .9 2 2 2 .9 2 1 8 .3 7 7 8 .3 9 1 8 .3 6 7
6 0 %
flo v ^ im e _ _  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
59.328^20766
0 .6 5 8
0.000
3 5 .9 1 7
0 .4 3 0
1 .5 5 5
71.787 
¡2 8 .7 1 5~* 
0 .6 6 1  
0.000
4 0 .4 1 5  
0 .4 3 8
1 .5 5 8
.8 1 .5 0 4
3 5 .3 8 6
0 .7 0 9
0.000
4 3 .4 0 9
0 .4 4 0
1 .5 5 9
flo^ i^tT^ J;·
In p u t q
O u tp u t q
B lo c k in g
P ro c e s s .
C . b u ffe r  q
T ra n s p .
f lo w tim e
In p u t q
O u tp u t q
B lo c k in g
P ro c e s s .
C . b u ffe r  q
T ra n s p .
floy^ me;^
In p u t q
O u tp u t q
B lo c k in g
P ro c e s s .
b u ffe r  q 
T ra n s p .
J2.150
2 3 .6 0 5
0 .6 5 7
0.000
3 5 .9 1 7
0 .4 1 8
1 .5 5 2
. 7 8 .9 7 2
’^ 3 5 .9 1 8  
0 .6 6 9  
0.000
4 0 .4 1 5  
0 .4 1 8
1 .5 5 2
;9 2 .6 0 7
4 6 . 5 0 i
0 .6 9 7
0.000
4 3 .4 0 9
0 .4 4 6
1 .5 5 3
7 5 %
8 6 .3 8 3
*^38754
0 .7 3 0
0.000
4 4 .8 9 6
0 .4 4 4
1 .5 5 9
1 1 0 .0 5 4
5 6 .7 8 4
0 .7 0 8
0.000
5 0 .5 1 9
0 .4 8 6
1 .5 6 0
1 3 4 .4 2 8 ,
7 6 .7 0 7
0 .7 3 9
0.000
5 4 .2 6 8
1 .1 5 8
1 .5 5 8
1 0 0 ,5 5 2
5 2 .9 5 6
0 .6 9 5
0.000
4 4 .8 9 6
0 .4 5 6
1 .5 5 3
1 3 9 .6 8 2
8 6 .3 7 8
0 .7 5 8
0.000
5 0 .5 2 0
0 .4 7 9
1 .5 5 4
1 7 8 .9 0 2
1 2 1 .8 6 0
0 .7 6 0
0.000
5 4 .2 7 4
0 .4 4 9
1 .5 5 6
8 5 %
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
^ 1 1 1 .9 5 4 ;
’^ '58^ 325*
0 .7 2 4
0.000
5 0 .8 8 5
0 .4 6 3
1 .5 6 0
1 8 7 5 0 8
*1^ 0.769“
0 .8 1 4
0.000
5 7 .2 5 2
1 7 .1 1 6
1 .5 5 9
^ 3 4 6 1 .4 2 0
....1 1 4 .2 2 5
0 .9 3 9
0.000
6 1 .5 3 0
3 2 8 3 .1 8 0
1 .5 5 6
f i p w t i m e y  
In p u t q  
O u tp u t q 
B lo c k in g  
P ro c e s s .
C . b u ffe r  q  
T ra n s p .
.^¿1i3.312^36^04^ 
8 9 .7 0 6  1 7 5 .7 8 4
0 .7 0 2
0.000
5 0 .8 8 6
0 .4 6 5
1 .5 5 4
0 .7 2 8
0.000
5 7 .2 6 7
1 .5 7 0
1 .5 5 5
¿ ^ 2 8 . 4 6 0
2 0 7 .^ 1 2
0 .9 2 1
0.000
6 1 .5 3 3
3 0 5 7 .0 4 0
1 .5 5 6
Table B.36: Detailed results for Model 4 under Normally distributed processing time
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ML
APTR Q TA 60% 75% 85% Note
Model 1
0%
Aggregation
Medium
Disaggregation
Aggregation 
Medium 
Disaggregation
62.32
■es'iy"
77.06
10a03
“ l l ‘l.76·
116.13
179.53
T87?09
180.88
62.18
■“64'94‘
76.69
'104.33
Tos.'so
112.33
171.96 
176.08 
1
15%
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
80.06
79.11
79.53
78.46
m
172.38
159.45
m
165.56
151.18
589.42
413.56
____1
555.30
372.23
m
25%
Aggregation 
Medium 
Disaggregation
96.06
91.18
287.67
226.68
4819.02
1400.20
il
O verload
Overload
Aggregation 
Medium 
Disaggregation
94.91 
89 84
Model 2
266.46
209.59
4634.44
1255.00
i l M
O verload
O verload
0%
15%
25%
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
62.32 
67.22
106.03
96.34
179.53
148.66
Aggregation 
Medium 
Disaggregation
Aggregation 
Medium 
Disaggregation
80.06
70.61
79.53
70.64
96.06
80.27
94.91
80.05
172.38
131.31
165.56
127.44
287.67
169.53
266.46
167.50
589.42
288.36
555.30
281.10
4819.02
1001.14
4634.44
900.35
O verload
Overload
O verload
Overload
Aggregation case is better
Medium aggregation case is better
Disaggregation case is better
Table B.37: Flow time results of the three cases vs. ML for Model 1 and 2 under
Normally distributed processing time
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ML
APTR Q TA 60% 75% 85% Note
Model 3
0%
Aggregation
Medium
Disaggregation
Aggregation 
Medium 
Disaggregation
.59.33
~6i.47'
73.99
^6^38 
' 89.28’* 
100.45
113.95
116.57
126.65
^6^15
"eXsi
76.27
100^5
losTg'
110.19
143.31
145.50
151.24
15%
Aggregation
Medium
Disaggregation
,7179:
'“fi.se'
74.741
110.05
109.92
w
187.51
215.48
Aggregation 
Medium 
Disaggregation
78.97
77.69
139.68
132.03
236.90
218.45
m
25%
Aggregation
Medium
Disaggregation
81.50
79.50
134.43
133.01
3461.42
5333.54
O verload
Overload
Overload
Aggregation 
Medium 
Disaggregation
92.61 
88.10 wm
Model 4
178.90
161.49
3328.46
5143.14
O verload
Overload
0%
15%
25%
Aggregation
Medium
Disaggregation
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
Aggregation 
Medium 
Disaggregation
59.33 86.38
;:,58j16.i|
“66.72'
1851071
*87.72
113.95
112.73
62.15 100.55
93.41
143.31
132.06
71.79 110.05
66.74 88.00
187.51
115.41
78.97 139.68
93.27
236.90
134.68
^ 5 9 i2 6 § | ,
66.79 87.75
92.61 178.90
93.99
3328.46
135.18
O verload
Aggregation case is better 
Medium aggregation case is better 
Disaggregation case is better
Table B.38: Flow time results of the three cases vs. ML for Model 3 and 4 under
Normally distributed processing time
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ML
APTR Q TA 60% 75% 85%
Model 1
Aggregation 1.48 4.04 8.92
3 Medium 2.52 1.68C;/ -0.56
0% Disaggregation 14.62 35.73 .... ' 104.57
Aggregation 1.41 2.39 0.30
6 Medium 2.24 0.62 ■ ;^ -9.31
Disaggregation 11.65 19.60.... " 3 4 . 7 4
Aggregation 2.19 7.56 11.13
3 Medium 2.90 ^.20N: / / 3 a ^
15% Disaggregation 14.62 35.73 ”*i 04.57
Aggregation 1.78 -0.30 -32.88
6 Medium 2.38 : -3.44·/;. -51.35
Disaggregation 11.65 ......19.60...... 34.74
Aggregation 3.10 25.06 : -222.74
3 Medium 2.73 ■■/'"■^9.38·'·'·./ : -32.06
25% Disaggregation 14.62 ... "35.73 T04.‘57
Aggregation 1.83 7.24 . -424.26
6 Medium 2.11 ■ ' -17.75 ^  , -209.90
Disaggregation 11.65 ... 19.60 '..... ...34.74
Model 2
Aggregation 1.48 4.04 8.92
3 Medium 4.19 5.89 13.60
0% Disaggregation 9.70 19.33 31.43
Aggregation 1.41 2.39 0.30
6 Medium 3.96 4.58 9.49
Disaggregation 10.16 18.69 32.25
Aggregation 2.19 7.56 11.13
3 Medium 5.47 6.51 18.23
15% Disaggregation 9.70 19.33 31.43
Aggregation 1.78 . /  ^-0.30 : :
....
-32.88
6 Medium 4.89... -5.58 ^-l... ..
Disaggregation 10.16 18.69 32.25
Aggregation 3.10 25.06 istfc;r222.74
3 Medium 5.35 1 8 .4 0 i^ i-i1a57
25% Disaggregation 9.70 19.33 " 3 1 . 4 3
Aggregation 1.83 7 2 A A h -424,26"
6 Medium 4.88 5.39
Disaggregation 10.16 18.69 ~ ‘"'32!25
Table B.39: Difference between flow time performance under Exponentially and
Normally distributed processing time for Model 1 and Model 2
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ML
APTR Q TA 60% 75% 85%
Model 3
Aggregation 1.02 1.43, . -0.57
3 Medium 1.98 2.46 ....... . 2“84
0% Disaggregation 8.54 8.25 7.72
Aggregation 1.37 2.63 1.05
6 Medium 2.19 2.41 0.68
Disaggregation 11.51 16.36 13.95
Aggregation 1.25 1.12 7.82
3 Medium 2.08 2.46 10.77
15% Disaggregation 9.04 10.93 -44.05
Aggregation 1.64 2.35 0.61
6 Medium 2.31 2.33 -2.66
Disaggregation 11.20 15.25 ...... 15.51
Aggregation 1.29 2.64 -34.28
3 Medium 1.89 5.88 -28.60
25% Disaggregation 9.53 11.70 -472.24
Aggregation 2.31 3.65 . -152.06
6 Medium 2.17 0.33 -263.38
Disaggregation 11.53 15.90 ..17.28
Model 4
Aggregation 1.02 1.43 -0.57
3 Medium 3.07 3.94 ...4.15
0% Disaggregation 9.28 14.44 15.78
Aggregation 1.37 2.63 1.05
6 Medium 3.94 4.99 5.50
Disaggregation 9.71 17.65 25.14
Aggregation 1.25 1.12 7.82
3 Medium 2.90 3.44 5.89
15% Disaggregation 9.27 14.46 16.52
Aggregation 1.64 2.35 0.61
6 Medium 3.65 5.17 4.48
Disaggregation 9.66 17.77 26.00
Aggregation 1.29 2.64 , , -^ 4 .2 8
3 Medium 3.15 4.41 ' 67l3
25% Disaggregation 9.54 14.93 16.98
Aggregation 2.31 3.65 ; -152.06
6 Medium 3.72 5.08 g;2'g
Disaggregation 9.57 17.50 25.52
Table B.40: Difference between flow time performance under Exponentially and
Normally distributed processing time for Model 3 and Model 4
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Source DF Sum of Squares F Value Pr > F Significance?
Model
Error
BLOCK
73
1366
4
2630609.997
459696.569
50406.910
107.08 0.0001
37.45 0.0001
yes
yes
DIST 1 12978.006
SF 1 42456.084
FIF 1 170106.806
APTR 2 314748.022
TA 2 158461.685
ML 1 1089935.201
Q 1 2282.617
DIST*SF 1 , 741.034
DIST'RF 1 2042.517
DIST*APTR 2 349.817
DIST*TA 2 15088.129
DIST*ML 1 679.251
DIST*Q 1 280.017
RF*SF 1 531.684
SF'APTR 2 1884.672
SF'TA 2 21309.293
SF*ML 1 7603.806
SF*Q 1 5.501
RF*APTR 2 79395.650
RF*TA 2 53276.863
RF*ML 1 94559.417
RF*Q 1 21398.334
TA’APTR 4 230388.715
APTR’ ML 2 110998.422
APTR’Q 2 95.756
TA*ML 2 133543.885
TA*Q 2 1767.793
ML*Q 1 294.306
DIST*RF*SF 1 502.917
DIST*SF*APTR 2 1276.689
DIST'SF'TA 2 3072.776
DIST*SF*ML 1 242.556
DIST*SF*Q 1 106.167
DIST*RF*APTR 2 1145.689
DIST*RF*TA 2 156.301
DIST*RF*ML 1 543.906
DIST*RF*Q 1 531.684
DIST*TA*APTR 4 2969.254
DIST*APTR*ML 2 22.539
DIST*APTR*Q 2 225.139
DIST*TA*ML 2 1971.818
DIST*TA*Q 2 23.060
DIST*ML*Q 1 209.306
38.56
126.16
505.48
467.64
235.44
3238.77
6.78
2.20
6.07
0.52
22.42
2.02
0.83
1.58
2.80
31.66
22.59 
0.02
117.96
79.16
280.99
63.59 
171.15 
164.92
0.14
198.41
2.63
0.87
1.49
1.90
4.57 
0.72 
0.32 
1.70 
0.23 
1.62
1.58 
2.21 
0.03 
0.33 
2.93 
0.03 
0.62
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0093
0.1381
0.0139
0.5948
0.0001
0.1556
0.3618
0.2090
0.0611
0.0001
0.0001
0.8983
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.8674
0.0001
0.0727
0.3499
0.2217
0.1504
0.0106
0.3960
0.5744
0.1827
0.7928
0.2038
0.2090
0.0663
0.9671
0.7158
0.0538
0.9663
0.4305
no
yes
yes
yes
yes
yes
yes
no
yes
no
yes
no
no
no
no
yes
yes
no
yes
yes
yes
yes
yes
yes
no
yes
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
no
SF:Sequence Flexibility, RF:Routing Flexibility, MLrMachine Load, Q:Buffer Size 
APTR: Alternative processing time ratio, DIST: Processing time ditribution______
Table B.41: ANOVA results for the flowtime under Exponential and Normal pro­
cessing time distributions
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ML
APTR Q TA 60% 75% 85% Note
Model 1
0%
3
Aggregation
Medium
Disaggregation
i , ; v  62.21 .,,^  105.73 172.53
......'"' 0 4  g f " ....’ 110.72 185.09
73.62 108.28
6
Aggregation
Medium
Disaggregation
61.63 ; 103.96 169.72 
64.73 108.40 175.28 
73.44 107.61
15%
3
Aggregation
Medium
Disaggregation
79.97 170.73 580.37 
78.50 157.84 350.71
6
Aggregation
Medium
Disaggregation
78.81 164.19 540.49 
78.44 150.30 350.71
25%
3
Aggregation
Medium
Disaggregation
95.70 280.69 5002.26 
90.29 226.55 1524.72
Overload
Overload
6
Aggregation
Medium
Disaggregation
9^25 262.46 4891.121 
88.29 206.65 1494.88
Overload
Overload
Model 2
0%
3
Aggregation
Medium
Disaggregation
62.21 105.73 172.53 
I S S S M  95.04 140.49
6 2 . 4 o n № H № i ^
6
Aggregation
Medium
Disaggregation
61.63 103.96 169.72 
92.51 136.02
15%
3
Aggregation
Medium
Disaggregation
79.97 170.73 580.37 
69.85 129.82 300.61
6
Aggregation
Medium
Disaggregation
78.81 164.19 540.49 
69.90 125.78 305.34
25%
3
Aggregation
Medium
Disaggregation
95.70 280.69 5002.26 
79.47 166.78 1183.48
Overload
Overload
6
Aggregation
Medium
Disaggregation
94.25 262.46 4891.12 Overload
Overload
"   ^ | Aggregation case is better
Medium aggregation case is better 
Disaggregation case is better
Table B.42: Flow time results of the three cases vs. ML for Model 1 and 2 under
low CV level
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ML
APTR Q TA 60% 75% 85% Note
Model 3
0%
3
Aggregation
Medium
Disaggregation
59.04^;:^ ; 86.16 *  113.54
6 0 6 '' ' · * ...88.98 “ l 15.13
71.49 97.76 125.74
6
Aggregation
Medium
Disaggregation
61.41 99.21 140.26
64“.66 “ 102.*21 ....... 142.91
73.38 106.17 147.96
15%
3
Aggregation
Medium
Disaggregation
70.97; 109.19 190.26 
7i;47~ 108.86 234.53 
7 1 . 7 7 M ® f f l H : № 4
6
Aggregation
Medium
Disaggregation
77.55 137.68 230.48 
77.29 130.58 210.47
25%
3
Aggregation
Medium
Disaggregation
80.61 132.29 3951.80 
79.34 132.61 5760.14
Overload
Overload
Overload
6
Aggregation
Medium
Disaggregation
91.55 176.06 3871.02 
87.47 159.70 5617.62
Overload
Overload
I Model 4 I
0%
3
Aggregation
Medium
Disaggregation
59.04 86.16 113.54 
85.04 108.47
6
Aggregation
Medium
Disaggregation
61.41 99.21 140.26
15%
3
Aggregation
Medium
Disaggregation
70.97 109.19 190.26 
84.32 115.26
6
Aggregation
Medium
Disaggregation
77.55 137.68 230.48 
91.58 135.54
62.00
25%
3
Aggregation
Medium
Disaggregation
80.61 132.29 3951.80 Overload
6
Aggregation
Medium
Disaggregation
91.55 176.06 387i'o2 
92.97 135.09
62.001— aBimiiife
Overload
1 Aggregation case is better 
A-.' : 1 Medium aggregation case is better 
Disaggregation case is better
Table B.43: Flow time results of the three cases vs. ML for Model 3 and 4 under
low CV level
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ML
APTR Q TA 60% 75% 85%
Model '
Aggregation 0.11 0.30 7.00
3 Medium 0.24 1.04 2.00
0% Disaggregation 3.44 7.85 23.92
Aggregation 0.55 0.37 2.24
6 Medium 0.22 0.10 0.80
Disaggregation 3.25 4.72 7.58
Aggregation 0.09 1.65 9.05
3 Medium 0.60 1.61 62.85
15% Disaggregation 3.44 7.85 23.92
Aggregation 0.72 1.37 14.81
6 Medium 0.02 0.88 21.52
Disaggregation 3.25 4.72 7.58
Aggregation 0.36 6.98 -183.24
3 Medium 0.89 0.13 -124.52
25% Disaggregation 3.44 7.85 23.92
Aggregation 0.66 4.00 -256.68
6 Medium 1.55 2.94 -239.88
Disaggregation 3.25 4.72 7.58
Model 2
Aggregation 0.11 0.30 7.00
3 Medium 0.06 1.30 8.17
0% Disaggregation 4.82 8.92 14.00
Aggregation 0.55 0.37 2.24
6 Medium 0.14 2.42 6.83
Disaggregation 4.16 9.03 13.01
Aggregation 0.09 1.65 9.05
3 Medium 0.76 1.49 -12.26
15% Disaggregation 4.82 8.92 14.00
Aggregation 0.72 1.37 14.81
6 Medium 0.74 1.66 -24.24
Disaggregation 4.16 9.03 13.01
Aggregation 0.36 6.98 -183.24
3 Medium 0.80 2.75 -182.34
25% Disaggregation 4.82 8.92 14.00
Aggregation 0.66 4.00 -256.68
6 Medium 0.60 1.79 -248.02
Disaggregation 4.16 9.03 13.01
Table B.44: Difference between flow time performance under high and low CV levels
for Model 1 and Model 2
APPENDIX B. TABLES 138
ML
APTR Q TA 60% 75% 85%
Model 3
Aggregation 0.29 0.22 0.41
3 Medium 0.31 0.30 1.44
0% Disaggregation 2.50 2.70 0.91
Aggregation 0.74 1.34 3.05
6 Medium 0.18 0.98 2.59
Disaggregation 2.88 4.02 3.28
Aggregation 0.82 0.86 -2.75
3 Medium 0.38 1.06 -19.05
15% Disaggregation 2.97 2.29 23.02
Aggregation 1.42 2.00 6.42
6 Medium 0.40 1.45 7.98
Disaggregation 2.90 3.81 3.75
Aggregation 0.89 2.14 -490.38
3 Medium 0.16 0.40 -426.60
25% Disaggregation 2.83 2.62 -2172.74
Aggregation 1.06 2.84 -542.56
6 Medium 0.63 1.79 -474.48
Disaggregation 2.91 3.67 2.65
Model 4
Aggregation 0.29 0.22 0.41
3 Medium 0.38 0.03 4.26
0% Disaggregation 4.60 8.53 10.09
Aggregation 0.74 1.34 3.05
6 Medium 0.11 0.14 2.60
Disaggregation 4.86 9.13 13.08
Aggregation 0.82 0.86 -2.75
3 Medium 0.44 1.88 0.15
15% Disaggregation 4.47 8.67 11.20
Aggregation 1.42 2.00 6.42
6 Medium 0.39 1.69 -0.86
Disaggregation 4.86 9.13 13.15
Aggregation 0.89 2.14 -490.38
3 Medium 0.63 0.21 -0.60
25% Disaggregation 4.48 8.25 10.35
Aggregation 1.06 2.84 -542.56
6 Medium 0.62 1.01 0.09
Disaggregation 4.86 9.13 13.26
Table B.45: Difference between flow time performance under high and low CV levels
for Model 3 and Model 4
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A g g re g a tio n M e d iu m  a g g re g a tio n D is a g g re g a tio n
M L Q A P T R 0 % 1 5 % 2 5 % 0 % 1 5 % 2 5 % 0 % 1 5 % 2 5 %
flo w tim e 6 3 .8 0 0 8 2 .2 5 6 9 9 .1 5 6 7 0 .1 4 8 . 8 6 .4 5 9 1 0 1 .0 6 3 1 0 1 .7 3 1 1 0 1 .7 3 1 1 0 1 .7 3 1
In p u t q 2 4 .3 3 5 3 5 .8 4 1 4 5 .7 0 5 2 7 .4 5 9 .......3 7 .0 2 3 4 4 .8 6 6 3 5 .6 3 4 3 5 .6 3 4 3 5 .6 3 4
3 O u tp u t q 0 .6 0 2 0 .6 5 9 0 .6 6 0 1 .9 7 3 2 .7 8 9 3 .8 9 0 1 6 .7 4 1 1 6 .7 4 1 1 6 .7 4 1
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 3 4 0 .0 3 4 0 .0 3 4
P ro c e s s . 3 5 .9 9 1 4 0 .4 9 3 4 3 .4 8 7 3 5 .9 8 7 3 9 .5 8 6 4 1 .9 9 3 3 6 .0 0 0 3 6 .0 0 0 3 6 .0 0 0
C . b u ffe r  q 1 .3 1 9 3 .7 1 1 7 .7 5 2 1 .7 9 2 4 .1 2 3 7 .3 7 9 4 .8 7 6 4 .8 7 6 4 .8 7 6
6 0 % T ra n s p . 1 .5 5 2 1 .5 5 2 ,1 .5 5 2 2 .9 3 7 2 .9 3 7 2 .9 3 7 8 .4 4 8 8 .4 4 8 8 .4 4 8
flo w tim e 6 3 .5 9 4 8 1 .3 1 5 9 6 .7 3 5 6 9 .5 6 7 8 5 .3 8 9 9 8 .8 6 5 9 7 .5 7 0 9 7 .5 7 0 9 7 .5 7 0
In p u t q 2 5 .0 1 0 3 8 .0 9 7 5 0 .3 6 6 2 8 .7 9 0 4 0 .7 1 2 5 1 .2 4 5 4 1 .7 7 4 4 1 .7 7 4 4 1 .7 7 4
6 O u tp u t q 0 .6 1 7 0 .6 6 6 0 .6 6 0 1 .3 2 5 1 .4 3 3 1 .6 1 4 9 .8 2 5 9 .8 2 5 9 .8 2 5
B lo c k in g 0 .0 0 0 0 .0 0 0 o.ood 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 3 5 .9 9 1 4 0 .4 9 3 4 3 .4 8 7 3 5 .9 8 7 3 9 .5 8 7 4 1 .9 9 3 3 5 .9 9 3 3 5 .9 9 3 3 5 .9 9 3
C . b u ffe r  q 0 .4 2 3 0 .5 0 6 0 .6 6 8 0 .5 2 9 0 .7 2 0 1 .0 7 7 1 .5 3 3 1 .5 3 3 1 .5 3 3
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .9 3 6 2 .9 3 7 2 .9 3 7 8 .4 4 6 8 .4 4 6 8 .4 4 6
flo w tim e 1 1 0 .0 6 7 1 7 9 .9 4 0 3 1 2 .7 2 8 1 2 2 .4 3 4 1 8 0 .6 0 4 2 4 9 .6 1 4 1 8 7 .7 3 0 1 8 7 .7 3 0 1 8 7 .7 3 0
In p u t q 5 1 .6 5 2 8 0 .3 5 1 1 0 8 .1 4 0 5 5 .9 7 9 7 8 .5 4 2 9 7 .1 9 8 6 7 .2 0 0 6 7 .2 0 0 6 7 .2 0 0
3 O u tp u t q 0 .6 9 2 0 .7 5 3 0 .7 9 0 4 .8 6 0 9 .1 0 7 1 3 .0 9 6 3 7 .5 5 9 3 7 .5 5 9 3 7 .5 5 9
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 2 0 .1 7 0 0 .1 7 0 0 .1 7 0
P ro c e s s . 4 4 .9 8 5 5 0 .5 8 8 5 4 .3 4 6 4 4 .9 9 1 4 9 .4 8 9 5 2 .4 8 4 4 4 .9 9 8 4 4 .9 9 8 4 4 .9 9 8
C . b u ffe r  q 1 1 .1 8 7 4 6 .6 9 8 1 4 7 .8 9 7 1 3 .6 7 1 4 0 .5 3 1 8 3 .8 9 5 2 9 .3 3 1 2 9 .3 3 1 2 9 .3 3 1
7 5 % T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .9 3 7 2 .9 3 7 2 .9 3 8 8 .4 7 2 8 .4 7 2 8 .4 7 2
flo w tim e  ^ 1 0 6 .7 2 5 1 6 5 .2 5 8 2 7 3 .6 9 4 1 1 8 .7 5 6 1 6 6 .7 9 6 2 4 9 .6 1 4 1 7 0 .7 6 8 1 7 0 .7 6 8 1 7 0 .7 6 8
In p u t q 5 8 .3 9 0 1 0 3 .1 4 8 1 6 0 .7 8 8 6 6 .7 1 5 1 0 2 .3 7 4 9 7 .1 9 8 9 1 !0 9 7 9 1 .0 9 7 9 1 .0 9 7
6 O u tp u t q 0 .6 9 3 0 .7 1 9 0 .7 4 9 1 .9 6 1 3 .3 9 8 1 3 .0 9 6 1 8 .3 8 1 1 8 .3 8 1 1 8 .3 8 1
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 2 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 4 4 .9 8 5 5 0 .5 8 4 5 4 .3 4 5 4 4 .9 9 2 4 9 .4 8 7 5 2 .4 8 4 4 4 .9 9 2 4 4 .9 9 2 4 4 .9 9 2
C . b u ffe r  q 1 .1 0 9 9 .2 5 3 5 6 .2 5 6 2 .1 5 4 8 .6 0 2 8 3 .8 9 5 7 .8 5 1 7 .8 5 1 7 .8 5 1
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .9 3 7 2 .9 3 7 2 .9 3 8 8 .4 4 7 8 .4 4 7 8 .4 4 7
flo w tim e 1 8 8 .4 5 0 6 0 0 .5 5 2 4 5 9 6 .2 8 0 2 1 1 .1 7 2 4 1 7 .9 8 2 1 4 2 9 .5 1 0 4 1 6 .9 3 8 4 1 6 .9 3 8 4 1 6 .9 3 8
In pu t q 8 3 .2 6 1 1 3 8 .7 6 2 1 5 8 .0 9 5 8 7 .7 7 3 1 2 3 .6 3 0  ’ 1 6 8 .1 5 0 1 0 1 .4 0 4 1 0 1 .4 0 4 1 0 i .4 0 4
3 O u tp u t q 0 .7 6 1 0 .8 4 5 0 .8 8 2 1 0 .6 9 1 2 0 .2 8 4 3 5 .3 8 1 7 6 .3 4 0 7 6 .3 4 0 7 6 .3 4 0
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 3 0 .0 1 1 0 .8 0 2 0 .8 0 2 0 .8 0 2
P ro c e s s . 5 0 .9 6 7 5 7 .3 3 5 6 1 .4 9 8 5 0 .9 8 9 5 6 .0 6 3 5 9 .4 6 3 5 0 .9 8 7 5 0 .9 8 7 5 0 .9 8 7
C . b u ffe r  q 5 1 .9 1 4 4 0 2 .0 5 4 4 3 7 4 .2 6 0 5 8 .7 8 3 2 1 5 .0 5 7 1 1 6 3 .5 5 8 1 7 8 .8 2 8 1 7 8 .8 2 8 1 7 8 .8 2 8
8 5 % T ra n s p . 1 .5 5 2 1 .5 5 3 1 .5 5 4 2 .9 3 8 2 .9 3 8 2 .9 4 0 8 .5 7 5 8 .5 7 5 8 .5 7 5
flq w tim e • 1 7 2 .2 5 8 5 2 2 .4 1 2 4 2 1 0 .1 8 0 1 9 6 .1 7 2  ¿ 3 9 1 .8 9 0 ^ 1 2 8 6 .8 3 8 3 1 4 .2 2 8 3 1 4 .2 2 8  . , 3 1 4 .2 2 8
In p u t q ..i68!095 2 2 9 .5 9 2 2 3 1 .4 5 8 1 2 1 .2 7 7 1 9 9 .6 6 8 * '3 1 7 . 2 6 8 ' 1 5 0 .6 7 6 1 5 0 .6 7 6 * 1 5 0 .6 7 6
6 O u tp u t q 0 .7 3 7 0 .7 7 4 0 .9 2 1 4 .4 2 7 1 2 .2 4 1 3 0 .8 6 1 4 9 .0 0 0 4 9 .0 0 0 4 9 .0 0 0
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 1 5 0 .0 1 5 0 .0 1 5
P ro c e s s . 5 0 .9 5 8 5 7 .2 9 4 6 1 .4 9 7 5 0 .9 8 8 5 6 .0 4 0 5 9 .4 6 2 5 0 .9 8 2 5 0 .9 8 2 5 0 .9 8 2
C . b u ffe r  q 1 0 .9 1 7 2 3 3 .1 9 3 3 9 1 4 .7 6 0 1 6 .5 4 5 1 2 0 .9 9 7 8 7 6 .3 2 8 5 5 .1 0 0 5 5 .1 0 0 5 5 .1 0 0
T ra n s p . 1 .5 5 2 1 .5 5 3 1 .5 5 4 2 .9 3 7 2 .9 3 7 2 .9 3 8 8 .4 5 3 8 .4 5 3 8 .4 5 3
Table B.46: Detailed results for Model 1 under LWKR scheduling rule
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A g g re g a tio n M e d iu m  a g g re g a tio n D is a g g re g a tio n
M L  Q A P T R 0% 15% 2 5 % 0% 1 5 % 2 5 % 0% 1 5 % 2 5 %
6 0 %
flo w tim e  ^  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
6 3 .8 0 0
2 4 .3 3 5
0 .6 0 2
0.000
3 5 .9 9 1
1 .3 1 9
1 .5 5 2
8 2 .2 5 6
3 5 .8 4 1
0 .6 5 9
0.000
4 0 .4 9 3
3 .7 1 1
1 .5 5 2
9 9 .1 5 6
4 5 .7 0 5
0 .6 6 0
0.000
4 3 .4 8 7
7 .7 5 2
1 .5 5 2
6 3 .8 3 9
2 2 .5 3 3
1 .9 41
0.000
3 5 .9 8 6
0 .5 0 1
2 .8 7 7
7 6 .3 9 7
3 0 .3 0 8
3 .0 6 0
0.000
3 9 .5 9 1
0 .5 4 8
2 .8 8 9
8 6 .9 2 9
3 6 .9 1 4
4 .4 2 7
0.000
4 1 .9 9 7
0 .6 9 7
2 .8 9 2
7 7 .5 4 8
1 9 .9 6 9
1 1 .6 5 7
0.021
3 5 .9 8 9
1 .4 4 8
8 .4 6 5
7 7 .5 4 8
1 9 .9 6 9
1 1 .6 5 7
0.021
3 5 .9 8 9
1 .4 4 8
8 .4 6 5
7 7 .5 4 8
1 9 .9 6 9
1 1 .6 5 7
0.021
3 5 .9 8 9
1 .4 4 8
8 .4 6 5
floyvtim e  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
6 3 .5 9 4  
2 5 .0 1 0  
0 .6 1 7  
0.000
3 5 .9 9 1  
0 .4 2 3
1 .5 5 2
8 1 .3 1 5
3 8 .0 9 7
0.666
0.000
4 0 .4 9 3
0 .5 0 6
1 .5 5 2
9 6 .7 3 5
5 0 .3 6 6
0 .6 6 0
0.000
4 3 .4 8 7
0.668
1 .5 5 2
6 3 .7 7 1
2 3 .1 2 4
1 .3 0 0
0.000
3 5 .9 8 6
0 .4 8 7
2 .8 7 3
7 6 .1 2 3
3 1 .7 1 8
1 .4 0 2
0.000
3 9 .5 8 6
0 .5 3 1
2 .8 8 5
8 5 .7 2 2
3 8 .8 0 2
1 .4 9 8
0.000
4 1 .9 9 2
0 .5 3 9
2 .8 8 9
7 6 .8 9 2
2 0 .2 0 8
1 0 .8 1 9
0.000
3 5 .9 8 8
1 .4 1 5
8 .4 6 1
7 6 .8 9 2
2 0 .2 0 8
1 0 .8 1 9
0.000
3 5 .9 8 8
1 .4 1 5
8 .4 6 1
7 6 .8 9 2
2 0 .2 0 8
1 0 .8 1 9
0.000
3 5 .9 8 8
1 .4 1 5
8 .4 6 1
7 5 %
3
flo w tim e  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
1 1 0 .0 6 7
5 1 .6 5 2
0 .6 9 2
0 .0 0 0
4 4 .9 8 5
1 1 .1 8 7
1 .5 5 2
1 7 9 .9 4 0
8 0 .3 5 1
0 .7 5 3
0 .0 0 0
5 0 .5 8 8
4 6 .6 9 8
1 .5 5 2
3 1 2 .7 2 8
1 0 8 .1 4 0
0 .7 9 0
0 .0 0 0
5 4 .3 4 6
1 4 7 .8 9 7
1 .5 5 2
1 0 2 .9 3 6
4 7 .1 4 1
6 .6 7 5
0 .0 0 1
4 4 .9 8 8
1 .2 2 6
2 .9 0 6
1 4 1 .0 4 6
6 8 .8 1 8
1 4 .2 9 5
0 .0 0 5
4 9 .4 8 7
5 .5 2 3
2 .9 2 0
1 9 3 .1 5 0
8 9 .6 2 8
2 7 .4 7 1
0 .0 1 9
5 2 .4 9 5
2 0 .5 9 2
2 .9 4 9
1 0 9 .7 8 0
4 1 .0 1 0
1 3 .8 1 2
0 .0 4 1
4 4 .9 9 1
1 .5 2 8
8 .4 5 8
1 0 9 .7 8 0
4 1 .0 1 0
1 3 .8 1 2
0 .0 4 1
4 4 .9 9 1
1 .5 2 8
8 .4 5 8
1 0 9 .7 8 0
4 1 .0 1 0
1 3 .8 1 2
0 .0 4 1
4 4 .9 9 1
1 .5 2 8
8 .4 5 8
flo w tim e 1 0 6 .7 2 5 1 6 5 .2 5 8 2 7 3 .6 9 4 1 0 0 .8 7 3 1 3 5 .5 6 6 1 7 4 .0 8 2 1 0 9 .4 1 2 1 0 9 .4 1 2 .1 0 9 .4 1 2
In p u t q 5 8 .3 9 0 1 0 3 .1 4 8 1 6 0 .7 8 8 5 0 .6 0 0 7 9 .6 3 2 1 0 9 .8 9 3 4 3 .6 0 9 4 3 .6 0 9 4 3 .6 0 9
6 O u tp u t q 0 .6 9 3 0 .7 1 9 0 .7 4 9 1 .8 7 6 2 .9 9 5 7 .7 2 5 1 0 .9 5 9 1 0 .9 5 9 1 0 .9 5 9
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 4 4 .9 8 5 5 0 .5 8 4 5 4 .3 4 5 4 4 .9 9 2 4 9 .4 8 9 5 2 .4 7 9 4 4 .9 9 2 4 4 .9 9 2 4 4 .9 9 2
C . b u ffe r  q 1 .1 0 9 9 .2 5 3 5 6 .2 5 6 0 .5 1 7 0 .5 4 3 1 .0 8 1 1 ,3 7 5 1 .3 7 5 1 .3 7 5
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 2 2 .8 9 0 2 .9 0 9 2 .9 0 7 8 .4 8 2 8 .4 8 2 8 .4 8 2
flo w tim e 1 8 8 .4 5 0 6 0 0 .5 5 2 4 5 9 6 .2 8 0 1 6 3 .3 3 6 2 9 4 .9 9 2 9 3 4 .8 0 8 1 5 2 .1 4 0 1 5 2 .1 4 0 1 5 2 .1 4 0
In p u t q 8 3 .2 6 1 1 3 8 .7 6 2 1 5 8 .0 9 5 ... 7 8 .3 7 2 1 2 1 .2 1 8 1 6 9 .8 0 4 6 7 .5 7 8 6 7 .5 7 8 6 7 .5 7 8
3 O u tp u t q 0 .7 6 1 0 .8 4 5 0 .8 8 2 1 9 .9 7 3 4 3 .0 8 3 6 5 .3 1 1 2 1 .4 3 8 2 1 .4 3 8 2 1 .4 3 8
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 1 4 0 .0 4 5 0 .1 2 0 0 .1 5 9 0 .1 5 9 0 .1 5 9
P ro c e s s . 5 0 .9 6 7 5 7 .3 3 5 6 1 .4 9 8 5 0 .9 8 4 5 6 .0 6 9 5 9 .4 8 3 5 0 .9 9 3 5 0 .9 9 3 5 0 .9 9 3
C . b u ffe r  q 5 1 .9 1 4 4 0 2 .0 5 4 4 3 7 4 .2 6 0 1 1 .0 7 1 7 1 .6 2 8 6 3 7 .1 1 8 3 .6 7 7 3 .6 7 7 3 .6 7 7
8 5 % T ra n s p . 1 .5 5 2 1 .5 5 3 1 .5 5 4 2 .9 2 8 2 .9 4 5 2 .9 8 5 8 .5 1 0 8 .5 1 0 8 .5 1 0
flo w tim e  , 1 7 2 .2 5 8 5 2 2 .4 1 2 4 2 1 0 .1 8 0 1 5 3 .4 6 8 2 7 9 .6 6 4  . 8 1 1 .2 1 4 1 5 2 .4 3 2  ' 1 5 2 .4 3 2 1 5 2 .4 3 2
In p u t q 1 0 8 .0 9 5 2 2 9 .5 9 2 2 3 1  .'458 .....9 4 .1 3 1 1 7 8 .1 8 4 3 0 7 .7 2 4 7 8 .4 3 7 7 8 .4 3 7 .....7 8 .4 3 7
6  'O u tp u t q 0 .7 3 7 0 .7 7 4 0 .9 2 1 4 .7 9 9 3 3 .6 5 6 8 6 .9 3 4 1 3 .1 4 1 1 3 .1 4 1 1 3 .1 4 1
1B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 1 0 .0 1 5 0 .0 0 7 0 .0 0 7 0 .0 0 7
1P ro c e s s . 5 0 .9 5 8 5 7 .2 9 4 6 1 .4 9 7 5 0 .9 9 3 5 6 .0 6 9 5 9 .4 5 5 5 0 .9 9 5 5 0 .9 9 5 5 0 .9 9 5
(D. b u ffe r  q 1 0 .9 1 7 2 3 3 .1 9 3 3 9 1 4 .7 6 0 0 .6 4 5 8 .8 4 3 3 5 4 .1 3 0 1 .3 8 8 1 .3 8 8 1 .3 8 8
fr a n s p . 1 .5 5 2 1 .5 5 3 1 .5 5 4 2 .9 0 4 2 .9 1 3 2 .9 4 8 8 .4 8 9 8 .4 8 9 8 .4 8 9
Table B.47: Detailed results for Model 2 under LWKR scheduling rule
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A g g re g a tio n M e d iu m  a g g re g a tio n D is a g g re g a tio n
M L  Q A P T R 0% 15% 2 5 % 0% 1 5 % 2 5 % 0% 1 5 % 2 5 %
6 0 %
flo w tim e  . 
In pu t q 
O u tp u t q 
B lock in g  
P ro c e s s . 
C . b u ffe r  q 
T ra n s p .
6 0 .3 5 0
2 1 .7 6 8
0 .6 0 9
0.000
3 5 .9 9 1
0 .4 3 0
1 .5 5 1
7 3 .0 3 3
2 9 .8 5 7
0 .6 8 9
0.000
3 6 .8 9 3
0 .4 3 8
1 .5 5 1
8 2 .7 9 5
3 6 .5 5 4
0 .7 1 6
0.000
3 7 .4 8 9
0 .4 8 0
1 .5 5 1
6 4 .5 8 3
23!820
1 .3 1 7
0.000
3 5 .9 8 8
0 .5 0 5
2 .9 5 3
7 5 .6 2 1
3 1 .0 5 8
1 .4 1 0
0.000
3 9 .6 6 1
0 .5 3 2
2 .9 5 9
8 3 .0 2 9
3 5 .9 4 6
1 .4 5 3
0.000
4 2 .1 3 9
0 .5 2 9
2 .9 6 1
8 5 .2 5 0
'2 8 .7 9 2
1 0 .9 3 0
0 .0 3 1
3 5 .9 9 0
1 .4 0 4
8 .4 9 7
8 6 .3 9 8
2 9 .6 5 6
1 0 .8 2 5
0 .0 2 8
3 6 .1 7 6
1 .3 8 6
8 .5 0 6
8 7 .3 4 3
3 0 .5 3 1
1 0 .4 9 1
0.021
3 6 .3 2 0
1 .3 6 0
8 .4 9 6
flo w tim e  
In pu t q 
O u tp u t q 
B lock in g  
P ro c e s s . 
C . b u ffe r  q
6 3 .5 1 9
2 4 .9 3 7
0 .6 1 7
0.000
3 5 .9 9 1
0 .4 2 2
1 .5 5 2
8 0 .6 1 6
3 7 .4 5 1
0 .6 7 3
0.000
3 6 .8 9 3
0 .4 4 4
1 .5 5 2
9 4 .9 1 8
4 8 7 2 7
0 .6 9 7
0.000
3 7 .4 8 9
0 .4 4 9
1 .5 5 2
6 9 .2 7 1
28;539
1 .2 9 9
0.000
3 5 .9 8 7
0 .5 0 9
2 .9 3 6
8 4 .2 7 5
3 9 .8 0 4
1 .4 0 2
0.000
3 9 .5 9 1
0 .5 3 9
2 .9 3 8
9 5 .4 0 1
4 8 .4 4 5
1 .4 5 3
0.000
4 2 .0 0 6
0 .5 5 6
2 .9 4 0
flo w tim e , 8 7 . 8 1 0 1 1 1 .1 7 4 1 3 7 .0 6 4 9 3 .4 5 2 . 1 1 3 .7 0 8 1 3 9 7 8 0 1 1 4 .4 0 4 1 1 9 7 2 6 1 5 3 .4 9 6
In p u t q ' 4 0 ' l 1 8 5 7 .8 1 2 7 9 .4 0 0 4 3 .4 6 2 5 8 .9 2 0 8 0 .1 2 3 4 8 .9 4 3 5 2 .9 7 4 6 6 .3 9 7
3 O u tp u t q 0 .6 7 2 0 .7 3 1 0 .7 4 5 1 .4 8 1 1 .5 3 2 1 .5 8 4 1 1 .3 2 0 1 1 .1 8 4 1 1 .3 7 5
B lock in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 3 2 0 .0 3 7 0 .0 3 4
P ro c e s s . 4 4 .9 8 5 4 6 .1 0 9 4 6 .8 7 0 4 4 .9 9 3 4 9 .7 0 7 5 3 .1 6 0 4 4 .9 9 8 4 5 .5 0 5 4 5 .9 6 7
C . b u ffe r  q 0 .4 8 3 0 .4 7 2 0 .9 9 6 0 .5 5 2 0 .5 9 3 1 .9 4 4 1 .5 0 5 1 .8 8 1 1 9 .9 5 1
7 5 % T ra n s p . 1 .5 5 2 1 .5 5 1 1 .5 5 3 2 .9 6 2 2 .9 6 2 2 .9 7 2 8 .5 4 3 8 .5 6 1 8 .6 4 6
flo w tim e  .. 1 0 3 .1 8 7 1 4 2 .0 3 4 1 8 2 .5 5 4 1 1 0 .3 6 2 1 4 2 .3 3 8 1 6 8 .8 1 6 1 4 1 .6 2 4 1 4 2 .0 1 6 1 4 2 .5 5 4
In pu t q 5 5 .5 0 7 8 8 7 1 4 ' 1 2 5 .3 6 8 6 0 .4 6 6 8 7 .7 6 3 1 1 1 .1 9 5 77.221 7 7 .2 4 8 7 7 .7 5 2
6 O u tp u t q 0 .6 9 0 0 .7 1 8 0 .7 4 5 1 .4 4 6 1 .5 5 1 1 .5 2 3 9 .9 0 0 1 0 .1 4 1 9 .9 5 0
B lock in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 4 4 .9 8 5 4 6 .1 0 0 4 6 .8 7 4 4 4 .9 9 2 4 9 .5 2 5 5 2 .5 8 8 4 4 .9 9 9 4 5 .0 6 6 4 5 .1 3 4
C . b u ffe r q 0 .4 5 6 0 .4 4 8 0 .5 0 6 0 .5 1 9 0 .5 5 9 0 .5 7 1 1 .2 9 4 1 .3 3 0 1 .3 0 4
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 3 2 .9 4 2 2 .9 4 1 2 .9 4 1 8 .4 7 5 8 .4 6 7 8 .4 6 0
flo w tim e  ; 1 1 3 .3 8 8 ; 1 9 5 ,3 3 2 3 4 2 7 .1 4 0 1 2 1 .1 1 4 2 1 6 .5 9 0 5 2 7 3 .2 6 0 7 4 0 . 7 2 6 2 6 1 .9 0 8 3 1 5 2 .0 8 0
In pu t q 5 9 .6 5 1 .. 1 1 1 .9 4 0 1 3 6 .7 0 3 '6 4 .9 8 5  ■ 1 1 6 .1 5 7 1 6 0 .3 5 2 6 8 .7 2 2 1 0 0 .5 1 1 ' 1 6 8 .3 2 2
3 O u tp u t q 0 .7 2 2 0 .7 9 9 0 .8 6 8 1 .5 3 0 1 .5 9 8 1 .6 4 6 1 1 .1 9 0 1 1 .8 7 5 1 2 .5 9 1
B lock in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 3 3 0 .0 5 2 0 .0 8 3
P ro c e s s . 5 0 .9 8 1 5 2 .2 6 4 5 3 .0 9 3 5 0 .9 8 8 5 6 .9 7 7 6 2 .3 2 8 5 0 .9 8 2 5 1 .8 9 8 5 2 .7 9 6
C . b u ffe r  q 0 .4 8 5 2 3 .6 6 2 3 2 2 6 .4 0 0 0 .6 5 3 3 8 .8 4 5 5 0 4 5 .8 6 0 2 .7 5 5 8 7 .3 2 9 2 8 9 8 .9 4 0
8 5 % T ra n s p . 1 .5 5 1 1 .5 5 4 1 .5 5 5 2 .9 6 4 3 .0 1 1 3 .1 1 1 8 .6 0 3 8 .8 4 6 9 .3 4 6
flo w tim e ^ ^ 4 4 .3 5 8 ^ ; 2 3 7 ,5 1 4  : 3 1 7 6 .4 0 0 v ;1 5 3 .9 1 2  ::2 1 9 .8 0 6 4 8 2 7 .6 0 0 1 8 2 .5 5 2  L 1 8 6 7 3 0  , 1 9 0 .6 9 4
In pu t q ...... 9 a 6 4 3 ^ ' '1 7 6 .8 6 4 ^ ^ ^^  2 5 5 .2 4 8 9 7 8 8 6 1 5 8 .^ 2 ! 2 4 1 .6 1 0  ^ 1 1 2 . 1 6 ^ " ' l l  6 ; 1 0 0 ' l  1 9 .4 5 0
6  'O u tp u t q 0 .7 2 0 0 .7 5 0 0 .8 7 8 1 .5 4 3 1 .5 8 7 1 .6 2 4 1 0 .1 3 0 1 0 .0 9 7 1 0 .2 0 8
1B locking 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
1P ro c e s s . 5 0 .9 7 8 5 2 .2 4 4 5 3 .0 8 2 5 0 .9 8 4 5 6 .2 2 0 6 2 .3 2 2 5 0 .9 9 3 5 1 .1 9 7 5 1 .3 3 7
1D. b u ffe r  q 0 .4 6 8 0 .9 8 8 2 8 5 7 .1 4 0 0 .5 6 1 0 .6 0 2 4 5 1 8 .9 2 0 1 .3 1 9 1 .2 9 4 1 .3 2 8
fra n s p . 1 .5 5 1 1 .5 5 4 1 .5 5 3 2 .9 4 1 2 .9 4 2 3 .1 0 9 8 .4 7 6 8 .4 8 3 8 .4 9 2
9 4 .7 3 9
3 9 .5 1 6
9 .5 2 5
0.000
3 5 .9 9 4
1 .2 7 5
8 .4 5 1
9 4 .8 5 8
3 9 .7 8 5
9 .3 8 8
0.000
3 6 .0 0 7
1 .2 4 8
8 .4 5 2
9 4 .7 6 1
3 9 .2 6 5
9 .7 5 9
0.000
3 6 .0 1 1
1 .2 91
8 .4 5 3
Table B.48: Detailed results for Model 3 under LW KR scheduling rule
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A g g re gation M e d iu m  a g g re g a tio n D is a g g re g a tio n
M L  Q  A P T R 0% 15 % 2 5 % 0% 1 5 % 2 5 % 0% 1 5 % 2 5 %
6 0 %
flo w tim e  
In p u t q  
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
.6 0 .3 5 0
2-1703
0 .6 0 9
0.000
3 5 .9 9 1
0 .4 3 0
1 .5 5 1
7 3 .0 3 3
2 9 .8 5 7
0 .6 8 9
0.000
3 6 .8 9 3
0 .4 3 8
1.551
8 2 .7 9 5
3 6 .5 5 4
0 .7 1 6
0.000
3 7 .4 8 9
0 .4 8 0
1.551
6 3 ,1 5 0
2 2 .4 7 4
1 .3 0 5
0.000
3 5 .9 8 9
0 .4 9 2
2 .8 9 1
6 4 .0 8 8
2 3 .0 0 9
1 .3 3 3
0.000
3 6 .3 4 3
0 .5 0 8
2 .8 9 6
6 4 .6 5 8
2 3 .3 3 8
1 .3 4 8
0.000
3 6 .5 7 3
0 .5 0 0
2 .8 9 9
7 6 .8 4 2
1 9 .3 3 4
1 1 .4 5 9
0.012
3 5 .9 9 0
1 .4 7 2
8 .6 2 6
7 6 .6 9 6
1 9 .3 2 7 '
1 1 .3 2 2
0.010
3 6 .0 2 7
1 .4 6 7
8 .6 4 0
7 6 .6 0 1
1 9 .2 1 4
1 1 .3 2 6
0 .0 1 7
3 6 .0 5 4
1 .4 7 8
8 .6 2 3
flo w tim e  
In p u t q 
O u tp u t q 
B lo c k in g  
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
6 3 .5 1 9
2 4 .9 3 7
0 .6 1 7
0.000
3 5 .9 9 1
0 .4 2 2
1 .5 5 2
8 0 .6 1 6
3 7 .4 5 1
0 .6 7 3
0.000
3 6 .8 9 3
0 .4 4 4
1 .5 5 2
9 4 .9 1 8
4 8 .7 2 7
0 .6 9 7
0.000
3 7 .4 8 9
0 .4 4 9
1 .5 5 2
6 7 .3 8 5
2 6 .7 3 4
1 .2 8 9
0.000
3 5 .9 9 0
0 .4 9 4
2 .8 7 7
6 8 .3 9 5
2 7 .3 4 1
1 .3 5 3
0.000
3 6 .3 2 1
0 .4 9 6
2 .8 8 3
6 8 .6 6 7
2 7 .4 3 0
1 .3 4 2
0.000
3 6 .5 2 8
0 .4 8 1
2 .8 8 5
7 7 .7 2 2
2 0 .6 1 0
1 1 .1 5 4
0.000
3 5 .9 9 2
1 .4 5 4
8 .5 1 1
7 7 .7 0 9
2 0 .5 2 7
1 1 .2 1 7
0.000
3 5 .9 9 2
1 .4 5 3
8 .5 2 0
7 7 .7 2 1
2 0 .5 9 2
1 1 .1 5 6
0.000
3 5 .9 9 3
1 .4 6 0
8 .5 2 0
f lo w tim e  
In p u t q  
O u tp u t q 
B lo c k in g
8 7 .8 1 0
4 0 .1 1 8
0 .6 7 2
0.000
1 1 1 .1 7 4
5 7 .8 1 2
0 .731
0.000
1 3 7 .0 6 4
7 9 .4 0 0
0 .7 4 5
0.000
9 3 .1 8 9
4 3 .2 7 6
1 .4 5 7
0.000
9 5 .1 6 8
4 4 7 4 3
1 .4 8 8
0.000
9 6 .9 1 0
4 6 .0 7 3
1 .5 2 2
0.000
1 0 4 .0 2 4
3 8 .3 1 0
1 0 .9 5 8
0.020
1 0 4 .1 3 8
3 8 .2 9 8
1 1 .0 3 0
0 .0 1 7
1 0 3 .6 9 2
3 8 .1 6 6
1 0 .7 9 1
0.012
7 5 %
P ro c e s s .  
C . b u ffe r  q 
T ra n s p .
4 4 .9 8 5
0 .4 8 3
1 .5 5 2
4 6 .1 0 9
0 .4 7 2
1.551
4 6 .8 7 0
0 .9 9 6
1 .5 5 3
4 5 .0 0 0
0 .5 3 4
2 .9 2 2
4 5 .4 4 6
0 .5 7 0
2 .9 2 1
4 5 .7 8 7
0 .6 0 4
2 .9 2 3
4 4 .9 9 3
1 .5 0 4
8 .4 4 9
4 5 .1 6 8
1 .5 2 9
8 .4 3 5
4 5 .2 4 7
1 .4 5 9
8 .4 5 0
flo w tim e  = ; 1 0 3 .1 8 7 1 4 2 .0 3 4 1 8 2 .5 5 4 1 0 9 .0 7 0 1 1 0 .1 2 2 1 1 1 .1 1 2 1 0 8 .4 3 4 1 0 7 .7 8 6 1 0 7 .6 7 0
In p u t q 5 5 .5 0 7 ' 8 8 .7 1 4 .... 1 2 5 .3 6 8 5 9 .1 7 4 .... 5 9 .7 4 9 6 Ö ;4 8 5 4 2 .8 8 7 4 2 .6 1 3 4 2 .4 2 1
6 O u tp u t q 0 .6 9 0 0 .7 1 8 0 .7 4 5 1 .4 6 9 1 .4 9 9 1 .5 0 4 1 0 .7 8 2 1 0 .4 4 1 1 0 .5 0 9
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 4 4 .9 8 5 4 6 .1 0 0 4 6 .8 7 4 4 5 .0 0 2 4 5 .4 2 2 4 5 .6 8 5 4 4 .9 9 3 4 5 .0 0 2 4 5 .0 0 4
C . b u ffe r  q 0 .4 5 6 0 .4 4 8 0 .5 0 6 0 .5 2 7 0 .5 4 9 0 .5 2 0 1 .3 7 2 1 .3 2 4 1 .3 4 9
T ra n s p . 1 .5 5 2 1 .5 5 2 1 .5 5 3 2 .9 0 2 2 .9 1 0 2 .9 2 0 8 .4 2 6 8 .4 2 9 8 .4 1 7
flo w tim e  - 1 1 3 .3 8 8 1 9 5 .3 3 2 3 4 2 7 .1 4 0 1 2 7 .3 1 0 1 3 6 .1 2 2 1 4 3 .3 8 0 1 3 3 .2 3 6 1 5 0 .4 7 4 3 0 7 .6 3 6
In p u t q 5 9 .6 5 1 1 1 1 .9 4 0 1 3 6 .7 0 3 6 9 .8 2 8 7 5 .6 7 8 7 9 .8 9 7 6 0 .5 4 4 6 7 .8 7 1 9 3 .8 3 4
3 O u tp u t q 0 .7 2 2 0 .7 9 9 0 .8 6 8 1 .5 2 5 1 .5 5 0 1 .5 2 7 1 0 .8 8 2 1 0 .7 7 9 1 2 .7 5 5
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 2 5 0 .0 1 8 0 .0 6 4
P ro c e s s . 5 0 .9 8 1 5 2 .2 6 4 5 3 .0 9 3 5 0 .9 9 8 5 1 .7 0 8 5 2 .2 0 7 5 1 .0 0 0 5 2 .0 3 3 5 5 .6 0 9
C . b u ffe r  q 0 .4 8 5 2 3 .6 6 2 3 2 2 6 .4 0 0 2 .0 1 8 4 .2 4 0 6 .8 0 5 2 .7 7 3 1 1 .9 6 9 1 3 8 .5 3 0
8 5 % T ra n s p . 1 .5 5 1 1 .5 5 4 1 .5 5 5 2 .9 4 7 2 .9 5 0 2 .9 4 9 8 .4 9 5 8 .5 5 6 8 .8 5 0
flo w tirn e 1 4 4 .3 5 8 2 3 7 .5 1 4 3 1 7 6 .4 0 0 1 5 7 .2 6 8 1 6 2 .3 1 8 / . 1 6 5 .7 0 4 1 4 5 .1 5 0 1 4 5 .3 1 2 : 1 4 5 .0 0 0
In p u t q '‘^  9 0 .6 4 3 .... 'l 7 6 .8 6 4 2 5 5 .2 4 8 1 0 1 .2 8 2 1 0 5 .8 2 1 ' I 0 8 .8 8 6 7 3 .9 2 2 7 4 .0 1 2 7 3 .6 6 7
6 O u tp u t q 0 .7 2 0 0 .7 5 0 0 .8 7 8 1 .5 1 9 1 .5 5 3 1 .5 4 4 1 0 .4 8 6 1 0 .5 1 6 1 0 .5 8 2
B lo c k in g 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0 0 .0 0 0
P ro c e s s . 5 0 .9 7 8 5 2 .2 4 4 5 3 .0 8 2 5 0 .9 9 2 5 1 .4 4 6 5 1 .8 0 3 5 0 .9 9 7 5 1 .0 1 5 5 1 .0 3 3
C . b u ffe r  q 0 .4 6 8 0 .9 8 8 2 8 5 7 .1 4 0 0 .5 5 8 0 .5 7 3 0 .5 4 5 1 .3 4 5 1 .3 7 9 1 .3 4 2
T ra n s p . 1 .5 5 1 1 .5 5 4 1 .5 5 3 2 .9 2 3 2 .9 2 5 2 .9 2 9 8 .4 4 4 8 .4 3 6 8 .4 5 0
Table B.49: Detailed results for Model 4 under LW KR scheduling rule
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ML
lAPTR I Q _____ lA _____ 60% 75% 85% Note
1 Modei 1 1
Aggregation 63.80 110.07 . 188.45
3 Medium 70.^5 122.43 211.17
0% Disaggregation 101.73 187.73 416.94
Aggregation . 63.59 106.73 .1 7 2 .2 6
6 Medium '69.57 118.76 196.17
Disaggregation 97.57 170.77 314.23
Aggregation 179.94, 600.55
3 Medium ' “  86.46" 180.60 417.98
15% Disaggregation 101.73 187.73 i
Aggregation ·- 81.31 165.26 522.41
6 Medium 85.39 166.80 391.89
Disaggregation 97.57 170.7711 t
Aggregation 99.16 312.73 4596.28 Overload
3 Medium 101.06 249.61 1429.51 Overload
25% Disaggregation 101.73 » 1 O T 3 ^ W : 6 ! 9 4
Aggregation
Medium
Disaggregation
96.73 
98.87 
97.57 F
273.69
249.61
4210.18
1286.84
Overload
Overload
Model 2
0%
Aggregation
Medium
Disaggregation
Aggregation
Medium
Disaggregation
63.80 110JD7
^63.84-TWO^^
77.55*' 109.“ '"
188.45
163.34
63.59
63.77;
76.89*
106.73
*¡10(^71
‘*i09?4T
172.26
153.47
15%
Aggregation 
Medium 
Disaggregation 
Aggregation 
Medium 
Disaggregation
82.26 179.94
141.05
600.55
294.99
H P
25%
Aggregation
Medium
Disaggregation
99.16
86.93
312.73
193.15
4596.28
934.81
Overload
Overload
Aggregation 
Medium 
Disaggregation
96.73
85.72
273.69
174.08
4210.18
811.21
Overload
Overload
Aggregation case is better 
Medium aggregation case is better 
Disaggregation case is better
Table B.50: Flow time results of the three cases vs. ML for Model 1 and 2 under
LW KR scheduling rule
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ML
APTR Q TA 60% 75% 85% Note
Model 3
0%
3
Aggregation
Medium
Disaggregation
.60 .35 87.81 , 113.39 
64.58 93.45 121.11 
85.25 114.40 140.73
1
6
Aggregation
Medium
Disaggregation
63:52.. 103,19^ V; 144.36
.........69.27'...... 2 ^ “  153.91
94.74 141.62 182.55
15%
3
Aggregation
Medium
Disaggregation
73.03 195.33
......  75702'...... Vl3.7l"™ 2l'6.59
86.40 119.73 261.91
6
Aggregation
Medium
Disaggregation
80.6^ 142.03 237.51 
84.28 142.34 219.81 
94.86
25%
3
Aggregation
Medium
Disaggregation
82.80 137.06 
83.03 139.78 
87.34 153.50
3427.14
5273.26
Overload
Overload
Overload
6
Aggregation
Medium
Disaggregation
94.92 182.55 3176.40 
95.40 168.82 4827.60
Overload
O verload
Model 4
0%
3
Aggregation
Medium
Disaggregation
60.35 87.81 : 113.39 
63.15 93.19 127.31 
76.84 104.02 133.24
6
Aggregation
Medium
Disaggregation
63.52 103.19 144.36 
67.38 109.07 157.27 
77.72 108.43 145.15
15%
3
Aggregation
Medium
Disaggregation
73.03 111.17 195.33
' ' 76.70 104.14 150.47
6
Aggregation
Medium
Disaggregation
80.62 142.03 237.51
25%
3
Aggregation
Medium
Disaggregation
82.80 137.06 3427.14 Overload
6
Aggregation
Medium
Disaggregation
94.92 182.55 3176.40 
111.11 165.70
^ 7 7 J 2 M i ^ ^ H g ^ r o
Overload
Aggregation case is better 
Medium aggregation case is better 
Disaggregation case is better
Table B.51: Flow time results of the three cases vs. ML for Model 3 and 4 under
LWKR scheduling rule
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ML
APTR Q TA 60% 75% 85% Note
Model 1
Aggregation 0.00 0.00 0.001
3 Medium 2.47 9.00 24.65
0% Disaggregation 10.05 35.87 131.49
Aggregation 0.00 0.00 0.00
6 Medium 2.39 9.63 29.40
Disaggregation 9.23 38.84 117.29
Aggregation 0.00 0.00 0.00
3 Medium 4.45 19.96 34.76
15% Disaggregation 10.05 35.87 131.49
Aggregation 0.00 0.00 0.00
6 Medium 4.55 19.05 71.01
Disaggregation 9.23 38.84 117.29
Aggregation 0.00 0.00 0.00 Overload
3 Medium 7.16 32.32 61.37 Overload
25% Disaggregation 10.05 35.87 131.49
Aggregation 0.00 0.00 0.00 Overload
6 Medium 6.91 57.77 241.74 Overload
Disaggregation 9.23 38.84 117.29
Model 2
Aggregation 0.00 0.00 0.00
3 Medium 0.22 0.71 1.08
0% Disaggregation 0.63 1.97 3.18
Aggregation 0.00 0.00 0.00
6 Medium 0.41 1.37 1.13
Disaggregation 0.02 2.21 3.60
Aggregation 0.00 0.00 0.00
3 Medium 0.32 3.22 7.43
15% Disaggregation 0.63 1.97 3.18
Aggregation 0.00 0.00 0.00
6 Medium 0.59 0.88 4.15
Disaggregation 0.02 2.21 3.60
Aggregation 0.00 0.00 0.00 Overload
3 Medium 1.31 5.22 52.25
25% Disaggregation 0.63 1.97 3.18
iAggregation 0.00 0.00 0.00 Overload
6 Medium 0.80 1.19 33.07
Disaggregation 0.02 2.21 3.60
Table B.52: Difference between flow time performance under LWKR and SPT
scheduling rule
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ML
APTR Q TA 60% 75% 85% Note
Model 3
Aggregation 0.00 0.00 0.001
3 Medium 1.14 1.71 1.701
0% Disaggregation 2.72 5.70 6.36
Aggregation 0.00 0.00 0.00
6 Medium 2.24 4.76 7.73
Disaggregation 6.96 15.08 17.36
Aggregation 0.00 0.00 0.00
3 Medium 1.69 1.32 2.21
15% Disaggregation 2.62 6.12 122.19
Aggregation 0.00 0.00 0.00
6 Medium 4.28 7.98 4.02
Disaggregation 7.35 15.96 18.29
Aggregation 0.00 0.00 0.00 Overload
3 Medium 1.64 0.89 -31.68 Overload
25% Disaggregation 2.92 35.77 1832.98 Overload
Aggregation 0.00 0.00 0.00 Overload
6 Medium 5.13 7.00 -52.16 Overload
Disaggregation 6.99 16.16 20.12
Model 4
Aggregation 0.00 0.00 0.00
3 Medium 1.92 4.18 10.44
0% Disaggregation 0.83 1.87 4.99
Aggregation 0.00 0.00 0.00
6 Medium 4.06 10.68 19.71
Disaggregation 1.15 2.18 3.70
Aggregation 0.00 0.00 0.00
3 Medium 2.58 5.53 14.82
15% Disaggregation 0.69 1.68 19.32
Aggregation 0.00 0.00 0.00
6 Medium 4.93 11.68 23.15
Disaggregation 1.19 1.41 2.95
Aggregation 0.00 0.00 0.00 Overload
3 Medium 2.25 5.66 20.69
25% Disaggregation 0.28 1.01 173.91
Aggregation 0.00 0.00 0.00 Overload
6 Medium 4.44 12.05 25.25
Disaggregation 1.29 1.57 3.00
Table B.53: Difference between flow time performance under LWKR and SPT
scheduling rule
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Source DF Sum of Squares F Value Pr > F Significance?
Model
Error
BLOCK
73
1366
4
2902918.324
500974.475
49646.518
108.43
33.84
0.0001
0.0001
yes
yes
SCH
SF
RF
APTR
TA
ML
Q
SCH"SF
SCH*RF
SCH*APTR
SCH'TA
SCH*ML
SCH*Q
RF‘SF
SF*APTR
SF*TA
SF*ML
SF'Q
RF*APTR
RF*TA
RF*ML
RF*Q
TA*APTR
APTR*ML
APTR*Q
TA*ML
TA*Q
ML*Q
SCH*RF*SF 
SCH*SF*APTR 
SCH*SF*TA 
SCH*SF*ML 
SCH*SF*Q 
SCH*RF*APTR 
SCH*RF*TA 
SCH*RF*ML 
SCH*RF*Q 
SCH*TA*APTR 
SCH*APTR*ML 
SCH*APTR*Q 
SCH*TA*ML 
SCH*TA*Q 
SCH*ML*Q
1
1
1
2
2
1
1
1
1
2
2
1
1
1
2
2
1
1
2
2
1
1
4
2
2
2
2
1
1
2
2
1
1
2
2
1
1
4
2
2
2
2
1
13795.034 
70574.001 
219360.784 
349253.893 
75077.635 
1284326.406 
2066.406 
, 7548.756
116.167 
2399.293 
6908.143 
3990.006 
209.306 
5051.256 
2842.543 
41202.301
14446.334 
0.306
86703.335 
37027.810
121458.767
31462.751
236326.253
126697.538
352.463 
94776.329
1156.079 
77.006 
657.451 
2202.754 
4001.554 
2353.667 
73.351 
476.185 
1438.085 
310.806 
63.756 
3397.486 
806.404
15.463 
2002.888
228.638 
36.417
37.61
192.43
598.13
476.15
102.36
3501.95
5.63
20.58 
0.32 
3.27
9.42 
10.88
0.57
13.77
3.88
56.17
39.39
0.00
118.21
50.48
331.18
85.79
161.10
172.73
0.48
129.21
1.58 
0.21 
1.79 
3.00 
5.46
6.42 
0.20 
0.65 
1.96 
0.85 
0.17 
2.32 
1.10 
0.02 
2.73 
0.31 
0.10
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0177
0.0001
0.5737
0.0383
0.0001
0.0010
0.4501
0.0002
0.0210
0.0001
0.0001
0.9770
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.6186
0.0001
0.2071
0.6469
0.1808
0.0500
0.0044
0.0114
0.6548
0.5226
0.1412
0.3574
0.6768
0.0554
0.3334
0.9791
0.0655
0.7322
0.7527
yes 
yes 
yes 
yes 
yes 
yes 
yes 
yes 
no 
yes 
yes 
yes 
no 
yes 
yes 
yes 
yes 
no 
yes 
yes 
yes 
yes 
yes 
yes 
no 
yes 
no 
no 
no 
no 
yes 
yes 
no 
no 
no 
no 
no 
no 
no 
no 
no 
no 
no
SFiSequence Flexibility, RF:Routing Flexibility, ML;Machine Load, Q:Buffer Size 
APTR: Alternative processing time ratio, SCH: Scheduling Rule__________ _
Table B.54: ANOVA results for the flowtime under LWKR and SPT scheduling rule
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