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 INTRODUCTION
1. La modélisation déclarative
Depuis son apparition et encore aujourd’hui, l’essentiel des efforts en synthèse d’images se
porte sur la définition de modèles géométriques performants et de techniques de visualisation
rapides et réalistes. Par contre, l’aide à la conception des scènes à visualiser a été assez peu
abordée en dehors d’outils CAO généralement de bas niveau.
La modélisation déclarative ([LMM89], [Luc91] et [CDMM97b]) se propose de fournir
des outils de haut niveau pour concevoir ces scènes. Elle a donné naissance à de nombreuses
études dont notamment les projets PolyFormes (modélisation déclarative de polyèdres
[MaM89], [MaM90] et [MaM93]), AutoFormes (modélisation déclarative d’automates cellu-
laires [Mar90]), VoluFormes (contrôle spatial déclaratif [Chau94b]), CurviFormes
(modélisation déclarative de courbes [Dem94], [Dan95] et [DaL96]), MégaFormes
(modélisation déclarative de sites mégalithiques [LuP94], [Pou96] et [PoL96]).
Comme nous l’avons montré lors d’études exhaustives ([Des95a] et [LuD95]), les travaux
en modélisation déclarative, telle que nous la définissons dans la suite, sont essentiellement
effectués par les membres du groupe GEODE. C’est une équipe du GDR-PRC AMI dont le
thème de recherche est la modélisation déclarative. Elle est constituée de l’équipe MGII de
l’Institut de Recherche en Informatique de Nantes, du CERMA de l’École d’Architecture de
Nantes et de l’équipe de synthèse d’images de l’École des Mines de Nantes.
En dehors de ce groupe, il existe aussi des travaux à l’Université de Limoges ([Ple94] et
[BoP96]) et à l’Institut de Recherche en Informatique de Toulouse ([Dje91], [GCR93] et
[KGC97]). On trouve aussi un certain nombre d’études se rapprochant plus ou moins partiel-
lement de la modélisation déclarative sous les dénominations :
• Cooperative Computer Aided Design ([Koc94] et [Koc97]) ;
• Generative Expert System, Generative Tool ou Generative CAD ([Woo91], [Khe95],
[RMD96] et [RMS96]) ;
• Automated Architectural Design ou Knowledge-based Computer Aided Architectural
Design ([RMD96] et [RMS96]) ;
• Scene Description ([ADG84], [DAG86], [GFT92] et [GAT96]) ;
• Simulation inverse ou problème inverse ([KaB92], [SDS93] et [PRJ97]).
La plupart de ces projets mettent en œuvre des techniques similaires. Malgré cela, pour dé-
velopper un modeleur déclaratif, un concepteur est systématiquement obligé de tout refaire
Introduction Le projet CordiFormes
18
(outils de saisie de la description, algorithme de génération des solutions et outils pour en
prendre connaissance…). Il apparaît donc nécessaire :
• de formaliser les connaissances manipulées en prenant en compte des aspects importants
liés à l’utilisation d’un langage de description ;
• de proposer une plate-forme pour la construction de modeleurs déclaratifs.
 Cette plate-forme exploitera au mieux le formalisme et devra respecter un certain nombre
de caractéristiques dont les principales sont la simplicité de développement, la souplesse de
programmation, la réutilisabilité et l’extensibilité des connaissances, l’efficacité des mode-
leurs produits et l’utilisation de méthodes génériques classiques.
Dans cette introduction, nous présenterons d’abord les modeleurs déclaratifs et leurs diffé-
rences par rapport aux modeleurs traditionnels (section 2). Puis, nous verrons les phases es-
sentielles de la modélisation déclarative (section 3). Nous terminerons enfin par une présenta-
tion des deux grandes parties de ce document (section 4).
2. Modélisation classique et modélisation déclarative
Les processus de conception à l’aide de modeleurs traditionnels et de modeleurs déclaratifs
sont relativement différents. S’ils ont tout les deux l’objectif de construire une scène pour
résoudre un problème donné, les moyens pour y parvenir ne mettent pas en œuvre les mêmes
mécanismes.
Avec un modeleur traditionnel, la création d'une scène nécessite deux étapes :
• conception, détermination des actions élémentaires et vérification : à la charge de
l’opérateur ;
• calcul et visualisation : à la charge du système.
L’utilisateur du modeleur doit, à partir de son idée, déterminer les spécifications de son
problème. Puis, à l’aide de l’objet mental, il fournit les instructions élémentaires permises par
le modeleur et nécessaires à la conception de l’objet. Le modeleur permet alors de visualiser
l’objet mental ainsi décrit. Ensuite, un ensemble important de tests permet de valider cette
construction. S’ils sont négatifs, l’utilisateur doit revoir son objet mental et modifier les ins-
tructions entrées. Le processus de construction recommence ainsi jusqu’à obtention d’une
solution satisfaisante. Si l’utilisateur n’arrive pas à atteindre cette solution, il doit reprendre
ses spécifications et tout le processus de conception.
Un modeleur déclaratif s’appuie, quant à lui, sur un principe différent : «l’objectif de la
modélisation déclarative de formes est de permettre d’engendrer des formes (ou des ensem-
bles de formes) par la simple donnée d’un ensemble de propriétés ou de caractéristiques.
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L’ordinateur est chargé d’explorer l’univers des formes potentielles, afin de sélectionner cel-
les correspondant à la définition donnée. Le concepteur n’a plus qu’à choisir, à l’aide
d’outils appropriés, la ou les formes qui lui conviennent» [Luc93]. Le processus de concep-
tion est donc composé de trois étapes essentielles ([LMM89], [Luc91] et
[CDMM97b] ; Figure 1) : la description du problème et de la solution désirée, la génération
(le calcul) de l’ensemble des solutions valides (répondant à la description) et la prise de con-
naissance de des solutions obtenues. Aucune phase de tests n’est donc nécessaire puisque le
modeleur produit des solutions en adéquation avec la demande de l’utilisateur. Si ce dernier
ne trouve pas de solutions qui lui conviennent, il n’a alors qu’à modifier les propriétés four-
nies et à relancer une exploration.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>Description Solutions Prise de connaissanceCalculs
Figure 1. Vue globale d’un modeleur déclaratif [CDMM97b]
Une différence importante entre les deux approches est la quantité et le type de travail réa-
lisés par l’homme. Les modeleurs déclaratifs assurent une part de travail beaucoup plus im-
portante que les modeleurs traditionnels, laissant l’homme se concentrer sur les tâches de haut
niveau. Ainsi, l’opérateur se trouve libéré des calculs et peut se focaliser davantage sur la
phase de création.
La Figure 2 illustre cette différence entre les deux types de modeleurs. Les zones claires
correspondent au travail effectué par l’homme et les zones foncées à celui réalisé par la ma-
chine. Les traits pointillés mettent en valeur la correspondance des phases entre les deux types
de modeleurs. La position verticale des boîtes indique la part respective de travail réalisée par
























Figure 2. Comparaison de modeleurs traditionnel et déclaratif [CDMM97b]
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3. Les phases importantes d’un modeleur déclaratif
3.1. La description
La phase de description de la scène permet à l’utilisateur de décrire à l’aide de propriétés
de haut niveau (imprécises ou vagues) ce qu’il veut obtenir. Il n’a pas à s’occuper des détails
de construction et peut donner sa description par le moyen le plus adapté en fonction de la
propriété décrite et du domaine d’application. Il est possible d’envisager plusieurs moyens de
description tels que le « langage naturel » écrit ou parlé ([Chau94], [ADF83], [ADG84],
[DAG86], [GFT92] et [GAT96]), les dessins ([Mar90], [SDS93], [Pou94] et [ZHH96]), les
graphiques ([Chau94]), les questionnaires et les dialogues classiques ([Mar90], [MaM93],
[Chau94], [RMS96], [Lie96]…), les gants de données, la vidéo… Ces média peuvent être
utilisés simultanément dans une même description ([LMM89], [Chau94], [Pou94], [GCR93],
[KGC97]…).
3.2. La génération
Le calcul des solutions permet de parcourir l’univers des scènes possibles et de sélection-
ner une ([SDS93], [GAT96], [ZHH96], [PRJ97]…), plusieurs ([RMS96]) ou, de préférence,
toutes celles vérifiant la description ([LMM89], [Col90], [Mar90], [Ple91], [Woo91], [Paj94],
[Pou94], [Koc94], [Khe95]…). Plusieurs méthodes algorithmiques ont été étudiées pour la
phase de génération :
• les arbres de parcours explicites ([Col90], [Mar90], [Paj94], [Pou94], [Khe95]…) ;
• les moteurs d’inférence ([Ple91] et [MaM93]) ;
• les grammaires génératives ([Woo91], [RMS96] et [Koc94]) ;
• les systèmes à base d’arithmétique des intervalles ([SnK92], [Chau94] et [MaM96]) et
de contraintes ([Lie96], [GFT92], [GAT96], [ZHH96], [PRJ97] et [Cham97a]) ;
• les simulations inverses ([SDS93])…
Les méthodes de génération ont été caractérisées d’un point de vue global principalement
par [Col90] pour les arbres explicites, par [MaM90] pour les moteurs d’inférence et par
[Woo91] pour les grammaires génératives.
3.3. La prise de connaissance
La phase de prise de connaissance permet à l’utilisateur de découvrir les solutions à sa des-
cription. Pour cela, le modeleur lui propose des outils de haut niveau exploitant aussi bien les
caractéristiques des solutions que les propriétés décrites ou déduites lors de la génération. Il
dispose d’outils permettant d’explorer l’ensemble des solutions en utilisant différentes techni-
ques comme la classification et l’utilisation de classes d’équivalence ([Cham97b] et
[RMD96]), la retouche contrôlée ([GFT92], [GAT96], [RMD96] et [Sir97]), la maîtrise de
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l’ordre de parcours des solutions ([Col90] et [Paj94]), le raffinement des solutions ([Col90],
[Ple91] et [Pou94]), des vues globales des solutions ([Koc94] et [Koc97])…
De plus, pour chaque solution présentée, il dispose de méthodes pour aider à la compréhen-
sion et mettre en évidence les caractéristiques essentielles comme :
• des outils pour « circuler » dans la scène ([RMD96], [GAT96] et [GCR93]) ;
• des calculs de bons points de vue ([Col90], [Ple91], [Dje91], [Pou94], [GFT92],
[GAT96] et [RMD96]) et de bons éclairages ([RMD96] et [PRJ97]) ;
• des visualisations à différents niveaux de détail et de précision ([Koc94], [Ple91] et
[ZHH96]) ;
• des modes de visualisation différents ([Col90])…
Lorsque l’utilisateur trouve une solution très proche de ce qu’il attend, plutôt que de chan-
ger la description et de relancer une génération, il peut modifier une solution par modification
déclarative en utilisant les propriétés modificatrices ([GCR93], [Chau94], [Paj94] et [Pou94]).
3.4. Spécificité de la modélisation déclarative
Beaucoup de travaux décrivent des outils d'interaction de haut niveau en CAO (par exem-
ple [SDS93], [ZHH96], [RMS96], [RMD96] ou [PRJ97]) mais rarement au niveau des trois
phases. Ce qui fait la spécificité et l’originalité de la modélisation déclarative est qu’elle pro-
pose de regrouper tous ces outils autour de ses principaux préceptes :
• une description souple, de haut niveau, avec des outils adaptés, la plupart du temps sans
s’intéresser aux valeurs et aux coefficients effectifs ;
• une génération exhaustive, efficace et contrôlée des solutions ;
• une prise de connaissance « intelligente » des solutions en utilisant conjointement des
outils performants et des connaissances issues de la scène elle-même, de la description
et de la génération.
Une étude exhaustive sur les modeleurs déclaratifs est proposée dans [Des95a] et [LuD95].
Une synthèse de leur fonctionnement du point de vue des utilisateurs ainsi qu’une étude des
processus de conception qu’ils rendent possibles sont proposées dans [CDMM97b].
3.5. Schémas et notations
Sur la Figure 1 et sur certaines autres figures dans la seconde partie, nous utilisons la même
notation. Les actions sont représentées par des rectangles (voir Figure 3) et les informations
par des ellipses.








Est composé de  :
     B sous-tâche de A,
    C donnée gérée par A




Figure 3. Notation des figures [CDMM97b]
Une action peut être constituée de sous-tâches et de données. Une flèche sur un rectangle
indique l’action qui est exécutée en premier. Les actions accessibles directement par
l’utilisateur, c’est-à-dire celles avec lesquelles il interagit, sont marquées à l’aide d’un petit
humanoïde. Un losange traduit une condition. Enfin, les flèches constituées de chevrons sou-
lignent un échange orienté de données entre deux actions. Elles ne signifient en aucun cas une
quelconque notion de séquencement.
Afin de simplifier les références de ce document, nous avons choisi de numéroter les cha-
pitres en indiquant la partie à laquelle ils appartiennent. Par exemple, le chapitre I.5 corres-
pond au cinquième chapitre de la première partie. De même, les définitions sont numérotées
en indiquant la partie et le chapitre dans lesquels elles se trouvent. Par exemple, la définition
I.3.2 correspond à la seconde définition se trouvant dans le chapitre trois de la première partie.
4. Organisation du document
Nous avons pu constater dans les paragraphes précédents et dans [Des95a] que les travaux
en modélisation déclarative sont nombreux et assez récents. Ils portent sur les problèmes de
saisie et de construction d’une description, sur les techniques de génération et leur optimisa-
tion ainsi que sur les méthodes de visualisation. Ces recherches ont montré, à travers les diffé-
rentes applications, la faisabilité de cet outil de conception qu’est la modélisation déclarative.
Elles ont, pour l’instant, essentiellement porté sur les algorithmes de génération. Il devient
nécessaire de regrouper toutes ces études afin de proposer une base de développement de mo-
deleurs déclaratifs.
Pour cela, il est indispensable de bien structurer les connaissances. Nous nous proposons
donc dans la première partie de ce document de mettre en place un formalisme permettant de
représenter et de gérer les connaissances d’un modeleur déclaratif. Un des fondements des
applications déclaratives est la possibilité de donner des descriptions qualitatives de l’univers
(en particulier par l’intermédiaire du langage). Il faut donc tenir compte de la richesse des
langages de description liée essentiellement au flou et à l’imprécision des actions et des ter-
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mes utilisés ([ZHH96] pour l’aspect « schéma sommaire » et [ADF83], [ADG84] et [GFT92]
pour le traitement de description en langage naturel). Par conséquent, nous nous attacherons
dans la première partie à construire un formalisme de représentation des connaissances et des
propriétés basé sur les sous-ensembles flous et l’utilisation d’opérateurs génériques. Après
une présentation des propriétés répertoriées dans les différents projets, nous étudierons princi-
palement les propriétés les plus simples que nous appellerons propriétés élémentaires. Nous
introduirons ensuite une nouvelle approche de la négation d’une propriété à partir de notions
linguistiques. Enfin, nous terminerons cette partie par des propositions de formalisation
d’autres propriétés.
Dans la seconde partie, nous proposerons une plate-forme pour la construction
d’applications déclaratives : le projet CordiFormes. Ce dernier a pour objectif de mettre à la
disposition d’un concepteur de modeleur déclaratif un ensemble de structures de données ba-
sées sur le formalisme précédemment exposé. La plate-forme propose aussi un ensemble
d’outils lui permettant de développer rapidement, simplement et facilement un premier pro-
totype de son application. Le concepteur dispose d’une base de connaissances évolutive pro-
posant les éléments les plus courants en modélisation ainsi que des méthodes génériques per-
formantes. Cette plate-forme possède les caractéristiques essentielles de simplicité, de sou-
plesse et d’efficacité. Ses outils sont répartis sur trois niveaux : le noyau, la couche interface
et la couche application prototype. Nous étudierons principalement le niveau de base qu’est le
noyau. Ce dernier propose les éléments algorithmiques de base pour l’application ainsi qu’une
base de connaissance. La couche interface propose essentiellement des outils de description et
de prise de connaissance. Enfin, la couche prototype permet de produire très rapidement une
application indépendante primaire permettant d’évaluer le modeleur. Nous terminerons par la
présentation de trois exemples simples de modeleurs développés à partir de cette plate-forme :
les projets EngloFormes, LinéaFormes et ChromoFormes.
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 CHAPITRE I.1 : INTRODUCTION
1. Introduction
La propriété, trait caractéristique de la scène par rapport à un concept donné, est une notion
centrale en modélisation déclarative. Plusieurs auteurs (dont [Col92] et [Chau94b]) ont propo-
sé des formalismes basés sur la manipulation d’intervalles classiques. Toutefois, ils ne sem-
blent pas suffisamment universels, car ils restent très dépendants des propriétés sur lesquelles
ils portent ainsi que du domaine d’application.
Contrairement aux approches traditionnelles de la modélisation déclarative utilisant les in-
tervalles classiques, notre approche de nature semi-qualitative fait appel à la théorie des sous-
ensembles flous de Zadeh ([Zad65]). Notre objectif est de concevoir les propriétés tout en
généralisant la construction de modificateurs indépendants de celles-ci. On trouve les pre-
miers résultats dans [Des95b], [Des96], [DeP96a], [DeP96b], [DeP97a], [PaD97a], [DeP97b]
et [PaD97b]. Nous proposons un cadre formel de représentation des propriétés imprécises des
concepts conduisant de façon satisfaisante à l’élaboration d’une scène. Après quelques rappels
sur la représentation des propriétés en modélisation déclarative, nous poserons dans ce chapi-
tre les définitions de base introduisant les concepts d’une scène et les propriétés qui lui sont
attachées.
Au chapitre I.2, nous proposerons un classement des différentes propriétés en modélisation
déclarative selon des critères syntaxiques ainsi que sémantiques. Nous nous intéresserons plus
particulièrement au chapitre I.3 à la formalisation des propriétés dites élémentaires , c’est-à-
dire des énoncés du type « x est m! Pik », ou encore des énoncés comportant des propriétés Pik
sur lesquelles opèrent des modificateurs m!. Les opérateurs flous f! introduits nous condui-
ront à la représentation d’une forme très générale de propriété élémentaire, à savoir l’énoncé
« x est f! m" Pik » où f! est un opérateur flou sur la propriété élémentaire m" Pik. Le point déli-
cat abordé au chapitre I.4 concerne la représentation, en termes de propriétés élémentaires, de
la négation apparaissant dans « x n’est pas A ». L’interprétation de nature logique de cette
négation n’étant pas satisfaisante, après une introduction à la notion de similarité des ensem-
bles flous, nous proposerons une interprétation linguistique basée sur cette similarité. Au cha-
pitre I.5, nous présenterons des idées de traitement des propriétés issues des propriétés élé-
mentaires (en particulier les propriétés quantifiées et les propriétés modificatrices). Puis, au
chapitre I.6, nous aborderons les relations. Enfin, nous conclurons au chapitre I.7 par quelques
remarques sur l’intégration de ce modèle dans les différentes phases de la modélisation décla-
rative.
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2. État de l’art
En modélisation déclarative, le vocabulaire plutôt vague utilisé pour décrire les scènes est
caractéristique (entre autre au niveau des quantificateurs, des énumérations, des dimensions,
des modifications…). Ce vocabulaire pose des problèmes d’interprétation. En effet, il est né-
cessaire, à un moment ou à un autre, d’attribuer des valeurs particulières aux paramètres de la
scène. Mais alors par exemple, comment déterminer une taille définie par “plutôt haute” ?
Cela revient à poser le problème de la subjectivité et de l’imprécision d’une description créée
par ce type de vocabulaire. Cette subjectivité est d’autant plus importante que le monde visuel
d’une personne dépend non seulement de son image rétinienne mais aussi de ses origines
culturelles et de son expérience ([Hall66], [Jim97]). Actuellement, le choix fait dans les diffé-
rentes applications utilisant des termes linguistiques ([DAG86], [Chau92], [Mou94], [Paj94],
[Dem94], [Pou94a], [PoL96], [GAT96]...) consiste à définir une échelle où à chaque terme
correspond une valeur ou un intervalle. Le choix de la valeur s’effectue alors :
• en prenant la valeur prévue ;
• en faisant un tirage aléatoire dans l’intervalle ;
• en prenant un ensemble de valeurs réparties (d’une manière spécifique) sur l’intervalle.
Il en est de même des coefficients permettant de rendre compte des quantificateurs. Si au-
cune référence n’est faite à une grandeur donnée, une valeur par défaut ou un tirage aléatoire
sur tout ou une partie seulement du domaine est généralement prévu.
Remarque : Dans certains projets, l’utilisateur fournit directement l’intervalle valide
([Koc94] et [RMD96]).
Nous exposerons rapidement les principales modélisations utilisées pour représenter les
propriétés selon les travaux précédents. La présentation de la théorie des sous-ensembles flous
est proposée dans les annexes 1 et 2.
2.1. Propriétés en modélisation déclarative
[Col92] définit les propriétés comme « une application de l’univers des formes Uf dans
l’ensemble {vrai, faux}, qui à chaque forme associe une valeur booléenne indiquant si la
forme possède ou non la propriété ».
Une propriété est décomposable en deux parties ([Col92] et [Paj94]) :
1. une mesure qui permet d’associer une valeur à une solution par rapport à la propriété
attendue ;
2. une quantification (<, >, =, …) qui détermine pour quelles valeurs la propriété peut être
considérée comme vérifiée.
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Ce quantificateur détermine en fait un intervalle de valeurs pour lesquelles la propriété est
vérifiée. Pour une même mesure, il est possible de définir plusieurs quantificateurs donc plu-
sieurs propriétés (associées à des termes linguistiques). La méthode classique en modélisation
déclarative pour représenter les termes linguistiques est de partitionner l’ensemble des valeurs
possibles en intervalles classiques disjoints. Par exemple, [Chau92] définit les termes concer-
nant la taille des objets par rapport à celle de l’univers (appelée M). On obtient alors les ter-
mes et leurs intervalles respectifs suivants (Figure 4) :
• « Minuscule » = ]0,M/10] ;
• « Petit » = [M/10,2M/5] ;
• « Moyen » = [2M/5,3M/5] ;
• « Grand » = [3M/5,9M/10] ;




Figure 4. Tailles selon [Chau94b] par rapport à celle de l’univers (appelée M)
2.2. Modificateurs en modélisation déclarative
Très souvent, les propriétés ne sont pas utilisées seules. Le locuteur leur associe des adver-
bes permettant de modifier ou d’affiner leur intervalle de valeurs. Ils sont appelés modifica-
teurs. Classiquement, une propriété associée à un opérateur est définie a priori par le concep-
teur de manière définitive. Généralement, ils sont associés à des « sous-intervalles » des inter-
valles de validité des propriétés. C’est le cas d’une première solution de [Chau94b] ainsi que
de [Pou94a] et [PoL96].








Figure 5. Modificateurs de tailles selon [Chau94b]
[Pou94a] détermine le remplissage d’une matrice de voxels en fonction du pourcentage de
voxels utilisés (Figure 6) : « Très peu remplie » = 0 à 22% ; « Peu remplie » = 18 à 42% ;
« Remplie » = 38 à 62% ; « Plutôt remplie » = 58 à 82% ; « Très remplie » = 78 à 100%.






très proche un peu proche plutôt éloigné
plutôt proche un peu éloigné très éloigné
0 2 3 5 6 8 10
Figure 6. Remplissage d’une matrice de voxels selon [Pou94a] et définitions des distances selon [PoL96]
Entre deux zones, la “frontière” est précise, même si, pour [Pou94a] et [PoL96] deux zones
se superposent sur un faible intervalle. Dans ces zones, les valeurs vérifient complètement
deux propriétés différentes. On commence à trouver l’idée qu’une même valeur peut vérifier
plusieurs propriétés même s’il n’y a encore aucune nuance.
2.3. L’utilisation des sous-ensembles flous
L’idée d’avoir des propriétés vérifiées à un coefficient près est déjà apparue chez [Pou94b],
[MaM89], [Bea89] et chez [Ple91] (notion de multi-description et de déformation (orientée
plutôt sur une idée de « géométrie approximative »), notion de vérification “à peu près” (pour
une gestion des incohérences) ou de règle de modification). Seulement, elle n’était pas traitée
de manière claire, systématique et cohérente. L’utilisation de la théorie des sous-ensembles
flous de Zadeh ([Zad65]), bien que souvent citée comme intéressante, n’a jamais fait l’objet
d’une étude de fond.
[Dje91] a tenté d’introduire dans son formalisme les ensembles flous mais sans les exploi-
ter complètement. Il utilise les fonctions LR trapézoïdales (voir Annexe 2) pour représenter
ses propriétés (Figure 7). Cependant, cette modélisation n’est pas satisfaisante car les ensem-
bles sont disjoints, c’est-à-dire qu’il existe des valeurs n’appartenant à aucune propriété. En
fait, il utilise le formalisme flou uniquement pour représenter ses propriétés sans exploiter les
caractéristiques de l’imprécis.
Très petit Petit Moyen Grand Très Grand
0 0.2 0.4 0.6 0.8 1
Figure 7. Représentation des qualificatifs d’une propriété sous forme d’intervalle flou ([Dje91])
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[RRL94] ont aussi utilisé la logique floue pour modéliser les surfaces de type Bézier ou
B-Splines. Ils utilisent des règles floues pour construire des surfaces à l’aide de termes lin-
guistiques. Par contre, aucun formalisme cohérent n’est présenté. Ils proposent plus un mo-
dèle pour la génération que pour la représentation et la manipulation des connaissances
(propriétés…). Ils proposent une solution très classique en logique floue pour la représenta-
tion des termes linguistiques associés aux propriétés (Figure 8). Cependant, ils n’exploitent
pas les caractéristiques linguistiques qui font que, par exemple, les ensembles flous ne sont
pas toujours identiques.
TG G PG M PD D TD1
0
-15 -10 -5 0 5 10 15
µ (x)
x
Figure 8. Définition des termes linguistiques selon [RRL94]
[DAG86] et [GAT96] proposent aussi d’utiliser les intervalles flous pour placer des objets
dans l’espace et par rapport à d’autres. L’intervalle est construit spécifiquement en fonction de
la relation spatiale fournie. Les fonctions d’appartenance des ensembles flous (appelées
« fonctions de compatibilité ») sont utilisées pour déterminer des probabilités de présence
d’un objet sur un axe de l’espace. Le centre de gravité d’un objet est placé dans l’intersection
des fonctions de compatibilité qui le concernent. Aucun modificateur n’est proposé.
Globalement, tous ces travaux déterminent tous les ensembles de valeurs possibles a priori.
Les sous-ensembles déterminés par les modificateurs, quand ces derniers existent, sont donnés
dès le départ et pour toutes les propriétés possibles. Du point de vue d’un concepteur
d’application, cela demande un travail important. [Chau94b] est la seule étude de modifica-
teurs génériques effectuée en modélisation déclarative.
2.4. Modificateurs génériques
L’idée de modificateurs génériques, indépendants des propriétés, apparaît dans [Chau92],
[Chau94a]  et [Chau94b] en modélisation spatiale déclarative ainsi que dans [BeF91], [Oft94]
et [MBF96] pour la construction de capteurs flous. La propriété avec modificateur est
« calculée » à partir de la propriété seule et des caractéristiques du modificateur utilisé. Dans
[Chau94b], il est proposé d’utiliser les notions de propriétés croissantes (“+”), décroissantes
(“-”) ou stationnaires afin de déterminer l’intervalle résultant de la combinaison d’une pro-
priété et d’un modificateur (Figure 9). A chaque modificateur correspond un pourcentage de
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modification “p”. Par exemple, nous avons : « Infiniment » = 90% ; « Très » = 50% ;











Figure 9. Les modificateurs génériques selon [Chau94b]
Cette méthode utilise aussi les notions de modificateur positif ou négatif. Une propriété est
définie sur un intervalle par défaut [O,E]. L’objectif est d’obtenir un nouvel intervalle [O’,E’]
prenant en compte le modificateur. L’intervalle par défaut est inclus dans l’intervalle
[Min,Max] déterminant toutes les valeurs possibles : [O,E] # [Min, Max]. Trois solutions se
présentent (Figure 10) :
1. La propriété est stationnaire, le modificateur n’a pas d’influence (Par exemple
« Très moyen » = « Moyen ») ;
2. Le modificateur et la propriété sont de même signe, nous aurons : E’=(1-p)E+pMax et
O’=E ;












Figure 10. Application des modificateurs génériques selon [Chau94b]
Lorsque plusieurs modificateurs (par exemple les pourcentages p et q) agissent sur une
propriété, le pourcentage P résultant sera tel que P = (p + q - p * q). Le sens (le signe) résul-
tant sera celui des modificateurs s’ils sont de même signe ou négatif s’ils sont de signes diffé-
rents.
2.5. Vers un nouveau formalisme
L’objectif du travail présenté dans cette partie est de proposer un nouveau formalisme. Il se
situe dans le prolongement de ce qui a déjà été fait en modélisation déclarative et en particu-
lier dans [Pou94b], [Paj94] et surtout dans [Col90] et [Chau94b]. Il se présente comme une
unification et une généralisation de ce qui a déjà été proposé.
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En résumé, les propriétés seront représentées par des sous-ensembles flous sur l’ensemble
des valeurs possibles d’une mesure. Seules les propriétés concernant les valeurs « normales »
sont définies a priori. Les propriétés seront « calculées » à l’aide d’opérateurs génériques,
c’est-à-dire indépendants de la propriété sur laquelle ils s’appliquent. Cependant, la méthode
d’application que nous choisirons sera différente de celle proposée dans [Chau94b]. Nous
utiliserons bien sûr des modificateurs génériques (pour modifier les intervalles associés aux
propriétés) mais aussi des opérateurs flous dont l’objectif est de modifier l’imprécision des
propriétés. Ces derniers opérateurs sont nouveaux en modélisation déclarative.
Dans la suite, nous introduirons les définitions de base nécessaires à la description des scè-
nes en synthèse d’images.
3. Notions de base
3.1. Univers de formes
Définition I.1.1 : Pour un domaine d’application donné, l’univers, noté Uf, est l’ensemble
des scènes (ou formes) Sj, qu’il est possible de construire.
Remarques :
• Uf est un sous-ensemble de UF (ensemble des scènes possibles pour le domaine
d’application donné). Uf contient toutes les scènes que l’algorithme de génération utilisé
est capable de construire. Dans la suite, nous supposerons Uf = UF.
• Soit UD un sous-ensemble de UF, l’ensemble des scènes vérifiant une description d. La
phase de calcul d’un modeleur déclaratif permet de déterminer le sous-ensemble Ud de
UD. Dans la suite, nous supposerons Ud = UD.
• Les caractéristiques d’un algorithme de génération en fonction du modèle de représen-
tation utilisé et de Ud, Uf, UD et UF ont été présentées dans [Col90] et [Woo91].
• Une scène Sj peut être décomposée en un ensemble d’éléments fjk tels que $fjk = Sj.
Pour décrire un objet d’une scène, il existe un certain nombre de propriétés ayant en com-
mun une même caractéristique. Par exemple, demander « Le cube est grand », « Le cube est
de 2m », « Le cube est beaucoup plus grand que la pyramide » ou « Le cube n’est pas petit »,
c’est faire référence à une notion commune aux propriétés « grand », « de 2m » et « petit », à
savoir la « taille ». Nous appellerons cela un concept.
3.2. Concept et domaine
Définition I.1.2 : Une scène est caractérisée par plusieurs concepts Ci (i%J&'). Pour le
concept Ci, le domaine de description Di est l’ensemble des valeurs qu’il est susceptible de
recevoir.
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Remarques :
• En logique floue, un concept est un référentiel associé à une variable linguistique.
• Toute forme peut être décrite par un ensemble de concepts qui ne sont pas forcément in-
dépendants entre eux.
Définition I.1.3 : Le type d’un domaine de description est le type des valeurs de ce do-
maine.
Notons que Di est généralement borné. Cette contrainte est vérifiée soit naturellement
(sémantique du domaine) soit artificiellement (contrainte d’implémentation). De plus, le type
des valeurs est a priori quelconque. Nous avons par exemple :
• IB, pour les concepts qui n’ont pas de mesure numérique et qui permettent de vérifier
une qualité sans pouvoir la quantifier (la mesure se contente de signaler si la propriété
est ou n’est pas présente) ;
• IN, pour les propriétés qui, par exemple, dénombrent une caractéristique ;
• IR, [0,1] très souvent utilisés ;
• ou d’autres types comme une énumération d’objets (chaînes de caractères…).
Nous venons de voir des domaines de dimension 1 mais rien n’interdit d’imaginer des con-
cepts avec un domaine de dimension supérieure (en particulier de dimension 2 et 3). Cepen-
dant, en dehors des propriétés de comparaison (que nous verrons au paragraphe 2.1.9 du cha-
pitre I.2 et au chapitre I.6), il nous semble difficile d’envisager simplement de tels concepts.
Le problème essentiel n’est pas de trouver une mesure mais surtout de définir aisément des
propriétés (précises, de base, intervalle…) et de les manipuler facilement et conformément à
l’intuition. Par contre, il est tout à fait envisageable d’utiliser un modeleur déclaratif spécifi-
que permettant de rechercher soit une solution convenable pour l’utilisateur soit de transfor-
mer le domaine en dimension 1 pour pouvoir manipuler plus facilement les différents opéra-
teurs. Cette méthode s’applique pour tout concept trop complexe pour être manipulé directe-
ment.
Un domaine Di d’un concept Ci est noté [Bm, BM]u où Bm % IR est sa borne minimale
(éventuellement égale à -(), BM % IR sa borne maximale (éventuellement égale à +() et u %
IR l’unité (éventuellement égale à 0, c’est-à-dire un domaine continu). Notons que pour cer-
tains concepts dont l’ensemble de valeurs est un ensemble quelconque d’éléments, nous avons
l’équivalence suivante : [1, M]1 ) {ej : 1 * j * M}
3.3. Remarque sur les exemples proposés
Dans le projet FiloFormes ([Paj94]), les scènes constituant l’univers sont des configura-
tions de segments de droite dans un plan. Ce plan est représenté par une grille n×m. Les seg-
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ments sont disposés dans cette grille. Un des objectifs de ce projet est de produire des jeux
d’essai raisonnés pour des algorithmes de visualisation en synthèse d’images afin de contrôler
les évaluations et mesurer l’impact des différentes améliorations que l’on peut mettre en œu-
vre [Luc94]. Une scène composée de segments dans un plan peut être caractérisée par le nom-
bre de segments qu’elle comporte, la longueur de la configuration ou des composantes verti-
cales et horizontales, le nombre d’intersections, la densité, le degré moyen de recouvrement…
Le domaine de description concernant le nombre de segments de la configuration est alors
[0..MaxSegments]. Signalons toutefois, qu’à la différence des concepteurs du projet FiloFor-
mes, pour qui les propriétés étaient précises, nous avons ici plongé l’étude des scènes dans un
contexte d’imprécision. Dans la suite de cette partie, le projet LinéaFormes, notre implémen-
tation de FiloFormes, sera utilisé pour illustrer les différentes notions que nous présenterons.
Ce projet sera détaillé au chapitre II.6 de la seconde partie.
3.4. Mesure d’un concept
Pour une scène donnée, la valeur qu’elle représente dans un domaine est déterminée à
l’aide d’une fonction (quand elle existe) caractéristique du concept. Par exemple, le concept
« taille » permettra d’évaluer une scène à l’aide d’une fonction calculant sa hauteur en mètres.
Nous appellerons cette fonction une mesure du concept.
Définition I.1.4 : La mesure d’un concept Ci sur une scène Sj de Uf est une fonction de Sjn
dans Di définie comme suit :
mCi : Sj x Sj x Sj x … x Sj+Di
f1, f2, f3, …, fn + dij
Un concept avec une telle mesure est dit concept n-aire.
Définition I.1.5 : Un concept unaire Cui est un concept dont la mesure est de Sj dans Di
(n = 1), c’est-à-dire si :
mCui : Sj +Di
f + dij
Définition I.1.6 : Un concept binaire Cbi est un concept dont la mesure est de Sj x Sj dans
Di (n = 2), c’est-à-dire si :
mCbi : Sj x Sj +Di
fA, fB + dij
Une mesure sera associée à tout concept. Par exemple, si un concepteur veut définir un
concept « beauté » (même si c’est contestable) a priori sans mesure, l’ensemble des valeurs du
domaine est : « Vrai » et « Faux ». Ce concept possède alors une formule qui détermine la
“valeur” d’une forme selon cette caractéristique.
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Exemple : La scène étant constituée de segments dans un plan, pour le domaine de des-
cription associé au concept concernant le nombre de segments, nous avons mNb Segments :
Plan + nb % [0 .. MaxSegments].
3.5. Propriétés d’un concept
Un concept comporte un certain nombre de propriétés. Dans le cas du concept « taille », on
a par exemple « grand », « moyen » et « petit ». Ces propriétés seulement sont définies pour
certaines valeurs du domaine.
Définition I.1.7 : A chaque concept Ci est associé un ensemble de propriétés Pik, dites pro-
priétés de base, se référant au domaine Di (Figure 11).
Étant donné que ces propriétés sont souvent de nature imprécise ou vague, la théorie des
sous-ensembles flous ([Zad65], [DuP93] et Annexe 1) nous permet de les représenter de ma-
nière satisfaisante. Dans la suite de ce travail, nous essayerons donc de présenter un forma-
lisme basé sur une représentation à l’aide des ensembles flous.
Définition I.1.8 : A chaque propriété de base Pik est associée une fonction d’appartenance
µPik définie sur Di telle que :
µPik : Di = [Bm, BM]u + [0,1]
d + µPik(d)
Notation : une propriété sera notée Pik = {Di, µPik} = {[Bm, BM]u, µPik}
Exemple : Pour le concept Ci= « Nombre d’intersections » concernant le nombre
d’intersections entre les segments du plan, de domaine Di = [0..MaxIntersections], l’ensemble




Figure 11. Domaine et propriétés de base associés au concept concernant le nombre d’intersections
A partir de ces concepts et de ces propriétés, nous pouvons construire différents types de
propriétés comme les propriétés élémentaires (avec un concept unaire), les propriétés relati-
ves (avec un concept binaire ou d’arité supérieure) ou des propriétés de comparaison (entre
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plusieurs objets et selon un ou plusieurs concepts). Les propriétés qu’on peut retrouver en
modélisation déclarative sont recensées au chapitre I.2 avec leurs différentes caractéristiques.
3.6. Catégorie linguistique
Dans [DuS95], on trouve une notion intéressante : la catégorie sémantique ([Bro43],
[Bro48], [Hje35], [Hje37]). Il est possible de définir les catégories sémantiques (pour nous,
les concepts) à partir d’une catégorie maximale constituée d’unités sémantiques (pour nous,
les propriétés) prises dans la liste ci-dessous :
a) deux termes, I (positif) et F (négatif), disjoints présentant deux qualités incompatibles ;
b) un terme neutre M qui indique l’absence de l’une et l’autre de ces qualités (la non-
application de la catégorie) ;
c) un terme complexe C qui recouvre à la fois I et F et qui indique seulement l’application
de la catégorie ;
d) deux termes IM et FM équivalents à C mais qui insistent soit sur I soit sur F.
Toutes les catégories sont construites avec un sous-ensemble des unités sémantiques de la
catégorie maximale avec cependant des contraintes de symétrie sur les éléments « signés ».
Du point de vue d’une description, ce seront les éléments I, F et M qui seront le plus souvent
présents. Ce sont les termes simples de base. Ceci revient à pouvoir construire les catégories
suivantes : {I}, {F}, {F, I} et {F, M, I}.
Ceci justifie du point de vue linguistique la présence d’une, deux ou trois propriétés de
base dans un concept. Dans ce qui suit, nous utiliserons parfois des concepts à une seule pro-
priété mais le plus souvent ils en auront trois dont une neutre et deux signées (de signes oppo-
sés). Nous appellerons les propriétés de base :
• pour trois propriétés : « faible » (négative), « moyen » (neutre) et « important »
(positive) (Figure 11) ;
• pour une seule propriété : « vérifiée ».
3.7. Marquage linguistique
Les notions de marquage et d’antonyme sont présentées dans [DuS95], [Mul91] et
[Hor89]. Dans une catégorie sémantique, il arrive qu’un des deux termes soit utilisé comme
unité sémantique mais aussi comme représentant de la catégorie entière. Ce terme est dit non
marqué car il désigne tantôt l’unité tantôt la catégorie. L’autre terme est dit marqué. Généra-
lement, le terme marqué tend à indiquer l’absence du terme non marqué. Il est souvent l’unité
négative de la catégorie (l’unité Yin). Par contre, le terme non marqué correspond souvent à
l’unité positive (le Yang). Il a une valeur « favorable ».
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Exemple : Prenons le concept (la catégorie linguistique) de « largeur ». Nous avons alors
trois propriétés de base (unités sémantiques) : « étroit », « moyen » et « large ». La propriété
positive « large » est non-marquée alors que la propriété négative « étroit » est marquée.
Nous verrons que ces notions sont particulièrement intéressantes pour traiter la négation
d’une propriété selon des critères linguistiques. Elles peuvent être aussi utiles dans d’autres
cas pour affiner les traitements en prenant en compte des aspects linguistiques comme pour
mieux gérer les propriétés de modification…
4. Conclusion
Avec les notions présentées dans ce chapitre, nous allons pouvoir construire un modèle de
propriétés cohérent. Dans le prochain chapitre, nous proposons une taxonomie de ces pro-
priétés avant de présenter, aux chapitres I.3 et I.4, les propriétés élémentaires, c’est-à-dire ne
faisant référence qu’à un seul objet. Ces propriétés sont construites directement à partir de ces
notions de propriétés de base et de concept. Les autres types de propriétés, déjà abordés dans
[Des95b] et [Des96], seront traités aux chapitres I.5 et I.6.
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 CHAPITRE I.2 : CLASSIFICATION DES PROPRIÉTÉS
1. Introduction
La propriété, trait caractéristique de la scène par rapport à un concept donné, est une notion
centrale en modélisation déclarative. Notre objectif est d’une part de mieux comprendre le
fonctionnement d’une description et d’autre part de proposer des traitements automatiques.
Ceci permettra en particulier une interprétation plus fine de la description, une gestion plus
efficace de la cohérence et une optimisation performante de la génération des solutions. Pour
atteindre cet objectif, nous devons nécessairement comprendre le mécanisme de fonctionne-
ment des propriétés utilisées pour la description. Ce travail demande une étude de toutes les
facettes d’une propriété ainsi qu’une formalisation cohérente. Nous allons nous intéresser ici
aux propriétés en général. Nous tenterons d’en recenser les différents types selon certains cri-
tères. Ce recensement se base sur l’ensemble des propriétés utilisées dans les différents tra-
vaux en modélisation déclarative.
Nous présenterons d’abord un classement syntaxique des propriétés (section 2). Nous
aborderons ensuite des éléments de classification du point de vue sémantique (section 3). En-
fin, nous étudierons les différentes relations qu’il peut y avoir entre propriétés (section 4).
Remarque : [DeM97a] propose aussi un classement structurel et comportemental des pro-
priétés. Le premier s’intéresse à étudier les propriétés selon leur structure, c’est-à-dire les dif-
férents types d’ensembles flous en fonction de leur définition, de leur forme et de leur cons-
truction. Le second s’intéresse à examiner le rôle et le comportement des propriétés selon les
différents modes de génération en modélisation déclarative.
2. Classification syntaxique
Pour construire une scène à l’aide d’un modeleur déclaratif, le concepteur doit fournir une
description. Celle-ci est formée d’une liste de propriétés. Intéressons nous à leur « forme ».
Elles se regroupent en trois grandes catégories : les propriétés permettant de construire la des-
cription initiale, celles permettant de déterminer les éléments de la scène et celles modifiant la
description en cours de génération.
Les schémas standard que nous proposons permettent d’interpréter cette description au ni-
veau syntaxique et sont utilisés pour construire automatiquement le modèle de description
nécessaire à la génération des scènes solutions.
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2.1. Propriétés descriptives
Définition I.2.1 : Une propriété descriptive est une propriété qui permet de construire une
description déterminant le sous-univers des formes solutions.
Les propriétés descriptives se classent en plusieurs catégories selon leur structure :
• les propriétés élémentaires ;
• les propriétés de concepts n-aires ;
• les propriétés de relations n-aires.
2.1.1 Propriétés élémentaires
Ce sont les propriétés les plus simples. Elles correspondent à des prédicats unaires en logi-
que du premier ordre. Elles portent sur la forme entière, sur une partie seulement ou unique-
ment sur un élément.
Définition I.2.2 : Soit Pik une propriété de base d’un concept Ci caractérisant une partie X
(objet ou élément) d’une scène. Une propriété élémentaire est un énoncé du type :
« Ci de X est f! m" Pik »,
où f! est un opérateur flou (par exemple « précisément », « réellement », « plus ou
moins », « grossièrement », « plutôt », « de l’ordre de », « presque », « normalement » (ou
« Øf »)…) et m" est un opérateur de modification, ou modificateur (« extraordinairement »,
« très », « extrêmement », « assez peu », « normalement » (ou « Ø »)…).
Lorsqu’il n’y a pas d’ambiguïté sur le concept de la propriété Pik, nous avons la forme « x
est f! m" Pik ». Par la suite, et pour simplifier la syntaxe, nous garderons cette dernière forme.
Exemples :
• La propriété de base étant « important », le modificateur étant « très », une propriété
élémentaire relative à « la longueur de la configuration » (la somme des longueurs de
tous les segments de la scène) sur « la scène » peut être « La longueur de la configura-
tion de la scène est très importante » ou, avec la simplification si on a l’équivalence en-
tre « important » et « long » pour ce concept, « La scène est très longue ».
• « Le nombre d’intersections [de la scène] est assez important » où « Le nombre
d’intersections » est le concept , « assez » un modificateur et « important » une propriété
de base du concept ;
• « La longueur du segment est vraiment très faible » où « La longueur du segment » est
le concept, « vraiment » un opérateur flou, « très » un modificateur et « faible » une
propriété de base du concept.
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Les propriétés élémentaires seront étudiées plus en détail au chapitre I.3. Il arrive parfois
que ces propriétés, comme les suivantes, soient niées. Nous obtenons alors une négation. Le
traitement de cette dernière pour les propriétés élémentaires sera étudié au chapitre I.4. Ce
traitement, de type linguistique, est basé sur la détermination d’une propriété élémentaire af-
firmative implicite à la négation d’une propriété élémentaire.
2.1.2 Propriétés paramétrées
Les propriétés élémentaires, telles que nous venons de les présenter, sont de la forme : « Ci
de X est f! m" Pik » où Pik est une propriété de base floue ne faisant pas référence de manière
explicite à une valeur du domaine. Or, il arrive que dans une description le locuteur donne une
propriété de base faisant référence à des valeurs du domaine à la place des propriétés de base
définies dans le chapitre précédent.
Définition I.2.3 : Les propriétés de base paramétrées sont des propriétés de base définies à
partir de valeurs du domaine appelées valeurs de référence.
Les propriétés de base paramétrées les plus courantes sont celles construites à partir d’une
ou deux valeurs du domaine. Ce sont des énoncés comme :
• « La longueur du segment est vraiment entre 3 et 4 unités » où « entre 3 et 4 unités » est
une propriété de base paramétrée et « 3 » et « 4 » des valeurs de référence ;
• « La longueur de la configuration est au moins de 10 unités » ;
• « Le degré de recouvrement est très supérieur à 5 » ;
• « Le nombre de segments est d’environ 10 »…
Définition I.2.4 : Les propriétés élémentaires construites à partir de propriétés de base pa-
ramétrées sont appelées propriétés élémentaires paramétrées.
Nous pouvons distinguer deux grandes classes de propriétés de base paramétrées : les in-
tervalles et les comparaisons élémentaires.
Définition I.2.5 : Les propriétés élémentaires paramétrées de classe intervalle ont généra-
lement une des trois formes suivantes :
1. « Ci de X est f! de V » ;
2. « Ci de X est f! entre U et V » ;
3. « Ci de X est au moins de V » ou « Ci de X est au plus de V ».
où f! est un opérateur flou.
Dans ces énoncés, les valeurs de référence U et V sont des valeurs du domaine
Di=[Bm,BM]u de Ci. On note que les énoncés de la troisième forme n’acceptent aucun opéra-
teur (modificateur ou opérateur flou) alors que les deux autres acceptent seulement des opé-
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rateurs flous. Ces propriétés sont construites à partir des propriétés de base paramétrées
« Entre U et V » et « De V ».
Pour la suite, posons les hypothèses suivantes :
• « De V » est équivalent à « Entre V et V » ;
• « Ci de X est au moins de V » est équivalent à « Ci de X est Entre V et +# » ou « Ci de
X est Entre V et BM » ;
• « Ci de X est au plus de V » est équivalent à « Ci de X est Entre -# et V » ou « Ci de X
est Entre Bm et V ».
Par conséquent, en plus des propriétés de base classiques, tout concept, ayant une relation
d’ordre sur ces valeurs, possède un ensemble de propriétés de base paramétrées PIp tel que :
PIp = {PIpi : $(x,y)%Di2, x&y, PIpi = « Entre x et y »}.
Exemple : « Le nombre de segments de la scène est entre 10 et 50 », « La hauteur de
l’immeuble est plus ou moins entre 20 et 30 mètres », « Cet homme mesure vaguement
1m80 »…
Définition I.2.6 : Les propriétés de comparaison élémentaires sont de la forme :
• « Ci de X est f! m" supérieur à U » ;
• « Ci de X est f! m" inférieur à U ».
Comme pour les intervalles, en plus des propriétés de base classiques, tout concept, ayant
une relation d’ordre sur ces valeurs, possède un ensemble de propriétés de base paramétrées
PCp tel que :
PCp = {PCspi : $x%Di, PCpi = « supérieur à x »}'{ PCipi : $x%Di, PCpi = « inférieur à x »}.
Exemple : « La longueur du navire est vraiment très supérieure à 12 mètres ».
Les propriétés élémentaires paramétrées seront étudiées plus en détail au chapitre I.3. Par
ailleurs, les propriétés élémentaires sont souvent utlilisées de la même façon qu’elles soient ou
non paramétrées. Par conséquent, dans la suite de ce travail (sauf dans les chapitres I.3 et I.4),
« propriété élémentaire » sera équivalent à « propriété élémentaire (paramétrée ou non) ».
2.1.3 Propriétés élémentaires et quantificateurs
Avec certains concepts, la propriété élémentaire ne s’applique plus forcément sur un seul
objet mais sur un ensemble d’objets. Il est alors nécessaire de préciser un quantificateur.
Comme en logique du second ordre, il est possible de trouver les deux quantificateurs classi-
ques : « il existe » (() et « pour tout » ($). Entre ces deux extrêmes, toute une gradation de
quantificateurs précis ou imprécis est possible. Le quantificateur existentiel permet d’énoncer
une propriété d’un unique élément (plusieurs si on prend le sens « au moins un »).
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L’utilisation du quantificateur universel permet de décrire une propriété que doit respecter
chacun des objets de la scène (ou d’une partie de la scène). Par exemple, « La longueur d’un
segment est très importante » est interprétable comme « Il existe un segment dont la longueur
est très importante » et « La pente de tous les segments est assez faible » comme « Pour tout
segment, la pente est assez faible ». Entre les deux quantificateurs classiques existe tout un
ensemble de quantificateurs indiquant une quantité ou une proportion plus ou moins impor-
tante d’objets vérifiant la propriété. Ces quantificateurs peuvent être précis (« un », « 12 »…),
imprécis (« entre 10 et 15 ») ou flous (« une dizaine », « quelques », « beaucoup », « au
moins »…). « La hauteur d’une dizaine de maisons est très supérieure à 5 mètres » et « La
longueur de beaucoup de segments n’est pas très importante » sont des exemples de proprié-
tés quantifiées utilisant des quantificateurs flous.
Définition I.2.7 : Une propriété élémentaire quantifiée est un énoncé de la forme :
« Ci de Qt X est f! m" Pik ».
où Ci est un concept portant sur une caractéristique d’un objet et Qt est un quantificateur
pris parmi les valeurs suivantes : ((), « un », « au moins un », …, « une dizaine », …, « le
tiers », …, « quelques », …, « beaucoup », …, « tous », ($).
Notons que les propriétés commençant par « Le nombre de X ayant Ci… » constituent une
forme de propriétés quantifiées. Par ailleurs, les quantificateurs semblent se diviser en trois
catégories :
• les quantificateurs proportionnels qui font référence à une proportion de propriétés véri-
fiées (« 1/3 », « la moitié », « la plupart », « tous », « aucun »…) ;
• les quantificateurs énumératifs qui donnent une idée du nombre de propriétés vérifiées
(« un », « une douzaine », « au moins trois », « au plus 20 »…) ;
• les quantificateurs ambigüs comme « un tout petit peu », « un peu », « quelques »,
« Ø », « beaucoup », « énormément » qui, suivant le contexte, sont classables dans l’une
ou l’autre des catégories précédentes.
Une solution partielle pour traiter les propriétés élémentaires quantifiées, proposée dans
[BLP96], sera présentée au chapitre I.5.
2.1.4 Propriétés élémentaires modifiables
Parmi les propriétés élémentaires (paramétrées ou non) d’un concept, certaines n’acceptent
que le modificateur vide. En effet, on ne peut pas dire « Le nombre de segments est très pre-
mier » ou « Le nombre de segments est très de 10 ». Par contre, on peut dire « Le nombre de
segments est très important ».
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Définition I.2.8 : Les propriétés acceptant d’autres modificateurs que « Ø » sont appelées
des propriétés modifiables.
Pour comprendre, il faut se rappeler que l’homme ne peut appréhender une situation que de
façon simple et globale en fonction d’un seuil de perception ([Jim97]). Chaque terme du lan-
gage (propriété de base) est donc défini exclusivement sur un sous-domaine cohérent. Les
propriétés associées aux termes linguistiques ne peuvent être définies que sur un bloc à sup-
port compact sur le domaine. Tous les phénomènes physiques ne rentrent pas dans ce cadre
mais cette explication est valide du point de vue du langage. Il est donc courant que les pro-
priétés basées sur ces phénomènes ne soient pas modifiables.
Nous posons donc le postulat suivant : une propriété modifiable est toujours définie à l’aide
d’un intervalle flou (à support compact). Nous pouvons même ajouter que celles représentées
par un intervalle classique ne sont pas modifiables.
L’explication est la suivante : les modificateurs ne peuvent s’appliquer qu’à des propriétés
utilisant des termes linguistiques, c’est-à-dire des propriétés qualitatives et non quantitatives.
Ils permettent de « glisser » l’intervalle compact sur les valeurs du domaine. On ne peut pas
les appliquer à des propriétés précises ou même, la plupart du temps, à des propriétés para-
métrées. L’intérêt de ces modificateurs est en effet de manipuler une propriété dont on ne
connaît pas les valeurs exactes et qui ne peut donc pas être manipulée autrement. Par contre,
les opérateurs flous s’appliquent à une propriété quelconque. Sur des propriétés qui ne sont
pas modifiables, comme les propriétés paramétrées, ils permettent d’introduire de l’imprécis
(par exemple : « La hauteur des plafonds est approximativement de 3 mètres »).
2.1.5 Classification structurelle des propriétés élémentaires
Outre l’aspect modifiable de la propriété, sa manipulation varie en fonction de la forme
(voir Annexe 1), de la position et de la méthode de construction de la fonction d’appartenance
de la propriété élémentaire. Un des éléments constitutifs d’une propriété élémentaire est la
propriété de base. La forme de cette propriété est déterminée par la forme intuitive de la pro-
priété élémentaire possédant l’opérateur flou par défaut et le modificateur par défaut (forme
de Pik = forme de Øf Ø Pik). Dans certains cas, il est indispensable de calculer à nouveau les
bornes du domaine (dépendant par exemple d’un paramètre de l’univers). Il faut alors se poser
la question suivante : quelles seront la forme et la position de la propriété de base après cette
modification ?
Définition I.2.9 : Une propriété à valeur absolue est définie indépendamment des bornes
du domaine, car elle est construite autour d’une valeur caractéristique.
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Elles ne sont pas concernées par les modifications des bornes du domaine. Par exemple, si
on considère la taille d’un individu, les tailles minimales et maximales sont susceptibles d’être
modifiées plus souvent que la taille moyenne qui servira de référence pour la propriété de
base « moyen ». Il en est de même pour les propriétés paramétrées sauf dans le cas particulier
des comparaisons élémentaires où c’est plutôt la place relative qui importe.
Définition I.2.10 : Une propriété à valeur relative est dépendante des bornes.
Elles sont relatives à leur position dans le domaine. Dans ce cas, ce n’est plus une valeur
qui importe mais la place et la forme de la propriété sur le domaine et, en particulier, par rap-
port aux bornes. Il en est ainsi des propriétés comme « important » et « faible » dans la plupart
des concepts. Les propriétés de cette catégorie sont souvent des propriétés floues (à
l’exception parfois de « moyen ») ou des propriétés paramétrées de la forme comparaison
élémentaire.
2.1.6 Propriétés élémentaires globales et propriétés élémentaires locales
Les propriétés portant sur l’ensemble de la scène sont parfois appelées « propriétés globa-
les » et celles portant sur une partie de la scène (sous-ensemble d’une scène structurée ou
élément de base) « propriétés locales » ([Col90], [Ple91]…). Cependant, cette classification
ne nous semble pas totalement satisfaisante. La séparation entre ces deux ensembles n’est pas
nette. Une propriété globale est aussi une propriété locale sur l’objet (unique) qu’est la scène.
Notre définition des propriétés élémentaires (éventuellement quantifiées), nous amène à don-
ner une nouvelle définition pour « locale » et « globale ». Selon le concept, la présence des
quantificateurs n’est pas toujours indispensable. Nous proposons donc de baser nos définitions
sur cette utilisation des quantificateurs.
Définition I.2.11 : Un concept local est un concept dont les propriétés utilisent de façon
systématique un quantificateur. Ce dernier est défini par le locuteur et peut être précis, impré-
cis ou flou. Une propriété élémentaire locale est une propriété d’un concept local.
Souvent, un concept local est construit à partir :
• d’un paramètre d’un objet de la scène ;
• d’une relation entre deux (ou plus) objets de la scène ;
• d’un concept spécifique sur un objet ou un sous-ensemble d’objets.
Par exemple, les propriétés de base « longueur » et « pente » pour un segment, « teinte »
pour la couleur d’une maison ou « vitesse » pour une voiture sont locales. Le locuteur ne peut
utiliser cette propriété qu’avec un quantificateur explicite ou implicite si l’objet sur lequel elle
porte est nommé.
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Définition I.2.12 : Par opposition, un concept global  est un concept dont les propriétés
n’acceptent pas de quantificateurs. Une propriété élémentaire globale est associée à un con-
cept global.
Un concept global fait généralement référence à un objet unique de la scène ou à la scène
elle-même. Il peut être :
• une statistique ou une quantification sur une propriété locale ;
• le dénombrement d’objets ;
• un concept spécifique.
Par exemple, les propriétés « longueur de la configuration » et « degré de recouvrement »
pour une scène composée de segments, « type de quartier » pour la disposition de maison, « la
hauteur du toit » pour un modeleur de maison ou « teinte » pour un modeleur de couleurs (cf.
ChromoFormes dans la seconde partie) sont globales. Mais alors, comment classer une pro-
priété telle que : « La longueur des segments est importante » ? Comme elle sous-entend un
quantificateur universel, elle est classée comme une propriété locale.
Exemple : Si on considère un logement composé d’une maison, d’un garage et d’un jardin,
nous pouvons donner la propriété globale suivante : « La hauteur de la maison est assez im-
portante ». Par contre, si on considère un lotissement composé d’un certain nombre de mai-
sons, nous pouvons donner la propriété locale suivante : « La hauteur d’une maison est assez
importante » étant sous-entendu « Il existe une maison dont la hauteur est assez importante ».
Il existe un cas particulier de propriété globale : les statistiques sur une propriété locale
(« La surface moyenne d’une propriété est très importante »).
2.1.7 Propriétés anonymes et propriétés nommées
Dans certaines descriptions, le concepteur veut pouvoir nommer des objets afin de pouvoir
leur attribuer plusieurs propriétés. En première approche, il semblerait se dégager trois sous-
catégories de propriétés locales : les propriétés anonymes (« La hauteur d’une maison est as-
sez importante »), les propriétés pseudo-nommées (« La maison la plus haute est rouge » ou
« La troisième maison [décrite] est longue ») et les propriétés nommées (« La hauteur de la
maison M est assez importante »). Cependant une propriété anonyme ou pseudo-nommée peut
être considérée comme une propriété dont l’objet est nommé par défaut (« La hauteur [d’une
maison] de la maison M102 est assez importante »).
2.1.8 Propriétés de concepts n-aires
Dans certains cas d’application, il existe des domaines dont les mesures ne se font pas par
rapport à un élément mais par rapport à plusieurs éléments. Ces concepts représentent des
relations entre des objets. Ce sont des concepts n-aires (relation avec n objets).
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Définition I.2.13 : Une propriété relative est une propriété élémentaire associée à un con-
cept n-aire.
En dehors de la référence aux objets, cette forme de propriété est de même nature que celle
des propriétés élémentaires. D’abord, intéressons nous plus précisément aux propriétés relati-
ves de concepts binaires. Les concepts permettant de tenir compte de relations (d’interactions)
entre deux objets (concepts binaires) sont les plus courants et les plus faciles à manipuler. Par
exemple, si on considère des relations spatiales, nous aurons des relations de placement relatif
(« à gauche de », « devant », « sur »…) et de distance (« loin de », « proche de »…).
Définition I.2.14 : Une propriété relative binaire (souvent appelée par abus de langage
« propriété relative » ) est un énoncé de la forme :
 « Ci entre Xp et Xq est f! m" Pik ».
Exemples : « A est très loin de B » (l’objet “A” est en relation avec l’objet “B” par la pro-
priété « très loin de »), « La distance entre la maison M1 et la maison M2 est très faible »,
« La maison M1 est à gauche de la maison M2 », « A est très proche de B », « Les segments
S1 et S3 se coupent »…
Ces propriétés sont associées à un concept binaire (définition I.1.6) comme par exemple, le
concept des distances entre deux objets. Cependant, elles sont traitées comme des propriétés
élémentaires à concept unaire (définition I.1.5). Le domaine et les propriétés de base sont
identiques à ceux des concepts unaires. Les propriétés relatives ont donc les mêmes caracté-
ristiques que les propriétés élémentaires et sont gérées de la même manière (chapitre I.3), en
particulier par rapport à l’application des opérateurs ([Des95b]).
Remarque : Dans [GAT96], les propriétés relatives (concernant uniquement des relations
spatiales comme dans [Chau94]) sont représentées par des faits logiques en Prolog et sont
organisées en graphe. Leur généralisation à des relations quelconques semble assez difficile.
De plus, aucune nuance, aucun modificateur n’est proposé. Le système semble assez figé.
A partir de ces propriétés de concepts binaires, on peut construire des propriétés quantifiées
faisant intervenir plus de deux objets.
Définition I.2.15 : Une propriété relative binaire quantifiée est un des deux énoncés sui-
vants :
1. « Ci entre Xp et Qt X est f! m" Pik » ou « Ci entre Qt X et Xp est f! m" Pik » ;
2. « Ci entre Qt (X et Y) est f! m" Pik ».
Exemples : « La distance entre la maison M1 et les autres maisons est très importante »
(cas 1), « La distance entre chaque maison est assez faible » (cas 2).
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Par extension de la notion de concept binaire, on peut imaginer d’avoir des concepts n-
aires (n>2). Cependant, à notre connaissance, ce type de concept n’existe pas ou peu car pro-
bablement trop complexe à manipuler par l’être humain. Ceux qui existent sont souvent équi-
valents à une combinaison de concepts unaires ou binaires. Mais, ce n’est évidemment pas
toujours le cas. Certaines propriétés ne sont pas faciles à définir autrement (ou très difficile-
ment). Nous aurons par exemple une propriété comme « Quatre maisons forment un carré »
(ou « La forme géométrique des maisons M1, M2, M3 et M4 est un carré ») ou « Le cube C3
est placé entre le cube C1 et le cube C2 ».
2.1.9 Propriétés de relations n-aires
Ces propriétés mettent en jeu soit au moins deux objets de la scène par rapport à une pro-
priété soit deux propriétés sur un ou deux objets (ou sur la scène). Les éléments des domaines
sont nécessairement comparables au niveau sémantique. Les propriétés utilisées sont des pro-
priétés élémentaires ou relatives.
Une propriété de relation binaire permet de manipuler un ou deux objets de la scène sui-
vant une ou deux propriétés de base pas forcément du même concept. Les concepts manipulés
sont unaires.
Définition I.2.16 : Une propriété de comparaison  est un énoncé de la forme :
 « Ci de Xp est f! k" s) Pik que Cj de Xq ».
avec i et j quelconques et les valeurs de Di et Dj comparables au niveau arithmétique et sé-
mantique. k" est un opérateur de comparaison qui est flou (« un tout petit peu », « un peu »,
« Ø », « beaucoup », « extrêmement ») ou précis (« 2 fois », « de V unités », « Entre U et V
unités », « d’au moins V unités », « d’au plus V unités »). s), l’opérateur de direction, indique
la direction de comparaison (« moins », « aussi » et « plus ») par rapport à la direction de la
propriété de référence Pik. Le traitement de cette propriété sera détaillé dans le chapitre I.6.
Par exemple :
• « La hauteur de la maison M1 est beaucoup plus importante que la hauteur de la mai-
son M2 » ;
• « La largeur de la maison M1 est plus importante que sa hauteur », « La longueur de S1
est beaucoup moins importante que celle de S2 » ;
• « La taille de la personne A est plus importante que celle de la personne B ».
Définition I.2.17 : Une propriété de comparaison homogène est une propriété de compa-
raison où Ci = Cj et Xp * Xq. Une propriété de comparaison hétérogène est une propriété de
comparaison où Ci * Cj.
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Par extension, nous pouvons construire des propriétés mettant en relation un objet avec
plusieurs. Ces propriétés sont construites comme une relation binaire à l’exception d’un des
deux objets qui devient un groupe d’objets. Nous pouvons alors avoir des énoncés selon les
deux formes suivantes :
1. « Ci de Xp est f! k" s) Pik que Cj de Qt X » ;
2. « Ci de Qt X est f! k" s) Pik que Cj de Xp ».
Exemples : « La maison M1 est beaucoup plus grande que les autres » (cas 1), « Une di-
zaine de maisons ont une largeur plus importante que celle de la maison M1 » (cas 2).
Définition I.2.18 : Lorsque la propriété de référence n’est plus associée à un concept
unaire mais à un concept binaire, nous avons des propriétés de comparaison relatives. Ce sont
généralement des comparaisons homogènes. Nous avons des énoncés de la forme :
« Ci entre Xp et Xq est f! k" s) Pik que Ci entre Xr et Xs ».
Par exemple : « La maison M1 est beaucoup plus loin de la maison M2 que la maison M3 »
(avec Xq=Xr), « La maison M1 est beaucoup plus loin de la maison M2 que de la maison M3 »
(avec Xp=Xr) ou « La maison M1 est beaucoup plus loin de la maison M2 que la maison M3
de la maison M4 ».
Nous pouvons étendre ces propriétés de comparaison relatives à l’aide de quantificateurs
de la même manière qu’avec les propriétés de comparaison simples.
2.2. Propriétés constructives
Lorsque l’utilisateur d’un modeleur déclaratif désire décrire une scène, il veut pouvoir dé-
crire ses composants. Pour cela, il utilise un certain nombre de propriétés spécifiques indi-
quant de quoi est composée la scène. Ces composants sont les éléments de base de la scène
mais aussi des objets « de niveau supérieur » construits à partir d’autres objets.
Définition I.2.19 : Une propriété constructive est une propriété décrivant les objets pré-
sents dans la scène et leurs relations.
Nous avons des descriptions comme « La scène est composée de cercles et de rectangles »,
« Les cercles forment une zone A », « Les rectangles forment une zone B » et « Les zones A et
B forment une zone C »… Ces propriétés constructives se classent en deux catégories :
• les propriétés déterminant des composants de base de la scène selon le schéma « La
scène est composée de X, Y… » appelées propriétés de construction descendante ;
• les propriétés déterminant les objets de la scène selon le schéma « Les objets X, Y…
forment un objet Z » appelées propriétés de construction ascendante.
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Ces propriétés ne manipulent pas de concepts élémentaires mais seulement des éléments
(concepts complexes) qui seront caractérisés par des propriétés descriptives. Nous aurons, par
exemple, dans la suite de la description ci-dessus la propriété « La zone C est très large ».
Cette construction hiérarchique de la scène est soit donnée en bloc au début de la généra-
tion soit construite en ajoutant au fur et à mesure les éléments, seulement lorsque ceux de ni-
veau supérieur sont convenablement construits. Cette dernière méthode correspond à une
construction par ébauches successives ([CDMM97c]). Pour revenir à notre première descrip-
tion, cette méthode construit d’abord une zone schématique C possédant les propriétés vou-
lues. Ensuite, les zones A et B sont construites dans la zone C selon leurs propres caractéristi-
ques. Enfin, les cercles et les rectangles sont placés dans leurs zones respectives en fonction
des contraintes qui leur sont appliquées. Avec une telle technique, chaque ébauche d’un ni-
veau est une description pour le niveau suivant.
Entre les propriétés constructives et les propriétés descriptives, il existe un cas particulier
de propriétés descriptives indiquant la quantité d’objets d’un type donné. Nous avons alors un
énoncé de la forme : « Le nombre d’objets X est f! m" Pik ». Par exemple, nous aurons « Le
nombre de rectangles est assez important » ou « Le nombre de cercles est très faible ».
2.3. Propriétés modificatrices
Lorsque le concepteur prend connaissance d’une solution à sa description, il peut lui arriver
de vouloir l’ajuster en modifiant une propriété. Ces propriétés sont donc relatives à une forme
solution donnée.
2.3.1 Propriétés modificatrices
Définition I.2.20 : Une propriété modificatrice est un énoncé de la forme :
« Ci [de X] est f! k" s) Pik ».
avec les mêmes opérateurs que ceux définis pour les propriétés de comparaison. L’action
de ces propriétés dépend de l’opérateur s). Pour ces opérateurs tels que « plus » et « moins »,
la solution attendue sera différente de celle proposée. Par contre, avec l’opérateur « aussi »,
l’utilisateur fige la valeur du concept à la valeur actuelle.
Exemples : « La longueur de la rue est beaucoup plus importante », « La hauteur de la
maison M est environ de 2m plus importante », « La longueur de la rue est entre 2 et 3 Km
plus faible » ou « La maison M1 est aussi grande » (ce qui signifie « La taille attendue de la
maison M1 est la même que la taille actuelle » et donc implicitement « ne plus bouger la
taille de la maison ! »).
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Ce type de propriété est à rapprocher des propriétés élémentaires (ou relatives) paramétrées
en considérant le paramètre comme étant la valeur de la scène courante. Ainsi, « La longueur
de la rue est beaucoup plus importante » est équivalent à «   La longueur attendue de la rue   est
très supérieure à  la longueur actuelle de la rue   ». Elles portent principalement sur des con-
cepts unaires ou binaires. Bien sûr, elles  sont aussi quantifiables.
2.3.2 Propriétés modificatrices quantifiées et relatives
Définition I.2.21 : Une propriété modificatrice quantifiée est un énoncé de la forme :
« Ci de Qt X est f! k" s) Pik ».
Sauf avec les deux quantificateurs classiques (( et $), il ne semble pas que ce genre de
propriété soit souvent utilisé. Exemples : « La longueur de tous les segments est plus impor-
tante », « La pente du segment S est beaucoup moins faible ».
Définition I.2.22 : Une propriété modificatrice relative est un énoncé de la forme :
« Ci entre Xp et Xq est f! k" s) Pik ».
Exemple : « La distance entre les maisons A et B est beaucoup plus importante ».
Définition I.2.23 : Une propriété modificatrice relative quantifiée est un énoncé de la
forme :
1. « Ci entre Xp et Qt X est f! k" s) Pik » ou « Ci entre Qt X et Xp est f! k" s) Pik » ;
2. « Ci entre Qt (X et Y) est f! k" s) Pik ».
Exemple : « La distance entre chaque maison est beaucoup plus importante ».
3. Classification sémantique
Lorsqu’on parcourt les différents travaux effectués en modélisation déclarative, très vite on
se demande s’il ne serait pas possible de créer une bibliothèque de concepts voire de pouvoir
en construire certains automatiquement.
3.1. Les concepts « courants »
Comme le domaine privilégié de la modélisation déclarative en synthèse d’images est la
modélisation géométrique, certains concepts ou classes de concepts se retrouvent assez sou-
vent dans un modeleur. Plus généralement, il serait intéressant de disposer de tous les con-
cepts faisant partie de l’ontologie (chapitre II.1, §2.2.5 ; [CBB96], [Gru93a], [Gru93b],
[GuG95]) en modélisation déclarative. Nous distinguerons deux catégories de concepts :
• ceux liés à un objet ;
• ceux liés à un ensemble d’objets.
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Les concepts permettant de décrire un objet sont des concepts liés essentiellement à sa
géométrie (forme géométrique, topologie, dimensions, orientation…), à son placement dans la
scène (souvent mesuré par rapport à la boîte englobante qui lui est associée) et à ses caracté-
ristiques de rendu (couleur, texture, luminosité…). Dans certains domaines d’application, la
scène comporte plusieurs objets éventuellement de types différents. Il existe un ensemble de
concepts liés aux relations entre ces objets (propriétés inter-objets) avec, en particulier, les
concepts de positionnement relatif, de répartition et de dénombrement (nombre d’objets de
chaque type).
Remarque : L’ontologie est une notion à laquelle nous attachons beaucoup d’importance.
Elle occupe une place importante dans notre plate-forme (chapitre II.1 ; [DeT97]).
3.2. Les concepts construits de manière automatique
Nous venons de montrer que certains concepts se retrouvent très souvent dans les mode-
leurs. En fait, aux différents objets ainsi qu’à la scène, on peut associer des ensembles de pa-
ramètres. Il est alors envisageable de construire des concepts se basant sur ces paramètres. Tel
ou tel paramètre ne donnant pas de concept « représentatif » peut éventuellement être éliminé.
Par exemple, si on désire décrire des segments dans un plan (projet LinéaFormes), la scène
sera paramétrée par les dimensions de la grille sur laquelle seront « posés » les segments. Un
segment (objet de la scène) se paramètre par son origine, sa pente et sa longueur. Ainsi, nous
pouvons construire automatiquement, dès la définition de ces paramètres, des concepts
comme « La taille verticale de la scène », « La pente d’un segment »…
Généralement, nous rencontrons deux types de concepts dans une application déclarative :
• les concepts liés à une caractéristique d’un objet (de base ou complexe) qui servent
éventuellement à générer l’objet ;
• les concepts liés à des relations entre les objets qui se contentent de vérifier la scène
construite.
4. Relations entre propriétés
Dans une description, les propriétés énoncées ne sont pas forcément indépendantes les unes
des autres. Nous allons maintenant examiner les différentes relations possibles entre elles.
Cela nous permettra d’améliorer la construction du modèle de description et la gestion de la
cohérence.
4.1. Niveau d’un concept
Un concept peut être mis en relation avec un autre concept aussi bien au niveau syntaxique
que sémantique.
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Nous aurons trois niveaux de concepts :
•     Niveau 1   : Ce sont des concepts dont la mesure prend son argument dans la scène (objet,
ensemble d’objets ou scène entière). Nous avons par exemple toutes les propriétés élé-
mentaires (non quantifiées) sur des propriétés de base, les propriétés relatives (non
quantifiées)…
•   Niveau 2   : Il concerne les concepts prenant comme paramètres les mesures d’autres
concepts. Par exemple, nous avons les propriétés de comparaison, les propriétés concer-
nant des statistiques sur une propriété locale, celles de dénombrement de propriétés lo-
cales…
•     Niveau 3    : Il s’agit ici des concepts construits à partir de la composition de propriétés
(ils prennent comme paramètres les degrés d’appartenance d’autres propriétés) comme
les propriétés quantifiées, les disjonctions ou les conjonctions de propriétés…
Ces niveaux de concepts permettent de construire des propriétés complexes à partir de plu-
sieurs concepts ou d’autres propriétés.
4.2. Dépendance d’instanciation
Dans la description, des propriétés peuvent être liées par la référence à un objet explicite-
ment désigné par un nom. Prenons la description suivante : « La hauteur de la maison M1 est
assez importante (P1). La surface de la maison M2 est plus importante que celle de la maison
M1 (P2). La couleur de la maison M2 est blanche (P3) ». Les propriétés P1 et P2 sont liées
par la référence à l’objet M1. Ce lien peut être étendu à la propriété P3 car les objets M1 et
M2 sont explicitement en relation grâce à la propriété P2.
Définition I.2.24 : Deux propriétés sont liées par une dépendance d’instanciation si elles
font explicitement référence à un même objet. Ce lien peut être direct ou, éventuellement,
indirect.
Sur la Figure 12, les propriétés P1, P2 et P3 sont liées (en dépendance d’instanciation) car






Figure 12. Dépendances entre propriétés
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Par contre, les trois propriétés « La hauteur d’une maison est assez importante (P1). La
surface de la maison M2 est plus importante que celle de la maison M3 (P2). La couleur de la
maison M1 est blanche (P3) » ne sont pas liées par une dépendance d’instanciation (même s’il
peut arriver que, lors d’une évaluation, la maison de P1 soit M1, M2 ou M3).
4.3. Dépendance sémantique
Lors d’une description, il peut arriver que plusieurs propriétés fassent référence au même
concept. Pour s’assurer de la cohérence, il faut s’intéresser aux liens sémantiques entre les
propriétés. Prenons par exemple la description suivante : « La hauteur de la maison M1 est
assez importante. La hauteur de toutes les maisons n’est pas extrêmement importante… ».
Ces deux propriétés sont liées sur la maison M1 qui doit pouvoir vérifier au moins un peu des
deux. Tout dépendra de l’interprétation qu’on fera de la négation (chapitre I.4).
Définition I.2.25 : Deux propriétés sont liées par une dépendance sémantique si elles font
référence à un même concept.
Ce type de lien entre propriétés peut être direct comme nous venons de le voir mais aussi
plus ou moins indirect par l’intermédiaire d’autres propriétés. Sur la Figure 12, les propriétés
P1, P2 et P4 sont liées (dépendance sémantique) si elles font référence toutes les trois au con-
cept « Hauteur » par exemple.
4.4. Dépendance de construction
Généralement, la description n’est pas fournie complètement en une seule fois. Les pro-
priétés sont énoncées les unes après les autres. Le traitement d’une propriété donnée ne sera
donc pas le même suivant sa place dans la description. Par exemple, si on donne la propriété
« Les maisons ne sont pas très larges », l’interprétation linguistique de cette négation (§2.1.1
et chapitre I.4) sera différente selon qu’on la place avant ou après la propriété « La largeur
des maisons est moyenne ». En effet, si elle est placée avant, les propriétés candidates à la
négation seront uniquement celles ayant une intersection avec elle. Par contre, si elle est pla-
cée après, toutes les propriétés suffisamment différentes seront candidates.
Certaines méthodes de construction traitent une description de manière incrémentale. Une
solution est alors produite après chaque ajout de propriété. Ainsi, la propriété « La prochaine
maison est à droite de celles déjà faites » dépend de manière évidente de la description précé-
dente.
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4.5. Propriétés de composition
Parfois, une propriété ne peut pas s’exprimer à l’aide d’une propriété élémentaire. Il est
alors nécessaire de combiner des propriétés (élémentaires, relatives, de comparaison…) à
l’aide d’opérateurs de composition.
Définition I.2.26 : Les propriétés définies à l’aide d’une composition de propriétés
s’appellent des propriétés de composition. Les énoncés permettant de définir une propriété de
composition sont de la forme :
« P signifie : “P1” OP “P2” OP “P3”… ».
où OP est un opérateur de composition.
Nous distinguerons deux classes d’opérateurs de composition :
• les opérateurs conjonctifs (“Et”, “.”) pour obtenir une vérification de chacune des pro-
priétés de la composition ;
• les opérateurs disjonctifs (“Ou”, “Ou Bien”) pour construire des propriétés alternatives.
Cette propriété de composition est utilisée dans une description comme une propriété élé-
mentaire ou relative. Elle permet de construire des énoncés comme « X est f! m" P » (il n’y a
pas de concept explicitement utilisé avec de telles propriétés). Il est en effet tout à fait possi-
ble de lui appliquer un modificateur et un opérateur flou. Cependant, l’application de tels opé-
rateurs ne sera pas identique à celle effectuée sur une propriété de base d’un concept et dé-
pendra de l’opérateur utilisé.
4.5.1 L’opérateur conjonctif “.”
Une composition de propriétés, dont l’opérateur est “.”, est une conjonction de propriétés.
Celles-ci sont considérées comme totalement indépendantes les unes des autres. Cet opérateur
permet de construire une énumération de propriétés demandées simultanément, c’est-à-dire
qu’elle n’est vérifiée que si toutes ses propriétés le sont. La description « La maison M1 est
très haute. La couleur des maisons est beige. La hauteur des maisons n’est pas extrêmement
importante… » comporte un certain nombre de propriétés indépendantes les unes des autres
en particulier par rapport à d’éventuels modificateurs. Ces propriétés sont éventuellement
liées implicitement par une dépendance sémantique. L’application d’un opérateur à une con-
jonction P sera alors équivalente à l’application de l’opérateur sur chacune des propriétés
composant P (distributivité des opérateurs). Si on considère que « Trapu signifie : La hauteur
est faible. La largeur est importante. » alors « Très trapu » sera équivalent à « La hauteur est
très faible. La largeur est très importante. ».
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4.5.2 L’opérateur conjonctif “Et”
Une composition de propriétés, dont l’opérateur est “Et”, est aussi une conjonction de pro-
priétés. Cependant, son utilisation fait intervenir une ou plusieurs relations implicites entre les
opérandes de cette conjonction. Ces relations ne sont possibles que si les domaines de ces
opérandes sont comparables au niveau sémantique. Dans le cas contraire, “Et” est totalement
équivalent à “.”. Les relations qui lient les différentes propriétés sont implicites, ce qui signi-
fie qu’il est assez difficile de les déterminer automatiquement. Comme pour la négation
(§2.1.1 et chapitre I.4), il faut faire préciser par le locuteur les éventuelles propriétés implici-
tes de la description. Ainsi, « Trapu signifie : La hauteur est faible Et la largeur est impor-
tante. » peut être équivalent à « Trapu signifie : La hauteur est faible. La largeur est impor-
tante. La hauteur est beaucoup plus faible que la largeur. ». Par conséquent, « Très Trapu »
sera équivalent à « La hauteur est très faible. La largeur est très importante. La hauteur est
beaucoup beaucoup plus faible que la largeur. » (« très beaucoup » étant considéré comme
équivalent à « beaucoup beaucoup »).
4.5.3 L’opérateur disjonctif “Ou”
Une composition de propriétés, dont l’opérateur est “Ou”, est une disjonction de propriétés.
Ces dernières sont considérées comme totalement indépendantes les unes des autres. De toute
manière, il est difficile d’imaginer une relation, même implicite, entre deux propriétés qui ne
sont pas forcément vérifiées en même temps. Cet opérateur permet de construire une énumé-
ration de propriétés alternatives. Elles peuvent être éventuellement vérifiées simultanément,
c’est-à-dire que la composition est vérifiée si au moins une de ses propriétés l’est. Du fait de
l’indépendance totale des propriétés les unes par rapport aux autres, l’application d’un opéra-
teur sur une propriété de composition avec cet opérateur sera identique à celle effectuée pour
l’opérateur “.”.
4.5.4 L’opérateur disjonctif “Ou Bien”
Une composition de propriétés, dont l’opérateur est “Ou Bien”, est une disjonction de pro-
priétés. Son utilisation et son comportement sont identiques à ceux de l’opérateur “Ou” à ceci
près qu’il faut nécessairement qu’une seule propriété soit vérifiée.
5. Conclusion
Nous avons mis en évidence quelques méthodes de classement des propriétés composant
une description. En particulier, deux axes sont ressortis :
• le structurel qui permet de comprendre une description et de construire un modèle de
description interne cohérent et fidèle pour la phase de génération ;
• le sémantique pour construire et manipuler automatiquement certains concepts courants.
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Nous avons également mis en évidence les relations qu’il peut y avoir entre les propriétés
d’une description.
Ce travail ouvre la porte à un vaste champ d’investigations, en particulier sur l’axe com-
portemental [DeM97a]. Plusieurs travaux ont été effectués sur ce sujet. Cependant, ils ne
portent que sur certains points précis et ne sont pas développés dans le cadre général de la
modélisation déclarative. De même, il conviendrait d’affiner la formalisation de l’ensemble
des classes syntaxiques proposées afin de travailler dans un cadre formel unique et cohérent.
Il faudrait aussi recenser beaucoup plus précisément les concepts formant l’ontologie de la
modélisation déclarative.
Détaillons maintenant de manière plus précise le traitement des propriétés élémentaires et
des propriétés élémentaires paramétrées (chapitre I.3). Nous verrons ensuite une proposition
pour le traitement de la négation de ces propriétés élémentaires à l’aide de notions de linguis-
tique (chapitre I.4). Puis, nous proposerons des idées de traitement pour les propriétés élé-
mentaires quantifiées, les propriétés modificatrices et les relations de comparaison
(chapitres I.5 et I.6).
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 CHAPITRE I.3 : LES PROPRIÉTÉS ÉLÉMENTAIRES
1. Introduction
On peut maintenant préciser le cadre formel de représentation des propriétés élémentaires
(définition I.2.2), forme de description la plus simple.
Nous présenterons d’abord les propriétés élémentaires (non paramétrées) de la forme « Ci
de X est m! Pik » (sections 2 à 4). Nous étudierons les modificateurs m! choisis (section 2) et
les caractéristiques d’une propriété élémentaire (section 3). Nous verrons ensuite comment
traiter l’application d’un modificateur (section 4) ou éventuellement de plusieurs modifica-
teurs (section 5) sur une propriété de base. Puis nous étudierons la forme finale des propriétés
élémentaires « Ci de X est f! m" Pik », c’est-à-dire celle comportant un opérateur flou et un
modificateur (section 6). Nous examinerons ensuite des méthodes pour construire automati-
quement les propriétés de base en fonction de critères standard (section 7). Enfin, nous étudie-
rons le cas des propriétés élémentaires paramétrées (section 8).
2. Les modificateurs retenus
Dans la propriété élémentaire « Ci de X est m! Pik », le modificateur ou opérateur de modi-
fication, porte sur la sémantique de la propriété de base. En effet, dire « Le cube est assez
grand » et « Le cube est très grand » change l’idée de taille qu’on a du cube. La seconde as-
sertion, fait référence à une plage de tailles plus importantes que la première.
Les modificateurs possibles étant très nombreux, nous avons restreint notre choix à un en-
semble de P modificateurs, noté MP = {m!  #  ! $ [1..P]}, pour lesquels existe la relation
d’ordre total suivante : m! % m" & ! % ". MP comporte un modificateur particulier noté
« normalement » ou « Ø ». C’est l’opérateur par défaut appelé aussi modificateur vide. Ainsi,
un énoncé de la forme « x est Pik » est équivalent à l’énoncé d’une propriété élémentaire « x
est Ø Pik » ou « x est normalement Pik ». Il est donc implicite dans l’énoncé « x est impor-
tant ». Nous avons arbitrairement utilisé l’ensemble suivant : M7={extrêmement peu, très peu,
assez peu, normalement, assez, très, extrêmement}.
Remarque : Pour les modificateurs comme pour les autres opérateurs, les termes sont choi-
sis arbitrairement. Le formalisme que nous proposons n’est pas dépendant de ces choix et ne
peut que bénéficier d’une éventuelle étude linguistique sur ce sujet. Les modifications ne se-
raient que mineures et très faciles à effectuer (changement des termes et éventuellement des
coefficients). L’important pour ce formalisme est le principe et la forme des fonctions
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d’application des opérateurs. Les termes, la valeur des coefficients et des constantes des fonc-
tions présentées sont choisis parce qu’ils sont intuitivement corrects et qu’ils donnent des ré-
sultats satisfaisants.
3. Caractérisation d’une propriété élémentaire
3.1. Représentation des propriétés de base
Dans tout ce qui suit, nous supposerons toutes les propriétés modifiables (définition I.2.8).
Une propriété de base est donc représentée par un sous-ensemble flou compact du domaine.
Pour faciliter le traitement, la fonction d’appartenance µPik d’une propriété de base modifiable
Pik d’un concept Ci définie sur un domaine Di ([Bm, BM]u) est une fonction L-R (Figure 13), à
support compact, définie par <!, a, b, "> et deux fonctions L et R ([DuP80a], [Bou93],
[Ton95] et Annexe 2) telle que (Définition I.1.8) :
µPik : Di ' [0,1]
d ' µPik(d) = µ<!ik, aik, bik, "ik>, Lik, Rik(d)
Pik est donc définie par {[Bm,BM]u, µPik} ou, dans notre cas, par {[Bm,BM]u,
<!ik, aik, bik, "ik>, Lik, Rik}. « m! Pik » est représentée par un ensemble flou dont la fonction
d’appartenance sera celle de la propriété de base modifiée par l’opérateur de modification.
Pour nous, la sémantique d’une propriété concerne les valeurs du domaine qu’elle recou-
vre, la forme de la fonction d’appartenance qui lui est associée et son comportement vis-à-vis









Figure 13. Une fonction d’appartenance < !, a, b, " > LR
Exemple : Étant donné le concept « nombre d’intersections », l’application des modifica-
teurs à la propriété de base « important » donne les sous-ensembles flous rassemblés dans la
Figure 14.




Extrêmement peu Très peu Assez peu
Ø
Assez Très Extrêmement
Figure 14. Modificateurs de la propriété de base « important »
Remarque : Dans cette figure, on peut noter un espace entre « très important » (resp. « très
peu important ») et « extrêmement important » (resp. « extrêmement peu important »). Ceci
rend compte du fait que « très très important » (resp. « très très peu important ») se place entre
les deux. Cette propriété élémentaire est construite par application du modificateur « très » sur
la propriété élémentaire « très important » (resp. « très peu important ») (Cf. §5).
4. Traitement d’une propriété élémentaire
Étant donné l’énoncé « x est m! Pik », la solution retenue consiste à déterminer de façon
simple et systématique la fonction d’appartenance de la propriété m! Pik en fonction de celle
de Pik par une opération simple de translation et de contraction (ou dilatation suivant les con-
ditions). Deux notions doivent alors être précisées, à savoir :
1. la direction de la translation ;
2. l’amplitude de la modification qui va dépendre : de l’amplitude de la translation et de
l’amplitude de la contraction.
4.1. Propriétés d’un opérateur
Avant de détailler l’application d’un modificateur, nous posons deux définitions concer-
nant, pour un ensemble donné d’opérateurs, les caractéristiques d’un opérateur par rapport aux
autres.
Définition I.3.1 : La distance (ou éloignement) d! " d’un opérateur o! par rapport à
l’opérateur o" dans un ensemble d’opérateurs E est définie par : d!" = #! - "#.
Définition I.3.2 : Deux opérateurs o! et o" sont symétriques par rapport à l’opérateur o(
dans un ensemble d’opérateurs E si (! = " = () ou (! ) " et d!( = d"().
4.2. Direction de la translation
La direction de la translation dépend du signe de la propriété (comportement de la fonction
d’appartenance face aux modificateurs) et du signe du modificateur (sa place dans MP).
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Définition I.3.3 : Le signe de Pik (+1, -1 ou 0) est celui de la direction suivie par les fonc-
tions d’appartenance de m! Pik où m! $ MP et ! allant de 1 à P par rapport à la variable du
domaine.
Définition I.3.4 : Une propriété Pik est dite positive si son signe est +1. Elle est dite néga-
tive si son signe est -1 et neutre si le signe est 0.
Exemple : Pour le concept concernant la longueur de la configuration, nous avons :
« important » * +1 (positive), « faible » * -1 (négative) et « moyen » * 0 (neutre).
Définition I.3.5 : Le signe d’un modificateur m!, noté signe(m!), est défini dans MP
comme-suit : signe(ma) = 0 si ma = Ø, signe(m!) = +1 si ! > a et signe(m!) = -1 si ! < a.
Définition I.3.6 : On peut maintenant définir la direction de translation d’une propriété
m! Pik par rapport à Pik, notée Direction(Pik) et calculée selon les règles classiques de
l’arithmétique : Direction(m! Pik) = signe(m!) * signe(Pik) $ {-1, 0, +1}.
Exemples :
• « x est très important » : Direction(très important) = signe(très) * signe(important)
= +1 * +1 = +1 ;
• « x est très faible » : Direction(très faible) = signe(très) * signe(faible) = +1 * -1 = -1.
Remarques :
• Le signe de la propriété élémentaire est celui de la direction de translation. Autrement
dit, le signe de « très important » est +1.
• Ces définitions sont fidèles aux travaux linguistiques sur les catégories sémantiques pré-
sentées au chapitre I.1.
4.3. Amplitude de la modification
Après la direction de la modification, nous allons déterminer l’amplitude de la modifica-
tion de la propriété élémentaire m! Pik par rapport à Pik. Elle comprend une amplitude de
translation et une amplitude de contraction ou de dilatation. Ces modificateurs dépendent
d’une caractéristique du concept (plutôt des propriétés qui sont associées) que nous nomme-
rons la symétrie linguistique.
4.3.1 Symétrie linguistique
Définition I.3.7 : La symétrie linguistique d’une propriété est déterminée par son compor-
tement vis à vis de l’application de deux modificateurs symétriques par rapport à « Ø » dans
MP.
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Il existe deux symétries linguistiques pour une propriété :
• la symétrie (comme la propriété du concept de placement « à gauche », Figure 15a) ;
• l’asymétrie (comme la propriété du concept de taille « grand », Figure 15b).
Très à gauche






Figure 15. Symétrie et asymétrie des propriétés
Définition I.3.8 : Une propriété symétrique (Figure 16) est une propriété dont les amplitu-
des de contraction et de translation sont identiques pour deux modificateurs dont la position








Figure 16. Modificateurs appliqués de la propriété de base symétrique « faible »
Définition I.3.9 : Une propriété asymétrique (Figure 17) est une propriété dont les ampli-
tudes de contraction et de translation ne sont pas identiques pour deux modificateurs dont la





Figure 17. Modificateurs de la propriété de base asymétrique « faible »
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Remarques :
• En particulier, pour celui placé avant le modificateur vide, on opère une dilatation. De
plus, la translation est beaucoup plus importante que pour celui placé après (Cf. Figure
17).
• [DeP96a] propose seulement des solutions symétriques alors que [DeP97b] propose des
solutions asymétriques. En fait, nous venons de montrer qu’il est possible de rencontrer
les deux situations. Notons qu’ici, et contrairement à [DeP97b], l’asymétrie est due à la
sémantique de la propriété utilisée et non aux modificateurs.
4.3.2 Détermination des amplitudes
Définition I.3.10 : L’amplitude de translation de la propriété élémentaire m! Pik par rap-
port à Pik vaut 0 pour m! = mø = Ø et croît avec la distance d!ø de m! par rapport à Ø dans MP.
Sa valeur dépend aussi de la sémantique de la propriété Pik (en particulier de sa symétrie).
Définition I.3.11 : L’amplitude de la contraction ou de la dilatation de la propriété élé-
mentaire m! Pik par rapport à Pik est nulle pour m! = mø = Ø et croît en fonction de la distance
d!ø de m! par rapport à Ø dans MP. Lorsque la propriété est symétrique, il y a contraction. Par
contre, quand elle est asymétrique, il y a dilatation d’un côté et contraction de l’autre. De plus,
cette amplitude est proportionnelle à la taille du support de Pik.
Remarques :
• En général, la dilatation a lieu pour les modificateurs m! négatifs et la contraction pour
les positifs.
• Contrairement à [Chau94b] pour qui les propriétés neutres ne subissent aucune modifi-
cation de la part des opérateurs, nous considérons qu’elles subissent malgré tout une
contraction. En effet « très moyen » indique des valeurs plus proches de la valeur cen-
trale que « moyen » si, bien sûr, cette dernière est considérée comme modifiable.
4.4. Bilan sur le traitement d’une propriété élémentaire
Nous avons vu que le modificateur m! et la propriété de base Pik interviennent aussi bien
dans la direction de translation que dans l’amplitude de la modification. Afin de représenter
ces participations, nous avons introduit un coefficient de modification, un coefficient de
translation élémentaire et un coefficient d’asymétrie.
Définition I.3.12 : Le coefficient de modification k! d’un modificateur m! est un entier re-
latif tel que : signe(k!) = signe(m!), k!=0 pour m!=Ø et #k!# est proportionnelle de la dis-
tance d!ø de m! par rapport à Ø dans MP.
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En pratique, pour M7={extrêmement peu, très peu, assez peu, Ø, assez, très, extrêmement},
nous avons choisi K(M7) ={-6, -2, -1, 0, 1, 2, 6}. Ces valeurs semblent assez conformes aux
sémantiques relatives des différents modificateurs (définitions I.3.5, I.3.10, I.3.11 et I.3.12).
Elles permettent une distribution satisfaisante des propriétés m! Pik sur le domaine.
Définition I.3.13 : Le coefficient de translation élémentaire +ik d’une propriété Pik est un
réel tel que : signe(+ik) = signe(Pik), +ik=0 pour une propriété neutre et #+ik#est liée à la séman-
tique de la propriété.
Définition I.3.14 : Le coefficient d’asymétrie linguistique ,ik d’une propriété Pik est un réel
tel que :
• ,ik = 0 si la propriété est symétrique ;
• ,ik ) 0 si la propriété est asymétrique avec signe(,ik) indiquant la direction sur laquelle
s’applique ce coefficient par rapport au signe de la propriété de base ;
• #,ik#est liée à la sémantique de la propriété.
Ce coefficient d’asymétrie linguistique s’applique avec le coefficient de modification seu-
lement lorsqu’il est différent de 0.
Concernant les valeurs #+ik# et #,ik#, l’annexe 3 propose des règles pour aider à leur dé-
termination en fonction des caractéristiques attendues de la propriété et un exemple de calcul
pour quelques cas de propriétés de base.
Sachant que Pik = {Di, <!ik,aik,bik,"ik>, Lik, Rik, +ik, ,ik}, pour « x est m! Pik », on a :
• la direction de translation : signe(k!) * signe(+ik) (définition I.3.6) ;
• l’amplitude de translation : #k!*,ik*+ik# ou #k!*+ik#(définition I.3.10) ;
• l’amplitude de la contraction : #k!#* (bik-aik)*10% sur le noyau et#k!#*10% sur la par-
tie floue (définition I.3.11) ;
• l’amplitude de la dilatation : ,ik*k!*(bik-aik)*10% sur le noyau et ,ik*k!*10% sur la partie
floue (définition I.3.11).
Remarque  : Nous appelons partie floue de Pik l’ensemble défini à partir du noyau et du
support telle que PartieFloue(Pik)=Support(Pik)-Noyau(Pik) soit {d $ Di : 0 < µPik(d) < 1}.
Nous avons donc : m! Pik = {[Bm,BM]u, <!’ik, a’ik, b’ik, "’ik>, Lik, Rik, +ik, ,ik} Avec :
si (+ik ) 0) et (,ik ) 0) et (Signe(k!) = Signe(,ik)){fortes translation et dilatation} alors
sinon
{translation classique et contraction }
!’ik = !ik*(1 + ,ik*k! * 10%) ;
"’ik = "ik*(1 + ,ik*k! * 10%) ;
a’ik = aik + k!*#,ik#*+ik - ,ik k! *10%( bik - aik)/2 ;
b’ik = bik + k!*#,ik#*+ik + ,ik k! *10%( bik - aik)/2 ;
!’ik = !ik * (1 - #k!#* 10%) ;
"’ik = "ik * (1 - #k!#* 10%) ;
a’ik = aik + k!*+ik + #k!# *10%( bik - aik)/2 ;
b’ik = bik + k!*+ik - #k!# *10%( bik - aik)/2 ;
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Remarques :
• Sur l’ensemble des exemples traités, cette transformation rend compte de façon satisfai-
sante de la modification d’une propriété positive (« très important ») ou négative (Figure
18 : « très faible ») par une translation, de l’asymétrie linguistique des propriétés. Il
traite aussi l’application d’un modificateur sur une propriété neutre comme « très
moyen » où seule la contraction est présente.
• Le coefficient de 10% utilisé pour ces transformations a été choisi intuitivement en





Figure 18. Application du modificateur « très » à la propriété de base « faible »
Exemple : La Figure 19 montre deux solutions possibles lorsqu’on applique successive-
ment les descriptions suivantes :
(a) « Le nombre de verticales est faible » ;
(b) « La longueur de recouvrement est très importante » (alors que nous constatons qu’en (a)
elle est « extrêmement importante ») + « Le nombre de verticales est faible ».
a)  b)
Figure 19. Scènes vérifiant d’abord une (a) puis deux (b) propriétés élémentaires demandées par l’utilisateur
Rappels ([Paj94]) : Le degré de recouvrement en un point d’une ligne de projection est
« égal au nombre de segments pour lesquels le point est inclus dans la projection ». La lon-
gueur de recouvrement est « le nombre de degrés de recouvrement supérieurs ou égaux à 1 ».
5. Composition de modificateurs sur une propriété de base
L’application d’un modificateur m! sur une propriété modifiable Pik donne une propriété
modifiable m! Pik. Il est donc possible d’employer à nouveau un modificateur m". Il suffit de
postuler l’équivalence suivante : « x est m" m! Pik » & « x est m" (m! Pik) ». On peut donc
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construire des descriptions comme : « La longueur de la configuration est très très impor-
tante », « La scène est très très peu remplie »… En pratique, les possibilités d’applications
successives de modificateurs sur une propriété élémentaire sont assez restreintes dans la lan-
gue française. Nous proposons donc les quatre règles suivantes :
1. Seuls les opérateurs « très » et Ø peuvent être répétés plusieurs fois dans un énoncé ;
2. « très » porte sur une propriété de dernier modificateur « Ø », « très » ou « très peu » ;
3. On peut appliquer n’importe quel modificateur sur la propriété élémentaire Ø Pik ;
4. « très » est le seul modificateur s’appliquant à une propriété élémentaire autre que Ø Pik.
Remarques :
• Pour appliquer un modificateur sur une propriété de base, il est nécessaire de connaître
le signe de cette propriété. Lorsque la propriété de base est une propriété élémentaire
(composition de modificateurs), quel sera le signe de cette propriété ? Le signe de m!
Pik sera celui de la direction de translation. Afin de garder le formalisme cohérent, il
convient alors de remplacer +ik par +’ik dans la formule de m! Pik du paragraphe précé-
dent, ce qui donne : +’ik = signe(k!)*+ik.
• En pratique, la seule répétition possible est « très très ». Il est donc envisageable
d’intégrer « très très » et « très très peu » dans la liste des modificateurs possibles en
leur attribuant respectivement les coefficients 4 et -4. Ainsi, il n’est pas nécessaire de
gérer les répétitions. Nous avons alors : M9={extrêmement peu, très très peu, très peu,
assez peu, normalement, assez, très, très très, extrêmement} et K(M9) ={-6, -4, -2, -1, 0,
1, 2, 4, 6} (Figure 20).
Figure 20. Ensemble des modificateurs (y compris « très très » et « très très peu »)
6. Opérateurs flous sur une propriété
Il s’agit de gérer des opérateurs augmentant la précision ou l’imprécision d’une propriété
élémentaire. Le locuteur utilise alors un énoncé de la forme « Ci de x est f! m" Pik » où f! est
un opérateur flou (cf. définition I.2.2). Pour traiter un tel énoncé, il suffit de postuler
l’équivalence suivante : « x est f! m" Pik » & « x est f! (m" Pik) ». Nous allons nous intéresser
à l’application de cet opérateur flou sur la propriété élémentaire « m" Pik ».
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6.1. Les opérateurs flous retenus
Les opérateurs flous possibles étant très nombreux, nous avons restreint notre choix à un
ensemble noté FQ={f! # ! $  [1..Q]} muni de la relation d’ordre total : f!  % f" & !  %  " . FQ
comporte un opérateur par défaut noté « Øf ». Nous avons choisi l’ensemble F6={précisément,
vraiment, Øf, approximativement, plus ou moins, vaguement}. Par exemple, pour le concept
« nombre d’intersections », l’application des opérateurs flous à la propriété de base








Figure 21. Opérateurs flous appliqués à la propriété élémentaire « Ø important(e) »
6.2. Traitement d’un opérateur flou sur une propriété élémentaire
Étant donné l’énoncé « x est f! m" Pik », la solution retenue consiste à déterminer de façon
simple et systématique la fonction d’appartenance de la propriété « f! m" Pik » en fonction de
celle de m" Pik par une opération simple de contraction ou de dilatation (Cf. Figure 21).
Remarque : Les opérateurs flous sont issus des opérateurs de contraction et de dilatation
classiques en logique floue. Cependant, contrairement à la définition des modificateurs choi-
sie par d’autres auteurs, dans notre approche la modification s’effectue non seulement sur la
partie floue mais aussi sur le noyau. Ils ne dépendent pas de la sémantique de la propriété Pik
sur laquelle ils portent, c’est-à-dire de +ik, de son signe ou de sa place et de sa forme dans le
domaine.
6.2.1 Contraction ou dilatation
Définition I.3.15 : L’ordre d’un opérateur flou f!, noté ordre(f!), est défini dans Fq comme
suit : ordre(fa) = 0 si fa = Øf, ordre(f!) = +1 si ! > a et ordre(f!) = -1 si ! < a.
Donc, si ordre(f!) = +1, il y a dilatation, et si ordre(f!) = -1, il y a contraction. Si ordre(f!)
est nul, la propriété élémentaire reste inchangée.
6.2.2 Amplitude de la modification
Définition I.3.16 : L’amplitude de la modification d’une propriété élémentaire m" Pik par
un opérateur flou f! vaut 1 pour f! = Øf et croît avec la distance d!ø de f! par rapport à Øf dans
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FQ. Il y a contraction lorsque l’opérateur se trouve avant Øf et dilatation lorsqu’il se trouve
après.
6.2.3 Bilan sur l’application d’un opérateur flou
Un opérateur flou contracte ou dilate la fonction d’appartenance de la propriété élémen-
taire. Afin de représenter cette action de modification, nous avons introduit un coefficient de
flou.
Définition I.3.17 : Le coefficient de flou j! associé à un opérateur flou f! est un réel tel
que : j! = 1 si ordre(f!) = 0, j! > 1 si ordre(f!) = +1 et 0 < j!  < 1 si ordre(f!) = -1. De plus,
j!ordre(f!) est proportionnel à la distance d!ø de f! par rapport à Øf dans FQ.
En pratique, pour F6={précisément, vraiment, Øf, approximativement, plus ou moins, va-
guement}, nous avons choisi J(F6)= {41, 21, 1, 2-1, 4-1, 6-1}. Ces valeurs semblent assez con-
formes aux sémantiques relatives des différents modificateurs (définitions I.3.15, I.3.16 et
I.3.17). Elles permettent une distribution satisfaisante des propriétés f! m" Pik par rapport à m"
Pik.
La propriété élémentaire m" Pik étant définie par {Di, <!ik, aik, bik, "ik>, Lik, Rik, +ik},
l’application d’un opérateur flou f! sur cette propriété permet d’obtenir un énoncé « x est f!
m" Pik » qui a pour fonction d’appartenance :
f! m" Pik = {[Bm,BM]u, <!’ik, a’ik, b’ik, "’ik>, L’ik, R’ik, +ik}
Avec :
L’ik = Likj! ; R’ik = Rikj! ;
!’ik =!ik * (1 - j! * 10%) si j! > 1,
!ik * (1 + 1/j! * 10%) si 0 < j! < 1,
!ik si j! = 1 ;
a’ik = aik + ( bik - aik) * j! * 10% si j! > 1,
aik - ( bik - aik) * 1/j! * 10% si 0 < j! < 1,
aik si j! = 1 ;
"’ik ="ik * (1 - j! * 10%) si j! > 1,
"ik* (1 + 1/j! * 10%) si 0 < j! < 1,
"ik si j! = 1 ;
b’ik = bik - ( bik - aik) * j! * 10% si j! > 1,
bik + ( bik - aik) * 1/j! * 10% si 0 < j! < 1,
bik si j! = 1.
Remarques :
• Le coefficient de 10% utilisé pour ces transformations a été choisi intuitivement en
fonction des résultats obtenus.
• Sur l’ensemble des exemples traités, cette transformation rend compte de façon satisfai-
sante de la modification d’une propriété à l’aide d’un opérateur flou. Par exemple,
l’application successive du modificateur « assez » et de l’opérateur flou « plus ou
moins » sur la propriété de base « important » donne la transformation proposée par la
Figure 22.




plus ou moins assez important
normalement important
Figure 22. Application de l’opérateur « plus ou moins » à la propriété élémentaire « assez important »
Exemple : A l’aide des propriétés suivantes, on obtient des scènes plausibles du type de
celles présentées dans la Figure 23 :
a) « La longueur de recouvrement est très importante. Le nombre de verticales est faible.
La proportion de segments parallèles est vraiment faible » ;
b) « Le degré moyen de recouvrement est plus ou moins assez important » + a).
a) b)
Figure 23. Scènes vérifiant des propriétés élémentaires avec des opérateurs flous
Remarques :
• Il est évident que le nombre de combinaisons d’opérateurs et de modificateurs peut être
élevé et que certaines ne sont pas pertinentes dans le langage naturel. Ce point n’est pas
abordé dans le cadre de ce travail. Nous pouvons cependant noter que les combinaisons
retenues se limitent à deux termes linguistiques, restriction en accord avec les linguistes
pour qui l’homme ne maîtrise assez bien que ce cas maximal. De plus les « ø »,
« øø »… sont ramenés au mot vide. Ces limitations pratiques réduisent déjà énormément
le nombre de combinaisons possibles.
• Le concepteur d’un modeleur déclaratif peut modifier les valeurs des différents coeffi-
cients selon les critères du domaine d’application. Par contre, l’utilisateur n’en a pas
conscience. Nous verrons en conclusion de ce document qu’un module d’apprentissage
permettra d’apprendre leur sens et de les adapter à son langage personnel. Pour ajuster
ces coefficients, ce module utilise principalement la description et les commentaires de
l’utilisateur vis-à-vis des solutions proposées. Ainsi, les effets des opérateurs s’adaptent
aux attentes de l’utilisateur tout au long des utilisations successives du modeleur.
• Les transformations effectuées sur « moyen » par les opérateurs « très » et « vraiment »
sont similaires. La différence se situe dans les fonctions L et R de la propriété élémen-
taire obtenue. Contrairement à l’opérateur flou, le modificateur ne les change pas.
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• Lorsqu’on applique un modificateur sur une fonction d’appartenance d’une propriété
modifiable, il change la forme de la courbe de la fonction par une translation et une
contraction/dilatation. Si la courbe de départ est “collée” à une borne du domaine et que
la translation se fait vers la borne opposée, la forme de la courbe obtenue n’est pas tri-
viale. Plusieurs politiques sont envisageables ([Des95b]). Cependant, le plus simple est
de définir la fonction même en dehors du domaine. Elle est alors utilisée comme les au-
tres, il n’y a pas de traitement spécifique.
7. Construction automatique des propriétés de base d’un concept
L’objectif est de proposer des méthodes de calcul automatique des propriétés de base d’un
concept (Figure 24) permettant d’obtenir un premier ensemble. Si les coefficients proposés ne
conviennent pas, le concepteur pourra éventuellement les ajuster en fonction des caractéristi-
ques du concept dans le domaine d’application. Nous supposerons par la suite que les valeurs
du domaine sont des valeurs numériques (sachant que, dans notre étude, on peut toujours s’y
rapporter). Plus précisément, il s’agit de déterminer les fonctions d’appartenance des proprié-
tés de base ainsi que les coefficients de translation élémentaire et d’asymétrie. Les calculs, les
hypothèses et les critères de construction sont détaillés en Annexe 3. Les résultats en sont les
coefficients figurant dans les tableaux qui suivent. Dans la pratique, ils permettent d’obtenir




Figure 24. Propriétés de base d’un concept.
Soit [Bm,BM]u le domaine, on a alors - la taille du domaine telle que - = BM-Bm. Soit M
une valeur de ce domaine. On a alors : -’=./0m et -’’=0./.. Le Tableau 1 propose une
première définition des propriétés. La propriété « moyen » est centrée dans le domaine.
Tableau 1. Définition automatique des fonctions d’appartenance
nom ! a b " +ik ,ik
faible 20% * - Bm + 23% * - Bm + 28% * - 22% * - -4.25% * - -3
moyen 22% * - Bm + 50% * - Bm + 50% * - 22% * - 0 0
important 22% * - Bm + 72% * - Bm + 77% * - 20% * - 4.25% * - -3
Nous pouvons noter que ces valeurs de coefficient ont permis d’obtenir en particulier les
résultats de la Figure 14 et de la Figure 16 de ce chapitre.
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Lorsqu’on désire paramétrer la valeur M sur laquelle sera centrée « moyen », nous avons
alors les propriétés décrites dans le Tableau 2.
Tableau 2. Définition automatique des fonctions d’appartenance en fonction d’une valeur moyenne
nom ! a b " +ik ,ik
















moyen 44% * -' M M 44% * -'' 0 0
















Remarque : si nous posons -'= -''= -/2, nous obtenons les résultats du Tableau 1.
Parfois, le concept ne comporte qu’une seule propriété qu’on nommera « vérifié ». Nous
obtenons la propriété du Tableau 3 quand cette propriété est centrée sur la valeur M.
Tableau 3. Définition d’une propriété de base unique
nom ! a b " +ik ,ik
Vérifié 20% * - M - 5% * - M + 5% * - 20% * - + ik Min M Bm BM M= ± / /( , )6 6 , ik
Max M Bm BM m








Le signe de ,ik est donné par le Tableau 4 en fonction du domaine et de +ik.
Tableau 4. Détermination de , en fonction de la position de la propriété
-’ < -’’ -’ = -’’ -’ > -’’
+ > 0 , > 1 , = 0 , < 1
+ < 0 , < 1 , = 0 , > 1
Le coefficient de translation élémentaire +ik pour une propriété positive sur la valeur mé-
diane (BM-M = M-Bm = -/2) est de (8.333% * -). Nous obtenons ainsi la Figure 25.
Figure 25. Modificateurs sur la propriété de base « valide », seule propriété de base du concept
Remarques :
• Cette étude est valable pour la définition de toute propriété modifiable.
• Dans certains cas, cette unique fonction peut être définie comme une propriété de base
positive ou négative. Nous retrouvons alors les définitions et les coefficients présentés
au Tableau 2. Dans ce cas, la propriété sera alors forcément linguistiquement asymétri-
que afin de parcourir tout le domaine. La Figure 26 illustre ce cas.
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Figure 26. Modificateurs sur « valide » comme « faible »
Dans certaines situations, le concepteur veut pouvoir construire un concept comportant
trois propriétés de base telles que chacune des propriétés signées soit définie uniquement sur
son demi-domaine. Elles sont donc totalement disjointes des autres (par exemple le concept de
placement avec les propriétés « à gauche » et « à droite » comme le souligne la Figure 15 du
paragraphe 4.2.1). Ces propriétés peuvent être définies comme la propriété que nous venons
de spécifier au paragraphe précédent en remplaçant [Bm,BM]u par [Bm, M]u pour « faible » et
[M, BM]u pour « important » (M étant la valeur médiane). Nous aurons alors : +ik =8.333%*-'
avec -' = -/2. Notons qu’il sera nécessaire d’ajouter un filtre afin que les propriétés construites
à partir de « extrêmement peu » n’empiètent pas sur l’autre demi-domaine. Pour cela, il suffit
d’ajouter un test à la fin de la fonction de modification tel que si la valeur n’appartient pas au
domaine de validité de la propriété de base ([Bm, M]u pour « faible » et [M, BM]u pour
« important ») alors elle n’appartient à aucune propriété issue de celle-ci.
Figure 27. Domaine à base de « valides »
Figure 28. Application des modificateurs sur "faible"
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8. Cas particulier des propriétés élémentaires paramétrées
Nous allons nous intéresser ici au cas des propriétés paramétrées (définition I.2.4). Plus
précisément, nous étudierons le traitement des deux classes de propriétés de ce type : les in-
tervalles et les propriétés de comparaison élémentaires.
8.1. Les intervalles
Une propriété élémentaire paramétrée de la classe intervalle (définition I.2.5) est un énoncé
de la forme : « Ci de X est f! entre U et V » où U et V sont deux valeurs de Di, domaine du
concept Ci.
Une propriété élémentaire Pik d’un concept Ci est caractérisée par une fonction
d’appartenance LR, un coefficient de translation élémentaire +ik et un coefficient d’asymétrie
linguistique et s’écrit : {[Bm, BM]u, <!ik, aik, bik, "ik>, Lik, Rik, +ik, ,ik }. Une propriété élémen-
taire paramétrée Ppi est, elle aussi, caractérisée par une fonction d’appartenance LR. La diffi-
culté est de déterminer les paramètres de cette fonction. Quatre solutions sont envisageables
(Figure 29) avec Ppi = « Entre U et V » = <!,U, V, "> :
• intervalle classique [U, V] qui s’écrit aussi <0, U, V, 0> (Figure 29a) ;
• intervalle flou <!,U, V, "> (Figure 29b) ;
• intervalle flou <!,U+!, V-", "> (Figure 29c) ;



















Figure 29. Différentes caractérisations possibles de « Entre U et V »
Cependant, lorsqu’un locuteur propose une propriété paramétrée, il s’attend souvent à ce
que toute valeur entre les bornes énoncées vérifie totalement la propriété. Par conséquent, les
deux dernières solutions ne sont pas à retenir dans ce cas. Il reste donc deux manières de re-
présenter une propriété paramétrée : l’intervalle classique ou l’intervalle flou (Figure 29a,
Figure 29b).
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Remarque : En logique floue, la propriété « au moins de V » (resp. « au plus de V ») est
souvent représentée par un intervalle flou défini par une fonction vérifiant : <!, V, +2,0>
(resp. <0, -2, V ,">). Cependant, il reste toujours à déterminer une bonne valeur pour !
(resp. ").
8.1.1 La propriété paramétrée comme un intervalle flou
D’un point de vue pratique, la seconde solution (Figure 29b) est intéressante car les opéra-
teurs flous habituels sont utilisables (ce qui n’est pas le cas lorsqu’on utilise l’intervalle clas-
sique). Cependant, il reste à déterminer les valeurs de ! et ".
Avec les formules d’application des opérateurs flous (§7.3.7), nous constatons que pour les
opérateurs les plus faibles, la contraction ou la dilatation sur ! et " est de 20% (j! = 2 ou 1/2).
Or lorsque le locuteur énonce la propriété suivante « X est vraiment entre 2 et 3 » (et plus
généralement pour tous les opérateurs provoquant une contraction), il s’attend à n’obtenir que
des solutions strictement entre ces bornes. Par conséquent, nous proposons de déterminer !
et " tels que : Supp(« X est vraiment entre U et V ») 3 [U, V] avec « Supp(A) » le support de
la fonction d’appartenance de A (Annexe 1). Nous en déduisons que : ! =" = j(b-a)/(10-j).
D’où, comme j= jvraiment = 2, nous aurons ! = " % (b-a)/4. Par exemple, « entre 2 et 4 » serait
représentée par la fonction LR <.5, 2, 4,.5 > (Figure 30). Il nous reste le problème de détermi-
ner les fonctions L et R de la fonction d’appartenance. Logiquement, lorsqu’on énonce une
propriété paramétrée telle que « entre 2 et 3 », on s’attend à trouver les plus forts degrés (en
dehors de ceux entre les deux valeurs) vraiment très proches des bornes. Par conséquent, la
fonction la mieux adaptée, aussi bien pour L que pour R, est une fonction tendue comme
L3-R3 (voir Annexe 2 et Figure 30).














entre 2 et 4 vraiment entre 2 et 4
Figure 30. Fonctions d’appartenance pour « entre 2 et 4 » et « vraiment entre 2 et 4 »
Ainsi, il est possible d’appliquer aussi bien des opérateurs de contraction que des opéra-
teurs de dilatation comme « plus ou moins »… Par exemple, l’énoncé « X est plus ou moins
entre 2 et 4 » se traite de façon classique.
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Éventuellement, si pour un concept spécifique la propriété paramétrée doit être imprécise
mais pas floue, nous pouvons imaginer un opérateur spécifique permettant de la transformer
en intervalle classique. Par exemple, nous pouvons choisir « strictement » pour jouer ce rôle.
Ainsi, « strictement entre 2 et 4 » sera représenté par [2,4].
Il reste encore un autre problème à gérer : la propriété précise. En effet, comment repré-
senter « de 2 » ? Nous avons vu que l’énoncé « x est de U » est équivalent à « x est entre U et
U ». Si on garde la méthode de représentation que nous avons présentée dans ce paragraphe,
cet énoncé sera représenté par <0, 2, 2, 0>. Cela ne pose pas de problème pour l’application
des opérateurs contractants (« vraiment » et « précisément ») car l’énoncé normal ne peut pas
être plus précis. Cependant, l’énoncé « X est approximativement de 2 » ne peut pas être traité
convenablement puisqu’il donnera toujours <0, 2, 2, 0>. Il est donc nécessaire d’effectuer un
traitement spécifique pour un énoncé précis. L’objectif est de déterminer ! et " sans autres
informations sur la propriété.
Dans le cas où le domaine associé au concept est borné (cas le plus courant) par [Bm,
BM]u, nous pouvons imaginer par exemple que : ! = " = p%*(BM-Bm) avec p égal à 1 ou 10
(mais cela reste à déterminer). Plus généralement, connaissant uniquement Bm (resp. BM)
nous avons au moins : ! = p%*(U-Bm) (resp. " = p%*(BM-U)). Enfin, une autre solution est
possible quand le domaine est discret, c’est-à-dire possède une unité notée u. Nous avons
alors : ! = " = u. Notons que ces deux solutions ne sont pas exclusives. Nous pourrions avoir
par exemple : ! = " = Max(u, p%*(BM-Bm)).
Par contre, si aucune de ces situations n’est possible, il n’y a pas de solutions calculables. Il
est cependant possible de se baser sur des raisonnements « inverses » en se posant la question
suivante : ayant une idée de la forme de « plus ou moins de X », en appliquant la fonction
inverse de l’opérateur « plus ou moins », est on capable d’en déduire la forme de « de X » ?
Connaissant l’opérateur utilisé, cette fonction est facile à déterminer pour une propriété de la
classe intervalle « entre U et V » (et l’est encore plus pour une propriété « de V » car elle sup-
pose a’=b’=a=b). De plus, inverser la fonction d’application d’un opérateur flou (de la forme 
!’=k!, "’=k", a’=a-l(b-a), b’=b+l(b-a) avec k et l deux constantes déterminées à partir de
l’opérateur utilisé) ne pose pas de problèmes particuliers. Cependant, dans les conditions où le
domaine n’est que partiellement borné et ne possède pas d’unité, l’énoncé
« approximativement de X » n’a pas réellement de sens (« La distance de la planète est
d’approximativement 2 années lumière » ne donne pas d’idées sur les bornes autorisées, car
les bornes de l’univers ne sont pas connues). Il est donc envisageable de considérer l’énoncé
« approximativement de U » comme ambigu. Plutôt que d’essayer de calculer arbitrairement
une valeur floue, il faut alors demander à l’utilisateur de préciser sa pensée en lui proposant
de fournir plutôt un énoncé de la forme « Ø entre U et V ».
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8.1.2 La propriété paramétrée comme un intervalle classique
Avec cette vision des choses, plutôt que de faire un traitement spécifique pour les énoncés
précis, nous proposons d’étendre cela à toutes les propriétés paramétrées. L’énoncé « entre U
et V » est alors un intervalle classique représenté par <0, U, V, 0> (ou [U, V]). L’objectif est
de concevoir une fonction d’application des opérateurs flous spécifique pour cette catégorie
d’énoncés (Figure 31). Une solution découle directement de celle proposée au paragraphe
précédent. Avant d’appliquer effectivement l’opérateur, il suffit de calculer ! et " « virtuels »
selon la formule proposée (! = " = (b-a)/4). Une autre solution est de déterminer ! et " en
fonction de la modification de l'intervalle du noyau. En effet, la fonction habituelle effectue
aussi une réduction ou une dilatation du noyau de la fonction. Par conséquent, nous pouvons
















Figure 31. Opérateurs flous sur un intervalle classique
Notons cependant que ces méthodes ne sont pas non plus utilisables sur les valeurs préci-
ses. En effet, comme le noyau est réduit à une valeur, selon les formules, il ne sera pas modi-
fié et (b-a)=0. Il faut donc, là encore, appliquer les techniques présentées au paragraphe pré-
cédent pour déterminer ! et ". Ainsi, quand on applique un opérateur flou, il y a un traitement
pour les propriétés élémentaires et un pour les propriétés paramétrées.
8.2. Les comparaisons élémentaires
Une propriété élémentaire paramétrée de la classe comparaison élémentaire
(définition I.2.6) est un énoncé de la forme : « Ci de X est f! m" supérieur à U » ou « Ci de X
est f! m" inférieur à U » où U est une valeur de Di, domaine du concept Ci. Dans ce cas, il est
possible d’appliquer aussi bien les modificateurs que les opérateurs flous. La propriété de base
« supérieur à U » (resp. « inférieur à U ») est donc une propriété à laquelle est associé un in-
tervalle flou (propriété modifiable). La difficulté essentielle est de déterminer la fonction
d’appartenance d’une telle propriété de base. Elle sera définie comme les propriétés de base
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classiques (« faible », « important »), en particulier avec un coefficient de translation élémen-
taire dépendant du concept.
Nous pouvons malgré tout décrire un certain nombre de caractéristiques (Figure 32). Le
domaine sur lequel sera définie la propriété de base « supérieur à » (resp. « inférieur à ») sera
[U, BM]u (resp. [Bm, U]u). Nous appellerons ces domaines des pseudo-domaines. D’un point
de vue linguistique, ces propriétés sont asymétriques (,ik ) 0). La translation est de plus en
plus importante au fur et à mesure qu’on s’éloigne de la valeur de référence U, c’est-à-dire
l’application de modificateurs positifs augmente la translation. On en déduit que ,ik > 1 pour
les deux propriétés.
U
inférieur à U supérieur à U
normalement inférieur normalement supérieur1
0
Figure 32. Formes attendues des propriétés issues des propriétés de base « supérieur à » et « inférieur à »
En posant des hypothèses et des contraintes similaires à celles utilisées pour calculer auto-
matiquement les propriétés de base d’un domaine, nous pouvons proposer un calcul automati-
que de ces propriétés paramétrées. Ce calcul, les hypothèses et les critères de construction
sont détaillés en Annexe 3. Les résultats en sont les coefficients figurant dans le tableau qui
suit. Dans la pratique, ils permettent d’obtenir des propriétés de comparaisons élémentaires
satisfaisantes pour la plupart des cas.
Soit Di=[Bm, BM]u le domaine, et D’i=[Bm,U]u et D’’i=[U, BM]u les pseudo-domaines en-
gendrés par la valeur de référence U. On a alors - la taille du domaine telle que - = BM-Bm et
-’ et -’’ les tailles des pseudo-domaines telles que -’ = U-Bm et -’’ = BM-U. Nous proposons
alors de définir les fonctions d’appartenance des propriétés de base comme indiqué dans le
Tableau 5. Ces formules permettent d’obtenir les résultats de la Figure 33.
Tableau 5. Définition automatique des fonctions d’appartenance pour les propriétés de comparaison
élémentaires
nom ! a b " +ik ,ik
supérieur à U 22% * -'' U + 22% * -'' U + 27% * -'' 23% * -'' -4% * -’ 3
inférieur à U 23% * -' Bm + 73% * -' Bm + 78% * -' 22% * -' 4% * -’’ 3
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Figure 33. Modificateurs sur la propriété « inférieur à 75 »
Remarques :
• Le coefficient de translation élémentaire est proportionnel à la taille du pseudo-domaine.
• Comme dans le paragraphe 7, on retrouve le besoin d’ajouter un filtre pour éviter de
« déborder » en appliquant certains opérateurs (en particulier « extrêmement peu »).
Ces nouvelles constructions automatiques permettent de proposer une nouvelle méthode
pour construire les propriétés de base d’un concept en posant : « faible » 4 « inférieur à M » et
« important » 4 « supérieur à M » avec M la valeur moyenne (Figure 34 et Figure 35). Ces
propriétés ont la caractéristique d’être définies chacune sur une moitié du domaine (comme
celles définies au paragraphe 8).
Figure 34. Domaine à base de « supérieur à » et « inférieur à »
Figure 35. Application des modificateurs sur « faible » comme « inférieur à »
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9. Conclusion
Dans ce chapitre, nous avons montré comment formaliser, traiter et manipuler les proprié-
tés élémentaires, paramétrées ou non. Ces propriétés sont construites à partir de propriétés de
base, sous-ensembles flous de l’ensemble des valeurs possibles du concept. Sur ces propriétés
de base, nous avons appliqué deux types d’opérateurs génériques : les modificateurs (ou opé-
rateurs de modification) ajustant la sémantique de la propriété et les opérateurs flous modi-
fiant son imprécision. Nous avons aussi proposé des méthodes pour construire automatique-
ment les propriétés de base et déterminer la valeur des différents coefficients utilisés. Rappe-
lons que les valeurs calculées sont éventuellement à modifier en fonction du concept et du
domaine d’application.
Le modèle présenté semble indépendant du domaine d’application et uniforme quant au
traitement des différentes catégories de propriétés élémentaires (même si les propriétés élé-
mentaires paramétrées demandent parfois un traitement un peu spécifique).
Les propriétés élémentaires présentées ici sont des énoncés à la forme affirmative. Dans le
prochain chapitre, nous étudierons le cas où ils sont à la forme négative.
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 CHAPITRE I.4 : LA NÉGATION D’UNE PROPRIÉTÉ ÉLÉMENTAIRE
1. Introduction
Alors que dans le chapitre précédent nous avions des énoncés affirmatifs, nous allons dé-
sormais nous intéresser à l’interprétation qu’un locuteur souhaite donner à un énoncé comme
« Le nombre d’intersections n’est pas très faible », soit, de façon plus formelle, un énoncé du
type « x n’est pas A » où A est une propriété imprécise ou vague. En effet, au cours d’une
description, le locuteur est parfois amené à donner un énoncé négatif, et ceci pour plusieurs
raisons, notamment :
• par effet de style, sous-entendant une affirmation, pour donner plus de force à sa des-
cription (litote…) ;
• pour souligner une propriété qu’il ne veut surtout pas ;
• par approximation parce qu’il ne maîtrise pas encore suffisamment l’image mentale
qu’il a de la scène…
Pour les linguistes, « ne pas être A » n’équivaut pas, en général, à la propriété logique
« être non-A » qui en termes de sous-ensembles flous est définie à partir de A. Ceci résulte du
fait que la propriété logique « non-A » n’a pas, en général, de traduction dans le langage natu-
rel. Le locuteur veut ainsi traduire le fait qu’un objet satisfait à un certain degré une propriété
P autre que A mais du même domaine. Pour notre locuteur l’exemple initial peut signifier que
« Le nombre d’intersections est moyen » (Figure 36). En d’autres termes, un énoncé de néga-
tion équivaut alors à une affirmation se référant à une autre propriété élémentaire. Cependant,
il arrive que le locuteur se contente de fournir une négation sans arrière-pensée quant à sa si-
gnification. L’énoncé basé sur « …n’est pas… » est alors interprété comme « …est tout
sauf… ». Notre étude étant principalement consacrée aux propriétés élémentaires, l’objectif
visé est donc la recherche de l’énoncé « x est P » considéré par notre locuteur comme impli-
citement équivalent à l’énoncé « x n’est pas A ».
très faible non - très faible
moyen
Figure 36. Interprétations possibles de « x n’est pas très faible »
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Nous allons donc dans un premier temps rappeler ce qu’est la négation logique (section 2)
puis, après avoir présenté la notion d’interprétation linguistique d’une propriété (section 3),
nous introduirons la négation linguistique (section 4). Dans le cadre du flou, plusieurs études
ont déjà abordé ce problème particulier dans un contexte plus formel ([Tor96] et [Pac97]).
L’approche plus pragmatique présentée ici et dans [DeP97a], [PaD97a], [PaD97b] et
[DeP97b] s’en différencie en ce sens qu’elle reste placée dans le formalisme envisagé. En-
suite, nous étudierons une première stratégie de choix d’une négation plausible à l’aide de
travaux linguistiques basés, en particulier, sur la notion de marquage (section 5). Puis nous
présenterons notre méthode basée sur la notion de similarité (section 6). Enfin, nous étudie-
rons le problème particulier de la négation des propriétés paramétrées (section 7).
2. La négation logique d’une propriété élémentaire
Définition I.4.1 : La négation logique d’un énoncé du type « x est A », où A est une pro-
priété élémentaire, est l’énoncé « x est non-A », où « non » correspond à l’opérateur de com-
plémentation dans la théorie des ensembles flous. Par abus de langage, on le traduit encore
sous la forme « x n’est pas A ».
Du point de vue de la fonction d’appartenance, on sait qu’on a alors ([Zad65]) :
µ« x est non-A » = 1 - µ« x est A » ! µ« x n’est pas A ».
Remarque : La gestion de la négation est très peu étudiée en modélisation déclarative.
Seuls [Col90] et [Chau94b] pour les ensembles classiques puis [Des96] pour les ensembles
flous ont traité ce sujet en utilisant la négation logique.
Dans la Figure 36, « non-très faible » est la négation logique de « très faible ». D’un point
de vue linguistique, la propriété « x est non-très faible » n’a pas de sens. Est-ce que « x n’est
pas très faible » ne signifierait pas plutôt « x est faible », « x est extrêmement important » ou
« x est moyen » comme le suggère la figure ? Si c’est le cas, du point de vue de la génération
des scènes solutions, utiliser le complémentaire « non-très faible » est alors très coûteux.
L’emploi de « moyen » permettrait d’explorer moins de valeurs et de proposer des solutions
qui ont plus de chance de plaire au locuteur.
Du point de vue de la linguistique et de la génération des solutions, le traitement de la né-
gation par cette méthode n’est donc pas satisfaisant. Nous allons donc étudier une autre ma-
nière de traiter cette négation à travers l’utilisation de notions linguistiques.
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3. L’interprétation linguistique d’une propriété élémentaire
Définition I.4.2 : L’interprétation linguistique d’un énoncé du type « x est A » (Figure 37,
fonctions plus claires), où A est une propriété élémentaire, est souvent considérée par les lin-
guistes ([Sch81]) comme la disjonction des propriétés :
• « x est "f A » ;
• « x est vraiment A » ;
• « x est approximativement A ».
Figure 37. Interprétations linguistiques « fortement similaires » à « x est A »
L’ensemble des opérateurs flous se décompose pratiquement en deux ensembles G1 et G2
tels que :
• FQ = G1 # G2 ;
• G1 est l’ensemble des opérateurs flous « sous-entendus » par l’énoncé « x est A » ;
• G2 est le complémentaire de G1 dans FQ.
Il en résulte alors que : « x est A » $ { « x est f% A » avec f% & G1 }.
Par exemple, dans F 6, on obtient : G1 = {approximativement, vraiment, "f} et
G2 = {précisément, plus ou moins, vaguement}. Dans ces conditions, l’énoncé « x est faible »
a pour traduction linguistique « x est approximativement faible » ou « x est vraiment faible »
ou encore « x est "f faible ».
4. La négation linguistique d’une propriété élémentaire
Définition I.4.3 : La négation linguistique d’un énoncé du type « x est A » dans un do-
maine donné, notée « x n’est pas A », signifie déjà qu’on rejette toutes les interprétations de
« x est A ». On fait ensuite référence à une autre des propriétés élémentaires P de ce même
domaine pour signifier que « x n’est pas A » équivaut à « x est P ».
En utilisant les concepts introduits précédemment et en se référant à l’interprétation lin-
guistique donnée à l’énoncé « x est A », nier « x est A » dans un domaine donné, signifie que,
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tout en excluant les énoncés « x est f% A » avec f% & G1, on retient comme interprétation de
l’énoncé « x n’est pas A » un des énoncés suivants :
• « x est f' B » avec B une propriété élémentaire du même domaine que A, avec B ( A (en
particulier, la propriété de base est différente) et f' & FQ ou
• « x est f) A » avec f) & G2 ou enfin
• « x est m* A » avec m* ( " et compatible avec les modificateurs de A.
Exemple : Si pour le concept du nombre d’intersections des segments dans le plan, on a les
propriétés {faible, moyen, important}, quelques interprétations plausibles de « x n’est pas
faible » peuvent être « x est très important » ou « x est vraiment moyen » ou « x est extrême-
ment faible » ou encore « x est précisément extrêmement faible »…
Remarques :
• Le nombre de propriétés simples susceptibles d’être une interprétation de « x n’est pas
A » semble être élevé. Cependant, nous avons déjà remarqué que le nombre de combi-
naisons d’opérateurs flous et de modificateurs est limité. De plus, des stratégies donnant
la direction vers laquelle s’oriente la négation seront appliquées (§5 et §6.3.2). Pour que
l’utilisateur accède rapidement à son idée, les solutions seront ordonnées et présentées
par ordre croissant de complexité pour respecter un principe de simplicité dans les ré-
ponses (§6.3.3). Enfin, un filtrage sera aussi introduit pour ne retenir que des combinai-
sons pertinentes (§6.3.4).
• La réunion des supports des solutions possibles recouvre souvent celui de l’énoncé « x
est non-A ». Par conséquent, l’utilisation de la négation logique pour traduire simple-
ment la négation linguistique d’une propriété élémentaire, peut se justifier même si elle
ne reçoit pas de signification sémantique dans un contexte d’imprécision des con-
cepts. Elle donne un sens à la réunion des solutions sans fournir le détail de ses compo-
sants et s’approche plus de l’interprétation de « n’est pas » comme étant « est tout
sauf ». En réalité, la propriété « tout sauf » sera traduite par le complémentaire du sup-
port de la propriété niée. Ainsi, aucune valeur de A ne pourra être solution. Ce traite-
ment semble le plus proche de l’idée de cette propriété.
5. Stratégie d’orientation de « n’est pas »
Toute la difficulté réside dans l’ambiguïté liée à la négation qui, par définition, ne précise
pas explicitement la propriété P à laquelle on se réfère. Il est alors difficile de préciser la di-
rection dans laquelle s’oriente « n’est pas ». Une stratégie de recherche utilisant la notion de
similarité ou le voisinage  [Pac92] peut être utilisée pour obtenir cette information dans le cas
général. Nous aborderons ce thème dans la section suivante. Nous pouvons, indépendamment
de cette stratégie, apporter cependant quelques éléments de réponse dans les cas les plus sim-
Le projet CordiFormes Chapitre I.4 : La négation d’une propriété élémentaire
85
ples. En effet, hormis les propriétés paramétrées qui sont généralement en nombre infini et
donc pratiquement inexploitables, on peut noter que les propriétés d’un concept sont assez peu
nombreuses. Examinons les trois cas les plus courants, c’est-à-dire les concepts avec une,
deux ou trois propriétés précises, donc de nature booléenne, dans un contexte bien défini.
5.1. Concepts avec une seule propriété
Nous sommes dans le cas où pour un concept Ci, nous avons seulement Pi={Pi1}. Souvent,
la négation peut être nommée en ajoutant au nom de la propriété un des préfixes suivant
([Mul91]) : « im », « in », « dé », « non- », « pas- »... Ceci signifie que la négation linguisti-
que est, en réalité, une affirmation reposant sur une nouvelle propriété qui peut être associée
au concept. Cette propriété est souvent caractérisée avec le complémentaire de la propriété
d’origine. Par conséquent, Pi s’écrit implicitement Pi={Pi1, Pi2} avec Pi2 ! Non-Pi1. Le traite-
ment de « x n’est pas P1i » donne « x est non-P1i » et réciproquement. Par conséquent, un con-
cept avec apparemment une seule propriété est, en réalité, un concept à deux propriétés.
Exemple : Pour décrire l’organisation des segments dans le plan, on peut définir un concept
de densité dont le domaine ne contient à priori que la propriété « dense ». En fait, il existe
aussi une propriété qui peut être nommée « pas-dense » ou « non-dense ».
5.2. Concepts avec deux propriétés
Dans certains cas, la direction peut être trouvée à l’aide des notions de marquage et
d’antonyme ([DuS95], [Mul91] et [Hor89]) présentées au chapitre I.1 (§3.4). Supposons
qu’un concept Ci soit représenté par deux propriétés Pi={Pi1, Pi2}. Si on suppose que Pi2 est
marqué ou est l’antonyme négatif de Pi1, la négation de Pi1 est alors équivalente à Pi2. En ce
qui concerne la négation de Pi2, on peut utiliser le traitement classique, car la relation n’est pas
symétrique. Mais, on peut malgré tout exploiter le marquage et considérer que la négation est
alors « dirigée » vers Pi1 (on retrouve cette idée dans [DuS95] et [Mul91]). On en déduit alors
un traitement presque classique à ceci près que les propriétés associées à la négation se trou-




Figure 38. Négation pour un couple de propriétés marquées
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Notons que cette solution n’est possible que si on introduit la notion de gradation des pro-
priétés du concept ([DuS95]). Cela revient à supposer une relation d’ordre total dans Pi, c’est-
à-dire : Pi% + Pi) $ % + ).
5.3. Concepts avec trois propriétés
Supposons qu’un concept Ci soit représenté par trois propriétés Pi={Pi1, Pi2, Pi3}. Si on ar-
rive à déterminer un couple d’antonymes, on les traite comme au paragraphe précédent. La
troisième propriété est alors traitée d’une manière standard.
Exemple : Dans le domaine concernant le nombre de segments dans le plan, on définit ai-
sément le triplet de propriétés suivant {faible, moyen, important}. Si on précise que « faible »
est l’élément marqué négativement nous avons « n’est pas important » équivalent à « est fai-
ble ». Par contre, « n’est pas faible » est une propriété, probablement différente de « est im-
portant » mais du même côté par rapport à « est faible ».
6. La négation via la similarité
Une stratégie de recherche utilisant la notion de similarité des sous-ensembles flous
([Tve77], [DuP80b], [Zad87], [ZCB87], [Pac92], [DiK94]) peut être utilisée pour obtenir cette
information dans le cas général. Cette méthode est présentée en détail dans [DeP97a],
[Pac97], [PaD97a], [PaD97b] et [DeP97b]. Elle permet, pour des propriétés imprécises, de
déterminer et d’ordonner l’ensemble des propriétés plausibles comme négation.
6.1. Rappels
Lorsqu’un locuteur énonce une négation :
• il refuse les interprétations linguistiques de la propriété niée ;
• il fait référence à une propriété élémentaire du même domaine.
La recherche de la propriété implicite liée à une négation s’effectue en quatre étapes :
1. la génération des propriétés possibles ;
2. la sélection des propriétés plausibles (à l’aide de la notion de similarité) ;
3. l’ordonnancement de ces propriétés ;
4. le choix effectif.
Nous allons étudier la méthode de sélection des propriétés plausibles puis le critère
d’ordonnancement le plus simple.
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6.2. Détermination des propriétés plausibles
Les propriétés plausibles pour la négation linguistique de « X est A » sont “calculées”, fil-
trées, à partir de l’ensemble des propriétés possibles grâce à la notion de similarité de deux
propriétés selon [Pac92]. Ce choix a été effectué de façon arbitraire. Cette méthode demande-
rait à être évaluée vis-à-vis d’autres méthodes de calcul.
6.2.1 Voisinage de deux ensembles flous
Le voisinage de deux valeurs est déterminé à partir de l’implication de Lukasiewicz. Cette
relation est définie sur [0,1]X[0,1] et à valeurs dans [0,1] telle que :
u,Lv = 1 si u + v sinon 1 - u + v.
Définition I.4.4 : La relation -% de voisinage à un degré %&[0,1] de deux valeurs u et v est
une fonction dans [0,1] définie de la manière suivante :
u est voisin au degré % de v $ u est %-voisin de v $ u -% v $ Min {u ,L v, v ,L u}. %.
La Figure 39 illustre cette notion. Dans cette figure, le blanc représente l’absence de voisi-
nage et le noir le voisinage total (identité). A partir de cette notion, nous définissons le voisi-
nage de deux sous-ensembles flous.











Figure 39. Voisinage à un degré % de deux valeurs
Définition I.4.5 : Étant donnés deux sous-ensembles flous A et B, A est voisin au degré %
de B, ou encore %-voisin de B, si et seulement si l’on a :
A est voisin au degré % de B $ A est %-voisin de B $ A /% B $ 0x, µA(x) -% µB (x).
6.2.2 Similarité symbolique
Afin de définir la similarité des ensembles flous, nous utilisons une partition I de
l’intervalle [0,1]:
I = {I1, ..., I7} = [0] # ]0,0.25] # ]0.25,0.33] # ]0.33,0.67[ # [0.67,0.75[ # [0.75,1[ # [1].
Nous avons réalisé une bijection de I avec l’ensemble totalement ordonné 1 de termes lin-
guistiques :
1 ={11, ..., 17}={pas du tout, très peu, assez peu, moyennement ("), assez, très, tout à fait}.
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Définition I.4.6 : Étant donnés deux sous-ensembles flous A et B, ils sont dits 1i similaires
si et seulement si : 1i&1, Ii &I est tel que %&Ii , sachant que % = Max {* 2A /* B}.
Remarque : Lorsqu’il s’agit de similarité le terme « faiblement » recouve les termes « pas
du tout », « très peu » ou « assez peu ». De même, le terme « fortement » recouvre
« moyennement », « assez », « très » ou « tout à fait ».
La Figure 40 illustre le calcul de cette similarité. A partir des deux ensembles flous asso-
ciés aux propriétés A et P, on détermine la courbe de voisinage local définie par le %-
voisinage maximum des degrés d’appartenance pour chaque valeur du domaine (courbe
épaisse). Cette courbe donne le %-voisinage des deux ensembles flous. Les deux propriétés A
et P sont, dans cet exemple, au plus 0,37-voisines. Finalement, la similarité symbolique est
donnée par l’échelle permettant d’associer au voisinage maximum la similarité symbolique
(flèche pointillée). Les deux propriétés A et P sont « normalement similaires » et donc consi-
dérées comme « fortement similaires ».



























t o t a l e m e n t
Figure 40. Similarité symbolique de deux propriétés
Remarque : L’énoncé « x est A » recouvre linguistiquement les énoncés « x est f%A » avec
f%&G1. On vérifie aisément que les ensembles flous associés aux « f%A », f%&G1, sont forte-
ment similaires à A (en clair dans la Figure 37). De même, ceux avec f%&G2 sont faiblement
similaires à A.
6.2.3 Similarité et propriétés plausibles
Intuitivement, nous pouvons dire qu’une propriété P peut être sélectionnée comme pro-
priété plausible pour la négation linguistique de A si elle est « faiblement similaire ». Cepen-
dant, ce critère n’est pas suffisant. En effet, dans la Figure 41, P et A (faiblement similaires)
sont telles que lorsque les valeurs de l’une sont voisines de 1, les valeurs de l’autre ne sont pas
voisines de 0. Elles sont donc encore trop « similaires ». Il est donc nécessaire d’introduire un
autre critère permettant de rejeter les propriétés ayant un fort voisinage pour les degrés
d’appartenance les plus significatifs.




Figure 41. Nécessité de critères supplémentaires
Définition I.4.7 : Soit 3 un réel tel que 0.33.3.0. La propriété élémentaire P, définie sur le
même domaine que la propriété niée A, est dite propriété 3-plausible pour la négation linguis-
tique de A si elle satisfait les conditions suivantes :
1. P et A sont faiblement similaires, c’est-à-dire 1i-similaires avec 1i< moyennement ;
2. 0x, ((µA(x).0.67+3)4(µP(x)+µA(x)-0.67)) ;
3. 0x, ((µP(x).0.67+3)4(µA(x)+µP(x)-0.67)).
L’expérimentation montre que seulement à partir du seuil 3=0.3 ce filtrage propose comme
négations plausibles de « X n’est pas faible » des propriétés dérivées de « faible » en plus de
nombreuses nuances des propriétés « moyen » et « important », ce qui semble conforme à ce
que peut en attendre l’intuition humaine ([DeP97a]). Par conséquent, P est une propriété plau-
sible pour la négation linguistique de A si elle est 0.3-plausible.
Remarque : Ces deux critères supplémentaires semblent suffisants pour sélectionner, parmi
les propriétés « faiblement similaires », les propriétés plausibles (Figure 42 : les deux pro-
priétés P vérifient l’ensemble des critères par rapport à A).
P A P
Figure 42. Faible similarité aux valeurs significatives
La détermination des propriétés plausibles est donc effectuée selon les critères suivants :
1. Rejet des interprétations implicites de l’énoncé « X est A » (Cf. §3) ;
2. Sélection des propriétés faiblement similaires à celles rejetées en 1 ;
3. Sélection des propriétés au faible voisinage local par rapport à celles rejetées en 1 pour
les degrés d’appartenance les plus significatifs (en particulier ceux proches de 1).
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6.3. Ordonnancement des propriétés plausibles
6.3.1 Principe
Le nombre de propriétés sélectionnées par la méthode que nous venons de présenter est très
souvent important (Figure 43). En effet, notre formalisme permet d’effectuer un grand nombre
de combinaisons d’opérateurs et de modificateurs. Pour que l’utilisateur choisisse rapidement
la propriété la plus adaptée, il convient donc d’ordonner les propriétés et, éventuellement,
d’effectuer une nouvelle sélection. L’ordonnancement des propriétés plausibles suit les deux
règles suivantes :
1. Principe de simplicité. Un locuteur pense plutôt à une propriété construite de façon sim-
ple à partir d’une propriété du domaine. En pratique, les opérateurs utilisés sont peu
nombreux, c’est-à-dire l’opérateur Ø est le plus souvent présent.
2. Principe de préférence. Le locuteur pense plus souvent à une propriété dont la propriété
de base est différente de A et, de préférence, signée.
Figure 43. Totalité des propriétés plausibles
6.3.2 Utilisation du marquage
Pour affiner l’ordonnancement de ces propriétés plausibles, il est intéressant d’utiliser les
notions linguistiques de marquage présentées au chapitre I.1, paragraphe 3.6. Notons que,
selon la méthode exposée, il y a élimination de certaines propriétés (voire toutes sauf une). Ici,
nous n’allons pas « éliminer » les propriétés mais seulement faire en sorte qu’elles
n’apparaissent qu’en dernier recours. L’ordonnancement présenté au paragraphe précédent
sera donc partiellement remis en cause lorsque la propriété de base de la propriété niée fera
partie d’un couple de termes marqués. L’ordre des propriétés plausibles sera modifié selon les
règles suivantes :
• Lorsque la propriété de base de la propriété niée correspond au terme non-marqué, la
propriété plausible dont la propriété de base est le terme marqué et dont les opérateurs
sont ceux par défaut est proposée en premier (Figure 44, droite).
• Lorsque la propriété de base de la propriété niée correspond au terme marqué, les pro-
priétés plausibles, dont la propriété de base est le terme non-marqué, ne sont proposées
qu’en dernier recours (Figure 44, gauche).
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Figure 44. Négation de la propriété marquée et de la propriété non-marquée
6.3.3 Bilan sur la méthode d’ordonnancement
Pour permettre l’ordonnancement des propriétés plausibles, nous allons définir les notions
de complexité linguistique des opérateurs et d’une propriété élémentaire.
Définition I.4.8 : La complexité linguistique d’un opérateur est une fonction entière cl telle
que cl(« Ø ») = 0 et pour tout opérateur “op”, cl(op) est le nombre de mots de cet opérateur.
Cependant, nous allons poser le cas particulier suivant : sachant qu’il est naturellement plus
facile de donner une description « positive », les opérateurs négatifs seront pénalisés par rap-
port aux modificateurs positifs. Nous aurons par exemple : clmodificateur(m%) = cl(m%)+1 si si-
gne(m%) = -1 et clmodificateur(m%)= cl (m%) sinon.
Définition I.4.9 : La complexité linguistique d’une propriété élémentaire est une fonction
entière CL tel que : CL(« f% m) Pik ») = cl(m)) + dc * cl(f%) avec dc un réel.
Cette définition prend en compte le fait que, naturellement, le locuteur donnera plus faci-
lement une propriété avec seulement un modificateur ou bien un opérateur flou (toujours se-
lon le principe de simplicité). De plus, elle considère que l’utilisation d’un opérateur flou est
plus complexe que celui d’un modificateur. Le coefficient dc permet de rendre compte de
cette différence de complexité. Dans la pratique, 3 semble une valeur satisfaisante pour dc.
Nous pouvons maintenant introduire la notion de valeur linguistique d’une propriété P par
rapport à la propriété niée A.
Définition I.4.10 : La valeur linguistique d’une propriété élémentaire P relativement à la
propriété niée A est fonction de la complexité linguistique de P ajustée par les notions de
marquage et les principes de simplicité et de préférence.
Les propriétés plausibles sont alors triées selon leur valeur linguistique croissante.
L’Algorithme 1 propose le calcul de la valeur linguistique de cette propriété P lorsque A est
niée.
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Algorithme 1. Valeur d’une propriété
 Algorithme Valeur_Linguistique(   P = « f’   % m’    ) P’   ik  »   5 ,
 A = « f   % m    ) P   ik  »   5 )  retourne  Entier
V 6 2 * CL(P) //Princ. de simplicité
VA 6 2 * CL(A)
 Si  A = non-marquée et p = marquée  alors 
//solution principale à la négation de la propriété non-marquée
V 6 -1
 Sinon 
 Si  A = marquée  alors
 Si  P’ik = non-marquée et m’) = « Ø »  alors 
//Il faut éviter les prop. non-marquées
//comme négation de la prop. marquée
V 6 V + 50
 Sinon 
 Si  P n’est pas du même côte que non-marquée par rapport à A  alors
//Eviter aussi les prop. qui ne sont par du côte
//de la non-marquée
V 6 2 * V
 Fin Si
 Fin Si 
 Fin Si 
 Si  P’ik = Pik  alors  //Princ. de préférence
//On défavorise un peu si la propriété de base
//est la même de celle de A
V 6 V + 1
 Fin Si 
 Si  Signe(P’ik) = 0  alors  //Princ. de préférence
//On défavorise encore plus les propriétés non modifiables
V 6 V + 2
 Fin Si 
 Fin Si 
 Retourne  V
 Fin Algorithme Valeur_Linguistique 
6.3.4 Suppression des énoncés complexes
Les propriétés étant construites de façon automatique, il n’est donc pas rare d’obtenir des
propriétés n’ayant pas de sens dans le langage naturel. Certaines sont beaucoup trop com-
plexes pour avoir une chance d’être retenues. Par exemple, on peut trouver des propriétés de
la forme « Le nombre de segments est vaguement très très peu faible ». Évidemment, ce sont
souvent les propriétés très « compliquées », c’est-à-dire comportant de nombreux modifica-
teurs et ayant une valeur linguistique élevée. Il serait donc intéressant de mettre au point une
méthode de classement et surtout de sélection pour en éliminer une grande partie.
Une solution possible consiste à éviter d’utiliser certains opérateurs rarement utilisés ou
trop compliqués. En particulier, les opérateurs suivants provoquent souvent des propriétés
élémentaires trop complexes : « très très », « très très peu », « extrêmement peu », « plus ou
moins »… Ils sont très souvent utilisés seuls (avec l’opérateur par défaut « Ø »). On ne doit
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donc les proposer qu’en dernier recours (peut-être même seulement sur demande de
l’utilisateur avec, par exemple, un bouton « plus de propriétés »).
En complément de cette solution, et toujours dans l’objectif de respecter le principe de
simplicité, il est possible de limiter le nombre de mots utilisés pour caractériser une propriété
de base. Il est raisonnable de penser qu’au delà de deux mots qualificatifs, la propriété devient
trop complexe pour être manipulée facilement par le locuteur.
Pour simplifier les recherches, le concepteur doit donc pouvoir ne sélectionner que certai-
nes classes de propriétés. Ces sélections sont basées sur le principe de simplicité. Nous pou-
vons poser trois niveaux de sélection en rapport avec ce principe :
1. la sélection globale où toutes les propriétés plausibles sont produites ;
2. la simplicité élargie où seules les propriétés plausibles possédant l’opérateur vide ou le
modificateur vide sont prises en compte, c’est-à-dire les énoncés de la forme « x est Ø Ø
Pik », « x est f% Ø Pik » ou « x est Ø m) Pik » (le produit des complexités linguistiques des
opérateurs est nul) ;
3. la simplicité restreinte où, parmi les propriétés plausibles sélectionnées selon la simpli-
cité élargie, seules sont choisies celles ayant un ou deux mots maximum pour
l’ensemble des opérateurs utilisés (le produit des complexités linguistiques des opéra-
teurs est nul et la somme des complexités linguistiques des opérateurs est inférieure ou
égale à 1 ou 2).
Exemples :
• Nous aurons dans le dernier niveau des propriétés comme « x est très important », « x
est assez faible », « x est vraiment faible » ou « x est très très faible » mais nous
n’aurons pas « x est très très peu faible », « x est plus ou moins très important »…
• La négation de « X est faible » a beaucoup plus de chance d’être « X est important »
(sauf en cas de marquage, bien sûr) ou « X est extrêmement faible » plutôt que « X est
plus ou moins très très peu important » !
La Figure 44 (gauche) propose l’ensemble des propriétés plausibles comme négation lin-
guistique de « X est faible ». La Figure 45 propose seulement celles sélectionnées selon le
principe de simplicité (Figure 45, gauche) puis de simplicité restreinte (Figure 45, droite). On
constate que le nombre de propriétés proposées est nettement moins important. Le choix en
est donc facilité.
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Figure 45. Propriétés plausibles selon la règle de simplicité et de simplicité restreinte
6.4. Algorithme de la négation
Finalement, nous pouvons proposer l’algorithme de gestion de la négation (algorithmes
suivants) où :
• « Trier » est une procédure permettant d’arranger les propriétés plausibles selon leur
valeur linguistique (voir définition I.4.10) ;
• « %-voisinage » est la fonction décrite au début du paragraphe 6.1.2 (Figure 39) ;
• « Grille » permet de faire l’équivalence entre le voisinage et la similarité symbolique
(Figure 40) ;
• « Type_Similarité » est l’ensemble des valeurs symboliques possibles pour la similarité.
Algorithme 2. Gestion de la négation
 Algorithme Gestion_Négation(A   5 )  retourne  “f m P”
Interprétations 6 {f A : 0f &G1} ; Propriétés_plausibles 6 {}
Propriétés_possibles 6 {f m P : 0f &F et 0m &M et 0P &Ci}
 Pour tout  Pi de Propriétés_possibles  faire 
 Pour tout  Ai de Interprétations  faire 
 Si  Est_Plausible(Pi, Ai)  Alors 
Propriétés_plausibles 6 Propriétés_plausibles + Pi
 Fin si 
 Fin pour 
 Fin pour 
Propriétés_proposées 6 Filtre(Simplicité, Propriétés_plausibles)
 Retourner  Selection_utilisateur(Trier(Propriétés_proposées))
 Fin Algorithme Gestion_Négation
Algorithme 3. La propriété P est-elle une négation plausible ?
 Algorithme Est_plausible (P   5 , A   5 )  retourne  Booléen
Est_plausible 6 FAUX ; Similarite 6 Similarité_symbolique(P, A)
 Si  Similarité + « assez peu similaire » //Critère de base
 alors   Si  Faible_Similarité_Locale(P, A) //Critère supplémentaire
 alors  Est_plausible 6 VRAI
 Fin si 
 Fin si 
 Retourner  Est_plausible
 Fin Algorithme Est_plausible
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Algorithme 4. Étude de la similarité symbolique de deux propriétés
 Algorithme Similarité_symbolique(P   5 , A   5 )  retourne  Type_Similarité
voisinage 6 1
 Pour toute  valeur x du domaine  faire 
voisinage 6 Minimum(voisinage, %-voisinage(µP(x), µA(x)))
 Fin pour 
 Retourner  Grille(voisinage)
 Fin Algorithme Similarité_symbolique
Algorithme 5. Étude de la similarité entre deux propriétés pour les valeurs significatives
 Algorithme Faible_Similarité_Locale (P   5 , A   5 )  retourne  Booléen
Ok 6 VRAI
3 6 0.3
 Pour toute  valeur x du domaine ET  tant que  Ok  faire 
 Si  µA(x). 3 + 0.67
 Alors  Ok 6 µP(x) + µA(x) - 0.67
 Fin Si 
 Si  µP(x). 3 + 0.67
 Alors  Ok 6 Ok ET µA(x) + µP(x) - 0.67
 Fin Si 
 Fin pour 
 Retourner  Ok
 Fin Algorithme Faible_Similarité_Locale 
La Figure 46, la Figure 47, la Figure 48 et la Figure 49 proposent les propiétés élémentaires
plausibles comme négation linguistique de la propriété élémentaire « x est très faible » dans
différents cas d’organisation des propriétés de base du concept. Chaque ligne de la liste de
propriétés commence par la valeur linguistique de cette propriété et termine par les coeffi-
cients de la fonction LR qui lui est associée.
Figure 46. Négation avec des propriétés de base asymétriques sur tout le domaine
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Figure 47. Négation avec des propriétés de base symétriques sur tout le domaine
Figure 48. Négation avec des propriétés de base symétriques sur le demi-domaine
Figure 49. Négation avec des propriétés de base asymétriques sur le demi-domaine
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7. Négation et propriétés paramétrées
Au paragraphe précédent, nous avons proposé une méthode permettant de gérer la négation
d’une propriété élémentaire. Nous allons nous intéresser ici à la négation d’une propriété pa-
ramétrée. Selon la méthode retenue, nier une propriété de la forme « entre U et V » ne peut
faire référence qu’à d’autres propriétés car, ne pouvant appliquer de modificateurs, toutes
celles issues de cette propriété sont trop similaires. Les propriétés plausibles sont alors uni-
quement des propriétés élémentaires issues des propriétés de base du concept. Or lorsque le
locuteur nie « vraiment entre 2 et 3 », il sous-entend éventuellement « supérieur à 3 » ou
« entre 200 et 300 »… Il serait donc intéressant de pouvoir proposer des propriétés paramé-
trées. La même remarque peut être faite lorsqu’il énonce « n’est pas petit » en ayant en arrière
pensée « entre 1m70 et 1m90 ». Nous allons donc nous intéresser à l’introduction des pro-
priétés paramétrées dans la gestion de la négation linguistique.
7.1. Négation d’une propriété paramétrée
Notre objectif est d’introduire des propriétés paramétrées issues plus ou moins directement
de la propriété niée comme propriétés plausibles. Considérons que la propriété niée est de la
forme « x est f% m) P(U,V) » où P est « entre » (alors m) = « Ø »), « supérieur à » ou
« inférieur à », c’est-à-dire les trois formes possibles de propriétés paramétrées. Éventuelle-
ment, nous avons U = V.
7.1.1 Négation d’une propriété de comparaison élémentaire
La négation de « f% m) supérieur à U » (resp. de « f% m) inférieur à U ») proposera bien sûr
des combinaisons à partir des propriétés de base mais aussi à partir de « supérieur à U » (resp.
de « inférieur à U »), car celle-ci est modifiable. Il est aussi possible de prendre en compte la
propriété « symétrique », c’est-à-dire « inférieur à U » si on nie « supérieur à U » et inverse-
ment.
7.1.2 Négation d’une propriété intervalle
Nous allons nous intéresser maintenant à la négation d’une propriété paramétrée de la
forme « x est f% entre U et V ».
Les propriétés les plus évidentes à introduire comme propriétés possibles sont les proprié-
tés de comparaison élémentaires vues au chapitre précédent. Nous aurons alors des propriétés
de la forme :
• « x est f% m) supérieur à U » ;
• « x est f% m) supérieur à V » ;
• « x est f% m) inférieur à U » ;
• « x est f% m) inférieur à V ».
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Il reste maintenant à essayer de proposer des propriétés de la forme « x est f% entre A et
B ». La difficulté est de trouver des valeurs pour A et B sachant que le nombre de propriétés
de cette forme est très souvent extrêmement important voire infini.
Une solution consiste à considérer la propriété « entre U et V » comme une propriété modi-
fiable. Ainsi, nous allons construire des propriétés de la forme « x est f% m) entre U et V ». Il
suffit ensuite de les renommer en fonction des nouvelles formes calculées à l’aide des opéra-
teurs et de les rendre à nouveau non-modifiables. Pour ce traitement, il faut déterminer quel
type de fonction utiliser. L’objectif étant de parcourir tout le domaine, la propriété doit être
asymétrique sur l’ensemble du domaine. Le coefficient de translation élémentaire et le coeffi-
cient d’asymétrie sont alors calculés de la même manière que pour les propriétés de base
(Chapitre I.3). Il convient juste de poser le signe de ces pseudo-propriétés de base. Arbitrai-
rement, nous les considérerons positives.
Nous pourrions éventuellement ajouter à cette liste des propriétés paramétrées (de la forme
« entre U et V ») issues :
• de la forme du domaine comme par exemple des découpages en intervalles réguliers
fonction d’un pourcentage du domaine, de valeurs caractéristiques ou d’autres techni-
ques similaires ;
• des supports ainsi que des noyaux des propriétés de comparaison élémentaires et des
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Figure 50. Passage d’un intervalle flou vers un intervalle classique
7.1.3 Bilan
Cependant, aussi bien pour la négation d’une propriété élémentaire paramétrée que pour
celle d’une propriété élémentaire non-paramétrée, il ne faut pas non plus proposer trop de
propriétés plausibles car l’utilisateur ne s’y retrouverait pas. Il faut aussi prendre en compte
l’éventualité qu’il ne trouve pas de propriétés satisfaisantes.
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Il aura alors le choix entre trois solutions :
• il prend une propriété relativement proche de ce qu’il pense ;
• il reprend sa description en remplaçant sa négation par la propriété qu’il sous-entend ;
• il considère que sa négation est, en réalité, la traduction du « tout sauf » amenant à une
fonction d’appartenance proche du complémentaire logique (comme nous l’avons vu au
paragraphe 4).
En tout état de cause, les propositions faites, même si elles ne correspondent pas exacte-
ment à son idée, l’amènent à réfléchir et éventuellement à reformuler sa description. Le trai-
tement linguistique de la négation apparaît alors comme participant pleinement au processus
de conception de la scène. Si l’utilisateur utilise une négation, c’est parfois qu’il n’a pas une
idée précise de la propriété implicite. Il vaut donc mieux donner une préférence aux propriétés
issues des propriétés de base ainsi que des propriétés « supérieur à » et « inférieur à » qui sont
naturellement floues. Il faut aussi rester vigilant. Avec toutes ces solutions, il arrive certaine-
ment que des propriétés proposées soient très similaires. Il convient donc d’effectuer une sé-
lection pour réduire autant que possible cet ensemble de propriétés possibles.
7.2. Négation d’une propriété non-paramétrée
Lorsque l’utilisateur nie une propriété de la forme « x n’est pas f% m) A » issue d’une pro-
priété de base A du concept, il sous-entend éventuellement une propriété paramétrée. Il est
donc intéressant d’essayer d’introduire des propriétés paramétrées comme propriétés plausi-
bles à une telle négation. Pour cela, il suffit de rechercher les propriétés plausibles de la néga-
tion du noyau de cette propriété selon la méthode exposée au paragraphe précédent. Ainsi,
nous obtenons des propriétés paramétrées plausibles. Éventuellement, il est aussi possible de
le faire avec le support. Il serait aussi intéressant de faire de même avec les autres propriétés
de base du concept. Ces propriétés étant basées sur des valeurs significatives (valeurs
« normales ») sont susceptibles de générer des intervalles intéressants.
Remarque : Le cas où le locuteur associe un intervalle « entre U et V » à la négation d’une
propriété de base non-paramétrée A (de la forme « f m Pik ») peut être interprété comme la
définition d’une nouvelle propriété de base pour le concept. Cependant, ce choix est généra-
lement spécifique à la description courante. Pour ajouter effectivement cette propriété, il fau-
drait mettre en place un système d’apprentissage spécifique. Son fonctionnement serait de
proposer l’intervalle sélectionné de manière prioritaire à la prochaine utilisation de cette né-
gation. Au bout d’un certain temps (qui reste à définir), le locuteur serait informé de la déduc-
tion et consulté sur la validité et, si la déduction est correcte, sur l’identificateur à utiliser (en
lui proposant une liste de termes utilisant la propriété de base préfixée par chacun des préfixes
de négation classiques comme non-Pik , pas-Pik , im-Pik …).
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7.3. Algorithme de génération des propriétés possibles
En généralisant, il suffit, pour toute propriété niée, de déterminer les propriétés paramé-
trées possibles à partir du noyau et, éventuellement, du support de cette propriété. Pour une
propriété paramétrée, son support et son noyau sont éventuellement confondus. Ainsi, dans
l’algorithme 1 sur la gestion de la négation, il faut remplacer la ligne « Propriétés_possibles =
{f m P : 0 f &F  et 0m &M} » par la ligne suivante : « Propriétés_possibles = Proprié-
tés_possibles(A) » où « Propriétés_possibles(A) » est donné par l’Algorithme 6.
Algorithme 6. Détermination des propriétés possibles
 Algorithme Propriétés_possibles(A   5 )  retourne  {f m P}
Possibles 6 {f m P : 0f &FQ et 0m &MP et 0P &Ci}
[U,V] 6 Noyau(A)
 Si  A ! “f m inférieur à U”  alors 
Possibles 6 Possibles + {f m supérieur à U : 0f &FQ et 0m &MP }
 Sinon   Si  A ! “f m supérieur à U”  alors 
Possibles 6 Possibles + {f m inférieur à U : 0f &FQ et 0m &MP }
 Sinon  Possibles 6 Possibles + {f m supérieur à U : 0f &FQ et 0m &MP }
+ {f m supérieur à V : 0f &FQ et 0m &MP }
+ {f m inférieur à U : 0f &FQ et 0m &MP }
+ {f m inférieur à V : 0f &FQ et 0m &MP }
 Fin si 
 Fin si 
A’ 6 “entre U et V”
Possibles 6 Possibles +
{“f m A’ ” ! “f entre U’ et V’ ” : 0f &FQ et 0m &MP}
 Retourner  Possibles
 Fin Algorithme Propriétés_possibles
8. Petit exemple de synthèse
Afin d’illustrer le fonctionnement du modèle présenté dans ce chapitre et aux chapi-
tres précédents, nous avons choisi un exemple simple mais significatif de description.
L’objectif principal étant de montrer qu’une description linguistique de scène, faisant appel à
des informations affirmatives et négatives, est envisageable en modélisation déclarative. Elle
reprend les exemples choisis dans le contenu de ces chapitres.
Pour chaque propriété de cette description, nous proposons deux ou trois solutions parmi le
grand nombre existant ainsi que les courbes des fonctions d’appartenance de la propriété de
base et de la propriété élémentaire finale pour les trois premières ou le dialogue de l’étude de
la négation (contenant elle aussi les deux courbes) pour les deux dernières.
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La description comporte les énoncés (et les résultats) suivants :
• « Il y a vraiment peu de segments verticaux » (le nombre de verticales est vraiment fai-
ble) « et très peu de segments horizontaux » (le nombre d’horizontales est très faible)
(Figure 51 et Figure 52).
faible
vraiment faible
Figure 51. Scènes vérifiant : « le nombre de verticales est vraiment faible »
faible
très faible
Figure 52. Scènes vérifiant en plus : « Le nombre de segments horizontaux est très faible »
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Figure 53. Scènes vérifiant en plus : « La longueur de recouvrement est assez importante »
• « Le degré moyen de recouvrement n’est pas extrêmement important » (Figure 55) (je
sous-entends : il est moyen (Figure 54)).
Figure 54. Gestion de la première négation
Figure 55. Scènes vérifiant : « Le degré moyen de recouvrement n’est pas extrêmement important »
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• « Il n’y a pas beaucoup de parallèles » (Figure 57), c’est-à-dire très peu (Figure 56).
Figure 56. Gestion de la seconde négation
Figure 57. Scènes vérifiant : « La proportion de parallèles n’est pas vraiment très faible »
9. Conclusion
Contrairement à ce qui était habituellement fait, en particulier en modélisation déclarative,
la négation d’une propriété ne revient pas à calculer sa négation logique. D’un point de vue
linguistique ce n’est pas satisfaisant. Nous avons donc proposé un nouveau traitement basé sur
des travaux en linguistique. Selon ces derniers, nier une propriété (ici, une propriété élémen-
taire) revient souvent à donner (implicitement) une autre propriété élémentaire sur le même
concept. Nous avons proposé un ensemble d’outils permettant, dans le cadre de la description
de scènes en modélisation déclarative, de déterminer et ordonner les propriétés plausibles
comme implicites à la négation d’une propriété élémentaire sur un concept donné. Cette pro-
priété est éventuellement paramétrée. C’est évidemment au locuteur d’avoir le dernier mot. Il
peut, s’il n’a pas trouvé de solution convenable proposer une propriété élémentaire
(paramétrée ou non) affirmative.
Les propriétés plausibles comme négation linguistique sont sélectionnées à partir des pro-
priétés élémentaires possibles à l’aide d’une notion spécifique de similarité. Cette méthode,
choisie arbitrairement, doit être étudiée plus finement et évaluée par rapport à d’autres calculs
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de similarité existants (qu’on pourra trouver par exemple dans [Tve77], [DuP80b], [Zad87],
[ZCB87], [DiK94]).
Notre méthode de classement et de sélection (selon le principe de simplicité…) permet
d’éliminer un grand nombre de propriétés plausibles n’ayant pas de sens ou étant très peu
probables parce que trop complexes. Cependant, il risque d’en rester quelques unes. Il serait
alors intéressant de déterminer d’autres règles permettant de les supprimer. De plus, il faudrait
affiner le traitement de la négation des propriétés élémentaires paramétrées.
Cette étude de la négation linguistique donne des résultats très intéressants dans le cadre de
la modélisation déclarative. Tout d’abord, elle permet d’améliorer le processus de conception
de la scène en encourageant le concepteur (le locuteur) à affiner sa pensée ou, plus précisé-
ment, sa réflexion sur les propriétés qu’il utilise. De plus, elle permet au modeleur déclaratif,
une fois la description terminée, de ne traiter que des affirmations. Cela permet de mettre en
œuvre des systèmes raisonnant sur des propriétés pour la gestion des ambiguïtés ou de la co-
hérence de la scène et ne traitant pas les formes négatives ([ADF83], [ADG84], [DAG86],
[GFT92] et [GAT96]). Enfin, comme nous l’avons déjà vu, la détermination de la propriété
élémentaire implicite à une négation permet une optimisation de la phase de calcul des solu-
tions par rapport à la négation classique en réduisant l’espace des solutions à explorer et en
permettant de ne proposer à l’utilisateur que des solutions proches de sa pensée.
Nous allons, dans le prochain chapitre, proposer des propriétés liées aux propriétés élé-
mentaires : les propriétés élémentaires quantifiées, les propriétés statistiques sur des propriétés
élémentaires et les propriétés modificatrices (de forme similaire aux propriétés élémentaires).
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 CHAPITRE I.5 : PROPRIÉTÉS LIÉES A LA PROPRIÉTÉ ÉLÉMENTAIRE
1. Introduction
Après avoir recensé un certain nombre de nouvelles propriétés, dans les deux chapitres
précédents, nous avons présenté les propriétés élémentaires. L’objectif de ce chapitre est
d’analyser les différentes propriétés dérivant de ces dernières. Nous allons étudier, en particu-
lier, la gestion des :
• propriétés élémentaires quantifiées ;
• propriétés statistiques sur des propriétés élémentaires ;
• propriétés modificatrices.
D’un point de vue bibliographique, ces propriétés (et leur traitement) ont été assez peu étu-
diées en modélisation déclarative.
2. Les propriétés élémentaires quantifiées
Au chapitre I.3, nous avons étudié la représentation et la manipulation des propriétés élé-
mentaires. Au chapitre I.2, nous avons noté que ces propriétés peuvent être classées en deux
catégories : les propriétés locales et les propriétés globales. Les secondes sont en fait les pro-
priétés élémentaires classiques. Par contre, les premières sont des propriétés élémentaires
quantifiées (définition I.2.7) de la forme : « C de Qt X est A » où Qt est un quantificateur. La
quantification indique une « quantité » d’objets vérifiant une propriété élémentaire donnée.
Nous aurons alors des propriétés comme : « La hauteur de  tous   les cubes est très très faible »,
« La longueur d’  un   segment est extrêmement faible », « La couleur de   quelques   maisons est
ocre »…
Évaluer une propriété élémentaire correspond à donner le degré d’appartenance de la scène
à cette propriété. Cependant, comment pouvons-nous évaluer une propriété élémentaire quan-
tifiée ?
Soit A la propriété locale demandée, QA la propriété quantifiée, O={oi} l’ensemble des
objets de la scène et OC={oic} le sous-ensemble des objets concernés par le concept C sur le-
quel porte A (OC!O et nous supposerons OC"#). Pour chacun des objets de OC, il est facile de
déterminer son degré d’appartenance à la propriété A : µA(oic). Cependant, la difficulté réside
dans la détermination de µQA le degré d’appartenance de la scène (ou plus précisément de OC)
à QA, car il dépend du degré d’appartenance à la propriété A (propriété de niveau 3) de chacun
des objets.
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Des solutions sont proposées dans [Zad83], [Yag84]… Nous allons nous intéresser ici à
celle présentée dans [BLP96]. Une méthode d’évaluation est proposée pour des requêtes de la
forme « Q des x A’ sont A » avec A et A’ deux propriétés éventuellement floues. Ils propo-
sent en particulier un traitement lorsque A’ est précise (µA(x)${0,1}). Si nous posons que A’
est « x est d’un type possédant C », nous retrouvons la forme de propriété élémentaire que
nous avons proposée (« Q des x ayant C est A » ou « C de Q x est A ») .
Posons OC = {x1, …, xm} avec m % n =&O&. Les éléments de OC sont supposés ordonnés
tels que µB(x1)' µB(x2)' … ' µB(xm). Soit le quantificateur Q, sa fonction d’appartenance µQ
est alors définie sur le sous-ensemble d’entiers {0, … , m} telle que µQ(k) % µQ(k+1) pour
k=0,m-1 et µQ(m)=1. Il indique le nombre d’éléments à considérer. Avec Q, on associe un
sous-ensemble IQ défini par : µIQ(k) = 1 - µQ(k-1) pour k=1,m et µIQ(0) = 1. Il représente les
rangs de OC considérés comme importants dans l’évaluation. Nous aurons alors :
µQA(OC) = mini=1,m(max(µB(xi), 1 - µIQ(i))).
Par exemple, on a les quantificateurs :
• « Tous » tel que µtous(k) = 0 pour k%m-1 et µtous(m) = 1 ;
• « Au moins U » tel que µau moins U(k) = 0 pour k=1,u-1 et µau moins U(k) = 1 pour k=u,m ;
• « La plupart » tel que µla plupart(k) = 0 pour k<p, µla plupart (k) > 0 pour p%k<q et
µla plupart (k) = 1 pour q%k%m.
[BLP96] propose aussi des méthodes lorsque A est floue pour interpréter des requêtes de la
forme : « Tous les x A sont B », « Pour la plupart des x, les A sont B », « La plupart des x
sont A et B » ou « La plupart des x A sont B ».
Remarque : il ne propose pas de traitement pour des quantificateurs comme « aucun », « il
existe », « quelques », « une dizaine », « environ 3 »… Cependant, certains sont calculables à
partir de ceux proposés :
• µil existeA(OC) = µAu moins 1A(OC) ;
• µAucunA(OC) = 1 - µil existeA(OC) = 1 - µAu moins 1A(OC).
En effet, la formule proposée ne fonctionne que pour des opérateurs de quantification ayant
une sémantique proche du « au moins k » (ou de sa négation) ou « tous sauf k ». Plus généra-
lement, elle ne traite que les modificateurs issus de la relaxation de « tous ».
Pour illustrer cette technique, nous allons chercher à évaluer la propriété « Au moins 6
segments ont une longueur assez peu importante » dans la Figure 58.
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Figure 58. Une scène composée de segments
Les segments de cette figure ainsi que leur longueur et le degré d’appartenance à la pro-
priété « La longueur est assez peu importante » sont regroupés dans le Tableau 6.












2 0 2 3 3 0.000
-3 -1 2 4 7.071  0.997
-4 -2 0 1 5 0.133
0 2 4 3 4.123 0.000
-1 1 4 1 5 0.133
1 3 -2 4 3.162 0.000
0 2 -4 3 4.123 0.000
-4 -1 0 3 5.657 0.462
3 -2 0 2 5 0.133
2 -4 2 1 5 0.133
-3 -2 0 3 5.831 0.576
4 -2 -1 3 7.071 0.997
-1 2 -4 3 3.162 0.000
-2 0 3 1 5.099 0.170
1 3 -3 4 4.123 0.000
0 2 4 4 4.472 0.013
-1 -1 1 3 4.472 0.013
3 -2 0 3 5.831 0.576
3 -3 -1 -1 4.472 0.013
-3 -1 1 3 5.657 0.462
En appliquant cette méthode, nous obtenons alors les courbes de la Figure 59 (le mode de
calcul est donné au chapitre II.3, §4). Nous pouvons en déduire que la scène vérifie la pro-
priété quantifiée « Au moins 6 segments ont une longueur assez peu importante », où « au
moins 6 » est défini sur [1,20] par <0,6,20,0>, possède un degré de 0,462. De même, pour la
propriété « La plupart des segments ont une longueur assez peu importante », où « La plu-
part » est défini par <5,15,20,0>, possède un degré de 0,133.
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max(µ(xi), 1 - µIQ(i))
µQ
Figure 59. Calcul du degré d’appartenance de la scène à la propriété
« Au moins 6 segments sont assez peu longs » et « La plupart des segments sont assez peu longs »
3. Propriétés statistiques sur les propriétés élémentaires
En dehors des propriétés basées sur le nombre d’éléments (quantification vue au paragra-
phe précédent), il existe d’autres propriétés basées sur des opérations statistiques. Elles sont
formées de la manière suivante : « S(C) des x A’ est A » où S est une opération statistique (la
moyenne, l’écart-type…) basée sur le concept C et A et A’ des propriétés élémentaires. Lors-
que A’ est « x est d’un type possédant C », l’évaluation d’une telle propriété est plus facile
que celle d’une propriété quantifiée car elle est fonction d’une seule mesure (propriété de ni-
veau 2). Celle-ci est calculée à partir des mesures des différents objets pris en compte. Nous
avons :
E = µS(OC) = µS(f(x1, …, xm)).
4. Les propriétés modificatrices
Au chapitre I.2, nous avons mis en évidence une autre forme de propriété élémentaire : les
propriétés modificatrices. Elles indiquent une propriété en fonction d’une scène, d’une forme
courante. Plus précisément, elles font référence à la valeur de la scène selon le concept décrit
et indiquent un intervalle (précis ou flou) préféré. La difficulté est de déterminer cet intervalle
et de gérer les propriétés de la description sur ce concept ainsi que les éventuelles modifica-
tions précédentes. D’un point de vue bibliographique, ces propriétés (et leur traitement) n’ont
pas été vraiment étudiées en modélisation déclarative. Les références sur le sujet indiquent
qu’elles existent mais elles ne donnent pas précisément (le plus souvent pas du tout) la mé-
thode de traitement. Seuls [Mou94] et [Bour97] ont proposé une solution. [Bour97] traite les
propriétés de modification comme des propriétés de comparaison en considérant deux objets :
l’objet courant (modifié) pris comme objet de référence et l’objet futur. Nous étudierons sa
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méthode en présentant le traitement des propriétés de comparaison au paragraphe 3. La solu-
tion de [Mou94] est présentée au paragraphe 2.4.3. Nous allons examiner rapidement les pro-
blèmes posés par le traitement de telles propriétés d’abord indépendamment des autres des-
criptions, puis en fonction de celles-ci, c’est-à-dire en fonction du contexte d’application.
4.1. Application d’une propriété modificatrice
Une propriété modificatrice (définition I.2.20) est, rappelons le, de la forme suivante : « Ci
[de X] est f( k) s* Pik ». k) est un opérateur de comparaison et s * est l’opérateur de direction qui
indique la direction de comparaison par rapport à la direction de la propriété de référence Pik.
Cette propriété fait donc référence à un intervalle pour lequel les valeurs seraient plus adap-
tées. Comment pouvons-nous déterminer cet intervalle ? L’objectif est de construire une
fonction spécifique permettant de rendre compte de cette propriété. Pour les propriétés préci-
ses (k) est précis, paramétré), cela ne pose pas de problème. L’intervalle est déterminé de la
même façon que pour les propriétés paramétrées sachant que le paramètre est une fonction de
la valeur courante U. Nous aurons de manière générale une propriété de la forme « f( entre
F(U) et F’(U) » avec F et F’ deux fonctions éventuellement identiques. Nous allons mainte-
nant nous intéresser aux cas où k) est un terme linguistique flou.
4.1.1 Les opérateurs de comparaison retenus
Les opérateurs de comparaison possibles étant très nombreux, nous avons restreint notre
choix à un ensemble de R termes, noté : KR = {k( & ( $ [1..R]}, pour lesquels existe la rela-
tion d’ordre total suivante : k( % k) + ( % ). KR comporte un opérateur particulier noté
« normalement » ou « Ø ». C’est opérateur par défaut appelé aussi opérateur de comparaison
vide. Dans ce travail, nous avons utilisé l’ensemble suivant : K7={un tout petit peu, un petit
peu, un peu, Ø, beaucoup, énormément, infiniment}.
4.1.2 Première méthode de traitement
Une première méthode pour traiter la propriété « Ci [de X] est f( k) s* Pik » est de la consi-
dérer comme équivalente à la propriété élémentaire paramétrée : « Ci [de X] est f( m) PP » où
PP est une propriété de base paramétrée de la forme « supérieur à » ou « inférieur à ». Par
exemple, soit U la mesure courante du concept C alors la modification « C de x est un peu
plus importante » sera considérée comme équivalente à la propriété élémentaire paramétrée
« C de x est très peu supérieur à U ».
4.1.2.1 Choix de la propriété paramétrée
Définition I.5.1 : Le signe de l’opérateur de direction s*, noté signe(s*), est tel que : si-
gne(« moins »)=-1, signe(« plus »)=+1 et signe(« aussi »)=0.
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Définition I.5.2 : La direction de modification dépend du signe de l’opérateur de direction
s* et de celui de la propriété de référence Pik (définition I.3.6). Cette direction de modification
est calculée selon les règles classiques de l’arithmétique :
Direction(f( k) s* Pik) = signe(s*) * signe(Pik).
Définition I.5.3 : Le signe de la propriété de base paramétrée PP choisie pour former la
propriété équivalente est le même que celui de la direction de modification.
Nous aurons alors les situations suivantes :
• Signe(s*)=Signe(Pik)"0 ,Direction(f( k) s* Pik) = signe(PP)>0 ,PP=« supérieur à U » ;
• Signe(s*)"Signe(Pik)"0 ,Direction(f( k) s* Pik) = signe(PP)<0 ,PP=« inférieur à U » ;
• Signe(s*) = 0 , Direction(f( k) s* Pik)=0 , PP=« de U ».
Dans le cas où la propriété obtenue est « C de x est f( m) supérieur à U1 » nous obtiendrons
l’intervalle représenté dans la Figure 60A et dans le cas où la propriété obtenue est « C de x






Figure 60. Calcul de la propriété issue d’une propriété comme « beaucoup plus P »
4.1.2.2 Choix du modificateur
Il reste maintenant à déterminer le « m) ». Nous avions : M9={extrêmement peu, très très
peu, très peu, assez peu, normalement, assez, très, très très, extrêmement}. Il faut alors arriver
à déterminer le bon terme en fonction de « k) ». Nous allons poser que :
-( $ [1..R], .) $ [1..P] : k( / m) avec k($KR et m)$MP.
Par exemple, nous pouvons poser les équivalences suivantes :
extrêmement peu / un tout petit peu ;
très très peu / un petit peu ;
très peu / un peu ;
ø / ø ;
très / beaucoup ;
très très / énormément ;
extrêmement / infiniment.
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Ainsi, si l’utilisateur donne « La hauteur du cube est un peu plus importante », en suppo-
sant la hauteur courante à 6, nous traduirons par « La hauteur du cube est très peu supérieure
à 6 ».
Remarque : Certaines associations « s* Pik » sont plus courantes que d’autres. En particu-
lier, lorsqu’il existe un couple marqué dans les propriétés d’un concept, la propriété non mar-
quée, par définition représentant le concept, est la plus souvent utilisée. Ainsi, pour un con-
cept de taille comportant {petit, moyen grand}, nous aurons plus souvent « moins grand »,
« plus grand » que « plus petit » et surtout que « moins petit ». Cette dernière propriété n’est
sans doute presque jamais utilisée car elle correspond à une double négation assez rare en
français.
4.1.2.3 Critique de la méthode
Cette solution est intéressante mais n’est pas totalement satisfaisante. En effet, il serait pré-
férable d’obtenir des modifications à peu près identiques quelle que soit la position de la va-
leur de référence dans le domaine. Or, avec ce traitement, la modification dépend de la valeur
mais aussi d’une borne du domaine. La modification sera d’autant plus importante que la va-
leur de référence sera loin de la borne. Au contraire, pour que le locuteur puisse manipuler
efficacement les termes de modification, il faut qu’il puisse estimer la modification qu’ils im-
pliquent. Pour deux valeurs du domaine ou pour deux applications successives d’une même
modification, il faudrait que la différence soit du même ordre (comme entre la Figure 60A et
la Figure 60C et non pas comme entre la Figure 60A et la Figure 60B). C’est pour cela que
[Bour97] propose une autre solution (§2.4.1.2).
Il faudrait aussi améliorer le traitement des propriétés de modification en prenant en
compte la notion de marquage. En effet, l’utilisation d’une modification peut dépendre de la
propriété de base utilisée. En particulier, lorsque l’utilisateur décrit sa modification à l’aide
d’une propriété marquée, cela peut indiquer que cette propriété est importante et doit donc
être un peu vérifiée. Ainsi, pour un concept de taille, il peut donner l’une des deux propriétés
suivantes :
• « x est beaucoup moins grand » ;
• « x est beaucoup plus petit ».
Ces deux propriétés sont, en première analyse, équivalentes. Cependant, l’utilisation du
terme marqué « petit » semble indiquer qu’il voudrait que X soit plutôt petit alors que
l’utilisation du terme non marqué ne donne pas cette information.
Chapitre I.5 : Propriétés liées a la propriété élémentaire Le projet CordiFormes
112
4.2. Prise en compte du contexte
Jusqu’ici, nous avons proposé le traitement d’une modification sans prendre en compte le
contexte de traitement. Cependant, l’application d’une modification ne se fait pas toujours
indépendamment de ce contexte, c’est-à-dire d’une part la description initiale et d’autre part
les éventuelles modifications déjà demandées. Bien sûr, seules les propriétés et les modifica-
tions concernant le concept associé à la modification sont prises en compte.
4.2.1 Prise en compte des modifications précédentes
Pour construire une scène, l’utilisateur est parfois amené à réaliser plusieurs modifications
successives pour un concept qui lui apparaît particulièrement intéressant. Lors de l’application
réitérée des propriétés modificatrices soit on ne tient pas compte de ce qui a été fait précé-
demment soit on essaye d’affiner le traitement pour ne pas risquer de proposer une seconde
fois une solution qui a conduit à une modification.
Prenons l’exemple suivant : l’utilisateur veut ajuster la hauteur d’un objet. Cette hauteur est
un concept dont le domaine associé est [1,80]1. Partant d’une solution de mesure 5, prenons
les modifications successives suivantes :
1. « La hauteur de l’objet est beaucoup plus importante » ;
2. pour 60, « La hauteur de l’objet est plus faible » ;
3. pour 40, « La hauteur de l’objet est plus importante » ;
4. pour 45, « La hauteur de l’objet est moins faible »…
La Figure 61 montre les solutions successives que peut voir l’utilisateur au moment de
chaque modification.
1 . 2 . 3 . 4 .
Figure 61. Modifications successives de la hauteur d’une boîte
Avec cet exemple, la première méthode (§4.1.2.), qui ne tient pas compte du contexte, en-
gendre les courbes de gauche de la Figure 62.
Le projet CordiFormes Chapitre I.5 : Propriétés liées a la propriété élémentaire
113












































Figure 62. Modifications successives sur le domaine de « hauteur ».
Pour tenir compte des modifications passées, nous allons adapter cette méthode. Son prin-
cipe est de remplacer la propriété modificatrice par une propriété élémentaire paramétrée en
fonction de la valeur courante. Comme nous l’avons vu au paragraphe 8.2 du chapitre I.3, les
propriétés paramétrées de type comparaison élémentaire « supérieur à » et « inférieur à » sont
calculées à partir de la valeur de référence et respectivement de la borne supérieure et infé-
rieure du domaine. Nous avons alors :
• « supérieur à U » = f(U, BM) ;
• « inférieur à U » = f’(U, Bm).
Nous allons nous intéresser aux bornes sur lesquelles elles sont calculées. Lorsque
l’utilisateur énonce une propriété modificatrice correspondant à « supérieur à U » (resp.
« inférieur à U »), il indique que toutes les valeurs inférieures (resp. supérieures) à ce U doi-
vent être rejetées. Il faut donc garantir de ne pas y revenir lors des générations futures. Par
conséquent, la borne inférieure courante (resp. la borne supérieure courante) du domaine de-
vient U. Cette seconde méthode appliquée à l’exemple donné en début de paragraphe donne
les courbes de droite de la Figure 62. En résumé, nous avons selon le cas :
• « supérieur à U » , f(U, BM) et Bm = U ;
• « inférieur à U » , f’(U, Bm) et BM = U.
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4.2.2 Difficultés posées par ces méthodes
Notons que cette seconde méthode pose malgré tout un problème. Pour deux applications
d’une même modification pour deux valeurs très proches, l’intervalle obtenu risque d’être très
différent. L’utilisateur risque alors de perdre ses repères et d’avoir du mal à obtenir sa solu-
tion. La première méthode, où les bornes restent fixes, ne pose pratiquement pas ce problème
et est, de ce point de vue, plus intéressante. En ce qui concerne la première méthode, elle ris-
que de mener à proposer des valeurs rejetées par des modifications précédentes. Nous trou-
vons cette situation à la Figure 62 (étape 4.). La seconde valeur modifiée (60) peut être à nou-
veau proposée (partie entourée). Ce défaut peut être vu comme un avantage lorsqu’on autorise
l’utilisateur à changer d’avis sur sa valeur idéale (ce qui est un peu plus difficile à faire avec la
seconde méthode). La Figure 63 met en évidence les problèmes posés par ces deux méthodes.
La première méthode (à gauche) propose des valeurs rejetées par la seconde modification
(intervalle en partie dans une zone hachurée, c’est-à-dire interdite). La seconde méthode (à
droite) propose à la troisième modification un intervalle beaucoup plus petit que celui proposé
à la première modification alors que celle-ci est la moins « forte » des deux d’un point de vue
sémantique (courbes entourées).

























b) beaucoup plus faible
c) beaucoup plus important
?
Figure 63. Problèmes posés par les deux méthodes de modification
Il y a encore un autre problème dont nous n’avons pas encore parlé : la gestion de la cohé-
rence des modifications successives. En fait, deux cas se présentent :
• Les modifications sont effectuées les unes après les autres sans s’occuper des précéden-
tes (c’est ce que nous avons fait pour l’exemple de la Figure 62).
• Pour chaque application, la cohérence avec les applications précédentes est vérifiée.
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Dans ce dernier cas, il est nécessaire de vérifier l’intersection avec les intervalles précé-
dents. Quand elle existe, l’intervalle final est réduit à cette intersection. Dans le cas contraire,
soit la propriété modificatrice est rejetée, soit l’utilisateur prend l’ultime décision pour éven-
tuellement rompre volontairement la cohérence.
4.2.3 Prise en compte de la description initiale
Dans certains cas, il arrive que, sur le concept que l’utilisateur veut modifier, soit demandé
une ou plusieurs propriétés. Nous allons supposer ici que ces propriétés sont des propriétés
élémentaires. Il faut alors gérer la modification en fonction de la description et éventuellement
de l’avis de l’utilisateur sur la solution. Comme seules les scènes vérifiant la description ini-
tiale sont proposées à l’utilisateur (à moins que la propriété décrite soit une des alternatives
d’une disjonction), ces propriétés sont vérifiées. Lorsque l’utilisateur donne sa propriété mo-
dificatrice, nous avons alors deux cas possibles :
• La description et la propriété modificatrice (plus exactement, leurs fonctions
d’appartenance) ont une intersection (Figure 64a). La génération peut alors être lancée
sur la partie commune sans autre traitement.
• La propriété modificatrice n’a pas d’intersection avec la description. Il faut alors gérer
un cas d’incohérence (Figure 64b). Nous retrouvons le problème classique déjà vu au
paragraphe précédent qui est soit de rejeter soit de demander à l’utilisateur de trancher.














Vraiment énormément moins important
?
Figure 64. Cas entre description et propriété modificatrice
Du point de vue de la phase de génération en modélisation déclarative, les propriétés modi-
ficatrices interviennent au niveau des choix des valeurs à considérer et non dans l’évaluation
de la description. Elles donnent la possibilité à l’utilisateur de diriger la recherche vers des
valeurs qu’il pense plus intéressantes. Elles n’ont donc pas leur place dans la description. Il
faut tenir compte de cela pour la gestion de l’incohérence. Si l’utilisateur insiste sur sa modi-
fication, il est nécessaire de l’informer que telle ou telle propriété de sa description ne sera
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plus valable (et donc désactivée). Ce point de vue favorise aussi l’idée que la prise en compte
des modifications précédentes n’est pas forcément utile. L’utilisateur doit pouvoir changer de
plage d’étude pour voir d’autres solutions parfois très différentes.
4.3. Autre méthode de traitement
Le traitement des modificateurs, que propose [Mou94], est original. A l’aide de la proprié-
té, il définit une fourchette de valeurs autorisées. La valeur courante sert de borne supérieure
ou inférieure suivant que le signe de la modification est respectivement moins ou plus. En-
suite, il opère un tirage aléatoire sur cet intervalle sachant que la probabilité pour chaque va-
leur d’être choisie est répartie suivant une courbe de Gauss. L’apogée de cette courbe est
choisie en fonction de la quantité associée au modificateur. Ainsi, la répartition des valeurs
n’est pas équiprobable et le calcul permet de rendre compte plus fidèlement de l’imprécision
de la modification. La formule de Gauss choisie est la suivante :G x K e bxa( ) ( )= 00 . Avec
cette méthode, les bornes de l’intervalle de validité sont modifiées de la même manière que ce
que nous avons vu au paragraphe 2.4.1. Cette méthode, spécifique au type de génération choi-
si, pose donc des problèmes identiques.
5. Conclusion
Après avoir proposé un modèle cohérent de propriétés élémentaires, nous venons de pré-
senter quelques idées de traitement pour d’autres catégories de propriétés qu’on peut trouver
en modélisation déclarative et liées avec les propriétés élémentaires.
La solution proposée pour les propriétés quantifiées, nous l’avons vu, ne couvre pas tous
les cas de quantificateurs. Il faudrait donc étudier d’autres solutions en particulier celles pro-
posées dans les travaux sur les requêtes floues en base de données ([Zad83], [Yag84],
[DuP90]…). Il en est de même pour les propriétés statistiques. De plus, pour l’instant les ob-
jets sont regroupés selon les critères « x est d’un type possèdant C » mais le problème plus
ardu lorsque les objets étudiés sont regroupés selon une propriété spécifique par exemple :
« La plupart des segments très long sont horizontaux » ou « La pente moyenne des segments
verticaux est assez faible ». Ces traitements, nous l’avons vu, sont donc le plus souvent impar-
faits. Il sera donc nécessaire de les reprendre afin de les améliorer.
Dans le prochain chapitre, nous allons présenter une autre catégorie de propriétés mettant
en jeu plusieurs objets ou concepts de la scène quelque soit le quantificateur utilisé : les rela-
tions.
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 CHAPITRE I.6 : LES RELATIONS
1. Introduction
Jusqu’ici, nous nous sommes intéressés au traitement et à la manipulation de propriétés
portant sur un seul concept, c’est-à-dire ne portant que sur un objet de la scène
(éventuellement la scène entière) d’un point de vue conception (avec l’utilisation du quantifi-
cateur existentiel). Les propriétés élémentaires quantifiées et statistiques telles que nous les
avons présentées sont des extensions à un ensemble d’objets mais toujours en faisant réfé-
rence à une seule caractéristique de la scène. Seulement, comme nous l’avons vu au chapi-
tre I.2, beaucoup de propriétés portent directement ou indirectement sur plusieurs caractéristi-
ques.
Définition I.6.1 : une relation est une propriété d’un concept portant sur plusieurs caracté-
ristiques ou sur plusieurs objets de la scènes.
Il existe trois types de relations :
• les propriétés relatives (de niveau 1) ;
• les propriétés de relation (de niveau 2) et, en particulier, les propriétés de comparaison ;
• les propriétés de compositon (de niveau 3).
Nous verrons d’abord une première idée de traitement des propriétés de comparaison per-
mettant de mettre en relation plusieurs propriétés (section 2). Puis, nous aborderons la gestion
des compositions de propriétés (section 4) qui font intervenir plusieurs propriétés. Les pro-
priétés relatives ne sont pas abordées ici, car nous avons constaté au chapitre I.2 que leur trai-
tement se rapporte à celui des propriétés élémentaires.
2. Propriétés de comparaison
2.1. État de l’art
D’un point de vue bibliographique, les relations (et leur traitement) n’ont pas été vraiment
étudiées en modélisation déclarative. La formalisation de ce type de propriété a été principa-
lement abordée par [Chau94b] et [Ple91]. Pour eux, les contraintes sont représentées par des
contraintes mathématiques sur des paramètres de la scène (mesures de la scène selon certains
concepts). Les opérateurs utilisés sont évidemment : < (inférieur), > (supérieur), ! (inférieur
ou égal), " (supérieur ou égal), = (égal) et # (différent). [Ple91] introduit trois opérateurs ori-
ginaux : << (très inférieur), >> (très supérieur) et ~ (presque égal). Cependant, il ne précise
Chapitre I.6 : Les relations Le projet CordiFormes
118
pas la sémantique exacte de ces opérateurs. Il propose aussi des modificateurs sur ses opéra-
teurs mais ne précise pas le traitement. Généralement, c’est au concepteur d’application de
spécifier la sémantique de tous ces opérateurs. Il n’existe pas de modèle formel, général et
indépendant du domaine.
Seul [Bour97] a, nous le verrons, proposé une solution pour les propriétés de comparaison.
[Des95b] propose une première solution pour l’évaluation des propriétés de comparaison. Les
relations de base sont binaires (sur deux objets). Les autres relations sont le plus souvent des
relations binaires sur lesquelles portent un quantificateur. Nous ne présenterons donc que le
traitement de relations portant sur deux objets.
2.2. Types de comparaison
Les propriétés de comparaison (définition I.2.16) sont des énoncés de la forme : « Ci ([de
Xp] ou [entre Xp et Xr]) est f$ k% s& Pik que Cj ([de Xq] ou [entre Xq et Xs]) ». Ci et Cj sont deux
concepts (unaires ou binaires) dont les valeurs des domaines (Di et Dj) sont comparables au
niveau arithmétique et sémantique. La propriété de référence Pik est une propriété de Ci ayant
forcément un équivalent sémantique dans Cj. De plus, elle ne peut pas être une propriété pa-
ramétrée (« A est beaucoup plus de 2m que B » ne se dit pas). Les comparaisons hétérogènes
(définition I.2.17) posent le problème de garantir l’équivalence des deux domaines. Lorsqu’on
énonce la propriété « La hauteur de A est plus importante que la largeur de B », il faut être
certain que le concept « Hauteur » possède une propriété « importante » (par exemple
« Haut ») ainsi que le concept de « Largeur » (par exemple « Large »), c’est-à-dire « Haut » '
« Large ».
En réalité, il y a deux types de propriétés de comparaison en fonction du k$ utilisé :
• les propriétés de comparaison basées sur une différence (avec « beaucoup », « un
peu »…) ;
• celles basées sur une proportion (avec « 2 fois », « une dizaine de fois »… plus généra-
lement tous les coefficients de la forme « p fois »).
Nous allons considérer que ces propriétés sont chacune associées à un concept particulier :
• le concept de comparaison par différence (ou concept de différence) ;
• le concept de comparaison par proportion (ou concept de proportion).
Ces concepts sont des concepts « paramétrés » par deux concepts, c’est-à-dire qu’ils sont
fonction de deux concepts. Ils seront notés respectivement CompCi,Cj et PropCi,Cj.
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2.3. Le concept de différence
Lorsque le locuteur utilise une propriété basée sur le concept de différence CompCi,Cj, il
entend comparer les valeurs des mesures des deux concepts. Il doit pouvoir donner des énon-
cés comme : « A est beaucoup plus grand que B », « A est un petit peu moins grand que B »…
Pour un tel concept (de niveau 2), la mesure est une fonction mCompCi,Cj basée sur les mesuresdes concepts paramètres telle que :
mCompCi,Cj : Di x Dj (DCompCi,Cj
mi, mj ( d = mi - mj
Avec DCompCi,Cj tel que [-), )]u où ) correspond à la plus grande différence possible.
Si l’on prend Di =[Bmi, BMi]ui et Dj=[Bmj, BMj]uj nous aurons :
) = Max(*Bmi - BMj*, *BMi - Bmj*) et u = Min(ui, uj).
Remarque : Le traitement des comparaisons par différence où l’opérateur de comparaison
k$ est une valeur précise (par exemple « A est de 2m plus grand que B ») est trivial. La diffé-
rence valide est explicitement donnée par cet opérateur. Dans la suite, nous ne considérerons
que des opérateurs de comparaison flous.
Nous allons d’abord exposer une méthode présentée dans [Des95b] puis nous verrons une
autre méthode qui nous semble plus intéressante du point de vue linguistique.
2.3.1 Traitement d’une comparaison par différence
Ce concept possède une propriété PCompCi,Cj dont nous allons essayer de déterminer la fonc-tion d’appartenance en fonction des opérateurs utilisés et des conditions d’application
(caractéristiques des concepts paramètres). Cette propriété est définie par :
DCompCi,Cj ( [0,1]
d = mi - mj ( µCompCi,Cj(d)
Remarque : Lorsque l’opérateur de comparaison est précis (de la forme « entre U et V »),
PCompCi,Cj s’obtient très facilement en utilisant les paramètres (µCompCi,Cj(d) = µ<0,U,V,0>,L,R(*d*)).
Définition I.6.2 : La direction de comparaison dépend du signe de l’opérateur de direction
s& et de celui de la propriété de référence Pik. Elle est calculée selon les règles classiques de
l’arithmétique : Direction(k% s& Pik) = signe(s& Pik) = signe(s&) * signe(Pik).
Définition I.6.3 : Le signe de la différence est le signe de la différence des mesures des
concepts paramètres.
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Théorème I.6.1 : La propriété ne peut être vérifiée que si le signe de la différence est le
même que la direction de comparaison.
Le Tableau 7 regroupe les différentes situations qu’on peut rencontrer pour évaluer la pro-
priété selon cette dernière définition.
Tableau 7. Première évaluation du degré d’appartenance à la propriété PCompCi,Cj
Signe(Pik) Signe(s%) Signe(mCi - mCj) Direction(k% s& Pik)* Signe(mCi-mCj) µCompCi,Cj
+1 +1 +1 +1 " 0
+1 +1 -1 -1 = 0
+1 -1 +1 -1 = 0
+1 -1 -1 +1 " 0
-1 +1 +1 -1 = 0
-1 +1 -1 +1 " 0
-1 -1 +1 +1 " 0
-1 -1 -1 -1 = 0
±1 0 ±1 ±1 " 0
L’opérateur de direction « aussi » est un cas particulier du point de vue linguistique. En ef-
fet, il n’autorise que l’utilisation de l’opérateur de comparaison « Ø » et est indépendant du
signe de la propriété de référence. Cependant, cet opérateur n’a aucun effet. Le traitement doit
donc prévoir le traitement de cet opérateur où ce sont les différences « autour » de 0 qui seront
intéressantes.
Remarque : L’application de l’opérateur flou f$ se fait sur la fonction d’appartenance de
PCompCi,Cj de la même manière que pour une propriété élémentaire ou une propriété relativepuisque cet opérateur est indépendant de la sémantique de la propriété sur laquelle il porte
(voir chapitre I.3, §6.3).
La propriété PCompCi,Cj est déterminée à l’aide de la direction de comparaison mais aussi del’opérateur de comparaison et de la sémantique des concepts paramètres. Cette propriété défi-
nit un intervalle flou représentant les écarts autorisés des mesures paramètres. La forme de cet
intervalle dépend de la sémantique des concepts (« largeur » de l’intervalle) et de la position
de la « force » de l’opérateur de comparaison (« translation » de l’intervalle).
Définition I.6.4 : Le coefficient de différence linguistique TCi est un coefficient qui rend
compte d’une différence significative liée au concept utilisé.
Pour que les deux concepts soient considérés comme comparables, il faut que leurs coeffi-
cients de différence linguistique soient équivalents (TCi+TCj). Généralement, ce coefficient est
proportionnel à l’intervalle du domaine. Il représente la translation élémentaire rendant
compte de la différence de “force” entre deux opérateurs. En effet, la comparaison dépend des
concepts sur lesquels elle porte. « La boîte A est plus grande que la boîte B » la différence de
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mesure n’est pas du même ordre de grandeur que lorsqu’on dit « L’immeuble A est plus grand
que l’immeuble B » ou « La planète Mars est moins éloignée que la planète Pluton ».
Définition I.6.5 : Le coefficient de comparaison ,$ associé à un opérateur de comparaison
k$ est un entier tel que ,$! ,% - k$ ! k%.
Remarques :
• Les opérateurs de comparaison sont ceux définis pour les propriétés modificatrices.
Nous avons donc la même définition pour KR.
• En pratique, pour K7={un tout petit peu, un petit peu, un peu, ø, beaucoup, énormément,
infiniment}, nous avons choisi L(K7) = {1, 2, 3, 4, 5, 6, 7}. Ces valeurs semblent assez
conformes aux sémantiques relatives des différents opérateurs de comparaison
(définitions I.6.5) et permettent une distribution satisfaisante sur le domaine.
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Figure 65. Opérateurs de comparaison pour une propriété du domaine des tailles avec Ttaille=11.4
2.3.2 Bilan
Si la propriété est PCompCi,Cj = {DCompCi,Cj, µCompCi,Cj}, la fonction d’appartenance associée à lapropriété de comparaison est :
µCompCi,Cj
(d) =
0 si Direction(f$ k% s& Pik) # Signe(mi - mj) et Signe(s%) # 0
µ<TCi, 0, 0, TCi >, LCompCi,Cj, RCompCi,Cj 
(*d*)si Signe(s%) = 0
µ<TCi, ,$*TCi, ,$*TCi, TCi >, LCompCi,Cj, RCompCi,Cj 
(*d*) sinon
Dans la fonction d’appartenance de la comparaison, ,$ * TD représente la différence
« idéale » associée au comparateur en fonction du domaine. La Figure 66 et la Figure 67 pro-
posent quatre courbes de comparaison de deux objets A et B dont les « tailles » varient de 140
à 220. Dans ces figures, les zones sont d’autant plus noires que la propriété concernée est véri-
fiée. Cette solution ne nous semble cependant pas suffisante. Elle ne rend pas compte des
Chapitre I.6 : Les relations Le projet CordiFormes
122
nuances linguistiques amenées par les opérateurs de comparaison. Nous allons donc proposer
une nouvelle méthode.




















Figure 66. Comparaisons entre deux objets A et B (1)
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Figure 67. Comparaisons entre deux objets A et B (2)
2.4. Autre solution pour le concept de différence
Une autre méthode pour déterminer la propriété du concept de différence est de procéder
comme pour les propriétés modificatrices, c’est-à-dire de chercher une propriété élémentaire
paramétrée équivalente sur le domaine. Autrement dit, il s’agit de trouver une propriété élé-
mentaire paramétrée de la forme « C [de X] est f$ m% PP » sur DCompCi,Cj telle qu’elle représenteun intervalle flou des différences autorisées. Nous allons choisir un traitement identique à
celui effectué pour les propriétés modificatrices (§2.4.1). La détermination de la propriété de
base paramétrée est identique à celle effectuée pour les propriétés modificatrices.
Théorème I.5.2 : Le signe de la propriété de base paramétrée PP choisie pour former la
propriété équivalente est le même que celui de la direction de comparaison.
Ici, la valeur de référence U est déterminée à priori. Les différences sont qualifiées par rap-
port à la différence minimale qui est 0. Nous aurons alors les situations suivantes :
• Signe(s&)=Signe(Pik)#0.Direction(f$ k% s& Pik)>0.signe(PP)>0.PP=« supérieur à 0 » ;
• Signe(s&)#Signe(Pik)#0.Direction(f$ k% s& Pik)<0.signe(PP)<0.PP=« inférieur à 0 » ;
• Signe(s&) = 0 . Direction(f$ k% s& Pik)=0 . PP=« de 0 ».
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La Figure 68 montre l’utilisation de la propriété paramétrée « supérieur à 0 » pour détermi-
ner la propriété de différence sur une propriété de comparaison de « tailles ».
Un tout petit peu










supér ieur  ài n f é r i e u r  à
Différence en cm
Figure 68. Concept de différence à l’aide de l’association entre « plus Pik » et « Supérieur à 0 »
Le choix du m% est exactement identique à celui exposé pour les propriétés modificatrices.
Nous avons :
extrêmement peu / un tout petit peu ;
très très peu / un petit peu ;
très peu / un peu ;
ø / ø ;
très / beaucoup ;
très très / énormément ;
extrêmement / infiniment.
Ainsi, si l’utilisateur énonce « La taille de la statue A est plus importante que celle de la
statue B » la propriété de différente sera « La différence de taille entre A et B est supérieure à
0 » et on obtiendra la courbe de la Figure 69A. L’autre courbe de cette figure et celles de la
Figure 70 montrent d’autres propriétés de différence : « moins important » (Figure 70A),
« aussi important » (Figure 70B) et « infiniment plus important » (Figure 69B).
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Figure 69. Comparaisons entre deux objets A et B selon la nouvelle méthode (1)
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Figure 70. Comparaisons entre deux objets A et B selon la nouvelle méthode (2)
Cette solution nous semble plus intéressante que la précédente d’un point de vue sémanti-
que. En effet, les courbes sont mieux réparties. La description sur des différences faibles est
plus fine. De plus, ces courbes rendent compte d’une dilatation avec l’utilisation d’opérateurs
de comparaison plus « puissants ».
Remarque : Cette méthode ne fait plus intervenir le coefficient de différence linguistique
introduit pour la première méthode. Ce coefficient voulait rendre compte de la sémantique des
concepts utilisés. Cependant, pour avoir des intervalles « bien répartis », sa valeur était direc-
tement dépendante des bornes des domaines des concepts paramètres. Il en est de même pour
les propriétés calculées selon la seconde méthode. Elles dépendent indirectement des bornes
des deux domaines.
2.5. Le concept de proportion
Lorsque l’utilisateur utilise une propriété basée sur le concept de proportion PropCi,Cj, il
entend indiquer un rapport entre les valeurs des mesures des deux concepts. Il doit pouvoir
donner des énoncés comme : « A est 4 fois plus grand que B », « A est une dizaine de fois
moins grand que B »… Plus généralement, nous visons ici le traitement de propriétés de com-
paraison où k$ = « p fois », c’est-à-dire des propriétés de la forme (avec p un réel quelcon-
que) :
« Ci ([de Xp] ou [entre Xp et Xr]) est f$ p fois s& Pik que Cj ([de Xq] ou [entre Xq et Xs]) ».
Remarques :
• La méthode présentée ici est celle présentée dans [Des95b].
• Ce ne sont donc que des propriétés paramétrées par un réel « p ».
Pour un tel concept (de niveau 2), la mesure est une fonction mPropCi,Cj basée sur les mesuresdes concepts paramètres telle que :
mPropCi,Cj : Di x Dj (DPropCi,Cj
mi, mj ( d = {mi , mj} Avec DPropCi,Cj = Di x Dj.
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Ce concept possède une propriété PPropCi,Cj dont nous allons essayer de déterminer la fonc-tion d’appartenance en fonction des opérateurs utilisés et des conditions d’applications
(caractéristiques des concepts paramètres). Cette propriété est définie par :
DPropCi,Cj ( [0,1]
d ={a, b} ( µPropCi,Cj(d)
La propriété PPropCi,Cj se comporte comme l’étude de l’égalité où les opérandes sont ajustéesen fonction de l’opérateur de comparaison et de l’opérateur de direction. Cette étude dépend
essentiellement de la direction de la comparaison. Pour une propriété « Ci est f$ “p fois” s& Pik
que Cj », si cette direction est positive alors nous étudierons mi + p * mj ou, dans le cas con-
traire, p * mi + mj. Nous avons donc :
µPropCi,Cj
({a, b}) = µ<$, a, b, %>, LPropCi,Cj, RPropCi,Cj(*a-p*b*) si Direction(k% s& Pik) > 0
µ<$, a, b, %>, LPropCi,Cj, RPropCi,Cj
(*p*a-b*) sinon
Avec $ et % deux réels
La Figure 71 présente les courbes des deux propriétés « La taille de A est 3 fois plus im-
portante que la taille de B » (Figure 71a) et « La taille de A est 3 fois plus faible que la taille
de B » (Figure 71b). Cette solution semble suffisante avec l’hypothèse que l’opérateur de
comparaison est précis. Cependant, il reste à s’assurer que les opérateurs de comparaison ne
peuvent pas être, dans ce cas, flous. Si c’était le cas, il faudrait chercher à déterminer un nou-
veau traitement.
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Figure 71. Proportion entre la taille de deux objets
2.6. Autre Solution pour les propriétés de comparaison
Cette solution est exposée dans [Bour97]. Seules les relations binaires sont prises en
compte. Elles sont classées en trois catégories : les relations de construction (par exemple « A
est beaucoup plus grand que B », « A ressemble à B »), les relations de placement (par exem-
ple « A est très à gauche de B », « A est inclus dans B ») et les relations de modification (par
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exemple « A est beaucoup plus grand »). Ce classement ne semble pas judicieux, car il mé-
lange la forme (relation de construction), la sémantique (relation de placement) et le rôle
(relation de modification). De toute manière, le traitement qu’il propose est identique quelle
que soit la relation. Dans le cas des propriétés de modification, il considère que « A est plus
grand » est équivalent à la relation de construction « A est plus grand que B » avec A=« A
futur » et  B=« A actuel ».
Remarque : Cette idée déjà présentée dans le chapitre I.2, [DeM97a] et [DeM97b] peut être
appliquée avec la méthode que nous avons présentée dans les paragraphes précédents.
[Bour97] propose un autre classement : les relations qui se comportent selon un modèle de
concept (en fait nos propriétés relatives) et celles qui se comportent selon un modèle de diffé-
rence de concepts (nos propriétés de comparaison par différence). Le traitement des premières
est identique à celui de nos propriétés relatives. L’idée de base est de définir un écart caracté-
ristique ou écart significatif pour un concept donné. Il est fixe pour toute propriété du concept.
Ainsi, l’utilisateur possède une idée de l’écart de base provoqué par une différence sur ce con-
cept. [Bour97] a choisi une solution où la comparaison est indépendante des bornes et donc ne
dépend que des valeurs relatives de paramètres. Cet écart est alors un ensemble flou défini à
partir d’une propriété du concept et d’un indice de différence. La propriété est choisie parce
qu’elle est « représentative du concept ». Ce choix est facile lorsqu’il existe un couple marqué
(on prend le terme non marqué qui est, par définition, représentatif du concept). Par contre,
lorsqu’il n’y a pas possibilité de différencier les propriétés, ce choix devient « aléatoire ».
L’indice de différence est « très subjectif » selon [Bour97]. Aucune indication n’est donnée
pour le choix de la valeur, car elle est, elle aussi, fortement dépendante du concept considérée.
Cet écart ECi est défini par une fonction LR <$, a, b, %> telle que :
$ = indice*&/3 % = indice*&/3
a = indice*&/3 b = 2*indice*&/3
avec une propriété Pi définie à l’aide de <$i, ai, bi, %i>,  « indice » l’indice de différence et
[Bmi, BMi] l’intervalle support de Pi tel que Bmi = ai-$i et BMi = bi+%i et & = BMi-Bmi.
Ensuite, [Bour97] définit l’orientation de la différence. Cette orientation est calculée de la
même manière que ce que nous avons appelé la direction de comparaison, c’est-à-dire qu’elle
est calculée à partir du signe de la propriété de référence et du signe de l’opérateur de compa-
raison de telle sorte que : Orientation = Signe(P)*Signe(OpeComp) avec OpeComp dans
{« plus », « moins », « aussi »}.
[Bour97] oriente ses comparaisons. En effet, il détermine un « objet défini », noté Objdef, et
un « objet de référence », noté Objref. Il met en évidence deux formes de relations qui corres-
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pondent aux comparaisons par différence et aux comparaisons par proportion. Elles sont de la
forme :
1. [Cx de] Objdef est OpeComp Pik [que/de/à] [Cy de] Objref ;
2. [Cx de] Objdef est n fois OpeComp Pik [que/de/à] [Cy de] Objref.
Pour chacune de ces formes, il détermine une formule permettant de « placer » l’écart si-
gnificatif ECi = <$, a, b, %> dans le domaine du concept décrit pour l’objet défini. Cet inter-
valle devient :
• Pour la forme 1.
$def = $ %def = %adef = a + Vref +
(Signe(Pik)*Signe(OpeComp)* ´&’)
bdef = b + Vref +
(Signe(Pik)*Signe(OpeComp)* ´&’)
• Pour la forme 2.
$def = p*$ %def = p*%adef = (1/n) * Vref - (´(b-a)*p) bdef = (1/n) * Vref + (´(b-a)*p)
avec Vref la valeur supposée connue de Objref dans Cy, &’ = b+%-(a -$) et p = 0 si orienta-
tion=0, (1+n/100) si orientation>0 et (1-n/100) si orientation<0.
Ces deux formes peuvent avoir des variations en leur appliquant des opérateurs flous et des
modificateurs (avec « beaucoup » remplaçant « très », « un peu » remplaçant « assez » et « un
petit peu » remplaçant assez peu »). Ceux-ci portent alors sur l’intervalle flou obtenu de la
même manière que sur une propriété de base pour les propriétés élémentaires.
Cette méthode présente l’avantage d’être moins dépendante de l’équivalence entre les deux
concepts utilisés pour la comparaison. Elle ne demande pas la construction d’un nouveau do-
maine avec les problèmes de choix de bornes et d’unité qui sont liés. Elle se contente de pren-
dre une valeur dans le concept de l’objet référence et travaille uniquement dans le concept de
l’objet défini. Cette méthode est surtout intéressante pour la gestion des propriétés modifica-
trices. En effet, la valeur de référence est déjà connue et le concept défini est le même que le
concept de référence. Elle a l’avantage de proposer une modification constante quelque soit
les bornes. Le locuteur peut ainsi mieux maîtriser les modifications qu’il demande comme
nous l’avons déjà montré en présentant les propriétés modificatrices. Pour les méthodes que
nous avons présentées, leur adaptation aux propriétés modificatrices n’est pas facile à cause
de la définition du nouveau concept de différence. Par contre, contrairement aux méthodes
que nous avons présentées, cette méthode ne peut être appliquée que lorsqu’on connaît la me-
sure de l’objet de référence. Elle est donc dépendante de la génération et ne peut faire l’objet
d’une éventuelle phase de raisonnement pour lever certaines incohérences et ambiguïtés. En-
fin, elle pose un autre problème : les différents écarts obtenus après application des modifica-
teurs ne sont pas tous normalisés. En effet, il peut arriver que, pour certains modificateurs (en
particulier l’équivalent de « extrêmement peu »), le noyau ne soit pas sur la zone valide, c’est-
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à-dire du « bon » côté de la valeur de référence. Ainsi, il sera impossible d’avoir la propriété
totalement vérifiée (à un degré 1). Dans nos propositions, l’utilisation du concept de diffé-
rence pour les relations ou l’utilisation des propriétés paramétrées pour les propriétés modifi-
catrices permet d’éviter ce problème.
3. Combinaison de propriétés
Une description peut être considérée comme une disjonction de conjonctions de propriétés.
Globalement, une description est de la forme :
« (P11 et P12 et P13...) ou (P21 et P22 et P23...) ou (P31 et P32 et P33...) ... ».
Les Pi sont des propriétés quelconques telles que des propriétés élémentaires, des proprié-
tés de comparaison… Une description est donc équivalente à une propriété de composition
(définition I.2.26). Nous allons étudier comment interpréter simplement une conjonction, une
disjonction et, plus généralement, une description. Ces interprétations sont celles utilisées en
logique floue. Elles ne gèrent que les opérateurs “.” (confondus avec “Et”). Elles ne prennent
pas en compte les éventuelles relations entre les opérandes (voir §4.5, chapitre I.2).
3.1. Conjonction de propriétés
Une scène doit comporter plusieurs propriétés qui sont demandées simultanément. C’est
une propriété de composition avec seulement des opérateurs conjonctifs “Et”. Nous avons
alors une conjonction de propriétés comme par exemple : « La maison est grande, assez éloi-
gnée et plus allongée que la première ». Ce sont des propriétés de la forme : « P1 et P2 et
P3... ». Pour interpréter de telles descriptions, nous utilisons l’extension du produit cartésien à
n propriétés (intersection de n ensembles flous, voir Annexe 1). Nous avons alors :
D1 x D2 x ... x Dn( [0,1]
t1, t2, ..., tn ( µ(t1, t2, ..., tn)=Ti dans [1,n](µPi(ti))
avec T une t-norme adaptée (voir Annexe 1). Nous utiliserons, par exemple, l’opérateur
classique “min(x)”.
Remarque : Il serait intéressant d’étudier la possibilité d’utiliser une moyenne (pondérée ou
non) à la place de la t-norme [DuP93].
3.2. Disjonction de propriétés
Dans certaines descriptions, l’utilisateur peut laisser le choix entre plusieurs descriptions.
C’est une propriété de composition avec seulement des opérateurs disjonctifs “ou”. Nous au-
rons alors une disjonction de propriétés comme par exemple : « La maison est haute ou allon-
gée ». Ce sont des propriétés de la forme : « P1 ou P2 ou P3... ». Pour interpréter de telles des-
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criptions, nous utilisons l’extension du produit cartésien à n propriétés (union de n ensembles
flous, voir Annexe 1). Nous avons alors :
D1 x D2 x ... x Dn( [0,1]
t1, t2, ..., tn ( µ(t1, t2, ..., tn)=0i dans [1,n](µPi(ti))
avec 0 une t-conorme adaptée (voir Annexe 1). Nous utiliserons, par exemple, l’opérateur
classique “max(x)”.
3.3. Description
L’interprétation d’une description comme disjonction de conjonctions consiste donc à
évaluer :
D11 x D12 x ... x D1n x D21 x D22 x ... x D2n x ... ( [0,1]
t11, t12, ..., t1n, t21, t22, ..., t2n, ...    ( µ(t,...) =0i dans [1,m](Tj dans [1,n](µPij(tij)))
4. Conclusion
Après avoir proposé un modèle cohérent de propriétés élémentaires, puis des propositions
de traitement de propriétés qui sont liées à ces dernières, nous venons de présenter quelques
idées de traitement pour d’autres catégories de propriétés qu’on peut trouver en modélisation
déclarative : les relations. Ces traitements, nous l’avons vu, sont le plus souvent imparfaits. Il
sera donc nécessaire de les reprendre afin de les améliorer. Dans le prochain chapitre, nous
allons faire un bilan du modèle présenté.
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 CHAPITRE I.7 : CONCLUSION
1. Introduction
Après avoir exposé les différents types de propriétés et proposé des solutions de traitement,
nous allons conclure en montrant d’abord comment sélectionner une forme en fonction de la
validité de la description (section 2). Puis nous ferons un bilan de ce formalisme au niveau de
la description (section 3), de la génération (section 4) et de la prise de connaissance
(section 5). L’objectif de ce paragraphe est d’une part d’analyser les utilisations du forma-
lisme présenté dans cette première partie et d’autre part de le situer par rapport à ce qui est
réalisé en modélisation déclarative en mettant en évidence les avantages potentiels.
2. Sélection d’une scène solution
Définition I.7.1 : Une forme F de l’univers des formes Uf est dite forme ou scène solution
si la description est considérée comme vérifiée, c’est-à-dire si toutes les propriétés d’une des
conjonctions de la description (disjonction de conjonctions) sont vérifiées.
Pour simplifier, nous considérerons dans ce paragraphe, une description comme une con-
jonction de propriétés. Par ailleurs, lors d’une étude de forme, il est indispensable de détermi-
ner si une propriété donnée est ou n’est pas vérifiée. Pour cela, il nous suffit de définir,
comme dans [GAT96], le seuil d’acceptation.
Définition I.7.2 : Un Seuil d’Acceptation (S.d.A.) est une valeur de degré d’appartenance à
partir de laquelle la propriété est considérée comme vérifiée. Il est défini par une fonction
filtre ! et une valeur S tel que :
!S : [0,1] " [0,1]
t " t si t # S
0 sinon
Le seuil d’acceptation peut être : calculé automatiquement, déterminé par le concepteur ou
déterminé par l’utilisateur. Plusieurs politiques sont applicables quant à sa détermination sui-
vant l’exigence portée sur la notion d’appartenance. En voici quelques unes :
• On considère qu’une propriété est présente dès que le degré d’appartenance n’est pas
nul. Le seuil d’acceptation est alors le plus bas possible. Par exemple, en admettant que
le degré d’appartenance est défini avec 1 chiffre significatif, nous aurons : S = 0,1.
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• On considère que dès que le degré d’appartenance n’est pas négligeable, la propriété est
vérifiée. Par exemple, si on considère que le degré d’appartenance est négligeable au-
dessous de 0,15 nous aurons : S = 0,15.
• La propriété est vérifiée dès que le degré d’appartenance est supérieur à 50% (choix
d’un seuil d’acceptation “raisonnable”). Nous aurons alors : S = 0,5.
• On considère qu’une propriété n’est vérifiée que lorsque le degré d’appartenance est
proche de 1. Nous aurons par exemple : S = 0,9.
• Le seuil d’acceptation est déterminé en fonction des opérateurs flous de la propriété et
de la description. On peut aussi prendre en compte l’ensemble des propriétés (en calcu-
lant un degré de flou moyen par exemple).
Remarques :
• Les spécialistes du flou utilisent généralement la valeur 0.1 ou 0.2 comme seuil.
• Le choix d’une politique peut être global (pour toutes les propriétés) ou spécifique à
chaque propriété.
• Le seuil d’acceptation de la description ne semble pas nécessaire car il peut être déduit
des seuils d’acceptation des propriétés. Il se détermine alors en fonction des conjonc-
tions, des disjonctions, des t-normes et des t-conormes utilisés. Cependant, un seuil
d’acceptation global permet de rendre compte d’une certaine incertitude quant à la des-
cription. Par exemple, nous pouvons avoir des débuts de description comme : “La des-
cription est exactement la suivante : …” ou “La description est à peu près la sui-
vante : …”…
• Si S =0, la propriété devient inutile.
• Si S =1, la propriété est une propriété classique (précise ou imprécise et non floue).
Nous avons donc montré qu’il est possible de choisir entre plusieurs politiques pour déter-
miner un seuil d’acceptation. La détermination de la forme de la propriété est à la charge du
concepteur : d’un bon choix dépendra une production raisonnable de solutions. A priori, dès
que le degré d’appartenance de la scène à la propriété n'est plus nul, on peut considérer que
cette scène appartient un peu à la propriété. Autrement dit, toute scène dont le degré
d’appartenance à la propriété n'est pas nul vérifie (plus ou moins) cette propriété. En consé-
quence, nous pouvons choisir un seuil d’acceptation qui soit juste au-dessus de 0 (0.01 ou 0.1
suivant la précision des propriétés). La Figure 72 montre que, plus le seuil d’acceptation est
haut, plus l’imprécision est affaiblie. Par conséquent, si on veut malgré tout « profiter » de
l’imprécision des propriétés, il est préférable que ce seuil ne soit pas trop important.
On considère qu’avec un seuil d’acceptation S nous avons, pour une propriété P={D, µ,$} :
• si µ # S alors la propriété est vérifiée,
• si µ < S alors la propriété n’est pas vérifiée.
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Figure 72. Étude de l’influence du seuil d’acceptation d’une propriété
Remarque : Nous pouvons facilement faire la correspondance avec la notion de %-coupe en
logique floue (voir annexe 1). L’ensemble des mesures de D solutions par rapport au seuil
d’acceptation est donc une %-coupe telle que %=S. Donc, pour une propriété donnée P d’un
domaine D, une forme est solution si la mesure t selon D est telle que : !S(t)>0 ou t & PS (PS
est la coupe de niveau S ou S -coupe de la propriété P) (voir Figure 72).
3. Description
3.1. La sémantique plus fine.
La “forme” de l’intervalle est fonction de la description. Le modèle de description interne
[CDMM97b] utilisant les ensembles flous (manipulé par les outils de description et
l’algorithme de génération) est alors beaucoup plus fidèle à la sémantique de la description
externe (donnée par l’utilisateur). Il y a moins de pertes d’informations. Cette représentation
rend compte du flou “naturel” des termes utilisés dans la description. Classiquement, une pro-
priété est donnée par rapport à un “idéal” et plus on s’éloigne de cet idéal, moins la propriété
est vérifiée. Tout cela se fait progressivement. Notons que les formes des énoncés proposés
tout au long de cette partie sont généralement assez restrictives. Elles permettent de mettre en
place un langage de description proche du langage naturel mais très restrictif. Pour espérer
traiter un texte en langage naturel, il sera nécessaire d’étudier un système permettant de trans-
former le texte original selon les formes présentées et de proposer des variantes à ces énoncés.
Ce système doit en outre être capable de lever un certain nombre d’ambiguïtés afin de bien
déterminer quel concept est décrit, sur quel objet et avec quelle propriété.
3.2. La gestion de la cohérence de la description est plus efficace.
Les méthodes de détection de l’incohérence d’une description proposées par [Don93]
(basée sur la logique de Allen [All83] appliquée aux intervalles), [Mac92] et [Chau94b] sont
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valables. Les méthodes de traitement de l’incohérence sont valables de la même façon. En
particulier, si on choisit la méthode de compromis ([Chau94b]…), ce modèle affine le traite-
ment. Par exemple, au lieu de modifier directement les intervalles (perte partielle de sémanti-
que), on va modifier les propriétés en cause dans la description en modifiant les opérateurs
flous. Ainsi, la modification pourra être plus compréhensible par l’utilisateur et la sémantique
de la description sera mieux conservée. Il existe aussi des méthodes plus complexes basées
sur des systèmes à base de règles et raisonnant sur des réseaux sémantiques et des ensembles
flous ([ADG84], [DAG86], [GFT92] et [GAT96]).
3.3. Intervalles classiques et intervalles flous
Un risque important pourrait être qu’un système utilisant les intervalles flous engendre
beaucoup plus de solutions qu’un système habituel utilisant les intervalles classiques. En pra-
tique, si on compare la sémantique d’une propriété donnée par les intervalles classiques et par
les ensembles flous, on peut déduire cinq situations (Figure 73).
1 2 3
4 5
Figure 73. Comparaisons entre intervalles classiques et intervalles flous
Soit n le nombre de solutions avec les intervalles classiques et N avec les intervalles flous.
Les situations 1 (le support de l’intervalle flou est inclus dans l’intervalle classique) et 2 (le
support de l’intervalle flou est identique à l’intervalle classique) ne produiront certainement
pas plus de solutions (n # N). Les situations 4 (le noyau de l’intervalle flou est identique à
l’intervalle classique) et 5 (l’intervalle classique est inclus dans le noyau de l’intervalle flou),
par contre, produisent effectivement plus de solutions (n ' N). Le nombre de solutions engen-
drées par la solution 3 dépend du choix du seuil d’acceptation (n ? N). Par conséquent, le rap-
port n / N dépend de l’implémentation. Globalement, les choix les plus probables sont les so-
lutions 2, 3 et 4.
C’est donc au programmeur de l’application de faire attention à bien choisir la fonction
d’appartenance et les différents paramètres par rapport au domaine d’application et au nombre
de solutions potentielles. La gestion du nombre de solutions potentielles par rapport à
l’intervalle choisi est identique pour les deux méthodes.
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4. Génération
4.1. Remarque sur le seuil d’acceptation
A première vue, le seuil d’acceptation provoque une équivalence entre ce modèle et la
théorie classique en retournant a une situation binaire {Vrai, Faux}. Dans un certain sens,
c’est effectivement le cas. Cela montre que les générateurs classiques sont utilisables avec ce
modèle. Il n’est donc pas nécessaire de tout refaire. Nous ne prétendons pas fournir un modèle
qui fasse travailler plus vite les générateurs. C’est même, si on n’y prend pas garde, parfois
plus lent (plus de solutions…). Par contre, les informations sur la forme générée seront plus
riches avec cette méthode. En effet, le seuil d’acceptation permet de déterminer les formes
solutions mais ces solutions ne seront pas toutes équivalentes. Elles auront des degrés
d’appartenance différents. Il y aura donc plus d’informations à fournir à l’utilisateur. Ce mo-
dèle permet en particulier de signaler que telle ou telle propriété est considérée comme suffi-
sante mais qu’elle n’est pas idéale, etc. Il est ainsi possible de montrer les différences entre la
scène proposée et la scène “idéale” par rapport à la description ou les autres scènes déjà pro-
posées. Le seuil d’acceptation permet de faire une sélection mais laisse les différences entre
les scènes choisies et donne la possibilité d’effectuer un premier classement.
Remarque : le modèle englobe les techniques classiques car on se retrouve dans une situa-
tion habituelle si on pose un seuil d’acceptation égal à 1. Ce qui montre qu’on n’a pas de cou-
pure par rapport aux techniques habituelles mais que ce modèle est plus riche.
4.2. Les techniques de génération spécifiques
Les modèles flous possèdent des techniques de génération spécifiques pour la plupart re-
groupées sous le terme de « défuzzification » comme la technique dite de la moyenne pondé-
rée, celle du maximum (choix de la plus grande valeur d’appartenance pour un concept) ou la
méthode aléatoire (problème de transformation possibilité/probabilité où il s’agit de faire un
tirage aléatoire d’une valeur prise dans une %-coupe elle-même déterminée aléatoirement
[Yag82] et [DPS93]). Ces méthodes sont principalement axées sur la détermination d’une
valeur d’un domaine en utilisant les fonctions d’appartenances des valeurs linguistiques la
décrivant. Elles déterminent une seule valeur ou proposent un tirage aléatoire contrôlé uni-
quement par les degrés d’appartenance.
Le modèle flou permet de bien formaliser les propriétés et de mieux appréhender les for-
mes générées. Des adaptations des techniques existantes sont aussi possibles dans un souci de
bonne compréhension de la scène et, parfois, d’optimisation des performances de génération.
En particulier, celles basées sur les systèmes à base de contraintes et d’arithmétique des inter-
valles semblent très intéressantes et peuvent exploiter de façon optimale le modèle flou.
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4.3. Systèmes à base de tirage aléatoire sous contraintes
4.3.1 Méthodes de type CSP
Les techniques de résolution de contraintes de type CSP (Constraint Satisfaction Problem ;
[Tsa93], [Fron94]) en modélisation déclarative sont celles proposées d’une part par [Don93]
(utilisant la logique de Allen [All83]), et surtout, [ChM94a], [ChM94b], [Chau94b] et
[MaM96] sur la réduction d’intervalles ([Sny92]) et d’autre part par [Lie96], [GAT96],
[ZHH96], [PRJ97] et [Cham97a] avec des techniques CSP plus classiques sur le parcours et la
réduction de domaines (souvent des intervalles). Ces méthodes de génération sont donc basées
sur la manipulation d’intervalles. Or, la théorie des ensembles flous est construite comme un
sur-ensemble des intervalles classiques. Elle indique que les opérations sur les intervalles
classiques sont également valables sur les intervalles flous. Par conséquent, ces techniques
peuvent être adaptées assez facilement à la manipulation des intervalles flous : par exemple en
transformant les intervalles flous en intervalles classiques (en utilisant leur intervalle support
ou toute autre %-coupe). Mais on peut aller plus loin en essayant d’adapter cette méthode de
génération aux ensembles flous. Notons qu’il existe des travaux essayant d’associer d’un
point de vue formel la théorie des ensembles flous avec les problèmes de contraintes
([Mat93]) et surtout avec les CSP qui sont alors appelés Fuzzy-CSP ou FCSP ([FDP95]).
4.3.2 Cas de la méthode de [Chau94b]
Cette méthode est une adaptation de ma méthode d’analyse des intervalles présentée dans
[Sny92] et utilisée par [SnK92]. L’ensemble des paramètres et des contraintes constituent un
pavé dans un espace IRn. Avec notre modèle, nous n’avons plus un pavé mais une sorte de
nuage. En effet, pour la méthode classique, si un point de l’espace appartient au pavé, il cor-
respond à une solution. Ici, un point appartiendra à la solution à un degré près. Nous avons
donc une sorte de nuage où les points appartiennent plus ou moins à la solution. La valeur en
un point sera celle de l’évaluation de la description en ce point, c’est-à-dire le plus souvent le
minimum des degrés d’appartenance aux différentes propriétés. Le calcul de la bande englo-
bante se fait par rapport aux zones de densité non nulles ou supérieures à un seuil
d’acceptation. Si besoin est, la technique de décomposition récursive reste valable.
Pour le tirage aléatoire d’un paramètre dans son intervalle, on peut utiliser la méthode clas-
sique. On peut aussi essayer de trouver un moyen de choisir une valeur pour laquelle le point
de l’espace est à un extremum (local). Pour cela, soit une valeur est choisie selon une fonction
spécifique, soit il faut mettre au point une méthode de tirage aléatoire « favorisant » les va-
leurs appartenant au noyau de la fonction d’appartenance. Pour cette dernière solution, la
fonction d’appartenance est alors considérée comme une fonction de probabilité. Les techni-
ques de défuzzification abordées au paragraphe 6.1 sont alors utilisables.
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A ces dernières, on peut ajouter la méthode classique proche de celle de [Yag82] et utilisée
par [Mou94] :
• on détermine la cardinalité C de la propriété (au sens de la théorie des ensembles flous) ;
• on fait un tirage aléatoire T (selon une loi normale) entre 0 et C ;
• on détermine le t en utilisant une intégration de la fonction suivant la méthode de
Simpson et on intègre par parties jusqu’à atteindre T.
Remarque : cette intégration est facilitée par l’utilisation des fonctions LR en général assez
facilement intégrables.
Cela permet de choisir une forme si possible la plus proche d’une solution “idéale” par
rapport à la description. On essaye de choisir la meilleure possible a priori. On peut faire aussi
un tirage aléatoire suivant la densité (plus probable dans les zones les plus denses).
L’utilisation des ensembles flous permet une meilleure compréhension des zones connexes et
surtout de mettre en évidence les différences par rapport à la description. L’idée principale est
de rendre le tirage aléatoire le plus “intelligent” possible.
4.4. Systèmes à base d’arbres d’exploration
Il est clair que le modèle de représentation des propriétés fonctionne parfaitement pour tout
ce qui est vérification a posteriori. La scène, une fois construite, est mesurée et la propriété est
évaluée. L’utilisation du seuil d’acceptation est nécessaire (S>0 sinon toutes les formes se-
raient solutions et S'1 avec S=1 pour la méthode classique). Les techniques d’élagage et de
réduction des contrôles ([Des95a]) sont toujours applicables. Ces techniques ont aussi été af-
finées avec l’utilisation des ensembles flous dans [DeM97a].
4.5. Systèmes à base d’arbres de déduction
Là encore, le modèle fonctionne très bien pour les vérifications a posteriori. Il reste à étu-
dier la possibilité d’utiliser la Logique Floue. Cette logique permettrait d’exploiter au mieux
le modèle et de faire des déductions plus fines à l’aide de règles spécialisées. De plus, il sem-
ble que ces systèmes tendent vers la manipulation d’intervalles, en particulier à l’aide de
fonctions d’intervalles ([MaM96]). Or, nous avons déjà vu au §6.2.2 que la manipulation
d’intervalles est un domaine où notre modèle peut être particulièrement utile.
5. Prise de connaissance
Notre modèle présente un gros intérêt lors de la prise de connaissance. Il permet d’affiner
la compréhension des solutions, d’améliorer les techniques existantes et de proposer de nou-
velles techniques. nIl n’y a pas de changement par rapport aux techniques classiques. L’étude
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du bon point de vue peut être affinée en permettant de choisir une vue en fonction de la pro-
priété la mieux vérifiée ou en fonction d’autres critères de ce style.
Le système peut proposer une description de la scène par d’autres termes que ceux utilisés
dans la description de l’utilisateur. Ces termes sont choisis pour être plus proches de la réalité.
Autrement dit, le système décrit d’une autre manière la forme, il l’explique. Il propose une
autre “opinion” qui permet une connaissance plus fine de la forme. Les termes sont choisis
parmi les concepts les plus adaptés à la forme, parmi les propriétés ayant un degré
d’appartenance le plus proche possible de 1.
Ainsi, on va pouvoir mettre en place des techniques d’apprentissage. Elles permettrons, par
exemple, d’améliorer la description en fonction de l’avis de l’utilisateur pour augmenter les
situations d’élagage. On imagine par exemple une méthode qui, à partir de l’avis de
l’utilisateur sur les formes proposées, déduit les propriétés implicites et les ajoute à la des-
cription. Ainsi, une description plus riche permettra de mieux choisir les formes. Il est aussi
tout à fait envisageable d’introduire une méthode d’apprentissage ajustant les paramètres des
concepts et des différents opérateurs en fonction de ce que fait l’utilisateur et de ses avis sur
les solutions proposées. Ainsi, le système adapte la sémantique de ses éléments à l’utilisateur.
6. Pour finir
Nous avons étudié un des aspects fondamentaux de la modélisation déclarative, à savoir la
formalisation des propriétés, et ceci lorsqu’elles se réfèrent à des concepts imprécis ou va-
gues. Le cadre formel de la modélisation proposée a été construit à l’aide de modificateurs ou
d’opérateurs flous définis sur des ensembles flous. Il apparaît clairement que le modèle propo-
sé peut contribuer au développement formel de la modélisation déclarative en synthèse
d’images dans un contexte d’informations imprécises ou vagues évaluées de façon quantita-
tive ou qualitative. Nous avons aussi proposé une nouvelle méthode pour interpréter la néga-
tion dans une description. Cette interprétation linguistique basée sur la similarité propose un
certain nombre de solutions plausibles à la négation d’une propriété élémentaire parmi les-
quelles le locuteur choisit éventuellement la propriété qu’il sous-entend.
Cette étude, volontairement restreinte aux propriétés élémentaires dans un premier temps,
montre bien que la théorie des ensembles flous est un outil tout à fait adapté, en modélisation
déclarative, à la formalisation des propriétés comportant de l’imprécision et à l’interprétation
linguistique de la négation.
Tous ces éléments ont été évalués à travers le projet LinéaFormes, reprise de l’application
FiloFormes ([Paj94]), et font partie intégrante du noyau déclaratif du projet CordiFormes que
nous présenterons dans la seconde partie.
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Cependant, comme nous l’avons vu dans ces chapitres, il reste encore à préciser ou à amé-
liorer le traitement de certaines propriétés. En effet, nous avons vu que le traitement des
quantificateurs n’a pas été réellement effectué et que la solution présentée n’est pas suffisante.
De plus, les solutions présentées correspondent à des cas particuliers qu’il faut s’attacher à
étendre. Les propriétés élémentaires quantifiées présentées correspondent à un cas bien parti-
culier. Comme pour les propriétés statistiques, elle ne prennent e compte que des groupes de
concepts sélectionnés sur leur type. Elles ne permettent pas de traiter des énoncés de la forme
« La plupart des segments très longs ont une pente importante » ou « La longueur moyenne
des segments de couleur claire est assez importante ». De plus, ces quantifications et ces sta-
tistiques telles que nous les avons présentées, ne portent que sur des propriétés élémentaires. Il
faux maintenant étudier leur traitement sur les autres types de propriétés.
De même, il serait intéressant de mettre en place un traitement des propriétés de composi-
tion plus complet permettant de prendre en compte les relations (parfois implicites) entre les
opérandes. De plus, la formalisation des propriétés modificatrices proposée pose encore des
problèmes en particulier au niveau de la cohérence. Il serait aussi intéressant d’affiner le trai-
tement des propriétés de comparaison en essayant de prendre plus en compte des aspects lin-
guistiques et psychologiques.
La négation n’a été présentée que pour les propriétés élémentaires. Il sera intéressant
d’étudier leur traitement pour les autres types de propriétés comme les relations ou les compo-
sitions et leur comportement vis-à-vis des quantificateurs.
Actuellement, nous n’avons proposé aucune étude de la cohérence exploitant les ensembles
flous. Cette étude n’est pas forcément facile, en particulier pour une description en langage
naturel. Il faut donc s’intéresser à des systèmes permettant de gérer les problèmes de cohé-
rence, d’ambiguïté et de connaissances par défaut comme celui proposer pour l’application
NALIG ([ADG84], [DAG86], [GFT92] et [GAT96]).
Enfin, il serait très intéressant d’étudier plus précisément les CSP flous qui pourraient pro-
poser des méthodes très intéressantes de génération utilisant efficacement notre modèle.
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 CHAPITRE II.1 : PRÉSENTATION DU PROJET
1. Introduction
La modélisation déclarative s’attache à construire un ensemble de solutions correspondant
à une description effectuée à l’aide de divers médias. Depuis [LMM89], un certain nombre de
projets ont vu le jour. Ils ont permis de mettre en évidence des connaissances et des techni-
ques indispensables pour la construction d’un modeleur déclaratif. Citons par exemple les
projets déjà présentés PolyFormes, AutoFormes, VoluFormes, CurviFormes, MégaFormes,
FiloFormes mais aussi SpatioFormes  (modélisation à l’aide de matrices d’énumération spa-
tiales [Pou94a] et [Pou94b]), MultiFormes (génération de scènes par des descriptions com-
plexes et structurées [Ple91]), PastoFormes (description d’objets obtenus par collages de po-
lyèdres élémentaires [Col90] et [Col92]), BatiMat (description de maisons [Cham97a] et
[Cham97b]), FLATS (description d’appartements [Koc94]), « La Have House » (description
de maisons [RMS96] et [RMD96]), GENWIN (description de fenêtres [Khe95])…  Ces pro-
jets ont tous en commun de traiter un sujet spécifique et ne sont pas directement adaptables à
d’autres sujets. Cependant, la plupart d’entre eux mettent en œuvre des techniques similaires.
Nous nous sommes donc intéressés à la mise en oeuvre d’un ensemble d’outils, une plate-
forme, visant à faciliter la mise en oeuvre de futurs modeleurs déclaratifs : c’est le projet Cor-
diFormes.
Afin d’éviter toute confusion, posons les deux définitions suivantes.
Définition III.1.1 : Nous appellerons concepteur une personne construisant un modeleur
déclaratif.
Définition III.1.2 : Nous appellerons utilisateur une personne utilisant un modeleur décla-
ratif pour construire les formes qu’il désire.
Dans ce chapitre, nous présenterons les grands objectifs de notre projet CordiFormes
(section 2). Puis, nous exposerons la méthode de construction d’un modeleur déclaratif à par-
tir de notre plate-forme (section 3). Enfin, nous verrons les thèmes abordés dans les prochains
chapitres de cette partie II.
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2. Le projet CordiFormes
2.1. Contexte et objectifs
Un certain nombre de projets ont vu le jour, chacun visant à étudier des aspects particuliers
de la modélisation déclarative. Bien que différents, ils mettent en œuvre des techniques simi-
laires. Les études récentes ([Des95b], [LuD95], [CDMM97b] et les réflexions du groupe
GEODE) s’appliquent à faire un bilan et une synthèse des travaux en modélisation déclara-
tive. Les réflexions se portent essentiellement sur la définition des éléments fondamentaux
d’un modeleur, leur utilisation ainsi que sur la mise en place d’outils permettant de les ex-
ploiter. L’attention se porte aussi sur la mise en place de modèles de génération permettant de
rendre compte des modes de conception à l’aide de modeleurs déclaratifs ([CDMM97b] et
[CDMM97c]). Il devient donc nécessaire de formaliser les connaissances manipulées et de
proposer une plate-forme pour la construction de modeleurs déclaratifs exploitant ce forma-
lisme et proposant des outils souples et génériques. Par conséquent, nous nous sommes inté-
ressés à la mise en œuvre d’un ensemble d’outils, une plate-forme, visant à faciliter le déve-
loppement de futurs modeleurs déclaratifs : le projet CordiFormes.
Pour mettre en place l’unification de ces outils, nous définissons d’abord un modèle de re-
présentation des connaissances que nous avons présenté dans la partie I. Celui-ci est construit
comme une synthèse, une généralisation, de modèles présentés dans les différentes études. Il
trouve donc naturellement sa place dans une plate-forme comme support de l’ensemble des
connaissances du modeleur et base essentielle pour des méthodes de génération performantes
et générales. De ce point de vue, CordiFormes est actuellement plus un noyau déclaratif
qu’une plate-forme (dans le sens « environnement de programmation de haut niveau »). Notre
objectif est de proposer une base de connaissances et d’outils permettant de développer faci-
lement un modeleur déclaratif indépendamment de la machine utilisée. Le concepteur peut
exploiter des méthodes générales et des objets déjà implémentés ou proposer les siens. Les
modeleurs produits à l’aide de CordiFormes sont des applications indépendantes mais aussi
des modules que le concepteur peut greffer sur d’autres applications. Celui-ci peut créer faci-
lement et rapidement un modeleur déclaratif. Il lui suffit de fournir les éléments spécifiques à
son domaine d’application comme les objets manipulés, les algorithmes de construction et les
caractéristiques (ou concepts) de la scène. Éventuellement, il les ajuste en fonction de ses pro-
pres besoins.
2.2. Caractéristiques attendues
Les objectifs que nous nous sommes fixés pour CordiFormes imposent un certain nombre
de caractéristiques pour la plate-forme. Celles que nous attendons sont entre autre : la simpli-
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cité, la souplesse de programmation, l’efficacité, l’extensibilité, la réutilisabilité, le prototy-
page rapide du modeleur.
2.2.1 La simplicité
Un des objectifs essentiels de CordiFormes est de rendre simple la conception d’un mode-
leur. L’idée est d’éviter au concepteur d’être noyé dans une multitude de paramètres à déter-
miner et de choix possibles. Dans le cas le plus simple, il se contente d’indiquer les objets de
son domaine d’application. Il peut ensuite immédiatement décrire une scène, générer les solu-
tions et en prendre connaissance. Il n’est plus obligé de s’occuper de la génération ou de la
définition des propriétés de base. CordiFormes utilise pour cela, nous le verrons plus en dé-
tails au chapitre II.2, un mode de génération dit récursif. Pour la description, le concepteur
bénéficie du calcul automatique des propriétés de base dans le cas des propriétés de niveau 1
(comme nous l’avons présenté dans la partie I). Il n’a pas besoin de définir les propriétés de
niveau supérieur, construites automatiquement à partir de concepts ou de propriétés de ni-
veau 1. Bien évidemment, s’il le désire, le concepteur peut ajuster, modifier ou refaire certains
éléments qui ne lui plaisent pas.
2.2.2 La souplesse
Notre objectif essentiel est de laisser le concepteur libre pour la création de son application.
Il doit notamment pouvoir construire un modeleur déclaratif contenant ses propres méthodes
de génération même si c’est aux dépens de la performance du modeleur (contrôle du parcours
des solutions, étude de toutes les solutions…). La plate-forme lui fournit des outils spécifiques
adaptés aux problèmes de la modélisation déclarative, à lui d’en faire ce qu’il désire. Hormis
des raisons de performance que nous aborderons plus loin, cette souplesse est importante pour
pouvoir ajuster le modeleur à ses propres besoins.
2.2.3 L’extensibilité
Les structures et les algorithmes proposés sont suffisamment généraux pour pouvoir
s’appliquer à la plupart des problèmes posés. Par conséquent, ces outils ne sont pas toujours
parfaitement adaptés aux problèmes du concepteur. Celui-ci doit donc être en mesure redéfinir
totalement ou partiellement les éléments de CordiFormes. Néanmoins, il faut aussi garantir
une utilisation cohérente de ces outils afin de s’assurer du bon fonctionnement des éléments
clés. De plus, il est difficile de prévoir convenablement tous les cas spécifiques à chaque do-
maine d’application et à chaque objectif du concepteur. Il y aura donc nécessairement des
éléments qu’il faudra adapter au problème.
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2.2.4 L’efficacité
L’utilisation d’une plate-forme a un inconvénient : les algorithmes utilisés, en particulier
les algorithmes de génération, sont généraux (nous les appellerons systématiques) et ne sont
pas forcément optimisés pour les problèmes traités. Le concepteur doit donc pouvoir proposer
ses propres outils et notamment des techniques de génération spécifiques aux concepts utili-
sés. Toutefois, bien que plus performantes, elles risquent de limiter certaines fonctionnalités
spécifiques à la génération systématique.
2.2.5 La réutilisabilité
Les concepts manipulés par les modeleurs déclaratifs sont généralement spécifiques a un
domaine d’application. Cependant, un certain nombre d’entre-eux sont fréquemment utilisés
par la plupart des modeleurs. CordiFormes propose donc une base de connaissance de con-
cepts courants et d’outils utilisés qui constituent l’ontologie ([Gru93a], [Gru93b], [GuG95],
[CBB96]) de la modélisation déclarative et de la modélisation géométrique [DeM97b]. Cette
base permet au concepteur de porter son attention uniquement sur les objets spécifiques du
domaine d’application. Il peut éventuellement l’enrichir au fur et à mesure de ses développe-
ments.
Remarques :
• « Le terme “Ontologie” vient de la philosophie où il désigne “la partie de la métaphy-
sique qui s’intéresse à l’Etre en tant qu’Etre” (Petit Robert). Mais l’Ontologie est ha-
bituellement davantage comprise comme étant une science des étants que comme une
science de l’Etre en tant qu’Etre, c’est-à-dire qu’elle s’intéresse davantage à ce qui
existe (les étants ou existants) qu’aux principes de ce qui existe (l’Etre). Cette science,
l’Ontologie, produit des ensembles, les ontologies. » [CBB96] ;
• « Une ontologie est l’ensemble des objets reconnus comme existant dans le domaine.
Construire une ontologie d’un domaine, c’est donc décider quels sont les objets que l’on
retient comme existant, c’est-à-dire décider quels objets possèdent une consistance on-
tologique, et lesquels n’en ont aucune. Construire une ontologie, c’est aussi décider de
la manière d’exister des objets retenus comme possédant une consistance ontologi-
que… » [CBB96].
2.2.6 Outils d’interface et de prototypage
La majeure partie des publications en modélisation déclarative concerne les outils de géné-
ration. Toutefois, ceux-ci restent difficilement utilisables sans de bonnes techniques de des-
cription et de prise de connaissance. Il est donc important d’inclure dans CordiFormes des
outils d’interface utilisant ces techniques. Ceux-ci ne sont pas indispensables au modeleur
déclaratif mais permettent de l’exploiter au mieux.
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Lorsque le concepteur a mis en place tous ces éléments, il doit pouvoir évaluer, tester le
modeleur qu’il a construit. La plate-forme doit donc donner la possibilité de développer rapi-
dement une application prototype. Celle-ci pourra utiliser tous les outils disponibles dans la
plate-forme (saisie de description et de prise de connaissance, gestion de la génération...).
2.2.7 Choix de Java comme langage de programmation
Lors de la mise en place de cette plate-forme s’est posé le problème du choix du langage de
programmation à utiliser. La plate-forme doit pouvoir engendrer des applications qui tourne-
ront sur plusieurs types de système (stations Unix, PC ou Macintosh). Les caractéristiques
d’efficacité, d’extensibilité et de réutilisabilité sous-entendent naturellement l’utilisation d’un
langage basé sur la programmation orientée objet. Ces remarques nous ont conduit au choix
du langage de programmation multi-systèmes Java! ([ArG96], [Fla96], [GoY97a] et
[GoY97b]) pour développer CordiFormes. Outre les caractéristiques citées ci-dessus, Java,
avec ses outils d’encapsulation, nous permet d’obliger la définition de méthodes (grâce aux
méthodes abstraites), d’autoriser ou d’interdire la surcharge de certaines autres (méthodes
classiques ou méthodes dites finales). Ce langage possède toutefois un inconvénient : son
manque d’efficacité (temps d’exécution). Java, plutôt de la classe des langages interprétés
mais utilisant une technique de compilation « Just In Time » (à l’exécution) a une efficacité
moindre qu’un langage compilé. Cependant, il est actuellement en pleine évolution, ce qui
laisse envisager un accroissement des performances. Déjà plus rapide que les langages inter-
prétés « classiques », il bénéficiera bientôt de processeurs spécifiques.
2.3. Les trois couches de CordiFormes
Les caractéristiques que nous avons définies dans les paragraphes précédents nous ont con-
duit à structurer CordiFormes en trois couches (Figure 74) :
1. la couche noyau . Cette couche est composée d’algorithmes et de structures classiques
que le concepteur peut éventuellement redéfinir et paramétrer pour créer son modeleur
déclaratif. Elle contient également la bibliothèque d’objets et de méthodes réutilisables
formant l’ontologie de la modélisation déclarative et de la modélisation géométrique.
Cette bibliothèque sera remise à jour par le concepteur qui pourra y introduire ses pro-
pres concepts et méthodes de génération qu’il voudra pouvoir réutiliser pour d’autres
applications.
2. la couche interface. Cette couche regroupe un ensemble de dialogues standard permet-
tant la description (sélection des objets, construction de la description à l’aide de pro-
priétés...), la génération et la prise de connaissance (affichage des solutions, mise en
évidence des propriétés, sélection de bons points de vue...) et d’autres fenêtres ou diver-
ses parties de dialogues.
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3. la couche prototype. Cette couche permet de produire un premier prototype du modeleur
escompté. Elle utilise les outils des couches interface et noyau. Elle correspond à un
modeleur déclaratif minimal permettant de faire une saisie de description, de générer les















Figure 74. Niveaux d’utilisation et éléments constitutifs de CordiFormes
Le concepteur peut utiliser l’intégralité ou seulement une partie de cette plate-forme. Il uti-
lise les éléments de la couche noyau pour construire le modeleur déclaratif (en particulier tout
ce qui concerne la phase de calculs). S’il en ressent le besoin, il peut se servir des outils de la
couche interface pour saisir des éléments de description, prendre connaissance des solutions…
Pour évaluer son modeleur, il lui suffit d’utiliser l’application type de la couche prototype.
En plus des outils directement liés à la construction du futur modeleur, la plate-forme doit
proposer un ensemble d’outils d’aide à la conception du modeleur ([DeT97]). L’objectif est de
proposer des outils de haut niveau permettant d’aider le concepteur à comprendre et à préciser
son problème, à concevoir son application et à valider ses choix. Ces outils (systèmes experts,
systèmes d’aide à la décision, systèmes de validation…) permettent de guider le concepteur
dans les choix des techniques à utiliser et les éléments essentiels à programmer. Le but est
d’obtenir un système minimal et de produire rapidement une maquette de son application.
Nous verrons dans le chapitre de conclusion de cette partie quelques idées pour de tels systè-
mes.
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3. Construire une application déclarative
Détaillons maintenant le processus de conception d’un modeleur déclaratif. Au départ, le
concepteur arrive avec son problème : concevoir un modeleur déclaratif pour construire des
objets dans un domaine d’application spécifique. Plutôt que de refaire tous les outils, la plate-
forme CordiFormes lui en propose un certain nombre. Nous supposerons ici que le concepteur
désire construire une application complète, c’est-à-dire qu’il utilise au maximum les outils
mis à sa disposition. La conception se déroule en huit phases (selon l’application, certaines ne
sont pas indispensables) :
1. Construction des objets de la scène :
• création des concepts ou reprise (ou modification) de concepts de la base de con-
naissance,
• détermination de la sémantique et des caractéristiques des domaines ainsi que des
propriétés de base utilisables ;
2. Construction du concept « scène » : sémantique et paramètres globaux ;
3. Mise en place des relations entre les objets de la scène (contraintes sémantiques,…) ;
4. Construction des concepts liés à des caractéristiques globales ;
5. Détermination du mode de génération désiré ;
6. Implémentation des méthodes spécifiques de génération si les méthodes standard ne
sont pas suffisantes ;
7. Mise en place des dialogues utiles ;

















Figure 75. Conception d’un modeleur déclaratif
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Les phases essentielles sont les quatre premières. Elles définissent la sémantique liée au
domaine d’application. Elles constituent la base de connaissance du modeleur déclaratif. Tous
les éléments que nous avons rencontrés dans ces phases seront détaillés dans les chapitres qui
suivent.
4. Conclusion
Les caractéristiques essentielles attendues pour notre projet CordiFormes sont : la simpli-
cité, la souplesse, l’efficacité, l’extensibilité, la réutilisabilité et le prototypage aisé. Cette
plate-forme est constituée de trois couches : le noyau, les éléments d’interface et l’application
prototype. A l’aide de ces outils ainsi que ceux d’aide à la conception, un concepteur doit
pouvoir construire assez facilement un modeleur déclaratif de son choix.
Dans la suite, nous étudierons d’abord les éléments principaux du noyau, en particulier, les
concepts, les tâches de génération qui leurs sont associées et les contraintes (chapitre II.2).
Ces éléments sont issus de la notion de concept de la partie précédente. Nous verrons com-
ment est organisée la structure de la scène et comment, à partir de celle-ci, mettre en place une
méthode de génération générale.
Puis, nous aborderons tous les types de propriétés, éléments de la description, leur structure
et les optimisations que l’on peut en tirer (chapitre II.3). Nous retrouverons toutes les pro-
priétés présentées dans la première partie. Nous exploiterons leur formalisation pour les im-
plémenter et proposer des optimisations possibles de la génération.
Le chapitre II.4 sera consacré à la présentation d’autres éléments importants du noyau : les
modules de description, de génération et de prise de connaissance. Ces éléments sont chargés
d’exploiter les différentes connaissances et les différents éléments de la plate-forme par rap-
port aux grandes phases d’un modeleur déclaratif.
Ensuite, nous compléterons la présentation du projet par l’étude des deux autres couches :
la couche interface et la couche application prototype (chapitre II.5).
Le chapitre II.6 sera consacrée à la présentation de trois applications développées à partir
de CordiFormes. Elles sont simples mais permettent de mettre en avant les différentes caracté-
ristiques de notre plate-forme. Elles soulignent toutes la simplicité de développement où le
concepteur n’a pas à s’occuper à mettre en place toutes les techniques de génération nécessai-
res.
Enfin, nous conclurons cette partie par l’introduction aux outils d’aide à la conception et
d’apprentissage qui devront être développés afin de faciliter le travail du concepteur
(chapitre II.7).
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 CHAPITRE II.2 : NOYAU ET GÉNÉRATION DE LA SCÈNE
1. Introduction
Après avoir présenté les grandes lignes du projet CordiFormes, nous allons nous intéresser
aux éléments constitutifs du noyau. Nous étudierons d’abord les éléments les plus importants
de ce noyau : les concepts. Ce sont eux qui représentent essentiellement le coeur de la plate-
forme, car ils dépendent fortement du domaine d’application. Ce sont ces éléments que le
concepteur doit « travailler » en priorité. Pour simplifier la manipulation des différents élé-
ments de ce noyau, nous avons choisi d’utiliser une représentation orientée objet. Le concep-
teur se contente alors de surcharger certaines méthodes importantes, de donner une valeur à
certaines variables ou de les modifier. Il peut aussi ajouter des variables qui lui semblent né-
cessaires.
Les éléments constitutifs du noyau sont directement issus du formalise exposé dans la par-
tie I de ce document. Tout le noyau est construit autour de l’implémentation des notions de
concept, domaine et propriété.
Dans un premier temps, nous allons élargir et détailler la notion de concept vue dans la
première partie en considérant que tous les objets ou parties d’objets manipulés sont des con-
cepts (section 2), c’est-à-dire aussi bien les caractéristiques « descriptibles » que les objets
intermédiaires (ébauches) ou finaux. Dans la section 3, nous regarderons comment ces con-
cepts sont structurés par rapport à l’univers du domaine d’application. Nous étudierons en-
suite la génération de ces objets à l’aide de tâches de génération. Après avoir présenté des
méthodes plus classiques (section 4), nous étudierons la génération récursive. C’est une mé-
thode de génération systématique indépendante du domaine d’application. Cependant, une
méthode automatique n’est pas toujours adaptée du point de vue de la performance (nombre
de solutions explorées, temps pour construire une solution…). Nous verrons donc dans la sec-
tion 6 le moyen de personnaliser la génération en introduisant localement des tâches de géné-
ration plus spécifiques. Puis, après nous être intéressés à la génération d’un objet, nous étudie-
rons l’organisation de la génération des objets afin de produire une scène (section 7). Toutes
ces méthodes supposent que les concepts sont indépendants entre eux. Or, cette hypothèse
n’est pratiquement jamais vérifiée. Il est indispensable d’introduire des contraintes de cons-
truction permettant de limiter le nombre d’objets invalides dès la construction. L’introduction
et la gestion de ces contraintes seront présentées à la section 8. Nous finirons ce chapitre par
une étude des conséquences de l’utilisation de ces contraintes sur la génération.
Chapitre II.2 : Noyau et génération de la scène Le projet CordiFormes
152
2. Les concepts de la scène
Un concept est un objet ou une caractéristique de la scène. Une maison, la densité
d’habitations, la couleur d’un vélo, la puissance d’une voiture, le nombre d’intersections entre
objets, la hauteur d’un menhir… sont des concepts.
Définition II.2.1 : Nous appellerons concept une caractéristique ou un objet de la scène.
Parmi tous ces concepts, nous distinguons les concepts terminaux, les concepts simples et
les concepts complexes.
2.1. Le domaine
Un domaine est un intervalle classique auquel on ajoute une unité (Définition I.1.2) qui
peut être nulle (cas du domaine continu). Le domaine comprend des méthodes permettant
d’ajuster une valeur en fonction de son unité, de donner la valeur suivante ou précédente





Figure 76. Hiérarchie d’un domaine
2.2. Concept terminal
Définition II.2.2 : un concept terminal est un concept ne faisant référence qu’à un domaine
(liste de valeurs possibles, unité…).
Les concepts terminaux représentent les caractéristiques de la scène ou des composants
d’objets de la scène. Ce sont eux qui sont généralement utilisés pour décrire une scène. Ils
correspondent strictement à la mise en œuvre des concepts présentés dans la partie I. Nous
leur associons donc un domaine [Bm, BM]u et un ensemble de propriétés de base (comme par
exemple : {}, {vérifié}, {faible, moyen, important} ou {petit, moyen, grand}).
Par exemple, à la Figure 77, « Rouge », « Vert » et « Bleu » sont des concepts terminaux
dont les domaines sont [0,255]1. De même, à la Figure 78, « Texture » est un concept terminal
dont le domaine est {Pierre, Bois, Brique}.
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2.3. Concept non-terminal
Les concepts terminaux ne sont pas suffisants pour représenter des notions plus complexes
comme une couleur, un segment, un cube ou un navire. Nous proposons donc d’étendre la
notion de concept à toutes les caractéristiques, et surtout, tous les objets de la scène. Ces con-
cepts sont, la plupart du temps, construits à partir d’autres concepts dont les concepts termi-
naux.
Définition II.2.3 : un concept non-terminal est un concept défini par un ensemble de con-
cepts appelés concepts composants.
Parmi ces concepts, on distingue les concepts simples et les concepts complexes.
2.3.1 Concept simple
Définition II.2.4 : un concept simple  est un concept défini uniquement par un ensemble de
concepts terminaux.
Les objets élémentaires (les plus simples) de la scène sont généralement des concepts sim-









Figure 77. Exemple de concept simple
Remarque : Les concepts terminaux servent uniquement à construire les concepts simples.
Cependant, il n’est pas possible de construire des éléments plus élaborés seulement avec des
concepts simples. Nous introduisons donc les concepts complexes.
2.3.2 Concept complexe
Définition II.2.5 : un concept complexe (ou objet complexe) est défini par un ensemble de
concepts terminaux, simples et complexes.
Par exemple, une maison est composée d’un toit et de murs. Le toit possède une forme, une
hauteur, une couleur… Les murs sont définis par une hauteur, une texture… (Figure 78). Ce-
pendant, un concept complexe n’est pas forcément un objet de la scène. Par contre, les objets
Chapitre II.2 : Noyau et génération de la scène Le projet CordiFormes
154
d’une scène sont des concepts complexes. Ils sont composés de concepts simples ou de con-
cepts complexes.
Définition II.2.6 : Construire un objet complexe à partir de concepts complexes ou simples




































Figure 78. Exemple de concept complexe
2.3.3 Liste de concepts
A ces concepts nous pouvons en ajouter un autre dont la gestion est un peu particulière : la
liste de concepts.
Définition II.2.7 : Une liste de concepts est un concept non-terminal dont le nombre de
concepts composants n’est pas fixé par le concepteur mais par la description de l’utilisateur.
La liste est un concept particulier dont l’étude sera précisée dans l’avenir.
2.4. Structure d’un concept
Généralement, conformément au paragraphe précédent et à ce qui a été présenté dans la
partie I, un concept est composé de (Tableau 8) :
• un nom, utile en particulier pour pouvoir le décrire ;
• un domaine contenant, comme nous l’avons déjà vu, l’ensemble des valeurs possibles
du concept associé ;
• une méthode de vérification de validité ;
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• une fonction de mesure permettant de « construire » le concept, c’est-à-dire de détermi-
ner la valeur courante du concept appelée mesure (cette mesure peut être vue comme
une instance de la classe d’objets ou de valeurs représentée par le concept).
Tableau 8. Définition d’un concept
Nom : Concept
Mère :






• En plus de ces éléments, un concept doit être capable de produire sa représentation dans
un modèle géométrique donné.
• Pour les concepts simples ou complexes, le domaine peut être indéterminé, car les va-
leurs du concept ne sont pas énumérables ou sont trop nombreuses. La valeur de cet ob-
jet est déterminée par construction ou par mesure. Il convient donc que de tels concepts
comportent une méthode de vérification de validité. Ainsi, le domaine est défini en in-
tention (par cette méthode) et éventuellement en extension (définition du domaine). Par
défaut, cette méthode peut, par exemple, se contenter de vérifier que la valeur courante
est bien dans le domaine.
A cette structure de base, les concepts non-terminaux ajoutent une liste de concepts compo-
sants et les concepts terminaux une liste de propriétés de base.
Tous les concepts que nous venons de présenter peuvent être hiérarchisés du point de vue










Figure 79. Hiérarchie des concepts
Remarques :
• Les concepts non-terminaux ne peuvent avoir de propriétés de base car celles-ci sous-
entendent que le domaine est ordonné. Or, par définition, les concepts non-terminaux
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sont multidimensionnels et donc ne peuvent pas être ordonnés globalement. Par contre,
les concepts terminaux qui les composent comportent des propriétés de base.
• Les concepts ne sont pas toujours des objets ou des constituants d’objets. Ils peuvent
servir à décrire la construction d’objets ou correspondent à des relations entre au moins
deux concepts (par exemple, les concepts supports aux propriétés relatives et plus géné-
ralement aux relations).
2.5. Construction d’un nouvel objet de la scène
Lorsque le concepteur désire créer un nouvel objet ou une nouvelle caractéristique pour
son modeleur, il lui suffit de surcharger (d’étendre) un concept défini dans le noyau. Ainsi, il
donne la sémantique de son objet. Par exemple, s’il désire construire un concept « couleur »,
il créera une sous-classe d’un concept simple. Pour cela, il ajoutera dans la liste des concepts
composants, les concepts terminaux « Rouge », « Vert » et « Bleu » définis sur des domaines
de la forme [0, 255]1 (Figure 80). Une fois définie la sémantique de l’objet, il doit aussi dé-




-> Vert = concept terminal ([0,255]1)-> Rouge = concept terminal ([0,255]1)-> Bleu = concept terminal ([0,255]1)
Figure 80. Construction d'un concept "couleur"
3. Organiser la description
A partir des concepts définis par le concepteur, il est possible de construire les propriétés
permettant de décrire une scène. Dans cette section, nous étudierons les éléments décrits. Les
propriétés composant la description seront abordées dans le chapitre II.3.
3.1. Deux descriptions
Lorsque l’utilisateur décrit une scène, les propriétés portent évidemment sur les objets qu’il
a choisis ainsi que sur leurs relations. En fait, la description se déroule en deux phases : la
sélection d’un ou plusieurs objets puis les descriptions de leurs propriétés. Par conséquent, à
un instant donné, les propriétés de la description ne peuvent concerner, directement ou indi-
rectement, que des objets déjà décrits par l’utilisateur.
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3.2. Objets de la description
La description est composée d’un ensemble de propriétés. Celles-ci font référence à des
concepts présents ou qui seront présents dans la scène. Le plus souvent, il s’agit de concepts
terminaux d’objets décrits ou de concepts terminaux indiquant des relations entre ces objets.
Ils sont organisés de manière hiérarchique.
Pour conserver les objets sélectionnés par l’utilisateur, il nous faut une table des objets.
Celle-ci doit contenir l’ensemble des objets de la scène ainsi que certaines informations utiles
(Tableau 9). Notamment, elle garde une trace de la hiérarchie entre les objets décrits (champs
« père », « fils » et « frère »). Cette hiérarchie est d’ailleurs contrôlée par les graphes sémanti-
ques que nous verrons dans la section 9. « Niveau » indique le niveau de l’objet dans la hié-
rarchie. Les objets décrits sont des concepts simples ou complexes, c’est-à-dire des concepts
non-terminaux.
Tableau 9. Constitution de la table des objets
Champ Numéro Nom Type Père Fils Frère Niveau
Type Entier Chaîne Concept Entier Entier Entier Entier
Il existe un objet particulier : la « scène ». Elle constitue la racine de la hiérarchie des ob-
jets. Son niveau est 0. Elle n’a ni père ni frère. C’est un concept simple ou complexe détermi-
né par le concepteur. Elle est toujours présente dans la table avant même le début de la des-
cription. Les concepts terminaux qui la composent donnent en général les paramètres globaux
pour les objets de la scène comme, par exemple, la forme de l’espace…
Associées à cette table, nous avons deux listes : la description de l’utilisateur et les con-
cepts « indépendants ». Ces derniers décrivent les relations entre des objets. Ils sont à la base
des propriétés que nous appellerons propriétés relatives. Comme ils ne sont pas liés à un objet
donné, ils sont regroupés dans une liste spécifique. De même, la description totale de la scène
est conservée pour être utilisée par la suite au niveau de la génération et de la prise de con-
naissance. Ainsi, elle permet non seulement de rappeler la description mais aussi de calculer
le degré d’appartenance globale de la scène à la description.
3.3. Graphes sémantiques
Il est indispensable de poser des règles permettant de contrôler ce qu’un utilisateur, cons-
truisant sa scène, a le droit de faire ou de ne pas faire. Pour cela, le concepteur doit mettre en
place un ensemble de graphes sémantiques.
Définition II.2.8 : Nous appellerons graphe sémantique un graphe permettant de repré-
senter des règles de constructions autorisées dans une scène. « Est_un » et
« Est_Composé_de » sont les uniques opérateurs disponibles.
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Définition II.2.9 : Cette composition, par opposition à la composition par définition, sera
appelée composition par construction.
Par exemple (Figure 81a) :
• Est_Composé_de(Scène, Forme Géométrique) ;
• Est_un(Zone, Forme Géométrique) ;
• Est_un(Rectangle, Forme Géométrique) ;
• Est_un(Cercle, Forme Géométrique) ;
• Est_un(Segment, Forme Géométrique) ;
• Est_Composé_de(Zone, Forme Géométrique).
Scène









Figure 81. Exemples de graphes sémantiques
Selon le choix du concepteur, un même objet peut être construit par définition (Figure 78)
ou par construction (Figure 81b).
4. Générer les objets
4.1. Classes de génération
Les différents travaux réalisés en modélisation déclarative sont généralement classés sui-
vant les moyens utilisés. Ce classement est globalement le suivant :
• Arbres d'exploration explicites tels que les arbres d'énumération et autres algorithmes de
parcours d'arbres ([Col90], [Mar90], [Paj94], [Khe95], [PoL96]…) ;
• Moteurs d'inférences ([Ple91] et [MaM93]) ;
• Grammaires génératives ([Woo91], [Koc94] et [RMS96]) ;
• Systèmes de résolution de contraintes ([Lie96], [GAT96], [ZHH96], [PRJ97],
[Cham97a]…) ;
• Systèmes d’arithmétique des intervalles ([SnK92], [Chau94] et [MaM96]) ;
• Simulation inverse ([KaB92] et [SDS93]) ;
• Autres méthodes telles que les algorithmes génétiques ([Mou96])...
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Remarque : Ce classement et les méthodes de génération qui le composent sont présentés
plus en détail dans [Des95a].
Dans le cadre du projet CordiFormes, la classification adoptée repose non pas sur les tech-
niques de génération utilisées mais sur les objectifs de la génération et des effets pour l'utili-
sateur. Dans ce contexte, seules deux classes de génération de scènes sont retenues à savoir
l'énumération et le tirage aléatoire sous contraintes. Ainsi, toutes les méthodes développées
en modélisation déclarative peuvent être réparties selon ces deux grandes classes.
Définition II.2.10 : Une génération est dite par énumération si, étant donné un objet k et
l’état de la base de connaissances courante, il est possible de prédire avec exactitude ce que
sera l’objet k+1. Le passage d’un objet (ou d’une valeur) à un autre est totalement contrôlé.
Définition II.2.11 : Une génération est dite aléatoire si elle n’est pas par énumération,
c’est-à-dire s'il n'est pas possible de prédire ce que sera l’objet k+1 connaissant l’objet k.
Remarques :
• Ces dernières définitions peuvent être assouplies en ne considérant que certains con-
cepts jugés comme caractéristiques.
• Éventuellement, le domaine, s’il est continu, doit être préparé pour une énumération. Il
s’agit alors de le discrétiser afin de le rendre fini. Cette opération s’appelle
l’échantillonnage du domaine.
• Dans le cas de la génération aléatoire, pour proposer toutes les solutions, la méthode de
génération doit interdir les situations déjà produites.
Par ailleurs, nous avons montré que certains concepts sont composés d’autres concepts.
Selon l’utilisation ou non de cette hiérarchie par l’algorithme de génération, nous pouvons
mettre en évidence deux classes d’algorithmes :
• les algorithmes directement basés sur l’objet en tant que tel (génération globale, algo-
rithmes généraux ou spécifiques à l’objet) ;
• les algorithmes exploitant la hiérarchie en faisant appel à une génération récursive
(algorithmes que nous appellerons aussi algorithmes systématiques).
Les algorithmes de la première classe, par nature, sont dépendants du domaine
d’application considéré. Par contre, les algorithmes systématiques sont indépendants. Notre
attention se portera plus particulièrement sur ces derniers.
4.2. Méthodes sur les objets
Actuellement les plus répandues sont les méthodes de génération globales à l’objet. Elles
sont basées sur des algorithmes considérant l’objet dans son ensemble (principalement en
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fonction du modèle géométrique de représentation) et non selon sa structure logique.
L’algorithme permet de produire directement les objets. Selon ce principe, il existe des mé-
thodes spécifiques à un type d’objet et des méthodes plus générales.
4.2.1 Les méthodes spécifiques
Dans certains cas, il existe un algorithme spécifique et performant permettant de produire,
aléatoirement ou par énumération, des objets d’un type donné. Ils peuvent produire unique-
ment des objets répondant totalement ou partiellement aux descriptions qui les concernent. Le
plus souvent, ces méthodes ne sont pas exploitables par les modeleurs déclaratifs, car elles
sont difficilement contrôlables et, très souvent, ne génèrent qu’une seule solution.
4.2.2 Les méthodes générales
Il existe aussi des techniques de génération d’objets simples basées sur des algorithmes gé-
néraux (partiellement indépendants de l’objet effectivement construit). La classe
d’algorithmes de ce type la plus évidente concerne les algorithmes génétiques. Nous pouvons
aussi imaginer l’utilisation d’autres techniques comme les réseaux de neurones, les techniques
d’optimisation telles que le recuit simulé… Notons que ces méthodes, lorsqu’elles fournissent
plusieurs solutions, se trouvent très souvent dans la classe des algorithmes de génération
aléatoire. En fait, elles ne sont pas réellement exploitables dans l’optique de la modélisation
déclarative. En particulier, il n’est souvent pas possible de contrôler totalement la génération
pour garantir l’exploration de toutes les solutions. Elles nécessitent donc des adaptations spé-
cifiques (voir [Mou96] pour l’utilisation d’algorithmes génétiques).
Les techniques présentées en modélisation déclarative (arbres de construction…) sont, la
plupart du temps, assez générales. Cependant, leur mise en place et les méthodes de construc-
tion qu’elles utilisent, sont spécifiques au domaine d’application considéré. Prenons l’exemple
des algorithmes à base d’arbres d’énumération.
4.2.3 Les arbres d’énumération
Les arbres d’énumération sont une classe d’algorithmes assez courante en modélisation dé-
clarative. Elle est présentée par [LMM89], [Elk89], [Pou94b], [Paj94], [Des95a], [Khe95] et
[LuD95]. Elle est utilisée par [Mar90] et, plus particulièrement, par [Paj94] et [Pou94b].
L’objectif principal est de générer des arbres minimaux, c’est-à-dire des arbres où toutes les
formes sont différentes. Cette technique se base sur un arbre d’énumération de numéros.
L’arbre générera toutes les combinaisons de “chiffres” possibles selon une stratégie donnée
(avec ou sans répétitions ; avec ou sans ordre des chiffres…). Une combinaison forme ce
qu’on appelle un numéro. Ensuite, on fait une association entre un numéro et une forme par
l’intermédiaire de tables ou d’une fonction de conversion (un décodeur) permettant de cons-
truire la scène. Tout ceci constitue un codage de la construction d’une forme par un numéro à
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base n (n correspondant au nombre de couples possibles). Autrement dit, un générateur de
numéros produit toutes les combinaisons de chiffres possibles (dans une base quelconque).








Figure 82. Principe de fonctionnement de la génération à base d’arbre d’énumération
Supposons que l’on possède un ensemble de n chiffres. Dans certains cas, la profondeur se-
ra limitée artificiellement à P. Au nœud p, le numéro s’écrit {C1, ..., Cp}. Nous avons alors les
résultats présentés dans le Tableau 10.
Tableau 10 : Caractéristiques des différents arbres d’énumération
Caractéristique CSR CAR ASR AAR
Ordre NON NON OUI OUI
Répétitions NON OUI NON OUI
Équilibré NON NON OUI OUI
Fini nat. OUI NON OUI NON
Prof. Max. n P n P
Prof. Min. 1 P n P
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Tous ces arbres ont aussi certaines particularités communes :
• Lorsqu’on descend d’un niveau, un seul chiffre est ajouté. Ceux déjà placés sont inva-
riants dans tout le sous-arbre.
• Le niveau d’un nœud dans l’arbre correspond au nombre de chiffres que contient ce
nœud.
• A chaque nœud peut correspondre une forme (complète ou partielle).
• Etant donné un nœud, il est souvent facile de déterminer la profondeur maximale restant
à atteindre et le nombre de frères restants (Tableau 10).
• Le parcours en préordre fournit les combinaisons dans l’ordre lexicographique (à condi-
tion d’ordonner les chiffres et de compléter les combinaisons par des zéros à droite).
• Etant donné un numéro, il est souvent facile de déterminer le numéro suivant.
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Ces arbres sont intéressants dans un univers discret et fini (parfois artificiellement en limi-
tant la profondeur de l’arbre), où l’on peut trouver un codage performant en fonction des ob-
jets de base, de leurs caractéristiques, des opérations élémentaires et aussi des propriétés de-
mandées. Il est possible alors d’effectuer une énumération totale de l’univers des formes so-
lutions. Par contre, pour certains codages mal choisis, deux problèmes peuvent arriver :
• des combinaisons de chiffres peuvent être interdites (le nombre ne permet pas de cons-
truire une forme) ;
• des nombres différents peuvent générer une même forme.
Il est donc important de bien étudier le codage afin d’éviter qu’il y ait des combinaisons
interdites et de ne générer que des formes différentes. Il permet de garder une trace de la con-
ception de la forme. Ceci est utile pour la visualisation d’une part et pour la génération du
mode opératoire pour construire réellement la forme.
Cette méthode de génération est semi-systématique puisque seul le décodage est spécifique
à l’objet. Par contre, il faut trouver d’une part un mode intéressant de génération des numéros
(avec ou sans répétitions, ordonné ou non…) et mettre au point d’autre part un codage per-
formant garantissant si possible l’unicité des solutions. Néanmoins, l’intérêt essentiel réside
dans la possibilité de moduler ce décodage en fonction des propriétés demandées pour ne gé-
nérer que des solutions ou, si ce n’est pas possible, ordonner l’exploration pour proposer les
solutions au début de l’exploration. Notons que les techniques pour ordonner les solutions
semblent difficiles à mettre en place dans le cas général. Cependant, nous le verrons dans la
suite, cette méthode n’est pas exploitable d’un point de vue général pour une plate-forme.
Nous préférerons un algorithme adapté aux structures de données que nous avons choisi.
5. Méthode de génération systématique
5.1. Introduction
Compte-tenu des caractéristiques des objets, outre les méthodes de génération spécifiques,
il est possible de mettre en place une génération standard, systématique en mode aléatoire ou
par énumération en fonction des besoins. Pour cela, nous proposons de nous baser sur la
structure des objets. Tout est alors fonction de la méthode de parcours des domaines des con-
cepts terminaux.
5.2. Génération et concepts composants
Les objets étant des concepts, nous nous intéresserons d’une manière générale à la généra-
tion des concepts terminaux, simples ou complexes. Notons que tous les concepts composants
d’un concept simple ou complexe ne sont pas indispensables pour le construire.
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Définition II.2.12 : Un concept composant participant à la construction d’un concept est
appelé concept générateur ou générateur. Les autres sont appelés concepts non-générateurs.
Pour un concept complexe, l’ensemble des concepts générateurs n’est pas unique. C’est
donc au concepteur de choisir l’ensemble le plus puissant (en rapidité mais surtout en contrôle
des solutions). Nous pouvons assimiler les différents ensembles de concepts générateurs à
différents modèles de représentation de l’objet. Les concepts non-générateurs sont déterminés
à partir de l’ensemble de concepts générateurs. Ils sont redondants du point de vue de la re-
présentation mais représentent une caractéristique pouvant être décrite par l’utilisateur. Dans
la suite, pour simplifier, nous considérerons que l’objet ne comporte qu’un seul groupe de
concepts générateurs sans concepts non-générateurs (ces derniers n’intervenant pas dans la
génération à ce niveau de notre présentation).
Définition II.2.13 : Les procédures chargées de la construction d’un concept (de la déter-
mination de sa mesure) sont appelées tâches de génération (ou plus simplement tâches).
5.3. Principe
La génération récursive repose sur la représentation des objets de la scène sous forme de
hiérarchies de concepts. Cette technique de génération consiste à générer un concept non-
terminal Ci (déterminer sa mesure) à partir de ses concepts composants générateurs : dans un
premier temps, chaque concept composant générateur du concept Ci est généré, puis le con-
cept Ci est construit en fonction des mesures des concepts composants (Algorithme 7). La
condition d’arrêt est que le concept à générer est un concept terminal (pas de concept compo-
sant) ou pseudo-terminal (possède sa propre méthode de génération).
Définition II.2.14: Un concept pseudo-terminal est un concept non-terminal possèdant une
méthode de génération spécifique. Il sera par conséquent considéré comme terminal par la
génération.
Algorithme 7. Algorithme général de la génération récursive
 Algorithme Générer(Concept c) 
 Pour  tout concept ci de c  Faire 
Générer(ci)
 Fin pour 
Construire(c)
 Fin algorithme Générer 
Remarque : Dans ce cadre, la classe de génération d'un concept non-terminal Ci dépend des
classes de génération de ses concepts composants. Intuitivement, un concept Ci est généré de
façon aléatoire si au moins un de ses concepts composants est généré de façon aléatoire. Dans
le cas contraire, la méthode de génération de Ci est de type énumération.
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5.4. Génération des concepts terminaux
La génération d’un concept terminal ou pseudo-terminal peut être de la classe énumération
ou aléatoire. Différentes méthodes de parcours sont possibles selon l’ordre d’énumération
pour la première (croissant, décroissant, etc.) ou la probabilité de tirer telle ou telle valeur du
domaine pour la seconde (lois de probabilité utilisées). La classe de génération appropriée
dépend des caractéristiques du domaine. En effet, aussi bien pour énumérer que pour le tirage
aléatoire, il est nécessaire d’avoir un domaine ayant des bornes connues (finies). Pour pouvoir
énumérer, il est indispensable de savoir d’où on part et où on va. De même, le tirage aléatoire
ne peut se faire que sur un intervalle donné.
Pour générer un objet par énumération, il faut que le domaine soit « énumérable » et fini.
Cette seconde contrainte est assurée par les hypothèses que nous venons de prendre sur les
bornes. La première contrainte n’est possible que si ce domaine est discret. Dans ce cas, il
convient donc de vérifier que l’unité du domaine n’est pas nulle ou de discrétiser
(échantillonner) ce domaine par exemple en fixant une certaine unité. Cette discrétisation est
arbitraire ou calculée en fonction d’éléments divers comme un paramètre de l’application, un
avis du concepteur ou de l’utilisateur… Cet échantillonnage n’est pas forcément régulier. Les
modes d’énumération dépendent du concept ou des propriétés demandées. Nous pouvons
imaginer autant de parcours possibles que nous voulons. Classiquement, les parcours sont :
croissants, décroissants, aléatoires… Certains sont des parcours optimisés en fonction des
propriétés demandées.
Pour générer un objet par tirage aléatoire, il faut déterminer la loi de probabilité du géné-
rateur de valeurs. Parmi ces lois, on trouve principalement la loi équiprobable où toute valeur
du domaine à la même probabilité d’être sélectionnée ou la loi normale où les probabilités
sont réparties selon une courbe de Gauss autour d’une valeur donnée. Cette dernière loi per-
met un tirage de valeurs « autour » d’une valeur du domaine considérée comme standard.
Définition II.2.15 : La tâche de génération associée à un concept terminal ou pseudo-
terminal et chargée de déterminer sa mesure est appelée tâche terminale.
5.5. Génération des concepts simples
La génération d’un concept simple est fonction de la génération de ses concepts terminaux.
La tâche de génération chargée d’un objet (concept simple) fait appel aux tâches de génération
des différents champs (concepts terminaux) de l’objet (Figure 83). Cette tâche s’occupe de
produire une mesure pour le concept dont elle a la charge à partir des mesures qu’elle obtient
des sous-tâches des concepts terminaux. La génération d’un concept simple dépend étroite-
ment de celles de ses champs.
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Couleur Tâche de génération
Valeurs générées
Figure 83. Organisation des tâches de génération d’un concept simple
Définition II.2.16 : La tâche de génération associée à un concept simple est appelée tâche
simple.
5.5.1 Tirage aléatoire
La méthode pour produire de manière aléatoire un concept simple est triviale. Chacun de
ses concepts générateurs produit une mesure de façon aléatoire. La mesure du concept simple
est ensuite construite à partir de ces différentes mesures. On obtient alors l’Algorithme 8.
Algorithme 8. Génération aléatoire d’un concept simple
 Algorithme Tâche_Simple.Suivant_Aleatoire (concept_simple i$%)
 Pour tout  concept_générateur ci  faire 
Tâche_Terminale.Suivant_Aleatoire(ci)
 Fin pour 
Construire i avec les mesures des ci
 Fin algorithme Tâche_Simple.Suivant_Aleatoire 
5.5.2 Enumération
Nous nous intéresserons ici à l’énumération des valeurs possibles d’un concept simple. La
solution est basée sur un arbre d’énumération. Globalement, un algorithme général de cons-
truction peut être mis au point en numérotant les instances de cet objet ainsi que les valeurs
des champs.
Soit O={C1, …, Cn} un objet comportant n concepts terminaux ordonnés. Si on veut l’objet
de numéro i, alors chacun des champs Cj génère sa valeur numéro k = i[j] (i[j] est le chiffre de
rang j du numéro i). Pour le champ Cj, le passage de la valeur k à la valeur k+1 lui est propre
(croissant, décroissant, quelconque…). Une fois calculées toutes les valeurs de ses champs,
l’objet peut être construit à son tour (Algorithme 9).
Algorithme 9. Génération par énumération d’un concept simple
 Algorithme Tâche_Simple.Suivant_Par_Enumeration (concept_simple i$%)
 Si  Numéro_Suivant(n)  Alors 
 Pour tout  concept_générateur cj  faire 
Tâche_Terminale.Suivant_Par_Enumeration(cj, n[j])
 Fin pour 
Construire i avec les ci
 Sinon  Afficher(« Il n’y a plus d’autres objets »)
 Fin Si 
 Fin algorithme Tâche_Simple.Par_Enumeration 
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Remarques :
• L’ordre des champs peut être fonction de l’objet, des propriétés demandées…
• Cette méthode de génération s’appelle aussi une génération par arbre de paramètres
([Fau95]).
• Cette méthode demande aux concepts terminaux le moyen d’atteindre une valeur quel-
conque rapidement.
5.6. Génération des concepts complexes
Nous nous intéressons ici aux tâches permettant de générer des objets complexes, c’est-à-









Figure 84. Organisation des tâches de génération d’un concept complexe
Définition II.2.17 : La tâche de génération associée à un concept complexe est appelée tâ-
che complexe.
5.6.1 Enumération
Une première idée consiste à essayer d’utiliser (et éventuellement de généraliser) la mé-
thode proposée pour les concepts simples. Pour chaque concept générateur, on calcule le nu-
méro de la solution que l’on attend. Cependant, la technique par arbre d’énumération, si elle
est facilement applicable pour le parcours de concepts simples, est plus compliquée à mettre
en place pour des objets comme les listes d’objets simples (concepts simples) et surtout pour
les concepts complexes. En effet, pour chaque chiffre du numéro, il faut déterminer le nombre
de valeurs possibles (base). Ceci se fait assez bien pour des concepts terminaux dont les do-
maines sont facilement énumérables et dont le nombre d’éléments se calcule aisément. Par
contre, pour un concept non-terminal, il n’est pas toujours facile de déterminer le nombre
d’objets correctement construits et valides possibles. Nous allons donc mettre en place une
autre méthode basée sur l’énumération récursive des concepts. Pour chacun des concepts de la
hiérarchie, les seules fonctions connues sont le premier élément et le passage à l’objet suivant.
Les concepts générateurs sont organisés en « pile ». L’objet suivant correspond au suivant
de l’objet situé au dessus de la pile. Si celui-ci n’a pas de suivant, on dépile et on recom-
mence. Une fois que l’on a trouvé un suivant, on empile à nouveau les concepts en prenant le
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premier (première valeur). Si la pile est vidée, la génération est terminée. Nous avons donc
l’Algorithme 10.
Algorithme 10. Génération par énumération d’un concept complexe
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Tant que Pile_Temp non vide faire




Construire i avec les ci
Sinon




Ainsi, il n’est pas nécessaire de calculer a priori le nombre de solutions pour un concept. Il
suffit de connaître le premier élément et une fonction permettant de passer au suivant. Notons
que cette fonction peut être complexe et dépendre de critères spécifiques selon le domaine
d’application, la description fournie par l’utilisateur et l’état de la base de connaissances.
Cette méthode est aussi applicable pour les concepts simples. La mise en place des métho-
des donnant le premier et le suivant pour les concepts terminaux est simple. Nous allons donc
adopter cet algorithme pour tout concept non-terminal.
5.6.2 Tirage aléatoire
En ce qui concerne la méthode de génération par tirage aléatoire, la génération de concepts
complexes est identique à celle des concepts simples.
5.7. Remarque
Les concepts simples et complexes étant traités de la même façon (les seconds étant une
généralisation des premiers), nous ne considérerons dans la suite qu’un seul concept : le con-
cept non-terminal.
Chapitre II.2 : Noyau et génération de la scène Le projet CordiFormes
168
5.8. Personnaliser la génération récursive
La méthode de génération systématique est très utile lorsque le concepteur ne veut pas
s’occuper de la génération ou ne connaît pas de méthode spécifique particulière. Néanmoins,
il arrive que, pour un concept non-terminal donné, une méthode globale soit plus efficace que
la génération récursive. De plus, le concepteur peut vouloir panacher la génération d’un objet
en produisant certains concepts générateurs par tirage aléatoire et d’autres par énumération.
Nous essayerons donc d’assouplir la génération systématique en fonction des besoins par une
personnalisation des techniques et un mixage des modes de génération.
5.8.1 Création de concepts pseudo-terminaux
La méthode récursive n’est ni la plus efficace ni la plus naturelle. Le concepteur peut dis-
poser d’un algorithme spécifique plus intéressant, en particulier du point de vue performance.
Pour cela, il lui suffit de créer une nouvelle tâche de génération spécialisée pour le concept
non-terminal qui devient alors pseudo-terminal. Cette tâche est alors une tâche terminale par
rapport à l’algorithme systématique (à partir de ce niveau, la génération n’est plus du ressort
de la méthode systématique). Introduire une méthode de génération spécifique consiste donc à
créer une nouvelle tâche terminale. Comme nous l’avons vu dans les paragraphes précédents,
une tâche s’occupe de la génération d’un concept. Elle doit donc évidemment posséder des
méthodes de génération : « init » et « suivant » (Tableau 11).
Tableau 11. Définition d’une tâche
Nom : Tâche
Mère :
Principaux champs Principales méthodes
Concept associé Init()
Mode (Aléatoire ou Énumération) Suivant()
Les tâches associées aux différents types de concept héritent de cette tâche « générale ».
Une tâche non-terminale est une tâche associée à un concept non-terminal dans l’optique de la
génération systématique. Il en existe deux types suivant que la génération se fait par tirage
aléatoire ou par énumération. Elles ont une méthode « suivant » spécifique comme nous
l’avons vu au paragraphe 5. La Figure 85 propose toute la hiérarchie standard des tâches.
Tâche











Figure 85. Hiérarchie des tâches
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Il existe plusieurs types de tâches terminales. Ils proposent chacun une méthode de par-
cours du domaine spécifique. Par exemple, on peut trouver :
• la tâche aléatoire (tirage selon un générateur pseudo-aléatoire) uniformément distribuée
ou selon une distribution de Gauss ;
• la tâche par énumération croissante ou décroissante ;
• la tâche par énumération aléatoire (on énumère toutes les valeurs sans répétitions mais
dans un ordre « quelconque »)…
Pour mettre en place une méthode de génération spécifique, il suffit de créer une nouvelle
tâche terminale en surchargeant les tâches « Init » et « Suivant » (Figure 86). Il est aussi im-
portant de spécifier si cette nouvelle tâche est effectuée par tirage aléatoire ou par énuméra-
tion. En conséquence, pour chaque concept (objet de la scène) défini par le concepteur, il faut
associer un champ indiquant la tâche de génération voulue. Les concepts générateurs des con-






Figure 86. Construction d'une tâche de génération spécifique
5.8.2 Combiner énumération et tirage aléatoire
Dans une application, le concepteur doit pouvoir « mélanger » les deux modes de généra-
tion pour un même objet. Ce concept comporte alors certains concepts générateurs produits
par énumération et certains autres par tirage aléatoire. Par exemple, imaginons une application
permettant de construire un ensemble de bâtiments. L’important est la position et les dimen-
sions des bâtiments. Par contre leur couleur importe peu. Ainsi, l’application énumère les bâ-
timents selon leurs caractéristiques géométriques alors que leur couleur est générée aléatoire-
ment. Les concepts de ce type sont considérés comme produits à l’aide d’une méthode par
énumération. En effet, une telle méthode est plus coûteuse et plus complexe à gérer qu’une
méthode par tirage aléatoire. C’est pourquoi elle est prépondérante. Par conséquent, les con-
cepts, dont la méthode n’est pas explicitement déterminée par le concepteur, sont générés par
tirage aléatoire (génération par défaut).
Dans le cas que nous venons de décrire, il n’est plus possible de séparer une tâche non-
terminale aléatoire d’une tâche non-terminale d’énumération. Nous n’avons plus qu’une tâche
non-terminale pouvant générer aussi bien selon l’une ou l’autre des méthodes (Figure 87).
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Tâche





Figure 87. Hiérarchie des tâches
6. Générer une scène
Habituellement, une scène est composée de plusieurs objets. Nous nous intéresserons ici à
la génération d’une scène. Dans une scène à générer, on trouve deux sortes d’objets (ou con-
cepts) :
• les objets « virtuels », que l’on appelle aussi ébauches d’autres objets ;
• les objets « réels » que l’on retrouvera dans la scène finale.
Tous les objets de la scène ne peuvent pas être générés en même temps. Il existe certaines
dépendances entre eux, en particulier par rapport à la méthode de conception choisie par le
concepteur ([CDMM97b] et [CDMM97c]). Ils sont donc organisés de manière hiérarchique
en fonction de cette méthode. Cette organisation sera prise en compte par la génération. La
hiérarchie de la scène est à différencier de celle d’un concept complexe. Dans la première,
chaque niveau de l’arbre peut être un objet très différent de l’objet de niveau inférieur et qui
ne sera pas forcément présent dans la scène finale alors que dans la seconde les objets de ni-
veau inférieur sont des composants du niveau courant.
Par exemple, s’il désire une conception par ébauche successives (Figure 88), il peut conve-
nir que chaque niveau de la hiérarchie de la scène est un niveau de détail, une ébauche. La
génération doit alors s’effectuer par étapes selon un ordre donné. Il est donc indispensable
d’avoir un système, que nous appellerons chef d’orchestre, permettant de gérer la génération
de la scène en fonction des contraintes de l’application.
Définition II.2.18 : Le chef d’orchestre est chargé d’organiser la génération de la scène
vis-à-vis de la méthode de conception choisie et des actions de l’utilisateur. Il ordonne la
construction des objets et gère les phases de conception.




Ebauche niv 1+nouv. description
Solutions niv 2
+
Ebauche niv 2+nouv. description
Solutions niv 3
+
scènes sélectionnéesArbre de recherches
Solution
Solution sélectionnée servant d’ébauche pour le niveau de détail suivant
Description
Figure 88. Mode de travail “conception par ébauches successives” [CDMM97c]
6.1. Classification en groupes
Le chef d’orchestre se charge d’abord de classer, de grouper les objets de la scène pour
toute la hiérarchie. Chaque groupe possède un numéro d’ordre. Le groupe 0 ne comporte que
la racine, c’est-à-dire l’objet « scène ». La classification effectuée dépend du mode de généra-
tion désiré. Il existe quelques méthodes de classification générales mais le concepteur peut




Figure 89. Redéfinition de la méthode de classification et numérotation
Parmi les classifications « standard », nous proposons les suivantes :
• un seul niveau (mode automatique), tout est généré en même temps (Figure 90) ;
• par niveaux de l’arbre (génération par niveau de détail), où tous les objets de même ni-
veau appartiennent au même groupe dont le numéro est égal à ce niveau (Figure 91) ;
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• par frères, où tous les fils d’un objet sont dans le même groupe (Figure 92) ;
• en profondeur, où chaque objet est dans un groupe différent, numéroté par parcours de
la hiérarchie en profondeur d’abord (bien évidemment préfixé puisque tout objet de ni-

























Figure 92. Classification par frères
6.2. Génération d’un groupe
Le chef d’orchestre s’occupe aussi de la génération des groupes. Pour un groupe donné,
cette génération est en mode « automatique », c’est-à-dire l’utilisateur n’a pas à intervenir
dans la génération (voir [CDMM97c]) sauf, nous le verrons, pour résoudre des situations de
blocage. Le chef d’orchestre doit générer une solution pour le groupe afin qu’elle soit présen-
tée à l’utilisateur. Il doit donc gérer des situations où certains objets sont produits de manière
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aléatoire alors que d’autres le sont par énumération. Il donnera la priorité aux objets énumérés
afin d’obtenir le plus de solutions possibles. Cependant, le concepteur peut faire en sorte que
l’utilisateur dirige la génération en demandant de s’occuper en priorité de tel ou tel objet. Ain-
si, nous avons la possibilité d’avoir un mode de conception guidée (voir [CDMM97c] ; Figure
93). Pour bien gérer la valeur d’un concept pendant la génération et au cours des phases de
conception, nous allons introduire la notion de validité. Un objet de la scène peut être dans
trois états : « à générer », « à valider » ou « validé ».
Description
Niveau de détail 1
Niveau de détail 2
Niveau de détail 3
Niveau de détail 4
Constituant de la scène à un niveau de détail
Constituant au niveau de détail le plus fin à l’instant courant
a
b
Figure 93. Scène à un instant t [CDMM97c]
L’objet est « à générer » en début de génération ou lorsque l’utilisateur le refuse. Il est « à
valider » lorsqu’il vient d’être produit et qu’il est pret à être proposé. L’objet est « validé »
quand l’utilisateur le considère comme satisfaisant. Il ne doit donc plus être généré. C’est
alors un objet final ou une ébauche pour un prochain groupe. La Figure 94 montre l’évolution










Remise en cause de la validation
changement d’état provoqué par le maître d’orchestre ou par l’utilisateur
situations en début et en fin de génération du groupe
cas exceptionnel
Figure 94. Changement d’état d’un objet au cours des générations de son groupe
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Ainsi, aux informations déjà présentes dans la table des objets, il faut ajouter la validité
courante de l’objet ainsi que le numéro de groupe auquel il est associé. De plus, lors de la gé-
nération, il est nécessaire de stocker les objets construits (selon leur modèle géométrique).
Nous aurons donc une table spécifique à la génération que nous appellerons table de généra-
tion. Pour chaque objet de la table des objets, cette table indique la validité de l’objet et con-
tient l’instance (le modèle géométrique des objets déjà conçus) le numéro du groupe auquel il
appartient et la tâche de génération qui le concerne (Tableau 12).
Tableau 12. Constitution de la table de génération
Champ Validité Numéro Instance Groupe Tâche
Type Entier Entier Ptr Entier Ptr
Remarque : Avec ce que nous avons désormais présenté, il est possible de construire un
modeleur déclaratif dont la génération se fait par ébauche (Figure 91 et Figure 88) et pour
lequel, le passage d’une ébauche à la suivante se fait par conception guidée. Nous avons ainsi
un mixage de deux modes de conception présentés dans [CDMM97b] et [CDMM97c].
7. Contraintes de construction des objets
7.1. Introduction
Les méthodes de génération proposées dans les paragraphes 5 et 6 supposent une indépen-
dance totale entre les différents concepts générateurs d’un concept non-terminal. Cependant,
prenons simplement la génération d’un cube ou d’un segment, nous constatons alors que cette
indépendance ne peut pas être raisonnablement maintenue. Dans le second cas, nous allons
générer plusieurs fois le même segment et dans le premier, nous risquons de produire des cu-
bes sortant de l’univers. Il apparaît donc indispensable d’ajouter d’une part des contraintes de
construction permettant de limiter la génération d’objets incorrects et d’autre part une mé-
thode de vérification de l’objet après la construction. L’utilisation d’une telle méthode de véri-
fication complique un peu la construction d’un concept. Quelle que soit la méthode choisie, il
faut recommencer autant de fois que nécessaire la génération de l’objet jusqu’à la réussite de
la vérification ou un constat d’échec définitif. Nous allons nous intéresser à l’introduction des
contraintes de construction entre les concepts pour éviter au maximum l’échec de cette vérifi-
cation. Ces contraintes mettent en relation :
• des concepts composants d’un concept (Figure 95, les contraintes 1, 4 et 7) ;
• des concepts de différents objets de la scène, que ce soit des objets parents (Figure 95,
les contraintes 3 et 5) ou des objets sans lien de parenté (Figure 95, la contrainte 2 et 6).
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Figure 95. Différents cas de contraintes de construction entre les concepts de la scène
7.2. Une contrainte
7.2.1 Définition
Définition II.2.19 : une contrainte est une fonction portant sur un concept cible et dont les
paramètres sont des concepts appelés concepts de référence (Figure 96).
contrainte
concept cible
concept de référence 1
concept de référence 2
concept de référence n
Figure 96. Structure d’une contrainte
Toute contrainte possède une fonction d’évaluation prenant en paramètres les mesures des
concepts de référence et agissant sur la mesure ou le domaine du concept cible.
7.2.2 Types de contrainte
En fonction du moment où la contrainte est appliquée et de l’élément sur lequel elle porte,
nous distinguons trois types de contrainte : initialisation, optimisation et mesure.
Définition II.2.20 : Les contraintes d’initialisation permettent de déterminer le domaine
du concept cible avant le début de sa génération.
En effet, ce domaine n’est pas forcément connu par le concepteur. Ces contraintes le dé-
terminent alors dynamiquement en fonction des conditions fournies par l’utilisateur. Prenons
par exemple un ensemble de segments du plan. Supposons que ces segments soient définis
dans des zones rectangulaires. Le domaine associé à chacun des segments n’est connu que
lorsque la zone est fixée, c’est-à-dire ses dimensions et sa position validées par l’utilisateur.
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Lorsque l’utilisateur ajoute des objets, le système consulte les graphes sémantiques afin
d’autoriser cette opération. Ces graphes permettent aussi de décrire les contraintes
d’initialisation entre des objets. Ainsi, une liste de ces contraintes est associée à chacun d’eux.
Par exemple, le graphe de la Figure 81a possédera les contraintes d’initialisation de la Figure
98 entre « Largeur » de scène et « x », entre « Hauteur » de scène et « y »…
Au cours de la construction d’un concept non-terminal, certaines combinaisons de concepts
composants ne sont pas autorisées. De plus, connaissant les valeurs de certains concepts, il est
possible de réduire le domaine d’un autre concept afin de limiter le nombre de valeurs à ex-
plorer. Pour tout cela, il est intéressant de mettre en place des contraintes d’optimisation.
Définition II.2.21 : Les contraintes d’optimisation ne modifient pas l’univers des solutions
à explorer mais le réduisent provisoirement afin d’éviter de construire des scènes qui seront
certainement rejetées.
Prenons comme exemple la création de rectangles (ou zones) dans un univers à deux di-
mensions. Ces rectangles sont placés dans un univers de dimensions finies. S’ils sont placés
selon la position de leur centre et leurs dimensions en largeur et en hauteur, toutes les combi-
naisons ne sont pas valides. Par exemple, dans la Figure 97, les rectangles A et B sont bien
construits alors que les rectangles C et D ne le sont pas. Pour C, la hauteur n’a pas une valeur
correcte. Il aurait fallu une valeur inférieure ou égale à celle représentée par les tirets. Il en est
de même pour la largeur D. Dans cet exemple, il sera donc intéressant d’ajouter deux con-
traintes d’optimisation réduisant l’une le domaine des hauteurs et l’autre le domaine des lar-






Figure 97. Placement de rectangles et contraintes d’optimisation
Nous avons vu dans la seconde partie que, pour tout concept, on associe une fonction de
mesure permettant de déterminer, pour une scène donnée, la valeur du domaine qui lui corres-
pond appelée mesure. Jusqu’ici, nous avons considéré les concepts composants uniquement
comme des concepts générateurs. Ceux-ci n’ont pas besoin de fonction de mesure, car c’est à
partir de leur valeur que la scène est construite. Or, ce n’est pas toujours le cas. Il existe cer-
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tains concepts appelés concepts non-générateurs qui, bien que ne participant pas à la généra-
tion, peuvent faire l’objet d’une description. Il est alors nécessaire de déterminer une fonction
de mesure. Par définition, c’est une fonction de l’univers des formes possibles dans le do-
maine considéré (définition II.1.4). Nous la considérerons comme une contrainte prenant en
référence un ou plusieurs concepts de la scène et portant sur la mesure du concept cible.
Définition II.2.22 : La contrainte de mesure est une contrainte jouant le rôle de fonction de
mesure pour un concept donné.
La Figure 98 propose la définition d’un rectangle. Nous y retrouvons les trois types de
contraintes que nous venons de présenter. Les contraintes 1, 2, 3 et 4 sont des contraintes
d’initialisation. Les contraintes 5 et 6 sont des contraintes d’optimisation. Enfin, la con-
trainte 7 est une contrainte de mesure pour le concept non-générateur « surface ».
Rectangle
Centre Hauteur Largeur Couleur









Figure 98. Types de contrainte dans la définition d'un rectangle
7.2.3 Optimisation par le calcul des intervalles
Parfois, avant même de connaître les mesures des concepts de référence, il est possible de
réduire le domaine du concept cible à l’aide des domaines de ces concepts. Ce calcul
s’effectue à l’aide de l’arithmétique des intervalles ([Sny92], [SnK92], [Chau94b] et
[MaM96]). En effet, les domaines sont des intervalles possédant une unité. Par conséquent, il
est possible d’appliquer cette arithmétique. Cela permet de réduire l’intervalle (le domaine) du
concept cible et d’éliminer rapidement certaines combinaisons des concepts de référence
(avant même de connaître toutes les mesures).
7.3. Structure d’une contrainte
Finalement, une contrainte est composée (Tableau 13) :
• d’une liste des concepts de référence ;
• du concept cible ;
• de la liste des « valeurs » courantes des concepts de référence (mesure ou domaine).
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Tableau 13. Définition d’une contrainte
Nom : Contrainte
Mère :
Principaux champs Principales méthodes
booléen Initialisante? Init()




De plus, une contrainte peut être activée ou désactivée en fonction des besoins. Par exem-
ple, une contrainte de mesure n’est activée que lorsque le concept considéré fait l’objet d’une
description par l’utilisateur. Si ce n’est pas le cas, il n’est pas nécessaire d’effectuer ces cal-
culs alors inutiles. Une contrainte possède aussi deux méthodes de calculs : l’une concernant
les optimisations selon l’arithmétique des intervalles (« CalculerDomaine() ») et l’autre
l’évaluation de la contrainte (« Calculer() »).
Une contrainte permet de réduire le domaine du concept cible. Par défaut, une contrainte
propose un intervalle de validité. L’application de la contrainte sur le concept cible consiste
en une intersection entre cet intervalle et le domaine. Pour faciliter la programmation du mo-
deleur, le noyau propose des cas particuliers de contraintes où seule une borne est à calculer.












Figure 99. Hiérarchie des contraintes
7.4. Créer une contrainte
Ajouter une contrainte consiste simplement à déterminer les concepts de référence, le con-
cept cible et à spécifier la fonction d’évaluation (Figure 100). De plus, dans le cas où cette
contrainte est une fonction de mesure, il faut indiquer au concept concerné son existence.






Figure 100. Redéfinition de la méthode de calcul d’une contrainte
7.5. Gestion des contraintes
Nous allons maintenant nous intéresser à l’utilisation de ces contraintes lors de la généra-
tion d’instances des concepts.
7.5.1 Les domaines d’un concept
Tout au long de la génération d’une scène, le domaine d’un concept passe par certaines
phases :
1. Intervalle donné par le concepteur ;
2. Intervalle calculé à partir des contraintes d’initialisation ;
3. Intervalle « réduit » en fonction des contraintes d’optimisation.
Définition II.2.23 : Afin de pouvoir gérer convenablement les retours en arrière et amélio-
rer les performances, au lieu d’un seul domaine, nous considérerons pour un concept trois
domaines :
1. le domaine d’origine donné par le concepteur ;
2. le domaine de travail calculé à partir des contraintes d’initialisation et du domaine
d’origine ;











Figure 101. Contraintes et domaines d’un concept
Chapitre II.2 : Noyau et génération de la scène Le projet CordiFormes
180
8. Concepts, contraintes et génération
8.1. Méthode de génération et CSP
Les contraintes d’initialisation sont appliquées à l’initialisation du concept, c’est-à-dire au
moment où l’on commence sa prise en compte dans la génération. Cela permet de déterminer
le domaine de travail. Le comportement d’un concept vis-à-vis des contraintes est le même
qu’il soit ou non concept générateur.
En cours de génération, à chaque fois qu’une mesure est calculée (par la tâche de généra-
tion ou par une contrainte de mesure), la modification est répercutée sur les concepts liés par
des contraintes avec le concept modifié. Ainsi, il y a une propagation des modifications. A
tout moment, les domaines des différents concepts sont réduits au mieux. Cette méthode per-
met de réduire l’espace de recherche des tâches de génération et de détecter rapidement les
constructions ne donnant pas de résultat. Ainsi, il y a un nouveau cas d’échec pour le choix
d’une valeur d’un domaine par une tâche de génération. En effet, chaque valeur doit être dans
le domaine courant et vérifier les propriétés qui portent sur le concept mais aussi ne pas pro-
voquer des domaines sans valeur pour d’autres concepts en relation par des contraintes, c’est-
à-dire ne pas provoquer d’incohérence. Si c’est le cas, il faut alors passer à une autre valeur
pour ce concept.
Nous pouvons approcher cette méthode de la méthode CSP nommée « lookahead - forward
checking » ([Tsa93]). Ainsi, nous pouvons aussi appliquer des algorithmes d’optimisation
issus de ces techniques. En particulier, il est possible d’établir un ordre de génération des con-
cepts générateurs en fonction de leurs liens par les contraintes. Nous pouvons notamment uti-
liser la méthode de largeur minimale (« Minimal Width Ordering Heuristic » ou MWO) qui
semble particulièrement intéressante pour nos problèmes ([Lie96]). Cependant, ces techniques
demandent quelques adaptations, car d’une part nous ne voulons pas une mais plusieurs voire
toutes les solutions et d’autre part les contraintes ne sont pas forcément binaires et symétri-
ques ou antisymétriques (par exemple la contrainte qui mesure la surface d’un rectangle dans
l’exemple de la Figure 98). Les méthodes CSP ne sont pas toujours adaptées à ces conditions
([Tsa93]).
8.2. Cycle de génération
D’un point de vue global, la méthode de génération suit un cycle en trois phases :
1. la réduction au mieux des domaines (application des contraintes d’initialisation et
d’optimisation) ;
2. la recherche d’une valeur pour un concept donné ;
3. la création de la mesure de ce concept et l’application des contraintes de mesure.
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Autrement dit, notre génération suit le cycle : réduction de l’univers, exploration et créa-
tion de connaissances (Figure 102). Le cycle est terminé lorsque tous les concepts ont une








Figure 102. Cycle de fonctionnement
8.3. Suspension de la génération
Les objets de la scène sont générés par groupes. La constitution de ces derniers dépend de
la méthode de conception choisie. Dans un groupe, les objets sont générés en mode automati-
que, c’est-à-dire sans intervention de l’utilisateur dans la génération. Cependant, l’application
d’une contrainte d’initialisation sur un objet n’est pas toujours possible. En effet, elle peut
dépendre d’objets de groupes différents qui ne sont pas encore générés ou même d’objets de
ce groupe dont l’initialisation n’est pas encore effectuée. Sa génération est alors reportée jus-
qu’au moment où les contraintes d’initialisation seront applicables. Par conséquent, il peut
arriver qu’un groupe ne puisse pas être produit. Sa construction est alors suspendue et la géné-
ration passe à un autre groupe. La génération du groupe suspendu sera reprise plus tard, lors-
que les contraintes seront applicables.
La suspension de la génération a aussi lieu lorsque le concept et la tâche de génération qui
lui est associée ne sont pas compatibles. Par exemple, pour énumérer les valeurs d’un do-
maine, il faut que celui-ci soit borné et possède une unité non nulle. Dans le cas contraire, la
génération de l’objet est suspendue dans l’attente de l’application d’une contrainte
d’optimisation qui pourrait résoudre le problème.
8.4. Intervention de l’utilisateur
Il peut arriver que, par manque d’informations ou par défaut de construction, un ou plu-
sieurs groupes soient suspendus sans pouvoir générer un seul objet supplémentaire. A ce mo-
ment, l’utilisateur doit intervenir pour débloquer la situation. Si le mode de génération auto-
rise l’utilisation d’interfaces, le problème peut être résolu (nous verrons cela dans le chapi-
tre II.4) sinon c’est un défaut de construction que doit résoudre le concepteur. Éventuellement,
ce dernier peut prévoir une stratégie par défaut en fonction de la sémantique du concept. Par
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contre, il semble très difficile de proposer une stratégie par défaut au niveau général, car le
problème est étroitement lié à la sémantique.
9. Conclusion
Dans ce chapitre, nous venons de présenter un certain nombre d’éléments importants du
noyau de CordiFormes issus du formalisme de la première partie et formant les structures de
représentation des connaissances essentielles. Nous avons présenté la notion de concept et de
tâche de génération de ces concepts. La génération est automatique (génération récursive) ou
spécifique au concept considéré quand le concepteur la trouve plus performante. Ensuite, nous
nous sommes intéressés à la génération de l’ensemble des concepts d’une scène. Nous avons
vu aussi que ces notions ne sont pas suffisantes, même pour générer des objets très simples
(rectangle, segment…). Nous avons donc eu besoin d’introduire la notion de contrainte. Nous
avons mis en évidence trois principaux types de contraintes : les contraintes d’initialisation,
d’optimisation et de mesure. Finalement, l’ajout des contraintes provoque des modifications
au niveau de l‘organisation générale de la génération. Nous avons montré que notre méthode
consistant à propager les modifications des concepts aux autres concepts grâce aux contraintes
s’approche des méthodes utilisées en CSP. Il sera donc intéressant de voir de plus près ces
méthodes, en particulier les études permettant d’optimiser la génération en limitant encore
plus le nombre de combinaisons explorées telles que l’organisation des concepts composants
en fonction de leurs contraintes. De plus, nous avons vu dans la seconde partie que ces mé-
thodes sont adaptées au formalisme flou (CSP flous).
Dans ce que nous venons de présenter, il manque un concept important : le concept de liste.
En effet, pour l’instant, les objets de la scène sont connus en type et en quantité au moment de
la description. Le nombre d’objets de la scène ne peut pas varier dynamiquement lors d’une
génération. Il n’est pas possible de demander un ensemble d’objets d’un ou de plusieurs types
donnés sans en connaître exactement le nombre. En conséquence, il n’est actuellement pas
possible de donner une description de la forme « Le nombre de segments est très important »,
« Le nombre de segments est plus important que celui de rectangles » , « La scène comporte
une dizaine de boîtes »… Dans cette dernière description, la scène comporte alors un nombre
de boîtes compris approximativement entre 9 et 11. Les solutions comportent alors un nombre
de boîtes qui peut être différent. Il sera donc très important d’étudier les éléments à introduire
ou à modifier dans le noyau pour ajouter la notion de liste d’éléments en nombre inconnu.
Dans le prochain chapitre, nous allons étudier un autre élément très important du noyau de
CordiFormes : la description. Nous allons regarder de plus près l’implémentation des pro-
priétés et leur utilisation pour améliorer la génération.
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 CHAPITRE II.3 : NOYAU, DESCRIPTION ET PROPRIÉTÉS
1. Introduction
Après avoir étudié les concepts, les tâches de génération et les contraintes, intéressons-nous
maintenant à la représentation et à la gestion d’une description considérée comme une con-
jonction de propriétés. Les propriétés que nous présenterons dans ce chapitre correspondent à
la mise en œuvre des propriétés définies dans la partie I. Nous étudierons :
• les propriétés élémentaires (section 2) ;
• les relations (section 3) ;
• les propriétés élémentaires quantifiées (section 4) ;
• les propriétés statistiques (section 5) ;
• les propriétés de composition (section 6) ;
• les propriétés modificatrices (section 7).
Nous verrons dans la section 8 que toutes ces propriétés constituent une hiérarchie et ont
certains points en commun. Ces études nous montreront que les propriétés exploitent parfai-
tement les contraintes exposées au chapitre précédent. Cette combinaison entre propriété et
contrainte permet de mettre en place un certain nombre d’optimisations (section 9).
2. Les propriétés élémentaires
2.1. Rappels sur la constitution des propriétés élémentaires
Une propriété élémentaire est un énoncé de la forme « Ci de X est f! m" Pik » où Ci est un
concept, X un objet ou une partie d’objet de la scène, f! un opérateur flou, m" un modificateur
et Pik une propriété de base qui est une fonction LR définie sur le domaine associé à Ci.
L’application du modificateur et de l’opérateur flou sur cet intervalle flou donne un intervalle
flou transformé, fonction d’appartenance de la propriété élémentaire. Dans cette section, nous
nous intéresserons à la représentation et à la gestion de tous ces éléments.
2.2. Les fonctions d’appartenance
A priori, la fonction d’appartenance est quelconque. Le concepteur peut, s’il le désire, pro-
poser son propre type. Les fonctions d’appartenance doivent seulement posséder un certain
nombre de méthodes telles que :
• le calcul du degré d’appartenance d’une valeur à la propriété (µ = mu(t)) ;
• la possibilité de transformer cette fonction en son complémentaire…
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Nous avons choisi, dans notre formalisme, d’utiliser les fonctions d’appartenance de type
fonction LR pour représenter les ensembles flous. Une telle fonction est un intervalle flou
défini par quatre paramètres <!, a, b, "> et deux fonctions L et R. Elle doit aussi respecter les
caractéristiques d’une fonction d’appartenance (Figure 103). De plus, il existe un cas particu-
lier de fonction LR : les fonctions LR « filtrées ». Celles-ci ont la particularité de n’être défi-
nies que sur une partie du domaine. En dehors de ces limites, le degré d’appartenance est nul.
Elles sont utiles en particulier pour les propriétés de comparaison élémentaire (« supérieur à
U » et « inférieure à U ») afin que ces dernières restent « du bon côté » de la valeur de réfé-
rence. En dehors du fait qu’il peut vouloir proposer son propre type de fonction





Figure 103. Hiérarchie des fonctions d’appartenance
2.3. Les propriétés de base paramétrées ou non
Dans le chapitre I.3, plusieurs catégories de propriétés de base ont été proposées. Plusieurs
méthodes de construction des propriétés paramétrées et des propriétés de base (« important »,
« faible » et « valide ») ont aussi été données. Ainsi, le noyau CordiFormes propose toutes ces
propriétés selon la hiérarchie présentée à la Figure 104. Notons un cas « étrange » : les pro-
priétés « supérieur à » et « inférieur à » sont considérées comme des propriétés non-
paramétrées. De par leur mode de construction, elles sont plus proches des propriétés de base
que des propriétés paramétrées, car la fonction d’appartenance qui leur est associée est calcu-
lée sur la portion de domaine de la même façon que les propriétés de base sur tout le domaine.
Propriété de base
Propriété paramétrée
De Entre Au moins Au plus
Propriété non-
paramétrée
Faible Moyen Important Supérieur à Inférieur à
Faible2 Faible3 Faible4Important2 Important3 Important4
Valide
Valide2 Valide3
Figure 104. Hiérarchie des propriétés de base paramétrées et non-paramétrées
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Une propriété de base est constituée de tous les paramètres introduits dans le chapitre I.3.
Nous trouvons en particulier :
• le nom standard (généralement dans « important », « faible », « moyen », « valide »…) ;
• le nom spécifique, en particulier pour les propriétés de base non marquées (par exemple
« large » avec « important », « étroit » avec « faible » pour le concept de « largeur ») ;
• la fonction LR associée ;
• les coefficients #ik et $ik spécifiques à la propriété de base ;
• un indicateur spécifiant si elle est ou non modifiable ;
• un indicateur spécifiant si elle est non-marquée, marquée ou ne faisant pas partie d’un
couple (marquée ; non-marquée)
• le seuil d’acceptation pour la propriété…
Comme pour les fonctions LR, le concepteur n’a généralement pas besoin de redéfinir les
propriétés de base. Celles qui sont proposées sont habituellement suffisantes. Elles calculent
toutes les coefficients en fonction du domaine. Les propriétés paramétrées demandent, en plus
des paramètres classiques, des valeurs de référence. Bien entendu, le concepteur peut modifier
certaines valeurs afin de les adapter au domaine d’application.
Remarques :
• Les propriétés de base (non-paramétrées autres que les propriétés de comparaison élé-
mentaires) sont définies pour chacun des concepts. Ceux-ci possèdent une liste de ces
propriétés de base. Compte-tenu de la définition d’une propriété de base, seuls les con-
cepts terminaux peuvent en posséder, car elle demande un domaine ordonné.
• Les propriétés paramétrées sont, quant à elles, construites au moment où l’utilisateur les
énonce, car elles dépendent des valeurs de référence. Il est possible d’utiliser une pro-
priété paramétrée avec des concepts non-terminaux.
2.4. Les opérateurs
Les opérateurs possibles sont de deux types : les modificateurs et les opérateurs flous
(Figure 105). Un opérateur est composé d’un nom et d’un coefficient réel (appelé au chapitre
I.3 coefficient de flou j! pour l’opérateur flou ou coefficient de modification k" pour le modi-
ficateur). Les opérateurs flous et les modificateurs se différencient par la méthode de modifi-
cation de la propriété de base. Ces méthodes sont décrites dans le chapitre I.3.
Opérateur
Modificateur Opérateur flou
Figure 105. Hiérarchie des opérateurs
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Les différents opérateurs (modificateurs et opérateurs flous) existent par défaut. Le noyau
contient une liste de modificateurs et une liste d’opérateurs flous. Les opérateurs choisis sont
ceux de M9 et F6 (Chapitre I.3). Le concepteur a cependant la possibilité de modifier les opé-
rateurs existants (nom ou coefficient), d’en supprimer ou d’en ajouter de nouveaux.
2.5. Construction d’une propriété élémentaire
Il nous reste maintenant à décrire la propriété élémentaire elle-même. Cette propriété est
simplement composée d’une propriété de base, d’une référence au concept qu’elle décrit, d’un
modificateur et d’un opérateur flou. Pour garder intacte la fonction initiale, la propriété pos-
sède une seconde propriété de base correspondant à la propriété de base modifiée par les opé-
rateurs. Elle est appelée propriété de référence. Cette propriété élémentaire possède une mé-
thode permettant d’évaluer le degré d’appartenance de la mesure du concept sur lequel elle
porte à sa fonction de référence. Là encore, le concepteur n’a généralement rien à redéfinir.
En effet, la sémantique de l’application est particulièrement centrée sur la génération et, sur-
tout, sur les concepts utilisés.
Remarque : L’utilisation d’un autre type de fonction d’appartenance pour une propriété de
base (autre que LR) n’est possible que si la propriété n’est pas modifiable. En effet,
l’application des opérateurs n’est prévue que pour les fonctions LR. Les opérateurs ne feront
aucune modification si la fonction qui leur est proposée n’est pas issue d’une fonction LR.
2.6. Remarque
Habituellement, lorsque l’utilisateur fournit une description comme « Le segment S1 est
long », le domaine du concept « longueur » est initialisé en fonction d’informations provenant
du concept père dans la scène. Cependant, il peut arriver qu’il veuille comparer deux seg-
ments qui ne sont pas, par exemple, dans la même zone. Leurs domaines respectifs ne sont
donc pas forcément identiques. Il est alors intéressant d’ajouter, ou plutôt de remplacer, les
contraintes initialisantes par d’autres contraintes faisant référence non plus au père de chacun
mais à leur ancêtre commun le plus proche. Cependant, cette solution n’est pas satisfaisante,
car elle n’est plus correcte si les deux types de propriétés (élémentaire et comparaison) sont
demandés. Une meilleure solution est de construire un nouveau concept connu uniquement de
la propriété. Ce concept n’est pas générateur. La contrainte de mesure se contente alors de
reprendre la mesure locale du concept. L’initialisation du domaine de ce nouveau concept est
fonction de l’ancêtre commun. Ainsi, dans notre exemple, nous avons les longueurs de seg-
ments définies normalement en fonction du père de l’objet. Lorsque l’utilisateur se réfère à
une longueur par rapport à un autre ancêtre, le système crée un nouveau concept non-
générateur identique au concept « local » avec des contraintes d’initialisation différentes,
fonctions de l’ancêtre considéré, et la même valeur de mesure.
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3. Les relations
Comme nous l’avons vu dans le chapitre I.6, il existe deux types de relations : les proprié-
tés relatives et les comparaisons. Nous ne considérerons ici que les relations binaires.
3.1. Les relatives
Les propriétés relatives sont, comme nous l’avons vu, très proches des propriétés élémen-
taires. En fait, elles n’en diffèrent que parce qu’elles sont associées à un concept se rapportant
à deux objets de la scène. Il n’y a pas de différence du point de vue de leur structure. Seule-
ment, le concept associé n’est pas générateur et la contrainte de mesure a comme concept de
référence les deux objets (ou plutôt un ou plusieurs concepts composants des deux objets).
3.2. Les comparaisons
Nous avons divisé les propriétés de comparaison en deux classes : les comparaisons par
différence et les comparaisons par proportion. Ces deux classes diffèrent par la méthode de
comparaison et le concept utilisé. Il existe en effet deux concepts, spécifiques à ces propriétés,
indépendants du domaine d’application : le concept de différence et le concept de proportion.
Leurs domaines sont calculés à partir des domaines des concepts référencés par la comparai-
son. Les propriétés de comparaison comportent une référence à la propriété de référence, deux
références aux concepts pris en compte, l’opérateur de direction et, éventuellement,
l’opérateur flou utilisé.
3.2.1 Les comparaisons par différence
La propriété par différence comporte en plus l’opérateur de comparaison. La structure de
cette propriété dépend de la méthode utilisée. Nous choisirons ici de traiter les comparaisons
par différence à l’aide des comparaisons élémentaires « supérieur à » et « inférieur à »
(chapitre I.6, §2.4). La propriété possède alors une table d’équivalence entre les opérateurs de
comparaison et les modificateurs. Cette table peut être modifiée, si besoin est, par le concep-
teur. La propriété paramétrée (en particulier, sa fonction d’appartenance), définie sur le do-
maine du concept de différence, est donc calculée par la propriété de comparaison. Cette pro-
priété paramétrée est éventuellement modifiée par l’opérateur flou.
3.2.2 Les comparaisons par proportion
La propriété par proportion comporte, quant à elle, le coefficient de comparaison utilisée.
Pour cette propriété, la fonction d’appartenance est définitivement calculée en fonction de la
direction de comparaison et du coefficient (chapitre I.6, §2.5) sur le domaine du concept de
proportion. Nous obtenons alors une fonction d’appartenance modifiée par l’opérateur flou.
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3.2.3 Évaluation des propriétés de comparaison
Comme pour les propriétés relatives, les concepts sur lesquels se basent les propriétés de
comparaison ne sont pas des concepts générateurs. Il existe donc pour chacun une contrainte
de mesure spécifique. Celle-ci a comme concepts de référence les concepts utilisés dans la
comparaison. La fonction de calcul de cette contrainte dépend de la comparaison utilisée (la
différence des mesures pour la différence et le couple des mesures pour la proportion).
4. Les propriétés quantifiées
4.1. Rappels sur la constitution des propriétés quantifiées
Une propriété élémentaire quantifiée est un énoncé de la forme « C de Qt X est A » où Qt
est un quantificateur et les autres éléments sont ceux définis pour les propriétés élémentaires.
4.2. Les quantificateurs
Les quantificateurs sont ici composés d’un nom et d’une fonction d’appartenance dépen-
dant du nombre de concepts pris en compte (§2 du chapitre I.5). La forme de la fonction dé-
pend de la méthode utilisée.
Par exemple, pour la méthode proposée dans le chapitre I.5, nous avons choisi de repré-
senter les quantificateurs par (m étant le nombre de concepts étudiés) :
• La_Plupart(m) = <m/4,3*m/4,m,0> LR ;
• Tous(m) = <0,m,m,0> LR ;
• Au_Moins(k,m) = <0,k,m,0> LR…
Remarque : Dans le chapitre I.5, les figures illustrant la méthode d’interprétation des pro-
priétés quantifiées ont été obtenues à l’aide de ces fonctions.
Un quantificateur est donc un opérateur possédant, en plus, une fonction d’appartenance.
Selon la méthode d’application qui lui est associée, le coefficient n’est pas toujours utilisé.
Nous obtenons alors la hiérarchie présentée dans la Figure 106.
Opérateur
Modificateur Opérateur flou Quantificateur
Figure 106. Hiérarchie des opérateurs avec quantificateurs
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4.3. Construction d’une propriété quantifiée
Une propriété quantifiée est constituée du quantificateur et d’une liste de propriétés sur
lesquelles porte la quantification. Nous pouvons aussi bien avoir des propriétés élémentaires
que des propriétés relatives ou encore de comparaison. L’évaluation d’une telle propriété est
un cas particulier. Pour toutes les propriétés étudiées jusqu’ici, elle consistait à déterminer le
degré d’appartenance d’une mesure à une fonction d’appartenance donnée. Nous avons vu
dans le paragraphe 2 du chapitre I.5 la difficulté de cette évaluation. Elle reste en effet un pro-
blème. Le traitement, légèrement différent de celui des propriétés élémentaires, consiste à
déterminer un degré d’appartenance à partir de ceux des propriétés de la liste. L’évaluation de
celles-ci est effectuée, non pas par la tâche de génération des concepts, mais par la propriété
quantifiée. En effet, comme nous autorisons ici qu’une propriété ne soit pas satisfaite (sauf
avec « pour tout »), l’évaluation ne doit alors pas être gérée par la tâche de génération. Sinon,
cette tâche prendrait cela pour un échec et essayerait une autre mesure. Une fois les propriétés
évaluées, il suffit d’appliquer l’algorithme adapté.
5. Les propriétés statistiques
Une propriété statistique est associée à un concept spécifique. Le domaine de ce dernier
dépend de la fonction statistique FS utilisée. Ce concept ne peut évidemment pas être généra-
teur. La contrainte de mesure associée à ce concept a comme concepts de référence les con-
cepts étudiés. La fonction de calcul dépend quant à elle de FS.
6. Composition de propriétés
Les propriétés de composition sont des propriétés binaires. Elles comprennent deux réfé-
rences à des propriétés quelconques. Il existe principalement quatre cas de propriétés de com-
paraison qui diffèrent simplement par leur méthode d’évaluation du degré d’appartenance (Cf.
Chapitre I.2 et I.6) : le “Et”, le “.”, le “Ou” et le “Ou bien”. Les propriétés de composition par
alternative (“Ou” et “Ou bien”) posent des problèmes au niveau de la génération. Il n’est pas
toujours évident de bien gérer ces propriétés. Elles empêchent beaucoup d’optimisations.
Souvent, lorsqu’un concept ne vérifie pas une propriété, cela ne veut pas dire que l’on doit le
rejeter, car, s’il fait partie d’une alternative, il peut encore être conservé. Nous risquons alors
de produire jusqu’au bout des solutions fausses. Nous avons vu aussi au chapitre I.6 que la
gestion des propriétés de composition “Et” n’est pas résolue. Nous allons donc poser que seul
l’opérateur de composition “.” est géré. Les propriétés sont alors dans une liste. La description
n’est qu’une conjonction de propriétés.
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7. Modification d’une description
Une propriété de modification est une propriété portant sur un concept. Le traitement que
nous avons choisi (Cf. Chapitre I.5, §4) s’attache à trouver une propriété de comparaison élé-
mentaire équivalente. Une propriété modificatrice possède donc une référence au concept mo-
difié, l’opérateur de comparaison, l’opérateur de direction et la propriété de comparaison élé-
mentaire calculée. L’évaluation de cette propriété correspond simplement à l’évaluation de la
propriété de comparaison élémentaire qui lui est équivalente.
8. Les propriétés
Nous venons de recenser la plupart des propriétés d’une description. Compte-tenu de nos
remarques sur les relatives, nous considérerons ces propriétés plutôt comme des propriétés
élémentaires. Les propriétés s’organisent donc selon la hiérarchie de la Figure 107. Chaque
propriété possède les informations suivantes :
• un concept de référence ;
• le nom correspondant à la chaîne de caractère de la forme spécifique de l’énoncé de la
propriété. Cette chaîne est « construite » à partir des concepts et des opérateurs utilisés ;











Figure 107. Hiérarchie des propriétés
9. Optimisations liées aux propriétés
Actuellement, les propriétés sont utilisées après la génération de la scène, c’est-à-dire
qu’elles sont utilisées en vérification a posteriori. Cependant, elles sont utilisables pour opti-
miser la génération des solutions.
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9.1. Propriétés élémentaires
Les propriétés élémentaires sont particulièrement utiles. Le principe d’optimisation à partir
de celles-ci est simple. Il consiste à éviter de construire un objet sachant qu’il sera forcément
rejeté. Une propriété élémentaire est représentée par un intervalle flou défini par une fonction
LR. Toute valeur située à l’intérieur du support, et plus précisément à l’intérieur de
l’intervalle défini par la S-coupe (S étant le seuil d’acceptation), est solution vis-à-vis de la
propriété. Par conséquent, lorsque l’utilisateur propose une propriété élémentaire sur un con-
cept générateur, il ne faut proposer que les valeurs appartenant à cet intervalle ([GAT96]). La
Figure 108 illustre le cas où l’utilisateur demande une propriété P (par exemple « La hauteur
est faible »). La zone non-hachurée comprend toutes les valeurs vérifiant “au moins un peu” la
propriété, c’est-à-dire toutes les valeurs dont le degré d’appartenance est supérieur au seuil





Zone des valeurs vérifiant P
Figure 108. Zone du domaine où toutes les valeurs vérifient au moins un peu une propriété P
Les propriétés élémentaires sur un concept permettent donc de réduire l’ensemble de ses
valeurs possibles. Par ailleurs, nous avons déjà défini dans le chapitre précédent trois domai-
nes pour un concept : le domaine d’origine, le domaine de travail et le domaine courant. Les
propriétés sont nécessairement définies sur le domaine de travail, c’est-à-dire sur le domaine
fixé après l’application des contraintes d’initialisation. Nous introduisons donc à ce niveau un
nouveau domaine : le domaine décrit.
Définition II.3.1 : Le domaine décrit est obtenu après réduction du domaine de travail par
les propriétés.
Remarques :
• Cette optimisation a lieu aussi pour les concepts non-générateurs. En effet, nous suppo-
sons que la validation d’une valeur est effective seulement lorsque les contraintes de
mesure sont valides. Or, l’application de telles contraintes n’est valide que si la valeur
calculée appartient au domaine courant du concept cible. Cela nous permet ainsi de re-
jeter une valeur plus tôt.
• Nous pouvons imaginer que d’autres types de propriétés peuvent permettre de faire une
telle optimisation.
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Figure 109. Contraintes, propriétés et domaines d’un concept
9.2. Génération de concepts terminaux
Les propriétés élémentaires, et plus généralement les ensembles flous associés à une pro-
priété, permettent aussi d’optimiser les algorithmes de génération sur des concepts terminaux.
Toutes les méthodes dites de « défuzzification » dans les modèles flous (présentées en conclu-
sion de la première partie) sont intéressantes à ce niveau. Adaptées aux caractéristiques de la
génération, elles permettent de faire une équivalence possibilité/probabilité ([Yag82] et
[DPS93]) en classe aléatoire. En classe énumération, elles permettent de proposer d’abord les
valeurs qui ont un degré d’appartenance maximal par rapport à l’ensemble des propriétés puis
de continuer par degré décroissant. Comme la description est une conjonction de propriétés,
celles portant sur un concept donné constituent une description qu’on peut appelée « locale ».
Cette méthode permet d’essayer d’abord (ou le plus souvent) les meilleures valeurs du point
de vue de la description locale mais il n’est pas garanti qu’elles sont les meilleures pour la
solution générale. Enfin, notons que ces méthodes permettent difficilement un contrôle de la
génération basé sur d’autres objectifs que le degré d’appartenance (ordre des mesures selon
leur valeur…).
9.3. Concepts générateurs
Lorsqu’il y a plusieurs ensembles possibles de concepts générateurs, les propriétés de la
description peuvent permettre d’en sélectionner un plus particulièrement parce
qu’apparemment mieux adapté. En effet, il est préférable d’avoir des concepts générateurs
faisant l’objet d’une description, notamment à cause de l’optimisation proposée ci-dessus.
Leurs domaines sont ainsi réduits et, vis-à-vis de leurs propriétés respectives, ils ne produiront
que des valeurs correctes. Prenons l’exemple de la génération de segments dans un plan. Nous
pouvons définir au moins deux ensembles de concepts générateurs : {l’origine, l’extrémité}
(1) ou {l’origine, la pente, la longueur} (2). Si l’utilisateur demande « Un segment long », il
est préférable de prendre le second ensemble. Par contre, s’il demande « Un segment dont les
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extrémités sont placées sur un cercle », le premier ensemble apparaît alors plus adapté. Dans
le cas où le choix n’est pas aussi trivial (plusieurs ensembles envisageables), il est possible
d’utiliser quelques heuristiques. Une solution consiste alors à évaluer le nombre de combinai-
sons possibles avec chacun des ensembles candidats et de prendre celui qui en a le moins
(donc moins d’objets à construire). Mais d’autres solutions sont envisageables !
Remarque : Pour chaque concept, l’utilisateur peut décrire une tâche de génération privilé-
giée. Une idée serait plutôt de proposer les tâches les plus adaptées en fonction des ensembles
de concepts générateurs choisis. Ainsi, non seulement l’ensemble choisi sera celui générant le
moins de solutions mais, en plus, la tâche de génération sera optimisée. Inversement, le type
de tâche de génération pour un ensemble peut être un critère de sélection.
9.4. Relations
Les relations permettent aussi de mettre en place des optimisations. Il est notamment sou-
vent possible de leur associer des contraintes spécifiques. Par exemple, avec les propriétés de
comparaison, nous pouvons associer deux contraintes pour réduire le domaine courant d’un
concept connaissant l’autre. Plus précisément, elles permettent, connaissant la mesure d’un
des deux concepts et l’intervalle de différence (ou de proportion) utilisé, de réduire le do-
maine de l’autre concept. Par exemple, si deux concepts A dans [BmA, BMA] et B dans
[BmB,BMB] sont tels que leur différence doit être dans [i,j] (support de l’intervalle flou) alors,
connaissant mB, nous avons « nécessairement » mA dans [mB+i, mB+j]%[mB-j, mB-i]  (et inver-
sement, connaissant mA, on obtient mB dans [mA+i, mA+j]%[mA-j, mA-i]).
9.5. Propriétés élémentaires quantifiées
Les propriétés élémentaires quantifiées permettent de mettre en place des optimisations.
Par exemple, lorsque le quantificateur utilisé est « Pour tout » (&), par définition, tous les
concepts doivent vérifier la propriété sur laquelle il porte. Dans ce cas, il est intéressant
d’ajouter réellement cette propriété dans la description pour chacun des concepts. Ainsi, les
optimisations liées à cette propriété peuvent être mises en place. Par exemple, si la description
est « La longueur de tous les segments est importante », l’optimisation liée à la propriété élé-
mentaire « La longueur du segment est importante » peut être utilisée afin de réduire tous les
domaines liés à la longueur. D’autres méthodes d’optimisation existent au cours de la généra-
tion. En particulier, lorsqu’une propriété ne pourra plus être vérifiée compte-tenu des actions
restant à effectuer, la génération devra explorer une nouvelle configuration.
9.6. Propriétés modificatrices
Les propriétés modificatrices permettent, aussi, de mettre en place des optimisations. En
effet, l’intervalle flou calculé à partir de ce type de propriété contient des valeurs que
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l’utilisateur préfère (pour le moment !). L’idée est donc de réduire l’intervalle du domaine
associé à ce concept. Lorsque l’utilisateur demande une modification, le système ajoute une
contrainte d’optimisation permettant de réduire le domaine de la même façon qu’avec les pro-
priétés élémentaires.
10. Conclusion
Nous venons d’exposer l’implémentation et l’utilisation des propriétés que le noyau de
CordiFormes doit proposer. Nous avons montré aussi que la structure de ce noyau accepte
tous les types de propriétés. De plus, celles-ci permettent d’effectuer un certain nombre
d’optimisations pour la génération.
Cependant, nous avons vu au chapitre I.5 que la formalisation des propriétés autres
qu’élémentaires n’est pas toujours satisfaisante. Il faudra donc tenir compte de l’évolution de
ce formalisme au niveau du noyau (en particulier au niveau des propriétés quantifiées et des
relations binaires mais aussi n-aires). Nous avons cependant montré que le formalisme actuel
permet de gérer un bon nombre de situations.
Au cours de ce travail, nous avons fait l’hypothèse que la description est composée d’une
conjonction élémentaire (opérateur “.”) de propriétés. Il sera important d’étudier l’utilisation
des autres opérateurs et, en particulier, de la disjonction (aussi bien au niveau des propriétés
que des objets).
Dans tout ce que nous avons exposé ici, nous n’avons pas abordé les optimisations liées au
comportement des propriétés lors de la génération ([Col90], [Des95a] et surtout [DeM97a] qui
propose une extension de ces études aux propriétés de notre formalisme, c’est-à-dire aux pro-
priétés définies à l’aide des ensembles flous comme les propriétés élémentaires). Il serait inté-
ressant d’appliquer toutes les optimisations ayant rapport à la stabilité, la périodicité et autres
comportements que peut avoir une propriété et la valeur d’un domaine pendant la construction
d’un concept non-terminal ou de la scène. Il faudrait aussi étudier l’influence des contraintes
dans ces caractéristiques.
Nous allons maintenant étudier d’autres éléments du noyau permettant de gérer tout ce que
nous venons de traiter dans ces deux chapitres.
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 CHAPITRE II.4 : NOYAUX ET MODULES DÉCLARATIFS
1. Introduction
Dans les chapitres précédents, nous avons décrit les principaux éléments du noyau, c’est-à-
dire les fonctionnements et la structure des concepts, des tâches de génération et des proprié-
tés de la description. Un modeleur déclaratif (et donc le noyau) est constitué de trois modules
principaux :
• le module de gestion de la description (section 2) ;
• le module de génération, appelé aussi module de calcul(section 3) ;
• le module de prise de connaissance (section 5).
Leur rôle est d’aider la manipulation des structures du noyau et de proposer des opérations
de haut niveau en effectuant un certain nombre des opérations de bas niveau.  Nous revien-
drons aussi sur le problème de la négation linguistique et nous verrons à quel moment et dans
quel module, elle est gérée (section 4). Nous terminerons notre description des éléments du
noyau de CordiFormes en détaillant la base de connaissances (section 5).
2. Module de description
La modélisation déclarative «repose sur l’idée que nous pouvons appréhender le “monde”
autrement que par sa description géométrique : nous pouvons le percevoir par ses propriétés,
par ses caractéristiques, c’est-à-dire non pas seulement par l’apparence qu’il nous présente
mais par les mécanismes et les contraintes qui font qu’il nous apparaît sous cette forme. Ain-
si, nous nous plaçons à un plus haut niveau d’abstraction» [LeG90].
La phase de description permet la gestion de la description de l’utilisateur. A l’aide des ou-
tils les plus adaptés au domaine d’application, il entre, d’une façon assez naturelle, les diver-
ses propriétés qui constituerons la description de la scène qu’il désire obtenir. Les outils de
description permettent aussi de modifier ou, éventuellement, de supprimer des propriétés. A
ce niveau, le système effectue une vérification de la description afin de détecter contradic-
tions, incohérence ou ambiguïté. Parfois, lorsque c’est nécessaire, le modeleur demande à
l’utilisateur des précisions afin de tenter de résoudre ces problèmes. La description est finale-
ment envoyée au module d’exploration (de calcul) afin qu’il génère les solutions (Figure 110).














Figure 110. La phase de description [CDMM97b]
Remarque : La description qu’il fournit n’est pas forcément totalement cohérente, car cer-
tains cas ne peuvent être détecter que lors de la génération.
Le module de description gère la description de la scène et toutes les interventions sur la
table des objets. C’est un élément essentiel dans un modeleur déclaratif. Ses principales fonc-
tions concernent de la gestion des objets de la scène ainsi que celle de la description et de ses
propriétés.
2.1. Gestion des objets de la scène
Toutes les opérations effectuées sur la table des objets passent par le module de descrip-
tion. Ce dernier possède une liste des objets disponibles, c’est-à-dire tous les types d’objets
que l’utilisateur pourra utiliser pour construire sa scène. Il possède aussi l’ensemble des gra-
phes sémantiques existants. Toutes ces informations sont fournies par le concepteur lors de la
création de ce module.
L’ajout d’un nouvel objet dans la table s’effectue en indiquant le nom de son concept et
son père dans la hiérarchie de la scène. Avant que l’ajout soit effectif, le module vérifie dans
la table des graphes sémantiques la validité de cette opération. Si elle est valide, l’objet est
créé et ajouté dans la table. De plus, à partir des informations fournies par ces graphes, le mo-
dule se charge de créer et de mettre en place les contraintes d’initialisation nécessaires.
La modification d’un objet ne consiste pas uniquement à le changer de place dans la hié-
rarchie. Le module se charge alors de valider cette opération, de supprimer les contraintes
liées à cet objet et de créer les nouvelles.
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2.2. Gestion des propriétés et de la description
Le module de description gère aussi la description de l’utilisateur. Il propose les outils né-
cessaires pour ajouter, modifier ou supprimer une propriété. En particulier, il gère la cohé-
rence des propriétés entre elles mais aussi par rapport aux objets de la scène. La Figure 111
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Figure 111. Le module de description
Ce module propose des éléments utiles pour les éventuels outils d’interface. Il fournit, par
exemple, la liste des modificateurs et des opérateurs flous. Il indique aussi les concepts, don-
nés par le concepteur, susceptibles de décrire des relations entre des objets. Il possède des
méthodes permettant de créer les propriétés à partir des éléments qui les définissent (les opé-
rateurs utilisés, les concepts mis en cause…). Ce module possède notamment une méthode
pour convertir des chaînes de caractères respectant une forme donnée en la propriété corres-
pondante. Il prend aussi en compte la gestion des propriétés de modification. Nous avons si-
gnalé, au chapitre I.5, le problème de l’application successive de propriétés de modification.
Nous avons montré que l’ajout d’une propriété sur un domaine en comportant déjà une autre,
pose certains problèmes. Généralement, il est préférable d’effacer la ou les propriétés précé-
dentes.
Remarque : La table des objets et la description forment le modèle de description. Ce der-
nier est fourni au module de génération afin que celui-ci génère les scènes correspondantes.
3. Module de génération
Le module de génération prend en charge tous les éléments concernant la phase de généra-
tion du modeleur. Il comprend principalement un chef d’orchestre s’occupant d’organiser les
tâches pour générer la scène. Ce module permet d’obtenir la première scène solution ainsi que
la suivante. Il permet aussi de générer un objet précis de la scène et de changer le groupe de
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génération courant. Si des informations manquent, il récupère les compléments d’information
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Figure 112. Module de génération
Remarque : Le modèle de description et la table de génération forment le modèle de géné-
ration. Ce dernier est utilisé par le module de prise de connaissance pour proposer les solu-
tions à l’utilisateur.
4. Gestion de la négation linguistique
Nous avons vu dans le chapitre I.4 que la négation logique standard n’est pas suffisante.
Nous avons alors présenté une méthode de négation linguistique. Le principe est le suivant :
lorsqu’une négation est détectée, le système détermine toutes les propriétés plausibles comme
négation implicite. L’utilisateur sélectionne celle qui lui semble la plus proche de son idée.
En première analyse, ce traitement est réalisé au moment de la gestion de la description,
c’est-à-dire dans le module de description. Or, ce n’est possible que dans certains cas particu-
liers. En effet, il n’est pas possible dans le cas général d’effectuer cette étude avant de com-
mencer la génération. La détermination des propriétés plausibles s’effectue en construisant
toutes les propriétés élémentaires possibles puis en éliminant celles qui sont trop similaires à
la propriété niée. Or cette construction n’est possible que lorsque le domaine est définitive-
ment initialisé, c’est-à-dire lorsque toutes les contraintes d’initialisation ont été appliquées.
L’application de ces contraintes n’est effectuée que pendant la génération et, pour certains
objets, située profondement dans la hiérarchie, autrement dit « longtemps » après le début de
la génération. Par conséquent, la gestion de la négation linguistique ne peut se faire qu’au
cours de la génération (Figure 112).
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Remarque : Une solution est néanmoins possible pour placer cette étude au niveau de la
description. Il suffit de travailler les propriétés élémentaires sur un domaine [0,1]u. Ainsi, la
propriété choisie sera réajustée lorsque le domaine sera devenu définitif. Cependant, cette
méthode ne fonctionne que dans un cas particulier. En effet, il faut que la construction des
fonctions d’appartenance soit faite en fonction de la « forme » du domaine et soit produite de
manière automatique. A partir du moment où cette construction fait référence à une valeur
réelle, la méthode n’est plus envisageable. De plus, si on veut pouvoir proposer aussi des pro-
priétés paramétrées comme propriétés plausibles, elle n’a pas de sens. Il faut éviter de propo-
ser une propriété comme « entre 0.1239564 et 0.536985 » en expliquant à l’utilisateur que ce
ne sont que des valeurs provisoires (!). Enfin, cette méthode ne peut gérer la négation de pro-
priétés paramétrées comme « La hauteur n’est pas entre 10 et 50 mètres » avec seulement des
valeurs comprises entre 0 et 1.
5. Module de prise de connaissance
5.1. La prise de connaissance dans les modeleurs déclaratifs
En phase de prise de connaissance, nous trouvons plusieurs classes d’outils ([CDMM97b],
Figure 113). Il existe un ensemble d’outils permettant d’explorer l’ensemble des solutions.
L’utilisateur explore cet ensemble :
• en spécifiant un ordre de parcours  des solutions particulier ;
• en filtrant certaines solutions selon des critères spécifiques (raffinement des solutions) ;
• en modifiant une solution par retouche contrôlée (la modification d’une solution,
« manuelle » mais contrôlée, est vue comme un moyen de parcours des solutions) ;















Navigation dans la scène
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Information & Mise en
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Figure 113. La phase de prise de connaissance [CDMM97b]
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S’il connaît parfaitement leur description, puisqu’il l’a donnée au modeleur, l’utilisateur
n’en connaît pas pour autant leur aspect. Il est très difficile de manipuler, d’appréhender, avec
des outils conventionnels des formes que l’on ne connaît pas. De façon générale, comme avec
tout système de haut niveau, présenter une solution sans explication n’est pas suffisant. Aussi,
les modeleurs déclaratifs mettent à la disposition du concepteur une panoplie d’outils de com-
préhension de haut niveau pour l’aider à appréhender la structure et les propriétés (demandées
ou non) des solutions ([CDMM97b]). Ces outils permettent de présenter une solution, de
mettre en évidence les propriétés de la description ou d’autres informations pertinentes (bon
point de vue, bons modes de visualisation…) et  de la comparer avec d’autres déjà rencon-
trées.
Remarque : L’ensemble des solutions n’est pas toujours connu entièrement au moment de
la prise de connaissance. Ces outils ne sont donc pas toujours exploitables à moins que le mo-
dule de calcul puisse s’adapter dynamiquement en fonction des demandes de la phase de prise
de connaissance.
5.2. La présentation des solutions
Le module de prise de connaissance présente donc, comme son nom l’indique, les solutions
à l’utilisateur. Pour cela, il fournit les informations nécessaires et, en particulier, le modèle
géométrique de la scène ainsi que des informations supplémentaires issues du processus dé-
claratif. A partir des valeurs des mesures des différents objets de la scène qui ne sont pas des
ébauches (par rapport au niveau d’avancement de la génération), il construit la scène selon un
modèle géométrique donné. Les algorithmes de passage des modèles de représentation des
objets au modèle géométrique global sont déterminés par le concepteur. En plus du modèle
géométrique, le module fournit des informations supplémentaires spécifiques au processus
déclaratif. Il propose en particulier :
• la description ;
• les degrés d’appartenance de la scène (des objets de la scène) aux diverses propriétés ;
• les mesures des concepts faisant l’objet d’une description ;
• le degré d’appartenance global de la scène à la description…
Enfin, ce module s’occupe, pour le groupe courant, de la validation des objets présentés.
En effet, l’utilisateur intervient au niveau de la prise de connaissance en indiquant les objets
qu’il désire conserver et ceux qu’il refuse. Il peut aussi donner son avis sur la scène proposée.
Cet avis peut être exploité par le concepteur afin de mettre en place des optimisations et,
éventuellement, des méthodes d’apprentissage. La Figure 114 résume les différentes fonctions
que nous venons d’évoquer.
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Figure 114. Module de prise de connaissance
Remarques :
• Le modèle géométrique produit n’est pas forcément toujours le même. Il dépend de la
scène à afficher et de l’état d’avancement de la génération. En effet, lorsque le modeleur
travaille par niveau de détails, le modèle associé à un niveau donné est parfois différent
de celui du niveau précédent ou du niveau suivant.
• Tout ce qui concerne les fonctions de présentation de la prise de connaissance concerne
plutôt la coche d’interface.
6. La base de connaissances
La base de connaissances est aussi un élément important du noyau. Elle contient en parti-
culier un certain nombre de concepts « classiques » que l’on retrouve souvent lors de la cons-
titution de modeleurs et dans les différents domaines d’application. Cette connaissance est
appelée « l’ontologie ». Elle permet d’améliorer la rapidité de développement en proposant un
ensemble de concepts courants. Le concepteur peut ainsi les utiliser directement, modifier
certains éléments ou les enrichir. A priori, nous avons, à travers les différentes applications
développées ou en cours de développement en modélisation déclarative, un certain nombre de
connaissances qui peuvent être introduites dans cette base : modélisation géométrique, CAO,
architecture, modélisation déclarative…
Les principaux types d’éléments qu’on peut y trouver sont (Figure 115) :
• des concepts, des tâches de génération spécifiques et des graphes sémantiques ;
• des outils d’interface et de dialogue permettant de saisir des descriptions ou de présenter
des scènes selon des modes spécifiques ;
• une multitude d’autres « objets » comme des modèles géométriques importants, des ta-
bles de correspondance permettant de faire différentes conversions, des outils pour met-
tre en place d’autres méthodes de génération (en particulier les arbres d’énumération vus
au chapitre II.2)…









Figure 115. Éléments de la base de connaissances
Par exemple, il est indispensable d’avoir dans cette base les concepts de positionnement
dans des espaces 2D et 3D. Elle propose donc des concepts correspondant aux boîtes englo-
bantes ainsi que les graphes sémantiques associés. Ces graphes contiennent en particulier les
contraintes d’initialisation des objets que représentent ces boîtes (elles ne sont que des ébau-
ches d’autres objets). De plus, pour prendre connaissance des scènes géométriques en trois
dimensions, la base propose des outils de visualisation et d’exploration d’univers en 3D
comme la possibilité de générer des fichiers au format VRML, l’utilisation d’algorithmes de
visualisation… Tous ces éléments pourront ensuite être exploités par les autres couches de la
plate-forme.
Cette base ne doit, bien évidemment, pas rester figée. Le concepteur doit pouvoir la mettre
à jour en y incluant les éléments qu’il utilise beaucoup. Il dispose d’outils pour explorer cette
base, classer les éléments et y ajouter ses propres connaissances.
7. Conclusion
Nous avons présenté d’abord les trois modules déclaratifs puis la base de connaissances.
Les premiers permettent de manipuler les concepts, tâches et autres contraintes par rapport au
modeleur déclaratif et la seconde apporte un ensemble de connaissances permettant de cons-
truire des concepts complexes plus rapidement. Ces modules sont des éléments importants du
noyau. Ils proposent des méthodes de plus haut niveau pour manipuler les connaissances.
Nous avons présenté ici l’ensemble minimal des actions qu’ils doivent pouvoir effectuer. Il
serait intéressant de compléter ces listes afin de proposer des modules plus complets. Mainte-
nant, nous intéressons nous aux deux autres couches de CordiFormes, c’est-à-dire la couche
d’interface et la couche de prototype.
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 CHAPITRE II.5 : DIALOGUES ET OUTILS PROTOTYPES
1. Introduction
Après avoir étudié le noyau de CordiFormes, nous intéressons nous maintenant aux deux
autres couches. Nous aborderons d’abord la seconde couche de la plate-forme où des éléments
d’interface sont proposés au concepteur pour gérer les éléments du noyau (section 2). Puis,
nous examinerons la troisième couche, c’est-à-dire la constitution de l’application prototype
permettant d’évaluer un modeleur déclaratif (section 3).
2. Utilisation de dialogues standard
2.1. Introduction
La seconde couche de CordiFormes propose donc les outils d’interface avec l’utilisateur.
Ces derniers se regroupent en trois catégories :
1. les outils de description ;
2. les outils de génération ;
3. les outils de prise de connaissance.
Ces outils sont de deux niveaux : les outils d’interface (éléments de dialogues) d’une part
et les fenêtres et dialogues standard d’autre part. Bien évidemment, les seconds s’utilisent sur
les premiers ! Après la présentation de quelques exemples de dialogues pour chacune des ca-
tégories d’outils, nous étudierons les relations qui existent entre ces outils ainsi que les mo-
dules déclaratifs du noyau.
Remarque : Nous proposons ici des outils de relativement bas niveau. Cependant, cette
couche devra aussi pouvoir proposer des outils de description et de prise de connaissance de
plus haut niveau présentés dans beaucoup de travaux effectués en synthèse d’images et en
CAO tels que [SDS93], [GCR93], [ZHH96], [RMS96], [RMD96], [KGC97] ou [PRJ97]).
2.2. Saisie de la description
Les outils de saisie de la description sont de deux catégories : la saisie des objets de la
scène et la saisie des propriétés. Ils sont l’intermédiaire entre la description de l’utilisateur et
le module de description du noyau.
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2.2.1 Éléments d’interface
A ce niveau, les dialogues utilisent plusieurs outils d’interfaces classiques : la liste des
concepts disponibles, la liste des objets déjà décrits et la liste des propriétés déjà énoncées.
Les concepts disponibles sont les objets qui peuvent être présents dans la scène. Toutes ces
informations sont fournies par le module de description et plus précisément par la table des
objets et la liste des propriétés.
2.2.2 Gestion des objets
Pour qu’une description soit possible, il faut des objets dans la scène. La seconde couche
propose un dialogue permettant d’ajouter ces objets. Les informations nécessaires sont uni-
quement le nom de l’objet, son « père » dans la hiérarchie de la scène (par défaut l’objet
« scène ») et le concept qu’il représente (Figure 116).
Figure 116. Exemple de fenêtre de gestion des objets
2.2.3 Gestion des propriétés
Le concepteur dispose d’un ensemble d’outils permettant de gérer la description, c’est-à-
dire d’ajouter, de modifier ou de supprimer des propriétés de la description (Figure 117).
Figure 117. Dialogue de gestion des propriétés de la description
Pour ajouter une nouvelle propriété, le concepteur dispose d’un module d’analyse syntaxi-
que permettant de récupérer une propriété à partir de son énoncé pour peu qu’il respecte les
formes standard. Cependant, il peut aussi utiliser un ensemble de dialogues spécialisés pour
construire les propriétés de façon interactive. Il dispose d’autant d’outils que de types de pro-
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priétés recensées. Ces outils sont appelés en fonction de la forme de la propriété choisie
(Figure 118).
Figure 118. Choix du type de la nouvelle propriété
La saisie d’une propriété est fonction des éléments qui la composent. Il y a donc autant
d’outils que de formes de propriétés. Par exemple, une propriété élémentaire est composée à
partir d’un concept, d’un objet, d’un opérateur flou, d’un modificateur et d’une propriété de
base. Nous retrouvons donc tous ces éléments dans le dialogue qui lui est affecté (Figure 119).
Nous avons aussi la possibilité de choisir entre la forme affirmative et la forme négative.
Figure 119. Construction d’une propriété élémentaire
Remarques :
• Les objets proposés par ces outils sont uniquement ceux déjà décrits, car l’utilisateur ne
doit pas décrire des objets absents.
• La saisie des propriétés quantifiées est un peu différente de celle des propriétés non-
quantifiées équivalentes. En effet, outre le choix du modificateur, l’objet sur lequel
porte la quantification n’est pas connu. La liste des objets est alors remplacée par la liste
des concepts présents dans la scène.
• Pour certains dialogues (comme celui de la saisie d’une propriété élémentaire), il serait
intéressant de visualiser la propriété construite parmi les propriétés de base et, éven-
tuellement, parmi les propriétés déjà décrites dans ce domaine. Or, dans le cas général,
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ce n’est pas possible. En effet, les bornes du domaine n’étant pas fixées, il n’est pas pos-
sible de construire effectivement la propriété.
2.3. Gestion de la négation
En ce qui concerne la gestion de la négation, nous reprenons les éléments présentés dans le
chapitre I.4. Le dialogue propose la liste ordonnée des propriétés plausibles correspondant à la
négation (Figure 120). Éventuellement, l’utilisateur peut demander de simplifier les propriétés
qui lui sont proposées. L’outil informe alors le module de description du choix de l’utilisateur.
Il sagit d’une propriété équivalente ou simplement de la solution « tout sauf » (sans avis).
Dans ce dialogue, pour aider le concepteur dans sa mise au point, il est possible d’afficher les
fonctions d’appartenance de la propriété niée avec les propriétés plausibles ou de la propriété
sélectionnée. Ceci est possible car ce dialogue est proposé uniquement lorsque le domaine est
connu. En effet, nous le reverrons plus loin, le calcul des propriétés plausibles n’est effectué
que lorsque l’on connaît le domaine.
 
Figure 120. Fenêtres de gestion de la négation linguistique
2.4. Génération
Au niveau de la génération, il y a peu de relations avec l’utilisateur. Les seules informa-
tions qui s’échangent sont des ordres (« une autre solution », « passer au groupe suivant »…).
Il n’y a donc qu’un seul élément d’interface possédant les boutons relatifs à ces ordres. Celui-
ci peut être indépendant dans un petit dialogue ou directement placé dans l’application proto-
type (Figure 124). En dehors ces échanges et de la gestion de la négation, le module de géné-
ration a des contacts avec les outils d’interface uniquement s’il manque des informations. Par
le biais des outils de prise de connaissance, ce module informe l’utilisateur du ou des problè-
mes. Ensuite, des outils de description sont exploités pour saisir les renseignements nécessai-
res. Ces outils sont alors spécifiques puisque l’information ne fait pas partie des informations
habituelles de la description.
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2.5. Prise de connaissance
Les outils de prise de connaissance présentent la scène en cours de génération et toutes les
informations utiles pour bien la comprendre. Ils donnent aussi la possibilité à l’utilisateur
d’intervenir sur la génération en lui permettant de valider tout ou une partie seulement des
objets et en lui donnant des informations pour améliorer la génération. Notons qu’il est diffi-
cile de proposer des outils complexes de prise de connaissance. En effet, celle-ci dépend
étroitement du domaine d’application du modeleur déclaratif. Les outils proposés par Cordi-
Formes sont donc assez élémentaires. Le concepteur, s’il désire des outils plus performants,
devra alors ajouter lui-même ses propres outils.
2.5.1 Présentation de la solution
La Figure 121 propose la liste des propriétés sous forme textuelle avec les mesures, les de-
grés d’appartenance et les différentes vues de la scène.
Figure 121. Fenêtre de prise de connaissance élémentaire
Un dialogue simple comme celui de la Figure 121 reste malgré tout assez souple. En effet,
le concepteur doit simplement s’occuper de la visualisation de la scène (« Zone libre » dans le
schéma de la Figure 122).
Propriétés de la description :
Zone l ibre
Figure 122. Dialogue élémentaire de prise de connaissance
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Ce dialogue est assez représentatif de ce que l’on désire au niveau des outils de la couche
interface. D’une part les outils de base doivent être disponibles et d’autre part l’utilisateur ne
doit avoir à s’occuper que de ce qui est spécifique au domaine d’application du modeleur dé-
claratif qu’il veut construire. Notons que, pour l’application présentée, cette méthode de vi-
sualisation des boîtes englobantes est déjà présente dans les outils de la base de connaissance.
2.5.2 Validation de la solution
En phase de prise de connaissance, la présentation des résultats ne suffit pas. L’utilisateur
doit pouvoir intervenir pour valider des objets, en refuser d’autres, critiquer la solution ou
modifier la description. Les outils de prise de connaissance proposent alors des éléments de
validation de la scène où l’utilisateur peut indiquer les objets qu’il désire garder et, éventuel-
lement, ceux qu’il préfère explorer en premier. De plus, l’utilisateur peut avoir accès depuis
ces outils à ceux du module de description. Ceci lui permet alors d’énoncer des propriétés de
modification sur les concepts des objets qu’il trouve « à peu près » corrects à un ou deux dé-
tails près.
2.6. Relation entre modules et outils de dialogue
Les outils de la couche interface sont très étroitement liés aux modules du noyau. Ceux de
description travaillent principalement avec le module de description. Ils sont aussi parfois
utilisés par le module de génération et par certains outils de prise de connaissance. Il existe
très peu d’outils liés à la génération. Ces derniers concernent uniquement les ordres de pro-
gression dans l’espace des solutions. En effet, il s’agit d’une phase de calcul dont l’utilisateur
n’a que très peu conscience, si ce n’est pas du tout si on considère que les ordres de progres-
sion font partie de la prise de connaissance ([CDMM97b]). Les outils de prise de connais-
sance sont, quant à eux, étroitement associés au module de prise de connaissance. Ils sont
aussi utilisés par le module de génération, principalement pour gérer tout manque
d’informations. Pour organiser la présentation de ces outils ainsi que les communications avec
les modules du noyau, il faut intégrer les outils de MultiVues ([Paj94b] et [Luc97]). Ceux-ci
sont particulièrement utiles pour la prise de connaissance. Ils permettent de visualiser plu-
sieurs solutions simultanément et, plus généralement, de prendre connaissance efficacement
d’un grand nombre de solutions. Avec ces outils, le concepteur peut décrire de manière décla-
rative la disposition des dialogues dans l’écran. Comme pour les éléments du noyau, les élé-
ments de dialogues, ainsi que les dialogues eux-mêmes, proposés dans cette couche peuvent
être modifiés et enrichis par le concepteur. Tout ceci est en effet fonction des problèmes spé-
cifiques liés au domaine d’application et aux habitudes des utilisateurs.
Les relations entre les outils d’interface et les modules du noyau que nous venons de dé-
crire sont reprises par la Figure 123.
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Figure 123. Relations entre modules et outils d’interface
3. Développer une maquette rapidement
Nous arrivons désormais à la dernière couche de CordiFormes : la couche application pro-
totype. L’idée est assez simple : une fois tout le système de concepts, de tâches et de con-
traintes mis en place, le concepteur peut alors lancer une application (Figure 124) où il peut :
• créer des objets ;
• faire une description (conjonction de propriétés de différents types) ;
• lancer les calculs ;
• prendre connaissance des scènes produites.
Figure 124. Application prototype avec outils de gestion de la génération
Cette application utilise les outils les plus génériques de la couche interface. Cependant, le
concepteur doit malgré tout s’occuper du problème de la prise de connaissance des solutions.
En effet, il n’est pas possible de prévoir la méthode associée aux objets produits. Pour cela,
l’application utilisera un dialogue de prise de connaissance comme celui présenté à la Figure
121. L’utilisateur ne s’occupe alors que de la visualisation.
Remarques :
• A défaut, les solutions pourraient être proposées sous forme textuelle en indiquant les
valeurs des différents concepts des différents objets de la scène. Cependant, cette solu-
tion n’est plus envisageable dès que le nombre de concepts manipulés devient relative-
ment important.
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• D’un point de vue plus général, cette application ne se veut pas une application pour
l’utilisateur. Elle est destinée au concepteur. L’objectif est de lui permettre d’évaluer
son modeleur. Par conséquent, il n’est pas nécessaire que les outils de description et de
prise de connaissance fournis soient très puissants. La priorité doit plutôt être donnée à
leur aspect générique.
Les dialogues proposés par défaut ne sont, en effet, pas très sophistiqués mais suffisent
pour l’évaluation de l’application. Cependant, ces dialogues peuvent être remplacés ou modi-
fiés par le concepteur.
4. Conclusion
Outre le noyau, la plate-forme CordiFormes possède deux couches liées à l’interface avec
l’utilisateur. La couche interface propose trois ensembles d’outils concernant la description, la
génération et la prise de connaissance. Ces outils servent de base aux dialogues nécessaires
pour utiliser un modeleur déclaratif de manière interactive. La couche prototype propose,
quant à elle, une application « clef en main ».
Les outils que nous venons de présenter dans ce chapitre sont assez simples et peu nom-
breux. Il apparaît alors indispensable de les enrichir. Il faut d’une part les diversifier, et
d’autre part, proposer des outils de plus haut niveau. Nous allons maintenant présenter trois
exemples d’application contruites à partir de CordiFormes.
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 CHAPITRE II.6 : EXEMPLES D’APPLICATIONS AVEC
CORDIFORMES
1. Introduction
Dans ce chapitre, nous allons présenter quelques applications développées à l’aide de Cor-
diFormes. Ces applications sont simples mais elles ont permis de valider la démarche et
d’illustrer la présentation de CordiFormes. Nous distinguerons les projets suivants :
• EngloFormes, modélisation déclarative de boîtes englobantes de bâtiments (section 2) ;
• LinéaFormes, modélisation déclarative de segments dans un plan (section 3) ;
• ChromoFormes, modélisation déclarative de couleurs (section 4).
Le schéma de présentation des projets sera le suivant :
• Description générale du projet ;
• Utilisation de l’application (ce que l’utilisateur peut de décrire et ce qu’il obtient) ;
• Implémentation de l’application ;
• Propriétés utilisables et exemple de description.
• Apport de ce projet pour la mise en valeur des éléments de la plate-forme.
2. EngloFormes
2.1. Présentation du projet
Le projet EngloFormes consiste à disposer de manière déclarative des boîtes englobantes
de bâtiments ou de parties de bâtiments ([DeM97b]). Il constitue un cas particulier du projet
VoluFormes (Cƒ. [Chau92] et [Chau94b]). Dans ce dernier les boîtes sont définies dans
l’espace à trois dimensions. En particulier, leur position n’est pas contrainte. Par contre, dans
le projet EngloFormes, les boîtes sont « posées » sur un plan représentant un sol. Autrement
dit, leur position est telle que l’une des faces se trouve systématiquement dans le plan hori-
zontal.
Remarques :
• Les dimensions des objets sont souvent données par rapport à leur boîte englobante ap-
pelée aussi Boîte de Manhattan. Les bords de la boîte englobante sont parallèles aux
axes du repère propre. Ce type de boîte englobante est appelé par [Mac92] Boîte de
Manhattan positionnée (et aussi boîte orthogonale, orthomorphe ou orthotopique). Par
extension, il définit les Objets de Manhattan qui sont des solides dont chaque partie
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(face, arête, axe...) est parallèle ou perpendiculaire aux axes du repère absolu. Il montre
que tout objet connexe de Manhattan peut se décomposer en plusieurs boîtes adjacentes
de Manhattan. Par conséquent, l’étude des Boîtes de Manhattan suffit.
•  [Mou94] montre qu’il n’est pas toujours facile de définir la boîte englobante d’un objet.
Le problème est particulièrement délicat lorsqu’il faut déterminer la boîte englobante
d’un objet dont une ou plusieurs dimensions sont infinies ou nulles (plan, quadriques,
quartiques...). Ces dimensions extrêmes posent aussi des problèmes quand il faut faire
des opérations booléennes (union, intersection, différence...) sur ces boîtes.
2.2. Utilisation d’EngloFormes
Dans ce projet, l’utilisateur décrit des boîtes englobantes de bâtiments dans un univers dont
les dimensions sont fixées a priori. Il peut ainsi décrire les dimensions de cette boîte et sa po-
sition dans le plan horizontal. La position en hauteur est calculée pour que la boîte soit posée
sur le plan inférieur de l’univers.
Figure 125. Description de boites englobantes
2.3. Implémentation à l’aide de CordiFormes
La boîte englobante est donc définie à partir du concept de boîte en trois dimensions pré-
sente dans la bibliothèque. La définition est modifiée afin de la « poser » sur le sol (le concept
de position en « y » n’est plus générateur mais est calculé à partir de la hauteur). De plus, on
ajoute un nouveau concept, non-générateur, pour la description de la surface au sol de la boîte.
Il est spécifié aussi que le cube est généré par énumération à l’exception de la hauteur qui sera
produite par tirage aléatoire.
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//Definition de la mesure pour le calcul de la surface d’une boite
final class CMesureSurface extends CContrainteMesure {
public CMesureSurface(CConcept leConcept) { super(leConcept);}
protected CIntervalleClassique CalculerDomaine() {
CDomaine d1 = Domaine[0];
CDomaine d2 = Domaine[1];




protected Object Calculer() {
float l = ((Float)ValeurSource).floatValue();




//Definition du calcul de l’altitude pour que la boite soit posee
final class CMesureYY extends CContrainteMesure {
public CMesureYY(CConcept leConcept) { super(leConcept);}
protected Object Calculer() {








//Pour ici, YY (position en hauteur) n'est pas a utiliser
ContrainteYY.Desactiver();
UnsetGenerateur(YY);
//Determination du mode de generation du cube
maTacheGeneratrice = Tache.ENUMERATION;
Hauteur.maTacheGeneratrice = Tache.TERMINALE_ALEATOIRE;
//Installation de la mesure de hauteur




// Exemple de domaine non generateur : mesure de la surface
CConceptTerminal Surface = new CConceptTerminal(this,"surface",
new CDomaine(1,8*8,1f),null);
AjouterConcept(Surface,7,false);
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L’univers est une boîte en trois dimensions dont le centre est placé à l’origine du repère ab-
solu et les dimensions sont fixées par le concepteur.
Algorithme 12. Définition de l’univers pour EngloFormes
import PlateForme.Bibliotheque.CConceptBoite3D;















Finalement, l’application consiste simplement à fournir le concept lié à la scène ainsi que
les concepts liés aux objets et aux caractéristiques de la scène.
Comme la prise de connaissance est particulière, le concepteur propose son propre dialo-
gue, issu du dialogue standard dont il a spécifié la zone libre en proposant une vue 3D et trois
vues selon les axes principaux « x », « y » et « z » (Figure 126).
Lorsqu’une scène est validée, l’utilisateur peut enregistrer sa solution dans un format spéci-
fique afin de créer une image plus réaliste. Nous avons choisi ici de produire une fichier re-
connaissable par un programme de visualisation réaliste par lancer de rayon (POV-Ray).
Figure 126. Dialogue de prise de connaissance dans EngloFormes
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Normalement, l’application peut en rester là, car l’application standard possède des dialo-
gues de description. Cependant, il est possible que le concepteur ait envie de proposer une
description par défaut (pratique pour la mise au point en particulier). Nous proposons donc ici
une description par défaut qui nous permet de mettre en évidence certaines caractéristiques de
CordiFormes. Le concepteur propose trois objets nommés respectivement “A”, “B” et “C”. Ce
dernier objet à la particularité d’être produit par tirage aléatoire pour tous ses concepts com-
posants. Le concepteur propose aussi une description formée de propriétés élémentaires sur
chacun de ces objets. Pour cela, il utilise des méthodes proposées par le module de description
pour créer les propriétés élémentaires (par la simple donnée de ses éléments constitutifs que
sont le concept, l’objet visé, affirmation ou négation, l’opérateur flou, le modificateur et la
propriété de base) et ajouter une propriété à la description.








public class EngloFormes extends IModeleurDeclaratif {
  // Le dialogue de prise de connaissance
  PdC_EngloFormes DPdC;
public EngloFormes() {
  super("EngloFormes");
  //Concepts de l'application
  MD.ModuleDescription.SetScene(new univers());
  MD.ModuleDescription.AddConcept("cube");
  //Mise en place du dialoge de prise de connaissance specifique
  SetDialPdC(new PdC_EngloFormes(this,MD.ModulePdC));
//Exemple de description par defaut
  CProprieteElementaire pp;
  MD.ModuleDescription.AddObject("A", "cube", "scene");
 pp = MD.ModuleDescription.CreerProprieteElementaire("cube/hauteur","A",
false,"","tres tres","important(e)");
  MD.ModuleDescription.AjouterPropriete(pp);
  pp = MD.ModuleDescription.CreerProprieteElementaire("cube/profondeur",
"A", false,"","extremement","faible");
  MD.ModuleDescription.AjouterPropriete(pp);
  pp = MD.ModuleDescription.CreerProprieteElementaire("cube/couleur","A",
false,"", "de", "VertSombre",null);
  MD.ModuleDescription.AjouterPropriete(pp);
  MD.ModuleDescription.AddObject("B", new cube(), "scene");
  pp = MD.ModuleDescription.CreerProprieteElementaire("cube/largeur","B",
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false,"","tres","important(e)");  MD.ModuleDescription.AjouterPropriete(pp);
  pp = MD.ModuleDescription.CreerProprieteElementaire("cube/hauteur","B",
false,"plus ou moins","tres","faible");
  MD.ModuleDescription.AjouterPropriete(pp);
  pp = MD.ModuleDescription.CreerProprieteElementaire("cube/couleur","B",
false,"", "de", "RougeBrique",null);
  MD.ModuleDescription.AjouterPropriete(pp);
  pp = MD.ModuleDescription.CreerProprieteElementaire("cube/surface","B",
false,"","","faible");
  MD.ModuleDescription.AjouterPropriete(pp);
  cube cube = new cube();
  cube.maTacheGeneratrice = Tache.ALEATOIRE;
  MD.ModuleDescription.AddObject("C", cube, "scene");
  pp = MD.ModuleDescription.CreerProprieteElementaire("cube/x","C",
false,"","","faible");
  MD.ModuleDescription.AjouterPropriete(pp);
  pp = MD.ModuleDescription.CreerProprieteElementaire("cube/couleur","C",
false,"", "de", "Or",null);
  MD.ModuleDescription.AjouterPropriete(pp);
  Init(); pack(); show();
}
public static void main(String[] argv) {me = new EngloFormes();}
}
2.4. Les propriétés et les concepts dans EngloFormes
Ainsi construit, EngloFormes permet de décrire des cubes bien spécifiques. Les concepts et
les propriétés de base disponibles sont donnés par le Tableau 14.
Tableau 14. Concepts pour un cube dans EngloFormes
Concept Propriétés
Hauteur bas(se) ; moyen(ne) ; haut(e)
Largeur étroit(e) ; moyen(ne) ; large
Profondeur faible ; moyen(ne) ; profond(e)
x faible ; moyen(ne) ; important(e)
y faible ; moyen(ne) ; important(e)
z faible ; moyen(ne) ; important(e)
Couleur Cƒ. ChromoFormes (mode Liste)
Surface faible ; moyen(ne) ; important(e)
L’utilisateur peut alors fournir une description comme « Il y a trois cubes. Soit le cube A. A
est vert sombre. A est grand. A n’est pas profond. Soit le cube B. B est rouge brique. La lar-
geur de B est très importante. B n’est pas grand. Soit le cube C. C est or. C est derrière A. Le
centre de C est à droite. C est plus grand que B. » Les scènes de la Figure 127 sont des solu-
tions possibles à cette description.




Figure 127. Solutions possibles à une description dans EngloFormes
2.5. Spécificités de ce projet
Ce projet nous a permis de vérifier un certain nombre d’éléments de CordiFormes. En par-
ticulier, nous avons utilisé au maximum l’application prototype et les éléments du noyau. En
conséquence, notons que le nombre de lignes spécifiques à cette application est vraiment fai-
ble. Le plus coûteux en programmation a été l’implémentation des éléments de prise de con-
naissance spécifiques (moins de 250 lignes). Cette économie est principalement liée à
l’utilisation de la bibliothèque de CordiFormes qui propose un concept de boîte englobante
ainsi qu’un ensemble d’outils de visualisation en 3D. Nous avons aussi pu mettre en pratique
le panachage des modes de génération entre objets (“A” et “B” sont énumérés alors que “C”
est généré par tirage aléatoire) et entre concepts d’un même objet (le concept de “Hauteur” est
produit par tirage aléatoire alors que les autres concepts le sont par énumération).
3. LinéaFormes
3.1. Présentation du projet
Comme nous l’avons déjà vu dans la partie I, dans le projet FiloFormes ([Paj94]), les scè-
nes constituant l’univers sont des configurations de segments de droite dans un plan. Ce plan
est représenté par une grille n×m. Les segments sont disposés dans cette grille. Un des objec-
tifs de ce projet est de produire des jeux d’essai raisonnés pour des algorithmes de visualisa-
tion en synthèse d’images afin de contrôler les évaluations et mesurer l’impact des différentes
améliorations que l’on peut mettre en œuvre [Luc94]. Une scène composée de segments dans
un plan peut être caractérisée par : le nombre de segments qu’elle comporte, leur longueur,
leur pente, la longueur de la configuration ou des composantes verticales et horizontales, le
nombre d’intersections, la densité, le degré moyen de recouvrement…
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Nous nous proposons de reprendre une grande partie de ce projet en utilisant CordiFormes.
Le projet LinéaFormes consiste donc à décrire un ensemble de segments du plan. Nous allons
nous intéresser surtout aux caractéristiques des segments de la scène, c’est-à-dire leur posi-
tion, leur longueur et leur pente.
3.2. Utilisation de LinéaFormes
La construction d’une scène se déroule en plusieurs phases en fonction de la constitution de
la scène. La méthode de conception est celle par défaut, c’est-à-dire par niveau de la hiérar-
chie de la scène. Une scène est composée de zones dans lesquelles se trouvent des segments
(graphes sémantiques). Par conséquent, l’utilisateur choisit d’abord la zone (place et forme)
puis la disposition des segments et leurs caractéristiques.
3.3. Implémentation à l’aide de CordiFormes
Le segment 2D (comme le segment 3D) fait partie de la base de connaissances. Le con-
cepteur n’a donc rien à faire. De même, une zone n’est en réalité qu’une boîte englobante 2D
comme la scène dont les dimensions sont fixées par le concepteur.
Remarque : Le segment et la zone n’ont pas forcément besoin d’être redéfinis car ils sont
utilisés sans modification par l’application.  La seule qu’on ait faite consiste à changer le nom
afin que la description soit plus naturelle.
Algorithme 14. Définition d’un segment
import PlateForme.Bibliotheque.CConceptSegment2D;
import PlateForme.Tache.Tache;





Algorithme 15. Définition d’une zone
import PlateForme.Tache.Tache;
import PlateForme.Bibliotheque.CConceptBoite2D;





Algorithme 16. Définition de l’univers pour LinéaFormes
import PlateForme.Bibliotheque.CConceptBoite2D;
public final class CUniversSegment extends CConceptBoite2D {
public CUniversSegment() {











Le dialogue de prise de connaissance est standard. Le concepteur ne propose qu’une mé-
thode de visualisation de la scène (rectangles et segments). Ce dialogue sert aussi bien pour le
choix des zones que pour le choix des configurations de segments (Figure 128).
 
Figure 128. Dialogues de prise de connaissance de LinéaFormes lors du choix des zones puis du choix des
configurations de segments
Le dialogue standard propose aussi de visualiser tous les niveaux ensembles (Figure 129).
Figure 129. Dialogues de prise de connaissance de LinéaFormes
Finalement, l’application consiste à définir les concepts utilisés, le graphe sémantique spé-
cifiant l’organisation de la scène et les contraintes qui sont associées (segment dans sa
zone…).
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public class LineaFormes extends IModeleurDeclaratif {
public LineaFormes() {
  super("LineaFormes");
  //Concepts de l'application
  MD.ModuleDescription.SetScene(new CUniversSegment());
  MD.ModuleDescription.AddConcept("CZone");
  MD.ModuleDescription.AddConcept("CSegment");
  CRelationSemantique rs;
  CGrapheSemantique gs = new CGrapheSemantique();
  rs = new CRelationSemantique("CZone",
CRelationSemantique.EST_COMPOSE_DE,"CSegment");
  gs.AddRelation(rs);











  //Mise en place du dialoge de prise de connaissance specifique
  SetDialPdC(new LineaFormes_PdC(this, MD.ModulePdC));
//Exemple de description d'un ensemble de 20 segments
//repartis sur deux zones
  MD.ModuleDescription.AddObject("Zone1", new CZone(), "scene");
  MD.ModuleDescription.AddObject("Zone2", new CZone(), "scene");
  int i;
  String Nom;
  for(i=0;i<10;i++) {
    Nom = "S"+i;
    MD.ModuleDescription.AddObject(Nom, new CSegment(), "Zone1");
  }
  for(i=10;i<20;i++) {
    Nom = "S"+i;
    MD.ModuleDescription.AddObject(Nom, new CSegment(), "Zone2");
  }
  Init(); pack(); show();
}
public static void main(String[] argv) { me = new LineaFormes();}
}
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3.4. Les propriétés et les concepts dans LinéaFormes
Ainsi défini, LinéaFormes possède donc deux concepts représantant des objets de la scène :
la zone et le segment. L’utilisateur peut donc décrire des propriétés se rapportant aux diffé-
rents concepts composants de ces deux objets. Le Tableau 15 et le Tableau 16 proposent ces
concepts et les propriétés de base associées.
Tableau 15. Concepts pour une zone dans LinéaFormes
Concept Propriétés
Hauteur bas(se) ; moyen(ne) ; haut(e)
Largueur étroit(e) ; moyen(ne) ; large
x faible ; moyen(ne) ; important(e)
y faible ; moyen(ne) ; important(e)
Couleur vert sombre ; rouge brique ; or
Tableau 16. Concepts pour un segment dans LinéaFormes
Concept Propriétés
Origine x faible ; moyen(ne) ; important(e)
Origine y faible ; moyen(ne) ; important(e)
Extrémité x faible ; moyen(ne) ; important(e)
Extrémité y faible ; moyen(ne) ; important(e)
Pente faible ; moyen(ne) ; important(e)
Longueur court(e) ; moyen(ne) ; long(ue)
Couleur Cƒ. LinéaFormes (en mode RVB)
L’utilisateur peut alors donner la description suivante : « Le segment S1 est très long. Au
moins 6 segments ont une longueur assez peu importante ». La Figure 130 propose une solu-
tion à cette description.
Figure 130. Solutions possibles à une description dans LinéaFormes
Par rapport à ce que nous avons présenté ici, des descriptions comme « Le nombre de ver-
ticales est faible. La longueur de recouvrement est très importante. La proportion de seg-
ments parallèles est vraiment faible. Le degré moyen de recouvrement est plus ou moins assez
important » (Figure 131a) ou « Il y a vraiment peu de segments verticaux et très peu de seg-
ments horizontaux. Le recouvrement est assez long. Le degré moyen de recouvrement n’est
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pas extrêmement important. Il n’y a pas beaucoup de parallèles » (Figure 131b et c) vues
dans la première partie, ne sont pas possibles. Il faut ajouter pour cela les concepts « longueur
de recouvrement », « degré moyen de recouvrement » et la relation « parallèles à ».
a)  b)   c)
Figure 131. Autres solutions possibles à une description dans LinéaFormes
3.5. Spécificités du projet
Ce projet est intéressant, car il permet de travailler la gestion des propriétés quantifiées. En
effet, une application de la génération de configurations de segments consiste à valider des
algorithmes de visualisation de scènes par balayage par des plans (méthodes issues de celle de
Watkins). L’intérêt est donc d’avoir des configurations dont les caractéristiques sont basées
sur celles des segments (longueur, pente, position…). Ce projet permet aussi de proposer une
hiérarchie de scène qui n’est pas seulement à deux niveaux. Nous avons donc eu besoin
d’utiliser les graphes sémantiques pour gérer les éléments et montré qu’il est donc possible
d’appliquer des méthodes de conception différentes sur des objets qui ne sont pas totalement
triviaux.
4. ChromoFormes
4.1. Présentation du projet
Habituellement, la détermination d’une couleur n’est pas toujours facile ([Hic81], [Leg90],
[Cou92]). L’utilisateur est souvent obligé de donner une série de valeurs pour des paramètres
dont il ne contrôle pas vraiment le comportement (différents modèles RVB, TSL…). Il peut
rechercher aussi son bonheur dans de grandes tables (couleurs Pantone et autres nuanciers).
Actuellement, son choix est facilité par des techniques graphiques permettant d’évoluer dans
les modèles. Cependant, l’exploration n’est pas toujours facile ou naturelle. L’objectif du
projet ChromoFormes est donc de proposer un outil (ici sous forme d’application indépen-
dante) permettant de déterminer une couleur de façon déclarative.
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Les modèles de représentation des couleurs sont très nombreux ([Hic81], [Leg90],
[Cou92]). Nous avons par exemple les modèles :
• Rouge-Vert-Bleu (RVB), modèle utilisé par les moniteurs couleurs (TV ou écrans
d’ordinateurs), il définit les couleurs par l’addition de trois couleurs primaires (rouge,
vert et bleu) selon la synthèse additive (reconstitution de la couleur par combinaison des
radiations de lumières rouge, verte et bleue telles que R+V+B=blanc) ;
• Cyan-Magenta-Jaune (CMJ) ou Cyan-Magenta-Jaune-Noir (CMJN), modèle utilisé par
les systèmes d’impression, il définit les couleurs selon la synthèse soustractive
(reconstruction de la couleur par superposition de couches de colorants cyan, magenta et
jaune telle que C+M+J=noir) ;
• YIQ, une variante du modèle RVB ;
• Teinte-Saturation -Luminance (TSL), modèle particulier, il est issu des travaux du pein-
tre Albert H. Munsell ;
• …
4.2. Utilisation de ChromoFormes
L’utilisateur décrit alors ce qu’il désire et c’est au modeleur d’explorer l’espace des cou-
leurs selon le modèle approprié  pour déterminer celles susceptibles d’être intéressantes.
4.3. Implémentation à l’aide de CordiFormes
Le modèle « le plus intuitif et le plus proche de la perception naturelle des couleurs »









Figure 132. Modèle TSL
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La teinte détermine la couleur souhaitée. La luminance définit la part du noir ou du blanc
dans la couleur sélectionnée. Elle permet de distinguer une couleur claire d’une couleur som-
bre. La saturation mesure la pureté des couleurs, c’est-à-dire le pourcentage de couleur pure
par rapport au blanc. Elle permet de distinguer les couleurs « vives » des couleurs « pastel »
ou « délavées ». Liés aux couleurs, il existe un grand nombre de termes correspondant à des
couleurs précises. Le concept couleur possède donc une liste de couleurs « nommées » per-
mettant d’atteindre directement une couleur en fonction de son nom commun (« chocolat »,
« bleu azur », « or », « rouge brique », « vert sombre »…).
Ce modèle peut être défini par un espace en forme de double cône (Figure 132) dont l’axe
représente la luminosité ou l’intensité de la couleur (sombre vers le bas et claire vers le haut).
Elle est souvent donnée en pourcentage comme « totalement sombre »=0% et « totalement
claire »=100%. La base commune des cônes représente les différentes teintes. Elles sont ha-
bituellement repérées sur ce cercle de base par une valeur angulaire (0° à 360°). Les teintes
fondamentales sont disposées selon un hexagone régulier comme le rouge=0°, le jaune=60°,
le vert=120°, le cyan=180°, le bleu=240° et le magenta=300°. Le degré de pureté de la cou-
leur est représenté par la distance par rapport à l’axe vertical du cône. Elle est souvent donnée
en pourcentage telle que « saturation maximale »=100% (surface du cône) et « saturation mi-
nimale »=0% (axe du cône)
Une couleur sera donc composée de trois concepts :
• la luminosité avec les trois propriétés de base classiques renommées {« sombre »,
« moyenne », « claire »} ;
• la pureté avec la propriété de base unique classique renommée {« pure »} ou les trois
propriétés de base classiques renommées {« pastel », « moyenne », « vive »} ;
• la teinte qui comporte les six propriétés de base {« rouge », « jaune », « vert », « cyan »,
« bleu », « magenta »} (Figure 133).




µ(t) Rouge Jaune Vert Bleu MagentaCyan Rouge
Figure 133. Définition des teintes dans le modèle TSL
Remarque : La définition des fonctions d’appartenance pour le concept « teinte » est intui-
tive. Elle n’est basée sur aucun principe et sera peut-être à affiner.
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Figure 134. Dialogue de prise de connaissance dans ChromoFormes
D’un point de vue pratique, aussi bien pour la visualisation que pour la construction ou
même parfois pour la description, nous pouvons ajouter les concepts « rouge », « vert »,
« bleu » pour le modèle RVB (visualisation) et les concepts « jaune », « cyan », « magenta »,
« noir » pour le modèle CMJN (impression). Tous ces concepts comportent les trois propriétés
de base standard.
D’un point de vue de définition des concepts, le concepteur n’a, dans ce cas, aucun travail
à faire car le concept de « couleur » fait bien évidemment partie de l’ontologie en synthèse
d’image. L’objectif visé est ici de définir une seule couleur. Par conséquent, le concept uni-
vers est vide. Une autre solution est de considérer la couleur comme l’univers.




public class ChromoFormes extends IModeleurDeclaratif {
  // Le dialogue de prise de connaissance
  PdC_ChromoFormes DPdC;
public ChromoFormes() {
  super("ChromoFormes");
  //Concepts de l'application
 //1 seul objet possible
  MD.ModuleDescription.SetScene(new CConceptCouleur());
  //Mise en place du dialoge de prise de connaissance specifique
  SetDialPdC(new PdC_ChromoFormes(this,MD.ModulePdC));
//Exemple de description par defaut
  CProprieteElementaire pp;
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pp = MD.ModuleDescription.CreerProprieteElementaire("couleur/luminosite","A", false,"","tres tres","important(e)");
  MD.ModuleDescription.AjouterPropriete(pp);
  Init(); pack(); show();
}
public static void main(String[] argv) {me = new ChromoFormes();}
}
Finalement, dans cette application, le concept essentiel est le concept de couleur de la bi-
bliothèque (décrit dans l’annexe 4).
4.4. Les propriétés et les concepts dans ChromoFormes
Les concepts pouvant faire l’objet d’une description sur une couleur sont donnés par le
Tableau 17. Selon ce que désire le concepteur, les concepts générateurs sont :
• {Teinte, Saturation, Luminosité} (mode TSL) ;
• {Rouge, Vert, Bleu} (mode RVB) ;
• la liste de couleurs {« vert sombre » ; « rouge brique » ; « or » ; …} (mode Liste).
Tableau 17. Concepts pour une couleur dans ChromoFormes
Concept Propriétés
Teinte rouge ; jaune ; vert(e) ; cyan ; bleu(e) ; magenta
Saturation pastel ; moyen(ne) ; pur(e)
Luminosité sombre ; moyen(ne) ; clair(e)
Rouge faible ; moyen(ne) ; important(e)
Vert faible ; moyen(ne) ; important(e)
Bleu faible ; moyen(ne) ; important(e)
Couleur vert sombre ; rouge brique ; or ; …
L’utilisateur peut alors fournir une description comme « La scène est magenta, très claire
et de saturation entre 0,7 et 0,9 ». Quelques solutions possibles sont (Annexe 5) :
A. µA=0,142 (r=174 ; v=60 ; b=241) ;
B. µB=0,170 (r=245 ; v=31 ; b=229) ;
C. µC=0,646 (r=187 ; v=37 ; b=171) ;
D. µD=0,944 (r=202 ; v=60 ; b=191) ;
E. µE=0,680 (r=167 ; v=24 ; b=203) ;
F. µF=0,316 (r=179 ; v=43 ; b=144).
Il peut aussi donner : « La teinte est vraiment bleue, la luminosité très très claire et la satu-
ration plus ou moins pastel ». Des solutions possibles, avec l’ajout progressif des trois pro-
priétés, sont proposées en Annexe 5.
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4.5. Spécificités du projet
Ce projet est intéressant en soi, car il propose une nouvelle façon d’aborder les couleurs
(l’exploration de l’univers des couleurs) en exploitant le modèle le plus proche de l’intuition
de l’utilisateur. Il est aussi intéressant vis-à-vis de CordiFormes du fait de la multiplicité des
modèles possibles et donc des ensembles de concepts générateurs possibles. De plus ce projet
utilise directement un objet de la base de connaissances.
5. Conclusion
Nous venons de présenter trois projets de modélisation déclarative EngloFormes, Linéa-
Formes et ChromoFormes. Ils sont tous basés sur l’application prototype de CordiFormes. Ils
ont permis de mettre en évidence les différents éléments de la plate-forme.
Maintenant, il faudra encore mettre en place d’autres projets mais aussi une grosse appli-
cation pour continuer d’évaluer les capacités ainsi que les limites de CordiFormes.
Nous terminerons cette étude par une présentation des grands thèmes qui n’ont pas encore
été abordés et qu’il sera intéressant de développer autour de CordiFormes.
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 CHAPITRE II.7 : CONCLUSION
1. Introduction
Tout au long de cette seconde partie, nous avons présenté les différentes couches de Cordi-
Formes et, principalement le noyau. Nous nous intéresserons ici à un certain nombre d’axes
de recherches en cours d’étude liés au projet CordiFormes.
Nous nous intéresserons d’abord aux outils d’aide à la conception du modeleur déclaratif
qui peuvent faciliter le travail du concepteur (section 2). Nous examinerons ensuite la possi-
bilité d’introduire des méthodes d’apprentissage liées à l’utilisation d’une plate-forme et
d’outils génériques (section 3). Enfin, avant de conclure cette partie, nous aborderons quel-
ques notions de parallélisme (section 4).
2. Vers des outils d’aide à la conception
Concevoir un modeleur déclaratif demande la connaissance et la maîtrise d’un grand nom-
bre de concepts (dans le sens général du terme) et d’outils. Le noyau proposé comporte beau-
coup d’éléments différents qui ne sont pas toujours aussi importants les uns que les autres.
L’idée est donc de proposer des « assistants » dont les objectifs sont :
• aider le concepteur dans sa réflexion ;
• le guider dans les choix des outils et des structures à utiliser ;
• préparer le code du futur modeleur.
Présentons d’abord quelques grandes idées d’outils puis intéressons nous à l’exemple d’un
outil d’aide à la détermination des modes de génération.
2.1. Conception assistée
Pour définir tous ses éléments, le concepteur doit manipuler beaucoup de notions et, en
particulier, définir un grand nombre de paramètres principalement liés aux concepts, aux do-
maines et aux propriétés de base. Le système doit aider le concepteur dans la définition de ses
valeurs afin qu’il maîtrise les conséquences sur le fonctionnement du futur modeleur.
Ainsi, le système l’aide en proposant des valeurs par défaut. Par exemple, nous avons
montré dans la partie I et dans l’annexe 3 comment déterminer automatiquement les différents
coefficients liés à la définition d’un concept et, plus précisément, à la définition des propriétés
de base de ce concept. Cependant, la détermination automatique n’est pas suffisante. Selon le
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domaine d’application, le concepteur peut vouloir modifier certains paramètres. Par consé-
quent, il faut lui proposer des outils permettant de modifier les valeurs tout en visualisant
l’impact de ces modifications.
Il dispose par exemple d’un outil permettant de visualiser une propriété de base d’un con-
cept dans son domaine (si le domaine n’est pas défini sur [0,1]u). L’ensemble des paramètres
(<!,a,b,">, les fonctions L et R et les coefficients # et $) peut être modifié par le concepteur
afin d’ajuster au mieux cette propriété. De plus, il peut la visualiser parmi les autres propriétés
de base du concept. Il peut aussi prendre connaissance des propriétés élémentaires résultant de
l’application des modificateurs et des opérateurs flous sur  sa propriété de base.
CordiFormes propose aussi des outils permettant de visualiser les structures des objets
(hiérarchie des concepts). Plus généralement, il est intéressant de disposer d’un environne-
ment de haut niveau permettant de visualiser graphiquement les éléments introduits (concepts,
contraintes…), de les modifier en ajoutant éventuellement le code nécessaire…
2.2. Aide à la recherche des modes de génération
Un Système à Base de Connaissances (SBC) se différencie d’un système informatique
conventionnel de part la capacité de rendre compte de manière intelligible des différents rai-
sonnements qu’il met en œuvre. La construction d’un tel système nécessite l’utilisation
d’architectures informatiques spécialisées permettant de représenter de façon explicite les
différentes connaissances manipulées et les différents mécanismes de raisonnement associés.
DSTM ([TrT97]) est un environnement informatique répondant à cet objectif.
DSTM permet de représenter une démarche de résolution de problème modélisée en termes
de tâches (identifiant un problème à résoudre) et de méthodes (identifiant un moyen de résou-
dre un problème) et propose des mécanismes permettant la mise en oeuvre de raisonnements
opportunistes (sélection dynamique de la tâche la plus pertinente à réaliser, puis de la méthode
la plus favorable à sa réalisation). Le paradigme de modélisation Tâche-Méthode est actuel-
lement un dénominateur commun à la plupart des méthodologies d’acquisition des connais-
sances actuelles ([DKS93]) et de nombreux langages d’opérationnalisation ont été définis
dans ce cadre. La spécificité de DSTM par rapport à ces nombreux langages dits de haut ni-
veau est que les primitives de modélisation tâche et méthode et les mécanismes de sélection
dynamique associés peuvent être adaptés en fonction de l’expertise étudiée. En d’autres ter-
mes, DSTM ne force pas à une représentation particulière de ce que doit être une tâche et/ou
une méthode mais offre la possibilité d’adapter les structures de représentation et les diffé-
rents mécanismes de sélection (i.e. comment sont sélectionnées les tâches et les méthodes,
comment est réalisé le choix entre plusieurs méthodes possibles pour une même tâche, etc.).
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Dans le cadre de l’intégration de ces travaux au projet CordiFormes, nous cherchons à
construire un SBC dédié au conseil dans le processus de construction de modeleurs déclara-
tifs. Il est important de noter que le SBC recherché n’est pas un tuteur intelligent au sens utili-
sé en Environnement Interactif d’Apprentissage avec Ordinateurs : l’objectif n’est pas
l’apprentissage d’une méthode de construction de modeleur déclaratif. Nous cherchons sim-
plement à guider le concepteur dans ces choix de méthodes de génération associées aux diffé-
rents objets acceptés par le futur modeleur.
Une première étude a mis en évidence l’intérêt d’une modélisation de type Tâche-Méthode
et d’une Base de Connaissances explicite sous-jacente. Cette Base de Connaissances (en cours
de définition) a pour buts (1) de représenter explicitement une ontologie des objets classique-
ment utilisés dans le domaine de l’image et (2) d’associer pour chacun des objets identifiés
une description des différentes méthodes de génération connues. L’objectif à terme est
d’appliquer une sélection dynamique des méthodes de génération les plus pertinentes à utiliser
en fonction de critères aussi variés que les caractéristiques intrinsèques des objets considérés,
les préférences du concepteur, l’environnement dans lequel sera intégré le futur modeleur
(c’est-à-dire les habitudes des utilisateurs potentiels et du domaine étudié), etc.
Ce travail est en cours ([DeT97]) et relève d’une véritable ingénierie des connaissances. Ce
constat est à l’origine du choix d’utiliser les techniques offertes par l’Intelligence Artificielle
et plus particulièrement des travaux réalisés en acquisition des connaissances considérant le
processus de construction d’un SBC comme une activité de modélisation. En effet, les notions
de Tâche et de Méthode adoptées étant en cours de définition et susceptible d’évoluer, la
flexibilité offerte par l’environnement DSTM va nous permettre de réaliser conjointement les
phases de modélisation et d’implantation du SBC final.
Nous nous intéressons donc ici au guidage des choix des meilleurs modes d’exploration
pour chacun des objets de la scène. Ceci s’effectue en fonction de leurs caractéristiques, des
désirs du concepteur et de ceux du futur utilisateur.
Ce processus se décompose en cinq étapes :
• saisie des objets de la scène et de leurs caractéristiques (lois de composition par défini-
tion) (Figure 135A) ;
• saisie des graphes sémantiques des futures scènes (lois de composition par construction)
(Figure 135B) ;
• détermination d’une première base de connaissance sur les objets (Figure 135C) ;
• saisie des critères attendus par le concepteur et l’utilisateur (Figure 135D) ;
• construction de graphes sémantiques enrichis (Figure 135E).











Figure 135. Recherche des bons modes d’exploration
3. Outils d’apprentissage
3.1. Introduction
Certaines études ont déjà été effectuées sur l’apprentissage en modélisation déclarative
([Des95a], [ChC94], [Cham95], [Cham96]). Les méthodes d’optimisation de la génération
n’ont à ce jour pas donné de résultats significatifs dans le cas général. Certaines sont d’ailleurs
encore en cours d’étude ([Cham97a]). Elles seront à inclure dans le noyau au même titre que
les algorithmes classiques.
Ce qui nous intéresse plus particulièrement ici, ce sont les méthodes d’apprentissage liées à
l’utilisation de la plate-forme. CordiFormes comporte un certain nombre de procédures
d’apprentissage, non seulement au niveau de l’amélioration des temps de calcul mais aussi au
niveau de l’adaptation du système à l’utilisateur. En effet, le concepteur propose des solutions
générales, classiques pour le domaine d’application mais il faut que le modeleur s’ajuste en
fonction de l’utilisateur. Cet apprentissage concerne essentiellement la connaissance du mo-
deleur déclaratif, c’est-à-dire la sémantique liée aux différents concepts. Néanmoins, il
s’intéresse aussi aux habitudes liées à la prise de connaissance et aux choix de génération.
[Chau92] propose une méthode d’apprentissage qu’on peut appeler « faible ». Elle consiste
à définir une nouvelle propriété (un nouveau concept) comme une combinaison de concepts
liés entre eux par des opérateurs. Cette méthode reste inapplicable tant qu’on ne maîtrise pas
davantage l’utilisation de ces opérateurs (chapitre I.6). [Chau92] (puis [Chau94b]) avance
l’idée d’une méthode d’apprentissage plus « forte » où l’utilisateur peut reprendre une pro-
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priété pour modifier ses paramètres soit « à la main » soit par apprentissage par l’exemple.
Cette dernière solution évite à l’utilisateur d’entrer dans les détails d’implémentation.
Dans CordiFormes, l’apprentissage de la sémantique se situe principalement à quatre ni-
veaux :
1. modification de propriétés existantes ;
2. ajout de nouvelles propriétés ;
3. modification de concepts existants ;
4. ajout de nouveaux concepts.
Nous avons commencé à nous intéresser au premier niveau. Une première idée est de pro-
poser des outils de modification de la fonction d’appartenance et des différents coefficients.
Nous pourrions par exemple, mettre à disposition de l’utilisateur un outil identique à celui
proposé au concepteur. Cette solution de facilité n’apparaît vraiment pas satisfaisante pour les
raisons que nous venons d’évoquer pour le concepteur. Par contre, il serait intéressant
d’étudier un module d’apprentissage ajustant de lui-même les connaissances en fonction du
comportement de l’utilisateur.
3.2. Un exemple
3.2.1 Adaptation des connaissances d’un modeleur déclaratif aux différents utilisateurs
Lorsque le concepteur construit un modeleur déclaratif, il doit prendre des décisions con-
cernant la forme et le comportement des propriétés de base des concepts, c’est-à-dire sur la
fonction d’appartenance et les paramètres tels que le coefficient de translation élémentaire et
le coefficient d’asymétrie. Le concepteur définit les connaissances en “standard”. Or, ces va-
leurs ne sont pas forcément celles que l’utilisateur a en tête au cours de l’utilisation du mode-
leur. Par exemple, sa notion de boîte « grande » n’est pas forcément exactement la même que
celle du concepteur.
En fait, ces différences ne sont malgré tout pas énormes (heureusement pour le concep-
teur). L’objectif est donc de mettre en place une méthode d’apprentissage ajustant les connais-
sances en fonction de l’utilisateur. Cet ajustement s’effectue en fonction des données, des
résultats, des modifications … c’est-à-dire en fonction de toutes les actions effectuées par
l’utilisateur sur le modeleur déclaratif comme l’énoncé des propriétés (description), la sélec-
tion et la “critique” des solutions ainsi que la modification de la description.
Tout ceci, nous amène à proposer l’ajout d’un module d’apprentissage travaillant à partir
de toutes les informations récoltées tout au long des différentes phases du modeleur, c’est-à-
dire la description de l’utilisateur, les solutions obtenues par la génération, les critiques et les
modifications de l’utilisateur en fonction de ces solutions (Figure 136).











Figure 136. Le module d’apprentissage du modeleur déclaratif
Ce module travaille donc sur la base de connaissances du modeleur, c’est-à-dire sur toutes
les informations définies dès le départ par le concepteur comme les concepts, les propriétés de
base, les contraintes…  Il ajuste les connaissances du modeleur en fonction de l’utilisateur.
3.2.2 Apprentissage sur les propriétés de base
Une des fonctions essentielles de ce module est l’ajustement des propriétés de base des dif-
férents concepts du modeleur ainsi que des opérateurs utilisés si nécessaire.
Intéressons nous en particulier à l’apprentissage des fonctions d’appartenance des proprié-
tés de base. Il porte sur tous les paramètres liés à la représentation des propriétés de la des-
cription et, plus particulièrement : la forme (fonctions L et R), le quadruplet <!, a, b, ">, la
position dans le domaine… Le but est de trouver de “bonnes valeurs” pour la fonction
d’appartenance selon les critères de l’utilisateur, c’est-à-dire de déterminer la nouvelle
“forme” à partir de celle de la propriété de base et des informations tirées d’une session.
Le système EAGLE ([Mart97]) récupère donc toutes les informations (description, solu-
tions, modifications…). Il propose une nouvelle fonction d’appartenance et de nouveaux coef-
ficients prenant en compte les « remarques » de l’utilisateur (Figure 137).
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EAGLE
Ensemble de descriptions de la








& ... & Barycentre(x,?,?) -->
Faible(x)
x = propriété “Faible”
Autres connaissances
Figure 137. Principe d’apprentissage d’une propriété de base
EAGLE est un système d’apprentissage basé sur le cadre théorique de la Programmation
Logique Inductive ou PLI ([BeG96]). L’objectif de la PLI est de former des définitions inten-
tionnelles des concepts d’un domaine, à partir d’une description extensionnelle de ces con-
cepts, contenant principalement des exemples représentatifs (dits exemples « positifs ») et non
représentatifs (dits exemples « négatifs ») de ces concepts. Par exemple, à partir d’un ensem-
ble contenant des descriptions de voitures du monde entier, le système doit induire une défi-
nition de la voiture anglaise comme étant "une voiture dont le volant est à droite". Pour un
concept donné, le problème posé au système est donc de trouver une caractérisation générale
de ce concept qui inclut les exemples positifs et exclut les exemples négatifs. Cette caractéri-
sation doit ensuite pouvoir être utilisée pour la classification de nouveaux exemples dans un
concept particulier. Dans le cadre de la plate-forme CordiFormes, ce système d’apprentissage
peut permettre l’extraction de définitions des fonctions d’appartenance conformes à la vision
de l’utilisateur, à partir de leurs différentes descriptions correspondant à des instants différents
de la phase de génération.
Ce système est en cours d’étude mais l’idée d’effectuer l’apprentissage des fonctions
d’appartenance en général semble prometteuse.
4. Parallélisation
Nous avons cherché  à constituer le noyau de la plate-forme afin qu’il puisse être adapté à
un fonctionnement en parallèle. En effet, la phase de calcul d’un modeleur déclaratif semble
pouvoir être adaptée à une parallélisation.
L’idée de base consiste à considérer chaque tâche de génération comme un processus. La
construction d’une scène est donc répartie sur autant de processus que de concepts qui la
composent. Ces processus sont organisés de manière arborescente. Cette organisation est celle
de l’arborescence des concepts. Par conséquent, la structure du réseau de processus change
pour chaque objet. Ils ne peuvent évidemment pas fonctionner simultanément. Un processus
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ne peut commencer à proposer des valeurs que lorsque toutes les contraintes d’initialisation
ont été appliquées. De plus, certains auront un comportement différent. En effet, un processus
associé à un concept composant d’un autre concept devra attendre les valeurs de ses propres
concepts composants avant de générer lui-même sa valeur. Par contre, les processus associés
aux objets de la scène seront seulement dépendants des contraintes d’initialisation.
Il reste un ensemble de problèmes en particulier ceux posés par la nécessité d’énumérer les
concepts. Cette voie pourrait être intéressante pour améliorer l’efficacité de la phase de calcul
et demandera une étude et une expérimentation poussée.
Remarques :
• Le choix du langage Java comme langage de programmation est aussi intéressant sur ce
point. En effet, la notion de tâche doit permettre de tester cette parallélisation sans avoir
à changer de langage.
• Les travaux sur la parallélisation des modeleurs déclaratifs sont très peu nombreux. On
trouve simplement :
% [BoP96] qui propose des parallélisations de l’évaluation des règles de production
associées à la scène et à sa génération,
% [Cham97a] qui propose une résolution de contraintes parallèle.
5. Pour finir
CordiFormes est donc une plate-forme pour la construction de modeleurs déclaratifs. Cette
plate-forme est constituée de trois couches : le noyau, la couche interface et la couche proto-
type. Nous nous sommes principalement intéressés à la constitution du noyau et, plus particu-
lièrement, à la création de la connaissance liée à l’application. Ainsi, nous avons implémenté
les éléments du formalisme présenté dans la seconde partie : les concepts, les domaines, les
propriétés de base et les propriétés de la description. Nous avons aussi proposé une méthode
de génération systématique basée sur une génération récursive sur les concepts. Cette mé-
thode utilise la notion de tâche. Pour améliorer cette génération, nous avons introduit la notion
de contraintes. Celles-ci permettent d’initialiser les domaines, d’optimiser la génération et de
calculer les mesures des concepts qui ne sont pas générateurs. Nous avons présenté ensuite les
différents modules permettant d’organiser l’utilisation de ce noyau. Puis nous avons abordé
les deux autres couches axées sur l’interface avec l’utilisateur. Nous avons terminé la présen-
tation de CordiFormes par l’introduction d’études portant sur la constitution d’outils d’aide à
la conception de modeleur, sur l’utilisation de techniques d’apprentissage permettant
d’adapter le modeleur produit aux exigences de l’utilisateur et, enfin, sur la possibilité de pa-
ralléliser la génération systématique.
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Le projet CordiFormes n’en est qu’à son début. Nous avons posé les premières pierres à
l’édifice. De nombreuses perspectives sont envisageables.
Au niveau du noyau, la structuration des connaissances liées au domaine d’application est
satisfaisante.
Il s’agit maintenant d’enrichir la base de connaissances en introduisant les concepts im-
portants et, éventuellement, les tâches de génération qui leur sont spécifiques. Il sera intéres-
sant d’ajouter, par exemple, des concepts liés aux matrices de voxels, d’affiner ceux sur les
boîtes englobantes…
Il conviendra aussi d’étudier précisément les méthodes de génération basées sur les CSP
afin d’affiner notre génération systématique et, surtout, notre gestion des contraintes.
Comme nous l’avons vu, le travail s’est porté ici essentiellement sur le noyau de Cordi-
Formes. Il sera important d’affiner les éléments d’interface. En premier lieu, il faut se pencher
sur l’intégration des éléments du projet MultiVues. Il faut aussi proposer, aussi bien pour la
saisie de la description que pour la prise de connaissance, de nouveaux dialogues de plus haut
niveau pour compléter ceux qui existent. D’une manière plus globale, il faut aussi réfléchir sur
la constitution d’un environnement de programmation de plus haut niveau proposant outils et
assistants.
L’essentiel du travail a porté sur les éléments de description et de génération. Tout ce qui
concerne la prise de connaissance des solutions, aussi bien pour le noyau que pour la couche
interface, demande à être approfondi.
Dans son état actuel, CordiFormes ne comprend aucun module avancé pour le raisonne-
ment sur la description proposée par l’utilisateur ([GAT96]), c’est-à-dire sur la gestion pous-
sée de la cohérence, sur la résolution d’énoncés ambigus et sur l’utilisation de connaissances
par défaut.
Enfin, il faudrait prolonger l’étude des outils d’aide à la conception (assistant) ainsi
qu’enrichir les méthodes d’apprentissage pour l’adaptation du modeleur à l’utilisateur.
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  CONCLUSION
Suite à un important travail de recherches bibliographiques, nous nous sommes rendus
compte qu’il était temps de faire une synthèse et de regrouper ces études afin de proposer à un
concepteur de modeleur déclaratif tous les outils nécessaires.
Nous avons alors proposé un nouveau formalisme basé sur les ensembles flous. Ce forma-
lisme apparaît d’une part comme une synthèse et une unification de travaux existants et
d’autre part apporte des éléments nouveaux comme la logique floue, la gestion linguistique de
la négation, la réflexion sur l’interprétation de propriétés encore peu étudiées (propriétés
quantifiées).
Après avoir présenté les notions de base (concept, domaine, propriété de base), nous nous
sommes intéressés plus particulièrement aux propriétés les plus simples, appelées les proprié-
tés élémentaires, aussi bien pour des énoncés affirmatifs que pour des négations. Ces proprié-
tés sont construites à partir d’une propriété de base d’un concept (ensemble flou sur le do-
maine associé au concept) ou de valeurs de référence (pour les propriétés élémentaires para-
métrées), d’un opérateur flou et d’un modificateur. Nous avons détaillé la méthode
d’application des opérateurs sur la propriété de base ou l’intervalle utilisé. Nous avons aussi
proposé des règles de construction automatique des propriétés de base.
Le traitement que nous avons choisi pour la gestion de la négation d’une propriété élé-
mentaire est original. L’idée de base est de considérer que l’utilisation de la négation logique
n’est pas suffisante et n’a pas réellement de sens. Nous nous basons sur l’idée que, lorsque
l’utilisateur nie une propriété, il se réfère en fait à une autre propriété élémentaire sur le même
concept. Nous avons donc proposé une méthode permettant de déterminer toutes les proprié-
tés plausibles comme négation. Celles-ci pouvant être très nombreuses, nous avons aussi mis
au point des règles pour les ordonner de façon à proposer d’abord celles qui ont le plus de
chance d’être choisies.
Ensuite, après avoir recensé les différentes formes de propriétés qu’on peut trouver en mo-
délisation déclarative et les différentes classifications qu’on peut en tirer, nous avons proposé
des solutions de traitement.
Tous les travaux de modélisation déclarative ont en commun de traiter un sujet spécifique
et ne sont pas directement adaptables à d’autres sujets. Cependant, la plupart d’entre eux
mettent en oeuvre des techniques similaires. A partir de ces travaux et du formalisme flou,
nous avons développé le projet CordiFormes, une plate-forme de programmation visant à fa-
Conclusion Le projet CordiFormes
240
ciliter la mise en œuvre de futurs modeleurs déclaratifs. Ses caractéristiques sont la simplicité,
la souplesse de programmation, l’efficacité, l’extensibilité, la réutilisabilité et le prototypage
rapide du modeleur.
CordiFormes est composée de trois couches. La principale couche est le noyau. Celui-ci
implémente le formalisme flou. Il propose des structures de données génériques que le con-
cepteur d’application adapte à son problème. De plus, il propose une méthode de génération,
dite génération récursive, exploitant ces structures (concepts, domaines, propriétés…). Cette
méthode est donc indépendante du domaine d’application. Cependant, le concepteur n’est pas
obligé de l’utiliser et peut proposer sa propre méthode. Pour rendre cette génération utilisable
et efficace, nous avons introduit la notion de contrainte. Elle permet d’ajuster un domaine ou
une mesure d’un concept en fonction de la valeur d’autres concepts.
Le noyau comporte aussi une base de connaissances possédant un certain nombre d’objets.
Le concepteur peut ainsi les utiliser directement. Néanmoins, il peut aussi créer ses propres
objets en modifiant ou en composant ceux de la base. Ces objets constituent l’ontologie de la
modélisation (géométrique en particulier).
Tous ces éléments sont exploités par trois modules se rapportant aux trois phases de la mo-
délisation déclarative. Le module de description est chargé de construire le modèle de la scène
décrite par l’utilisateur et doit gérer la description des propriétés à respecter. Le module de
génération s’occupe de produire des solutions conformes à la description. Enfin, le module de
prise de connaissance propose les informations utiles pour prendre connaissance des solutions.
CordiFormes comporte deux autres couches basées sur les problèmes de communication
avec l’utilisateur. La couche interface propose un ensemble d’éléments d’interface et de dia-
logues permettant de mettre en place une application déclarative. La couche application donne
la possibilité au concepteur d’évaluer son modeleur grâce à une application générique. Celle-
ci comporte des outils de description et de prise de connaissance rudimentaires mais assez
généraux.
Les trois projets développés avec CordiFormes (EngloFormes, FiloFormes et ChromoFor-
mes) ont montré la justesse des structures et des algorithmes choisis. Cependant, il reste en-
core un grand nombre de points à préciser et à développer.
D’un point de vue formel, seules les propriétés élémentaires (paramétrées ou non) ont été
étudiées précisément. Pour les autres, nous avons proposé des solutions plus ou moins satis-
faisantes. Il faut désormais s’intéresser particulièrement aux propriétés quantifiées. Bien que
très courantes (gestion des propriétés locales), leur formalisation n’est encore pas suffisante.
Pour les autres, il faudra affiner le modèle afin de prendre en compte toutes les situations. Il
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faudra aussi s’intéresser à la gestion de la négation pour ces propriétés. En effet, comment
interpréter des énoncés comme « La pente d’une dizaine de segments n’est pas très impor-
tante » ou « Le cube A n’est pas plus grand que le cube B » ? En première analyse, il semble
que la méthode appliquée aux propriétés élémentaires est adaptable mais cela demande à être
confirmé. Enfin, il reste aussi à définir un bon modèle pour représenter et manipuler les pro-
priétés de composition (“Et”, “Ou”…}.
Du point de vue implémentation, CordiFormes demande encore à être enrichie. En effet,
aussi bien en description qu’en prise de connaissance, les outils d’interface proposés sont as-
sez rudimentaires. Il faut proposer des outils de niveau beaucoup plus haut tout en gardant le
plus possible l’aspect générique. Nous avons vu aussi que plusieurs axes de recherches sont à
explorer au niveau d’outils d’aide à la conception, de modules d’apprentissage puissants et de
méthodes de parallélisation performantes. De plus, la base de connaissances est actuellement
assez pauvre. Il est important d’effectuer une étude avancée de l’ontologie en modélisation
déclarative et en modélisation géométrique. Cela nous permettra de déterminer et de conce-
voir les concepts à ajouter dans cette base.
Tout au long de ce travail, nous avons parlé d’intervalles, d’ensembles flous, d’intervalles
flous et de contraintes. Il est donc important de s’intéresser de près aux techniques dévelop-
pées pour l’arithmétique des intervalles ainsi que pour les CSP et leurs applications aux en-
sembles flous (CSP flous). Notre traitement s’est naturellement approché de ces techniques.
CordiFormes peut énormément profiter de ces travaux. Cependant, il convient d’être prudent
car, en CSP par exemple, les techniques sont souvent proposées pour des contraintes symétri-
ques entre deux concepts terminaux. Or, nous proposons des contraintes n-aires. De plus, elles
ne sont pas toujours inversibles.
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 ANNEXE 1 : LES SOUS-ENSEMBLES FLOUS
1. Introduction
L’objectif de cette annexe est de présenter rapidement les principales notions et résultats en
théorie des sous-ensembles flous. Les principaux documents qui ont servi à construire cette
annexe sont : [Zad65] , [DuP85], [DPT88] , [HBC91], [Bou93], [DuP93], [Mat93], [Oft94],
[Buh94] et [Tong95].
2. Les sous-ensembles flous
Définition A1.1 : Un ensemble flou A sur le domaine (appelé aussi référentiel) T est défini
par la donnée d’une fonction d’appartenance µa à valeur dans [0,1]. µa(t) est le degré
d’appartenance de t!T à A.
µa : T " [0,1]
t " µa(t)
Définition A1.2 : On appelle Support de A noté Supp(A), le sous-ensemble non flou des
valeurs de T telles que : Supp(A) = {t ! T : µa(t) # 0}
Définition A1.3 : On appelle Noyau de A noté Noy(A), le sous-ensemble non flou des va-
leurs de T telles que : Noy(A) = { t ! T : µa(t) = 1}
Remarque : Noy(A) $ Supp(A) $ T
Définition A1.4 : La hauteur d’un ensemble flou A est le plus fort degré d’appartenance
d’un élément du domaine appartenant à A. Elle est notée h(A) telle que : h(A) = supt!T(µa(t))
Définition A1.5 : Un ensemble flou est dit normalisé si : h(A) = 1, autrement dit si
Noy(A) # Ø
Définition A1.6 : La cardinalité de A notée |A| évalue le degré global avec lequel les élé-
ments de T appartiennent à A. Soit : A t dtaT= % µ ( )
Remarques :





• Pour la suite, dans ce genre de formule, nous supposerons être dans les bonnes condi-
tions de convergence (support compact).
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Définition A1.7 : L’ensemble A est dit précis si : ' t!T, ( u!T : µa(t) = 1 et µa(u) = 0 si


















Figure 138 : Propriétés précises, imprécises et floues
Définition A1.8 : L’ensemble A est dit imprécis si : ( t! T : µa(t) !  {0,1} d’où :
Supp(A) = Noy(A)
Définition A1.9 : L’ensemble A est dit f l o u si : '  t! T : µ a(t) !  ]0,1[ d’où :
Noy(A) ) Supp(A)
Les fonctions d’appartenance peuvent être classées en deux groupes divisibles eux-mêmes
en trois formes :
• les ensembles classiques :
• les valeurs précises (Figure 139 : C1),
• les intervalles classiques (Figure 139 : C2),
• les ensembles classiques quelconques (Figure 139 : C3) ;
• les ensembles flous :
• les valeurs floues (Figure 139 : F1),
• les intervalles flous de forme Z, * ou S (Figure 139 : resp. F2a, F2b et F2c),










Figure 139 : Classement des différentes formes de fonctions d’appartenance en théorie des ensembles flous
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Nous pouvons noter que les formes Z, * ou S ne sont parfois que partiellement entre les
bornes du domaine (Figure 140). Nous pouvons associer dans cette figure les formes A à la
forme *, les formes B au complémentaire d’une forme *, les formes C1 et D2 à la forme Z
et, enfin, les formes C2 et D1 à la forme S.
A1 A2 B1 B2
C1 C2
D1 D2
Figure 140 : Exemples de formes classiques « dégénérées »
Définition A1.10 : On appelle coupe de niveau + ou +-coupe de l’ensemble flou A pour
une valeur donnée + ! [0,1], le sous-ensemble non flou A+ de T défini par : A+ = { t!T :
+ ! [0,1], µa(t) , + }
Définition A1.11 : On appelle +-niveau une +-coupe telle que : A+ = { t!T : + ! [0,1],
µa(t) = + }
Définition A1.12 : On appelle barycentre ou centre de gravité d’un ensemble flou A de T,

























3. Opérations sur les ensembles flous
3.1. Relations entre deux ensembles flous A et B de T
Soit t ! T, k un entier
• l’inclusion : A $ B - µa(t) . µb(t)
• l’égalité : A = B - µa(t) = µb(t)
• la distance : d A B t ta b k
t T




 avec souvent k = 2 (distance Euclidienne)
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3.2. Composition de deux ensembles flous A et B de T
Soit Max(a,b) 0 a 1 b et Min(a,b) 0 a 2 b
Soit t ! T, + ! [0,1], C un ensemble flou de T :
• l’intersection : C = A 3 B - µc(t) = min(µa(t), µb(t)) = µa(t) 2 µb(t) (voir les t-normes)
• l’union : C = A 4 B - µc(t) = max(µa(t), µb(t)) = µa(t) 1 µb(t) (voir les t-conormes)
• l’addition ou somme bornée : C = A 5 B - µc(t) = min(1,µa(t)+µb(t)) = 1 2 (µa(t) +
µb(t))
• la somme algébrique (probabiliste) : C = A + B - µc(t) = µa(t) + µb(t) - µa(t) . µb(t)
• la multiplication : C = A 6 B - µc(t) = max(0,µa(t)+µb(t)-1) = 0 1 (µa(t) + µb(t) - 1)
• la multiplication algébrique (probabiliste) : C = A . B - µc(t) = µa(t) . µb(t)
• la multiplication par une constante : C = + . A - µc(t) = + . µa(t)
• la soustraction : C = A - B - µc(t) = µa(t) 2 (1 / µb(t)
• la soustraction restreinte ou soustraction bornée : C = A 7-8 B -  µc(t) = 0 1 (µa(t) -
µb(t))
• la soustraction absolue : C = 9A - B9 - µc(t) = 9µa(t) - µb(t)9
• la soustraction symétrique : C = A : B - ; = (< / =) 4 (= / <)









( ) ( )( )
1
1
3.3. Complémentation d’un ensemble flou A de T
Soit t ! T, C un ensemble flou de T : C A t tc a= - = /µ µ( ) ( )1
C est appelé le complémentaire de A dans T.
3.4. T-Normes et T-Conormes
Définition A1.13 : une norme triangulaire (t -norme) est une fonction T de
[0,1]x[0,1] " [0,1] qui vérifie pour tous x, y, t et z de [0,1] :
1. T(x,y)=T(y,x) (commutativité) ;
2. T(x,T(y,z))=T(T(x,y),z) (associativité) ;
3. T(x,y) . T(z,t) si x.z et y.t (monotonie) ;
4. T(x,1) = x (élément neutre 1)
Définition A1.14 : de façon analogue, une conorme triangulaire (t-conorme) est une fonc-
tion ? de [0,1]x[0,1] " [0,1] qui vérifie pour tous x, y, t et z de [0,1] :
1. ?(x,y)=?(y,x) (commutativité) ;
2. ?(x,?(y,z))=?(?(x,y),z) (associativité) ;
3. ?(x,y) . ?(z,t) si x.z et y.t (monotonie) ;
4. ?(x,0) = x (élément neutre 0)
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Remarques :
• N’importe quelle t-norme est un opérateur d’intersection (Tableau 18).
• N’importe quelle t-conorme est un opérateur d’union (Tableau 18).
• Leurs propriétés montrent que t-normes et t-conormes peuvent être considérées comme
duales. On peut passer de l’un à l’autre par l’intermédiaire d’une négation (fonction n de
[0,1] " [0,1] telle que n(0)=1, n(1)=0 et n(x).n(y) si x,y). La négation n(x)=1-x est la
plus classique.
Tableau 18 : Exemples de t-normes et de t-conormes
t-norme t-conorme Nom
min(x,y) max(x,y) Zadeh
x . y x + y - x . y Probabiliste
max(x + y - 1, 0) min(x + y, 1) Lukasiewicz
3.5. Moyennes
La notion de moyenne est intermédiaire entre t-norme et t-conorme. Les moyennes ont la
forme suivante : M a a f m f af m jj
m






Remarque : Les moyennes usuelles sont définies avec f(x)=x+
Il est possible aussi de définir une moyenne pondérée :



























4.1. Produit cartésien de deux ensembles flous A de T et B de S
Soit t ! T, Soit s ! S,
Soit C tq :
µc : TxS " [0,1]
t,s " µc(t,s)
C = A × B - µc(t,s) = µa×b(t,s) = min(µa(t), µb(s))
4.2. Relation floue
Soit Ai des ensembles flous de T (i ! [1,n]) , (t1, ..., tn) ! Tn
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Soit C tq :
µc : T1x...xTn " [0,1]
t1, ..., tn " µc(t1, ..., tn)
C = R(A1, …, An) - µc(t1, ..., tn) = µR(t1, ..., tn)
4.3. Composition de relations floues binaires A et B
Soit x, y et v ! T, Soit C une relation binaire tq :
µc : TxT " [0,1]
x,y " µc(x,y)
C = A ° B - µc(x,y) = µa°b(x,y) = Supv min(µa(x,v), µb(v,y))
5. Cas particuliers d’ensembles flous
Définition A1.15 : La convexité d’un ensemble flou A de T est telle que A est convexe si
et seulement si (>![0,1], (x1,x2!T, µa(>x1 + (1->)x2) , min(µa(x1), µa(x2))
Remarque : si A et B sont deux ensembles flous convexes alors A 3 B est convexe.
Définition A1.16 : Une quantité floue est un ensemble flou dans l’univers IR des nombres
réels. Une quantité floue est supposée normalisée.
Définition A1.17 : Une quantité floue est dite convexe si : ( [a,b])IR (x![a,b] :
µ(x) , min(µ(a), µ(b))
Définition A1.18 : Un intervalle flou est une quantité floue convexe.
Remarque : lorsque la fonction d’appartenance d’un intervalle flou est semi-continue supé-
rieurement (toute +-coupe est un intervalle fermé), cet intervalle est une généralisation de
l’intervalle fermé. Nous supposerons dans la suite que les intervalles flous possèdent cette
propriété.
Définition A1.19 : Un Nombre flou est un intervalle flou semi-continu supérieurement
dont la fonction d’appartenance est à support compact (fermé et borné) dans r. Le noyau est
réduit à un élément (valeur modale).
Remarques sur les quantités floues :
• Les opération habituelles sur les nombres réels sont définies aussi sur les quantités
floues (opposé, inverse, puissance, exponentielle, signe, addition, soustraction, multipli-
cation, division...).
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• Une représentation très utilisée est la représentation L-R et en particulier la représenta-
tion trapézoïdale (voir annexe 2).
6. Variables et modificateurs linguistiques
6.1. Notion de variable linguistique
Définition A1.20 : A un domaine est associée une variable linguistique qui permet
l’assertion suivante : « X est A » X est une variable linguistique associée au domaine T et A
un ensemble flou définit sur le domaine T
Exemple : « Jean est grand » = « Taille(Jean) est grand » = « X est grand ». X est définie
sur le domaine « Taille » (elle est de type « Taille » et prend pour valeur « grand ».
6.2. Notion de modificateur linguistique
Définition A1.22 : les modificateurs linguistiques permettent d’amplifier ou d’atténuer la
signification initiale de certains attributs. C’est une fonction de [0,1] dans [0,1] qui s’applique
sur la fonction d’appartenance d’un ensemble flou.
    Opérations de modification d’un ensemble flou   A de T (modificateurs linguistiques) :
Soit t ! T
• « très » ou Contraction : cont A a( ) = µ2
• « plus ou moins » ou Dilatation : dil A a( ) = µ
• « hautement » : haut A a( ) = µ3
• « intensément » : Int A si si
a a
a a







1 2 1 0 5
µ µ
µ µ
• « plutôt » : Plut A si si
a a
a a
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 ANNEXE 2 : LES FONCTIONS D’APPARTENANCE
1. Introduction
Nous allons parcourir quelques techniques fréquemment utilisées pour représenter les
fonctions d’appartenance. Elles sont pratiques à manipuler et simples à mettre en place. Ces
techniques sont tirées, entre autres, de : [DuP80a], [Bou93], [Buh94], [HBC91] et [Ton95].
2. Représentation par énumération
Cette solution consiste à définir une fonction d’appartenance en énumérant les degrés
d’appartenance pour tous les éléments du domaine. Il est donc clair que cette solution n’est
utilisable que pour un domaine discret (ou discrétisé) et dont le nombre d’éléments n’est pas
trop important. Cette technique est applicable aussi pour les propriétés qui ne sont pas des
intervalles flous.
2.1. Représentation par les parties croissantes et décroissantes
Pour simplifier un peu l’énumération, uniquement pour les intervalles flous et les nombres
flous, une autre solution consiste à n’énumérer que les parties croissantes et décroissantes de
la fonction. Entre les deux, le degré d’appartenance est forcément à 1.
3. Représentation L-R
3.1. Généralités
Pour faciliter les traitements, nous utilisons souvent les fonctions d’appartenance de type
L-R ([DuP80a], [Tong95], [Bou93] et [HBC91]). Elles sont totalement définies par un qua-
druplet de réels <+,a,b,C> (avec a.b, + et C > 0), ou par quatre points (a-+, a, b, b+C), et par
deux fonctions L et R appelées fonctions de forme. Celles-ci sont décroissantes et semi-
continues supérieurement. Elles sont définies par :
L : IR+ " [0,1] R : IR+ " [0,1]
t " L(t) t " R(t)
De plus :
• (x<1 : L(x)>0 et R(x)>0 ; (x>0 : L(x)<1 et R(x)<1 ;
• L(0) = R(0) = 1 ; L(1) = R(1) = 0 ;
• L(+D) = R(+D) = 0.
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L’expression d’une fonction d’appartenance L-R définie par le quadruplet <+, a, b, C> et
les fonctions L(x) et R(x) est :
µ<+,a,b,C>, L, R : IR " [0,1]
t "L((a - t) / +) si t < a
1 si a . t . b
R((t - b) / C) si t > b
Remarque : Il existe un certain nombre de fonctions L-R, comme par exemple :
L(x) = R(x) = e-x (voir Figure 141).














Figure 141. Exemple de fonction L-R
3.2. Cas particuliers de fonctions L-R
Nous choisirons des fonctions L(x) et R(x) avec des caractéristiques bien particulières. La
première donne la forme de la courbe entre les deux premiers points (a-+ et a) et la seconde
entre le deux derniers (b et b+C). Entre les deux points intermédiaires (a et b), µ(t)=1. Avant
le premier point (a-+) et après le dernier (b+C), µ(t)=0. Dans ce cas, nous autorisons des va-
leurs de + et C à 0 (les deux premiers points et/ou les deux derniers sont confondus).
L’expression d’une fonction d’appartenance L-R (Figure 142) définie par le quadruplet <+,
a, b, C> (+, C , 0) et les fonctions L(x) et R(x) ayant les caractéristiques ci-dessus se réécrit de
la manière suivante :
µ<+,a,b,C>, L, R : IR " [0,1]
t " 0 si t < a-+
L((a - t) / +) si (+ # 0) et (a-+ . t < a)
1 si a . t . b
R((t - b) / C) si (C # 0) et (b < t . b+C)
0 si t > b+C









Figure 142 : expression d’une fonction d’appartenance L-R
Cette catégorie de fonction L-R possède un certain nombre de caractéristiques intéressan-
tes. Soit la fonction d’appartenance d’un ensemble flou P définie par <+, a, b, C> et deux
fonctions L(x) et R(x) bien choisies (comme celles présentées ci-dessus), on a alors :
• L’intervalle [a,b] est le noyau de la propriété ;
• + et C donnent la largeur des intervalles autour du noyau. Ils permettent de définir le
segment support [a-+,b+C] ;
• +>0 ou C>0 si et seulement si P est floue ;
• +>0 ou C>0 et a#b si et seulement si P est un intervalle flou ;
• +>0 ou C>0 et a=b si et seulement si P est un nombre flou ;
• +=0 et C=0 et a#b si et seulement si P est imprécis (intervalle classique [a,b]) ;
• +=0 et C=0 et a=b si et seulement si P est précis (nombre classique {a}).
Les fonctions L(x) et R(x) les plus intéressantes ayant les caractéristiques que nous avons
posées sont (voir Figure 143 et Figure 144) :
• L1(x) = R1(x) = Max(0, 1-x) (ce sont les plus utilisées en T.S.E.F. et sont appelées
fonctions trapézoïdales) ;
• L2(x) = R2(x) = Max(0, 1-x2) ;
• L3(x) = R3(x) = Max(0, 1-x)2 ;
• L4(x) = R4(x) = 2*Max(0,1-x)2 si x>0.5 et Max(0,1-2*x2) sinon.





























Figure 143. Fonctions L1-R1 et L1-R1
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Figure 144. Fonctions L3-R3 et L4-R4
De plus, ces fonctions sont faciles à manipuler, simples à calculer et les fonctions pour
modifier leur forme sont faciles à mettre en place. Elles permettent de faire des approxima-
tions satisfaisantes de fonctions complexes. C’est pour cela qu’elles sont très souvent utilisées
en théorie des ensembles flous.
4. Représentation par une fonction
Enfin, il existe un certain nombre de fonctions utilisées pour n’importe quelle propriété. En
voici quelques unes (voir Figure 145 et Figure 146) :
• Fonction 1 ; fonction en cloche, où to détermine la position du sommet et a impose la











• Fonction 2 ; fonction en cloche trigonométrique, où to détermine la position du sommet











 si t0-2a . t . t0+2aet
µ(t) = 0 sinon ;


























si t2 . t . t2+2a2, µ(t) = 0 sinon ;
• Fonction 4 ; fonction composée par des morceaux de droite ;
• Fonction 5 ; fonction asymétrique où a et c déterminent la zone floue : µ(t) = 0 si x.a,















2  si (c+a)/2.x et x<c, µ(t) = 1 si-
non.
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Fonction 1 Fonction 2
Figure 145. Exemples de fonctions




























Fonction 3 Fonction 5
Figure 146. Autres exemples de fonctions
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 ANNEXE 3 : CALCUL AUTOMATIQUE DES PROPRIÉTÉS DE BASE
1. Construction automatique des propriétés de base d’un concept
L’objectif de ce paragraphe est de proposer des méthodes de calcul automatique des pro-
priétés de base d’un concept permettant d’obtenir un premier ensemble. Nous supposerons
dans la suite que les valeurs du domaine sont des valeurs numériques (sachant que l’on peut
toujours s’y rapporter). Plus précisément, il s’agit de déterminer les fonctions d’appartenance
des propriétés de bases ainsi que les coefficients de translation élémentaire et d’asymétrie.
1.1. Détermination de la fonction d’appartenance
La position et la forme des propriétés de la Figure 24 semblent correctes pour la majorité
des concepts. Les critères de construction sont :
• la propriété « faible » dans la première moitié du domaine (autour du quart) ;
• la propriété « moyen » autour de la valeur médiane du domaine ;
• la propriété « important » dans la seconde moitié du domaine (autour du troisième
quart) ;
• la valeur (b+C) pour la propriété « faible » et (a-+) pour la propriété « important » se
confondent et égale à la valeur médiane ;
• les propriétés « faible » et « important » ont une géométrie légèrement asymétrique et




Figure 147. Propriétés de base d’un concept.
Remarque : a priori, le type des fonctions L et R utilisées importe peu ici. Nous proposons
donc d’utiliser les fonctions les plus standard telles que les fonctions L1-R1 (linéaires) ou
L4-R4 (avec un point d’inflexion comme celles de la Figure 24) présentées en annexe 2. Nous
allons nous intéresser aux coefficients de la fonction d’appartenance <+, a, b, C>.
La forme des propriétés dépend directement de la taille du domaine. Soit [Bm,BM]u le do-
maine, on a alors J la taille du domaine telle que J = BM-Bm. Nous proposons de définir les
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fonctions d’appartenance des propriétés de base comme indiquées dans le tableau 1 permet-
tant d’obtenir la Figure 24.
Tableau 19. Définition automatique des fonctions d’appartenance
nom + a b C
faible 20% * J Bm + 25% * J - 2% * J Bm + 25% * J + 3% * J 22% * J
moyen 22% * J Bm + 50% * J Bm + 50% * J 22% * J
important 22% * J Bm + 75% * J - 3% * J Bm + 75% * J + 2% * J 20% * J
Nous pouvons noter que ces valeurs de coefficient ont permis d’obtenir les figures des pa-
ragraphes 1 à 7 du chapitre II.2 la Figure 148, la Figure 149 et la Figure 150 qui suivent.
Figure 148. Domaine
Figure 149. Modificateurs sur "faible" asymétrique
Figure 150. Modificateurs sur "faible" symétrique
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1.2. Paramètres pour les modifications de la propriété de base asymétrique
Il reste maintenant à obtenir les deux coefficients associés à chacune des propriétés de
base. Afin de faciliter les calculs, nous supposerons dans un premier temps les propriétés si-
gnées comme asymétriques. Plus précisément, les propriétés « faible » et « important » possè-
dent un même coefficient Kik négatif et supérieur à 1, c’est-à-dire que les translations sont
augmentées lorsque l’on applique les modificateurs négatifs. Cette hypothèse semble cohé-
rente avec les concepts asymétriques habituellement utilisés. Nous allons poser les contraintes
suivantes :
1. lorsque l’on applique le modificateur « extrêmement », la fonction d’appartenance ré-
sultante doit être telle que BM (resp. Bm) soit dans le noyau pour une propriété positive
(resp. négative) ;
2. lorsque l’on applique le modificateur « extrêmement peu », la fonction d’appartenance
résultante doit être telle que Bm (resp. BM) soit dans le noyau pour une propriété posi-
tive (resp. négative).
Remarque : ces contraintes et ces hypothèses permettent d’assurer, pour chaque valeur du
domaine un degré d’appartenance fort (souvent très proche ou égal à 1) à au moins une pro-
priété issue de chaque propriété de base du concept. De plus, elles assurent que, pour les mo-
dificateurs les plus extrêmes, les bornes ont un degré d’appartenance maximum.
1.2.1 Détermination du coefficient de translation élémentaire
La contrainte 1 nous permet de calculer un Lik correct. Nous aurons pour une propriété po-
sitive : b’ik , BM et a’ik . BM.
d’oùL ik ik ik ik
BM b k b a
k,
/ + /* %* ( )5  etL ik ik ik ik
BM a k b a
k.
/ / /* %* ( )5

























* . * . .



















Les propriétés négatives étant construites de manière symétrique, nous aurons alors comme
coefficient de translation élémentaire Lik = -4.25% * J. Notons que le coefficient de translation
élémentaire est proportionnel à la taille du domaine.
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1.2.2 Détermination du coefficient d’asymétrie
La contrainte 2 nous permet de calculer un Kik correct. Nous aurons pour une propriété né-
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d’où, si on pose Lik = -4.25% * J, on a : 
72
4 25 0 25
77
4 25 0 25k k k kik* . . * * . . */ + . . / /K




24. .K ik .
Soit, par approximation : 2,667 . 9Kik9 . 3,208. Un coefficient d’asymétrie Kik pour une
propriété négative à -3 semble donc une valeur correcte. Comme la propriété positive est
construite de la même manière, elle aura le même coefficient d’asymétrie.
1.3. Paramétrage de la construction
Les calculs proposés dans le paragraphe précédant sont bons pour une valeur moyenne
(centre de la propriété « moyen ») au milieu du domaine. Cependant, ce n’est pas toujours le
cas. Nous allons donc proposer une généralisation de ce calcul en fonction d’une valeur
moyenne spécifique. Soit M cette valeur moyenne. Nous aurons alors : J==O/=m,
J’=O/=m et J’’==O/O. Nous allons prendre les mêmes critères et hypothèses que pour les
calculs précédents en remplaçant la valeur médiane par une valeur moyenne. Nous aurons
alors des propriétés définies par les fonctions d’appartenance présentées dans le tableau 2.
Tableau 20. Définition automatique des fonctions d’appartenance en fonction d’une valeur moyenne
nom + a b C
faible 40% * J' Bm + 50% * J' - 4%*J' Bm + 50% * J' + 6% * J' 44% * J'
moyen 44% * J' M M 44% * J''
important 44% * J'' M + 50% * J'' - 6% * J'' M + 50% * J'' + 4% * J'' 40% * J''
Les calculs se déroulent d’une manière similaire pour obtenir finalement :

























100 8 5. %*  ;
• par symétrie, Lik = -8.5% * J' pour une propriété négative ;



































/ik  pour la propriété positive.
Remarque : si nous posons J'= J''= J/2, nous obtenons les résultats du paragraphe précé-
dent.
1.4. Cas de la fonction d’appartenance unique
Jusqu’ici, nous avons étudié la construction automatique des propriétés de base d’un con-
cept en contenant 3. Parfois, le concept ne contient qu’une seule propriété de base (par exem-
ple le concept de « densité »). La fonction d’appartenance d’une telle propriété doit être géo-
métriquement symétrique et surtout placée sur une valeur M du domaine [Bm,BM]u (par dé-
faut, autour de la valeur médiane Méd=(BM-Bm)/2). La taille du support doit être suffisam-
ment importante. La forme des fonctions L et R ne sont pas importantes. Nous utiliserons les
fonctions standard, c’est-à-dire soit L1-R1 soit L4-R4 (selon les fonctions de l’annexe 2). Le
Tableau 21 (avec J la taille du domaine telle que J = BM-Bm) propose une définition possible
de la fonction d’appartenance d’une telle propriété de base.
Tableau 21. Définition d’une propriété de base unique
nom + a b C
Vérifié 20% * J M - 5% * J M + 5% * J 20% * J
Comme pour les autres propriétés de base, nous allons nous intéresser aux coefficients as-
sociés à cette propriété. Une telle propriété peut être positive ou négative en fonction du do-
maine d’application et du concept considérés. De plus, M dépend totalement du concept. Po-
sons les contraintes suivantes :
1. lorsque l’on applique le modificateur « extrêmement », la fonction d’appartenance ré-
sultante doit être telle que BM ou Bm soient dans le noyau ;
2. lorsque l’on applique le modificateur « extrêmement peu », la fonction d’appartenance
résultante doit être telle que Bm ou BM soient dans le noyau.
Afin que Lik soit le plus petit possible en valeur absolue, nous allons étudier les solutions où
il est calculé par rapport à Bm et par rapport à BM. Ceci permet, dans l’éventualité d’une pro-
priété « vérifiée » définie comme une propriété symétrique (voir paragraphe plus loin) de gar-
der toutes les propriétés modifiées définies au moins sur une partie du domaine.
Si Lik est calculé par rapport à BM, nous avons : b’ik , BM et a’ik . BM.
d’oùL ik ik ik ik
BM b k b a
k,
/ + /* %* ( )5  etL ik ik ik ik
BM a k b a
k.
/ / /* %* ( )5
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Donc, si k = kextrêmement=6 ou k = kextrêmement peu=-6 : L ik Min
M Bm BM M
= ±
/ /( , )6 6 .
Il reste maintenant à calculer le coefficient d’asymétrie. Selon des calculs similaires à ce
que nous avons fait pour les propriétés au paragraphe 1.2 nous pourrions obtenir une évalua-
tion donnant Kik. Cependant, si l’on analyse la formule des modificateurs, on note aisément
que Kik est un coefficient de Lik en ce qui concerne la translation. Si l’on veut respecter les rè-
gles ci-dessus, il faut 9Kik9*Lik soit tel que le noyau soit déplacé sur la borne opposée à celle
visée par Lik.
Nous pouvons en déduire facilement : K ik
Max M Bm BM m








Posons J==O/=m, J’=O/=m et J’’==O/O. Pour que cette propriété soit correcte, il faut
qu’elle recouvre tout le domaine. Le Tableau 22 donne le signe de K en fonction de la place de
la fonction d’appartenance dans le domaine et du signe de la propriété.
Tableau 22. Détermination de K en fonction de la position de la propriété
J’ < J’’ J’ = J’’ J’ > J’’
L > 0 K > 1 K = 0 K < 1
L < 0 K < 1 K = 0 K > 1
Le coefficient de translation élémentaire Lik pour une propriété positive sur la valeur mé-
diane (BM-M = M-Bm = J/2) est de (8.333% * J). Nous obtenons ainsi les figures suivantes.
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Figure 151. Domaine avec une seule propriété
Figure 152. Modificateurs sur la propriété "valide"
Dans certains cas, cette unique fonction peut-être définie comme une propriété de base po-
sitive ou négative. Nous retrouverons alors les définitions et les coefficients présentés précé-
demment. Dans ce cas, la propriété sera alors forcément linguistiquement asymétrique afin de
parcourir tout le domaine. La Figure 154 et la Figure 155 illustrent ce cas.
Figure 153. « valide » comme « faible »
Figure 154. « valide » comme « important »
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Figure 155. Modificateurs sur « valide » comme « important »
2. Propriétés paramétrées : comparaisons élémentaires
En posant des hypothèses et des contraintes similaires à celles utilisées pour calculer auto-
matiquement les propriétés de base d’un domaine, nous pouvons proposer un calcul automati-
que de ces propriétés paramétrées.
2.1. Forme et place des fonctions d’appartenance
La forme des propriétés dépend directement de la taille du pseudo-domaine. Soit Di=[Bm,
BM]u le domaine, et D’i=[Bm,U]u et D’’i=[U, BM]u les pseudo-domaines engendrés par la
valeur de référence U. On a alors J la taille du domaine telle que J = BM-Bm et J’ et J’’ les
tailles des pseudo-domaines telles que J’ = U-Bm et J’’ = BM-U. Les critères de construction
des propriétés de base sont :
• la fonction d’appartenance « supérieur à » est dans la première moitié du domaine D’’i ;
• la fonction d’appartenance « inférieur à » est dans la seconde moitié du domaine D’i ;
• la valeur (b+C) pour la propriété « inférieur à » et (a-+) pour la propriété « supérieur à »
se confondent et sont égales à U ;
• les propriétés « inférieur à » et « supérieur à » ont une géométrie légèrement asymétri-
que.
Compte-tenu du fait que les propriétés sont construites par une forte référence à U, il sem-
ble naturel que les fonctions d’appartenances soient géométriquement asymétriques. Pour
accentuer le phénomène, nous utiliserons des fonctions L et R différentes. En particulier, la
plus proche de U sera très bombée (degrés d’appartenance très vite importants) en utilisant L2
ou R2. L’autre fonction sera standard. Nous aurons alors, selon les fonctions de l’annexe 2, L2-
R4 pour « supérieur à U » et L4-R2 pour « inférieur à U ». Nous proposons alors de définir les
fonctions d’appartenance des propriétés de bases comme indiquées dans le Tableau 5.
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Tableau 23. Définition automatique des fonctions d’appartenance pour les propriétés de comparaison
élémentaires
nom + a b C
supérieur à U 22%*J'' U+25%*J''-3%*J'' U+25%*J''+2%*J'' 23%*J''
inférieur à U 23%*J' Bm+75%*J'-2%*J' Bm+75%*J'+3%*J' 22%*J'
2.2. Détermination des coefficients de ces propriétés de base
Nous allons reprendre les mêmes contraintes que celles posées pour déterminer les pro-
priétés de base du concept vues au paragraphe 8.2. La différence réside dans la définition des
bornes du domaine. Nous allons poser les contraintes suivantes :
1. lorsque l’on applique le modificateur « extrêmement », la fonction d’appartenance ré-
sultante doit être telle que U soit dans le noyau pour les deux propriétés ;
2. lorsque l’on applique le modificateur « extrêmement peu », la fonction d’appartenance
résultante doit être telle que Bm (resp. BM) soit dans le noyau pour la propriété
« inférieure à U » (resp. « supérieure à U »).
Remarque : ces contraintes et ces hypothèses permettent d’assurer, pour chaque valeur du
domaine, un degré d’appartenance fort (souvent très proche ou égal à 1) à au moins une pro-
priété issue de chaque propriété de base du concept. De plus, elles assurent que, pour les mo-
dificateurs les plus extrêmes, les bornes ont un degré d’appartenance maximum.
2.2.1 Détermination du coefficient de translation élémentaire
La contrainte 1 nous permet de calculer un Lik correct. Nous aurons pour la propriété
« inférieure à U » : b’ik , U et a’ik . U
d’oùL ik ik ik ik
U b k b a
k,
/ + /* %* ( )5  etL ik ik ik ik
U a k b a
k.
/ / /* % * ( )5
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Le coefficient de translation élémentaire Lik pour une propriété positive à -4%* J’ semble
donc une valeur correcte. La propriété « supérieure à U » étant construite de manière symétri-
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que, nous aurons alors comme coefficient de translation élémentaire Lik = 4%* J’’. Notons que
le coefficient de translation élémentaire est proportionnel à la taille du pseudo-domaine.
2.2.2 Détermination du coefficient d’asymétrie
La contrainte 2 nous permet de calculer un Kik correct. Nous aurons pour la propriété
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22 5. .. .K ik .
Soit, par approximation : 2,863 . 9Kik9 . 3,466. Un coefficient d’asymétrie Kik pour une
propriété à 3 semble donc une valeur correcte. Comme la propriété « supérieure à U » est
construite de la même manière, elle aura le même coefficient d’asymétrie.
Figure 156. Modificateurs sur la propriété « inférieur à 75 »
Figure 157. Modificateurs sur la propriété « supérieur à 75 »
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 ANNEXE 4 : EXEMPLE DE CONCEPT DE LA BASE DE











final class CMesureTeinte extends CContrainteMesure {
public CMesureTeinte(CConcept leConcept) { super(leConcept);}
 
protected Object Calculer() {
  int r = ((Float)Mesure[0]).intValue();
  int g = ((Float)Mesure[1]).intValue();
  int b = ((Float)Mesure[2]).intValue();
  float[] tls = Color.RGBtoHSB(r,g,b,null);
  return new Float(tls[0]*360);
}}
final class CMesureLuminosite extends CContrainteMesure {
public CMesureLuminosite(CConcept leConcept) { super(leConcept);}
 
protected Object Calculer() {
  int r = ((Float)Mesure[0]).intValue();
  int g = ((Float)Mesure[1]).intValue();
  int b = ((Float)Mesure[2]).intValue();
  float[] tls = Color.RGBtoHSB(r,g,b,null);
  return new Float(tls[2]);
}}
final class CMesureSaturation extends CContrainteMesure {
public CMesureSaturation(CConcept leConcept) { super(leConcept);}
 
protected Object Calculer() {
  int r = ((Float)Mesure[0]).intValue();
  int g = ((Float)Mesure[1]).intValue();
  int b = ((Float)Mesure[2]).intValue();
  float[] tls = Color.RGBtoHSB(r,g,b,null);
  return new Float(tls[1]);
}}
final class CMesureRouge extends CContrainteMesure {
public CMesureRouge(CConcept leConcept) { super(leConcept);}
 
protected Object Calculer() {
  float t = ((Float)Mesure[0]).floatValue()/360f;
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  float l = ((Float)Mesure[1]).floatValue();  float s = ((Float)Mesure[2]).floatValue();
  return new Float(Color.getHSBColor(t,s,l).getRed());
}}
final class CMesureVert extends CContrainteMesure {
public CMesureVert(CConcept leConcept) { super(leConcept);}
 
protected Object Calculer() {
  float t = ((Float)Mesure[0]).floatValue()/360f;
  float l = ((Float)Mesure[1]).floatValue();
  float s = ((Float)Mesure[2]).floatValue();
  return new Float(Color.getHSBColor(t,s,l).getGreen());
}}
final class CMesureBleu extends CContrainteMesure {
public CMesureBleu(CConcept leConcept) { super(leConcept);}
 
protected Object Calculer() {
  float t = ((Float)Mesure[0]).floatValue()/360f;
  float l = ((Float)Mesure[1]).floatValue();
  float s = ((Float)Mesure[2]).floatValue();
  return new Float(Color.getHSBColor(t,s,l).getBlue());
}}
public class CConceptCouleur extends CConceptSimple {
public static final int ModeListe = 0;
public static final int ModeRVB = 1;
public static final int ModeTLS = 2;
 










  //Modele choisi
  int Mode;
public CConceptCouleur() { this(null);}
public CConceptCouleur(CConcept Pere) { this(Pere, ModeTLS);}
public CConceptCouleur(CConcept Pere, int Mode) { this(Pere, Mode, 0);}
public CConceptCouleur(CConcept Pere, int Mode, int sup) {
  super(Pere, "couleur", null,6+sup);
  this.Mode = Mode;
 
  CDomaine dTeinte=new CDomaine(0,360,0.1f);
  int delta = 30;
  Teinte = new CConceptTerminal(this,"teinte", dTeinte,
                              CConceptTerminal.TYPE_INCONNU, false, null);
  CProprieteDeBase pJaune = new CProprieteDeBase(dTeinte,
Le projet CordiFormes Annexe 4 : Exemple de concept de la base de connaissances - la couleur
281
new CFonctionLRCycle(delta,60,60,delta,dTeinte,360),"teinte jaune");
  pJaune.maFonction.SetCouleur(new Color(0f,0f,0f));
  pJaune.SetNom("jaune");
  Teinte.AddProprieteDeBase(pJaune);
  CProprieteDeBase pVert = new CProprieteDeBase(dTeinte,
new CFonctionLRCycle(delta,120,120,delta,dTeinte,360),
"teinte vert");
  pVert.maFonction.SetCouleur(new Color(0f,0f,0f));
  pVert.SetNom("vert(e)");
  Teinte.AddProprieteDeBase(pVert);
  CProprieteDeBase pCyan = new CProprieteDeBase(dTeinte,
new CFonctionLRCycle(delta,180,180,delta,dTeinte,360),
"teinte cyan");
  pCyan.maFonction.SetCouleur(new Color(0f,0f,0f));
  pCyan.SetNom("cyan");
  Teinte.AddProprieteDeBase(pCyan);
  CProprieteDeBase pBleu = new CProprieteDeBase(dTeinte,
new CFonctionLRCycle(delta,240,240,delta,dTeinte,360),
"teinte bleu");
  pBleu.maFonction.SetCouleur(new Color(0f,0f,0f));
  pBleu.SetNom("bleu(e)");
  Teinte.AddProprieteDeBase(pBleu);
  CProprieteDeBase pMagenta = new CProprieteDeBase(dTeinte,
new CFonctionLRCycle(delta,300,300,delta,dTeinte,360),
"teinte magenta");
  pMagenta.maFonction.SetCouleur(new Color(0f,0f,0f));
  pMagenta.SetNom("magenta");
  Teinte.AddProprieteDeBase(pMagenta);
  CProprieteDeBase pRouge = new CProprieteDeBase(dTeinte,
new CFonctionLRCycle(delta,0,0,delta,dTeinte,360),
"teinte rouge");




  AjouterConcept(Teinte,0,Mode == ModeTLS);
  CProprieteDeBase pdb;
  Luminosite = new CConceptTerminal(this,"luminosite",
new CDomaine(0,1,0.001f),null);
  pdb = Luminosite.GetProprieteDeBase("important(e)");
  pdb.SetNom("clair(e)");
  pdb = Luminosite.GetProprieteDeBase("faible");
  pdb.SetNom("sombre");
  AjouterConcept(Luminosite,1,Mode == ModeTLS);
 
  Saturation = new CConceptTerminal(this,"saturation",
new CDomaine(0,1,0.001f),null);
  pdb = Saturation.GetProprieteDeBase("important(e)");
  pdb.SetNom("pur(e)");
  pdb = Saturation.GetProprieteDeBase("faible");
  pdb.SetNom("pastel(le)");
  AjouterConcept(Saturation,2,Mode == ModeTLS);
 
  Rouge = new CConceptTerminal(this,"rouge", new CDomaine(0,255,1f),null);
  AjouterConcept(Rouge,3,Mode == ModeRVB);
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   Vert = new CConceptTerminal(this,"vert",new CDomaine(0,255,1f),null);
  AjouterConcept(Vert,4,Mode == ModeRVB);
 
  Bleu = new CConceptTerminal(this,"bleu",new CDomaine(0,255,1f),null);
  AjouterConcept(Bleu,5,Mode == ModeRVB);
 
  if (Mode == ModeListe) {
  AjouterObjet(new CCouleur("vert sombre",
 (float)0.13725,(float)0.556863,(float)0.137255));
    AjouterObjet(new CCouleur("rouge brique",
(float)0.556863,(float)0.137255,(float)0.137255));
    AjouterObjet(new CCouleur("or",
(float)0.8,(float)0.498039,(float)0.196078));
    AjouterObjet(new CCouleur("gris",(float)0.5,(float)0.5,(float)0.5));
   maTacheGeneratrice = "PlateForme.Tache.TacheAleatoire";
  } else if (Mode == ModeTLS) {
    CMesureRouge MesureRouge = new CMesureRouge(Rouge);
    MesureRouge.AjouterReference(Teinte);
    MesureRouge.AjouterReference(Luminosite);
    MesureRouge.AjouterReference(Saturation);
    Rouge.AjouterContrainteMesure(MesureRouge);
   
    CMesureVert MesureVert = new CMesureVert(Vert);
    MesureVert.AjouterReference(Teinte);
    MesureVert.AjouterReference(Luminosite);
    MesureVert.AjouterReference(Saturation);
    Vert.AjouterContrainteMesure(MesureVert);
   
    CMesureBleu MesureBleu = new CMesureBleu(Bleu);
    MesureBleu.AjouterReference(Teinte);
    MesureBleu.AjouterReference(Luminosite);
    MesureBleu.AjouterReference(Saturation);
    Bleu.AjouterContrainteMesure(MesureBleu);
  } else if (Mode == ModeRVB) {
    CMesureTeinte MesureTeinte = new CMesureTeinte(Teinte);
    MesureTeinte.AjouterReference(Rouge);
    MesureTeinte.AjouterReference(Vert);
    MesureTeinte.AjouterReference(Bleu);
    Teinte.AjouterContrainteMesure(MesureTeinte);
   
   CMesureLuminosite MesureLuminosite = new CMesureLuminosite(Luminosite);
   MesureLuminosite.AjouterReference(Rouge);
   MesureLuminosite.AjouterReference(Vert);
   MesureLuminosite.AjouterReference(Bleu);
   Luminosite.AjouterContrainteMesure(MesureLuminosite);
  
   CMesureSaturation MesureSaturation = new CMesureSaturation(Saturation);
   MesureSaturation.AjouterReference(Rouge);
   MesureSaturation.AjouterReference(Vert);
   MesureSaturation.AjouterReference(Bleu);




public String toString() {
  String s = "Nom :"+Nom+
    "\n\t Domaine courant :"+leDomaine+
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    "\n\tMesure :"+Mesure+ "\tTache :"+maTacheGeneratrice;  for(int i=0;(i<ConceptsComposants.length);i++)
    s = s + "\n\t--" + ConceptsComposants[i];
  return s;
}
 
  //Construit la mesure du concept a partir des concepts composants
public Object Construire() {
  CCouleur couleur;
  if (Mode == ModeRVB) {
  couleur = new CCouleur("",((Float)Rouge.GetMesure()).intValue(),
                            ((Float)Vert.GetMesure()).intValue(),
                            ((Float)Bleu.GetMesure()).intValue());
  } else /*if (Mode == ModeTLS)*/ {
  float hsb[] = new float[3];
    hsb[0] = ((Float)Teinte.GetMesure()).floatValue()/360f;
    hsb[2] = ((Float)Luminosite.GetMesure()).floatValue();
    hsb[1] = ((Float)Saturation.GetMesure()).floatValue();
  couleur = new CCouleur("",hsb);
  }
  return couleur;
}
 
public Object ModeleGeometrique() {
  return ((CCouleur)Mesure).rgb;
}
 
public String ModeleGeometriquePOV() {
  String Final;
  Color c = ((CCouleur)Mesure).rgb;
  Final = "pigment {"+ c.getRed() + ", " +
c.getGreen() + ", " + c.getBlue() +"}\r";
  return Final;
}}
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 ANNEXE 5 : DESCRIPTIONS AVEC CHROMOFORMES
1. Premier exemple de description
A B C
D E F
 La scène est magenta, très claire et de saturation entre 0,7 et 0,9
Figure 158. Solutions possibles à une description dans ChromoFormes (1)
2. Deuxième exemple de description
Pas de propriété
La teinte est vraiment bleue
La teinte est vraiment bleue
La luminosité est très très claire
La teinte est vraiment bleue
La luminosité est très très claire
La saturation est plus ou moins pastel
Figure 159. Solutions possibles à une description dans ChromoFormes (2)
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 RÉSUMÉ
Le projet CordiFormes :
une plate-forme pour la construction de modeleurs déclaratifs
Les travaux en modélisation déclarative sont assez nombreux. Il est désormais nécessaire
de mettre en place des méthodes générales basées sur celles déjà étudiées et de proposer des
outils pour le développement de modeleurs déclaratifs.
Nous proposons un nouveau formalisme basé sur les ensembles flous. Ce formalisme appa-
raît d’une part comme une synthèse et une unification des travaux existants et d’autre part
apporte des éléments nouveaux comme la logique floue, la gestion linguistique de la néga-
tion… Nous étudions particulièrement le type de propriété le plus simple : la propriété élé-
mentaire. A partir d'une propriété de base, d'un opérateur flou et d'un modificateur, nous
mettons en place une méthode pour déterminer la sémantique d'une propriété élémentaire.
Nous proposons aussi un traitement original de sa négation. Plutôt que d'utiliser la négation
logique habituelle, nous nous intéressons à une gestion se basant sur des notions linguistiques.
Enfin, nous présentons des solutions de traitement pour les autres propriétés. Cependant, ces
solutions ne sont pas encore vraiment satisfaisantes.
La plupart des projets en modélisation déclarative mettent en oeuvre des techniques simi-
laires. A partir de ces travaux et du formalisme flou, nous développons le projet CordiFormes,
une plate-forme de programmation visant à faciliter la mise en œuvre de futurs modeleurs
déclaratifs. Ses caractéristiques sont la simplicité, la souplesse de programmation, l’efficacité,
l’extensibilité, la réutilisabilité et le prototypage rapide du modeleur. CordiFormes propose
des outils sur trois niveaux : le noyau comportant toutes les structures et algorithmes de base,
la couche interface proposant dialogues et composants d'interface et, enfin, la couche applica-
tion pour produire rapidement un premier modeleur.
Trois applications permettent de valider le formalisme et les outils de la plate-forme.
Mots clés : modélisation déclarative, synthèse d’images, ensembles flous, négation lin-
guistique, plate-forme, propriété, relation, similarité
 ABSTRACT
The CordiFormes project :
a platform to build declarative modelers
Since 1989, numerous works about declarative modelling have been done. Now, it Cur-
rently, it is necessary to make general methods based on those previous studies evolve. New
tools to help in building declarative modelers must be proposed.
We propose a new formalism based on the fuzzy sets. This formalism is a synthesis and
unification of existent works. It also brings new elements as fuzzy logic, linguistic manage-
ment of the negation, etc. We have particularly studied the simplest type of property : the
elementary property. Using the notion basic properties, fuzzy operators and modifiers, we
describe a method to processing the semantic of an elementary property. We propose also an
original processing of its negation. Rather than to use the usual logical negation, we have
been interested in a management based on linguistic notions. Finally, we present solutions of
processing for the other properties. However, these solutions are not truly satisfactory.
Most of projects in declarative modeling implement similar techniques. From these works
and the fuzzy formalism, we have developed the CordiFormes project, a programming plat-
form and a set of tools to help the creation of future declarative modelers. Its characteristics
are the simplicity, the flexibility of programming, the efficiency, the extendibility, the reus-
ability and the quick modeler’s prototyping. CordiFormes proposes three levels of tools : the
kernel level containing all basic structures and all basic algorithms, the interface level pro-
posing dialogues and interface components and finally the application level to produce rap-
idly a first basic modeler.
Three applications have allowed to validate the formalism and tools of the platform.
Keywords : declarative modelling, image synthesis, fuzzy sets, linguistic negation, plat-
form, property, relation, similarity
