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Abstract   
In this paper, we consider the problem of forming machine cell in cellular manufacturing (CM). The major problem in 
the design of a CM system is to identify the part families and machine groups and consequently to form manufacturing cells. 
The aim of this article is to formulate a multivariate approach based on a correlation analysis for solving cell formation 
problem. The proposed approach is carried out in two phases. In the first phase, the correlation matrix is used as an original 
similarity coefficient matrix. In the second phase, Principal Component Analysis (PCA) is applied to find the eigenvalues and 
eigenvectors on the correlation similarity matrix. A scatter plot analysis as a cluster analysis is applied to make machine 
groups while maximizing correlation between elements. A numerical example for the design of cell structures is provided in 
order to illustrate the proposed approach. The results of a comparative study based on multiple performance criteria show that 
the present approach is very effective, efficient and practical  
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1. Introduction  
Machine layout in a traditional production system is 
mainly process (functional) oriented where machines 
performing similar processes are grouped together. Parts 
requiring more than one process travel from one section of a 
production system to another until their operation 
requirements are completed. Long and uncertain throughput 
times are usually the major problems in such a system [1]. 
Group technology (GT) has been proposed as a layout 
approach to circumvent the above-mentioned problems.   
GT is a manufacturing philosophy that has attracted a 
lot of attention because of its positive impacts in the batch-
type production. In essence, GT tries to retain the flexibility 
of a job shop with the high productivity of a flow shop. GT 
whose basic idea is to decompose a manufacturing process 
into a set of subsystems for the sake of better control 
possesses a manufacturing philosophy that identifies and 
exploits the similarities of product design and manufacturing 
process. This characteristic of GT leads to simplified 
material flows, reduced material handling, reduced work-in-
progress inventory, reduced throughput time, improved 
sequencing and scheduling on the shop floor 
Cellular manufacturing (CM) is one of the applications 
of GT principles to manufacturing. In the design of a CM 
system, similar parts are grouped into families and 
associated machines into groups so that one or more part 
families can be processed within a single machine group. 
The process of determining part families and machine 
groups is referred to as the cell formation (CF) problem. CM 
has been recognized as one of the most recent technological 
innovations in job-shop or batch-type production to gain 
economic advantages similar to those of mass production. 
Many firms have recently started to adopt CM systems in 
order to achieve flexibility and efficiency, which are crucial 
for survival in today s competitive environment. 
The main used techniques are classification and coding 
systems (such as in [2], [3] and others), machine-component 
group analysis, mathematical and heuristic approaches (such 
as in [5], [5], [6] and others), similarity coefficient based on 
clustering methods (such as in [7], [8], and others), graph-
theoretic methods, knowledge-based and pattern recognition 
methods, fuzzy clustering methods, evolutionary approaches 
(such as in [9] and others) and neural network approaches. A 
number of researches have published review studies for 
existing CF literature (refer to [10], [11] and others). Among 
these techniques, those based on similarity coefficients are 
more basic and more flexible for dealing with the CF 
problem [11], [13]. Although a number of research papers 
have used different types of similarity and dissimilarity 
coefficients for identifying part families and machine cells. 
A similarity coefficient represents the degree of 
commonality between two parts or two machines. The 
binary data based problems consider only assignment 
information, that is, a part need or need not a machine to 
perform an operation.  
The initial machine-part incidence matrix is a binary 
matrix whose rows are machines and columns stand for 
parts. Where 1ija , means that machine i (1 .m) is 
necessary to process part j (1 .p) and 0ija , otherwise. 
Many definitions of similarity coefficient have been 
proposed for GT problem (such as in [4], [6], [12] and 
others). A clustering algorithm must transform the initial 
machine-part incidence matrix into the final matrix with 
structured form (blocks in diagonal). 
We are interested in finding solutions of a CF problem, 
which respect the following hypothesis: 
 
Each machine is considered as unique: even if two 
machines are functionally similar, they are considered as 
different in the model. 
One and only one routing has to be selected for each part 
type. 
2. Description of the proposed approach  
This approach consists in solving machine-part 
grouping problem using correlation as a new definition of 
similarity coefficient and to use the PCA as a cluster 
method. These techniques allow the identification of part 
families and machine groups simultaneously. The proposed 
approach consists in two phases as mentioned in figure 1.                    
2.1 Phase 1: Similarity coefficient matrix 
The first phase consists in building a similarity matrix. 
The initial machine-part incidence matrix shown in figure 2 
is a binary matrix which rows are parts and columns stand 
for machines. Where 1a ij if machine j is required to 
process part i and 0a ij otherwise. Note that this proposed 
definition looks like the transpose of classical incidence 
matrix.  
In order to explain the methodology of the proposed 
approach, a manufacturing system is considered with seven 
machines (labeled M1-M7) and eleven parts (labeled P1-
P11). This example is provided by (Boctor, [6]). 
Cell formation problem can be considered as a 
dimension reduction problem. A large number of interrelated 
machines are grouped into a smaller set of independent cells 
and a large number of interrelated parts are grouped into 
families. To make the initial matrix (A) more sufficiently 
meaningful and significant, its standardization is needed.It is 
expressed by [14]:   
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Figure. 2 . Initial machine-part incidence matrix  
The proposed similarity coefficient is based on the 
simple correlation matrix the incidence matrix. The 
correlation matrix S is defined as follows: Sij is m x m 
matrix which elements are given by:  1S ii and 
p
1k
jkikij bbp
1S                                                              (4) 
The similarity matrix S is show in figure 3. Detailed 
description of principal component analysis can be found in 
the relevant literature such as [15], [16], [17] and others. 
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2.2 Phase 2: Cluster analysis for correlation 
In the second phase of the proposed approach, the 
machine groups and part families are identified using factor 
and graphical analysis. The objective is to find machine 
groups, part families and parts common machines using 
some classification scheme given by using Principal 
component analysis PCA representation of the data.  
Factor analysis is a powerful multivariate analysis tool 
used to analyze interrelationships among a large number of 
Figure.1. Architecture of the proposed approach
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Cell formation solution 
variables to reduce them into a smaller set of independent 
variables called factors. Factor analysis was developed in 
1904 by Spearman in a study of human ability using 
mathematical models [18]. Since then, most of the 
applications of factor analysis have been in the 
psychological field. Recently, its applications have expanded 
to other fields such as mineralogy, economics, agriculture 
and engineering. Factor analysis requires having data in 
form of correlations, and uses different methods for 
extracting a small number of factors from a sample 
correlation matrix. These methods include: common factor 
analysis, principal component analysis, image factor 
analysis, and canonical factor analysis. Detailed description 
of PCA method can be found in the relevant literature such 
as in [17], [18] and others. 
PCA is the most widely used. It is an investigated of the 
data that is largely widespread among users in many areas of 
science and industry. It is one of the most common methods 
used by data analysts to provide a condensed description. 
PCA is a dimension reduction technique which attempts to 
model the total variance of the original data set, via new 
uncorrelated variables called principal components. PCA 
consists in determining a small number of principal 
components that recover as much variability in the data as 
possible. These components are linear combinations of the 
original variables and account for the total variance of the 
original data 
In this application of PCA, the objective is clustering 
machines in group and parts in families. A binary decision is 
applied at each machine and part. Two principal components 
are enough to analyse correlation between elements 
(machines and parts). There should be high correlation 
among machines strongly associated with the same cell, and 
low correlation among machines that are associated with 
different cells. 
The data can be represented by a two dimensional 
scatter plot (figure. 4) where each machine is represented by 
a line from the origin and each part is represented by a dot 
located at its weight in each line (machine). Four principal 
situations for the classification of machines can be 
recovered: 
 
Two neighbor machines which have a low angle distance 
measure, consequently they belong to the same cell. 
Examples can be illustrated in the figure 4 by (M4 and M7) 
and (M1 and M5). 
Two machines which the angle distance measure between 
them is almost 180°, this means that they are negatively 
correlated and mustn t be belong to the same cell.  
Two machines which the angle distance measure between 
them is almost 90°, this means that they independent, then 
they don t also belong to the same cell. Examples can be 
illustrated in figure 4 by (M1 and M3) and (M4 and M6). 
If no one of these three cases above is verified, the 
machine is affected to the more neighbor than affected other 
machine. In the CF literature problem, this machine is called 
an exceptional machine. 
The same method is used for the classification of parts: 
when a part is close to a line (machine), it is assigned to the 
cell which component this machine. Example can be 
illustrated in the figure 4 by (P8 and M7). Otherwise, it is an 
exceptional part which can be illustrated, for example, in the 
figure 4 by P4. In this situation, the exceptional part is 
affected to the more neighbor than affected other machine. 
The part P4 was affected to machine M4.               
Applying the second phase of the proposed approach to 
these data sets yields the result shown in figure 5. We 
obtained the following results:  The best grouping for the 
seven machines is to group them into tree cells: cell 1 
consists of machines 2 and 3; cell 2 consists of machines 1, 
5 and 6; while cell 3 consists of machines 4 and 7.  In 
addition, cell 1 contains parts 1, 2, 6, and 9, cell 2 contains 
parts 3, 7, 9 and 11while cell 3 contains parts 4, 5, 8, and 10.  
The final solution is shown in Table 1. 
Table. 1. Final cell formation 
M2 M3 M1 M5 M6 M4 M7
P1 1 0 1
P2 1 1
P6 1 1
P9 0 1
P3 1 1 1
P7 1 1 0
P11 1 0 1
P4 1 1 0
P5 1 1
P8 0 1
P10 1 1
3. Computational results   
3.1 Performance criteria 
To evaluate the performance of the proposed approach, 
three objective criteria widely used in the literature are 
selected. These criteria are the percentage of exceptional 
elements, machine utilization, and the grouping efficiency.  
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The first is called the Percentage of Exceptional 
elements (PE) and defined as the ratio of the number of 
elements to the number of unity elements in the incidence 
matrix: 100
UE
EEPE                                                     (5)    
Where UE denotes the number of unity elements in the 
incidence (i.e. total number of operations in the data matrix). 
The second criterion is called Machine Utilization 
(MU) and indicated the percentage of time the machines 
within the clusters are used in production. MU is defined by 
[19] as  
100
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                                                     (6) 
Where mk and pk denote, respectively, the number of 
machines in cell k and number of parts in family k. NCell is 
the number of cells.  
The third criterion is called Grouping Efficacy (GE) 
and defined by [19] as 
100
VEUE
EE-UEGE                                                       (7) 
Where VE denotes the number of voids elements in the 
diagonal blocks. A void indicates that a machine assigned to 
a cell is not required for the processing of a part in the cell 
(number of 0s inside the diagonal blocks).  
3.2 Performance measure  
In order to evaluate the proposed approach and to 
compare its performance with other cell formation methods, 
five sets of data (problems) have been chosen from the 
literature. Table 2 summarizes the results of the comparative 
study and the sources of these data sets, where the 
performance criteria without asterisks on the left denote the 
results from the present approach and the performance 
criteria with asterisks on the right denote the best-known 
results in the literature 
Basically, the results of the proposed approach are the 
same as those found in recent literature ([4], [5], [7]). These 
recent researches were compared with former methods like 
Rank Order Clustering [2], Direct Clustering Algorithm [3] 
and others. These recent researches demonstrated to be 
better in comparative studies. Therefore, it could be said that 
the proposed approach is valid It is more flexible and able to               
get correlation information between each machine and part.  
4. Final conclusion  
In this paper, a new approach is presented for part-
family and machine-cell formation. The main aim of this 
article is to formulate a correlation analysis model to 
generate optimal machine cells and part families in GT 
problems. The correlation matrix for similarity machine and 
part is used as similarity coefficient matrix. The objective of 
PCA method is clustering machines in group and parts in 
families. In addition it can find the optimal number of cells. 
This approach has the flexibility to allow the cell 
designer to either identify the required number of cells in 
advance, or consider it as a dependent variable. Another 
aspect of this research, which makes it easily portable into 
practice, is that it uses algorithms, which are available in 
many commercial software packages. For example, factor 
analysis can be performed on most statistical packages 
including SPSS, SPAD, XLSTAT, S-PLUS, and others. The 
proposed approach has been developed to address some 
deficiencies in the existing cell formation methods. It 
remains to be seen how this approach can be extended to 
address other issues highlighted in the literature. 
Although the present approach focuses on the 
compactness of formation solution only, it can readily 
accommodate other manufacturing information such as 
production volume, sequence and alternative routings. 
Extending the proposed approach to this direction is our 
interesting research perspective. 
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