In this paper we present results for the wave-vector dependent shear viscosity for a model atomic fluid with short ranged repulsive interactions computed by molecular dynamics simulations. It is shown that the data can be fitted to two different simple functional forms over a large density range, namely, a function composed of two Gaussian terms and a Lorentzian type function with a variable wave-vector exponent. The parameters of both functional forms are found to obey simple density dependencies. While the first functional form has the advantage that the inverse Fourier transform can be found analytically, the Lorentzian type function fits the wave-vector dependence better over the range of wave vectors and densities studied here. The results show that the real space viscosity kernel has a width of 2 to 3 atomic diameters. This means that the generalized hydrodynamic constitutive relation is required if the strain rate varies significantly over this distance, a situation commonly encountered for nanofluidic flows.
I. INTRODUCTION
It is well-known that Newton's law of viscosity breaks down when sufficiently large changes in the strain rate occur over a sufficiently small length scale, of the same order as the range of the intermolecular correlations ͓1-5͔. The local viscosity defined by Newton's law even exhibits singularities at points where the strain rate is zero ͓3,4͔. This means that the stress cannot be thought of as a local ͑or point͒ function of the strain rate. Therefore in the same way that every fluid must be regarded as viscoelastic, leading to a stress response that is nonlocal in time, the stress response of all fluids must also be regarded as being spatially nonlocal. In order to generalize the definition of the viscosity, Evans and Morriss ͓2͔, following the well-established ideas of generalized hydrodynamics ͓1,6,7͔ have proposed a nonlocal constitutive equation that allows for spatial and temporal nonlocality for a homogeneous fluid: where P xy ͑r , t͒ and ␥ ͑r , t͒ are the xy pressure tensor element and shear strain rate at position r and time t and ͑r − r , t − tЈ͒ is the nonlocal viscosity kernel. In the situation where the strain rate is constant in time and only varies with respect to the spatial coordinate y, Eq. ͑1͒ can, in the case of a homogeneous fluid, be written as P xy ͑y͒ = − ͵ −ϱ ϱ ͑y − yЈ͒␥ ͑yЈ͒dyЈ.
͑2͒
A constitutive equation of this form is expected to be necessary for the description of flow of a confined fluid, due to the large change in the strain rate with position in the vicinity of the walls ͓3͔. Conversely, it might be expected that the viscosity kernel could be obtained by first determining the stress and strain rate in a fluid that is confined to a narrow channel and then solving Eq. ͑2͒. However, even if the stress and the strain rate in the fluid are known the integral equation cannot be readily solved. To our knowledge only Zhang et al. ͓4͔ have attempted to extract a viscosity kernel by this method. In their work a confined fluid was subjected to planar Poiseuille flow and they were able to obtain data for an effective nonlocal viscosity kernel by assuming that the viscosity kernel was independent of position, i.e., ͑y , y − yЈ͒ = ͑y − yЈ͒.
This assumption is only strictly valid for spatially homogeneous fluids, so this approach is ultimately unsuitable for application to confined fluids. Furthermore, since the data analysis for a bounded system involves inverse Fourier transforms of truncated data, undesirable technical difficulties arise ͓5,8͔.
An obvious alternative to direct inversion of stress-strain rate data for a bounded system is to determine the viscosity kernel independently for an unconfined, homogeneous fluid over an appropriate range of temperatures and densities and then use the constitutive equation ͓Eq. ͑2͔͒ with appropriate boundary conditions to predict the flow profile for the confined fluid.
The aim of this work is to perform the first step in this process by extracting the exact homogeneous nonlocal viscosity kernel and parameterizing it in a form that is suitable for input into nanofluidic flow computations at the level of generalized hydrodynamics. We do this by performing extensive equilibrium ͑EMD͒ and homogeneous nonequilibrium molecular dynamics ͑NEMD͒ simulations. Since the domain is spatially homogeneous and since the data does not suffer from any truncation we overcome the problems faced previously. With the exact molecular dynamics results we wish to propose a satisfactory functional form for the nonlocal viscosity kernel in Fourier space that fits the data for a variety of state points which are found in a typical NEMD simulation of a confined fluid flow. This functional form must naturally have properties that allow an inverse transformation to the y-space viscosity kernel.
This paper is organized as follows: In Sec. II we describe the EMD and NEMD methods applied. In Sec. III we present the results and discuss the most applicable functional forms. In Sec. IV we draw our conclusions and make a few closing remarks.
II. METHODS

A. Equilibrium molecular dynamics
The zero shear rate limit of the wave-vector dependent viscosity can be calculated from the equilibrium correlation function of the transverse momentum density using wellknown relationships derived from the theory of generalized hydrodynamics ͓1,2͔. In principle, the wave-vector and frequency dependent viscosity could be computed from either the stress autocorrelation function or the transverse momentum density autocorrelation function ͓2͔. In the case of the transverse momentum density autocorrelation function, if we form the correlation function of the fluctuations in fluid velocity in the x direction having a velocity gradient in the y direction, the appropriate relationship is
where is the number density of the fluid and C͑k y , ͒ is the Laplace transform of the ensemble averaged transverse momentum density autocorrelation function C͑k y , t͒ which is defined as
The transverse momentum density is defined in terms of the atomic positions and momenta as
The zero time value of the canonical ensemble average of the transverse momentum density autocorrelation function in the thermodynamic limit is
In practice, the value of C͑k y , t =0͒ obtained from simulation differs slightly from the exact value given by this equation due to finite time averaging and the finite system size, which results in corrections of order ͑1/N͒. Therefore we use the simulated value of C͑k y , t =0͒ in calculations to ensure numerical consistency of the computed properties. The expression for the generalized shear viscosity in terms of the autocorrelation function of the shear stress is
where
L͗P xy ͑k y ,t͒P xy ͑k y ,0͒͘ ͑8͒
and L͓¯͔ denotes the complex Laplace transform ͑one-sided Fourier transform͒ L͓f͑t͔͒ = ͐ 0 ϱ f͑t͒e −it dt. In the zero wave-vector limit, if the fluid can be assumed to be isotropic, the viscosity can be expressed as an orientational average over the elements of the autocorrelation function of the symmetric traceless stress tensor as
͑0͒͘. ͑9͒
Equilibrium molecular dynamics simulations were performed on a system of particles interacting with the WeeksChandler-Andersen ͑WCA͒ potential energy function ͑a truncated and shifted form of the Lennard-Jones interaction͒ ͓9͔ at the temperatures and densities given in Table I with a time step of 0.004 reduced units. The transverse momentum density and stress autocorrelation functions were computed at wave vectors k n =2n / L where n =0, 2, 4, 6, 8, 10, 12, 14, 16, 18, and 20 and L = ͑N / ͒ 1/3 . The number of particles was N = 2048 for all systems except the highest density for each temperature, for which N = 2916, so as to keep the range of wave vectors roughly equal for all densities. After equilibration, a total of 2 ϫ 10 7 time steps were used to compute the correlation functions at each state point by ensemble averaging 20 runs, each of length 1 ϫ 10 6 steps, starting from independently equilibrated initial states. The transverse momentum density autocorrelation functions were computed at delay time intervals of 0.004 for 5000 delay time values and the stress autocorrelation functions were computed at 2500 delay time values, giving total delay times of 20 and 10 reduced time units, respectively. The correlation functions were then Laplace transformed with respect to time using Filon's rule ͓10͔, and the wave-vector and frequency dependent viscosities were calculated using Eqs. ͑3͒ and ͑7͒. Equation ͑3͒ was used to obtain the wave-vector dependent viscosity for nonzero wave vector and Eq. ͑7͒ was used to obtain the zero wave-vector viscosity, both at zero frequency.
B. Nonequilibrium molecular dynamics
The sinusoidal transverse force ͑STF͒ method is a nonequilibrium molecular dynamics technique for directly probing the response of a system to nonzero wave-vector velocity gradients ͓11͔. In the STF method, a time-independent, spatially sinusoidal external field is applied to the system in order to induce a spatially varying but time independent stress. From the stress response, the wave-vector dependent viscosity can be obtained. This provides us with an independent set of results that can be used to verify the results of the equilibrium time correlation function analysis, and it can also provide us with an indication of the range of validity of the assumption of a linear constitutive equation. The details of the implementation of the STF method have been described in detail earlier ͓2,11,12͔ and we will here only give a brief outline of the method. An unconfined fluid is subjected to an external sinusoidal force field, F x ͑y͒, in the x direction given by
where F 0 is the force field amplitude, k n =2n / L y is the wave vector of the excitation, L y is the length of the simulation box in the y direction, and the integer n =1,2,... is varied to control the wave vector of the external force field. In the limit of zero force field amplitude the streaming velocity obtained by solving the Navier-Stokes equations with the external force given by Eq. ͑10͒ takes the form u x ͑y͒ = ũ͑k n ͒sin͑k n y͒. For larger amplitudes, the linear constitutive equation is no longer valid, and it is found that more terms are needed in the Fourier series representation of u x ͑y͒. Therefore we will write the streaming velocity, the density, and the temperature as a Fourier sine series or Fourier cosine series:
where the number of terms is arbitrary, i.e., we allow any higher order modes to be excited in order to keep the treatment as general as possible. ũ x ͑k m ͒, ͑k 2m ͒, and T ͑k 2m ͒ are the Fourier coefficients in the three different series. Notice that the density and the temperature are expanded in even terms due to symmetry considerations ͓12͔. The pressure tensor element P xy ͑y͒ can be evaluated via the momentum conservation equation ͓13͔:
where we have assumed that the series converges uniformly to the function it represents. The integral is evaluated to
Substituting Eq. ͑15͒ into Eq. ͑14͒ may not be of considerable help since the cosine terms are mixed. However, expanding the series and doing a bit of bookkeeping leads to the following expression for the stress: This means that we can write the pressure tensor element as a Fourier cosine series:
where the Fourier coefficients are given by Eq. ͑16͒. Since the strain rate is here the only nonzero component of the velocity gradient tensor, ␥ ͑y͒ = ‫ץ‬u x / ‫ץ‬y, it is written as
From the linear constitutive equation and the convolution theorem we obtain the wave-vector dependent viscosity ͓2,14͔:
The external force field applied here is sufficiently small such that higher order modes in the streaming velocity and density profiles are not excited. This means that in the limit of zero strain rate the system is homogeneous and only the first term in Eq. ͑18͒ is nonzero, i.e.,
Recall that k n is the wave vector of the external field, see Eq.
͑10͒.
The simulation box contains 1700 WCA particles and the length in the y direction is L y = 17.61 in all simulations. The x and z dimensions are then changed to obtain the desired density 0 of the fluid. The system has periodic boundaries in all directions. For each state point, ͑T 0 , 0 ͒, we perform ten simulations each with a different external sinusoidal force field having wave vector k n =2n / L y where n =1, ... ,10. For each wave vector four simulations with different external field amplitudes, F 0 = 0.05, 0.1, 0.15, and 0.2, are used in order to extrapolate to zero strain rate. The sample average of five such extrapolations is presented and the error estimate is given as half the maximum difference.
The external force field will generate heat in the system and the thermostated equations of motion for the ith particle in the STF simulations are given by ͓12͔
where the thermostating multiplier is
r i is the position, p i is the particle laboratory momentum and F i is the force acting on particle i due to the interactions with other particles. Equation ͑22͒ is based on Gauss' principle of least constraint and fixes the zero wave-vector components to the desired zero wave-vector temperature T 0 and all other temperature modes to zero. The dynamics of the multipliers can be obtained using a simple Nosé-Hoover feedback ͓12͔:
where Q 0 , Q n , ... ,Q N are the Nosé-Hoover coupling strengths and are set to 10 in all simulations and T ͑k 2m ͒ are the Fourier coefficients given in Eq. ͑13͒. These coefficients are found at each time step by a linear fit of the temperature data, obtained applying the method described in Ref. ͓3͔, to Eq. ͑13͒ using N = n + 5. Equivalently, at each time step the Fourier coefficients in Eqs. ͑11͒ and ͑12͒ are evaluated by fitting them to density and streaming velocity data.
III. RESULTS AND DISCUSSION
In Fig NEMD results coincide within the statistical error. The data have unsuccessfully been fitted to numerous one parameter functional forms and we therefore turn to functions having two or three fitting parameters. In Fig. 1 the best fits of the data to a two term Gaussian function
are also included. In order to measure the magnitude of the residuals we use the residual standard deviation defined as
where N s is the number of data points, N p is the number of fitting parameters, and r is the residual. The average residual standard deviation of the EMD and NEMD simulations are also shown in each figure. In Fig. 1 we have used 0 , 1 , 2 , and A as fitting parameters using the value of 0 obtained from the EMD as the initial value for the zero frequency viscosity in the iterative curve fitting procedure. This then gives an accurate estimate of 0 . This value is then kept fixed allowing 1 , 2 , and A to be fitting parameters. In Table I we have listed all 0 for every state point used. The fits of the NEMD data in Fig. 1 are extrapolated to higher wave vectors for comparison with the EMD data, and it is observed that the fit does not extrapolate well. To this end we have fitted the data to a Lorentzian type functional form: Figure 2 shows the same data as in Fig. 1 , but where the data are fitted to Eq. ͑26͒. While there exists little difference in the residuals, the Lorentzian type functional form extrapolates to high values of wave vector better than the Gaussian form.
In order to compare the kernels for the different state points, the normalized EMD data are plotted in Fig. 3 for = 0.375, 0.450, and 0.685. Also shown is the best fits of Eq. ͑26͒. We see that for lower densities the kernel is, relatively, more flat for small wave numbers. However, for k n Ͼ 5 the different kernels show similar behavior and the limiting behavior is the same.
The parameters in the two functional forms are functions of temperature and density. The density dependencies of 1 , 2 , and A in Eq. ͑24͒ are shown in Fig. 4 . From this figure it is seen that 1 follows a power law and 2 and A are almost constant within the statistical error with an average value of 2 Ϸ 4.7 and A Ϸ 0.5. The parameter values used are the average of the values obtained from the EMD and NEMD data. The fact that A Ϸ 0.5 shows that the two terms in Eq. ͑24͒ are equally weighted and it can be written as a two parameter function:
Figure 5 suggests that ␣ is an exponentially decreasing function of density, whereas ␤ shows a simple linear increase with increasing density. That is 
where a n and b n ͑n =1,2,3͒ are functions of the temperature. See also the figure captions in Figs. 4 and 5. It is important to note that even though the temperature has a great impact on the parameters, the resulting kernels vary only slightly with the two temperatures chosen here. The fitted parameter values for the different state points are all listed in Table I . It is possible to compare our results for the wave-vector dependent viscosity with the results previously obtained by Alley and Alder ͓7͔ for a hard sphere fluid. For this purpose, we must first find the approximate hard sphere diameter of our WCA atoms. Using the approximate formula for the Barker-Henderson equivalent hard sphere diameter given by Verlet and Weis ͓15͔, we find d BH = 1.0266 at T = 0.726. A similar calculation of the equivalent hard sphere diameter using the WCA criterion ͓15͔ gives slightly density dependent values of 1.0269, 1.0267, 1.0264, and 1.0249 at densities of 0.374, 0.438, 0.485, and 0.698, respectively. If the hard sphere packing fraction is calculated using the WCA hard sphere diameter, we find that at a density of 0.438, our packing fraction ͑ = 0.248͒ matches almost identically the packing fraction of Alley and Alder's V / V 0 =3, = 0.247 system. The two data sets are compared in Fig. 6 together with an extrapolated fit of Eq. ͑26͒ to our EMD data. This plot shows that despite the difference between the interaction potentials, our results are very close to those of Alley and Alder. This confirms the expectation that the hard sphere model is an excellent reference point for dense liquid properties that depend on the liquid structure. The two functions that we have used to represent our data, Eqs. ͑27͒ and ͑26͒, have fundamentally different behavior at small wave vector. The sum of Gaussians will always have a Taylor series expansion in the small wave-vector limit, but the Lorentzian type function will be nonanalytic for k n =0, thereby rendering a Taylor expansion impossible. It is interesting to note in this context that a nonanalytic wave-vector dependence of the Navier-Stokes transport coefficients has been theoretically predicted by Keyes and Oppenheim ͓16͔. On the other hand, the Burnett expansion predicts analytic behavior of the wave-vector dependent viscosity ͓16͔.
The best available theoretical predictions of the wavevector dependent viscosity are based on mode-coupling theory ͓17,18͔. While this theory improves on generalized Enskog theory ͓19͔, it does not achieve quantitative agreement with computer simulation data ͓7͔. Furthermore, the main focus of the theory is the prediction of the momentum density autocorrelation function, which is found by an iterative numerical solution of a system of nonlinear equations. This does not result in analytical expressions for the correlation functions or the wave-vector dependent transport coefficients, which are the focus of the present study. The existing phenomenological memory-function treatments of generalized hydrodynamics also focus on the development of approximate expressions for the correlation functions rather than the spatially nonlocal transport coefficients. Therefore in the absence of guidance from theory, we have taken a pragmatic approach and simply proposed functional forms that provide a good fit to the data with a minimal number of free parameters, and that can easily be inverse transformed to the spatial domain.
We expect the kernel in the physical y space to be an even function since it is symmetric about the origin. This means that it can be found via an inverse Fourier cosine transform, F c −1 ͓¯͔ of the kernel:
͑30͒
It can be shown that the inverse Fourier cosine transform of Eq. ͑27͒ exists ͓20͔ and it is even possible to obtain an analytical expression, namely
While it can be shown that the function given in Eq. ͑26͒ fulfills the criteria for having an inverse Fourier transform L ͑y͒ ͑i.e., the function is absolutely integrable and square integrable and the function and its derivative are piecewise continuous͒, the integral in Eq. ͑30͒ is not readily obtained analytically in the general case. However, the integral can be evaluated numerically by a simple Simpson or trapezoid method. We have also applied the Lado method ͓21͔ to improve the numerics, but without any measurable increase in the precision. Figure 7 shows the resulting kernels in y space for T 0 = 0.765 extracted from the two different functional forms, Eqs ͑26͒ and ͑27͒, and where the parameter fits have been used. For small y there exists a considerable difference between the kernels. This discrepancy decreases rapidly as can be seen in Fig. 8 , where the difference between the two kernels, ⌬͑y͒ = L ͑y͒ − G ͑y͒, is shown for = 0.685. At y = 0 the difference is around 17% but becomes zero for y ജ 1.0.
It is important to stress that the local effective viscosity 0 is obtained by integrating the nonlocal viscosity over y, i.e., for G ͑y͒:
͓ 1 e −͑ 1 y͒ 2 /2 + 2 e −͑ 2 y͒ 2 /2 ͔dy = 0 .
͑32͒
Since an analytical expression for L ͑y͒ does not exist we evaluate the integral numerically and we present numerical results from both functional forms in Table II . It is seen that error connected with the numerical integration is less than 2% comparing the zero frequency, zero wave-vector shear viscosities listed in Table II . As mentioned above, it is not possible to analytically obtain the inverse Fourier transform for the general form of Eq. ͑26͒. However, for ␤ = 2 it reduces to a standard Lorentzian function, which has an inverse transform that is an exponentially decreasing function of the absolute value of y, i.e., the function features a cusp at y = 0. This means that, in general, the derivative of the kernel in y space obtained through the Lorentzian type functional form does not exist for y = 0 and a Taylor expansion of the real space viscosity kernel around the origin is not possible. In wave-vector space, of the two functional forms considered here, only the Gaussian form for the wave-vector dependent viscosity possesses a Taylor expansion about the zero wave vector. This is a useful property if the strain rate field only contains low spatial frequency components.
IV. CONCLUSION
We have computed the wave-vector dependent viscosity for a simple WCA model atomic fluid at a number of different state points. Our results agree almost precisely with previous results found by Alley and Alder ͓7͔ for hard sphere fluids. The results show that two relatively simple functional forms fit the data well-a sum of two Gaussians and a modified Lorentzian-type function with a variable wave-vector exponent in the denominator. The first of these has the advantage that an analytical expression can be found for the inverse Fourier transform to the spatial domain, whereas this is not generally possible for the second function. On the other hand, the Lorentzian-type function fits the data better at large values of the wave vector. The parameters of both functional forms has been shown to vary systematically with density, and simple expressions for their density dependence have been proposed.
The results show that in the spatial domain, the viscosity kernel has a width of roughly 2 to 3 molecular diameters. This means that the generalized viscosity must be used in order to correctly compute the velocity profile in systems where the strain rate varies significantly over a distance of 2 to 3 molecular diameters. In work currently in progress, we intend to use the viscosity kernel that we have obtained to predict the velocity profile of the same simple fluid undergoing planar Poiseuille flow in a channel of width less than 10 molecular diameters, where the strain rate has previously been shown to vary significantly.
Although our results have been obtained for an atomic fluid, we expect that similar methods could be used to study the nonlocal viscosity kernel for more complex molecular fluids. This nonlocal viscosity kernel could then be used to predict the velocity profile for nanoconfined flows of the corresponding molecular fluid. However, this is expected to be a far more complex problem than it is for a simple atomic fluid. In the atomic case, the viscosity kernel will vary with position due to the density variations in the confined fluid. For the molecular fluid, we must also consider the variation of the viscosity kernel with confinement-induced variations in molecular deformation, rotation, and alignment ͓23͔. Investigations into these effects are currently underway.
