Abstract-Many problems in dynamic data driven modeling deals with distributed rather than lumped observations. In this paper, we show that the Monge-Kantorovich optimal transport theory provides a unifying framework to tackle such problems in the systems-control parlance. Specifically, given distributional measurements at arbitrary instances of measurement availability, we show how to derive dynamical systems that interpolate the observed distributions along the geodesics. We demonstrate the framework in the context of three specific problems: (i) finding a feedback control to track observed ensembles over finite-horizon, (ii) finding a model whose prediction matches the observed distributional data, and (iii) refining a baseline model that results a distribution-level prediction-observation mismatch. We emphasize how the three problems can be posed as variants of the optimal transport problem, but lead to different types of numerical methods.
I. INTRODUCTION
In traditional systems theory, modeling and control synthesis assumes the availability of measurements in the form of vector signals or trajectories observed over time. However, in many applications, observations are not lumped variables, rather they are distributed over spatial dimensions. For example, in Nuclear Magnetic Resonance (NMR) spectroscopy and Imaging (MRI) applications, the measurement variable is magnetization distribution [1] , since sensing individual magnetization states of the order of Avogadro number 6 × 10 23 , remains a technological limitation. On the other hand, in process industry applications like paper-making [2] , measurement and control of distributions are motivated by the design choice of tracking desired fibre length and filler size distributions.
Another motivation to consider modeling, identification and control problems in the distributional setting, comes from the recent proliferation of cyberphysical systems resulting information deluge or "big data". With the abundance of data, it becomes imperative to seek constructive algorithms that can lead to better phenomenological models or better controllers, specially in the presence of parametric uncertainties and lack of understanding of the first-principle physics. The objective of this paper is to introduce a framework, grounded on the theory of optimal transport [3] , to generate models that track distributional observations over finite horizon.
A. Related Work
The idea of density control is not new in the control literature. Previous works [4] , [5] dealt with asymptotic density shaping, meaning the feedback controls were found Abhishek Halder and Raktim Bhattacharya are with the Department of Aerospace Engineering, Texas A&M University, College Station, TX 77843, USA, {ahalder,raktim}@tamu.edu Fig. 1 . The schematic of Problem 1, where a sequence of joint PDFs η j of the output vector y j are given at times t j , j = 0, 1, . . . , M . The objective is to find dynamical systems S j+1 : y j → y j+1 , over each horizon [t j , t j+1 ).
so that the desired probability density function (PDF) coincides with the stationary PDF of the closed-loop dynamics. Similar ideas predate in terms of covariance control [6] . The framework presented in this paper differs from the existing literature in that we track the distributions observed over finite horizons, and the time instances of distributional measurement availability need not be equi-spaced. The question then becomes: "over any given horizon, what needs to be done at the realization level trajectory dynamics, such that we track the observations at the ensemble level in some optimal sense?" The optimal transport theory allows us to achieve finite-time distributional tracking while guaranteeing that minimum amount of work is done over each horizon.
B. Notations
The symbol denotes push-forward of a probability measure. ker (.) and Im (.) refer to the kernel and image of a linear operator, respectively. The symbol "Id" denotes identity vector map of appropriate dimension. The notation x ∼ ρ means that the random vector x has the joint PDF ρ (x). Furthermore, ∇ denotes the gradient operator, and det (·) refers to determinant of a matrix. The symbol Hess (·) stands for the Hessian. The superscript refers to optimality, while the superscript † refers to the Moore-Penrose pseudoinverse of a matrix. The notation I denotes the identity matrix, N (µ, Σ) denotes Gaussian PDF with mean µ and covariance Σ, U (·) denotes uniform PDF.
C. Problem Formulation
We consider a sequence of time instances {t j } M j=0 , when the measurement vector y (t) ∈ R d is recorded as a sequence of PDFs {η j η (y (t j ) , t j )} M j=0 . If we introduce y j y (t j ), then we have y j ∼ η j . The general problem statement can now be stated as follows (see Fig. 1 ).
Problem 1
For each interval [t j , t j+1 ), find a dynamical system S j+1 : y j → y j+1 that minimizes the total transportation cost R 2d
To understand the problem, let dm j→j+1 ρ (y j , y j+1 ) dy j dy j+1 , which is the differential mass over the product space R 2d . If the cost per unit mass equals squared Euclidean distance
, then (1) denotes the total cost to transport the density η j to η j+1 , while preserving mass (since both η j and η j+1 are PDFs). Notice that the total cost depends on the choice of the PDF ρ (y j , y j+1 ) supported over R 2d , that dictates the transportation policy, and hence S j+1 . However, finding the joint PDF ρ (y j , y j+1 ) with given marginals η j and η j+1 , is not unique. Thus, we seek to find that transportation policy or joint PDF ρ (y j , y j+1 ), which is the minimizer of the total transportation cost (1) .
Notice that Problem 1 is rather generic in the sense, it does not impose any structural constraint on the dynamical system S j+1 to be determined. In the context of dynamic data driven modeling, we are interested in three variants of Problem 1, stated next.
Problem 1.1 (Finite Horizon Feedback Control of Output PDFs)
Solve Problem 1 with pre-specified control structure on S j+1 (e.g. affine or non-affine, linear or nonlinear) by finding the state or output feedback control u (·).
Remark 1: Notice that Problem 1.1 is more specific in the sense that although S j+1 could be found by solving Problem 1, additional conditions may be necessary for feedback control u (·) to exist that satisfies the desired control structure.
Problem 1.2 (Data Driven d
th Order Modeling) Solve Problem 1 with no a priori knowledge about S j+1 other than the type of temporal dependence in [t j , t j+1 ) (e.g. continuous-time flow or discrete-time map).
Remark 2:
The order of modeling/identification is same as the dimension (d) of the output vector. This is helpful in practice since d is usually much less than the dimension of the true state space. In other words, the model (ODE or map) will be over the outputs, thus naturally resulting reduced order models.
Problem 1.3 (Model Refinement)
Solve Problem 1 with S j+1 as an instantaneous map, the source PDF η j as the nominal model prediction, and the target PDF η j+1 as the true measurement. Here η j and η j+1 are given at the same physical time. The refined model is a composition of S j+1 with the output map of the model.
Remark 3:
In Problem 1.3, t ∈ [t j , t j+1 ) refers to a synthetic notion of time. In the context of refinement problem, the physical time stays zero order hold for each time-horizon in Fig. 1 .
D. Organization of the Paper
This paper is structured as follows. In Section II, the necessary background on optimal transport theory is given. In particular, we connect different formulations of optimal transport with the different dynamic data driven modeling problems described in the previous subsection, and show how they lead to different types of numerical solutions. Next, using the ideas from Section II, we discuss Problem 1.1, 1.2 and 1.3 in Sections III, IV and V, respectively. To illustrate the solution methodology, analytical and numerical results are provided for example problems. Section VI concludes the paper.
II. BACKGROUND ON OPTIMAL TRANSPORT A. Primal Formulation
In the theory of Monge-Kantorovich optimal transport [3] , one defines a distance, called Wasserstein distance, between two given PDFs ρ and ρ, that measures the shape difference between them.
Definition 1: (Wasserstein distance) The L 2 Wasserstein distance of order 2 (henceforth referred simply as Wasserstein distance W ), between two d-dimensional random vectors y ∼ ρ, and y ∼ ρ, is defined as
where the E [·] is taken with respect to the joint PDF (y, y) that makes the cost function achieve the infimum. The symbol P 2 (ρ, ρ) denotes the set of all joint PDFs supported over R 2d , having finite second moments, whose first marginal is ρ, and second marginal is ρ.
Remark 4: From (2), notice that W 2 is nothing but the minimum mean square error (MMSE) between two random vectors, and is equal to the least transportation cost (1).
Remark 5: In (2), the cost function
and the constraints:
, (y, y) ≥ 0, are linear in the function . Hence, computing W from (2) requires solving an infinite-dimensional linear program. As stated in Section I.C, the infimizer results the optimal transportation plan.
Remark 6: The infinite dimensional LP (2) can be solved by directly discretizing the problem in terms of the samples of the constituent PDFs (see [7] , [8] ). As shown in the first row of Table I , this results a large scale finite dimensional LP, whose solution provides a consistent approximation [3] of the true solution (of the infinite dimensional LP).
B. Variational Formulation for Optimal Transport Map
Instead of solving (2), one could directly solve for the the optimal transport map β :
, subject to ρ = β ρ. (4) Remark 7: Since there are infinite ways to morph ρ to ρ, (4) looks for an optimal push-forward map β (·) that would require minimum amount of transport effort among all possible push-forward maps β (·). Then the map β (·) characterizes the optimal transport of Problem 1.
Remark 8: In a seminal paper [9] , Brenier proved the existence and uniqueness of β (·). Further, his polar factorization theorem [9] proved that the unique vector function β (·) can be written as a gradient of a scalar function, i.e. β = ∇ψ. Furthermore, the scalar function ψ is convex. The optimal transport map β is also known as the Brenier map.
Remark 9: Although the cost function in (4) is quadratic in β (·), the push-forward constraint is nonlinear and nonconvex in β (·). Thus, a direct numerical optimization is not straight-forward. As shown in the second row of Table I , [10] used the fact that β (·) is curl-free, to formulate a regularized sequential quadratic program (SQP) to solve (4) as
where
C. PDE Formulation for Optimal Transport Map
From Remark 8, we can substitute β = ∇ψ in the pushforward constraint c (β) = 0. Then it follows that ψ must solve
This is a second order, nonlinear, stationary, elliptic PDE, known as the Monge-Ampère equation, to be solved for ψ as a function of y. In principle, if we can solve (6), then ∇ψ would solve Problem 1. However, as mentioned in the third row of Table I , numerically solving the PDE (6) remains a research challenge.
D. Benamou-Brenier Space-time Variational Formulation
Benamou and Brenier proposed [12] a dynamic reformulation of the static optimization problem (4) by introducing a synthetic notion of time, which we denote as s ∈ [0, τ ]. Their main result is that the spatial optimization problem (4), is equivalent to solving the following space-time optimization problem:
subject to ∂ϕ ∂s
Remark 10: It is important to understand the meaning of solving the optimization problem (7)- (8) . Notice that the spatial and temporal integrals in the cost function can be interchanged. Thus, if we fix s, then the cost is the instantaneous kinetic energy of the ensemble during transport, where each sample moves according to the deterministic ODE d ds y = v ( y(s), s), corresponding to the Liouville PDE [13] ∂ϕ ∂s + ∇ · (ϕv) = 0, appearing in the constraint. Hence, the cost function in (7) is equal to the total kinetic energy up to time τ . Consequently, W 2 equals total work done during the transport process. The optimization is over a pair of vector field v and joint PDF ϕ, and is convex in both.
Remark 11: It can be shown [3] that the minimizing vector field v ( y, s) in the above optimization problem, is a pressureless potential flow. In other words, v ( y, s) = ∇φ ( y, s), where the scalar function φ ( y, s) solves the Hamilton-Jacobi equation
Remark 12: In p. 384 of [12] , using Legendre transform, (7)-(8) was further converted to a saddle point optimization problem, which was numerically solved using the augmented Lagrangian technique. Recently, an improved numerical method to solve (7)-(8) has been proposed [14] via proximal operator splitting. We will use this technique in Section IV for numerical simulations.
III. FEEDBACK CONTROL FOR FINITE-HORIZON DENSITY TRACKING
In this Section, we consider Problem 1.1 under prespecified control structures. For brevity, we only consider the case when S j+1 has discrete-time LTI state dynamics, and the state PDFs are prescribed Gaussians.
A. Linear Gaussian PDF Control in Discrete Time
Consider a linear system x j+1 = Ax j + Bu j , x j ∈ R d , u j ∈ R m , with a sequence of Gaussian PDFs η j = N (µ j , Σ j ), j = 0, 1, . . . , M . The objective is to find state feedback u j u (x j ) over each time interval ∆t j [t j , t j+1 ), such that x j ∼ η j = N (µ j , Σ j ), while guaranteeing minimal transportation cost (1) . Using the idea of Section II.B, we transcribe the problem of finding optimal control u j to that of finding the optimal transport map (a.k.a. Brenier map) β j : x j → x j+1 , where β j β (x j ) is given by optimization problem (7)- (8) discretization in [14] subject to the constraints (C1) x j ∼ η j , (C2) β (x j ) ∼ η j+1 , and (C3) η j+1 = β η j . Then we have the following result.
Theorem 1: (See arXiv:1402.1697 for proof) Consider the discrete-time Gaussian PDF control problem under LTI structure, i.e. in Fig. 1 , let η j = N (µ j , Σ j ), where ker (Σ j )∩ Im (Σ j+1 ) = {0}. Further, let S j+1 be given by the discretetime LTI structure: x j+1 = Ax j + Bu j , ∀j = 0, 1, . . . , M . Then the state feedback u j u (x j ) that minimizes the transportation cost (1), has the following properties.
1) The optimal state feedback, if exists, must be affine.
2) Optimal state feedback u j exists iff (Γ j − A) , γ j ∈ ker I − BB † , where
Σj+1, (11)
3) If exists, then the optimal state feedback is given by the pair (K j , κ j ), i.e. u j = K j x j + κ j , where
for arbitrary real matrixvector pair (R, r) of appropriate dimensions. 4) If B is full rank, then the optimal state feedback is unique, and is given by
In this Section, we consider Problem 1.2, namely interpolating observed distributional data by identifying dynamical models over each finite horizon, in the absence of a priori structural knowledge (unlike Problem 1.1) about the models. The only choice the modeler can make is to decide whether a discrete-time or continuous-time model is apt. Once this choice is made, a deterministic trajectory-level model is desired that satisfies the two point boundary value problem in the output PDF level, at the beginning and end of the horizon length.
To illustrate how optimal transport ideas can befit here, we work out an example problem. Since the discrete-time Gaussian modeling problem can be dealt similar to Section III.A, we choose a continuous-time non-Gaussian scenario.
Example 1: Consider the case when the true dynamics is given by the Duffing oscillatoṙ
where α = 1, β = −1, δ = 0.5. One can verify that for these values of the parameters α, β, δ, the dynamics (13) has three equilibria: (0, 0), ± −β α , 0 . Linear stability analysis tells that the origin is a saddle node while the remaining two equilibria are stable foci. We use (13) only to generate synthetic data and assume that the knowledge of this true vector field is unavailable to the modeler. To generate the true distributional PDFs, we assume that the initial joint state PDF ξ 0 (
2 . We generate 500 samples from this uniform PDF, and evaluate them at ξ 0 . Starting from these samples, we evolve the joint state PDF ξ (x 1 (t), x 2 (t), t) subject to (13) by solving the Liouville PDE ∂ξ ∂t + ∇ · (ξf ) = 0, where f (x 1 , x 2 ) is the Duffing vector field. We perform this uncertainty propagation by solving the method-of-characteristics ODE corresponding to the Liouville PDE [13] . This procedure results scattered colored data (Fig. 2) at every time t j , j = 1, 2, . . . , 10, where the location of the samples are determined from the dynamics while the color value at a sample location indicates the exact (unlike Monte Carlo histograms) joint PDF value at that sample location, at that time. Since y = {x 1 , x 2 } , hence , where j = 1, 2, . . . , 10.
Let Fig. 2 be the distributional data akin to Fig. 1 , observed by the modeler. A continuous-time model is sought over each horizon: t ∈ [t j , t j+1 ). To solve this problem, we employ the Benamou-Brenier space-time optimization formulation described in Section II.D, resulting a vector field v j (x 1 (t), x 2 (t), t) per horizon, which solves the two point Liouville boundary value problem (guaranteeing endpoint PDF matches) while incurring minimum amount of work over each [t j , t j+1 ). For this purpose, we take the two end point scattered data representation of η j and η j+1 , and interpolate the data over a regular grid, followed by DouglasRachford proximal operator splitting algorithm [14] to solve the ensuing non-smooth convex optimization (7)- (8), resulting the vector field v j (x 1 (t), x 2 (t), t). Fig. 3 shows the gridded observed PDFs and the intermediate PDF reconstructions for (t 1 , η 1 ) → (t 2 , η 2 ), superimposed with their respective Benamou-Brenier vector fields (black arrows). In Fig. 4 , we compare the PDF transportation paths for t ∈ [t 1 , t 2 ) in W , for the true Duffing dynamics (13) and the optimal transport dynamics. In view of Remark 11, this plot shows that unlike the Brenier-Benamou gradient vector field, (13) does not result into geodesic PDF transport. This is not surprising,
Duffing vector field has non-zero vorticity everywhere except x 1 = 0, thus causing a clockwise rotational flow that requires more transportation effort than what could be achieved by a gradient flow.
V. MODEL REFINEMENT
In this Section, we consider Problem 1.3, namely refining a baseline model against experimental data. We first formulate the model refinement problem as that of finding the optimal transport map introduced in Section II.
A. General formulation
We formulate the model refinement problem (Fig. 5) as the natural successor of the distributional model validation formulation proposed in [7] , [8] . In the validation problem, Fig. 3. (a) The gridded PDFs η 1 and η 2 ; (b) The background color (red = high, blue = low) shows optimal transport reconstructions for PDF η (t), t ∈ [t 1 , t 2 ), superimposed with Benamou-Brenier vector field v 1 (black arrows). The interval [t 1 , t 2 ) was subdivided into 60 divisions, denoted by the index s above, i.e. s = 0 ⇔ t 1 , s = 60 ⇔ t 2 . Notice that the vector field vanishes at t 2 . the model predicted output PDF η is compared with the experimentally observed output PDF η, at each instance of measurement availability t j , j = 0, 1, . . . , M , and an inference is made by looking at the prediction-observation gap quantified via W (t j ). The key insight behind our refinement formulation is that usually there is no specific requirement on the structure of the refined model, as long as we can make the refined dynamics track the observed output PDFs. This provides us the freedom to formulate the model refinement problem over the model's output map while keeping the model's state equation intact. To make the ideas precise, we give the refinement problem statement for a model whose output map is given by y = h ( x), where x and y are modelpredicted state and output vectors.
B. Problem Statement: Transcribing Model Refinement Problem as Finding Optimal Transport Map
At t = t j , let us introduce y − j y j , and denote h − (·) h (·). We want to find the Brenier map β j (·) for updating the predicted output, i.e. y + j = β j y − j , where y + j ∼ η j and y − j ∼ η j . In other words, find β j (·) such that η j = β j η j . Clearly, this problem is underdetermined since there are many ways to morph η j to η j . Then we must look for an optimal push-forward map β j (·) that would require minimum amount of transport effort among all possible push- forward maps β j (·), i.e. we solve (4) . Once β j (·) has been found, the refined model is given by augmenting the model's state equation with the new output map:
Example 2: (Refining Linear Model against Gaussian Measurements) Let the true data being generated by the discrete-time LTI system x j+1 = Ax j , y j = Cx j , that is unknown to the modeler. The proposed model is x j+1 = A x j , y j = C x j , where the Schur-Cohn stable matrices A and A are given by 
Starting from the initial Gaussian state PDF ξ 0 = N (µ 0 , P 0 ) with µ 0 = {1, 3} , P 0 = 10 6 6 7 , we refine (Fig. 6 ) the model at three instances of measurement availability: j = 1, 2, and 3.
VI. CONCLUSIONS
In this paper, we argued that many problems in dynamic data driven modeling lead to distributional observation, either in natural stochastic sense, or in the sense of concentration. We showed how the optimal transport theory can offer a disciplined approach to solve such problems like finite horizon feedback control of PDFs, data-driven reduced-order modeling, and refining a baseline model.
