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SALEM NUMBERS AND ARITHMETIC HYPERBOLIC GROUPS
VINCENT EMERY, JOHN G. RATCLIFFE AND STEVEN T. TSCHANTZ
Abstract. In this paper we prove that there is a direct relationship between
Salem numbers and translation lengths of hyperbolic elements of arithmetic
hyperbolic groups that are determined by a quadratic form over a totally real
number field. As an application we determine a sharp lower bound for the
length of a closed geodesic in a noncompact arithmetic hyperbolic n-orbifold
for each dimension n. We also discuss a “short geodesic conjecture”, and prove
its equivalence with “Lehmer’s conjecture” for Salem numbers.
1. Introduction
1.1. Salem numbers and translation lengths. In this paper, a Salem number
is a real algebraic integer λ > 1 that is conjugate to λ−1 and whose remaining
conjugates lie on the unit circle. We denote by degλ the degree of the minimal
polynomial of λ. Note that we allow degλ = 2 (which occurs exactly when λ+λ−1 ∈
Z).
Salem numbers occur in many areas of mathematics (see the surveys [8] and [21]).
In this paper, we show that Salem numbers are directly related to the translation
lengths of hyperbolic elements of an arithmetic hyperbolic group of the simplest
type. Our main results are Theorems 1.1 and 1.6 below which sharpen and gener-
alize to all dimensions results obtained by T. Chinburg, W. Neumann and A. Reid
in dimension 2 and 3 (see [17, § 4]).
Let Hn be the hyperbolic n-space, and Isom(Hn) its group of isometries. An
element γ ∈ Isom(Hn) is hyperbolic if there is a unique geodesic L in Hn, called the
axis of γ, along which γ acts as a translation by a positive distance ℓ(γ) called the
translation length of γ. If Γ ⊆ Isom(Hn) is a lattice, then most of the elements of
Γ are hyperbolic. Among arithmetic lattices Γ ⊆ Isom(Hn), those defined in terms
of an admissible quadratic form over a totally real number field K are said to be
of the simplest type (see § 2.3). In this case, Γ is defined over K.
We introduce the following notation: Γ(2) is the subgroup of Γ generated by the
squares of elements of Γ (it is of finite index in Γ). For K ⊆ C a number field
and λ ∈ C an algebraic number, degK(λ) will denote the degree [K(λ) : K]. In
particular, we have degQ(λ) = deg λ.
Theorem 1.1. Let Γ ⊆ Isom(Hn) be an arithmetic lattice of the simplest type
defined over a totally real number field K. Let γ be a hyperbolic element of Γ,
and let λ = eℓ(γ). If n is even or γ ∈ Γ(2), then λ is a Salem number such that
K ⊆ Q(λ+ λ−1) and degK(λ) ≤ n+ 1.
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Conversely, if λ is a Salem number, and K is a subfield of Q(λ + λ−1) such
that degK(λ) ≤ n + 1, then there exist an arithmetic lattice Γ ⊆ Isom(Hn) of the
simplest type defined over K and a hyperbolic element γ in Γ such that λ = eℓ(γ).
Note that we have degλ = 2 in Theorem 1.1 only if K = Q. See Theorem 1.6
below for a result without the assumption γ ∈ Γ(2) for n odd. Theorem 1.1 has the
following corollary with no restriction on dimension.
Corollary 1.2. Let λ be a Salem number. Then for each integer n ≥ 2, there exist
an arithmetic lattice Γ ⊆ Isom(Hn) of the simplest type defined over Q(λ + λ−1)
and a hyperbolic element γ of Γ such that λ = eℓ(γ).
The set Sd of all Salem numbers of degree d has a least element (see Lemma 3
of [8]). All non-cocompact arithmetic lattices in Isom(Hn) are arithmetic lattices
of the simplest type defined over Q [14]. For each even integer n ≥ 2, let
bn = min{logλ : λ is a Salem number with degλ ≤ n}.
The next corollary follows from Theorem 1.1 and a sharp example for n = 2.
Corollary 1.3. If Γ ⊆ Isom(Hn) is a non-cocompact arithmetic lattice, with n
even, and C is a closed geodesic in Hn/Γ, then length(C) ≥ bn, and this lower
bound is sharp for each even n ≥ 2.
Let λm,ℓ be the ℓth largest Salem number of degree m. The Salem numbers
λm,1 for m ≤ 10 are listed in [13] and decrease as m increases. We conclude that
bn = log(λn,1) for n ≤ 10. The smallest known Salem number is Lehmer’s number
λ10,1 = 1.1762808182 . . . . The values of λm,1 for m ≤ 54 have been determined
[16], and so
b10 = b12 = · · · = b54 = 0.1623576120 . . . .
For fixed m ≤ 24, lists of the first few {λm,1, λm,2, . . . } can be found in [15].
1.2. Lehmer’s problem. “Lehmer’s problem” refers to the question whether the
Mahler measure of an irreducible noncyclotomic polynomial in Z[x] can be arbi-
trarily closed to 1. It is largely believed that the answer is “no”, and that Lehmer’s
number λ10,1 realizes the smallest possible value (see [21, § 2] and the survey [20]).
A weaker formulation is the following conjecture.
Conjecture 1.4. Lehmer’s number λ10,1 is the smallest Salem number.
By an arithmetic hyperbolic orbifold we mean a quotient Hn/Γ, with Γ ⊆
Isom(Hn) an arithmetic lattice (in particular, such a quotient has finite volume).
Since non-cocompact arithmetic lattices Γ ⊆ Isom(Hn) are all of the simplest type
defined over Q, it follows directly from Theorem 1.1 that Conjecture 1.4 is equiva-
lent to the following.
Conjecture 1.5. The minimal possible length of a closed geodesic in a noncompact,
arithmetic, even-dimensional, hyperbolic orbifold is b10 = log(λ10,1).
Conjecture 1.5 is a variation of the classical “short geodesic conjecture”, which
predicts that there is a minimal length amongst closed geodesics on arithmetic
hyperbolic surfaces (see [8, Conjecture 11]). The formulation in Conjecture 1.5
differs from this classical version in the sense that it fixes the field of definition to
be Q, and allows arbitrarily large dimensions.
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Note that Theorem 1.1 also suggests – together with Conjecture 1.4 – that
1
2 log(λ10,1) is a lower bound for the length of a closed geodesic on any arithmetic
hyperbolic n-orbifold of the simplest type, with n odd. We will discuss again the
specific case of those orbifolds that are non-compact in Conjecture 1.9 below.
1.3. Square-rootable Salem numbers. Let λ be a Salem number, let K be a
subfield of Q(λ + λ−1), and let p(x) be the minimal polynomial of λ over K. We
say that λ is square-rootable over K if there exist a totally positive element α of K
and a monic palindromic polynomial q(x), whose even degree coefficients are in K
and whose odd degree coefficients are in
√
αK, such that q(x)q(−x) = p(x2).
Theorem 1.6. Let Γ ⊆ Isom(Hn) be an arithmetic lattice, with n odd, of the
simplest type defined over a totally real number field K. Let γ be a hyperbolic
element of Γ, and let λ = e2ℓ(γ). Then λ is a Salem number which is square-
rootable over K.
Conversely, if λ is a Salem number and K is a subfield of Q(λ+λ−1), and n ≥ 3
is an odd integer with degK(λ) ≤ n+1, and λ is square-rootable over K, then there
exist an arithmetic lattice Γ ⊆ Isom(Hn) of the simplest type defined over K and a
hyperbolic element γ in Γ such that λ
1
2 = eℓ(γ).
Any Salem number λ is square-rootable over Q(λ + λ−1), and so Theorem 1.6
implies the next Corollary, which improves Corollary 1.2 in odd dimensions.
Corollary 1.7. Let λ be a Salem number. Then for each odd integer n ≥ 3,
there exist an arithmetic lattice Γ ⊆ Isom(Hn) of the simplest type defined over
Q(λ+ λ−1) and a hyperbolic element γ of Γ such that λ
1
2 = eℓ(γ).
For each odd positive integer n, let
cn = min{ 12 log λ : λ is a Salem number with degλ ≤ n+ 1,
which is square-rootable over Q}.
The next corollary follows from Theorem 1.6 and a sharp example for n = 3.
Corollary 1.8. If Γ ⊆ Isom(Hn) is a non-cocompact lattice, with n odd, and C is
a closed geodesic in Hn/Γ, then length(C) ≥ cn, and this lower bound is sharp for
each odd integer n ≥ 3.
Our lower bound
c3 =
1
2 logλ4,6 = 0.4312773138 . . .
for the length of a closed geodesic in an arithmetic, noncompact, hyperbolic 3-
orbifold H3/Γ agrees with the lower bound given in [17].
We also have determined (see § 8) that
c5 = c7 =
1
2 logλ6,4 = 0.2294546519 . . .
and
c9 = c11 = · · · = c19 = b10 = 0.1623576120 . . . .
This suggests a possible extension of Conjecture 1.5 to include the case of odd-
dimensional non-compact orbifolds. We state this in the following conjecture, which
at this point should be considered as more speculative than Conjecture 1.5.
Conjecture 1.9. The minimal possible length of a closed geodesic in any noncom-
pact arithmetic hyperbolic orbifold is b10 = log(λ10,1).
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1.4. Outline. Our paper is organized as follows: In § 2, we present background
material for the paper. In § 3, we prove some preliminary algebraic lemmas. In
§ 4, we prove some linear algebraic group lemmas. In § 5, we prove the first half
of Theorem 1.1. In § 6, we prove the second half of Theorem 1.1. In § 7, we prove
Theorem 1.6. In § 8, we determine the values of cn for odd n ≤ 19. In § 9, we give
an example with K an intermediate field between Q and Q(λ+ λ−1).
Acknowledgements. We thank David Boyd and Alan Reid for helpful correspon-
dence, and Ted Chinburg, Olivier Mila, and the referees for comments that helped
improve the exposition of the paper. We also thank AIM for providing a conge-
nial work environment for the authors during a SQuarRE on hyperbolic geometry
beyond dimension three. The first author is supported by the SNSF, project no.
PP00P2 157583.
2. Background and notation
2.1. Salem numbers and polynomials. Let λ be a Salem number, and let s(x)
be its Salem polynomial, i.e., the minimal polynomial of λ over Q. We refer to [8]
for standard facts about Salem polynomials. Let us recall here that s(x) is over Z
and the roots of s(x) occur in pairs of reciprocal numbers, namely
{
λ, λ−1
}
and
pairs of complex conjugate numbers on the unit circle. In particular the degree
m = deg λ is an even positive integer. Moreover, s(x) is a palindromic polynomial,
that is, s(x) = xms(x−1).
2.2. The hyperboloid model for Hn. Let f be a quadratic form in n+1 variables
with a real symmetric coefficient matrix A = (aij). Then we have f(x) = x
tAx. Let
R be a subring of C. We say that f is over R if aij ∈ R for all i, j. The orthogonal
group of f over R is defined to be
O(f,R) = {T ∈ GL(n+ 1, R) : f(Tx) = f(x) for all x ∈ Rn+1}
= {T ∈ GL(n+ 1, R) : T tAT = A}.
The orthogonal group of f is O(f) = O(f,C).
Let fn be the Lorentzian quadratic form in n+ 1 variables given by
fn(x) = x
2
1 + · · ·+ x2n − x2n+1.
Then O(fn,R) = O(n, 1). The hyperboloid model of hyperbolic n-space is
Hn = {x ∈ Rn+1 : fn(x) = −1 and xn+1 > 0}.
Let O+(n, 1) be the subgroup of O(n, 1) consisting of all T ∈ O(n, 1) that leave Hn
invariant. Then O+(n, 1) has index 2 in O(n, 1). Restriction induces an isomor-
phism from O+(n, 1) to Isom(Hn), and we may identify these two groups.
Suppose that the quadratic form f has signature (n, 1). This means that there
existsM ∈ GL(n+1,R) such that f(Mx) = fn(x) for all x ∈ Rn+1. Then M maps
the set {x ∈ Rn+1 : fn(x) < 0} onto the set {x ∈ Rn+1 : f(x) < 0}. Hence the set
{x ∈ Rn+1 : f(x) < 0} is a cone with two connected components. If R is a subring
of R, let O′(f,R) be the subgroup of O(f,R) consisting of all T ∈ O(f,R) that
leave both components of the cone {x ∈ Rn+1 : f(x) < 0} invariant. Then O′(f,R)
has index 2 in O(f,R), and
MO+(n, 1)M−1 = O′(f,R).(2.1)
SALEM NUMBERS AND ARITHMETIC HYPERBOLIC GROUPS 5
2.3. Arithmetic groups of the simplest type. Let K ⊆ R be a totally real
number field, and let oK be its ring integers. Let f be a quadratic form over K in
n+1 variables with coefficient matrix A = (aij). The quadratic form f is said to be
admissible if f has signature (n, 1), and for each nonidentity embedding σ : K → R
the quadratic form fσ over σ(K), with coefficient matrix Aσ = (σ(aij)), is positive
definite.
A subgroup Γ of O+(n, 1) is an arithmetic subgroup of the simplest type defined
over K if there exists an admissible quadratic form f over K in n + 1 variables,
and there exists M ∈ GL(n + 1,R) such that f(Mx) = fn(x) for all x ∈ Rn+1,
and the subgroups MΓM−1 and O′(f, oK) of O′(f,R) are commensurable, that is,
MΓM−1∩O′(f, oK) has finite index in both MΓM−1 and O′(f, oK). In this case Γ
is a lattice of O+(n, 1), i.e., Γ is a discrete subgroup of finite covolume in O+(n, 1).
In this paper, such a subgroup Γ will be called classical if moreover M and f can
be taken so that MΓM−1 ⊆ O′(f,K).
Notation Variance. Equation (2.1) provides an isomorphism between O′(f,R)
and O+(n, 1). We will identify O′(f,R) with Isom(Hn) and replace MΓM−1 by Γ
in order to simplify notation when the matrix M plays no essential role.
2.4. Arithmetic quotients. Let Γ ⊆ Isom(Hn) be an arithmetic lattice of the
simplest type defined over K with respect to an admissible quadratic form f . The
hyperbolic orbifold Hn/Γ is compact unless K = Q and there exists x 6= 0 in Qn+1
such that f(x) = 0 (see §12 of [4]). Suppose that K = Q. If n = 2, 3, then Hn/Γ
is compact for some f and not compact for some f . If n > 3, then Hn/Γ is not
compact, since there exists x 6= 0 in Qn+1 such that f(x) = 0 (see [7] p 75).
3. Preliminary Algebraic Lemmas
The point of departure of our work in this paper is our first lemma, which was
motivated by Takeuchi’s lemma [22]. In this section K denotes a number field and
oK its ring of integers. The symbol A stands for the full ring of integers in C.
Lemma 3.1. Let A be an n×n matrix with coefficients in K such that Am is over
oK for some positive integer m. Then the characteristic polynomial char(A) of A
is over oK .
Proof. The roots of char(Am) are the mth powers of the roots of char(A). Since
char(Am) is over oK and A is integrally closed, it follows that the roots of char(A)
are in A. Thus its coefficients are in A ∩K = oK . 
The next lemma generalizes a well-known lemma (K = Q) for Salem polynomials.
Lemma 3.2. Let K ⊆ R, and let p(x) be an irreducible monic polynomial over oK
of degree m = 2ℓ whose real roots are λ and λ−1, with λ > 1, and whose complex
roots have absolute value equal to 1. Then there exists a unique monic irreducible
polynomial q(x) over oK of degree ℓ, called the trace polynomial of p(x), such that
p(x) = xℓq(x + x−1).
Proof. The number λ+ λ−1 is an algebraic integer, so its minimal polynomial over
K must have coefficients in oK . Let q(x) be this minimal polynomial. Since the
roots of p(x) occur in ℓ pairs of reciprocal conjugate numbers, we see that there are
exactly ℓ distinct embeddings of K(λ+ λ−1) into C over K. Thus q(x) has degree
ℓ, and it follows that the monic polynomial xℓq(x+ x−1) must be p(x). 
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The next lemma and its proof was communicated to us by David Boyd.
Lemma 3.3. The number field K is totally real if and only if there is a Salem
number λ such that K = Q(λ+ λ−1).
Proof. If λ is a Salem number, then K = Q(λ + λ−1) is totally real, since all the
roots of the trace polynomial of the Salem polynomial of λ are real (see Lemma
3.2). Conversely, suppose K is totally real. Then there exists a Pisot number α
such that K = Q(α) by Hilfssatz 1 of [18]. Then 2α is an algebraic integer all of
whose remaining conjugates lie in the interval (−2, 2). Let λ be the largest solution
of x+ x−1 = 2α. Then λ is a Salem number, and K = Q(2α) = Q(λ+ λ−1). 
Let K ⊆ R be a totally real number field, and let λ be a Salem number such
that K = Q(λ+ λ−1). It is then clear that the quadratic form
f(x) = x21 + · · ·+ x2n − (λ+ λ−1 − 2)x2n+1
is admissible over K, and thus O′(f, oK) is a classical arithmetic subgroup of
Isom(Hn) of the simplest type defined over K.
4. Linear Algebraic Group Lemmas
In this section, we prove some lemmas that require the theory of linear algebraic
groups [3]. Let f be a quadratic form over a subfield K of R of signature (n, 1).
We are primarily interested in algebraic K-subgroups of GL(n+1,C) such as O(f)
with the exception of the quotient algebraic K-group PO(f) = O(f)/{±I} whose
algebraic K-group structure is described in matrix terms in Lemma 4.3 below. For
G an algebraic K-group, we will denote its group of K-points by GK .
Lemma 4.1. If G is an adjoint K-simple algebraic K-group, with K ⊆ R, and
Γ ⊆ GR is an arithmetic subgroup (i.e., commensurable with GoK ), then Γ ⊆ GK .
Proof. The result is well known for G absolutely simple and adjoint, and is proved
for instance in [5, Prop. 1.2]. One can use Weil restriction of scalars to deduce the
general result from that particular case: if G is adjoint K-simple, by the proof of
[10, Theorem 26.8] there exist a finite field extension L/K and an absolutely simple
L-group H such that ResL/K(H) = G. Since G is adjoint, so must be H and we
conclude that Γ ⊆ HL = GK . 
Recall that by a classical arithmetic subgroup of Isom(Hn) (of the simplest
type) we mean an arithmetic subgroup Γ constructed in the K-points O′(f,K) for
some admissible quadratic form f over K. For even dimensions this notion actually
covers all arithmetic hyperbolic lattices, as the following lemma shows.
Lemma 4.2. If Γ ⊆ Isom(Hn) is an arithmetic lattice, with n even, then Γ is
classical.
Proof. For n even, all arithmetic lattices of Isom(Hn) are of the simplest type.
We may assume that Γ ⊆ O′(f,R) and Γ is commensurable to O′(f, ok) for some
admissible quadratic form f in n+1 variables overK ⊆ R. Let SO(f) be the special
orthogonal group of f , which is an algebraic K-group. Define ψ : O(f) → SO(f)
by ψ(A) = (detA)A. Then ψ a K-homomorphism, whose restriction to O′(f,R)
is an isomorphism onto SO(f,R). In particular ψ maps O′(f,K) isomorphically
onto SO(f,K). Since for n even, SO(f) is absolutely simple and adjoint (see [10,
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§ 26.A]), the arithmetic subgroup ψ(Γ) must be contained in SO(f)K = SO(f,K)
by Lemma 4.1. It follows that Γ ⊆ O′(f,K), and so Γ is classical. 
The situation for n odd is not as easy, since SO(f) is not adjoint in this case.
We need to introduce more notation to deal with it. Let f be a nondegenerate
quadratic form in n+ 1 variables over a subfield K of R with n odd, and let A be
the coefficient matrix of f . The general orthogonal group of f (cf. [10] p 154) is the
group
GO(f) = {B ∈ GL(n+ 1,C) : BtAB = bA for some b ∈ C}.
If B ∈ GO(f) and BtAB = bA with b ∈ C, then bI = BtABA−1, and so b 6= 0 and
b is uniquely determined by B. We write µ(B) for b. If c ∈ C×, then cI ∈ GO(f)
with µ(cI) = c2. Hence, the map µ : GO(f) → C× is an epimorphism with kernel
equal to O(f) = O(f,C). If B ∈ GO(f) and b = µ(B), then (detB)2 = bn+1,
and so detB = ±b(n+1)/2. Let D = {cIn+1 : c ∈ C×}. Then D is a normal
subgroup of GO(f). The projective general orthogonal group of f is the group
PGO(f) = GO(f)/D.
Let GO(f,K) = GO(f)∩GL(n+1,K). Suppose B ∈ GO(f,K). Then BtAB =
bA with b = µ(B). Hence b ∈ K×. Now B represents an equivalence from f to bf
over K, and so f and bf have the same signature (p, q). If p 6= q, we must have
b > 0. If f is an admissible quadratic form over a totally real number field K and
n ≥ 3, then we have that σ(b) > 0 for each embedding σ : K → R, that is, b is a
totally positive element of K.
Lemma 4.3. Let f be a quadratic form in n + 1 variables over a subfield K of
R of signature (n, 1) with n odd and n ≥ 3. Let PO(f) be the algebraic K-group
O(f)/{±I}, and let PO(f)K be the group of K-points of PO(f). Then
PO(f)K = {{± 1√bB} : B ∈ GO(f,K) and b = µ(B)}.
Proof. Let π : O(f) → PO(f) and η : GO(f) → PGO(f) be the quotient maps.
Then π and η are K-homomorphisms of algebraic K-groups by Theorem 6.8 of
[3]. The inclusion map υ : O(f) → GO(f) is a K-homomorphism. By the Uni-
versal Mapping Property ([3] p 94), the inclusion υ : O(f) → GO(f) induces a
K-homomorphism υ : PO(f) → PGO(f) such that υπ = ηυ. If B ∈ O(f), then
υ({±B}) = DB, and so υ is a monomorphism. Now assume that B ∈ GO(f),
and let b = µ(B). Then detB = ±b(n+1)/2. Hence det( 1√
b
B) = ±1. We have
that υ({± 1√
b
B}) = DB, and so υ is onto, and therefore υ is an isomorphism. In
particular the restriction to K-points υ : PO(f)K → PGO(f)K is an isomorphism.
The short exact sequence of algebraic K-groups
1→ D →֒ GO(f) η−→ PGO(f)→ 1
determines an exact sequence of Galois cohomology groups and homomorphisms
1→ DK −→ GO(f)K η−→ PGO(f)K−→ H1(K,D)
by the discussion in §1.3 of [6] and Proposition 1.17 and Corollary 1.23 of [6]. Since
H1(K,D) = 0 (by Proposition 1 on p 72 of [19] and induction on n), we obtain
η(GO(f)K) = PGO(f)K . We have that GO(f)K = GO(f,K), and so
PGO(f)K = {DB : B ∈ GO(f,K)}.
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Therefore
PO(f)K = υ
−1(PGO(f)K) = {{± 1√bB} : B ∈ GO(f,K) and b = µ(B)}. 
Lemma 4.4. Let f be an admissible quadratic from in n + 1 variables over a
totally real number field K, with n odd and n ≥ 3, let Γ be a subgroup of O′(f,R)
that is commensurable to O′(f, oK), and let Γ be the image of Γ in PO(f,R). Then
Γ ⊆ PO(f)K .
Proof. Let π : O(f)→ PO(f) be the natural projection, defined by π(A) = {±A}.
It is a K-homomorphism that induces an isomorphism from O′(f,R) to PO(f,R)
and an isomorphism from O′(f,K) to PO(f,K).
The group PSO(f) is adjoint, and K-simple, since PSO(f) is absolutely simple
for n 6= 3, and R-simple for n = 3 (since PSO(f,R) ∼= PGL2(C) is a simple group).
Let Γ0 = Γ ∩ SO′(f,R). Then π(Γ0) ⊆ PSO(f)K by Lemma 4.1. If Γ = Γ0, we are
done, so assume Γ 6= Γ0. Let Γ = π(Γ) and Γ0 = π(Γ0).
Let Λ = SO(f, oK) and Λ = PSO(f, oK). If H is a subgroup of O(f) (or PO(f)),
let C(H) be the commensurator ofH in O(f) (or PO(f)). There exists R ∈ O(f,K)
with detR = −1 by Theorem 3.20 of [1]. Then R ∈ C(Λ), since O(f,K) ⊆ C(Λ).
Hence R = π(R) ∈ C(Λ) by Lemma 15.10 of [2]. We have that C(Γ0) = C(Λ),
since Γ0 and Λ are commensurable. Hence C(Γ0) = C(Λ) by Lemma 15.10 of [2].
Let B ∈ Γ with detB = −1, and let B = π(B). Then B ∈ Γ, and so B ∈ C(Γ0).
Hence RB ∈ C(Γ0). IfH is a subgroup of PSO(f), let C0(H) be the commensurator
of H in PSO(f). As det(RB) = 1, we have that RB ∈ C0(Γ0). In view of Lemma
4.3, we have that PSO(f)K ⊆ C0(Λ) by the same argument that O(f,K) ⊆ C(Λ).
Hence C0(Λ) is Zariski-dense in PSO(f), since PSO(f)K is Zariski-dense in PSO(f).
Therefore
C0(Γ0) = C0(Λ) = PSO(f)K
by the K-version of Lemma 15.11 of [2] (see Remarques on p 106 of [2]). Hence
RB ∈ PSO(f)K . Therefore B ∈ PO(f)K . Thus Γ ⊆ PO(f)K . 
Lemma 4.5. Let Γ ⊆ Isom(Hn) be an arithmetic lattice of the simplest type defined
over a totally real number field K, with n odd and n ≥ 3, and let Γ(2) be the subgroup
of Γ generated by the squares of elements of Γ. Then Γ(2) is classical.
Proof. We may assume that Γ ⊆ O′(f,R) and Γ is commensurable to O′(f, oK) for
some admissible quadratic form f over K. If γ ∈ Γ, then γ2 is over K by Lemmas
4.3 and 4.4. Hence Γ(2) ⊆ O′(f,K), and so Γ(2) is classical. 
5. Translation lengths and Salem numbers
An isometry γ of Hn is hyperbolic if there exists a geodesic in Hn along which γ
acts as a translation by a positive distance ℓ(γ). There are two types of hyperbolic
isometries of Hn: hyperbolic translations and loxodromic hyperbolic isometries. An
isometry γ of Hn is a hyperbolic translation if in the upper half-space model of
hyperbolic n-space, γ is conjugate to a magnification µ(x) = kx with k > 1.
Let γ be an element of O+(n, 1). Define the nonroot of unity degree, deg∞(γ),
of γ to be the number of eigenvalues of γ that are not roots of unity.
Lemma 5.1. Let γ be a hyperbolic element of O+(n, 1). Then deg∞(γ) is even
and deg∞(γ) ≥ 2 with deg∞(γ) = 2 if and only if there is a positive integer m such
that γm is a hyperbolic translation.
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Proof. This follows easily from Proposition 1 of [9]. 
Lemmas 4.2 and 4.5 and the next theorem imply the first half of Theorem 1.1.
Theorem 5.2. Let Γ ⊆ Isom(Hn) be a classical arithmetic lattice of the simplest
type defined over a totally real number field K. Let γ be a hyperbolic element of Γ,
let ℓ(γ) be the translation length of γ, and let λ = eℓ(γ). Then
(1) λ is a Salem number, and
degK(λ) = deg∞(γ) ≤ n+ 1;
(2) K is a subfield of Q(λ+ λ−1), and
[Q(λ+ λ−1) : K] = degK(γ)/2.
Proof. (1) We may assume that Γ ⊆ O′(f,K) and Γ is commensurable to O′(f, oK)
for some admissible quadratic form f in n+1 variables over K. Since Γ∩O′(f, oK)
has finite index in Γ, there exists a positive integer m such that γm ∈ O′(f, oK).
Let p(x) be the characteristic polynomial of γ. By Lemma 3.1 we have that p(x) is
over oK . The real roots of p(x) are λ and λ
−1, as simple roots, and possibly ±1, as
simple or multiple roots, and the complex roots occur in complex conjugate pairs
of the form e±iθ for some real number θ with 0 < θ < π by Proposition 1 of [9].
Let p(x) = p1(x) · · · pk(x) be a factorization of p(x) into monic irreducible poly-
nomials over oK , where we assume that λ
−1 is a root of p1(x). We claim that λ
is a root of p1(x). On the contrary, assume that λ is not a root of p1(x). The
complex roots of p1(x) occur in inverse pairs. The constant term of p1(x) is the
product of the negatives of the roots of p1(x). Hence the constant term of p1(x)
is −λ−1, and so λ−1 ∈ oK . If K = Q this contradicts 0 < λ−1 < 1. Assume then
that K 6= Q. As K is totally real, there exists a nonidentity embedding σ : K → R.
Then σ(λ−1) 6= ±1 is a real root of pσ(x). But the latter is the characteristic poly-
nomial of γσ ∈ O(fσ,R). Since this group is compact, we obtain a contradiction.
Thus p1(λ) = 0. Since p1(x) is irreducible over oK , it is the minimal polynomial of
λ over K. In particular, degK(λ) = deg p1(x). The roots of p1(x) are conjugate to
λ, and thus cannot be roots of unity.
Let K∗ ⊆ R be the normal closure of K/Q. Then there exist exactly d =
[K : Q] embeddings σ1, . . . , σd of K into K
∗. Consider the monic polynomial
p∗1(x) = p
σ1
1 (x) · · · pσd1 (x). The Galois group Gal(K∗/Q) acts on the embeddings
{σ1, . . . , σd} by composition on the left, and so p∗1(x) is fixed under the action of
Gal(K∗/Q). As K∗/Q is Galois, we conclude that p∗1(x) ∈ Z[x].
Assume that σ1 is the identity embedding. Using the fact that O(f
σi ,R) is
compact for i > 1, we see that all roots of p∗1(x) besides λ and λ
−1 are on the unit
circle. Therefore it suffices to show that p∗1(x) is irreducible over Z to conclude that
λ is a Salem number. To show this, let g(x) ∈ Z[x] be the minimal polynomial
of λ over Q. Then g(x) divides p∗1(x) in Z[x], so we can write p
∗
1(x) = g(x)h(x)
with h(x) a monic polynomial over Z. Let r be a root of h(x). Then r is a root of
p
σj
1 (x) for some j. Now p
σj
1 (x) is the minimal polynomial of r over K
σj = σj(K).
Therefore p
σj
1 (x) divides h(x) in K
σj [x]. As σ−1j fixes h(x), we deduce that p1(x)
divides h(x) in K[x]. Hence λ is a root of h(x), which is a contradiction, since λ is
a simple root of p∗1(x). Therefore g(x) = p
∗
1(x). Thus p
∗
1(x) is irreducible over Z.
For j > 1, we define p∗j (x) =
∏d
i=1 p
σi
j (x) ∈ Z[x] (same argument as for j = 1
above). Each root of pj(x) lies on the unit circle, and using the compactness of
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O(fσi ,R) we deduce that the same is true for all the roots of p∗j (x). It follows that
each root of p∗j (x) is a root of unity by Kronecker’s Theorem [11]. Thus the roots
of p1(x) are precisely the roots of p(x) that are not roots of unity. Therefore
degK(λ) = deg(p1(x)) = deg∞(γ) ≤ n+ 1.
(2) Let deg p1(x) = 2ℓ. By Lemma 3.2, there exists an irreducible monic poly-
nomial q(x) of degree ℓ over oK such that p1(x) = x
ℓq(x+ x−1). Hence q(x) is the
minimal polynomial of λ+ λ−1 over K. Therefore
[K(λ+ λ−1) : K] = deg(q(x)) = deg(p1(x))/2.
Likewise we have
[Q(λ+ λ−1) : Q] = deg(p∗1(x))/2
= deg(p1(x))[K : Q]/2
= [K(λ+ λ−1) : K][K : Q] = [K(λ+ λ−1) : Q].
As Q(λ+λ−1) is a subfield ofK(λ+λ−1), we deduce that Q(λ+λ−1) = K(λ+λ−1).
Therefore K is a subfield of Q(λ+ λ−1). Moreover, we have that
[Q(λ+ λ−1) : K] = deg(p1(x))/2 = degK(γ)/2. 
6. Salem numbers and translation lengths
In this section, we prove the second half of Theorem 1.1 and provide a sharp
example for Corollary 1.3 in dimension 2. We begin with a couple of lemmas.
Lemma 6.1. If λ is a Salem number and K is a subfield of Q(λ+ λ−1), then
deg(λ) = degK(λ)[K : Q].
Proof. As Q ⊆ K ⊆ Q(λ+ λ−1), we have that
Q(λ) ⊆ K(λ) ⊆ Q(λ+ λ−1)(λ) = Q(λ),
and so Q(λ) = K(λ). Therefore we have that
deg(λ) = [Q(λ) : Q] = [K(λ) : K][K : Q] = degK(λ)[K : Q]. 
Lemma 6.2. Let λ be a Salem number, and let p(x) be the minimal polynomial
of λ over a totally real number field K ⊆ R. If deg λ = 2, assume that K = Q.
Then p(x) is over oK , the real roots of p(x) are λ and λ
−1, the complex roots have
absolute value equal to 1, the degree of p(x) is even, and p(x) is palindromic.
Proof. This is clear if degλ = 2, so assume degλ > 2. Then λ 6∈ K, since every
subfield of K is totally real and Q(λ) is not totally real. As p(x) divides the Salem
polynomial of λ, the roots of p(x) are in A, and so p(x) is over A ∩ K = oK .
Moreover the complex roots of p(x) occur in inverse pairs on the unit circle, and
the real roots are λ and possibly λ−1. In fact λ−1 is a root of p(x), since otherwise
the constant term of p(x) would be −λ which is not in K. Hence the real roots
of p(x) are λ and λ−1 and m = deg p(x) is even. The constant term of p(x) is 1,
and so xmp(x−1) is monic. Hence p(x) = xmp(x−1), since xmp(x−1) is the minimal
polynomial of λ−1 over K. Therefore p(x) is palindromic. 
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Theorem 6.3. Let λ be a Salem number, let K be a subfield of Q(λ+λ−1), and let
n ≥ 2 be an integer with degK(λ) ≤ n + 1. Then there exist a classical arithmetic
lattice Γ ⊆ Isom(Hn) of the simplest type over K and an orientation preserving
hyperbolic element γ ∈ Γ such that λ = eℓ(γ).
Proof. Let p(x) be the minimal polynomial of λ over K. Then Q(λ+λ−1) is totally
real by Lemma 3.3. Hence K is totally real. Then p(x) is over oK , the real roots
of p(x) are λ and λ−1, the complex roots have absolute value equal to 1, and the
degree of p(x) is even by Lemma 6.2
Let deg p(x) = m = 2ℓ. Let r1, . . . , rm be the roots of p(x) with r2j−1 = e−iθj
and r2j = e
iθj , with 0 < θj < π, for j = 1, . . . , ℓ− 1, and rm−1 = λ−1 and rm = λ.
Let η = logλ, and define M to be the block diagonal m×m matrix with blocks(
cos θj − sin θj
sin θj cos θj
)
for 1 ≤ j < ℓ, and
(
cosh η sinh η
sinh η cosh η
)
.
ThenM is a hyperbolic element of O+(m−1, 1) with characteristic polynomial p(x),
since the eigenvalues of M are e±iθ1 , . . . , e±iθℓ−1 , and e±η. Moreover detM = 1,
and so M is an orientation preserving isometry of Hm−1.
Define a vector v in Rm by
v = (1, 0, 1, 0, . . . , 1, 0).
Let wj =M
j−1v for j = 1, . . . ,m. Then wj is the vector(
cos(j−1)θ1, sin(j−1)θ1, . . . , cos(j−1)θℓ−1, sin(j−1)θℓ−1, cosh(j−1)η, sinh(j−1)η
)
.
Let W be the m ×m matrix whose jth column vector is wj . We claim that W is
invertible.
Let B be the block diagonal m×m matrix with the first ℓ− 1 blocks(
1 −i
1 i
)
and last block
(
1 −1
1 1
)
.
Observe that(
1 −i
1 i
)(
cos(2k − 1)θj cos 2kθj
sin(2k − 1)θj sin 2kθj
)
=
(
e−(2k−1)iθj e−2kiθj
e(2k−1)iθj e2kiθj
)
,
(
1 −1
1 1
)(
cosh(2k − 1)η cosh 2kη
sinh(2k − 1)η sinh 2kη
)
=
(
e−(2k−1)η e−2kη
e(2k−1)η e2kη
)
.
Therefore we have that
BW =


1 r1 r
2
1 · · · rm−11
1 r2 r
2
2 · · · rm−12
...
...
...
...
1 rm r
2
m · · · rm−1m

 .
Hence V = BW is a Vandermonde m×m matrix. Therefore we have
det(V ) =
∏
1≤j<k≤m
(rk − rj),
and so V and W are invertible, since the roots r1, . . . , rm of p(x) are distinct.
Define an m×m matrix C by the formula C =W−1MW . Let e1, . . . , em be the
standard basis vectors of Rm. Then for j < m, we have that
Cej =W
−1MWej =W−1Mwj =W−1wj+1 = ej+1.
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Therefore C is of the form
C =


0 0 · · · 0 c1
1 0 · · · 0 c2
0 1 · · · 0 c3
...
...
...
...
0 0 · · · 1 cm

 .
The matrix C has the same characteristic polynomial as M . Hence C must be the
companion matrix of p(x), and so if
p(x) = a0 + a1x+ · · ·+ am−1xm−1 + xm,
then cj = −aj−1 for j = 1, . . . ,m. Therefore C is over oK .
Define an m×m diagonal matrix J by
J = diag(1, . . . , 1,−1).
Then J is the coefficient matrix of the Lorentzian quadratic form fm−1(x). Define
a symmetric m×m matrix A by the formula A =W tJW . Then A is the coefficient
matrix of a quadratic form f over R in m variables. If x ∈ Rm, then
f(x) = xtAx = xtW tJWx = (Wx)tJWx = fm−1(Wx),
and so f has signature (m− 1, 1) and
O′(f,R) =W−1O+(m− 1, 1)W.
Now M ∈ O+(m− 1, 1) and C =W−1MW . Hence C ∈ O′(f, oK).
We claim that f is over K. If x, y ∈ Rm, define the Lorentzian inner product of
x and y to be x ◦ y = xtJy. Let A = (ajk). Then we have that ajk = wj ◦wk. The
matrix M preserves the Lorentzian inner product. Hence if j, k < m, we have that
aj+1,k+1 = wj+1 ◦ wk+1 =Mwj ◦Mwk = wj ◦ wk = ajk.
Therefore A is a Toeplitz matrix (diagonal-constant matrix). As A is symmetric,
to determine A it suffices to determine the first column of A, that is, to determine
aj1 for j = 1, . . . ,m. We have that
aj1 = wj ◦ v = cos(j − 1)θ1 + · · ·+ cos(j − 1)θℓ−1 + cosh(j − 1)η.
For j = 1, we see that all the elements on the main diagonal of A are equal to ℓ.
Now we have
rj−12k−1 = cos(j − 1)θk − i sin(j − 1)θk
rj−12k = cos(j − 1)θk + i sin(j − 1)θk,
and so
cos(j − 1)θk = (rj−12k−1 + rj−12k )/2.
Likewise we have
rj−1m−1 = cosh(j − 1)η − sinh(j − 1)η
rj−1m = cosh(j − 1)η + sinh(j − 1)η,
and so
cosh(j − 1)η = (rj−1m−1 + rj−1m )/2.
Therefore we have that
aj1 = (r
j−1
1 + · · ·+ rj−1m )/2.
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Now rj−11 + · · · + rj−1m is equal to the symmetric polynomial xj−11 + · · · + xj−1m
evaluated at the roots r1, . . . , rm of p(x). Let sk(x1, . . . , xm) be the kth elementary
symmetric polynomial in m variables, and let
tk = sk(r1, . . . , rm).
Then we have that
p(x) = xm − t1xm−1 + · · ·+ (−1)mtm,
and so tk ∈ oK for each k = 1, . . . ,m. By Newton’s identities there is a polynomial
gj(x1, . . . , xm) over Z such that
xj1 + · · ·+ xjm = gj(s1(x1, . . . , xm), . . . , sm(x1, . . . , xm)).
Hence we have
rj−11 + · · ·+ rj−1m = gj−1(t1, . . . , tm).
Therefore rj−11 + · · · + rj−1m ∈ oK . Hence 2A is over oK , and so A is over K.
Therefore the quadratic form f is over K. In fact f has collected coefficients in oK ,
since ajj = ℓ and if j 6= k, then ajk + akj ∈ oK .
We next show that f is admissible. This is clear if K = Q, and so assume
K 6= Q. Let d = [K : Q], and let σ1, . . . , σd be the embeddings of K into R with σ1
the inclusion of K into R. Define the monic polynomial p∗(x) = pσ1(x) · · · pσd(x).
Then p(x) ∈ Q[x] and s(x) divides p∗(x) in Q[x], since λ is a root of p∗(x). By
Lemma 6.1, we have
deg(p∗(x)) = deg(p(x))d = degK(λ)[K : Q] = deg(λ) = deg(s(x)),
and so s(x) = p∗(x).
Assume that j > 1. Then the roots of pσj (x) are simple complex roots that
occur in complex conjugate pairs of the form e±iθ for some real number θ. Define
an m×m block diagonal matrixMj in terms of the roots of pσj (x) in the same way
that we defined M . Then Mj is a rotation matrix. Define an m×m matrix Wj in
terms of Mj and v in the same way that we defined W . Then Wj is invertible by
the same Vandermonde determinant argument. Define an m×m symmetric matrix
Aj by the formula Aj = W
t
jWj . Then the quadratic form fj , whose coefficient
matrix is Aj , is positive definite. The entries of Aj are expressed in terms of the
coefficients of pσj (x) in the same way that the entries of A are expressed in terms of
the coefficients of p(x). Hence Aj = A
σj and so fj = f
σj . Therefore fσj is positive
definite. Thus f is admissible.
Let Γ = WO′(f, oK)W−1. Then Γ is a classical arithmetic group of isometries
of Hm−1 of the simplest type over K. We have that γ = M = WCW−1 is an
orientation preserving hyperbolic element of Γ such that λ = eℓ(γ). If m = n + 1
we are done, otherwise we boost f to the quadratic form
x21 + · · ·+ x2n−m+1 + f(xn−m+2, . . . , xn+1). 
The next corollary is an enhanced version of Corollary 1.2.
Corollary 6.4. Let λ be a Salem number. Then for each integer n ≥ 2, there
exist a classical arithmetic lattice Γ ⊆ Isom(Hn) of the simplest type defined over
Q(λ+ λ−1) and a hyperbolic translation γ in Γ such that λ = eℓ(γ).
Proof. Let K = Q(λ + λ−1). Then degK(λ) = 2 by Theorem 5.2(2). Hence
degK(λ) ≤ n+ 1 for n ≥ 1. Therefore λ = eℓ(γ) for some γ ∈ Γ given by Theorem
6.3. Moreover γ is a hyperbolic translation by the proof of Theorem 6.3. 
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The next corollary follows from Lemma 4.2 and Theorems 5.2 and 6.3.
Corollary 6.5. Let Γ ⊆ Isom(Hn) be an arithmetic lattice of the simplest type
defined over Q, with n even, and let C be a closed geodesic in Hn/Γ. Then
length(C) ≥ bn, and this lower bound is sharp for each even integer n ≥ 2.
Corollary 1.3 follows from Corollary 6.5 once we have a sharp non-cocompact
example for n = 2, since all arithmetic lattices of Isom(Hn) of the simplest type
over Q are not cocompact when n > 3. For deg λ = 2, we have λ + λ−1 ∈ Z>2.
Therefore the smallest Salem number λ2,1 of degree 2 occurs when λ + λ
−1 = 3,
and so λ2,1 =
(
3 +
√
5
)
/2, and we have that
b2 = log(λ2,1) = .9624236501 . . . .
When n = 2 and λ = λ2,1, the proof of Theorem 6.3 yields the quadratic form
f(x) = x21 + x
2
2 + 3x2x3 + x
2
3.
Now f(1,−1, 2) = 0, and so a corresponding arithmetic group Γ of isometries of
H2 is not cocompact. Thus we have a sharp example for Corollary 1.3 when n = 2.
7. Square-rootable Salem numbers
In this section, we prove Theorem 1.6. The first half of Theorem 1.6 is Theorem
7.6, and the second half is Theorem 7.7 below. We start with a few lemmas. The
proof of the following, which is easy, can be found in [21, Lemma 2].
Lemma 7.1. If λ is a Salem number of degree d, then λk is a Salem number of
degree d for each positive integer k.
It is clear that deg λ
1
2 is either degλ or 2 degλ. These two cases are distinguished
by the following result.
Lemma 7.2. Let λ be a Salem number. Then deg λ
1
2 = deg λ if and only if either
degλ
1
2 = 2 or λ
1
2 is a Salem number.
Proof. Suppose degλ
1
2 = deg λ. Let s(x) ∈ Z[x] be the Salem polynomial of λ.
The roots of s(x2) are of the form ±r 12 where r is a root of s(x). Let p(x) ∈ Z[x]
be the minimal polynomial of λ
1
2 over Q. We can write s(x2) = p(x)q(x) for some
q(x) ∈ Z[x]. None of the roots of q(x) are roots of unity. Hence q(x) must have a
real root by Kronecker’s theorem [11]. As deg q(x) = deg p(x) = deg s(x), we have
that deg q(x) is even. Therefore q(x) has two real roots and p(x) has two real roots.
If deg s(x) = 2, then deg p(x) = 2, and so deg λ
1
2 = 2. Suppose deg s(x) ≥ 4. Then
p(x) has a pair of reciprocal complex roots, whence all the roots of p(x) occur in
reciprocal pairs. Therefore λ
1
2 is a Salem number with Salem polynomial p(x).
Conversely, if degλ
1
2 = 2, then deg λ = 2 = deg λ
1
2 . If λ
1
2 is a Salem number,
then degλ = deg λ
1
2 by Lemma 7.1. 
Lemma 7.3. If λ be a Salem number and K is a subfield of Q(λ+ λ−1), then
deg(λ
1
2 ) = degK(λ
1
2 )[K : Q].
Proof. As (λ
1
2 + λ−
1
2 )2 = λ+ 2 + λ−1, we have that
Q ⊆ K ⊆ Q(λ+ λ−1) ⊆ Q(λ 12 + λ− 12 ).
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Hence we have that
Q(λ
1
2 ) ⊆ K(λ 12 ) ⊆ Q(λ 12 + λ− 12 )(λ 12 ) = Q(λ 12 ).
Thus Q(λ
1
2 ) = K(λ
1
2 ), which enables us to deduce exactly as in Lemma 6.1. 
Let λ be a Salem number, let K be a subfield of Q(λ + λ−1), and let p(x) be
the minimal polynomial of λ over K. We say that λ is square-rootable over K if
there exist a totally positive element α of K and a monic palindromic polynomial
q(x), whose even degree coefficients are in K and whose odd degree coefficients are
in
√
αK, such that q(x)q(−x) = p(x2). We also say that λ is square-rootable over
K via α.
Lemma 7.4. Let λ be a Salem number and let K be a subfield of Q(λ+λ−1). Then
λ is square-rootable over K via a square in K if and only if λ
1
2 is a Salem number.
Proof. Let p(x) be the minimal polynomial of λ over K. First assume that λ
1
2 is a
Salem number. Let q(x) be the minimal polynomials of λ
1
2 over K. We have that
degλ
1
2 = degλ by Lemma 7.2, and so degK(λ
1
2 ) = degK(λ) by Lemmas 6.1 and
7.3. Hence deg q(x) = deg p(x). Now the real roots of q(x) are λ
1
2 and λ−
1
2 , the
degree of q(x) is even, and q(x) is palindromic by Lemma 6.2.
As the real roots of q(x) are positive, q(x) 6= q(−x). As deg q(x) is even, q(−x)
is monic, and so q(−x) is the minimal polynomial of −λ 12 . We conclude that
p(x2) = q(x)q(−x), and so λ is square-rootable over K via the square 1.
Conversely, assume that λ is square-rootable over K via a square in K. Then
there exists a monic palindromic polynomial q(x) over K such that q(x)q(−x) =
p(x2). By replacing q(x) with q(−x), if necessary, we may assume that λ 12 is a root
of q(x). Hence the minimal polynomial of λ
1
2 over K divides q(x). Therefore
degK(λ
1
2 ) ≤ deg q(x) = deg p(x) = degK(λ).
Hence degλ
1
2 ≤ deg λ by Lemmas 6.1 and 7.3. Therefore deg λ 12 = deg λ, and
either λ
1
2 is a Salem number or degλ
1
2 = 2 by Lemma 7.2.
Assume that deg λ
1
2 = 2. Then degλ = 2. Hence q(x) is the minimal polynomial
of λ
1
2 over K = Q. As the constant term of q(x) is 1, the other root of q(x) is λ−
1
2 .
Therefore λ
1
2 is a Salem number with Salem polynomial q(x). 
Lemma 7.5. Let λ be a Salem number, and let K be a subfield of Q(λ+ λ−1). If
degK(λ) = 2, then λ is square-rootable over Q(λ+ λ
−1) = K via α = λ+ λ−1 + 2.
Proof. By Lemma 6.2, the minimal polynomial of λ over K is
p(x) = (x− λ)(x − λ−1) = x2 − (λ + λ−1)x+ 1.
Hence λ+ λ−1 ∈ K, and so K = Q(λ+ λ−1). Let
q(x) = (x− λ 12 )(x − λ− 12 ) = x2 − (λ 12 + λ− 12 )x+ 1.
Then q(x)q(−x) = p(x2) and q(x) = x2−√αx+1. Now α is totally positive, since
if σ : K → R is a nonidentity embedding, then σ(λ+λ−1) = 2 cos θ for some θ ∈ R
with 0 < θ < π by Lemma 3.2. Hence λ is square-rootable over K via α. 
Theorem 7.6. Let Γ ⊆ Isom(Hn) be an arithmetic lattice, with n odd and n ≥ 3,
of the simplest type defined over a totally real number field K. Let γ be a hyperbolic
element of Γ, and let λ = e2ℓ(γ). Then λ is a Salem number which is square-rootable
over K.
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Proof. We may assume that Γ ⊆ O′(f,R) and Γ is commensurable to O′(f, oK) for
some admissible quadratic form f over K. There exists B ∈ GO(f,K) such that
γ = 1√
b
B with b = µ(B) totally positive by Lemmas 4.3 and 4.4. Let λ = e2ℓ(γ).
Then λ = eℓ(γ
2), and so λ is a Salem number with K ⊆ Q(λ+ λ−1) by Lemma 4.5
and Theorem 5.2. If b is a square in K, then γ is over K and λ
1
2 is a Salem number
as in the proof of Theorem 5.2(1), and so λ is square-rootable over K by Lemma
7.4.
For b not a square in K, we consider the real quadratic extension L = K(
√
b).
We have that degL(λ
1
2 ) = (1/2) degK(λ
1
2 ) or degK(λ
1
2 ) depending on whether or
not
√
b is in K(λ
1
2 ). If degλ
1
2 = 2, then deg λ = 2, and so λ is square-rootable over
Q = K by Lemma 7.5. Hence we may assume deg λ
1
2 > 2. If degλ
1
2 = degλ, then
λ is square-rootable over K by Lemmas 7.2 and 7.4. Hence, we may assume that
degλ
1
2 = 2degλ. Then degK(λ
1
2 ) = 2 degK(λ) by Lemmas 6.1 and 7.3.
Let p(x) be the minimal polynomial of λ over K, and let q(x) be the minimal
polynomial of λ
1
2 over L. As q(x) divides the characteristic polynomial of γ, the
real roots of q(x) are λ
1
2 and possibly λ−
1
2 , and the complex roots occur in inverse
pairs. The number field L is totally real, since b is a totally positive element of K.
Hence, the same argument as in the proof of Lemma 6.2 shows that the real roots
of q(x) are λ
1
2 and λ−
1
2 , the degree of q(x) is even, and q(x) is palindromic.
Assume that degL(λ
1
2 ) = degK(λ
1
2 ). Then deg q(x) = 2 deg p(x), and it follows
that q(x) = p(x2). This is a contradiction, since the real roots of q(x) are positive.
Thus we must have
deg q(x) = degL(λ
1
2 ) = (1/2) degK(λ
1
2 ) = degK(λ) = deg p(x).
As deg q(x) is even, q(−x) is monic. Hence q(−x) is the minimal polynomial of
−λ 12 over L, and so q(−x) divides p(x2). It follows that p(x2) = q(x)q(−x).
Every element of L is of the form a + c
√
b with a, c ∈ K. Let τ be the auto-
morphism of L over K defined by τ(a + c
√
b) = a − c
√
b. Now q(x)qτ (x) is over
K, and so q(x)qτ (x) = p(x2), since p(x2) is the minimal polynomial of λ
1
2 over K.
Therefore qτ (x) = q(−x). Hence the even degree coefficients of q(x) are in K and
the odd degree coefficients are in
√
bK. Thus λ is square-rootable over K via b. 
Theorem 7.7. Let λ be a Salem number, let K be a subfield of Q(λ+λ−1), and let
n ≥ 3 be an odd integer with degK(λ) ≤ n+1. If λ is square-rootable over K, then
there exist an arithmetic lattice Γ ⊆ Isom(Hn) of the simplest type defined over K
and an orientation preserving hyperbolic element γ in Γ such that λ
1
2 = eℓ(γ).
Proof. Let p(x) be the minimal polynomial of λ over K. Then p(λ−1) = 0 and
m = deg p(x) is even by Lemma 6.2
Assume that λ is square-rootable over K. Then there exist a totally positive
element α of K and a monic palindromic polynomial q(x), whose even degree
coefficients are in K and whose odd degree coefficients are in
√
αK, such that
q(x)q(−x) = p(x2). Then deg q(x) = deg p(x) = m. As λ 12 is a root of p(x2), we
have that λ
1
2 is a root of either q(x) or q(−x). By replacing q(x) with q(−x), if
necessary, we may assume that λ
1
2 is a root of q(x).
The roots of p(x2) are of the form ±r 12 where r is a root of p(x). Hence the com-
plex roots of p(x2) have absolute value 1, and so occur in inverse pairs. Therefore
the complex roots of q(x) occur in inverse pairs. The real roots of p(x2) are λ±
1
2
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and −λ± 12 . The constant term of q(x) is 1, since q(x) is monic and palindromic.
Therefore q(x) has λ−
1
2 as a root, and so the real roots of q(x) are λ±
1
2 .
Assume that λ
1
2 is a Salem number. Then deg λ
1
2 = deg λ by Lemma 7.2, and
so degK(λ
1
2 ) = degK(λ) by Lemmas 6.1 and 7.3. Hence degK(λ
1
2 ) ≤ n + 1. We
have that K ⊆ Q(λ+ λ−1) ⊆ Q(λ 12 + λ− 12 ). Hence there exist an arithmetic group
Γ of isometries of Hn of the simplest type over K and an orientation preserving
hyperbolic element γ in Γ such that λ
1
2 = eℓ(γ) by Theorem 6.3.
Thus we may assume that λ
1
2 is not a Salem number. Then α is not a square
in K by Lemma 7.4. Therefore L = K(
√
α) is a quadratic extension of K. Let
q(x) = a0 + a1x + · · · + amxm, and let ℓ = m/2. Then a2j ∈ K for j = 0, . . . , ℓ
and a2j−1 ∈
√
αK for j = 1, . . . , ℓ. Let b2j−1 = a2j−1/
√
α for j = 1, . . . , ℓ. Then
b2j−1 ∈ K for j = 1, . . . , ℓ. As q(λ 12 ) = 0, we have that
√
α
(
b1λ
1
2 + b3λ
3
2 + · · ·+ bm−1λ
m−1
2
)
= −(a0 + a2λ+ · · ·+ amλℓ).
Now a0 + a2λ + · · · + amλℓ 6= 0, since ℓ < m = deg p(x). Therefore
√
α ∈ K(λ 12 ),
and so L is a subfield of K(λ
1
2 ).
Next we show that the roots of p(x2) are simple. Assume first that degλ
1
2 =
degλ. As λ
1
2 is not a Salem number, degλ
1
2 = 2 by Lemma 7.2. Then deg λ = 2.
As K ⊆ Q(λ + λ−1) = Q, we have that K = Q. Therefore deg p(x) = 2, and so
the roots of p(x2) are λ±
1
2 and −λ± 12 . Hence the roots of p(x2) are simple. Now
assume that deg λ
1
2 6= deg λ. Then degλ 12 = 2degλ. Hence degK(λ
1
2 ) = 2 degK(λ)
by Lemmas 6.1 and 7.3. Therefore p(x2) is the minimal polynomial of λ
1
2 over K.
Hence the roots of p(x2) are simple. In either case, as q(x)q(−x) = p(x2), the roots
of q(x) and q(−x) are simple, and the roots of q(x) are distinct from the roots of
q(−x).
Let s1, s2, . . . , sm−1 = λ−
1
2 , sm = λ
1
2 be the roots of q(x) taken with s2j = s2j−1
of absolute value 1. Say s2j = e
iθj , for j = 1, . . . , ℓ − 1, and sm = λ 12 = eη. Then
the roots of q(−x) are −s1, . . . ,−sm. As s1, . . . , sm,−s1, . . . ,−sm are the roots
of p(x2), the roots of p(x) are rk = s
2
k for k = 1, . . . ,m. Now r2j = e
i2θj for
j = 1, . . . , ℓ− 1 and rm = λ = e2η.
Let S = diag(s1, s2, . . . , sm) and let B be the m×m block diagonal matrix with
the first ℓ− 1 blocks(
1 −i
1 i
)
and last block
(
1 −1
1 1
)
.
Then M = B−1SB is the block diagonal m×m matrix with blocks(
cos θj − sin θj
sin θj cos θj
)
for 1 ≤ j < ℓ, and
(
cosh η sinh η
sinh η cosh η
)
.
The matrix M represents a hyperbolic element of O′(m − 1, 1) with characteristic
polynomial q(x), since the eigenvalues of M are e±iθ1 , . . . , e±iθℓ−1 and e±η. More-
over detM = 1, and so M represents an orientation preserving isometry of Hm−1.
Let V = (vij) = (r
j−1
i ) be the Vandermonde matrix for the roots of p(x). Then
V is invertible, since the roots of p(x) are distinct. Let R = diag(r1, . . . , rm).
Then R = S2. Let C be the companion matrix for p(x). Then C is over oK and
V C = RV . Let D = V −1SV . Then D2 = V −1RV = C. Let W = B−1V . Then
WDW−1 = (B−1V )(V −1SV )(B−1V )−1 = B−1SB =M.
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Let J be the m × m matrix diag(1, . . . , 1,−1). Then M tJM = J . Let A =
W tJW . Then A is a symmetric m × m matrix, and as in the proof of Theorem
6.3, we have that A = (
∑m
k=1 r
i−j
k /2) and 2A is over oK . Now A is the coefficient
matrix of a quadratic form f over K in m variables. If x ∈ Rm, then
f(x) = xtAx = xtW tJWx = (Wx)tJWx = fm−1(Wx),
and so f has signature (m− 1, 1) and
O′(f,R) =W−1O′(m− 1, 1)W.
Now M ∈ O′(m − 1, 1) and D = W−1MW . Hence D ∈ O′(f,R). The quadratic
form f is admissible by the same argument as in the proof of Theorem 6.3. Note
that as C = D2, the matrix M2 plays the role of M in the proof of Theorem 6.3.
We next show that the matrix
√
αD is over K by a Galois group argument. Let
Kˆ = K(s1, . . . , sm) be the splitting field of p(x
2) over K, and let G = Gal(Kˆ/K).
As L is a quadratic extension of K contained in Kˆ, there is an index 2 subgroup
H of G such that H = Gal(Kˆ/L) by Theorem 3 on p 196 of [12]. Now Kˆ is also
the splitting field of q(x) over L, and so H is the Galois group of q(x). Hence all
the elements of H permute the roots s1, . . . , sm of q(x) among themselves.
Every element of L is of the form a + c
√
α with a, c ∈ K. Let τ be the auto-
morphism of L over K defined by τ(a + c
√
α) = a − c√α. Then τ extends to an
automorphism τˆ of Kˆ. Observe that
m∏
j=1
(x− τˆ (sj)) = qτ (x) = q(−x) =
m∏
j=1
(x+ sj).
Hence we have that τˆ({s1, . . . , sm}) = {−s1, . . . ,−sm}. Let σ ∈ G. If σ ∈ Hτˆ , then
σ extends τ and σ({s1, . . . , sm}) = {−s1, . . . ,−sm}. Let πσ be the permutation of
the indices 1, . . . ,m such that σ(sk) = ±sπσ(k) for all k = 1, . . . ,m, with the plus
sign if and only if σ ∈ H . Then σ(rk) = σ(s2k) = s2πσ(k) = rπσ(k), and so σ acts on
the roots of p(x) via πσ. Hence
V σ = (σ(vij)) = (σ(r
j−1
i )) = (r
j−1
πσ(i)
) = (vπσ(i),j),
that is, σ acts on V by permuting rows via πσ. But then σ acts on V
−1 by permuting
columns via πσ. Let V
−1 = T = (tij). Then T σ = (ti,πσ(j)).
Now D = V −1SV , and so the ij-entry of D is dij =
∑m
k=1 tikskvkj . Then
σ(dij) =
m∑
k=1
ti,πσ(k)(±sπσ(k))vπσ(k),j = ±dij
with the plus sign if and only if σ ∈ H . Hence (√αD)σ = √αD for all σ ∈ G, and
therefore
√
αD is over K.
Let m be a positive integer such that E = m
√
αD is over oK . Then detE =
mmα
m
2 . Let ε = m2α. Then ε
m
2 = detE is in oK . Hence ε ∈ A ∩ K = oK . We
have that 1√
ε
E = D, and so E2 = εD2 = εC.
Let Φ be the congruence ε subgroup of O′(f, oK). Then Φ is a normal subgroup
of O′(f, oK) of finite index, since the quotient ring oK/(ε) is finite.
Let Ψ be the subgroup of O′(f,R) generated by C and the elements of Φ and
DΦD−1. We claim that Ψ is a subgroup of O′(f, oK). First of all, C ∈ O′(f, oK).
Let X ∈ Φ. Then DXD−1 = DXDC−1. Now EXE is congruent modulo ε
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to E2 = εC, and so DXD = EXE/ε is over oK . Hence DXD
−1 ∈ O′(f, oK).
Therefore DΦD−1 is a subgroup of O′(f, oK), and so Ψ is a subgroup of O′(f, oK).
Let ∆ be the subgroup of O′(f,R) generated by D and the elements of Ψ. We
claim that Ψ is a normal subgroup of ∆. It suffices to show that DΨD−1 = Ψ. As
C = D2, we have that DCD−1 = C. Now D(DΦD−1)D−1 = CΦC−1 = Φ, since
Φ is a normal subgroup of O′(f, oK). Therefore D conjugates the set of generators
of Ψ to itself. Hence DΨD−1 = Ψ, and so Ψ is a normal subgroup of ∆.
Now D is not over K, and so D is not in Ψ. Hence Ψ is a subgroup of index
2 in ∆, since D2 = C is in Ψ. Moreover ∆ ∩ O′(f, oK) = Ψ. We have that Ψ
has finite index in O′(f, oK). Therefore ∆ is commensurable to O′(f, oK). Hence
Γ = W∆W−1 is an arithmetic group of isometries of Hm−1 of the simplest type
defined over K. We have that γ = M = WDW−1 is an orientation preserving
hyperbolic element of Γ such that λ
1
2 = eℓ(γ). If m = n+1, we are done, so assume
that m < n+ 1.
Consider the following 2× 2 matrices
D1 =
(
0 −√α
1√
α
0
)
, C1 =
( −1 0
0 −1
)
, A1 =
(
1 0
0 α
)
,
W1 =
(
1 0
0
√
α
)
, J1 =
(
1 0
0 1
)
, M1 =
(
0 −1
1 0
)
.
If X is an m × m matrix, let Xˆ be the block diagonal (n + 1) × (n + 1) matrix
with (n+ 1−m)/2 blocks of the form X1 and final block X . Then Dˆ2 = Cˆ. Now
Aˆ is a symmetric (n+ 1) × (n + 1) matrix such that Aˆ = Wˆ tJˆWˆ . Hence Aˆ is the
coefficient matrix of a quadratic form fˆ over K in n+1 variables of signature (n, 1)
with O′(fˆ ,R) = Wˆ−1O+(n, 1)Wˆ . Moreover fˆ is admissible, since f is admissible
and α is totally positive. We have that DˆtAˆDˆ = Aˆ and Wˆ DˆWˆ−1 = Mˆ , and so Dˆ
is in O′(fˆ ,R). Moreover
√
αDˆ is over K.
Let mˆ be a positive integer such that mˆ
√
αDˆ is over oK , and let εˆ = mˆ
2α. Then
as above, εˆ ∈ oK . Let Φˆ be the congruence εˆ subgroup of O′(fˆ , oK), let Ψˆ be the
subgroup of O′(fˆ ,R) generated by Cˆ and the elements of Φˆ and DˆΦˆDˆ−1, and let
∆ˆ be the subgroup of O′(fˆ ,R) generated by Dˆ and the elements of Ψˆ. Then as
above, ∆ˆ is commensurable to O′(fˆ , oK). Hence Γˆ = Wˆ ∆ˆWˆ−1 is an arithmetic
group of isometries of Hn of the simplest type defined over K. We have that
γˆ = Mˆ = Wˆ DˆWˆ−1 is an orientation preserving hyperbolic element of Γˆ such that
λ
1
2 = eℓ(γˆ). 
The next corollary is an enhanced version of Corollary 1.7.
Corollary 7.8. Let λ be a Salem number. Then for each odd integer n ≥ 3,
there exist an arithmetic lattice Γ ⊆ Isom(Hn) of the simplest type defined over
Q(λ + λ−1) and an orientation preserving hyperbolic element γ of Γ such that γ4
is a hyperbolic translation and λ
1
2 = eℓ(γ).
Proof. Let K = Q(λ + λ−1). Then degK(λ) = 2 by Theorem 5.2(2). Hence
degK(λ) ≤ n + 1 for n ≥ 1. Moreover λ is square-rootable over K by Lemma
7.5. Therefore λ
1
2 = eℓ(γ) for some γ ∈ Γ given by Theorem 7.7. Moreover γ4 is a
hyperbolic translation by the proof of Theorem 7.7. 
The next corollary follows from Theorems 7.6 and 7.7.
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Corollary 7.9. Let Γ ⊆ Isom(Hn) be an arithmetic lattice of the simplest type de-
fined over Q, with n odd, and let C be a closed geodesic in Hn/Γ. Then length(C) ≥
cn, and this lower bound is sharp for each odd integer n ≥ 3.
Corollary 1.8 follows from Corollary 7.9 once we have a sharp non-cocompact
example for n = 3, since all arithmetic groups of isometries of Hn of the simplest
type over Q are not cocompact when n > 3. Such an example will be described in
the next section.
8. The values of cn for odd n ≤ 19
We begin by considering some necessary conditions for square-rootability in
Lemma 8.1, and some sufficient conditions for square-rootability in Lemma 8.2.
Lemma 8.1. Let λ be a Salem number, let K be a subfield of Q(λ+λ−1), let p(x)
be the minimal polynomial of λ over K, and let m = deg p(x). Suppose that λ is
square-rootable over K via α in K.
(1) If m ≡ 0 mod 4, then p(−1) is a square in oK .
(2) If m ≡ 2 mod 4, then there exists k ∈ K× such that p(−1) = αk2.
Proof. There exists a monic palindromic polynomial q(x), whose even degree coeffi-
cients are in K and whose odd degree coefficients are
√
αK, such that q(x)q(−x) =
p(x2). Hence p(−1) = q(i)q(−i). We have that
q(−i) = q(1/i) = i−mimq(1/i) = i−mq(i).
Hence we have that p(−1) = i−mq(i)2.
(1) Assume that m ≡ 0 mod 4. Then im = 1. Hence p(−1) = q(i)2. If k is an
odd positive integer, then im−k = i−k = (−i)k = −ik. Hence the odd degree terms
of q(x) cancel in the evaluation of q(i). The roots of q(x) are in A, and so the even
degree coefficients of q(x) are in A∩K = oK . Therefore q(i) ∈ oK . Hence p(−1) is
a square in oK .
(2) Assume that m ≡ 2 mod 4. Then im = −1. Hence p(−1) = −q(i)2. If k is an
even nonnegative integer, then im−k = −i−k = −(−i)k = −ik. Therefore the even
degree terms of q(x) cancel in the evaluation of q(i). Hence there exists k ∈ K such
that q(i) =
√
α k i. Therefore p(−1) = αk2. As p(−1) 6= 0, we have that k 6= 0. 
Lemma 8.2. Let λ be a Salem number, let K be a subfield of Q(λ+ λ−1), and let
p(x) be the minimal polynomial of λ over K.
(1) If p(x) = x4+ax3+bx2+ax+1, then λ is square-rootable over K if and only
if there is a positive element k of oK such that p(−1) = k2 and 4− a± 2k
is a totally positive element of K, in which case λ is square-rootable over
K via 4− a± 2k.
(2) If deg p(x) = 4 and K = Q, then λ is square-rootable over K if and only if
p(−1) is a square in Z.
Proof. (1) Suppose that λ is square-rootable over K via α. Then p(−1) = k2 with
k ∈ oK by Lemma 8.1(1). Now k 6= 0, since p(−1) 6= 0. By replacing k with −k, if
necessary, we may assume that k > 0. Let
q(x) = x4 + cx3 + dx2 + cx+ 1
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such that q(x)q(−x) = p(x2) with c = √αℓ for some ℓ ∈ K and d ∈ K. Then
2d− c2 = a and 2− 2c2 + d2 = b. Hence c2 = 2d− a, and so 2− 4d+ 2a+ d2 = b.
Therefore
d = 2±
√
2− 2a+ b = 2±
√
p(−1) = 2± k
and
c = ±
√
2d− a = ±
√
4± 2k − a.
As 4− a± 2k = c2 = αℓ2, we have that 4− a± 2k is totally positive.
Conversely, if k is a positive element of oK such that p(−1) = k2 and 4−a±2k is
totally positive, then we can solve for c and d from the above equations and deduce
that λ is square-rootable over K via 4− a± 2k.
(2) By (1) it suffices to show that if λ is square-rootable over K = Q, then
4−a+2k is positive. Let λ±1, µ±1 be the roots of p(x). Then −a = λ+λ−1+µ+µ−1.
We have that λ + λ−1 > 2 and µ + µ−1 = 2 cos θ for some real number θ, and so
−a > 0. Therefore 4− a+ 2k > 0. 
Recall that for each odd positive integer n, we defined
cn = min{ 12 log λ : λ is a Salem number with degλ ≤ n+ 1,
which is square-rootable over Q}.
Let λm,ℓ be the ℓth largest Salem number of degree m listed in [15]. It follows from
Lemma 7.5 that
c1 =
1
2 logλ2,1 = 0.481211825 . . . .
The smallest Salem number of degree 4 with Salem polynomial p(x) such that
p(−1) is a square in Z is
λ4,6 =
1
4
(
1 +
√
21 +
√
2
(
3 +
√
21
))
= 2.3692054071 . . .
with Salem polynomial
p(x) = x4 − x3 − 3x2 − x+ 1.
We have that p(−1) = 1, and so λ4,6 is square-rootable over Q via 3 and 7 by
Lemma 8.2. Hence we have that
c3 =
1
2 logλ4,6 = 0.4312773138 . . . .
To finish the proof of Corollary 1.8, we need a non-cocompact arithmetic group
Γ of isometries of H3 and a hyperbolic element γ of Γ such that λ4,6 = e
2ℓ(γ).
The proof of Theorem 7.7 yields an arithmetic group Γ of isometries of H3 of the
simplest type over Q and a hyperbolic element γ of Γ such that λ4,6 = e
2ℓ(γ).
A conjugate of Γ is commensurable to O′(f,Z) where the quadratic form f has
coefficient matrix
A =
1
2


4 1 7 13
1 4 1 7
7 1 4 1
13 7 1 4

 .
The only solution of f(x) ≡ 0 mod 7 with x ∈ Z4 is x ≡ (0, 0, 0, 0) mod 7. Hence,
by a descent argument, the only solution of f(x) = 0 with x ∈ Z4 is x = (0, 0, 0, 0),
and so the only solution of f(x) = 0 with x ∈ Q4 is x = (0, 0, 0, 0). Therefore
O′(f,Z) is cocompact, and so Γ is cocompact, which is not what we need.
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Let K = Q(
√−3) and let ω = (1 + i√3)/2. Then oK = {a + bω : a, b ∈ Z}.
The group PSL(2, oK) is a non-cocompact arithmetic group of isometries of the up-
per half-space model of hyperbolic 3-space which contains a loxodromic hyperbolic
element η represented by the matrix(
0 1
−1 ω
)
.
We have that λ4,6 = e
ℓ(η) (see [17] §4). By Theorem 4.11 of [17] there is a subgroup
Γ of PSL(2,C) that is commensurable to PSL(2, oK) and a hyperbolic element γ of
Γ such that γ2 = η, and so λ4,6 = e
2ℓ(γ). Thus the bound cn is sharp in Corollary
1.8 for n = 3.
In order to find the values of cn for n > 4, we need to determine when a Salem
number of degree greater than 4 is square-rootable over Q. In this regard, the nec-
essary conditions in Lemma 8.1 are useful. In practice, we used a more systematic
method which we describe next.
Let p(x) be a Salem polynomial for a Salem number λ of degree m > 4, and let
ℓ = m/2. Let r1, r
−1
1 , . . . , rℓ, r
−1
ℓ be the roots of p(x) with r1 = λ. Choose complex
numbers s1, s2, . . . , sℓ so that s
2
j = rj for each j and s1 = λ
1
2 . There are two choices
for each sj with 1 < j ≤ ℓ and so there are a total of 2ℓ−1 choices. Let
q(x) = (x2 − (s1 + s−11 )x+ 1) · · · (x2 − (sℓ + s−1ℓ )x+ 1).
Then we have that q(x)q(−x) = p(x2). In order for λ to be square-rootable over
Q, the even degree coefficients of q(x) must be integers and the squares of the odd
degree coefficients of q(x) must be integers with the same square-free part for some
choice of s1, . . . , sℓ. These conditions can be checked numerically.
We determined that the smallest Salem number of degree 6 that is square-
rootable over Q is
λ6,4 = 1.5823471836 . . .
with Salem polynomial
p(x) = x6 − x4 − 2x3 − x2 + 1
and
q(x) = x6 −
√
2x5 + x4 −
√
2x3 + x2 −
√
2 x+ 1.
Hence we have that
c5 =
1
2 logλ6,4 = 0.2294546519 . . . .
The smallest Salem number of degree 8 that is square-rootable over Q is λ8,8 =
λ28,1. As c5 < b8, we have that c5 = c7.
The smallest Salem number of degree 10 that is square-rootable over Q is λ10,8 =
λ210,1. Hence we have that
c9 = b10 = 0.1623576120 . . . .
The smallest Salem number of degree 12 that is square-rootable overQ is λ12,16 =
λ212,1. Hence we have that c11 = b10.
The smallest Salem number of degree 14 that is square-rootable overQ is λ14,17 =
λ214,1. Hence we have that c13 = b10.
The smallest Salem number of degree 16 that is square-rootable over Q is
λ16,23 = 1.4908316618 . . .
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with Salem polynomial
p(x) = x16 − x14 − x12 − 2x11 − x8 − 2x5 − x4 − x2 + 1
and
q(x) = x16 −
√
2x15 + x14 −
√
2x13 + x12 − x8 + x4 −
√
2x3 + x2 −
√
2x+ 1.
We have that 12 logλ16,23 = 0.19966 . . . , and so we have that c15 = b10.
The smallest Salem number of degree 18 that is square-rootable overQ is λ18,22 =
λ218,1. Hence we have that c17 = b10.
The smallest Salem number of degree 20 that is square-rootable overQ is λ20,74 =
λ220,1. Hence we have that c19 = b10.
9. An example with K an intermediate field
All the examples of a Salem number λ that is square-rootable over K that we
have considered so far have been with K = Q or Q(λ + λ−1). In this section,
we consider an example with K an intermediate field between Q and Q(λ + λ−1).
Consider the polynomial
q(x) = x4 − 4x3 − 4x2 + 4x+ 1.
The polynomial q(x) is irreducible over Z and has three roots that lie in the open
interval (−2, 2) and one root that is greater than 2. Hence q(x) is the trace poly-
nomial of the Salem polynomial
p(x) = x4q(x+ x−1) = x8 − 4x7 − 8x5 − x4 − 8x3 − 4x+ 1.
The corresponding Salem number has value λ = 4.43861 . . . , and q(x) is the minimal
polynomial of
λ+ λ−1 = 1 +
√
3 +
√
2 +
√
3 = 4.6639 . . . .
Now λ1/2 = 2.1068 . . . has minimal polynomial p(x2), since p(x2) is irreducible
over Z, and so λ1/2 is not a Salem number by Lemma 7.1. The polynomial
g(x) = q(x2 − 2) = x8 − 12x6 + 44x4 − 60x2 + 25
is also irreducible over Z. As
(λ
1
2 + λ−
1
2 )2 = λ+ λ−1 + 2,
we have that g(x) is the minimal polynomial of
λ
1
2 + λ−
1
2 =
√
3 +
√
3 +
√
2 +
√
3 = 2.58145 . . . .
Now we have the factorizations
q(x) =
(
x2 − (2 +√2)x− (3 + 2√2))(x2 − (2−√2)x− (3− 2√2))
=
(
x2 − (2 + 2√3)x+ (2 +√3))(x2 − (2− 2√3)x+ (2−√3))
=
(
x2 − (2 +√6)x− 1)(x2 − (2−√6)x− 1)
with λ+λ−1 a root of the first factor in each case. This implies that
√
2,
√
3,
√
6 ∈
Q(λ + λ−1) and that Q(λ + λ−1) is the splitting field of q(x). The polynomial
q(x) was carefully chosen so that its Galois group is a Klein four group. Hence
the intermediate fields between Q and Q(λ + λ−1) are Q(
√
2), Q(
√
3) and Q(
√
6)
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Q
Q(
√
3)Q
(√
2
)
Q
(√
6
)
Q
(
λ+ λ−1
)
Q
(√
4−√6
)
Q
(√
8 + 3
√
6
)
Q
(
λ1/2 + λ−1/2
)
Figure 1. Lattice of considered subfields of Q(λ
1
2 + λ−
1
2 )
corresponding to the three subgroups of Gal(q(x)) of index 2 by the fundamental
theorem of Galois theory.
Let K be one of the fields Q(
√
2), Q(
√
3) or Q(
√
6), and let qK(x) be the first
factor of the above factorization of q(x) over K. Then the minimal polynomial of
λ over K is
pK(x) = x
2qK(x+ x
−1).
If K = Q(
√
2), then pK(−1) = qK(−2) = 5, which is not a square in oK , and
so λ is not square-rootable over Q(
√
2) by Lemma 8.1(1). If K = Q(
√
3), then
pK(−1) = qK(−2) = 10 + 5
√
3, which is not a square in oK , and so λ is not
square-rootable over Q(
√
3) by Lemma 8.1(1).
Now suppose that K = Q(
√
6), then
pK(−1) = qK(−2) = 7 + 2
√
6 =
(
1 +
√
6
)2
.
We have that
pK(x) = x
4 − (2 +√6)x3 + x2 − (2 +√6)x+ 1.
Then λ is square-rootable over K via α = 4 − √6 and β = 8 + 3√6 by Lemma
8.2(1). Note that α(5 + 2
√
6) = β with 5 + 2
√
6 the fundamental unit of oK .
Let h(x) = x4 − (6−√6)x2 + (7− 2√6). Then we have the factorizations
g(x) =
(
x2 −√αx− (1 +√6)) (x2 +√αx− (1 +√6))h(x)
=
(
x2 −
√
β x+
(
1 +
√
6
)) (
x2 +
√
β x+
(
1 +
√
6
))
h(x)
with λ1/2+λ−1/2 a root of the first factor in each case. This implies that
√
α,
√
β ∈
Q(λ
1
2 + λ−
1
2 ). The lattice of considered subfields of Q
(
λ1/2 + λ−1/2
)
is shown in
Figure 1, with each line indicating a degree 2 extension.
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Let r1, r2, r3 = λ
−1, and r4 = λ, be the four roots of pK(x). Let
A =
(
4∑
k=1
ri−jk /2
)
.
The matrix A is a symmetric function of the roots of pK(x), and so the entries of
A can expressible in terms of the coefficients of pK(x) by Newton identities, which
works out to be
A =
1
2


4 2 +
√
6 8 + 4
√
6 44 + 18
√
6
2 +
√
6 4 2 +
√
6 8 + 4
√
6
8 + 4
√
6 2 +
√
6 4 2 +
√
6
44 + 18
√
6 8 + 4
√
6 2 +
√
6 4

 .
The matrix A has signature (3, 1), and the automorphism of K taking
√
6 to −√6
takes A to a positive definite matrix, and so the corresponding quadratic form
f(x) = xtAx over K is admissible.
Let L = K(
√
α) = Q(
√
α). The minimal polynomial of λ
1
2 + λ−
1
2 over L is
gL(x) = x
2 −√αx− (1 +
√
6).
The minimal polynomial of λ
1
2 over L is
qL(x) = x
2gL(x+ x
−1) = x4 −√αx3 + (1 −
√
6)x2 −√αx+ 1,
and qL(x)qL(−x) = pK(x2) showing that λ is square-rootable over K via α.
Let s1, s2, s3 = λ
−1/2, and s4 = λ1/2 be the roots of qL(x), taken in order so
that s2k = rk each k. Let V be the Vandermonde matrix (r
j−1
i ), and let
D = V −1diag(s1, s2, s3, s4)V.
Then we find that
D =
1
5
√
α


6−√6 −1 +√6 1−√6 −6 +√6
3− 3√6 2− 2√6 3 + 2√6 7 + 3√6
3 + 2
√
6 2− 2√6 3− 3√6 −3 + 3√6
1−√6 −1 +√6 6−√6 9 +√6

 .
Then D ∈ O′(f,R) and D2 = C with C the companion matrix of pK(x) given by
C =


0 0 0 −1
1 0 0 2 +
√
6
0 1 0 −1
0 0 1 2 +
√
6

 .
The matrices E = 5
√
αD and C are over oK , and so C ∈ O′(f, oK). Let ε = 52α.
As in the proof of Theorem 7.7, let Φ be the congruence ε subgroup of O′(f, oK) and
let ∆ be the subgroup of O′(f,R) generated by D and Φ. Then ∆ is commensurable
to O′(f, oK). Hence Γ = W∆W−1 is an arithmetic group of isometries of H3 of
the simplest type defined over K, and γ = WDW−1 is an orientation preserving
loxodromic hyperbolic element of Γ such that λ
1
2 = eℓ(γ).
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Likewise for L = Q(
√
β), we derive a similar conclusion with
D =
1
5
√
β


4 +
√
6 1−√6 −1 +√6 −4−√6
7 + 3
√
6 8 + 2
√
6 −3− 2√6 13 + 7√6
−3− 2√6 8 + 2√6 7 + 3√6 −7− 3√6
−1 +√6 1−√6 4 +√6 21 + 9√6

 .
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