In this paper we will use the statistical inference, in particular the Bayes tests for the signification of the parameters of linear regression. We will consider the cases of known variance, and unknown variance respectively. Because we replace the Student tests by the Z tests in practice if the involved number of degrees of freedom is at least 30 , we can replace the case of unknown variance with that of known variance in our paper, if the above number of degrees of freedom is at least 30 .
Introduction
Consider X a random variable whose distribution depends on the parameter θ ∈Θ . If X is discrete, we denote by ( ) ( )
where 2 u σ is the estimated variance of the residues. [7] . We compute
and we accept the null hypothesis (the parameter is not significant) if and only if
where n is the data size, k is the number of explanatory variables, and 
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Case of Known Variance
If we expand the fraction of (4) by 
In the following we consider the estimator θ of θ which is unbiased and normal, with the known variance 
Denote by ( ) 
The condition to accept the null hypothesis with the threshold ε is that ( ) An acceptable condition is to accept the null hypothesis if ˆ0 θ = , and to reject it if θ μ = . But
and by substitution we obtain ( ) 
Consider now 
We notice that we accept the null hypothesis if 
i.e. the probability that ( )
according to the pdf ( ) f θ θ (θ is the real value of θ ). Of course, we denote by Φ the cdf of the standard normal distribution.
The standard normal cdf Φ computed for the above two values are computed by the Monte Carlo method [12] as follows. We generate first 10000 standard normal variables, using either the central limit method, the Box-Muler method, or the Butcher 1 method. We use in our C + + program the Box-Muler method, because is the most rapid. The value ( ) α Φ is equal to the ratio of the generated values less than or equal to α . We use the same methodology for the left sided and for the right sided Bayes test that follows. In this case we consider the prior distribution of θ having the support ( )
, and we replace this prior pdf and the posterior pdf of θ (which has the same support) in (12) . The differences to the two-sided test are that in the case of (11) both distributions of θ (prior and posterior) have the support, .
If we denote by ϕ the pdf of the standard normal distribution and we consider the prior distribution of θ as ( ) 
In this case it results that ( ) 
where ϕ is the standard normal pdf. 
In the case of the left sided Bayes test we can take also a prior distribution such that θ − is an exponential random variable. It results that ˆ;
θ θ δ has the distribution ( )
Therefore the involved pdfs are ( ) 
From the above monotony of We apply now the total probability formula for (13) and we obtain
i.e. the expectation of ( )
0ˆ;
P θ θ θ δ = using the conditional pdf of δ from (25).
Due to the fact that 
In the case of the two-sided Bayes test we notice first that R δ from (15') and P have inverse monotony: for fixed δ , when R δ is increasing on a parameter, P from (13) is decreasing, and vice versa.
In this way we obtain the existence of θ θ does not depend on δ , we use δ π from (18), and we obtain
In the case of the left-sided Bayes test we obtain analogously the existence of If we use the prior and posterior pdfs from (19') we obtain first max λ such that for max 0 λ λ < < we accept the null hypothesis if ˆ0 θ = .
Next we obtain the value 1 0 θ < such that we accept the null hypothesis if and only if 1ˆ0 θ θ < < .
For the right-sided Bayes test we obtain, using also the symmetry used in the case of known δ , it results the existence of In the cases of the left-sided and right-sided Bayes test 1 θ , and 2 θ respectively do not depend on δ , due to equation (28"). Therefore we apply (29) for (21) and (24) for obtaining the power of the test in each case. for the Student cdf.
Applications Example 1. Consider [7] the linear regression between the household savings (EP) and net nominal average earning per month (SNN). The considered period is between
The power of the test in Table 1 and Table 2 are computed if the real value of θ is zero, if the real value of θ is equal to the right limit of the acceptance interval (the interval such that we accept the null hypothesis 0 : 0 H θ = if and only if θ is in the interval), and if the real value of θ is equal to the estimated value respectively. For instance, in the case of known variance of the intercept (Table 1) In Table 1 that follows we present the Bayes test in the case of the intercept if we know the variance (hence δ is known). Table 1 The Bayes test for the intercept in the case of known variance T Analogous results are obtained in Table 2 in the case of the coefficient of X ( )
T Table 2 The Tables 3  and 4 . Table 3 The Bayes test for the intercept in the case of unknown variance 
Conclusions
The condition that must be fulfilled to have good properties of the test (small errors of the first/second type if we accept/reject the null hypothesis) is that the prior expectation is different enough of 0 θ . This is the explanation of the choosing for The formula (2) from [10] was obtained also in [6] , but in the case of X instead of X , hence the known variance becomes 2 n σ . But, due to the estimation of the variance of each regression coefficient, according (7) and (8) we prefer to consider 2 σ the known variance of the current coefficient (the case of known variance). In the case of unknown variance, we consider the unbiased estimator of the variance.
Of course, in both cases of known/unknown variance the power of the test depends on the real value of θ , θ . In our C + + program we will compute this power if 0 θ = , if θ is a limit of the acceptance interval different to zero (in the case of right-sided Bayes test), and if θ θ = respectively, to illustrate the performances of the test. We notice that the power is high in the last case, which is a good thing, taking into account that we reject the null hypothesis for both coefficients. Unfortunately the power is too high if 0 θ = (Tables 1 4  → ) , and an open problem is how to choose the prior distribution to decrease the power in this case. The same thing we can say about the two-sided Bayes test in the case of the limit of the interval. For the right-sided Bayes test the good properties of the test remains in the third case, and in the second case (the limit of the acceptance interval) the power becomes arround 0.5 (which is good, taking into account that we accept the null hypothesis 0 θ = if and only if θ is in the interior of the interval).
In the first case ( ) 0 θ = with prior distribution left-truncated normal, the power is arround 0.5 , which is also too high. In this case the best results are obtained for exponential prior distribution: 0.3898 in Table 1 , 0.25 in Table 2 , and 0.25356 in Table 4 respectively.
In the case of the Student test we know that the unkown variance case can be reduced to the known variance case if the involved number of degrees of freedom is at least 30 . In our paper case we notice that the results of Tables 2 and 4 are closer than that of Tables 1 and 3 . An explanation can be found in the low of large numbers and formula (25) , which is around one. An open problem is if we can obtain in the case of the intercept (and even in the case of the slope) better results if we use non-informative prior distribution [5] .
