Abstract-Truncated cosine Fourier series expansion method is applied for reconstruction of lossy and inhomogeneous 2-D media by using inverse scattering method in time domain. In this method, the unknown parameters are expanded in a cosine Fourier series and coefficients of this expansion are optimized in particle swarm optimization (PSO) routine with the aid of finite difference time domain (FDTD) method as an electromagnetic (EM) solver. The performance of the algorithm is studied for several 2-D permittivity and conductivity profile reconstruction cases. It is shown that since only a limited number of terms are retained in the expansion, using the proposed method guarantees the well-posedness of the problem and uniqueness of the solution and various types of regularization may be used to only have more precise reconstruction. It is also shown that the number of unknowns in optimization routine is reduced more than 75 percent as compared with conventional methods which leads to a considerable reduction in the amount of computations with negligible adverse effect on the precision of reconstruction. Sensitivity analysis of the suggested method to the number of expansion terms in the algorithm is studied, as well.
INTRODUCTION
In an inverse scattering problem, one tries to reconstruct or identify an object based on data available through EM field components back scattered from object illuminated by known incident wave. The data needed for such purpose may be collected for example from measurements or design objective.
Inverse scattering has gained considerable attention because of its vast applications in different branches of science such as medical tomography, non-destructive testing, object detection, geophysics, ground penetrating radars, remote sensing, atmospheric science and optics [1] [2] [3] [4] [5] [6] [7] .
Three important issues must be preliminary considered in an inverse scattering problem; the non-uniqueness, the ill-posedness, and the intrinsic nonlinearity [8] [9] [10] . The first two items appear because the operator that maps the scatterer properties to the scattered field is compact. The non-uniqueness and the ill-posedness can be treated by using regularization schemes [11] [12] [13] [14] [15] [16] [17] . On the other hand, the nonlinearity emerges from the fact that the scattered field is a nonlinear function of the electromagnetic properties of the scatterers due to multiple scattering phenomena. The nonlinearity of the problem is handled by applying iterative optimization techniques.
Recently, inverse scattering problems are studied in global optimization-based procedures. The unknown parameters of each cell of the medium grid would be directly considered as the optimization parameters.
Therefore, the general form of cost function for optimization routine can be expressed as where E sim and H sim are the simulated fields obtained by the FDTD method [18] in each optimization iteration. E meas and H meas are measured fields, I and J are the number of transmitters and receivers, respectively and T is the total time of measurement. On the other hand, as discussed before, regularization must be used to overcome the intrinsic ill-posedness and non-uniqueness of the inverse problem. Hence, the cost function should be modified as
Here R(ε r , σ, µ) is the regularization term and λ is the regularization factor.
Unfortunately, the conventional optimization-based methods stated above suffer from two main drawbacks. The first is the huge number of the unknowns especially in two-dimensional (2-D) and three-dimensional (3-D) cases which increases not only the amount of computations, but also the degree of ill-posedness. Another disadvantage is the determination of regularization factor which is rather a difficult task. Therefore, the truncated cosine Fourier series expansion method which reduces the amount of computations along with the sensitivity of the algorithm to the regularization term has been introduced [19] . With the help of this algorithm, it is possible to use (1) instead of (2) with assurance about the well-posedness of the problem.
In this paper, the truncated cosine Fourier series expansion method is applied for computationally efficient reconstruction of 2-D inhomogeneous and lossy structures. The general form of the problem, the expansion method and the mathematical considerations of the method are explained in Section 2. In Section 3, several 2-D inhomogeneous and lossless or lossy case studies are considered and the efficiency of the method is studied for all of them. Finally in Section 4, two important issues regarding sensitivity considerations of the proposed expansion method are addressed.
TRUNCATED COSINE FOURIER SERIES EXPANSION METHOD FOR 2-D PROBLEMS
Use of 2-D approximation simplifies the computations since the problem is generally reduced from vectorial to scalar which decreases the dimension of the solution space significantly.
Despite the approximation, the 2-D assumption is appropriate in many cases and there are good examples of good 2-D imaging algorithms which have proven to be quite useful in practice [1, 5, 6, 15] .
The permittivity and conductivity profiles reconstruction of a lossy and inhomogeneous 2-D region as shown in Fig. 1 is considered.
It has been shown [19] [20] [21] that instead of direct optimization of the unknowns, we can expand them in terms of a complete set of orthogonal basis functions and optimize the coefficients of the expansion in a global optimization routine like PSO [22] [23] [24] . If cosine basis functions are used for our 2-D case, the expansion of the relative permittivity profile in transverse x-y plane which is homogeneous along z can be written as
where a and b are the dimensions of the problem in the x and y directions, respectively and the coefficients, d nm , are to be optimized. In this case, the number of optimization parameters is (N + 1) × (M + 1) in comparison with conventional methods in which this number is equal to the number of grid points. This results in a considerable reduction in the amount of computations. The block diagram of the applied algorithm is illustrated in Fig. 2 . pulse for excitation and UPML [18] for truncation of the problem space in FDTD simulations. In our study, due to the lack of real measurement data, measured fields are also obtained by an FDTD direct simulation. In each step of optimization routine, the cost function is calculated. Then PSO as a global optimizer is used to minimize this cost function by changing the coefficients of relative permittivity and conductivity profiles expansions, iteratively.
Since inverse problems are non-unique and ill-posed in nature, a priori information must be applied for stabilizing the algorithm as much as possible. To achieve this, we may impose two physical constraints on the unknown parameters of the medium. First, it is assumed that the relative permittivity and conductivity have limited ranges of variation which is reasonable for real structures, i.e.,
and The second assumption is that the permittivity and conductivity profiles may not have severe fluctuations or oscillatory behaviour. According to what follows, these two important conditions are reflected on expansion coefficients as physical constraints during the optimization process.
It is known that average of a function with known limited range is located within that limit, that is if Then
Thus, for relative permittivity profile expansion we have
For x = 0 and y = 0, (3) reduces to
and for x = a and y = b, we have
Using Parseval theorem, another relation between expansion coefficients and upper bound of relative permittivity may be written. That is
Based on (3), (11) may be simplified as
By using (8), (9), (10) and (12) in the initial guess of the expansion coefficients and as the damping boundary condition [22] during the optimization process, the routine converges in a considerable faster rate. Similar conditions can be used for conductivity profiles in lossy cases.
SIMULATION RESULTS
The proposed expansion method is utilized for three different cases. In the simulations of all case studies, one transmitter (I = 1) and four receivers (J = 4) are used around the under reconstruction medium as shown in Fig. 3 . The population in PSO algorithm is chosen equal to 50, the maximum iteration is considered to be 200 and the number of time steps is limited to T = 300. A Gaussian waveform is used in the source point as the excitation.
Case study #1: In the first sample case, we consider an inhomogeneous and lossless 2-D medium consisting 10 × 10 cells. Therefore, only the permittivity profile reconstruction is considered. In the expansion method, the number of expansion terms in both x and y directions are set to 5 (N = M = 4). Thus, instead of 100 unknowns in direct optimization method we only have 25 unknowns in expansion method. This means 75 percent reduction in the number of unknowns which results in decreasing the required number of particles and iterations in the optimization routine.
The reconstructed profiles with the use of expansion method in several optimization iterations are shown in Fig. 4 . As can be seen, a completely random initial expansion coefficients lead to a really drastic permittivity profile as starting point in iteration process according to Fig. 4(b) . However, the algorithm which uses a global optimization routine has the ability of good reconstruction according to Fig. 4(e) . Also, inspection of the results indicates that the algorithm has a relatively fast convergence rate.
The cost function (1) is graphed versus the iteration number in Fig. 5 . It is seen that the PSO as a powerful global optimization method reduces the cost function quickly in this 5 × 5 2-D case. It is to be noted that due to drastic variations of cost function at the beginning iterations which cause the unrealizable changes in remaining iterations, the cost function is plotted from 30th iteration.
According to (1) , it is seen that least square criterion between measured and simulated electric and magnetic fields is used as cost function in this algorithm. As a check of method validity, the measured and simulated scattered fields of case study #1 in some different observation points at the end of reconstruction process for this TM z case are plotted in Fig. 6 . It can be seen that the simulated fields are completely coincide with measured ones.
As mentioned before, various kinds of regularization terms may be used to have more precise reconstruction. To investigate this, we have used the expansion method with the help of Tikhonov energy regularization [11] , second order Sobolev regularization [12] and total variation (TV) regularization [13] with N = M = 4 according to (2) for reconstruction of case study #1. The results are shown in Fig. 7 . Although some improvement are observed especially by using second order Sobolev and TV regularizations, but the differences is not very significant. Also, the optimized Fourier series expansion coefficients for reconstruction of case study #1 without and with regularization terms are depicted in Table 1 for comparison. It is seen that the coefficients of expansion are close to each other especially in lower frequencies.
It should be noted from the above reconstruction results that in spite of a valuable reduction in the amount of computations in the proposed expansion method, the reconstructed profiles have quite acceptable precisions.
Case study #2: In the second example, another lossless and inhomogeneous medium with 20 × 20 cells is considered. In the expansion method, N and M are chosen equal to 5. Therefore the number of unknowns is reduced to about one-tenth. The reconstructed profiles by using the expansion method in different iterations of optimization routine are depicted in Fig. 8 . The Fourier expansion coefficients for this case are represented in Table 2 .
Case study #3: In this case, a lossy and inhomogeneous medium with 10 × 10 cells is considered. Therefore, we have two expansions for relative permittivity and conductivity profiles and in both expansions, N and M are chosen equal to 4. The reconstructed profiles of permittivity and conductivity by using second order Sobolev regularization are shown in Figs. 9 and 10, respectively. The Fourier expansion coefficients for this case for both profiles expansions are represented in Table 3 .
The results for all three cases which are generally inhomogeneous and lossy or lossless media show that the proposed expansion method can tolerably reconstruct the unknown media with a considerable reduction in the amount of computations as compared to the conventional direct optimization of the unknowns.
SENSITIVITY CONSIDERATIONS
Regarding sensitivity of the algorithm, there are two important remarks we would like to explain. The first is that how the optimum number of expansion terms, N and M , should be chosen? Small values of N and M reduce the accuracy of reconstructed result, while large values cause oscillatory response or even divergence of the algorithm. This is clearly seen in the reconstructed profiles of Figs. 11 and 12 for case study #1 and #2, respectively. Our experiences from various permittivity and conductivity profiles reconstruction leads to The second important issue is that since the under reconstructed profiles are estimated by a truncated expansion in this algorithm, the number of required terms depends only on the profile variations and not on the dimensions of the region. Therefore, a brilliant advantage of this method is the possibility of reconstruction of large regions with only a few number of expansion terms. In Fig. 13 , a permittivity profile similar to that of case study #1 but five times expanded is reconstructed tolerably by the expansion method with again N = M = 4. It means that a 2500 cell region is reconstructed with only 25 parameters which shows 99 percent reduction in the number of optimization parameters in comparison with conventional direct method. 
CONCLUSION
A computationally efficient method which is based on combination of the cosine Fourier series expansion, the FDTD and the PSO algorithms has been applied for reconstruction of 2-D cases. The mathematical formulations of the method have been derived completely and the algorithm has been examined for reconstruction of several inhomogeneous lossless and lossy cases. With a considerable reduction in the number of the unknowns and consequently the required number of particles and optimization iterations as compared with conventional inverse scattering methods, the relative permittivity and conductivity profiles of 2-D media have been reconstructed successfully. It has been shown by sensitivity analysis that for obtaining well-posedness as well as accurate reconstruction simultaneously, the number of expansion terms must be chosen intelligently. Finally, it has been illustrated that due to the independence of the method on the region dimensions, it is possible to reduce the optimization parameters in the reconstruction of large regions, significantly.
