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Introduction
Cette the`se trouve naturellement sa premie`re source d’inspiration dans les travaux traitant
des paysages adaptatifs, des algorithmes e´volutionnaires et des me´taheuristiques pour l’optimi-
sation combinatoire. Mais au dela` de ces re´fe´rences pre´cises, elle est une contribution au vaste
domaine des re´seaux et de la complexite´.
Depuis plusieurs dizaines d’anne´es, les re´seaux apparaissent comme des universaux pour
diffe´rentes sciences. Dans plusieurs domaines, on observe des structures communes base´es sur des
entite´s de meˆme nature dont les interactions font e´merger des comportements complexes. C’est
par exemple le cas des re´seaux immunitaires en biologie, du re´seau internet en informatique, des
re´seaux de villes en ge´ographie, des re´seaux de re´actions chimiques, des re´seaux se´mantiques en
linguistique, etc.
Le concept de paysage adaptatif a e´te´ introduit par S. Wright dans le domaine de la biologie
de l’e´volution dans les anne´es 1930. Il consiste a` repre´senter l’ensemble de tous les organismes
potentiels a` l’aide d’un espace abstrait muni d’une relation de voisinage. Les organismes po-
tentiels sont les points du paysage et la relation de voisinage de´finit les de´placements possibles
sur celui-ci. De plus, a` chaque organisme potentiel est associe´ une “hauteur” indiquant son taux
de re´plication appele´ sa valeur d’adaptation ou fitness. L’e´volution d’une population s’envisage
alors comme une marche adaptative d’une population vers les plus hauts sommets c’est-a`-dire
les grandes valeurs d’adaptation. On de´crit alors le paysage a` l’aide de pics, creˆtes, valle´es, etc.
Le paysage adaptatif est l’un des concepts les plus pertinents pour mode´liser l’e´volution d’une
population d’organismes. Cette notion s’est aussi impose´e dans d’autres domaines scientifiques
tels que la biologie mole´culaire, la physique statistique, ou l’optimisation combinatoire pour
mode´liser des syste`mes dynamiques complexes. Dans le domaine de l’optimisation combinatoire
qui nous concerne dans ce me´moire, l’inte´reˆt meˆme de cette me´taphore est de lier la description
ge´ome´trique avec la dynamique des algorithmes de recherche.
Au cours des anne´es 60, graˆce a` la naissance et aux progre`s de la biologie mole´culaire,
Kimura a mis en e´vidence que la majorite´ des mutations sont neutres ou bien le´thales ; dans
ce dernier cas, elles conduisent les organismes a` disparaˆıtre avant de pouvoir se reproduire.
Les mutations neutres n’apportent pas d’avantage se´lectif a` l’organisme ; elles sont uniquement
dirige´es par le hasard et leur taux d’apparition serait constant au cours de l’e´volution. L’existence
des mutations neutres permet d’expliquer le polymorphisme, c’est-a`-dire l’importante variabilite´
ge´ne´tique observe´e au sein des populations de nombreuses espe`ces. A` la diffe´rence du mode`le ne´o-
darwinien ou` de meilleurs variants sont continuellement de´couverts et ou` une population s’adapte
progressivement a` son environnement, le mode`le d’e´volution neutre suppose que pendant de
longues pe´riodes de temps l’e´volution n’est plus guide´e par l’adaptation mais seulement par des
variations ale´atoires.
Cette the´orie neutraliste de l’e´volution1 a modifie´ la perception du paysage adaptatif. On
de´crit alors la ge´ome´trie du paysage a` l’aide de“plateaux”ou` la recherche“de´rive”ale´atoirement.
Ces paysages avec de nombreux plateaux ou` sont observe´s ces dynamiques sont appele´es paysages
1qu’il pre´fe`re nommer the´orie de la mutation et de la de´rive ale´atoire
1
adaptatifs neutres.
Les re´seaux s’ave`rent alors pertinentes dans l’e´tude des paysages adaptatifs neutres. On
de´finit les re´seaux de neutralite´ comme les graphes des points du paysage de meˆme performance
ou` les arcs sont de´finis par la relation de voisinage induite par les mutations neutres. Les re´seaux
de neutralite´ correspondent aux plateaux du paysage. L’objet de ce me´moire est d’e´tudier les
paysages adaptatifs neutres et en particulier les re´seaux de neutralite´. On utilisera les outils
issus de diverses disciplines comme l’autocorre´lation des degre´s du graphe, les profils rang-taille
des re´seaux, le taux d’innovation, etc.
Le premier chapitre exposera l’origine du concept de paysage adaptatif et ces deux principales
ge´ome´tries, multimodale et neutre. Nous donnerons les principales de´finitions et mesures usuelles
des paysages adaptatifs lie´es a` la multimodalite´. Ensuite, nous montrerons que les paysages
adaptatifs neutres se rencontrent dans le domaine de l’optimisation et nous exposerons les
principaux travaux relatifs a` cette ge´ome´trie qui soit tentent d”’introduire”de la neutralite´ dans
le codage du proble`me afin de faciliter la recherche, soit conc¸oivent des algorithmes de´die´s.
Dans le deuxie`me chapitre, nous proposerons un nouvel outil, le Nuage Adaptatif (NA),
pour e´tudier les ensembles de neutralite´, i.e. l’ensemble des solutions de meˆme performance. Le
nuage adaptatif qui exprime la corre´lation de performance entre solutions voisines relativement
a` un ope´rateur local permet l’analyse de l’effet d’un ope´rateur sur les ensembles de neutralite´.
Nous donnerons l’expression analytique du nuage adaptatif relativement a` l’ope´rateur de re-
cherche ale´atoire sur une large famille de paysages, les paysages embarque´s uniformes, et nous
validerons expe´rimentalement cette expression. Nous verrons comment le nuage adaptatif per-
met la pre´diction de l’e´volution de performance lors de l’ite´ration d’un ope´rateur local. Enfin,
nous pre´senterons une mesure de difficulte´ de´duite du NA, le Coefficient de pente ne´gative,
particulie`rement adapte´ au domaine de la programmation ge´ne´tique.
Dans le troisie`me chapitre, nous proposerons une e´tude expe´rimentale des re´seaux de neutra-
lite´ de paysages acade´miques de neutralite´ ajustable repre´sentant diffe´rentes manie`res d’obtenir
de la neutralite´ dans un paysage additif. L’e´tude utilisera des mesures existantes de re´seaux
mais aussi une nouvelle mesure, l’autocorre´lation de l’e´volvabilite´. Cette mesure comple`te la
description des paysages en de´crivant ces interactions entre les diffe´rents re´seaux de neutralite´.
Cette nouvelle mesure mettra en e´vidence de nouvelles caracte´ristiques des paysages adap-
tatifs neutres ce qui permettra de concevoir un nouvel algorithme de recherche, la recherche pe´-
riscopique. Le quatrie`me chapitre exposera les performances de cet algorithme sur les paysages
neutres acade´miques e´tudie´s au chapitre pre´ce´dent. Enfin, le chapitre se termine par l’analyse
d’un paysage neutre relatif au proble`me de majorite´, qui est un proble`me d’apprentissage d’une
taˆche par un automate cellulaire. L’e´tude de ce proble`me difficile et la prise en compte de sa
ge´ome´trie neutre permet de de´couvrir un sous-espace sur lequel l’optimisation est facilite´e.
Ce travail d’informaticien n’a e´te´ possible que par l’utilisation massive de la puissance de
calcul des ordinateurs. C’est une de´marche expe´rimentale qui a exige´ un travail approfondi dans
le choix des expe´riences a` mener et de leurs interpre´tations. Mais c’est aussi une de´marche
the´orique qui a ne´cessite´ l’utilisation d’outils mathe´matiques comme les statistiques, les proba-
bilite´s ou les graphes. Cette the`se bien que relevant principalement de l’informatique se veut
un travail pluridisciplinaire dans ses motivations et le choix de ses re´fe´rences, dans sa de´marche
et ses outils et dans ses re´sultats qui, nous l’espe´rons, pourront eˆtre exploite´s dans diffe´rents
domaines.
2
Chapitre 1
Paysages adaptatifs et
Me´taheuristiques
Le concept de paysage adaptatif (ou paysage de fitness) a e´te´ introduit par S. Wright dans
le domaine de la biologie de l’e´volution dans les anne´es 1930 [146]. Il consiste a` repre´senter
l’ensemble de tous les organismes potentiels a` l’aide d’un espace abstrait muni d’une relation de
voisinage. Les organismes potentiels sont les points du paysage et la relation de voisinage de´finit
les de´placements possibles sur celui-ci. Pour comple´ter cette image, a` chaque organisme potentiel
est associe´ une “hauteur” indiquant son taux de re´plication appele´ sa valeur d’adaptation ou
fitness. la figure 1.1 est la repre´sentation classique d’un paysage adaptatif avec des pics et des
valle´es.
Espace des genotypes
Fitness
Fig. 1.1 – Repre´sentation d’un paysage adaptatif de dimension deux.
Le paysage adaptatif est l’un des concepts les plus pertinents pour mode´liser l’e´volution d’une
population d’organismes. Cette notion s’est aussi impose´e dans d’autres domaines de la science
tels que la biologie mole´culaire, la physique statistique [69, 99, 39], ou l’optimisation combina-
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toire pour mode´liser des syste`mes dynamiques complexes. Dans le domaine de l’optimisation
combinatoire, l’inte´reˆt meˆme de cette me´taphore est de lier la description ge´ome´trique avec la
dynamique des algorithmes de recherche et ainsi d’extraire des informations sur la difficulte´ a`
optimiser un proble`me donne´.
1.1 Inte´reˆt de la me´taphore des paysages adaptatifs pour l’op-
timisation
Dans le domaine de l’optimisation combinatoire a` l’aide de me´taheuristiques comme par
exemple le recuit simule´ (RS), la recherche taboue (RT) ou les algorithmes e´volutionnaires (AE),
on utilise e´galement le concept de paysage adaptatif en l’associant a` un proble`me d’optimisa-
tion. Dans ce cas, l’ensemble des organismes potentiels correspond a` l’ensemble des solutions
potentielles du proble`me ; deux solutions sont dites voisines lorsqu’il existe un ope´rateur local
permettant de passer de l’une a` l’autre ; enfin, la valeur d’adaptation repre´sente l’objectif a`
maximiser (ou le couˆt a` minimiser). La valeur de la fonction a` optimiser est parfois, notamment
dans le cas du recuit simule´, assimile´e a` une e´nergie que l’on cherche a` minimiser. Cepen-
dant dans la suite de ce me´moire, nous conside´rerons que toutes les fonctions objectifs sont a`
maximiser, nous nommerons les “solutions potentielles” plus simplement “solutions” et la valeur
d’adaptation d’une solution sera aussi appele´e performance d’une solution.
Formellement, nous utiliserons la de´finition et les notations usuelles [125, 106, 124] :
De´finition: Un paysage adaptatif est un triplet (S,V, f) tel que :
– S est un ensemble de solutions potentielles,
– V : S → 2S est un voisinage qui associe a` chaque solution s ∈ S un ensemble de solution
voisines V(s) ⊂ S,
– f : S → IR une fonction d’adaptation qui a` chaque solution associe un nombre re´el.
Dans le cadre des me´taheuristiques par recherche locale, le ou les ope´rateurs locaux per-
mettent de de´finir le voisinage V. Si la me´taheuristique utilise un seul ope´rateur local op, le
voisinage d’une solution x est souvent de´fini comme V(x) = {y ∈ S | y = op(x)}. Dans le cas
ou` plusieurs ope´rateurs locaux sont utilise´s, on peut alors soit associer un paysage adaptatif
a` chaque ope´rateur ou alors construire l’ensemble des voisins comme l’ensemble des solutions
atteignables par application d’un des ope´rateurs locaux. Un voisinage peut eˆtre associe´ a` une
distance ; par exemple, dans le contexte des algorithmes ge´ne´tiques, quand l’ensemble des solu-
tions est l’ensemble des chaˆınes binaires de longueur fixe, l’ope´rateur qui change la valeur d’un
bit de´finit la relation de voisinage. Ainsi, deux solutions sont voisines lorsque leur distance de
Hamming est e´gale a` 1.
Les me´taheuristiques “voient” un paysage adaptatif comme un substrat sur lequel les so-
lutions courantes se de´placent. Le concept de paysage adaptatif a ainsi permis d’e´tudier la
dynamique d’e´volution des solutions, la convergence des me´taheuristiques, ou la capacite´ des
algorithmes a` optimiser un proble`me. En formulant des hypothe`ses sur le paysage, la mode´lisa-
tion par chaˆınes de Markov permet d’e´tudier la convergence des me´taheuristiques telles que le
recuit simule´ [1, 52], ou les algorithmes e´volutionnaires [95, 29, 102]. Il est e´galement possible
de de´crire un paysage inde´pendamment d’une me´taheuristique particulie`re mais seulement en
tenant compte des ope´rateurs de variation locaux. Les outils mathe´matiques qui permettent ce
type d’e´tude sont alors, par exemple, le graphe Γ = (S,V) induit par le paysage [106, 124] ou
la de´composition en se´rie de Walsh [68, 71]. Un paysage adaptatif peut eˆtre analyse´ de fac¸on
“ge´ographique”; on de´taille alors ses caracte´ristiques : montagne massive, valle´e, plateau, pic,
creˆte... dans des espaces de dimension supe´rieure a` trois. La description des paysages a e´te´
largement influence´e par les the´ories de l’e´volution. Deux types de ge´ome´tries de paysage qui
correspondent a` deux dynamiques ont e´te´ mises en avant : la marche adaptative inspire´e par la
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the´orie ne´o-darwinienne sur les paysages avec de nombreux pics et la de´rive ale´atoire inspire´e
par la the´orie neutraliste sur les paysages avec de nombreux plateaux. Ces deux types de pay-
sages ne sont e´videmment pas exclusifs, et il existe une grande varie´te´ de ge´ome´tries combinant
les deux aspects.
Un autre inte´reˆt des paysages adaptatifs est d’aider a` mieux de´crire un proble`me. Wolpert
et Macready ont de´montre´ le the´ore`me “no free lunch” [144, 145] aux conse´quences pratiques
importantes. Il e´nonce que tous les algorithmes d’optimisation ont des performances moyennes
e´quivalentes sur l’ensemble F des fonctions d’optimisation de X sur Y ou` X et Y sont des en-
sembles finis. En conse´quence, s’il existe un algorithme d’optimisation a1 dont les performances
sont meilleures qu’un autre algorithme d’optimisation a2 sur un sous-ensemble de fonctions de
F , alors il existe un autre sous-ensemble de F ou` l’algorithme a1 obtient de moins bonnes
performances que l’algorithme a2. Les conse´quences pratiques de ce the´ore`me font toujours
l’objet de de´bat. Les travaux de Radcliffe et al et de Schumacher et al [104, 110] caracte´risent
les sous-ensembles de fonctions (sous-ensembles ferme´s par permutations) pour lesquels tous
les algorithmes ont les meˆmes performances moyennes. Igel et Toussaint [63] montrent que ces
classes de fonctions sont rares parmi l’ensemble des classes possibles de fonctions et lorsque qu’il
existe une notion de voisinage sur l’espace de recherche X , aucune classe de fonctions qui res-
pectent ce voisinage n’est ferme´e par permutation. Weinberg et Talbi [139] restreignent aussi le
domaine d’application du the´ore`me, le the´ore`me n’est plus ve´rifie´ lorsque la classe de proble`mes
est structure´e comme par exemple l’ensemble des proble`mes de coloration de graphe. Toutefois,
ce the´ore`me renforce l’ide´e que l’e´laboration d’un algorithme d’optimisation adapte´ ne´cessite de
connaˆıtre la classe du proble`me que l’on optimise.
Pour un proble`me donne´, il existe souvent plusieurs fac¸ons de repre´senter les solutions (vec-
teurs, listes, etc), de de´finir une relation de voisinage entre solutions, ou plusieurs choix pour la
fonction d’adaptation. Chacun de ces choix pre´cisent la nature du proble`me et surtout de´finissent
un paysage adaptatif particulier avec ses propres caracte´ristiques. Une description statistique
du paysage permet de discriminer les mauvais choix ou` peu d’algorithmes pourront optimiser
correctement le proble`me, ou mieux de se´lectionner le ou les meilleurs choix possibles qui se-
ront favorables a` une optimisation efficace par me´taheuristique. Le paysage adaptatif est un
moyen de caracte´riser un proble`me et de la`, d’identifier l’algorithme qui exploite au mieux ces
caracte´ristiques.
L’image d’un “paysage” est se´duisante pour rendre compte de la dynamique de la recherche.
Elle permet de visualiser des solutions traversant valle´es, creˆtes et plateaux vers des optima
locaux ou globaux. Bien que cette me´taphore soit une source fe´conde pour imaginer de nou-
veaux algorithmes ou pour se repre´senter leurs dynamiques, elle peut eˆtre trompeuse pour
rendre compte des dynamiques dans des espaces comportant un grand nombre de dimensions.
Il est ne´cessaire d’utiliser des outils mathe´matiques, notamment statistiques, pour caracte´riser
la ge´ome´trie du paysage. Dans la suite, apre`s avoir exposer les outils lie´s a` la recherche ale´a-
toire, nous allons pre´senter les ge´ome´tries pre´ponde´rantes qui ont influence´ la conception des
me´taheuristiques de recherche locale.
1.2 Exploration ale´atoire du paysage adaptatif
1.2.1 Recherche ale´atoire
La recherche ale´atoire (RA) consiste a` se´lectionner une solution de manie`re e´quiprobable
dans l’espace de recherche S. L’e´tude de la RA pre´sente deux inte´reˆts. La RA sert d’algo-
rithme de re´fe´rence pour e´valuer les performances d’un algorithme d’optimisation. En effet, une
conse´quence du the´ore`me “no free lunch” est que tout algorithme d’optimisation a les meˆmes
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performances moyennes que la recherche ale´atoire sur l’ensemble des proble`mes. Sur un proble`me
particulier, il est donc pertinent d’e´valuer un algorithme par rapport a` la recherche. La RA est
aussi une me´thode couramment utilise´e pour fournir les solutions initiales de me´taheuristiques
telles que le recuit simule´, la recherche taboue, etc. L’analyse de la RA permet d’e´valuer les
performances initiales de ces me´taheuristiques.
Nous pre´sentons une premie`re mesure lie´e a` la recherche ale´atoire. La densite´ des e´tats,
note´ D.O.S pour Density Of States, a e´te´ introduite par Rose´ et al [108] dans le domaine
de l’optimisation. Cette mesure, issue de la physique des solides, correspond a` la fre´quence
d’apparition d’une valeur d’adaptation (fitness) dans l’ensemble de l’espace de recherche S. Elle
donne ainsi la densite´ de probabilite´ d’obtenir une valeur d’adaptation donne´e lors d’une RA.
Expe´rimentalement, la densite´ des e´tats est estime´e efficacement a` l’aide d’un e´chantillonnage
obtenu par l’algorithme de Me´tropolis [82]. De nombreux travaux ont utilise´ cette me´thode,
Crisan et Muhlenbein l’ont applique´e au proble`me d’affectation de fre´quences [24], Bresina et
al au proble`me de planification de taˆches pour un te´lescope [16], Collins au proble`me de parite´
[23], Be´laidouni et Hao aux proble`mes plus the´oriques SAT et MAX-CSP [11, 12]. La D.O.S.
est un indicateur de performance d’une RA ou d’une me´thode d’initialisation uniforme sur
l’espace de recherche. La forme de la de´croissance (exponentielle, line´aire, etc) de la queue de
la distribution est e´galement un indice de difficulte´ pour optimiser : plus la de´croissance est
rapide, plus les bonnes solutions sont rares et l’optimisation difficile. Toutefois, la D.O.S. n’est
pas suffisante comme indicateur puisqu’il est facile de concevoir des proble`mes ou` les bonnes
solutions sont rares mais ou` les me´taheuristiques trouvent facilement une suite de solutions qui
me`ne a` l’optimum.
1.2.2 Marche ale´atoire
La recherche ale´atoire utilise uniquement l’ensemble des solutions potentielles S du paysage
adaptatif et ignore la notion de voisinage du paysage. Une autre fac¸on de rechercher de fac¸on
ale´atoire en utilisant la structure de voisinage V est la marche ale´atoire (MA). La MA est une
suite de solutions voisines ou` la solution suivante est se´lectionne´e ale´atoirement de manie`re
uniforme dans le voisinage de la solution courante.
De´finition: Pour tout paysage adaptatif (S,V, f), une marche W de s a` s′ est une suite
(s0, s1, . . . , sm) de solution de S telle que s0 = s et sm = s′ , et si+1 ∈ V(si) pour tout 0 ≤ i < m.
Une marche ale´atoire Walea est une marche de s a` s
′
ou` pour tout i ≥ 0, si+1 est se´lectionne´
uniforme´ment dans l’ensemble V(si).
La marche ale´atoire n’a pas une meilleure performance moyenne que la recherche ale´atoire
sur un proble`me donne´. Elle permet seulement l’e´tude du voisinage du point de vue de la
performance comme nous le verrons plus pre´cise´ment dans la partie 1.3.2. La MA donne une
ide´e du “profil” du paysage. Lorsque ce profil est “accidente´”, les performances des solutions
voisines sont disperse´es, au contraire, lorsque le profil est “lisse”, ces performances sont proches.
La continuite´ du voisinage a une influence sur les capacite´s de recherche des me´taheuristiques
base´e sur ce voisinage.
1.3 Paysage multimodal et rugosite´
Lorsque S. Wright proposa le concept de paysage adaptatif, il envisageait l’e´volution comme
une marche adaptative, i.e. ou` la solution suivante de la marche a une meilleure performance,
d’une population vers les plus hauts sommets c’est-a`-dire les grandes valeurs d’adaptation [146,
70]. Cette image est aussi celle qui a domine´ dans la conception des me´taheuristiques. Les
solutions se de´placent progressivement vers les points du paysage de plus grandes adaptations,
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par exemple au moyen d’un algorithme qui se´lectionne toujours la solution voisine de meilleure
performance. La convergence est obtenue lorsque les solutions sont bloque´es sur des optima
locaux ou globaux. La difficulte´ d’optimisation du proble`me est donc lie´e a` l’existence d’optima
locaux : leur nombre, leur densite´ spatiale, la taille des bassins d’attraction, etc. Nous allons
tout d’abord pre´senter quelques mesures de paysage adaptatif relatives a` ce crite`re. Ensuite,
nous de´finirons la notion de rugosite´ lie´ a` la corre´lation locale et nous verrons le lien entre ces
deux notions.
1.3.1 Multimodalite´
Les optima locaux d’un paysage sont les solutions qui n’ont pas de solutions voisines de
meilleure performance. On peut de´finir formellement cette proprie´te´ dans le cas de proble`me de
maximisation :
De´finition: Pour tout paysage adaptatif (S,V, f), une solution s∗ est un optimum local ssi
le pre´dicat isOpt(s∗, f,V) est vrai ou` isOpt est de´fini par isOpt(s∗, V, g) = (∀s ∈ V (s∗), g(s) ≤
g(s∗)).
De plus, si ∀s ∈ S, g(s) ≤ g(s∗), l’optimum est global.
Un paysage est dit multimodal suivant le nombre d’optima locaux, note´ M . Palmer [97]
de´finit un paysage fortement multimodal lorsque l’ordre de grandeur de M est exponentiellement
croissant avec la “dimension” de l’espace de recherche 2. Cependant cette taille M est le plus
souvent accessible sans une e´nume´ration exhaustive de l’espace de recherche et peut-eˆtre estime´
par des me´thodes statistiques [45, 48]. Ces me´thodes sont toutes base´es sur la notion de marche
adaptative qui converge ne´cessairement vers un optimum local. En effet, une marche adaptative
est une suite de solutions voisines ou` la solution suivante est la solution voisine de meilleure
performance.
De´finition: Pour tout paysage adaptatif (S,V, f), une marche adaptative (s0, s1, . . . , sL)
est une marche telle que ∀i ∈ {0, . . . , L − 1}, f(si) < f(si+1) et si+1 = argmax
s∈V(si)
f et telle que
sL est un optima local. La notation Argmax est l’argument maximum et repre´sente la valeur
de la variable pour laquelle la fonction atteint son maximum.
L est alors la longueur de la marche adaptative. La de´finition d’une marche adaptative est
ambigue¨ lorsqu’il existe plusieurs solutions dans le voisinage V(si) de performance maximale.
Une marche adaptative commenc¸ant par la meˆme solution initiale peut aboutir a` des optima
locaux diffe´rents, voire meˆme finir sur un plateau d’optima locaux et non plus sur un optimum
local “isole´”. Nous exposerons les modifications possibles de cette de´finition dans la partie sur
les re´seaux de neutralite´. Dans la suite de ce paragraphe, afin de garantir la correction des
de´finitions, nous supposerons qu’une marche adaptative commenc¸ant sur une meˆme solution se
termine toujours sur le meˆme optimum, meˆme dans le cas ou` le paysage contient beaucoup de
solutions voisines de performance e´gale.
A` chaque optimum local s∗ est associe´ un bassin d’attraction B(s∗). Une solution s0 ap-
partient a` B(s∗) si et seulement si la marche adaptative commenc¸ant par la solution s0 se
termine sur l’optima local s∗. L’ensemble des bassins d’attractions forme alors une partition de
l’espace de recherche. La distribution des tailles des bassins est un facteur important pour les
performances des me´taheuristiques [47]. Garnier et al [48] propose une me´thode pour estimer les
tailles des bassins d’attractions et le nombre d’optima locaux M . La me´thode consiste a` re´aliser
une marche adaptative a` partir de N points choisis ale´atoirement dans l’espace de recherche.
On suppose que chaque marche converge vers un unique optimum local. Le re´sultat de ces N
marches permet d’obtenir les nombres βj pour 1 ≤ j ≤ N correspondant au nombre d’optima
locaux de´tecte´s a` partir de j solutions. Ensuite, il s’agit de proposer une famille de densite´ de
2par exemple, pour le proble`me du voyage de commerce, la dimension du proble`me est le nombre de villes.
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Fig. 1.2 – Donne´es originales de Galton sur la taille des pois de senteur.
probabilite´ Hγ , parame´tre´e par un nombre re´el γ, dont l’une de ces densite´s est la densite´ de
probabilite´ d’avoir une taille donne´e de bassin d’attraction. Ainsi, a` partir de ces densite´s Hγ ,
il est possible de calculer le nombre moyen βj,γ d’optima locaux de´tecte´s a` partir de j solutions
ale´atoirement choisies dans l’espace de recherche. Enfin, un test du χ2 qui consiste a` calculer
pour tout γ, Tγ =
∑
j>0
(βj−βj,γ)2
βj,γ
permet de connaˆıtre la distribution Hγ la plus probable ; et
en de´duire une estimation du nombre d’optima locaux M et de la distribution des tailles des
bassins d’attraction B(s∗).
1.3.2 Rugosite´
La rugosite´ d’un paysage adaptatif est relative a` sa structure locale plus ou moins accidente´e.
Lorsque le paysage est irre´gulier, on dit qu’il est rugueux, dans le cas contraire, on le dit peu
rugueux, continue ou lisse. La quantification de la rugosite´ s’effectue en mesurant la corre´lation
entre les valeurs de performance de solutions voisines.
Corre´lation Parents/Enfants et E´volvabilite´
L’e´tude de la relation entre les performances de solutions voisines n’est pas nouvelle, du
moins dans son interpre´tation biologique. En effet, de`s la fin du XIX sie`cle, Galton [43, 44]
re´alisa les premie`res e´tudes de l’he´re´dite´ des caracte`res quantitatifs en e´tudiant l’he´re´dite´ de la
taille des pois de senteur. Il fit pousser sept lots diffe´rents de graines tel que dans chaque lot la
taille des graines est homoge`ne. Apre`s la re´colte, il mesura la taille des graines enfants obtenues.
Il disposa sur un graphique la moyenne des tailles des pois de senteur enfants en fonction de la
moyenne des tailles de leurs parents (voir figure 1.2), puis trac¸a une droite, dite depuis droite
de re´gression, pour de´crire la relation entre la moyenne des tailles des enfants et la moyenne
des tailles des parents. Galton utilise cette droite pour pre´dire l’e´volution de la taille des poix
au cours des ge´ne´rations. A` chaque ge´ne´ration, la droite de re´gression permet d’estimer la taille
a` la ge´ne´ration suivante et ainsi de suite jusqu’au point “moyen”. Galton commet une erreur
qui est releve´e et corrige´e par Pearson [98] : il conside`re dans son raisonnement qu’il n’y a pas
e´volution de l’he´re´dite´ des caracte`res quantitatifs, c’est-a`-dire de la droite de corre´lation.
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La corre´lation parents/enfant rejoint en optimisation la notion d’e´volvabilite´. Altenberg [2,
41, 3] de´finit l’e´volvabilite´ comme “la capacite´ de l’ope´rateur de variation locale a` produire des
solutions de meilleure performance que les solutions initiales”. L’auteur pre´cise que l’e´volvabilite´
est une mesure de performance au niveau local qui s’inte´resse a` la distribution de performance
des solutions produites par un ope´rateur.
Comme souligne´ par Turney [131], la notion d”´evolvabilite´ est difficile a` de´finir. Il tente de
de´finir intuitivement l’e´volvabilite´ par :
si deux solutions s et s′ sont de meˆme performance, s est plus “e´volvable” que s′
si la meilleure solution voisine de s est plus grande que celle de s′.
Nous choisirons une de´finition de l’e´volvabilite´ plus neutre permettant de prendre en compte
un grand nombre de situations et nous introduirons des mesures d’e´volvabilite´ de´duite de la
de´finition de l’e´volvabilite´. Nous de´finissons donc l’e´volvabilite´ d’une solution s relative a` un
ope´rateur local op comme la distribution de probabilite´ des performances des solutions obtenues
par l’ope´rateur.
De´finition: Soient un paysage adaptatif (S,V, f) et op : S → S un ope´rateur3 local agissant
sur S tel que pour tout s ∈ S, op(s) ∈ V(s). Notons Y : S → IR la v.a. Y (s) = f(op(s)).
L’e´volvabilite´ de s relative a` l’ope´rateur op est la densite´ de probabilite´ de Y (s).
Plusieurs mesures d’e´volvabilite´ peuvent eˆtre naturellement de´duites de cette de´finition :
l’e´volvabilite´ moyenne par E(Y (s)), la probabilite´ d’ame´lioration P (Y (s) ≥ f(s)) etc.
D’autres auteurs ont utilise´ la corre´lation de performance entre solutions voisines ; citons
par exemple Manderick et al [83] et Greffenstette [51] qui de´finissent la “distribution de fitness
d’un ope´rateur” afin de pre´dire l’efficacite´ d’un algorithme ge´ne´tique. Fogel et al [37] utilisent
la meˆme ide´e pour de´terminer, au cours de la recherche, l’ope´rateur le plus efficace. Bornholdt
[14] analyse la distribution de performance des solutions voisines a` l’aide de la technique des
cumulants. Igel et al [61, 62] utilisent la probabilite´ d’ame´lioration et la performance moyenne
des solutions voisines pour de´terminer l’ope´rateur le plus adapte´ au proble`me d’optimisation,
enfin Smith et al [119] utilisent plusieurs mesures de l’e´volvabilite´ base´es sur la distribution de
performance et montrent que ces mesures sont capables de rendre compte de la difficulte´ due a`
la multimodalite´ et a` la neutralite´ des proble`mes.
Autocorre´lation
La rugosite´ d’un paysage peut-eˆtre aussi de´crite a` l’aide de la corre´lation locale de perfor-
mance ou` l’on cherche a` connaˆıtre la corre´lation de performance entre solutions proches. La
fonction d’autocorre´lation et la longueur de corre´lation, introduites par Weinberger [141, 140]
sont de loin les indicateurs de rugosite´ les plus accessibles au calcul nume´rique.
E´tant donne´e une marche ale´atoire (st, st+1, . . .), la fonction d’autocorre´lation ρ d’une fonc-
tion de performance f est l’autocorre´lation de la se´rie temporelle (f(st), f(st+1), . . .) :
ρ(n) =
E[f(st)f(st+n)]−E[f(st)]E[f(st+n)]
var(f(st))
ou` E[f(st)] et var(f(st)) sont respectivement l’espe´rance et la variance de f(st). Des estime´s
r(n) des coefficients d’autocorre´lation ρ(n) peuvent eˆtre obtenus a` l’aide d’une se´rie temporelle
(s1, s2, . . . , sL) de longueur L :
r(n) =
∑L−n
t=1 (f(st)− f¯)(f(st+n)− f¯)∑L
t=1(f(st)− f¯)2
3cet ope´rateur peut-eˆtre stochastique
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ou` f¯ = 1
T
∑L
t=1 f(st), et L >> 0.
Une marche ale´atoire est repre´sentative de l’ensemble du paysage lorsque le paysage est
statistiquement isotropique. Dans ce cas, quelque soit le point de de´part de la marche ale´atoire
et le voisin se´lectionne´ durant cette marche, l’estime´ de r(n) converge vers la valeur ρ(s) [126].
L’erreur d’estimation diminue avec la longueur de la marche.
La longueur de corre´lation τ [38, 113] mesure la de´croissance de la fonction d’autocorre´lation
et la rugosite´ du paysage : τ =
∑∞
s=0 ρ(s). Le paysage est d’autant plus lisse que la longueur de
corre´lation est grande.
Cette de´finition de la longueur de corre´lation est pertinente lorsque la de´croissance de la
fonction d’autocorre´lation est exponentielle. En effet, dans ce cas, la fonction d’autocorre´lation
s’e´crit ρ(s) = e−
s
τ . Il est possible d’utiliser une de´finition plus ge´ne´rale, propose´e par Hordijk
[58], venant de l’analyse des se´ries temporelles par la me´thode de Box et Jenkins [15]. Dans cette
me´thode, la se´rie temporelle des valeurs d’adaptation est approche´e par un mode`le autore´gressif
a` moyenne mobile, le mode`le ARMA. Dans un mode`le ARMA(p, q), la valeur courante de´pend
line´airement des p valeurs pre´ce´dentes et des q bruits blancs pre´ce´dents :
f(st) = c +
p∑
i=1
αif(st−i) + t +
q∑
i=1
βit−i
ou` t sont des bruits blancs.
L’approche consiste a` ite´rer trois e´tapes [15]. L’e´tape d’identification de´termine les valeurs de
p et q en utilisant la fonction d’autocorre´lation (ACF) et la fonction d’autocorre´lation partielle
(PACF) de la se´rie temporelle. L’e´tape d’estimation calcule les valeurs c, αi et βi en utilisant la
PACF. La validite´ de ces valeurs est de´termine´e a` l’aide d’un t-test : elles ne sont pas significatives
lorsque le t-test donne une valeur infe´rieure a` 2. L’e´tape de diagnostique est compose´e de deux
parties. La premie`re ve´rifie l’ade´quation entre les donne´es re´elles et les donne´es produites par
le mode`le par la mesure de corre´lation R2 et par le crite`re d’information d’Akaide (AIC) :
AIC(p, q) = log(σˆ2) + 2(p + q)/L
ou` σˆ2 = L−1
∑L
j=1(yj − yˆj)2
La seconde partie ve´rifie l’hypothe`se de bruit blanc des re´sidus qui est la diffe´rence entre les
donne´es observe´es et les valeurs estime´es. Pour cela, l’autocorre´lation des re´sidus et les p-valeurs
du test Ljung-Box sont calcule´es.
La longueur de corre´lation τ est alors de´finie par : ∀i ≥ τ , |r(τ)| ≤ 2/√T et |r(τ)| > 2/√T .
Les notions d’optima locaux et de rugosite´ sont lie´es. Lorsque la longueur d’autocorre´lation
est faible, il y a peu de corre´lation entre solutions voisines et il existe de nombreux optima
locaux ; Les me´taheuristiques base´es sur le voisinage seraient peu efficace. A` l’inverse, lorsque
la longueur d’autocorre´lation est grande, il existe peu d’optima locaux. Les cas interme´diaires
avec une longueur interme´diaire sont les plus fre´quents. Dans ce cas, les coefficients αi et βi
renseignent sur la nature du paysage. Par exemple, Hordijk [56] e´met l’hypothe`se que pour
un paysage adaptatif qui s’approche par un mode`le AR(2), un voisinage de taille deux est
ne´cessaire pour avoir des informations pertinentes et utiles sur le paysage. Stadler et Garcia ont
formule´ une conjecture [127, 45] qui permet de relier le nombre d’optima locaux et la longueur
de corre´lation :
M ≈ |S|/|S(x0, τ)|
ou` S(x0, τ) est l’ensemble des solutions de S que l’on peut atteindre au cours d’une marche
de longueur τ sur le graphe Γ = (S,V). Cette relation est ve´rifie´e sur les paysages classiques
d’optimisation combinatoire tels que le proble`me du voyageur de commerce.
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1.4 Neutralite´
Alors que la ge´ome´trie multimodale des paysages est lie´e a` la pre´sence d’optima locaux,
nous allons pre´senter dans cette section une autre ge´ome´trie lie´e a` la pre´sence de plateau. La
ge´ome´trie des paysages adaptatifs neutres a e´te´ mise en avant par la the´orie de la neutralite´ en
e´volution mole´culaire de Motoo Kimura [73]. Dans le domaine de l’optimisation combinatoire,
nous montrerons que ce type de paysage existe. Les espaces de recherche sont alors redondants,
un grand nombre de solutions sont e´quivalentes et ont la meˆme performance. Les paysages
adaptatifs contiennent des plateaux lorsque le nombre de solutions voisines de performance
e´gale est important. La dynamique des me´taheuristiques sur les paysages adaptatifs neutres est
spe´cifique, elle est appele´e dynamique des e´quilibres ponctue´s. L’e´volution est une alternance de
phases de de´rive ale´atoire sur les plateaux et de phases de changement rapide de performance.
Ensuite, nous verrons comment les me´taheuristiques peuvent exploiter les caracte´ristiques de
cette ge´ome´trie afin d’optimiser plus efficacement les proble`mes. Enfin, nous exposerons les
principales me´thodes d’introduction avantageuse de la neutralite´ dans un paysage, base´ sur
l’espoir de remplacer un paysage multimodale difficile a` optimiser par un paysage avec des
plateaux qui permettent d’e´viter les optima locaux.
1.4.1 Origine du concept
La the´orie neutraliste est une the´orie alternative a` la the´orie synthe´tique de l’e´volution pro-
pose´e par le biologiste M. Kimura [72, 73]. La the´orie synthe´tique n’invoque que la se´lection
positive, i.e. la se´lection d’un ge`ne ayant un avantage se´lectif, pour expliquer les diffe´rences
biologiques entre espe`ces, voire meˆme les diffe´rences les plus infimes [36]. Selon cette the´orie, le
taux et la direction de l’e´volution sont surtout de´termine´s par se´lection positive, les mutations
ne jouant seulement qu’un roˆle mineur. On pensait que meˆme si les mutations cessaient comple`-
tement, la variabilite´ ge´ne´tique entraˆıne´e par recombinaison serait en ge´ne´rale suffisante. Selon
Fisher [35], les taux d’e´volution sont avant tout conditionne´s par les facteurs se´lectifs plutoˆt que
par les taux de mutation.
La the´orie neutraliste que Kimura appele´e aussi the´orie de “la mutation et de la de´rive
ale´atoire” s’appuie principalement sur deux disciplines. D’une part, la ge´ne´tique mole´culaire a
permis de mesurer les taux d’e´volution des substitutions des acides anime´s a` partir de la compa-
raison des he´moglobines des verte´bre´s et ainsi d’estimer le taux de substitution des nucle´otides
au sein des ge`nes. Elle a aussi permis de mesurer la variabilite´ ge´ne´tique intra-spe´cifique. D’autre
part, la the´orie stochastique (Fisher, Wright, Kimura), en utilisant les e´quations de diffusion,
a permis de traiter le comportement des alle`les mutants en tenant compte des changements
ale´atoires dus a` l’e´chantillonnage au hasard des game`tes lors de la reproduction. Cela a permis,
par exemple, de de´terminer la probabilite´ de fixation d’un ge`ne dans une population finie. Selon
la the´orie neutraliste, les changements e´volutifs ainsi que la majeure partie de la variation intra-
spe´cifique re´sultent principalement de la fixation ale´atoire de mutants se´lectivement neutres ou
presque neutres et non pas d’une se´lection darwinienne positive. Elle suppose que l’intensite´ de
la pression de se´lection est si faible que la pression de mutation et la de´rive ale´atoire [74] sont
les facteurs essentiels de l’e´volution mole´culaire.
Bien que les paysages adaptatifs issus de proble`me d’optimisation ne soient certainement
pas de meˆme nature que les paysages adaptatifs “biologiques”, la the´orie de la neutralite´ met en
relief des caracte´ristiques peu ou pas e´tudie´es auparavant. Dans le domaine de l’optimisation
par algorithme ge´ne´tique, la de´rive ale´atoire a fait l’objet d’e´tudes depuis la fin des anne´es
1980 [50]. Une repre´sentation “classique” de paysage par plateaux, dont un exemple est donne´
par la figure 1.3, y est associe´e. Le concept de neutralite´ dans les paysages adaptatifs avec les
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principales de´finitions4 a pour l’essentiel e´te´ formule´ par Schuster dans ses travaux en e´volution
mole´culaire [112, 105, 111] sur l’e´tude de la structure secondaire de l’ARN. Il de´finit la mesure
du nombre de solutions voisines de meˆme performance, appele´ degre´ de neutralite´, et e´tudie
les caracte´ristiques des marches neutres (une marche neutre est une suite de solutions voisines
de meˆme performance et ou` la distance a` la solution initiale est strictement croissante). Enfin,
Schuster a de´fini la notion de re´seau de neutralite´, i.e. le graphe des solutions voisines de meˆme
performance, de la meˆme manie`re que Maynard [84] avait de´fini les re´seaux prote´iques. Toutes ces
notions et de´finitions ont permis de mettre en e´vidence la pre´sence de neutralite´ dans les paysages
adaptatifs d’optimisation ; quelques exemples sont donne´s dans la suite de cette section. Il
n’existe pas de de´finition pre´cise de paysage adaptatif neutre, ni de crite`re quantitatif permettant
de discriminer clairement les paysages contenant de la“neutralite´”des autres. Dans toute la suite
ce travail, nous appellerons paysage adaptatif neutre un paysage contenant un grand nombre de
solutions dont le degre´ de neutralite´ est important.
Espace des genotypes
Fitness
Fig. 1.3 – Repre´sentation classique d’un paysage adaptatif neutre de dimension deux.
1.4.2 Neutralite´ dans les proble`mes re´els
Parmi les proble`mes d’optimisation que l’on rencontre dans les applications re´elles, certains
correspondent a` des paysages adaptatifs neutres. Nous en pre´sentons ici quelques exemples.
Erreur d’e´valuation et controˆleurs de robot
Husbands [59] propose d’utiliser un re´seau de neurones particulier (GasNet) pour controˆler
un robot. L’optimisation du re´seau de neurones est re´alise´e a` l’aide d’un algorithme ge´ne´tique.
L’ensemble des neurones est repre´sente´ par une chaˆıne d’entiers de longueur variable ou` chaque
neurone est code´ par dix-neuf parame`tres controˆlant le poids d’une connexion, l’entre´e sensoriel,
4ces de´finitions seront expose´es en de´tail dans la partie 3
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etc. Les mutations sont de trois types : insertion ou suppression de neurone et changement de
valeur de parame`tre. Smith et al [120] [121] [122] soulignent l’importance de la neutralite´ dans
ce paysage adaptatif. En effet, les robots doivent re´soudre des taˆches dans des environnements
bruite´s ou` ne´cessairement la performance ne peut eˆtre calcule´e pre´cise´ment. C’est ce bruit
d’e´valuation qui induit de la neutralite´ dans le paysage. La dynamique d’e´volution est alors
influence´e par la neutralite´ [120] : la dynamique alterne des phases ou` la performance moyenne de
la population stagne, avec des phases ou` cette performance croit rapidement. Cette dynamique
particulie`re nomme´e e´quilibre ponctue´ sera pre´sente´e en section 4.1. Durant la premie`re phase,
la population se de´place significativement sur les re´seaux de neutralite´ et la probabilite´ de
de´couvrir, dans le voisinage des solutions de la population, une solution de meilleure performance
est constante.
Des travaux similaires en e´volution de re´seaux de neurones (CTRNN) controˆlant la marche
d’un robot unijambiste mettent e´galement en e´vidence la pre´sence de neutralite´ [115]. Seys et
Beer observent les deux meˆmes phases caracte´ristiques, une phase d’exploration d’un re´seau de
neutralite´ et une phase de de´couverte de meilleures solutions. Les auteurs mesurent le temps
passe´ sur un re´seau de neutralite´ ainsi que les mouvements de la population entre re´seaux.
Ils en de´duisent que la recherche peut eˆtre assimile´e a` une recherche ale´atoire durant la phase
d’exploration. Cette e´tude leur a permis d’adapter l’ope´rateur de mutation selon la phase de
la recherche. L’erreur d’e´valuation dans ces proble`mes d’apprentissage des re´seaux de neurones
controˆlant un robot conduit a` une neutralite´ inhe´rente au paysage adaptatif.
Neutralite´ et programmation ge´ne´tique
La programmation ge´ne´tique (PG) [76] est la classe des algorithmes e´volutionnaires adapte´e
au traitement de solutions exprime´es sous la forme de programmes (arbre, pile, ...). Ebner [32]
met en e´vidence que le nombre de programmes qui codent la meˆme fonction est important.
En particulier, l’existence de code mort favorise´e par la taille variable des programmes est une
source de redondance ou` des programmes diffe´rents produisent un meˆme re´sultat et donc ont la
meˆme performance. La redondance est une condition ne´cessaire a` l’existence de neutralite´ dans
le paysage. Plus la redondance est importante, plus la probabilite´ que des solutions voisines aient
la meˆme performance est grande. Par nature, donc, les paysages en programmation ge´ne´tique
sont neutres.
La PG carte´sienne permet de concevoir des circuits e´lectroniques [86]. Dans cette variante
de la PG, on configure un tableau de portes logiques. Chaque porte posse`de le meˆme nombre
d’entre´es, une sortie et une fonction. On peut ainsi coder l’ensemble des portes par une chaˆıne de
taille fixe qui repre´sente le graphe indexe´ des portes. L’e´tude sur plusieurs proble`mes montrent la
pre´sence et l’avantage de la neutralite´. Pour la conception d’un multiplieur a` 3-bit, Vassilev [136]
mesure la taille des re´seaux de neutralite´ et montre que le nombre de mutations neutres de´croˆıt
moins vite que la taille des re´seaux. Les mutations neutres sont donc utilise´es lors de la recherche.
La neutralite´ permet d’e´chapper aux optima locaux en e´vitant les mutations de´le´te`res. Pour la
conception d’un circuit re´alisant la fonction parite´5, Yu et al [148] [149] mettent en e´vidence la
pre´sence de neutralite´ et montrent qu’en favorisant les mutations neutres, un AE ame´liore ses
performances.
Les “Field Programmable Gate Array” (FPGA) sont des circuits e´lectroniques reconfigu-
rables. Ces circuits sont des matrices de portes logiques ou` chaque porte peut eˆtre configure´e. Il
est possible d’utiliser un AE afin de programmer de tels circuits [129] [54]. Thompson et Harvey
ont mene´ une e´tude sur un algorithme ge´ne´tique dont la taˆche est de programmer un FPGA qui
re´sout le proble`me de distinction de signaux de fre´quences diffe´rentes. Sans toutefois en expli-
5Parite´ du nombre de 1 dans une chaˆıne binaire
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quer l’origine, ils ont montre´ la pre´sence de neutralite´ dans le paysage adaptatif du proble`me.
En effet, bien que la performance du meilleur individu n’augmente plus, la population se de´place
encore dans le paysage montrant ainsi qu’elle n’a pas converge´ “autour” d’un optimum local.
Dans le cas de la programmation ge´ne´tique, les codages sont fortement redondants et
conduisent a` des paysages neutres, et cela ne semble pas eˆtre un obstacle pour obtenir de
bonnes performances.
1.4.3 Paysages adaptatifs neutres acade´miques
En e´volution artificielle de nombreux proble`mes acade´miques ont e´te´ propose´s afin d’e´tu-
dier les relations entre leurs proprie´te´s caracte´ristiques et les performances des AE ; parmi ces
proble`mes tests, certains de´finissent des paysages d’adaptation qui ont une ge´ome´trie neutre.
Paysage contenant de la neutralite´ implicite
Les paysages Routes Royales (Royal-Road) [88] de´pendent de deux parame`tres : le nombre
de blocs n et la taille k d’un bloc. Ils ont e´te´ initialement conc¸us pour e´tudier la dynamique des
algorithmes ge´ne´tiques. Ils permettent de de´crire comment des parties de la solution optimale,
appele´s blocs de construction, sont combine´s pour produire de meilleures solutions. Toutefois, ces
paysages sont fortement neutres et le degre´ de neutralite´ peut eˆtre ajuste´ a` l’aide du parame`tre
k.
Plus formellement, la fonction Bi indique si tous les bits du bloc i valent 1 : Bi(x) = 1 si
∀j ∈ [ik, (i + 1)k − 1], xj = 1 et Bi(x) = 0 sinon. La fonction de fitness fRR est de´finie sur
les chaˆınes binaires de longueur nk par : ∀x ∈ {0, 1}nk , fRR(x) =
∑K−1
i=0 Bi(x). La fitness
d’une solution est modifie´e soit parce que l’on mute un seul bit dans un bloc contenant k bits
positionne´s a` 1, soit parce que l’on mute l’unique bit 0 d’un bloc. Si bien que plus k est grand,
plus le degre´ de neutralite´ des solutions est important.
Le proble`me MAX-SAT est le proble`me d’optimisation relatif au proble`me SAT. Dans ce
proble`me, l’espace de recherche S est l’ensemble des chaˆınes binaires de longueur N qui repre´-
sente la valeur de chaque variable xi du proble`me. MAX-SAT est de´fini a` partir de m clauses
Cj pour j ∈ {1, . . . ,m}. Chaque clause est une disjonction de litte´raux ou` chaque litte´ral est
une variable positive boole´enne xi, soit la ne´gation d’une variable boole´enne ¬xi. Sans perdre
en ge´ne´ralite´, nous supposerons que chaque clause contient au plus la variable xi ou ¬xi. Une
clause est satisfaite lorsque la valeur vrai est affecte´e a` au moins un litte´ral positif ou la valeur
faux est affecte´e a` au moins la ne´gation d’un litte´ral. Le proble`me consiste a` maximiser le
nombre de clauses satisfaites. Ce proble`me est NP-complet [46]. Beaucoup d’e´tudes portent sur
le proble`me SAT [85]. Il a e´te´ montre´ qu’il existe une transition de phase entre les proble`mes
solubles et insolubles en fonction du ratio α = m
N
. Sous le seuil αc = 4.3, une instance du pro-
ble`me admet de nombreuses solutions qui forment un grand cluster. Proche de la valeur critique
αc, L’ensemble des solutions se se´pare en de petits sous-ensembles et le proble`me SAT devient
difficile a` re´soudre. Pour les valeurs de α largement au dessus du seuil αc, il existe peu ou pas
de solutions.
Les automates cellulaires sont des syste`mes dynamiques discrets en espace et en temps. Ils
consistent a` e´voluer selon une re`gle locale les e´tats d’un ensemble de cellules dispose´s selon
une ge´ome´trie re´gulie`re (appele´ configuration). Par exemple, le proble`me de majorite´ est un
proble`me de recherche de la meilleure re`gle, d’un automate cellulaire line´aire dont les e´tats sont
binaires, qui re´alise la classification de la configuration initiale suivant la densite´ de l’e´tat 1.
L’analyse du paysage adaptatif massivement neutre relatif a` ce proble`me est de´veloppe´e dans
la section 4.3.1.
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Paysages adaptatifs de neutralite´ explicite
Nous allons pre´senter trois paysages ou` la neutralite´ est introduite de fac¸on explicite et donc
directement ajustable : les paysages NKq, les paysages NKp et les paysages technologiques.
Ils sont tous trois de´finis a` partir de la famille des paysages adaptatifs NK que nous allons
pre´alablement pre´senter. Dans les paysages NKq et NKp, certains changements de valeur d’une
variable ne modifient pas la performance des solutions. Dans les paysages technologiques, les
faibles variations de la performance calcule´e a` l’aide du paysage NK ne sont pas pris en compte.
Kauffman [69] a propose´ la famille des paysages adaptatifs NK, parame´tre´e par des entiers
N et K, afin d’explorer le lien entre l’e´pistasie, qui est le degre´ d’interaction entre les variables,
et la multimodalite´ des paysages. L’espace de recherche est l’ensemble S = {0, 1}N des chaˆınes
binaires de longueur N et le voisinage V est le voisinage de Hamming de taille 1. Le parame`tre K
repre´sente le nombre de liens “e´pistatiques” entre bits. En ajustant K, des paysages de diffe´rents
degre´s de rugosite´ peuvent eˆtre ge´ne´re´s. Lorsque K = 0, le proble`me est sans e´pistasie, le paysage
est lisse ; lorsque K = N − 1, le proble`me est tre`s e´pistatique, le paysage est tre`s rugueux.
Chaque bit i d’une solution apporte une contribution a` la performance globale par une
fonction fi : {0, 1}K+1 → [0, 1). Cette contribution de´pend localement du bit i mais aussi de
K autres bits e´pistatiquement lie´s (K est compris entre 0 et N − 1). La fonction d’adaptation
fNK(s) d’une solution s ∈ S est la moyenne des valeurs des N fonctions de contribution fi :
fNK(s) =
1
N
N∑
i=1
fi(si; si1 , . . . , siK )
ou` {i1, . . . , iK} ⊂ {1, . . . , i − 1, i + 1, . . . , N}. Deux solutions ont e´te´ propose´es pour choisir les
K bits e´pistatiques parmi N : le choix adjacent (K bits dont les positions suivent celle du bit
i6), ou le choix ale´atoire. Chaque contribution fi est de´finie en extension, par un nombre re´el
yi,(xi;xi1 ,...,xiK )
de [0, 1) associe´ a` chaque e´le´ment (xi;xi1 , . . . , xiK ) de {0, 1}K+1. Ces nombres
sont choisis uniforme´ment dans l’intervalle [0, 1).
A` partir de ce mode`le, trois variantes ont e´te´ propose´es pour introduire de la neutralite´.
On peut diminuer le nombre de contributions participant a` la valeur adaptative, discre´tiser les
valeurs des contributions ou encore discre´tiser les valeurs d’adaptation.
Les paysages adaptatifs NKp ont e´te´ introduit par Barnett [7] ; ils consistent a` particula-
riser les fonctions de contribution des paysages NK, a` l’aide du parame`tre p ∈ [0, 1] ajustant
la neutralite´ du paysage. La valeur d’une contribution est nulle avec une probabilite´ p, i.e.
P (yi,(xi;xi1 ,...,xiK )
= 0) = p. La probabilite´ que deux solutions voisines aient la meˆme perfor-
mance augmente avec le parame`tre p. On peut trouver les principaux re´sultats sur les paysages
NKp au sixie`me chapitre de la the`se de L. Barnett [8]. Cette famille de paysages mode´lise les
paysages ou` il existe des combinaisons d’interactions qui ne modifient pas la performance.
Les paysages adaptatifs NKq ont e´te´ introduit par Newman et al [91]. Comme dans les pay-
sages NKp, les fonctions de contribution sont de´finies a` l’aide d’un parame`tre entier q supe´rieur
ou e´gale a` 2. Chaque yi,(xi;xi1 ,...,xiK ) est l’une des fractions
k
q
ou` k un nombre entier choisi uni-
forme´ment dans l’intervalle [0, q− 1]. La neutralite´ du paysage est maximale lorsque q est e´gale
a` 2, et de´croˆıt lorsque q augmente. Les auteurs montrent que cette famille de paysages permet
de mode´liser les proprie´te´s d’e´volution neutre d’espe`ces mole´culaires.
Les paysages Technologiques ont e´te´ introduit par Lobo et al [81]. Ils se de´finissent en dis-
cre´tisant en M valeurs les performances possibles de la fonction fNK , soit ftechn(x) =
k
M
ssi
k ≤M.fNK(x) < k+1. Selon les auteurs, cette famille de paysages mode´lise l’e´volution de firmes
technologiques ou` l’e´volution de la performance d’une firme n’est pas graduelle mais s’effectue
par “saut technologique”.
6Le bit suivant du bit N est le bit 1
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1.4.4 Influence sur la conception de me´taheuristiques
La mise en e´vidence de paysages adaptatifs neutres dans les proble`mes d’optimisation et
une meilleure repre´sentation et compre´hension de leurs structures ont permis re´cemment de
concevoir des me´taheuristiques adapte´es.
Nageur de re´seau
Barnett [9] a montre´ qu’en pre´sence d’un haut degre´ de neutralite´, il peut eˆtre plus avanta-
geux d’utiliser un seul individu ”nageant” sur les re´seaux de neutralite´ plutoˆt qu’une population
de solutions potentielles. La me´taheuristique dite du Nageur de re´seau7 (NR) s’apparente donc
a` un recuit simule´ dont la tempe´rature serait nulle. L’inte´reˆt de la de´marche vient du fait que
Barnett de´finit une classe de paysages adaptatifs neutres sur lesquels le NR est l’algorithme
e´volutionnaire le plus performant. Cette classe des paysages -corre´le´ regroupe une large part
des paysages neutres dont la famille des paysages acade´miques NKp (voir section 1.4.3) fait
parti. Un paysage est dit -corre´le´ s’il ve´rifie les hypothe`ses suivantes :
1. la probabilite´ des mutations avantageuses est tre`s faible compare´e a` celles des mutations
neutres ou de´le´te`res.
2. les seules mutations avantageuses de probabilite´ non nulle sont celles qui conduisent au
re´seau de neutralite´ adjacent.
On suppose par ailleurs que le degre´ de neutralite´ (i.e. la probabilite´ qu’une mutation soit
neutre) est constant dans un meˆme re´seau de neutralite´. Le NR a donc e´te´ conc¸u pour de´river
dans un paysage adaptatif neutre -corre´le´ ; lors du processus de recherche, la solution courante
est mute´e et le remplacement a lieu uniquement quand la performance du mutant est e´gale
ou supe´rieure a` la performance courante. Le NR re´alise ainsi un parcours ale´atoire neutre sur
le paysage, ponctue´ par des transitions vers des re´seaux de meilleures qualite´s (algorithme 1).
Barnett fournit une estimation quantitative du temps ne´cessaire pour de´couvrir de meilleures
solutions et propose une variante adaptative du nageur de re´seau ou` l’on ajuste dynamiquement
le nombre de bits mute´s en fonction d’informations statistiques sur le paysage collecte´es durant
l’exe´cution.
Algorithme 1 Nageur de re´seau. StepMax est le nombre maximal d’ite´ration de l’algorithme.
Require: stepMax > 0
step ← 0
Choisir une solution initiale s ∈ S
re´pe´ter
choisir s
′ ∈ V(s) uniforme´ment
si f(s) ≤ f(s′) alors
s← s′
fin si
step ← step +1
jusqu’a` stepMax ≤ step
Extrema Se´lection
On conside`re ici que l’on utilise un algorithme e´volutionnaire (AE) pour rechercher de bonnes
solutions dans un espace de recherche neutre ; dans ce contexte, la “Se´lection Extreˆme”propose´e
7Netcrawler en anglais
16
par Terry Stewart [128] a pour objectif d’acce´le´rer l’e´volution lors de la recherche. Quand la
majorite´ des solutions dans une population a atteint le meˆme niveau de performance on observe
ge´ne´ralement une de´rive ge´ne´tique purement ale´atoire ; cela correspond a` une longue pe´riode
durant laquelle il n’y a plus d’ame´lioration de la qualite´ des solutions trouve´es par l’AE. L’ide´e
est d’attribuer a` chaque solution une performance endoge`ne lors de la se´lection qui aurait pour
effet de disperser la population sur le re´seau de neutralite´. On peut ainsi espe´rer, par une ex-
ploration plus large du re´seau, atteindre plus rapidement des points de meilleure performance.
La performance endoge`ne d’une solution prend en compte la distance au centroı¨de de la popu-
lation. Pour s’assurer que la population reste dans un meˆme re´seau de neutralite´, les mutations
de´le´te`res sont ignore´es. Ce type particulier de se´lection est e´value´ sur la famille des paysages
NKp pour lesquels le parame`tre p permet de controˆler la neutralite´. Les expe´riences mene´es
montrent que l’ame´lioration des performances due a` la ”se´lection extreˆme”, compare´e a` une
se´lection standard (roulette-wheel), est corre´le´e au degre´ de neutralite´.
1.4.5 Pourquoi exploiter la neutralite´ ?
De fac¸on ge´ne´rale, une me´taheuristique de recherche locale ne peut eˆtre performante que si
l’on choisit avec soin le codage du proble`me et les ope´rateurs. Ces choix permettent d’introduire
une connaissance spe´cifique au proble`me. Des codages et des ope´rateurs diffe´rents engendrent
des espaces de recherche de tailles varie´es et des structures de paysage adaptatif plus ou moins
rugueux, ou plus ou moins neutre. De`s lors on peut se demander si un codage augmentant
la neutralite´ permet une optimisation plus efficace. Les mesures statistiques sur les paysages
adaptatifs permettent de re´pondre en partie a` cette question.
Nimwegen et Crutchfield [93] ont utilise´ la notion de barrie`re pour e´clairer cette question.
Une dynamique de recherche couramment rencontre´e en e´volution biologique ou optimisation
artificielle, comme nous avons pu voir dans les proble`mes pre´ce´dents, est la dynamique des
e´quilibres ponctue´s [34]. Celle-ci consiste en l’alternance de longues pe´riodes de stabilite´ sur
une valeur adaptative avec des pe´riodes de transition rapide vers une meilleure valeur adap-
tative. Deux interpre´tations sont possibles pour expliquer cette dynamique. Wright [147] dans
sa the´orie “shifting balance” propose que la population reste bloque´e autour d’un optimum
local durant la premie`re pe´riode jusqu’a` ce que de rares mutants traversent une “valle´e” vers
un meilleur optimum local. On doit alors franchir une barrie`re de performance et accepter de
de´grader temporairement la performance. Une autre interpre´tation inspire´e par la the´orie de
la neutralite´ propose que la population se diffuse sur un re´seau de neutralite´ jusqu’a` trouver
une solution “porte” qui permette d’acce´der a` une solution voisine de meilleure performance.
Lors de la diffusion, la population n’est guide´e par aucune information lie´e a` la performance.
Les auteurs Nimwegen et Crutchfield comparent la phase de diffusion au franchissement d’une
barrie`re d’entropie. La question est donc de savoir s’il est plus facile de franchir une barrie`re de
performance plutoˆt qu’une barrie`re d’entropie.
Les travaux d’Izquierdo-Torres [64] illustrent cette dualite´. Comme dans le cas de l’ap-
prentissage de la marche (section 1.4.2), il s’agit de de´terminer les parame`tres d’un re´seau de
neurones dynamique (CTRNN) afin de re´aliser des portes logiques. La performance est mesu-
re´e par la diffe´rence entre les activations finales et attendues8. Un algorithme e´volutionnaire
(1 + 1), e´quivalent au Nageur de Re´seaux (voir la section 1.4.4) est utilise´. A` chaque ite´ration,
une solution voisine est accepte´e si sa performance est supe´rieure ou bien de´grade´e de seulement
t pour cent. Le parame`tre t permet d’ajuster la neutralite´ du paysage. Plus t est grand, plus les
ensembles de neutralite´ sont grands, plus on augmente les barrie`res d’entropie. Les meilleures
performances de l’algorithme sont obtenues pour t∗ e´gal a` 5 pour cent. Avant t∗, l’algorithme
8ces activations sont des nombres re´els
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n’arrive pas a` atteindre de bonnes valeurs performances, apre`s t∗ la recherche devient ale´atoire
et se de´te´riore. Dans ce proble`me, l’introduction de neutralite´ permet de “gommer” des bar-
rie`res de performance. Toutefois, lorsque la barrie`re d’entropie cre´e´e devient trop importante,
l’algorithme n’est plus capable de converger vers les bonnes solutions.
Nous allons exposer dans la suite les moyens d’introduire explicitement de la neutralite´ dans
un paysage adaptatif.
1.4.6 Neutralite´ synthe´tique
E´tant donne´ un espace de recherche S, une me´thode naturelle pour cre´er de la neutralite´ est
de de´finir un nouvel espace de recherche S
′
de taille supe´rieure a` S et une application surjective
ϕ : S
′ → S. Ainsi le nouvel espace S ′ est dit redondant puisque plusieurs solutions de S ′
codent une meˆme solution de S et donc ont la meˆme valeur d’adaptation. Plus pre´cise´ment, la
surjection ϕ induit une partition sur S
′
par la relation d’e´quivalenceR : s′1Rs
′
2 ssi ϕ(s
′
1) = ϕ(s
′
2).
Toutes les solutions d’une meˆme classe d’e´quivalence ont les meˆmes performances. Dans la suite
nous allons distinguer trois types de redondance selon la structure des classes d’e´quivalence sur
l’espace S
′
: la redondance brute, la redondance plate et la redondance encapsule´e.
Redondance brute Dans le cadre des algorithmes ge´ne´tiques ou` les espaces de recherche sont
les chaˆınes binaires de longueur λ, plusieurs types d’application surjective, appele´e mapping ont
e´te´ propose´s [116] [33]. Avec le mapping d’automate cellulaire, S
′
est de´finie par l’adjonction
de λ tables de re`gles a` chaque chaˆıne de longueur λ afin de de´finir un automate cellulaire non-
uniforme. Les e´le´ments S sont de´termine´s par l’ite´ration de l’automate cellulaire. Le random
boolean mapping diffe`re du pre´ce´dent par le voisinage des cellules de l’automate cellulaire. Au
lieu d’eˆtre classiquement celui de cellules contigue¨s, le voisinage est ale´atoire parmi l’ensemble
des cellules. Les auteurs de [116] [33] argumentent en faveur de ces codages en montrant qu’ils
augmentent la connectivite´ entre les valeurs de performance, ainsi que le nombre de ge´notypes
S rencontre´s au cours d’une marche ale´atoire sur S
′
ou le taux d’innovation au cours d’une
marche neutre9. Malheureusement, ces codages semblent trop ale´atoires pour eˆtre performants
sur tous types de proble`me. Knowles [75] reprend le random boolean mapping et montre que
sur les proble`mes NK, Max-SAT et H-IFF le codage direct est plus performant.
Un codage redondant ale´atoire n’a pas d’influence a priori sur les mesures caracte´ristiques
du paysage (taux innovation, nombre moyen de portes d’un re´seau, etc.) et ne peut pas ame´liorer
les performances d’un AE. Introduire de la neutralite´ de fac¸on “aveugle” doit donc eˆtre e´vite´.
Redondance plate Afin d’e´valuer la qualite´ de la neutralite´, Rothlauf et al [109] introduisent
le concept de redondance synonymique. La redondance est synonymique lorsque pour toute
classe d’e´quivalence C par la relation R, les e´le´ments de C sont proches. Cette redondance est
re´gulie`re au sens ou` elle “duplique” localement les solutions et tend a` augmenter la taille des
re´seaux ; elle ne modifie pas la dynamique d’un AG bien que la taille de la population et le
nombre de ge´ne´rations doivent eˆtre augmente´s.
Le mapping par vote de majorite´ est un exemple de redondance synonymique. Ici, S
′
est
l’ensemble des chaˆınes binaires {0, 1}(2p+1)λ. Le nombre de bits positionne´s a` 1 entre les positions
(2p+1)k et (2p+1)(k +1)− 1 d’une chaˆıne de s′ ∈ S′ de´termine la valeur du bit k de la chaˆıne
s ∈ S. Si ce nombre est supe´rieur ou e´gal a` p, alors il y a une majorite´ de 1, la valeur du bit de
s vaut 1, sinon le bit vaut 0.
9Toutefois, il n’a pas e´te´ compare´ avec celui d’une marche ale´atoire sur S ce qui ne permet pas de connaˆıtre
l’innovation re´elle d’un re´seau de neutralite´
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Redondance encapsule´e Dans cette section, nous allons pre´senter trois exemples ou` la re-
dondance repose a` la fois sur une surjection ϕ et sur des ope´rateurs spe´cifiques agissant sur
l’ensemble S
′
. Ces ope´rateurs exploitent la redondance introduite et tiennent compte des ca-
racte´ristiques du proble`me. Ainsi, ils permettent d’ame´liorer les performances d’un algorithme
e´volutionnaire. Cette redondance est appele´e encapsule´e par analogie au concept d’encapsulation
en informatique des structures de donne´es et des me´thodes de traitement associe´es.
Dans le cadre de l’optimisation de proble`mes dynamiques [49], les AE sont confronte´s a`
deux difficulte´s. Dans un proble`me dynamique de bonnes solutions a` un instant donne´ ne sont,
en ge´ne´ral, plus adapte´es a` une nouvelle situation. l’algorithme doit alors pre´server la diversite´
de la population afin de conserver la capacite´ de cre´er de nouvelles solutions. Par ailleurs, il
est fre´quent que des situations proches de celles de´ja` re´alise´es surviennent de nouveau, aussi
l’algorithme doit eˆtre capable de me´moriser des solutions dans le but de les re´utiliser. Dans
ce contexte, Levenick [80] e´tudie l’avantage d’ajouter dans le ge´notype des introns, c’est-a`-
dire des re´gions non codantes. Ces re´gions doublent au minimum la longueur de la chaˆıne.
Lorsque la performance d’un individu devient ne´gligeable, un ope´rateur de swapping effectue
une permutation entre bits non codants et bits codants. Ce me´canisme pre´serve la diversite´ de
la population et la partie non codante constitue un re´servoir de diversite´ qui peut jouer le roˆle
de me´moire.
Les strate´gies d’e´volution sont des AE utilise´s pour optimiser les proble`mes code´s a` l’aide
de vecteur de nombres re´els. Ces nombres sont mute´s en ajoutant une re´alisation d’une variable
ale´atoire normalement distribue´e de moyenne nulle et dont l’e´cart-type est un parame`tre de la
recherche. Dans une version simple de ces algorithmes, l’e´cart-type est fixe et ne de´pend que de la
variable conside´re´e. Toussaint et Igel [130] soulignent l’inte´reˆt de la neutralite´, dans une version
plus efficace de l’algorithme10. En effet, chaque vecteur de nombres re´els, est comple´te´ par le
vecteur des e´cart-types du bruit blanc re´alisant la mutation ; on ajoute ainsi de la neutralite´
dans le paysage. La` encore, un ope´rateur de croisement permet de recombiner efficacement les
e´cart-types11. Les performances compare´es des deux algorithmes sont largement en faveur de
la version avec neutralite´. Les auteurs mettent en avant le fait que la neutralite´ autorise l’auto-
adaptation des parame`tres de recherche sans perte de valeur de performance. Si l’adaptation
des e´cart-types s’effectuait uniquement sous l’effet de la pression se´lective, on ne pourrait pas
optimiser le re´glage des parame`tres. Toutefois, il faut noter que si la recombinaison de ces
parame`tres n’e´tait pas re´alise´e de manie`re pertinente, la neutralite´ a` elle seule ne serait pas
suffisante pour permettre l’auto-adaptation.
Dans le contexte des algorithmes ge´ne´tiques manipulant des chaˆınes binaires de longueur
fixe, Collard et al [20] ont propose´ une approche parcimonieuse de la redondance. On suppose
que les solutions sont initialement code´es par des chaˆınes binaires de longueur λ fixe´e et l’on
”plonge” l’espace ge´notypique S de base dans un espace S
′
de dimension λ + 1 via l’ajout d’un
nouveau bit en teˆte de la chaˆıne. Cet espace e´tendu devient alors l’espace de recherche effectif
d’un algorithme ge´ne´tique. Deux chaˆınes comple´mentaires 0x et 1x¯ dans S
′
correspondent au
meˆme ge´notype de base x et donc partagent la meˆme performance f(x). De plus les auteurs
introduisent un nouvel ope´rateur neutre spe´cifique, dit de mirroring, qui transforme une chaˆıne
de S
′
en la chaˆıne comple´mentaire. Cet ope´rateur est neutre car il a aucune influence sur la
performance. Du point de vue de la neutralite´, et inde´pendamment de la neutralite´ intrinse`que
du proble`me, on a ainsi cre´e´ 2λ re´seaux de neutralite´ de taille 2 dans lesquels on peut se de´placer
par mirroring. On a la` un exemple d’exploitation minimale du concept de neutralite´. Notons
toutefois que les auteurs proposent une ge´ne´ralisation de cette approche synthe´tique en conside´-
10Ce n’est sans doute pas la meilleure version connue de l’algorithme mais le but ici est de comparer deux
algorithmes similaires avec et sans neutralite´
11pour plus de de´tail voir [130] ou [5]
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rant des espaces S
′
de taille λ+k. L’inte´reˆt de l’approche est mise en e´vidence sur des fonctions
trompeuses pre´sentant une multitude d’optima locaux. Un algorithme ge´ne´tique classique est
utilise´ (λ = 200, TauxCroisement=0,7, TauxMutation=0,5 par chaˆıne, TaillePop=100). Sans
neutralite´, apre`s 103 ge´ne´rations, la population est pie´ge´e sur un optimum local. Par contre
l’introduction de neutralite´ (TauxMirroring=0,02) permet d’atteindre l’unique optimum global.
L’examen de la dynamique montre une succession de pe´riodes lors desquelles la performance
e´volue peu et la distance entre les chaˆınes augmente. Ces pe´riodes sont entrecoupe´es de brusques
augmentations de la performance. On retrouve la` la dynamique des e´quilibres ponctue´s observe´e
dans les paysages adaptatifs neutres.
Ces trois derniers exemples montrent que l’introduction d’une redondance structure´e couple´e
avec des ope´rateurs capables d’exploiter la neutralite´, peut eˆtre une me´thode pertinente pour
concevoir des algorithmes e´volutionnaires performants.
1.5 Synthe`se du chapitre
Le concept de paysage adaptatif issu de la biologie de l’e´volution s’est impose´ dans d’autres
domaines scientifiques pour l’e´tude des syste`mes dynamiques. En optimisation combinatoire, il
permet de repre´senter l’ensemble des solutions potentielles et leur performance en tenant compte
de l’ope´rateur local de recherche. A` chaque repre´sentation “ge´ographique” d’un paysage donne´
correspond une dynamique particulie`re d’optimisation, ou mieux, une me´thode d’optimisation
adapte´e.
L’exploration d’un paysage adaptatif peut s’effectuer en se´lectionnant ale´atoirement des so-
lutions ou a` l’aide de“marches” en utilisant la relation de voisinage. Deux ge´ome´tries principales
ont e´te´ e´tudie´es.
La premie`re relative aux optima locaux et a` la re´gularite´ du paysage, appele´e aussi rugosite´,
permet d’expliquer les dynamiques des recherche qui se de´placent toujours vers de meilleures
solutions. Les optima locaux correspondent aux conditions d’arreˆt de ces processus et la ru-
gosite´ mesure la corre´lation de performance entre solutions voisines. En particulier, la notion
d’e´volvabilite´ exprime la possibilite´ de proposer de meilleures solutions.
La seconde ge´ome´trie relative a` l’existence de plateaux dans un paysage, appele´ re´seaux de
neutralite´, explique des dynamiques de de´rive ale´atoire et d’e´quilibres ponctue´es. Celle-ci de´-
couverte plus re´cemment dans les anne´es 1960 par M. Kimura dans le domaine de la biologie
mole´culaire. Par exemple, dans la mise au point d’un controˆleur de robot ou dans l’optimisation
par programmation ge´ne´tique. Certains proble`mes acade´miques comme le proble`me des Routes
Royales, MAX-SAT ou le proble`me de majorite´ pre´sentent e´galement des ge´ome´tries neutres.
Des paysages de´die´s a` l’e´tude de la neutralite´ ont e´te´ conc¸us et seront e´tudie´s en de´tail dans le
chapitre 3. La meilleure connaissance du concept de neutralite´ a permis de concevoir des me´-
taheuristiques adapte´s (Nageur de Re´seau et Extrema Se´lection) a` l’optimisation de proble`mes
conduisant a` des paysages neutres. Par ailleurs, des auteurs ont tente´ d’introduire de la neutra-
lite´ dans la re´solution de proble`me afin d’ame´liorer les performances des me´taheuristiques. Seul
l’introduction de neutralite´ structure´e a permis une ame´lioration significative.
Les proble`mes conduisant a` des paysages neutres sont des espaces redondants ou` de nom-
breuses solutions ont une meˆme performance. Ce qui conduit a` de´finir les ensembles des solutions
de meˆme performance, les ensembles de neutralite´. Dans le chapitre suivant, nous allons de´finir
des outils d’e´tudes de ces ensembles a` l’aide de la notion d’e´volvabilite´.
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Chapitre 2
Ensemble de Neutralite´ : Nuage
Adaptatif
Nous allons de´finir et utiliser dans ce chapitre le Nuage Adaptatif (NA) qui permet d’e´tudier
la corre´lation de performance entre solutions voisines relativement a` un ope´rateur de recherche
local. L’ide´e d’analyser la corre´lation de performance n’est pas nouvelle comme nous avons pu
le voir dans la section 1.3.2. Galton [43] a de´veloppe´ des outils statistiques, comme par exemple
la droite de re´gression, afin d’e´tudier l’he´re´dite´ de caracte`res quantitatifs et de pre´dire leur
e´volution. Dans le contexte des paysages adaptatifs, certaines statistiques ont permis d’e´tudier
l’e´volvabilite´, i.e. la capacite´ d’un ope´rateur a` produire de meilleures solutions. L’avantage de
la notion de nuage adaptatif est qu’elle permet d’unifier un grand nombre de mesures relatives
a` l’e´volvabilite´ et permet l’analyse du passage d’un ensemble de neutralite´ a` un autre via un
ope´rateur local,
Le nuage adaptatif ne doit pas eˆtre conside´re´ comme une alternative au paysage adaptatif
mais plutoˆt comme un outil d’analyse de celui-ci. Nous avons introduit ce concept dans l’article
[137] et nous allons donner dans une premie`re section une de´finition et les mesures statistiques
de´duites du NA. Dans une deuxie`me section, nous allons pre´senter des re´sultats concernant
l’ope´rateur local de recherche ale´atoire sur une classe de paysages ge´ne´ralisant les paysages NK
et MAX-SAT. Dans une troisie`me section, nous e´tudierons d’autres ope´rateurs locaux relatifs
a` la marche adaptative et a` la me´taheuristique du recuit simule´. Enfin, nous proposerons un
indicateur permettant de “mesurer” la difficulte´ a` optimiser pour la programmation ge´ne´tique.
2.1 De´finition et proprie´te´s
La notion de Nuage Adaptatif (NA) a e´te´ pre´sente´e dans les travaux [137] et [22]. Celle-
ci a aussi e´te´ de´veloppe´e de fac¸on inde´pendante par Barnett ([8] page 30) et e´tudie´e sur les
paysages NKp. Elle consiste a` repre´senter la corre´lation entre solutions voisines relativement
a` un ope´rateur. Les espaces de recherche sont ge´ne´ralement grands et il n’est pas possible de
repre´senter l’ensemble de tous les points (x, y) pour tout x ∈ S et y ∈ V(x). Aussi dans un
nuage adaptatif, nous partitionnons l’ensemble des solutions par classe de solutions de meˆme
performance : Sϕ = {x ∈ S | f(x) = ϕ}. Cette partition relative a` la neutralite´ du paysage
correspond a` la notion d’ensemble de neutralite´ lorsque la structure de voisinage du paysage
n’est pas prise en compte. Nous verrons dans les sections suivantes que cette partition est
suffisante pour mode´liser la dynamique d’e´volution a` long terme d’une me´taheuristique pour
certains ope´rateurs locaux sur une famille de paysages de´finis additivement. La corre´lation est
alors de´crite sous forme de distribution de probabilite´ conditionnelle d’obtenir une solution de
performance donne´e apre`s application d’un ope´rateur local connaissant sa performance initiale.
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De´finition: Soient (S,V, f) un paysage adaptatif et op : S → S un ope´rateur12 local agissant
sur S tel que pour tout s ∈ S, op(s) ∈ V(s). Notons X : S → IR la v.a de´finie par X(s) = f(s)
et Y : S → IR l’e´volvabilite´, i.e. la v.a. de´finie par Y (s) = f(op(s)). Le nuage adaptatif relatif
a` l’ope´rateur op est la densite´ de probabilite´ conditionnelle bivarie´e de Y sachant X note´ pop
Y |X
ou plus simplement pop
La figure 2.1 montre un exemple de nuage adaptatif sur un paysage NK. Le NA de´crit
l’e´volvabilite´ (voir section 1.3.2) des solutions de meˆme performance. En effet, pour chaque valeur
de performance, le NA est la distribution de probabilite´ des valeurs d’adaptation (voir figure 2.2).
Cette distribution permet d’e´valuer pour chaque niveau de performance, la probabilite´ d’obtenir
de meilleures performances apre`s application d’un ope´rateur ou la performance moyenne des
solutions qui ame´liorent l’adaptation.
 0
 0.2
 0.4
 0.6
 0.8
 1Valeur d’adaptation ϕ  0
 0.2
 0.4
 0.6
 0.8
 1
Valeur d’adaptation ∼ϕ
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
 1000
Pop(ϕ, ∼ϕ)
Fig. 2.1 – Nuage adaptatif d’un paysage NK de parame`tres N = 25 et K = 20 relativement a`
l’ope´rateur local de recherche ale´atoire.
Pour visualiser le nuage adaptatif en deux dimensions, nous dessinons l’ensemble des points
(ϕ, ϕ˜) tels que pop(ϕ, ϕ˜) 6= 0. Cette repre´sentation justifie le terme de nuage. Nous appellerons
contour du nuage l’ensemble des points (ϕ, ϕ˜min), (ϕ, ϕ˜max) ou` ϕ˜min et ϕ˜min sont respectivement
les minimum et maximum de ϕ˜ tels que pop(ϕ, ϕ˜) 6= 0. La figure 2.3 montre un exemple d’un
tel contour.
Afin d’obtenir le NA, lorsque l’espace de recherche est tre`s petit, il est possible de calculer
l’ensemble des points (f(x), f(op(x)) pour tout x ∈ S. Cependant, la plupart des espaces de
recherche ne permettent pas ce calcul, il est alors ne´cessaire d’e´chantillonner l’espace de re-
cherche. L’e´chantillonnage uniforme sur l’espace de recherche est une me´thode d’estimation du
NA. Ne´anmoins les solutions visite´es par cette me´thode sont peu utilise´es par une me´taheuris-
tique qui utilise les solutions de “haute” performance. Nous utiliserons donc dans la section 2.4
une estimation base´e sur l’e´chantillonnage de Me´tropolis.
Plusieurs statistiques pertinentes peuvent eˆtre de´duites du NA. Une statistique pour mesurer
la tendance centrale est la fonction de re´gression E˜ qui donne la moyenne de ϕ˜ des valeurs
d’adaptation atteignables a` partir d’une solution de performance ϕ : E˜(ϕ) = E(Y | X = ϕ).
12cet ope´rateur peut-eˆtre stochastique
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Fig. 2.2 – Exemple d’e´volvabilite´ pour la valeur d’adaptation ϕ = 0.6
Nous appellerons la courbe moyenne la courbe repre´sentative de la fonction E˜. Pour estimer la
dispersion de la distribution, nous utiliserons de la meˆme manie`re la fonction donnant l’e´cart-
type σ(Y | X = ϕ).
De la fonction de re´gression, nous pouvons distinguer deux cas, selon la position de la courbe
moyenne par rapport a` la premie`re bissectrice. Un cas typique correspond a` E˜ croissante avec une
valeur unique de performance β solution de l’e´quation β = E˜(β), correspondant a` l’intersection
de la courbe moyenne avec la premie`re bissectrice d’e´quation ϕ˜ = ϕ. Selon la valeur d’adaptation
ϕ, l’ope´rateur local agit diffe´remment sur la performance (voir la figure 2.3) :
1. si ϕ ≤ β : ϕ˜ est en moyenne plus haute que la valeur ϕ. Ainsi, en moyenne, l’ope´rateur
local est avantageux.
2. si β < ϕ : ϕ˜ est en moyenne plus basse que la valeur ϕ. Ainsi, en moyenne, l’ope´rateur
local est de´savantageux.
La fonction de re´gression informe aussi sur le comportement moyen de l’heuristique de´finie
par l’ite´ration de l’ope´rateur local. Pour une valeur de performance ϕ, en moyenne apre`s ap-
plication de l’ope´rateur, nous obtenons la performance E˜(ϕ). De´finissons la suite (ϕi)i≥0 par
ϕ0 ∈ f(S) et ∀i > 0, ϕi+1 = E˜(ϕi) et notons opi(s) la solution obtenue apre`s application de i
fois de l’ope´rateur local. La question est de savoir si la performance moyenne apre`s l’application
ite´re´e de l’ope´rateur local sur une solution s peut eˆtre approche´e par composition de la fonction
E˜ sur la valeur d’adaptation f(s). Autrement dit, nous cherchons a` savoir si la diffe´rence
E(f(opi(s))) − E˜i(s) (2.1)
est ne´gligeable. Si la diffe´rence est suffisamment petite, le NA permettrait de pre´dire le com-
portement a` long terme de l’heuristique.
2.2 Mode`le analytique relatif a` une marche ale´atoire
Il est bien suˆr impossible d’obtenir une expression analytique du NA valable sur l’ensemble
des paysages adaptatifs. Dans cette section, nous allons donc e´tudier le NA relativement a` l’ope´-
rateur local de recherche ale´atoire qui se´lectionne une solution uniforme´ment parmi l’ensemble
de toutes les solutions voisines sur la famille de paysages embarque´s uniformes ge´ne´ralisant les
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Fig. 2.3 – Contour et courbe moyenne du nuage adaptatif d’un paysage NK de parame`tre
N = 25 et K = 20 relativement a` l’ope´rateur local de recherche ale´atoire.
paysages NK et MAX-SAT. Apre`s avoir de´fini cette famille de paysages, nous montrons que le
NA est une somme de densite´s binormales et que la fonction de re´gression est line´aire. Cette
e´tude ge´ne´ralise les travaux de l’article [137] re´alise´ sur les paysages NK a` une plus large famille
de paysages et donne l’expression analytique du NA sur celle-ci.
2.2.1 Famille des paysages embarque´s
Heckendorn [55] a introduit la famille des paysages embarque´s dans lesquels “beaucoup de
petits sous-proble`mes interagissent les uns avec les autres de manie`re a` construire un proble`me
plus complexe”. Cette famille de paysages est tre`s proche de la famille des paysages additifs ale´a-
toires de´finie paralle`lement par Reidys et Stadler [107]. La de´finition des paysages embarque´es
explicite clairement les interactions entre sous-proble`mes ; de plus, les re´sultats sur les paysages
embarque´s peuvent eˆtre adapte´s aux paysages additifs ale´atoires. C’est pour ces raisons que
nous avons choisi les paysages embarque´s comme base de notre e´tude.
Notons B l’ensemble {0, 1}. L’espace de recherche S = BN est l’ensemble des chaˆınes binaires
de N bits et le voisinage V(s) d’une solution s est l’ensemble des solutions a` une distance de
Hamming 1. Les parame`tres d’un paysage embarque´ sont P chaˆınes binaires mj ∈ BN et P
fonctions gj : Bbc(mj) → IR, ou` bc(mj) est le nombre de 1 de la chaˆıne mj. Afin d’alle´ger les
notations, nous noterons Bmj = Bbc(mj). La fonction d’adaptation g : BN → IR est alors la
somme des P fonctions “embarque´es” gj :
g(s) =
P∑
j=1
gj(packj(s,mj)) (2.2)
ou` packj : BN × BN → Bmj est la fonction qui masque les bits de s avec les N bits du masque
mj.
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Les paysages embarque´s ge´ne´ralisent les paysages NK et MAX-SAT (voir section 1.4.3)
qui sont tous deux des proble`mes NP-complets13. Dans le cas des paysages NK, le nombre de
masques et de fonctions embarque´es est e´gale a` la longueur des chaˆınes binaires P = N ; les
masques mj sont tels que bc(mj) = K +1 (mj = 0
j−11K+10N−K−1 dans le cas adjacent et les 1
sont uniforme´ment distribue´s dans le cas ale´atoire) ; les fonctions embarque´es gj sont de´finies a`
partir des contributions gj =
1
N
fj. Dans le cas des paysages MAX-SAT, le nombre de fonctions
embarque´es correspond au nombre de clauses P = m ; les masques mj sont de´termine´s par les
variables de la clause j, ∀i ∈ {1, N}, mj[i] = 1 ssi la variable nume´ro i apparaˆıt dans la j e`me
clause ; enfin les fonctions embarque´es gj sont de´finies a` l’aide de l’e´valuation des litte´raux de
la clause j.
Paysages embarque´s uniformes
Il n’est pas possible de donner une expression analytique ge´ne´rale pour l’ensemble des pay-
sages embarque´s. Bien que la de´finition des paysages embarque´s semble distinguer les liens entre
les variables des contributions, elle reste insuffisante quand au mode de construction des fonc-
tions embarque´es. Nous de´finissons une famille particulie`re de paysages embarque´s, les Paysages
Embarque´s Uniformes (note´s PEU), ou` toutes les fonctions embarque´es gj sont construites inde´-
pendamment et de manie`re identique a` l’aide d’une variable ale´atoire. Les paysages embarque´s
uniformes pre´cisent l’ide´e que la de´pendance entre les variables est exprime´e seulement par les
masques mj et que les fonctions gj sont statistiquement inde´pendantes. Ces paysages sont dits
uniformes car toutes les valeurs des fonctions embarque´es sont ge´ne´re´es a` partir d’une meˆme
v.a. et que la corre´lation entre ces valeurs au sein d’une meˆme fonction embarque´e est constante.
Plus formellement, nous notons IP l’ensemble des entiers compris entre 1 et P . Soient ∀j ∈ IP,
P proprie´te´s Wj servant a` construire un ensemble de fonctions embarque´es gj : ∀j ∈ IP, Gj = {h :
Bmj → IR | h ve´rifiant la proprie´te´ Wj}. Soient les P espaces de probabilite´ Ωj = (Gj ,Aj , µj)
ou` Aj est une tribu sur Gj et µj : Aj → [0, 1] une mesure sur Gj. Nous conside´rons la famille
des variables ale´atoires ∀j ∈ IP, ∀s ∈ Bmj , Xj,s : Ωj → IR telles que Xj,s(g) = gj(pack(s,mj)).
les v.a. Xj,s e´valuent la solution s d’une fonction embarque´e ve´rifiant la proprie´te´ Wj .
De´finition: Un paysage embarque´ uniforme (S,V, g), parame´tre´ par (Wj)j∈IP, (mj)j∈IP,
une v.a. X et un coefficient de corre´lation ρ, note´ PEUP,W,m,X,ρ, est un paysage ve´rifiant :
1. (S,V, g) est un paysage embarque´,
2. ∀j ∈ IP, gj ∈ Gj ,
3. ∀j ∈ IP, ∀s ∈ Bmj , Xj,s est de loi X,
4. ∀j ∈ IP, ∀s ∈ Bmj , ∀s′ ∈ Bmj , la corre´lation entre Xj,s et Xj,s′ est constante e´gale a` ρ
5. ∀i ∈ IP, ∀j ∈ IP, i 6= j, ∀s ∈ Bmi , ∀s′ ∈ Bmj et Xi,s et Xj,s′ sont inde´pendantes.
Cette de´finition n’est pas trop restrictive puisque, par exemple, les paysages NK et les
proble`mes MAX-k-SAT sont des paysages embarque´s uniformes. Pour les paysages NK, chaque
valeur des fonctions de contribution est choisie uniforme´ment et inde´pendamment dans [0, 1].
∀i ∈ IP, ∀j ∈ IP, ∀s ∈ Bmi , ∀s′ ∈ Bmj , Xi,s et Xj,s′ sont inde´pendantes et suivent la meˆme loi
uniforme U(0, 1/N) et ρ = 0.
Dans les paysages MAX-k-SAT, chaque clause contient exactement k litte´raux dont les
variables sont choisies uniforme´ment et sans remise dans l’ensemble des N variables. La proprie´te´
W est ∃!sf ∈ Bk, gj(sf ) = 0 et ∀s 6= sf , gj(s) = 1 : pour chaque clause, toutes les valeurs des
fonctions gj sont e´gales a` 1 sauf une valeur qui est e´gale a` 0 lorsque tous les litte´raux sont
a` la valeur faux. Par conse´quent, pour toute solution s ∈ Bk, les P v.a. (Xj,s)j∈IP suivent la
13lorsque k ≥ 3 pour MAX-SAT, K ≥ 2 pour le paysage NK
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meˆme loi de Bernouilli de parame`tre 1 − (1/2)k et ∀i 6= j, ∀(s, s′) ∈ (Bk)2, Xi,s et Xj,s′ sont
inde´pendantes. Xj,s et Xj,s′ ne sont plus inde´pendantes, par exemple, lorsqu’une clause e´value´e
sur une solution est fausse, elle devient vraie de`s que l’on modifie un bit de cette solution. Or,
E(Xj,sXj,s′ ) est e´gale a` la probabilite´ de (Xj,s = 1)∩ (Xj,s′ = 1). En notant P (i) la probabilite´
d’avoir i litte´raux vrais dans une clause, nous avons donc :
E(Xj,sXj,s′ ) =
k∑
i=1
P (Xj,s′ = 1|i)P (i)
=
k∑
i=1,i6=d
P (i) + P (d)(1 − 1(
k
d
))
= 1− 2−k+1
On obtient le coefficient de corre´lation qui est inde´pendant du nombre de variables modifie´es
ρ = −1
2k−1 .
2.2.2 Expression analytique du NA sur la famille des PEU
Dans cette section, nous reprenons les notations sur les paysages embarque´s uniformes de
la section pre´ce´dente. Nous allons donner l’expression du NA pour la famille des paysages
embarque´s uniformes PEUW,m,X,ρ relativement a` l’ope´rateur de recherche ale´atoire op
d qui
se´lectionne de manie`re e´quiprobable une solution a` une distance de Hamming d. Cette section
dans la continuite´ des travaux initie´s dans [137, 22], ge´ne´ralise les pre´ce´dents re´sultats sur les
mesures d’e´volvabilite´ de Smith et al des paysages NKp et NKq [119] et ge´ne´ralise a` une famille
plus large de paysages les travaux de Barnett [8] sur les paysages NKp.
Le nuage adaptatif de la famille des paysages embarque´s uniformes
PEUW,m,X,ρ est caracte´rise´ par les nombres c(n) =
n
P
(1 − ρ). Lorsque P est suffisamment
grand, le NA a pour densite´ pop
d
qui est une somme de densite´s binormales :
pop
d
(ϕ˜|ϕ) = γd(n)δϕ(ϕ˜) +
P∑
n=1
γd(n)pn(ϕ˜|ϕ) (2.3)
ou` δϕ est la distribution de Dirac en ϕ et pn est la densite´ d’une loi conditionnelle binormale :
pn(ϕ˜|ϕ) = 1√
2piσn
exp(−(ϕ˜− µn(ϕ))
2
2σ2n
)
avec µn(ϕ) = P.E(X) + (1− c(n))(ϕ − P.E(X)),
σ2n = c(n)(2 − c(n))Pσ2X ,
γd(n) la probabilite´ que n fonctions embarque´es soient modifie´es par l’ope´rateur opd.
L’e´quation de la courbe moyenne est alors :
E˜(ϕ) = P.E(X) + (1− Cd)(ϕ− P.E(X)) (2.4)
ou` Cd = E(γ
d)
P
(1− ρ) ou` E(γd) est l’espe´rance de γd.
Preuve :
Nous allons e´tudier la corre´lation de performance entre deux solutions distantes au plus de d sur
l’ensemble des fonctions embarque´es uniformes possibles. Soient s une solution de S, et sd l’une
des 2d solutions a`, au plus, une distance d de Hamming. Soient F (g) = g(s) et F d(g) = g(sd)
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les v.a. donnant respectivement les performances de s et sd d’une fonction d’adaptation g d’un
paysage de la famille PEUW,m,X,ρ. Les v.a. F et F
d sont les sommes de v.a. Xj,sj , nous avons
donc :
F =
P∑
j=1
Xj,sj (2.5)
F d =
P∑
j=1
Xj,sdj
(2.6)
ou` sj = pack(s,mj) ∈ Bmj et sdj = pack(sd,mj) ∈ Bmj .
Le NA consiste a` calculer la distribution conditionnelle de F d sachant F . Pour cela, nous
allons d’abord calculer cette distribution lorsque n fonctions embarque´es sont modifie´es, pour
ensuite moyenner ces distributions sur l’ensemble des n valeurs possibles. En effet, soit N la
v.a. qui indique le nombre de fonctions embarque´es modifie´es entre les solutions s et sd et
γd(n) = P (N = n) la probabilite´ de modifier n fonctions embarque´es par l’ope´rateur opd, nous
pouvons e´crire :
pF d|F (ϕ˜|ϕ) =
P∑
n=0
pF d,N |F (ϕ˜, n|ϕ) (2.7)
=
P∑
n=0
γd(n) pF d|F,N(ϕ˜|ϕ, n) (2.8)
Dans un premier temps, calculons pF d|F,N(ϕ˜|ϕ, n) pour n ≥ 1. F et F d se de´compose suivant
les v.a. Xj,. modifie´es et l’on peut supposer, sans perte de ge´ne´ralite´, que ce sont les n premie`res
qui sont diffe´rentes :
F = U + V (2.9)
F d = Ud + V (2.10)
avec
U =
∑n
j=1 Xj,sj , V =
∑n
j=1 Xj,sj
Ud =
∑n
j=1 Xj,sdj
V est la partie commune entre F et F d, et U et Ud les parties alte´re´es par l’ope´rateur. D’apre`s
la de´finition des PEU, F et F d sont des sommes de variables inde´pendantes de meˆme loi X, F et
F d suivent donc des lois normales lorsque P est suffisamment grand. Nous utilisons le re´sultat
suivant concernant les lois normales bivarie´es (voir par exemple [6]) :
Si (N1, N2) est un vecteur gaussien ou` N1 et N2 sont deux v.a. suivant respectivement les lois
normales N (µ1, σ1) et N (µ2, σ2) et de corre´lation r, alors la distribution conditionnelle pN1|N2
de N1 sachant N2 a pour densite´ :
pN1|N2(y|x) =
1√
2pi(1 − r2)σ1
exp(− 1
2(1 − r2)σ21
(y − µ1 − rσ1
σ2
(x− µ2))2)
et pour un x fixe´, pN1|N2(y|x) suit une loi normale de moyenne µ1 + r σ1σ2 (x− µ2) et de variance
σ21(1− r2).
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Pour de´terminer la densite´, il suffit donc de calculer le coefficient de corre´lation ρF,F d entre
F et F d.
cov(F, F d) = cov(U,U d) + cov(U, V ) + cov(U d, V ) + var(V ) (2.11)
or, U et V sont inde´pendantes, de meˆme pour U d et V , d’ou`
cov(F, F d) = cov(U,U d) + var(V ) (2.12)
Les v.a. Xj,s sont inde´pendantes et de meˆme variance σ
2
X , nous avons donc :
σ2V = (P − n)σ2X (2.13)
σ2F = Pσ
2
X (2.14)
Pour toutes solutions s1 et s2 et pour tout i et j 6= i, les v.a. Xi,s1 et Xj,s2 sont inde´pendantes,
la covariance cov(U
′
, U) entre U
′
et U s’exprime donc par :
cov(Ud, U) =
n∑
j=1
cov(Xj,sj , Xj,sd
j
) (2.15)
Or, la corre´lation entre Xj,sj et Xj,sd
j
est constante, nous avons donc :
cov(Ud, U) = nρσ2X (2.16)
On obtient alors le coefficient de corre´lation
ρF,F d =
cov(U,Ud) + σ2V
σFσF d
(2.17)
=
nρσ2X + (P − n)σ2X
Pσ2X
(2.18)
= 1− n
P
(1− ρ) (2.19)
Calculons maintenant, µn(ϕ) et σ
2
n la moyenne et la variance sachant la performance ϕ et
n.
µn(ϕ) = PE(X) + ρF,Fd
σFd
σF
(ϕ− PE(X)) (2.20)
= PE(X) + (1− n
P
(1− ρ))(ϕ − PE(X)) (2.21)
= PE(X) + (1− c(n))(ϕ − PE(X)) (2.22)
σ2n = σ
2
Fd
(1− ρ2) (2.23)
= n(1− ρ)(2 − n
P
(1− ρ))σ2X (2.24)
= c(n)(2− c(n))Pσ2X (2.25)
avec c(n) = n
P
(1− ρ).
La distribution conditionnelle lorsque n fonctions embarque´es sont modifie´es avec n ≥ 1 est
donc pF d|F,N (ϕ˜|ϕ, n) = 1√2piσn exp(−
(ϕ˜−µn(ϕ))2
2σ2n
). Pour n = 0, F et F d sont identiques, la densite´
conditionnelle pF d|F,N(ϕ˜|ϕ, 0) est alors la distribution de Dirac δϕ(ϕ˜).
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Maintenant l’e´quation 2.7 permet d’obtenir le NA en sommant les distributions pF d|F,N :
pop
d
(ϕ˜|ϕ) =
P∑
n=0
γd(n)pF d|F,N(ϕ˜|ϕ) (2.26)
L’e´quation de la courbe moyenne peut eˆtre de´duite de l’expression du NA :
E˜(ϕ) = E(Fd | F = ϕ) (2.27)
=
P∑
n=0
E(γd(n)(P.E(x) + (1− n
P
(1− ρ))(ϕ − P.E(X)))) (2.28)
= P.E(X) + (1− Cd)(ϕ− P.E(X)) (2.29)
ou` Cd = E(γ
d)
P
(1− ρ) ou` E(γd) est l’espe´rance de γd 
Toutes les densite´s binormales pn sont centre´es sur le point moyen G = (P.E(X), P.E(X)).
Les moyennes µn sont des fonctions affines de la variable ϕ centre´es sur le point G dont le
coefficient de proportionnalite´ est 1 − c(n). La pente est comprise entre −1 et 1 et est positive
si et seulement si la corre´lation ρ est positive. La pente est maximale lorsque c(n) est nul, et
est minimale lorsque c(n) = 1. Les variances σn sont inde´pendantes de ϕ et sont des fonctions
trinoˆmes par rapport a` c(n), la variance est maximale et vaut Pσ2X lorsque c(n) = 1 et est nulle
lorsque c(n) = 0 ou c(n) = 2.
Les nombres c(n) sont le produit du facteur n
P
, qui repre´sente l’e´pistasie i.e. la de´pendance
entre les variables, et du facteur 1−ρ, qui repre´sente le degre´ de corre´lation entre les valeurs d’une
meˆme fonction embarque´e. L’e´pistasie et la non-corre´lation influencent de la meˆme manie`re les
moyennes et les variances des distributions conditionnelles pF |F,N . En effet, la variation d’un
facteur k de n
P
est e´quivalente a` la variation d’un facteur k de 1− ρ. En particulier, c(n) est nul
lorsqu’il n’y a pas d’e´pistasie ou lorsque la corre´lation est 1, au contraire, |c(n)| = 1 seulement
si la corre´lation est nulle et l’e´pistasie est maximale.
La courbe moyenne est une droite e´galement centre´e sur le point moyen G. La pente de
cette droite 1 − Cd s’interpre`te de la meˆme manie`re que le coefficient 1 − c(n) de l’expression
des moyennes µn. De meˆme,
E(γd)
P
et 1 − ρ modifient identiquement la pente de la courbe
moyenne. Comme le montre Barnett [8], la pente de la droite moyenne 1−C d est le coefficient
d’autocorre´lation entre solutions voisines par opd. Le point d’intersection β entre la courbe
moyenne et la premie`re bissectrice est unique et vaut β = P.E(X). La valeur β est alors le point
de convergence de l’ite´ration de l’ope´rateur local de recherche ale´atoire.
Application aux paysages NK
Pour la famille des paysages NK, le nombre de fonctions embarque´es est P = N , ρ est nul
et la loi X est la loi uniforme U(0, 1/N) d’ou` E(X) = 0.5
N
et σ2X =
1
12N2 . Dans le cas de liens
e´pistatiques ale´atoires, chaque contribution est modifie´e par un bit, nous avons pour n < d,
γd(n) = 0. Les nombres mj sont choisis inde´pendamment, pour 0 ≤ n, γd(n + d) suit donc une
loi binormale de parame`tres N−d et αd, αd e´tant la probabilite´ qu’une fonction de contribution
soit affecte´e par un changement de d bits, d’ou` pour 0 ≤ n, γd(n + d) = (N
n
)
αnd (1 − αd)N−n et
E(γd) = (N − d)αd + d. Les d bits sont choisis uniforme´ment et inde´pendamment parmi les N
bits, la probabilite´ qu’au moins un bit modifie une contribution est donc αd = 1− (
N−1−d
K )
(N−1K )
.
La figure 2.4 montre la variation de αd en fonction du nombre de bits d. αd est une fonction
croissante de d et de limite 1. La croissance est d’autant plus rapide que K est grand.
29
 0
 5
 10
 15
 20
 25
 0  5  10  15  20  25
E(
γd
)
d
K=1
K=3
K=5
K=10
K=20
Fig. 2.4 – Nombre moyen E(γd) de contributions affecte´es en fonction du nombre d de bits
changeant de valeur pour un paysage NK avec N = 25 et diffe´rentes valeurs de K.
On obtient les parame`tres de la densite´ binormale pF d|F,N(ϕ˜|ϕ, n) :
µn(ϕ) = 0.5 + (1− n
N
)(ϕ− 0.5) (2.30)
et
σ2n = n(2−
n
N
)
1
12N2
(2.31)
La figure 2.6 montre les densite´s conditionnelles the´oriques pour N = 32 et K = 8 pour
diffe´rentes valeurs de ϕ. Ces densite´s sont proches d’une densite´ normale.
L’e´quation 2.4 de la courbe moyenne devient :
E˜d(ϕ) = 0.5 +
(
N−1−d
K
)
(
N−1
K
) (1− d
N
)(ϕ − 0.5) (2.32)
Cette e´quation confirme les pre´ce´dents re´sultats lorsque d = 1
E˜(ϕ) = 0.5 +
(
1− K + 1
N
)
(ϕ− 0.5) (2.33)
L’e´quation de la courbe moyenne est confirme´e expe´rimentalement. Le tableau 2.1 donne
les parame`tres de la courbe moyenne de´termine´s expe´rimentalement pour diffe´rentes valeur de
N , K (avec d = 1). Pour chaque valeur des parame`tres N et K, 300 instances de paysages NK
sont ge´ne´re´es afin d’e´valuer les parame`tres de la courbe moyenne. L’estimation de chaque NA
s’effectue a` l’aide de 105 solutions choisies ale´atoirement de manie`re uniforme. Lorsque K est
e´gale a` 0, la droite est proche de la premie`re bissectrice. A l’oppose´, lorsque K est e´gale a` N−1,
la droite est paralle`le a` l’axe des abscisses. La figure 2.7 montre deux exemples de contour du
NA sur un paysage NK.
Afin de ve´rifier les distributions the´oriques, nous avons compare´ les e´cart-types expe´rimen-
taux et the´oriques obtenus a` partir de l’e´quation 2.3. La figure 2.8 repre´sente les e´cart-types
des distributions en fonction de la valeur d’adaptation ϕ. Les e´cart-types the´oriques sont en
ade´quation avec ceux estime´s expe´rimentalement, leur diffe´rence relative est infe´rieure a` 3 %.
Enfin, nous avons re´alise´ le test du χ2 entre les distributions the´oriques et expe´rimentales
qui confirme le mode`le the´orique.
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Fig. 2.5 – Distribution de probabilite´ γd(n) pour un paysage NK avec d = 1, N = 25, K = 5
(a) et K = 20 (b).
expe´rimentale the´orique
N K a b a = 1− αd b = β
20 2 0.8260.011 0.5010.023 0.850 0.5
25 5 0.7570.005 0.5000.007 0.760 0.5
25 20 0.1600.004 0.4990.001 0.160 0.5
64 10 0.8280.001 0.4990.001 0.828 0.5
Tab. 2.1 – Moyenne et e´cart-type sur 300 instances des parame`tres de la droite moyenne du
NA E˜(ϕ) = b + a(ϕ − b) pour les paysages NK avec d = 1.
Application aux paysages MAX-k-SAT
Pour la famille des paysages MAX-k-SAT, le nombre de fonctions embarque´es est P = m,
ρ est e´gal a` −1
2k−1 (voir section 2.2.1) et la loi X est la loi de Bernouilli de parame`tre 1 − 2−k
d’ou` E(X) = 1− 2−k et σ2X = (1− 2−k)2−k. Les variables dans chaque clause sont de´termine´es
ale´atoirement de manie`re uniforme parmi l’ensemble des variables, les nombres mj sont choisis
inde´pendamment, la probabilite´ γd(n) se calcule de la meˆme manie`re que dans le cas des paysages
NK : αd = 1− (
N−d
k )
(Nk )
d’ou` γd(n) =
(
m
n
)
αnd (1− αd)m−n et E(nd) = mαd.
On obtient les parame`tres de la densite´ binormale pF d|F,N(ϕ˜|ϕ, n) :
µn(ϕ) = m(1− 2−k) + (1− n
m(1− 2−k))(ϕ−m(1− 2
−k)) (2.34)
et
σ2n = n(2−
n
m
2−k)(1− 2−k)2−2k (2.35)
Pour le paysage MAX-k-SAT, l’e´quation 2.4 de la courbe moyenne devient :
E˜d(ϕ) = m(1− 2−k) + (1− αd
1− 2−k )(ϕ−m(1− 2
−k)) (2.36)
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Fig. 2.6 – Densite´s conditionnelles the´oriques pour diffe´rentes valeurs de ϕ pour un paysage
NK avec N = 32, K = 8 et d = 1.
Lorsque d = 1, l’e´quation 2.36 devient :
E˜(ϕ) = m(1− 2−k) + (1− k
N(1− 2−k))(ϕ−m(1− 2
−k)) (2.37)
Remarquons que la pente est inde´pendante du nombre de clauses m et donc du seuil cri-
tique de transition de phase αc. La taille de l’ensemble des solutions au proble`me SAT est donc
inde´pendante de la corre´lation entre solutions voisines. L’e´quation de la courbe moyenne est
confirme´e expe´rimentalement. Pour chaque valeur des parame`tres, 100 instances de paysages
MAX-3-SAT de la bibliothe`que SATLIB14 sont utilise´es, afin d’e´valuer les parame`tres de la
courbe moyenne. L’estimation de chaque NA s’effectue a` l’aide de 105 solutions choisies ale´a-
toirement de manie`re uniforme. Le tableau 2.2 donne les parame`tres de la courbe moyenne
de´termine´e expe´rimentalement pour diffe´rentes valeur de N , m et d. Pour chaque NA, E˜(ϕ)
est line´airement corre´le´ avec un coefficient de corre´lation supe´rieur a` 0.99. La figure 2.9 montre
diffe´rents exemples de contour du NA sur le paysage MAX-SAT.
14les instances ufN de www.satlib.org
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Fig. 2.7 – Contour du NA pour le paysage NK avec N = 25, K = 5 (a) et K = 20 (b).
expe´rimental the´orique
N m a b a b
20 91 0.83000.0073 79.56910.5976 0.829 79.6
50 218 0.93090.0023 190.54600.3281 0.931 190.75
100 430 0.96480.0008 376.00700.5094 0.9657 376.25
200 860 0.98300.0003 752.54600.5742 0.9829 752.5
Tab. 2.2 – Moyenne et e´cart-type sur 100 instances des parame`tres de la droite moyenne du
NA E˜(ϕ) = b + a(ϕ − b) pour le paysage Max-3-SAT avec d = 1.
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Fig. 2.8 – E´cart-types expe´rimentaux et the´oriques pour diffe´rents paysages NK.
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n = 50, m = 218 (b).
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N K 1− K+1
N
a b ρ
20 2 0.85 0.78900.0333 0.16960.0195 0.99860.0007
25 5 0.76 0.72570.0143 0.21250.0082 0.99770.0009
25 20 0.16 0.15570.0076 0.53370.0039 0.91220.0232
32 4 0.844 0.80940.0130 0.15330.0078 0.99880.0004
32 8 0.719 0.69220.0097 0.22850.0055 0.99740.0009
64 5 0.906 0.88510.0067 0.09430.0037 0.99950.0002
64 10 0.828 0.80790.0063 0.14430.0034 0.99890.0004
Tab. 2.3 – Re´sultats expe´rimentaux de la courbe moyenne E˜(ϕ) = aϕ + b relative a` l’ope´rateur
HC sur les paysages NK pour diffe´rentes valeurs de N et K.
2.3 Ge´ne´ralisation a` d’autres ope´rateurs
Le nuage adaptatif permet d’e´tudier la corre´lation de performance entre une solution et
l’image de cette solution par un ope´rateur de recherche local. Dans cette section, nous allons
e´tudier le NA relativement a` deux ope´rateurs : l’ope´rateur local qui se´lectionne la solution de
meilleure performance dans le voisinage et l’ope´rateur local utilise´ dans la me´taheuristique du
recuit simule´.
2.3.1 Hill-Climbing
Beaucoup d’ope´rateurs de recherche locale sont des interme´diaires entre l’ope´rateur de re-
cherche ale´atoire et l’ope´rateur qui se´lectionne la solution voisine de meilleure performance,
l’ope´rateur de Hill-Climbing (HC). Les ope´rateurs locaux performants tentent de re´aliser un
compromis entre l’exploration du voisinage par l’ope´rateur RA et l’exploitation du voisinage
par l’ope´rateur HC. Nous allons maintenant e´tudier ce dernier ope´rateur du point de vu du
nuage adaptatif afin de comple´ter l’e´tude du voisinage dans les paysages embarque´s uniformes.
Un optimum local est une solution dont toutes les solutions voisines sont de performance
infe´rieure (voir de´finition section 1.3.1). Par conse´quent, la meilleure des solutions voisines a
une performance plus faible que la solution optimum local elle-meˆme. Dans la repre´sentation
du NA, les optima locaux sont situe´s en dessous de la premie`re bissectrice (voir figure 2.10). Le
NA permet donc d’e´valuer et de localiser la performance des optima locaux d’un paysage.
Contrairement a` l’ope´rateur de RA, il n’est pas possible pour le HC d’e´tablir l’expression
du NA ou l’e´quation de la courbe moyenne dans le cas des paysages embarque´s uniformes. Nous
avons donc re´alise´ l’estimation du NA pour les paysage NK et MAX-k-SAT de la meˆme manie`re
que dans la section 2.2.2. Pour chaque valeur de parame`tres, 105 solutions sont choisies ale´a-
toirement uniforme´ment dans l’espace de recherche. Pour chaque solution, la meilleure solution
voisine de l’ensemble des voisins est se´lectionne´e.
Re´sultats sur les Paysages NK
La figure 2.10 montre des exemples de contour de NA. Les optima locaux sont les solutions
de plus grandes performances. La courbe moyenne est encore apparemment proche d’une droite.
Pour chacune des 300 instances de paysages NK, nous avons calcule´ le coefficient de corre´lation
line´aire ainsi que les parame`tres de la droite de re´gression. Les moyennes et les e´cart-types de
ces valeurs sont reporte´s dans le tableau 2.3 pour diffe´rentes valeurs de N et K.
Les coefficients de corre´lation sont supe´rieurs a` 0.99 (sauf pour N = 25 et K = 20). La
courbe moyenne est une droite, la pente de cette droite est plus petite que la pente 1 − K+1
N
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obtenue avec l’ope´rateur de RA (voir tableau 2.1).
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Fig. 2.10 – Contour du NA avec l’ope´rateur HC pour un paysage NK avec N = 25, K = 5 (a)
et K = 20 (b).
Dynamique d’e´volution sur le NA
La valeur β, intersection de la courbe moyenne et de la premie`re bissectrice (voir de´finition
2.1), semble eˆtre une barrie`re de performance, i.e. un majorant du point de convergence de
l’ite´ration de l’ope´rateur de recherche HC a` partir d’une solution initiale uniforme´ment choisie
dans l’espace de recherche.
Afin de valider cette conjecture, nous avons effectue´ 103 exe´cutions consistant en N ite´rations
de l’ope´rateur HC sur chaque instance de paysage NK. Si au cours d’une ite´ration, la solution
courante est un optima local, sans possibilite´ d’ame´lioration par l’ope´rateur HC, alors les so-
lutions suivantes restent inchange´es par l’ope´rateur. Pour chacune des valeurs des parame`tres
N et K, nous avons calcule´ la trajectoire moyenne qui est la moyenne a` chaque ite´ration de la
performance. La performance finale est note´e β∗ et peut-eˆtre compare´e a` la valeur β attendue.
La figure 2.11 montre les trajectoires moyennes et la courbe calcule´e a` partir de la courbe
moyenne pour diffe´rentes valeurs des parame`tres. La valeur pre´dite par la courbe moyenne du
NA est plus grande (sauf pour N = 25 et K = 20) que la valeur β∗ obtenue par la trajectoire
moyenne. Les trajectoires commencent en moyenne a` la valeur 0.5 et suivent la trajectoire
attendue pendant les premie`res ite´rations. La courbe moyenne du NA permet donc une bonne
approximation du comportement moyen d’un ope´rateur HC pendant les premie`res ite´rations.
La conjecture 2.1 est donc ve´rifie´e lorsque le nombre d’ite´rations est petit (i ≤ 5). Par contre,
il ne permet d’estimer qu’une borne supe´rieure a` la performance finale obtenue par l’ite´ration
de l’ope´rateur HC. Cette diffe´rence peut peut-eˆtre eˆtre expliquer par l’e´volution de la courbe
moyenne entre les ite´rations i et i + 1 lorsque i augmente.
Re´sultats sur le paysage MAX-SAT
La figure 2.12 montre la moyenne des contours de NA. Les optima locaux sont les solutions
de plus grande performance. La courbe moyenne est encore apparemment proche d’une droite.
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Tab. 2.4 – Valeur moyenne et e´cart-type du point d’intersection β du NA compare´e avec la
valeur moyenne du point de convergence β∗ de l’ite´ration de l’ope´rateur HC pour les paysages
NK.
N K β β∗
20 2 0.8103470.0518808 0.71160.0408044
25 5 0.7752040.0148091 0.7124940.0339714
25 20 0.6321220.00145688 0.6457530.0278156
32 4 0.8055280.0191376 0.7160380.0302279
32 8 0.7427070.00637298 0.7012270.0288993
64 5 0.8223910.0167046 0.7178810.0217064
64 10 0.7513170.00741334 0.6993740.0208754
Tab. 2.5 – Re´sultats expe´rimentaux de la courbe moyenne E˜(ϕ) = aϕ + b relative a` l’ope´rateur
HC sur les paysages MAX-SAT pour diffe´rentes valeurs de N et m.
N m aRA a b ρ
20 91 0.829 0.754080.0279096 22.72262.36714 0.9985570.00134519
50 218 0.931 0.8870270.0119675 25.54412.37327 0.9996590.000166875
100 430 0.9657 0.9397440.00533962 27.2142.08028 0.9998479.45114e−05
200 860 0.9829 0.9688150.00252211 28.58381.93409 0.9999343.0739e−05
Pour chacune des 100 instances de paysages MAX-SAT, nous avons calcule´ le coefficient de
corre´lation line´aire ainsi que les parame`tres de la droite de re´gression de la courbe moyenne.
Les moyennes et les e´cart-types de ces valeurs sont reporte´s dans le tableau 2.5 pour diffe´rentes
valeurs de N et m. Les coefficients de corre´lation sont supe´rieures a` 0.99, la courbe moyenne
est donc une droite dont la pente est plus faible que celle obtenue dans le cas de l’ope´rateur de
recherche ale´atoire (note´ aRA dans le tableau).
Dynamique d’e´volution sur le NA Nous avons re´alise´ la meˆme se´rie d’expe´riences que
pour les paysages NK afin de ve´rifier la conjecture 2.1.
La figure 2.13 montre les trajectoires moyennes et la courbe calcule´e a` partir de la courbe
moyenne pour diffe´rentes valeurs des parame`tres. La table 2.6 donne les valeurs de β et β ∗. La
valeur pre´dite par la courbe moyenne du NA est plus grande que la valeur β ∗ obtenue par la
trajectoire moyenne. Les trajectoires commencent autour de la valeur 7m8 et suivent la trajectoire
attendue pendant les premie`res ite´rations. Les conclusions sont les meˆmes que pour les paysages
NK, la courbe moyenne du NA permet une bonne approximation du comportement moyen d’un
ope´rateur HC pendant les premie`res ite´rations. La conjecture 2.1 est donc ve´rifie´e lorsque le
nombre d’ite´rations est petit (i ≤ 4). Par contre, il ne permet d’estimer qu’une borne supe´rieure
a` la performance finale obtenue par l’ite´ration de l’ope´rateur HC.
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Tab. 2.6 – Valeur moyenne et e´cart-type du point d’intersection β du NA compare´e avec la
valeur moyenne du point de convergence β∗ de l’ite´ration de l’ope´rateur HC pour les paysages
MAX-3-SAT.
N m β β∗
20 91 89.710.6 88.44
50 218 227.32.9 212.5
100 430 454.44.7 419.2
200 860 917.79.8 838.6
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Fig. 2.11 – Trajectoire moyenne (avec l’e´cart-type) de l’ite´ration de l’ope´rateur HC pour diffe´-
rents paysages NK et courbe calcule´e a` partir de la courbe moyenne du NA.
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Fig. 2.12 – Contour du NA avec l’ope´rateur HC pour les paysages MAX-SAT.
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Fig. 2.13 – Trajectoire moyenne (avec l’e´cart-type) de l’ite´ration de l’ope´rateur HC pour diffe´-
rents paysages MAX-3-SAT et courbe calcule´e a` partir de la courbe moyenne du NA.
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2.3.2 Recuit Simule´
Dans cette section, nous e´tudions le nuage adaptatif relatif a` l’ope´rateur local du recuit
simule´. Le recuit simule´ est une me´taheuristique qui permet d’e´viter les optima locaux. l’ope´ra-
teur local, note´ opRS , du recuit simule´ est de´fini a` partir de l’ope´rateur local opRS de recherche
ale´atoire et d’un parame`tre d’acceptation T de de´gradation de performance, assimile´ a` une
tempe´rature. Plus pre´cise´ment,
opRS(s) =


s
′
si ∆ ≥ 0 ou u < exp(∆
T
)
avec s
′
= opd(s), ∆ = f(s
′
)− f(s) et u nombre ale´atoire de [0, 1],
s sinon.
A partir d’une valeur initiale du parame`tre T , le recuit simule´ consiste a` ite´rer l’ope´rateur
local opRS tout en modifiant le parame`tre T suivant une loi de de´croissance. Pour une description
plus comple`te de la me´thode du recuit simule´, on pourra consulter par exemple l’ouvrage de P.
Siarry et al [117].
L’expression analytique du NA relative a` l’ope´rateur opRST et a` la tempe´rature T peut s’ob-
tenir a` partir de celle obtenue relativement a` l’ope´rateur de recherche ale´atoire opd :
pRST (ϕ˜|ϕ) =


pop
d
(ϕ˜|ϕ) si ϕ˜ > ϕ,∫ ϕ
−∞ p
opd(f |ϕ) (1− exp( f−ϕ
T
))df si ϕ˜ = ϕ,
pop
d
(ϕ˜|ϕ) exp( ϕ˜−ϕ
T
) si ϕ˜ < ϕ.
(2.38)
Pour les valeurs de performances strictement au-dessus de la premie`re bissectrice, les distri-
butions pRS et pRA sont identiques ; pour les valeurs de performances strictement au-dessous
de la premie`re bissectrice, la distribution pRS est proportionnelle a` la distribution pRA d’un
facteur exp( ϕ˜−ϕ
T
) strictement plus petit que 1 ; enfin, sur la bissectrice, la distribution pRS est
supe´rieure a` la distribution pRA.
De meˆme que dans le cas de l’ope´rateur HC et suivant le meˆme protocole expe´rimental, nous
avons re´alise´ l’estimation du NA pour les paysages NK et MAX-k-SAT.
Re´sultats sur les Paysages NK
La figure 2.14 montre des exemples de contour de NA relativement a` l’ope´rateur RS. La
courbe moyenne n’est plus une droite. Pour les faibles performances, les courbes moyennes
E˜(ϕ) relatives a` l’ope´rateur RS sont proches des courbes moyennes relatives a` l’ope´rateur de
recherche ale´atoire RA (voir la sous-section 2.2.2). Pour les hautes performances, les courbes
moyennes se confondent avec la premie`re bissectrice et ceci d’autant plus vite que la tempe´rature
est faible.
Dynamique d’e´volution sur le NA La figure 2.15 montre les trajectoires moyennes et la
courbe calcule´e a` partir de la courbe moyenne pour diffe´rentes valeurs des parame`tres. Lors des
premie`res ite´rations, les deux courbes sont confondues. La conjecture 2.1 est donc ve´rifie´e lorsque
le nombre d’ite´rations est petit. Pour les ite´rations suivantes, l’accroissement de la trajectoire
moyenne est plus petite que celle de la courbe calcule´e a` partir de la courbe moyenne du NA.
Pour K = 4, Le point de convergence de la trajectoire moyenne est au-dessus du point de
convergence obtenue a` partir de la courbe moyenne. Pour K = 8, pour la tempe´rature T = 0.1,
les points de convergence des deux courbes sont e´gales ; pour la tempe´rature T = 0.05, le point
de convergence de la trajectoire moyenne est au-dessus de celui de la courbe moyenne ; pour la
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Tab. 2.7 – Re´sultats expe´rimentaux (moyenne et e´cart-type sur 100 instances de paysage) de
la droite de re´gression E˜(ϕ) = aϕ + b relative a` l’ope´rateur RS des paysages MAX-SAT pour
diffe´rentes valeurs de N et m et de tempe´rature T .
N m T ρ a b
20 91 0.75 0.99850.0019 0.89370.0184 9.18521.5176
1.3 0.99840.0018 0.88640.0170 9.67441.3914
2.6 0.99860.0013 0.87190.0146 10.66831.1822
50 218 0.75 0.99950.0004 0.95690.0077 8.88191.5037
1.3 0.99940.0006 0.95470.0081 9.20691.5756
2.6 0.99930.0005 0.94820.0098 10.28941.8942
100 430 0.75 0.99980.0002 0.97810.0047 8.85451.8107
1.3 0.99980.0002 0.97660.0048 9.35081.8440
2.6 0.99960.0003 0.97360.0058 10.32072.2204
200 860 0.75 0.99990.0001 0.98960.0028 8.46082.1479
1.3 0.99980.0001 0.98850.0029 9.22562.2346
2.6 0.99980.0001 0.98740.0036 9.87472.7060
tempe´rature T = 0.01, le point de convergence de la trajectoire moyenne est au-dessus de celui
de la courbe moyenne.
Il n’est pas possible de pre´dire le point de convergence de la trajectoire moyenne a` partir de
la courbe moyenne du NA pour l’ope´rateur lie´ au RS. Il est possible que la courbe moyenne soit
trop proche de la premie`re bissectrice pour permettre cette pre´diction.
Re´sultats sur les Paysages MAX-SAT
La figure 2.16 montre des exemples de contour de NA. Les courbes moyennes semble eˆtre
des droites. Le tableau 2.7 donne le re´sultat de la re´gression line´aire de la courbe moyenne.
Les coefficients de corre´lation sont supe´rieurs a` 0.99, les courbes moyennes peuvent donc eˆtre
conside´re´es comme des droites. Les pentes diminuent et les ordonne´es a` l’origine augmentent
avec l’augmentation de la tempe´rature. Pour les basses tempe´ratures et les hautes valeurs de
performances, les courbes moyennes sont confondues avec la premie`re bissectrice.
Dynamique d’e´volution sur le NA La figure 2.17 montre, pour diffe´rentes valeurs des
parame`tres, les trajectoires moyennes et la courbe calcule´e a` partir des droites de re´gression des
courbes moyennes du tableau 2.7. Pour les premie`res ite´rations, la courbe estime´e est tre`s proche
de la trajectoire moyenne. La conjecture 2.1 est donc ve´rifie´e lorsque le nombre d’ite´rations
est petit. Pour N = 50, le point de convergence de la courbe estime´e est au dessus pour
T = 0.75, e´gale pour T = 1.3 et au-dessus pour T = 2.6 du point de convergence de l’ite´ration
de l’ope´rateur local RS. Pour N = 100, le point de convergence de la courbe estime´e est au-
dessus du point de convergence de l’ite´ration de l’ope´rateur local RS. Le point de convergence
de la courbe estime´e n’est donc ni un majorant ni un minorant du point de convergence de
l’ite´ration de l’ope´rateur local RS.
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Fig. 2.14 – Contour du NA relativement a` l’ope´rateur RS aux trois tempe´ratures T = 0.1,
T = 0.05 et T = 0.01 (de haut en bas) pour le paysage NK avec N = 32, K = 4 (colonne de
gauche) et K = 8 (colonne de droite).
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Fig. 2.15 – Trajectoire moyenne (avec l’e´cart-type) de l’ite´ration de l’ope´rateur RS et courbe
attendue graˆce a` la courbe moyenne du NA aux trois tempe´ratures T = 0.1, T = 0.05 et
T = 0.01 (de haut en bas) pour le paysage NK avec N = 32, K = 4 (colonne de gauche) et
K = 8 (colonne de droite).
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Fig. 2.16 – Contour du NA relativement a` l’ope´rateur RS aux trois tempe´ratures T = 2.6,
T = 1.3 et T = 0.75 (de haut en bas) pour le paysage Max-3-SAT avec N = 50, m = 218
(colonne de gauche) et N = 100, m = 430 (colonne de droite).
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Fig. 2.17 – Trajectoire moyenne (avec l’e´cart-type) de l’ite´ration de l’ope´rateur RS et courbe
attendue graˆce a` la courbe moyenne du NA aux trois tempe´ratures T = 2.6, T = 1.3 et T = 0.75
(de haut en bas) pour le paysage Max-3-SAT avec N = 50, m = 218 (colonne de gauche) et
N = 100, m = 430 (colonne de droite).
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2.4 Coefficient de pente ne´gative
Le nuage adaptatif permet d’estimer la valeur moyenne de la performance d’une solution
apre`s avoir applique´ un ope´rateur de recherche local et de connaˆıtre le comportement moyen
de l’ite´ration de cet ope´rateur a` court terme. Toutefois, le nuage adaptatif pre´sente plusieurs
de´fauts que nous exposons dans la suite, et auxquels nous apportons plusieurs solutions.
2.4.1 Avantages / Inconve´nients du NA
Le premier inconve´nient re´sulte de la me´thode d’e´chantillonnage de l’espace de recherche.
Dans les expe´riences pre´ce´dentes, nous avons utilise´ l’e´chantillonnage uniforme de l’espace. De
meˆme, l’expression analytique du NA sur les paysages embarque´s uniformes est donne´e pour
une solution uniforme´ment choisie dans l’espace de recherche. Or, les heuristiques visitent plus
souvent les solutions de haute performance que les solutions de performance moyenne. Cette
me´thode d’e´chantillonnage est d’autant moins adapte´e lorsque l’espace de recherche est grand.
Le NA pourrait eˆtre plus pertinent en e´chantillonnant l’espace avec des solutions de plus grande
performance.
Nous avons vu une majorite´ d’exemples de paysages adaptatifs ou` la courbe moyenne du
NA est une droite. Dans ce cas, il est aise´ d’analyser le NA a` l’aide du nombre β et d’interpre´ter
la relation entre les performances de solutions voisines. Les statistiques que nous avons utilise´es
ne sont plus aussi adapte´es lorsque la courbe moyenne n’est plus une droite sur l’ensemble du
paysage.
Le dernier proble`me concerne le lien entre le NA est la difficulte´ a` optimiser une instance
d’un proble`me par une recherche locale. Le NA nous a permis de pre´voir l’e´volution de la
performance en appliquant un ope´rateur local donne´, par contre, il n’informe pas directement
sur la difficulte´ d’optimisation a` l’aide de cet ope´rateur.
Afin de re´pondre a` ces insuffisances, nous proposons une nouvelle me´thode d’estimation du
NA et une statistique de´duite du NA mesurant la difficulte´ d’optimisation par une recherche
locale particulie`rement adapte´e aux grands espaces de recherche he´te´roge`ne, comme ceux ren-
contre´s en programmation ge´ne´tique.
2.4.2 De´finition
Dans cette section, nous pre´sentons une mesure de difficulte´ originale appele´e Coefficient de
Pente Ne´gative (CPN) introduite dans l’article [133]. Cette mesure repose sur le nuage adaptatif
dont l’e´chantillonnage et l’ope´rateur local sont particuliers.
Tout d’abord, La de´finition du CPN est donne´e a` partir d’un nuage adaptatif e´chantillonne´
suivant la me´thode de Me´tropolis-Hasting [82] afin de mieux prendre en compte les solutions de
grande performance. La me´thode d’e´chantillonnage pour obtenir un e´chantillon de taille n est
pre´sente´e dans l’algorithme 2.
En PG, le voisinage des solutions est de grande taille, il est donc ne´cessaire de choisir un
ope´rateur de recherche locale adapte´ a` ce voisinage. Intuitivement, le voisinage d’une solution est
peu adapte´ a` la recherche locale lorsque les “bonnes” solutions sont trop rares dans le voisinage.
L’ope´rateur local utilise´ pour de´finir le CPN tente donc d’e´chantillonner les solutions de grandes
performances du voisinage. Pour cela, l’ope´rateur re´alise un tournoi de taille t avec les solutions
voisines. Plus pre´cise´ment, op(s) est la solution de plus grande performance parmi les t solutions
obtenues par l’ope´rateur de recherche ale´atoire opd : s1 = op
d(s), . . . , st = op
d(s).
Pour de´finir le CPN, conside´rons un paysage (S,V, f) et le nuage adaptatif, note´ NA ′ , de´crit
comme pre´ce´demment. Soit une partition I de f(S) en m segments de meˆme longueur I =
{I1, I2, . . . , Im}. Nous pouvons donc de´finir les m points moyens Mi d’abscisse xi = Es∈Ii(f(s))
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Algorithme 2 E´chantillonnage de Me´tropolis-Hasting
Choisir solution initiale s ∈ S
k ← 1
tant que k < n faire
re´pe´ter
Choisir s
′ ∈ V(s) ale´atoirement
Choisir u un nombre ale´atoire suivant une loi uniforme U(0, 1)
jusqu’a` u ≤ min(1, f(s)
f(s′ )
)
s← s′
k ← k + 1
fin tant que
et d’ordonne´e yi = Es∈Ii(f(op(s))), et les m − 1 pentes Pi des segments joignant les points
moyens Mi a` Mi+1 :
Pi =
xi+1 − xi
yi+1 − yi
Finalement, la statistique coefficient de pente ne´gative est de´finie par la somme des pentes
ne´gatives Pi :
CPN =
m−1∑
i=1
min(Pi, 0)
Le CPN n’est pas une mesure pertinente dans les cas des paysages embarque´s. En effet,
nous avons vu que la courbe moyenne est une droite dans le cas des paysages embarque´s, ce
qui permet de caracte´riser la corre´lation ente solutions de manie`re satisfaisante. Les espaces
de recherche en programmation ge´ne´tique (PG) sont de grande taille et le voisinage de chaque
solution est important. Par ailleurs, peu de mesure de difficulte´ existe dans ce domaine ; citons
la corre´lation performance-distance a` un optimum (ou Fitness Distance Correlation (FDC) en
anglais) [19, 135, 134]. Le CPN est donc une statistique candidate a` la mesure de difficulte´
en PG. Nous avons choisi de calculer expe´rimentalement le CPN sur des proble`mes tests issus
de la programmation ge´ne´tique et de comparer les re´sultats obtenus avec la difficulte´ connue
d’optimisation par PG de ces proble`mes.
2.4.3 Re´sultats expe´rimentaux
Nous avons choisi trois proble`mes acade´miques appartenant a` des classes importantes de
proble`mes pour la PG : le proble`me binoˆmial-3 (proble`me de re´gression symbolique), le pro-
ble`me de parite´15 (proble`me boole´en) et enfin un proble`me de programmation de robot : la
fourmi artificielle du Santa Fe. Ces trois proble`mes sont des proble`mes de minimisation. Pour
chaque paysage, l’estimation du nuage adaptatif s’effectue a` partir d’un e´chantillon de n = 4.104
solutions. L’ope´rateur local est le tournoi de taille 10 ou` l’ope´rateur de recherche ale´atoire est
la mutation de sous-arbre standard. Le nombre de segments est m = 10.
Le proble`me binoˆmial-3
Ce proble`me de re´gression symbolique a e´te´ propose´ par Daida et al [26]. Il consiste a`
approcher la fonction polynoˆme f(x) = (1+x)3. La performance d’un programme est la somme
sur 50 points d’e´valuation des valeurs absolues de l’erreur entre la valeur de la fonction et
15nous traduisons par “proble`me de parite´” le nom anglais “even parity problem”
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valeur retourne´e par le programme. L’ensemble des ope´rateurs utilise´s dans les programmes
est F = {+,−, ∗, //} ou` // est la division prote´ge´e qui retourne 1 si le de´nominateur est nul
et l’ensemble des terminaux T = {x,R}, ou` x est la variable symbolique et R est l’ensemble
des constantes ale´atoires e´phe´me`res (CAE). Les CAE sont les re´alisations de la loi uniforme
U(−aR, aR), elles sont ge´ne´re´es une seule fois pour l’initialisation de la population et ne changent
pas de valeur durant l’exe´cution. La difficulte´ d’optimisation par PG est ajuste´e par la valeur
de la constante R selon Daida et al [26]. Le proble`me est plus difficile lorsque R est grand.
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Fig. 2.18 – Nuage adaptatif et segments moyens pour le proble`me binoˆmial-3 pour diffe´rentes
valeurs de aR. (a) : aR = 1, (b) : aR = 10, (c) : aR = 102 et (d) : aR = 103.
La figure 2.18 montre les nuages adaptatifs et les 10 segments obtenus pour diffe´rentes
valeurs de aR. Nous n’avons pas repre´sente´ les points de performance au dela` de 100 pour plus
de clarte´. Le tableau 2.8 donne les valeurs du CPN correspondantes. Les re´sultats montrent que
la valeur du CPN devient plus petite a` mesure que le proble`me devient plus difficile a` optimiser.
Le proble`me de parite´ paire
Le proble`me de parite´ paire, introduit par Koza [76], consiste a` trouver la fonction boole´enne
de k variables qui renvoie vrai si son nombre de variables affecte´es a` vrai est paire et renvoie
faux dans le cas contraire. La performance d’un programme est le nombre d’erreurs de re´ponse
parmi les 2k affectations de variables possibles. Un programme a au plus une performance de
2k et un programme parfait a une performance nulle. L’ensemble des fonctions utilise´es par un
50
aR CPN
1 0.0
10 −0.53
102 −1.01
103 −3.39
Tab. 2.8 – CPN pour le proble`me binoˆmial-3 pour diffe´rentes valeurs de aR.
programme est {NAND,OR} et l’ensemble des terminaux est compose´ des k variables de la
fonction boole´enne a` trouver. La difficulte´ est ajuste´e par le nombre de variables k de la fonction.
0 1 2 3 4 5 60
1
2
3
4
5
6
Fitness
Fi
tn
es
s 
of
 N
ei
gh
bo
rs
13 14 15 16 17 18 1913
14
15
16
17
18
19
Fitness
Fi
tn
es
s 
of
 N
ei
gh
bo
rs
(a) (b)
60 62 64 66 6860
61
62
63
64
65
66
67
68
Fitness
Fi
tn
es
s 
of
 N
ei
gh
bo
rs
253 254 255 256 257 258 259253
254
255
256
257
258
259
Fitness
Fi
tn
es
s 
of
 N
ei
gh
bo
rs
(c) (d)
Fig. 2.19 – CPN et nuage adaptatif pour le proble`me de parite´ paire pour diffe´rent nombre de
variables : (a) k = 3, (b) k = 5, (a) k = 7, (b) k = 9.
La figure 2.19 montre les nuages adaptatifs et les 10 segments obtenus pour diffe´rent nombre
de variables k. Le tableau 2.9 donne les valeurs du CPN correspondant. De nouveau, les re´sultats
montrent que la valeur du CPN devient plus petite a` mesure que le proble`me devient plus difficile
a` optimiser.
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Nombre de variables k CPN
3 0.0
5 −0.11
7 −0.49
9 −0.55
Tab. 2.9 – CPN pour le proble`me binoˆmial-3 pour diffe´rentes valeurs de aR.
La fourmi artificielle
Dans ce proble`me, une fourmi artificielle est place´e sur grille toroı¨dale de dimension 32×32.
Certaines cellules de la grille contiennent des grains de nourritures. Le but est de trouver un
programme de navigation pour la fourmi qui maximise le nombre de grains de nourriture pris.
Nous utilisons le meˆme ensemble d’instructions que dans J. Koza [76] sur la meˆme grille de
nourriture (Santa Fe trail). La fonction de performance d’un programme est le nombre restant
de grains de nourriture parmi les 89 pre´sents au de´part. Langdon et Poli dans [79] ont e´tudie´
en de´tail ce proble`me. Ils ont montre´ que le nombre de bonnes solutions augmente exponentiel-
lement avec la taille des programmes i.e. la profondeur de l’arbre syntaxique repre´sentant un
programme.
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Fig. 2.20 – CPN et nuage adaptatif pour le proble`me de la fourmi artificielle pour deux pro-
fondeurs d’arbre (a) : profondeur 10, (b) : profondeur 6.
La figure 2.20 montre les nuages adaptatifs et les 10 segments obtenus pour deux profondeurs
maximales de programme 10 et 6. Le CPN pour la profondeur 10 est −6.06 et −11.42 pour la
profondeur 6. Ce proble`me contient beaucoup d’optima locaux et est difficile a` optimiser, ce qui
est corre´le´ avec les valeurs ne´gatives du CPN. De plus, le CPN est plus petit lorsque le proble`me
plus difficile.
Dans les proble`mes e´tudie´s, nous avons montre´ expe´rimentalement que la statistique du
coefficient de pente ne´gative est corre´le´e avec la difficulte´ d’optimisation par programmation
ge´ne´tique. Sa valeur est ne´gative lorsque l’instance du proble`me est difficile a` optimiser. Au
sein d’une meˆme classe de proble`me, le CPN est autant plus ne´gatif que l’instance est difficile a`
optimiser par PG. Seulement, le CPN ne permet pas de comparer la difficulte´ entre classes de
proble`mes puisque cette statistique n’est pas normalise´e. Un autre faiblesse de la mesure est le
choix du nombre de segments qui peut influencer la valeur du CPN.
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Tab. 2.10 – Valeur du CPN pour les trois proble`mes : multiplexeurs, Spirales enroule´es, et
arbres royaux (AR).
Proble`me CPN CPNbi
6 - multiplexeur −0.16 0
11 - multiplexeur −0.24 −0.21
Spirales enroule´es 0 −0.41
AR racine B 0
AR racine C 0
AR racine D 0
AR racine E −0.17
AR racine F −0.21
AR racine G −0.32
2.4.4 Ame´lioration : me´thode de la bissection
Afin de confirmer les re´sultats pre´ce´dent et d’en mesurer les limites, nous avons re´alise´
la mesure du CPN sur trois nouveaux proble`mes. Ces proble`mes issus de la programmation
ge´ne´tique sont de natures diffe´rentes :
Le proble`me du k-multiplexeur [76] consiste a` trouver une fonction boole´enne de k bits en
entre´e et d’un bit en sortie. Les x premiers bits de l’entre´e repre´sentent un nombre entier entre
0 et 2x en e´criture binaire qui de´signe un des bits suivants entre la position x+1 et k, le bit a` la
position x + 1 e´tant de´signe´ par le nombre 0 et le bit a` la position k de´signe´ par le nombre 2x.
La fonction boole´enne recherche´e donne en sortie la valeur du bit de´signe´ en fonction des k bits
de l’entre´e. Les terminaux d’un programme sont les k bits de l’entre´e, et les non-terminaux sont
les ope´rateurs binaires boole´ens AND,OR,NOT, IF . La performance d’un programme est le
nombre d’erreurs entre la valeur retourne´e par le programme et la valeur correcte attendue sur
les 2k entre´es possibles. Le re´sultat est divise´ par 2k afin de normaliser la performance entre 0
et 1. Le proble`me k-multiplexeur est un proble`me de maximisation ou` la difficulte´ de re´solution
par PG augmente lorsque k augmente.
Le proble`me des spirales enroule´es est un proble`me de classification [76]. Deux spirales enrou-
le´es l’une dans l’autre sont de´finies par 194 points dans un plan, il s’agit de classer les points ap-
partenant a` l’une ou l’autre des spirales. Les terminaux des programmes sont {X,Y,R} ou` R est
un constante e´phe´me`re ale´atoire comprise entre −1 et 1, et les non-terminaux sont {+,−, ∗, //,
IFLTE, SINCOS} ou` // est la division prote´ge´e. La performance d’un programme est le
nombre d’erreurs de classification sur les 194 possibles normalise´ entre 0 et 1. Ce proble`me est
un proble`me de maximisation ou` la PG ne trouve pas de solution exacte.
Le proble`me d’arbres royaux [103] consiste a` trouver un arbre“parfait”. Les nœuds des arbres
sont des fonctions note´s A, B, C, etc d’arite´s respectives 1, 2, 3 etc. Un arbre parfait est un
arbre ou` tous les liens sont “parfaits”. Un lien est parfait si un nœud d’arite´ n est joint avec un
nœud d’arite´ n− 1. La performance d’un arbre est proportionnelle au nombre de liens parfaits.
L’optimum global du proble`me est l’arbre parfait dont la racine est d’arite´ maximale. Punch
[103] montre que la difficulte´ d’optimisation augmente avec l’arite´ maximale.
Le tableau 2.10 donne la valeur du CPN sur les trois proble`mes. Les expe´riences sont mene´es
de la meˆme manie`re que dans la sous-section 2.4.3.
Les CPN pour les proble`mes arbres royaux sont en accord avec la difficulte´ d’optimisation.
On pourra se reporter aux travaux de Vanneschi [132] pour plus pre´cision. Le CPN du 6-
multiplexeur est ne´gatif ce qui indique que le proble`me est difficile a` optimiser ; pourtant, le taux
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de succe`s de re´solution par PG est au dessus de 50%. Pour le proble`me de spirale enroule´es, il
n’y a pas de re´solution exacte connue par PG. Le CPN est de valeur nulle et donne une mauvaise
indication.
Nous proposons donc une autre me´thode de partitionnement des valeurs de performance,
l’algorithme de bissection, afin de mieux prendre en compte le nombre de points dans chaque
segment. Au premier pas de l’algorithme, l’ensemble des points du nuage adaptatif est divise´
en deux segments de meˆme taille contenant l’un les points d’abscisses les plus petites et l’autre
les points d’abscisses les plus grandes. La meˆme ope´ration est applique´es re´cursivement aux
segments obtenus. L’algorithme s’arreˆte soit lorsque le nombre de points dans un segment est
plus petit qu’un seuil fixe´, soit lorsque la taille du segment est plus petite qu’un autre seuil.
Expe´rimentalement, nous avons choisi 50 points pour le premier seuil, et 5% de diffe´rence entre
les abscisses des points de performance minimale et maximale pour le second seuil. Ensuite, le
CPN est calcule´ de la meˆme fac¸on. Nous avons note´ CPNbi dans le tableau 2.10 le CPN ainsi
obtenu par bissection. Le CPNbi est en accord avec la difficulte´ des proble`mes. Le CPNbi reste
un indicateur correct pour les proble`mes d’arbres royaux. De plus, il est nul pour le proble`me
6-multiplexeur et ne´gatif pour le proble`me des spirales enroule´es.
Le CPNbi ame´liore la mesure des pentes ne´gatives puisque ce nouveau coefficient est en
accord avec la difficulte´ d’optimisation par PG sur un plus grand nombre de proble`mes repre´-
sentatifs.
2.4.5 Synthe`se du chapitre
Dans ce chapitre, nous avons de´fini le nuage adaptatif (NA) qui exprime la corre´lation de
performance entre solutions voisines relativement a` un ope´rateur local. Il permet l’analyse du
passage d’un ensemble de neutralite´ a` un autre via un ope´rateur local, en particulier a` l’aide
de la courbe moyenne. Ce type d’analyse permet de de´cider de la pertinence d’un ope´rateur
et du voisinage sur lequel il est base´ puisqu’elle permet d’en de´duire un certain nombre de
mesures d’e´volvabilite´ : la probabilite´ d’un ensemble de neutralite´ de meilleur performance, la
performance moyenne des solutions atteignables par un ope´rateur, etc.
Nous avons donne´ l’expression analytique du NA pour une large famille de paysages, les
paysages embarque´s uniformes, relativement a` l’ope´rateur de recherche ale´atoire. Cette famille,
que nous avons de´finie, ge´ne´ralise la famille des paysages NK et MAX-SAT. La fonction d’adap-
tation d’un paysage uniforme embarque´ est une somme de sous-fonctions “inde´pendantes et
identiques”. Dans ce cas, la corre´lation est une droite dont la pente de´pend du nombre de liens
“e´pistatiques” entre les sous-fonctions et de la corre´lation entre les valeurs prises par une meˆme
sous-fonction. Le NA est une somme de distributions normales qui de´pendent des meˆmes pa-
rame`tres que la courbe moyenne. Les re´sultats the´oriques ont e´te´ confirme´s expe´rimentalement
sur les paysages NK et MAX-SAT.
L’outil NA s’applique a` tout ope´rateur local. Nous avons donc analyse´ le NA dans le cas
de l’ope´rateur HC, d’exploitation maximale du voisinage, et de l’ope´rateur local SA utilise´ par
un recuit-simule´. L’e´tude analytique n’est que tre`s partiellement possible pour l’ope´rateur SA.
Une e´tude expe´rimentale mene´e sur les paysages NK et MAX-SAT montre que, pour l’ope´rateur
HC, la courbe moyenne est une droite moyenne de pente plus faible que celle de l’ope´rateur de
recherche ale´atoire et pour l’ope´rateur SA, la courbe moyenne n’est plus une droite.
Nous avons montre´ que le NA peut servir de mode`le de pre´diction de l’e´volution moyenne de
la performance lors de l’ite´ration d’un ope´rateur local. L’e´tude expe´rimentale sur les paysages
NK et MAX-SAT montre que pour les ope´rateurs HC et SA, la mode´lisation est valide pour les
premie`res ite´rations de l’ope´rateur.
Enfin, un lien entre la difficulte´ d’optimisation par un ope´rateur local et les caracte´ristiques
du NA a e´te´ mis en e´vidence. Le Coefficient de Pente Ne´gative (CPN) est une statistique ob-
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tenue en sommant le pentes ne´gatives de la courbe moyenne d’un NA spe´cifique ou` l’ope´rateur
local est une se´lection par tournoi et dont l’e´chantillonnage s’effectue a` l’aide de l’algorithme de
Me´tropolis-Hasting. Cette mesure de difficulte´, particulie`rement adapte´e aux paysages issus de
la programmation ge´ne´tique, a e´te´ teste´e et valide´e sur un certain nombre de proble`mes repre´-
sentatifs. Une ame´lioration du calcul CPN par la me´thode de bissection a permis d’e´largir son
domaine d’application. Une faiblesse du CPN est sa validation uniquement expe´rimentale. Une
autre faiblesse est l’absence d’e´chelle universelle de ce coefficient sur l’ensemble des proble`mes.
Des avance´s au niveau expe´rimentale et the´orique reste a` mener, toutefois, ce coefficient met en
e´vidence que les pentes ne´gatives de la courbe moyenne du NA sont corre´le´es avec la difficulte´
d’optimisation.
Le nuage adaptatif est un outil qui se de´cline sur un grand nombre de paysages et d’ope´ra-
teurs afin d’e´tudier les rapports entre les ensembles de neutralite´ et un ope´rateur particulier :
pertinence de celui-ci, pre´diction de son e´volution et difficulte´ d’optimisation. Cet outil met en
avant la pertinence d’e´tudier un paysage adaptatif du point de vue des ensembles de neutralite´.
Dans le chapitre suivant, nous allons e´tudier un autre aspect de la neutralite´ qui ajoute une
structure supple´mentaire aux ensembles de neutralite´ : les re´seaux de neutralite´.
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Chapitre 3
Re´seaux de Neutralite´
Dans ce chapitre, nous allons pre´senter les mesures existantes qui permettent de caracte´-
riser les re´seaux de neutralite´ (RN) d’un paysage adaptatif. Nous allons de´finir une nouvelle
mesure, l’autocorre´lation de l’e´volvabilite´, qui mesure la corre´lation de l’e´volvabilite´ au cours
d’une marche sur un RN. Cette mesure permet de comple´ter la description des paysages neutres
a` ces proximite´ des RN.
Nous analyserons a` l’aide des mesures trois familles de paysages pour lesquelles la neutralite´
est ajustable. Ces trois variantes des paysages NK, les paysages NKq, NKM et NKp, sont
repre´sentatives de la manie`re d’obtenir de la neutralite´ dans un paysage additif.
3.1 Mesures des paysages adaptatifs neutres
Nous allons maintenant de´finir pre´cise´ment les concepts lie´s a` la neutralite´ dans le contexte
des paysages adaptatifs : test de neutralite´, voisinage neutre, marche neutre et re´seau de neu-
tralite´.
De´finition: Un test de neutralite´ est un pre´dicat isNeutral : S × S → {vrai, faux} qui a`
chaque couple de solutions associe une des valeurs de ve´rite´ vrai ou faux.
La valeur vrai du pre´dicat pour un couple de solutions (s1, s2) ∈ S2 signifie que la diffe´rence
entre f(s1) et f(s2) est ne´gligeable. Tre`s fre´quemment le pre´dicat isNeutral(s1, s2) est vrai
ssi f(s1) = f(s2). Dans ce cas, isNeutral induit une relation d’e´quivalence sur S. Le test de
neutralite´ permet aussi de conside´rer d’autres situations fre´quentes de “quasi-neutralite´” ou`
l’e´galite´ de performance entre solutions n’est pas ve´rifie´e strictement. Par exemple en e´volution
artificielle, nous pouvons de´finir isNeutral(s1, s2) = vrai ssi |f(s1) − f(s2)| ≤ 1/Spop avec
Spop la taille de la population. Lorsque f est stochastique, par exemple dans des proble`mes
d’apprentissage, isNeutral(s1, s2) est vrai ssi |f(s1)−f(s2)| est infe´rieure a` l’erreur d’e´valuation.
En biologie, la the´orie neutraliste repose sur l’existence de mutations neutres au sens ou` elles
n’ont pas ou peu d’influence sur la pression se´lective. Dans le cadre des paysages adaptatifs,
cela nous ame`ne a` de´finir la notion de voisinage neutre.
De´finition: Pour tout s ∈ S, le voisinage neutre de s est l’ensemble Nneut(s) = {s′ ∈
V(s) | isNeutral(s, s′)} et le degre´ de neutralite´ de s, note´ nDeg(s) est le nombre de voisins
neutres de s, nDeg(s) = ](Nneut(s)− {s}).
On dit qu’un paysage adaptatif est neutre, ou que son degre´ de neutralite´ est fort, lorsqu’un
grand nombre de solutions ont un haut degre´ de neutralite´. Cette de´finition est impre´cise et
il n’existe pas encore d’e´chelle qui permettrait de classer les proble`mes selon leur degre´ de
neutralite´. Les plateaux, appele´s aussi re´seaux de neutralite´, de´finit initialement par Schuster
[112] en e´volution mole´culaire, s’ajoutent de´sormais a` la description ge´ome´trique des paysages
adaptatifs (voir figure 1.3). Nous modifions la de´finition de Schuster afin de l’adapter au cas de
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quasi-neutralite´. Un re´seau de neutralite´ est un graphe connexe de solutions ou` il n’y a pas de
diffe´rence de performance significative entre les solutions et ou` la relation de voisinage neutre
permet de de´finir les arcs. Pour une de´finition formelle, nous utilisons la notion de marche
neutre :
De´finition: Une marche neutre Wneut de s a` s
′
est une marche W = (s0, s1, . . . , sm) de s a`
s
′
telle que pour tout (i, j) ∈ [0,m]2 , isNeutral(si, sj) est vrai.
De´finition: Un re´seau de neutralite´, note´ RN , est un graphe (G,N) ou` deux sommets de
G sont connecte´s par un arc de N s’ils sont voisins neutres, et l’ensemble G des sommets est
l’ensemble des solutions appartenant a` S tels que pour tout s et s′ de G, il existe une marche
neutre Wneut appartenant a` G de s a` s
′
.
3.1.1 Mesures existantes
De´crire la neutralite´ d’un paysage consiste a` de´crire dans un premier temps, les ensembles
de neutralite´ comme nous l’avons fait dans le chapitre 2, et par la suite a` de´crire les re´seaux
de neutralite´. Deux points de vue sont alors possibles, selon que l’on s’inte´resse en propre a` un
re´seau, ou bien aux relations entre re´seaux.
L’e´tude en propre des RN repose sur la description des graphes des RN. Les mesures clas-
siques des graphes utilise´es pour de´crire les RN sont alors :
– La taille : nombre de sommets du re´seau,
– Le diame`tre : distance (nombre minimal d’arcs d’un chemin reliant deux sommets) maxi-
male entre solutions appartenant au re´seau,
– La distribution des degre´s de neutralite´ : distribution des degre´s des sommets du graphe.
Pour e´tendre ces mesures a` l’ensemble du paysage, on e´tudie pour la taille, la distribution
des tailles des RN du paysage (voir la sous-section 3.2.2) ; pour la distribution des degre´s de
neutralite´, la distribution des degre´s de neutralite´ pour l’ensemble des solutions du paysage (voir
la sous-section 3.2.1). Nous de´finissons le degre´ de neutralite´ moyen du paysage par la moyenne
des degre´s de neutralite´ des solutions du paysage.
Pour qualifier le graphe d’un RN , on e´tudie la corre´lation des degre´s qui permet une compa-
raison avec un graphe ale´atoire. Ainsi, Bastolla [10] dans le domaine de l’e´volution mole´culaire,
a de´fini l’autocorre´lation des degre´s de neutralite´ au cours d’une marche neutre : A partir des de-
gre´s collecte´s au cours d’une telle marche, on peut calculer l’autocorre´lation de la se´rie obtenue.
Nous pouvons aussi utiliser cette mesure dans le cadre des paysages adaptatifs. L’autocorre´lation
des degre´s mesure la structure de corre´lation d’un RN (i.e. la re´partition des degre´s de neutra-
lite´ sur le re´seau). Une corre´lation significative indique que la variation des degre´s est faible ; il
se cre´e alors sur le re´seau des zones plus homoge`nes relativement au degre´ de neutralite´. Aussi
dans ce cas, le graphe n’est pas un graphe ale´atoire. Toutes ces caracte´ristiques jouent un roˆle
important dans la dynamique des algorithmes e´volutionnaires lorsque les solutions stagnent sur
un re´seau de neutralite´ (cf. partie 4.1).
L’e´tude inter-re´seaux permet d’expliquer l’avantage potentiel de la neutralite´ dans un pay-
sage adaptatif. On appelle porte une solution d’un re´seau de neutralite´ dont un voisin au moins
posse`de une valeur de performance strictement supe´rieure a` celle du re´seau. Huynen [60] a de´fini
le taux d’innovation d’un RN , comme le nombre de nouvelles valeurs de performance (pre´ce´-
demment non rencontre´es) atteignables dans le voisinage des solutions au cours d’une marche
ale´atoire neutre. Un re´seau est innovant lorsque ce taux est supe´rieur au taux d’innovation cal-
cule´ lors d’une marche ale´atoire a` travers l’ensemble du paysage. Lorsque le taux d’innovation
est e´leve´, la percolation des RN est alors importante. Les re´seaux de neutralite´ ont alors une
grande capacite´ d’exploration de l’espace de recherche.
Au vu de ces de´finitions, la figure 3.1 pre´sente une alternative a` la repre´sentation classique
d’un paysage adaptatif neutre.
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Fig. 3.1 – Repre´sentation sous forme de graphe d’un paysage adaptatif neutre.
3.1.2 Nouvelle mesure : autocorre´lation de l’e´volvabilite´
Le taux d’innovation permet de mesurer le nombre d’ensembles de neutralite´ accessibles
dans le voisinage des solutions d’un re´seau de neutralite´. Il met en e´vidence la capacite´ d’explo-
ration maximale d’un RN. Seulement, il ne mesure ni les performances de ces ensembles, ni la
re´partition autour du re´seaux de ces performances.
Les performances dans le voisinage d’un RN peuvent eˆtre estime´es a` l’aide du nuage adapta-
tif. En effet, le nuage adaptatif donne les valeurs de performances accessibles par un ope´rateur
local depuis un ensemble de neutralite´. Or les ensembles de neutralite´ contiennent tous les RN
de meˆme performance, donc en supposant qu’il n’existe pas de diffe´rence statistique entre les RN
de meˆme performance, le nuage adaptatif permet d’obtenir les performances accessibles depuis
un RN.
Afin de comple´ter la description inter-re´seaux par la re´partition des valeurs de performance
accessibles depuis le voisinage d’un RN, nous de´finissons une famille de nouvelles mesures.
Cette famille est base´e sur les notions d’e´volvabilite´, i.e. la capacite´ d’un ope´rateur a` produire
de meilleures solutions (cf section 1.3.2), et de marche neutre sur les RN.
La notion d’e´volvabilite´ est utilise´e pour de´finir le nuage adaptatif. En effet, le nuage adap-
tatif repre´sente l’e´volvabilite´ des ensembles de neutralite´ relative a` un ope´rateur. Ici, nous utili-
sons la possibilite´ supple´mentaire offerte par les RN d’effectuer une marche neutre pour de´finir
l’autocorre´lation de l’e´volvabilite´ au cours d’une marche neutre.
Nous utiliserons les notations suivantes :
– (S,V, f) est un paysage adaptatif,
– op : S → S un ope´rateur16 local agissant sur S tel que pour tout s ∈ S, op(s) ∈ V(s),
– Y l’e´volvabilite´ de cet ope´rateur, i.e. la v.a. Y : S → IR telle que Y (s) = f(op(s)),
– evol : S → IR une mesure d’e´volvabilite´ relative a` Y (cf. section 2.1).
16cet ope´rateur peut-eˆtre stochastique
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De´finition: L’autocorre´lation de l’e´volvabilite´ sur le re´seau de neutralite´ N relative a` l’ope´-
rateur op est l’autocorre´lation d’une se´rie (evol(s0), evol(s1), . . .) ou` (s0, s1, . . .) est une marche
neutre sur N .
Plusieurs choix d’ope´rateurs locaux sont possibles : l’ope´rateur HC qui se´lectionne une solu-
tion voisine de meilleure performance ou bien l’ope´rateur de se´lection par tournoi utilise´ dans la
section 2.4.2 pour le calcul du CPN. Dans les deux cas, la mesure d’e´volvabilite´ evol est de´finie
par evol(s) = f(HC(s)). Si l’ope´rateur local est l’ope´rateur RA de recherche ale´atoire, plusieurs
choix de mesure d’e´volvabilite´ sont possibles. Par exemple evol(s) peut eˆtre la probabilite´ d’ob-
tenir une performance supe´rieure a` celle du RN, ou la moyenne des performances supe´rieures a`
celle du RN, etc.
L’e´volvabilite´ mesure la distribution de performance des solutions voisines, l’autocorre´lation
de l’e´volvabilite´ permet donc de de´crire le paysage a` proximite´ des RN. Si la corre´lation est
importante, le voisinage proche des RN est“re´gulier”, au contraire, absence de corre´lation montre
une grande diversite´ de l’e´volvabilite´ et donc une discontinuite´ autour des RN.
Lorsque la recherche s’effectue sur un re´seau de neutralite´, la performance des solutions ne
fournit pas une information suffisante pour guider la recherche. Nous avons vu que l’autocorre´-
lation au cours d’une marche ale´atoire (cf section 1.3.2), qui mesure la rugosite´ d’un paysage,
indique si la performance entre solutions voisines est suffisamment corre´le´e pour pouvoir utiliser
une recherche locale. De meˆme, l’autocorre´lation de l’e´volvabilite´ indique si l’e´volvabilite´ peut
eˆtre une quantite´ que l’on peut optimiser. L’autocorre´lation de l’e´volvabilite´ ne fournit pas ne´-
cessairement d’information concernant les portes des RN si ce n’est dans le cas ou` la mesure
d’e´volvabilite´ est relative aux portes des RN. Nous utiliserons dans le chapitre 4, l’information
de l’e´volvabilite´ pour de´finir une nouvelle me´taheuristique, la recherche pe´riscopique, adapte´e
aux paysages neutres.
3.2 Re´seaux de neutralite´ sur les variantes des paysages NK
Dans cette section, nous re´alisons l’e´tude expe´rimentale de la neutralite´ de trois familles de
paysages adaptatifs pour lesquels la neutralite´ est ajustable : les paysages NKq, les paysages
Technologiques, note´s ici NKM , et les paysages NKp (voir la sous-section 1.4.3). Ces trois
familles sont base´es sur la de´finition du paysage NK qui est un paysage ou` seule l’e´pistasie est
ajustable et ou` il n’existe pas de RN. Les trois variantes du paysages NK sont repre´sentatives
de la manie`re d’obtenir de la neutralite´ dans un paysage adaptatif additif. En effet, pour ces
trois familles, la performance d’une solution est une somme de nombre re´els. Cette somme est
particularise´e selon la famille de paysages, afin d’augmenter la probabilite´ qu’elle reste constante
lorsque l’on modifie un certain nombre de ces termes.
– Dans les paysages NKq, les termes de la somme sont des nombres entiers compris entre
0 et q − 1. Ainsi, lorsqu’on modifie certains termes, il est possible de conserver la meˆme
somme. Intuitivement, le degre´ de neutralite´ moyen augmente lorsque le parame`tre de
neutralite´ q diminue et on peut s’attendre a` ce que les RN soient “structure´es”.
– Dans les paysages NKM , on ne modifie pas la fac¸on d’obtenir la somme, celle-ci est “ar-
rondie” a` l’une des fractions 0, 1
M
, . . . M−1
M
imme´diatement infe´rieure ( k
M
≤ S < k+1
M
).
Intuitivement, le degre´ de neutralite´ moyen augmente graˆce a` la redondance lorsque M
diminue. On peut s’attendre a` ce que les RN soient peu “structure´es”
– Dans les paysages NKp, un terme de la somme est nul avec une probabilite´ p. Intui-
tivement, le degre´ de neutralite´ moyen augmente avec p et on peut s’attendre que les
RN soient “structure´es” comme pour les paysage NKq, le parame`tre p controˆlant plus
fortement cette structure que le parame`tre q.
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Cette e´tude permet donc de comparer diffe´rentes fac¸ons d’introduire de la neutralite´ dans
un paysage additif. De plus, elle permettra de mieux appre´hender la neutralite´ d’un paysage
adaptatif donne´ en comparant ses propres mesures de neutralite´ a` celles pre´sente´es dans cette
e´tude.
De fac¸on a` pouvoir mener une e´tude exhaustive, nous avons choisi une taille raisonnable
(216) pour l’espace de recherche (N = 16). Pour les trois familles de paysages, le parame`tre
e´pistatique K de´crit l’ensemble {1, 2, 3, 5, 8}. Les trois parame`tres q, M et p ajustant la neutralite´
de´crivent respectivement les ensembles : {2, 3, 4, 10}, {16, 32, 48, 160} et {0.5, 0.8, 0.9, 0.95, 0.99}.
Pour chaque valeur des parame`tres, 50 instances inde´pendantes de paysages sont ge´ne´re´es. Afin
de mettre en e´vidence l’influence du parame`tre N , nous avons e´galement re´alise´ l’e´tude pour
une plus grande taille de l’espace de recherche (N = 64). Pour cette valeur, le parame`tre K
de´crit l’ensemble {2, 4, 8, 12, 16}. Les trois parame`tres q, M et p ajustant la neutralite´ de´crivent
les meˆmes ensembles que pre´ce´demment. Pour chaque valeurs des parame`tres ou` N = 64, 10
instances inde´pendantes de paysages sont ge´ne´re´es. Tous les graphiques, pour toutes les valeurs
des parame`tres, n’ont pu eˆtre pre´sente´ dans ce me´moire, l’ensemble des re´sultats ainsi que le
code c++ base´ sur la librairie EO17 sont disponibles sur la page web :
http ://www.i3s.unice.fr/∼verel.
3.2.1 Distribution du degre´ de neutralite´
Dans cette sous-section, nous e´tudions la distribution du degre´ de neutralite´ pour les diffe´-
rentes valeurs des parame`tres. Pour la famille des paysages NKp, Barnett [8] (p. 113) donne
l’expression analytique de ces distributions :
Pour la famille des paysages NKq et NKM , l’expression analytique des distributions n’est
pas connue. Nous avons re´alise´ l’e´tude expe´rimentale de ces distributions. La figure 3.3 donne la
moyenne des 50 distributions du degre´ de neutralite´ pour quelques valeurs de parame`tres. Les
distributions sont unimodales et proches d’une distribution binoˆmiale pour les paysages NKq et
NKM . Afin de ve´rifier si les distributions sont binoˆmiales, nous avons re´alise´ le test du chi2 pour
les paysages NKq et NKM . Le tableau 3.1 re´sume les valeurs obtenues. La premie`re colonne
indique la valeur moyenne des p-valeurs du test sur les 50 instances des paysages. La seconde
colonne indique le nombre d’instances ve´rifiant le test au seuil de 5%.
Le nombre d’instances dont la distribution est proche d’une binoˆmiale est faible pour K = 1
et pour K = 8. Lorsque le parame`tre K a une valeur interme´diaire (entre 2 et 5), ce nombre
devient non nul, la distribution de degre´ de neutralite´ est une binoˆmiale pour certaines instances.
Ce nombre est d’autant plus grand que le parame`tre ajustant la neutralite´ est petit. Un re´sume´
des distributions s’obtient en calculant l’espe´rance et l’e´cart-type de celles-ci, i.e. le degre´ de
neutralite´ moyen (et l’e´cart-type) du paysage. Le tableau 3.2 donne les valeurs des moyennes de
l’espe´rance et l’e´cart-type des distributions sur les 50 instances. La figure 3.3 montre la moyenne
des degre´s de neutralite´ moyen des paysages en fonction du parame`tre ajustant la neutralite´
pour les diffe´rentes valeurs de K. Pour l’ensemble des distributions, la moyenne de´croˆıt lorsque le
parame`tre K croˆıt. Lorsque la multimodalite´ augmente, le degre´ de neutralite´ moyen du paysage
diminue. Pour un parame`tre K fixe´, le degre´ de neutralite´ moyen du paysage est monotone en
fonction du parame`tre de neutralite´. Il est de´croissant pour les paysages NKq et NKM et
croissant pour les paysages NKp. Le degre´ de neutralite´ moyen des paysages et l’inverse du
parame`tre de neutralite´ (q, M ou p) du paysage sont corre´le´s. Si on note D le degre´ moyen du
paysage et x l’un des trois parame`tres de neutralite´ q, M ou p, alors la loi de corre´lation est
D = a
x
+b. Le tableau 3.3 donne les parame`tres de la corre´lation. La corre´lation est forte puisque
pour les paysages NKq et NKM le coefficient de corre´lation est au-dessus de 0.999 et au dessus
17http ://www.lri.fr/∼marc/EO ou http ://eodev.sourceforge.net
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Tab. 3.1 – Moyenne p-valeur du test du chi2 et nombre de tests ve´rifie´s au seuil de 5% pour les
distributions du degre´ de neutralite´ des familles de paysages NKq et NKM .
Paysages NKq Paysages NKM
K q p-valeur test+ M p-valeur test+
1 2 7384 0 16 2363 0
3 6435 0 32 1392 0
4 7149 0 48 1792 0
10 6282 1 160 2254 1
2 2 1305 0 16 1182 0
3 869 0 32 371 3
4 848 1 48 424 5
10 921 4 160 297 8
3 2 149 6 16 1109 0
3 83 11 32 74 17
4 79 14 48 48 22
10 74 18 160 46 30
5 2 95 4 16 1589 0
3 40 17 32 108 1
4 74 2 48 47 17
10 21 38 160 9 46
8 2 511 0 16 3861 0
3 172 0 32 430 0
4 195 0 48 162 0
10 34 19 160 16 44
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Fig. 3.2 – Exemple de moyenne de distribution du degre´ de neutralite´ pour diffe´rentes valeurs
des parame`tres (baˆton) et distribution binoˆmiale de meˆme moyenne (ligne).
de 0.94 pour les paysages NKp. L’e´quation de la droite de corre´lation de´pend du parame`tre K.
Le coefficient directeur de la droite de re´gression croˆıt lorsque K augmente pour les paysages
NKq et NKM , et de´croˆıt pour les paysages NKp.
Nous avons e´tudie´ la distribution des degre´s de neutralite´ des solutions de l’ensemble du
paysage. Dans la suite de cette sous-section, nous allons e´tudier la re´partition sur le graphe du
RN de ces degre´s de neutralite´ en utilisant l’autocorre´lation des degre´s de neutralite´ au cours
d’une marche neutre introduite par Bastolla [10] (voir de´finition section 3.1). Cette e´tude permet
de de´cider si les graphes des RN sont ale´atoires ou non.
Pour chaque instance de paysage, 102 solutions initiales sont choisies uniforme´ment dans le
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Tab. 3.2 – Espe´rance (E) et e´cart-type (σ) des distributions du degre´ de neutralite´ pour les
familles de paysages NKq, NKM et NKp pour N = 16.
Paysages NKq Paysages NKM Paysages NKp
K q E σ M E σ p E σ
1 2 6.2 1.53 16 9.0 2.08 0.50 1.8 0.86
3 4.1 1.41 32 5.1 1.72 0.80 6.7 1.32
4 2.7 1.19 48 3.5 1.50 0.90 10.5 1.34
10 1.1 0.77 160 1.1 0.88 0.95 12.7 1.10
0.99 15.4 0.35
2 2 5.5 1.79 16 8.0 2.11 0.50 0.8 0.72
3 3.4 1.57 32 4.5 1.77 0.80 4.9 1.74
4 2.4 1.37 48 3.1 1.54 0.90 8.6 2.00
10 1.0 0.90 160 0.9 0.91 0.95 11.9 1.83
0.99 15.0 0.91
3 2 4.7 1.81 16 7.1 2.13 0.50 0.4 0.52
3 2.9 1.52 32 3.9 1.74 0.80 3.3 1.75
4 2.0 1.33 48 2.7 1.49 0.90 7.1 2.43
10 0.8 0.86 160 0.8 0.87 0.95 10.6 2.54
0.99 14.8 1.39
5 2 3.7 1.73 16 6.0 2.11 0.50 0.1 0.21
3 2.3 1.42 32 3.2 1.64 0.80 1.4 1.35
4 1.6 1.23 48 2.2 1.38 0.90 4.8 2.63
10 0.6 0.78 160 0.7 0.79 0.95 8.8 3.26
0.99 14.2 2.22
8 2 3.0 1.65 16 5.0 2.10 0.50 0.0 0.03
3 1.9 1.32 32 2.6 1.55 0.80 0.4 0.75
4 1.3 1.12 48 1.7 1.29 0.90 2.6 2.36
10 0.5 0.70 160 0.5 0.72 0.95 6.4 3.70
0.99 13.3 3.22
Tab. 3.3 – Re´sultats pour les paysages NKq, NKM et NKp de la re´gression de la forme
D = a/x + b ou` D est le degre´ de neutralite´ moyen du paysage et x l’un des parame`tres de
neutralite´ q, M ou p.
Paysages NKq Paysages NKM Paysages NKp
K a b ρ a b ρ a b ρ
1 0.096 −0.031 0.999 0.006 0.021 1.000 −1.01 1.018 −0.978
2 0.108 −0.028 1.000 0.007 0.014 1.000 −2.37 2.297 −0.966
3 0.130 −0.039 1.000 0.008 0.013 1.000 −5.81 5.499 −0.957
5 0.167 −0.061 1.000 0.010 0.010 1.000 −37.5 34.8 −0.943
8 0.209 −0.079 1.000 0.012 0.008 1.000 −1630 1500 −0.933
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paysage parmi les solutions appartenant aux RN de taille supe´rieure a` 50 solutions. A partir
de chaque solution initiale, 10 marches inde´pendantes sont effectue´es. Nous re´alisons ainsi 103
marches neutres et 103 marches ale´atoires de longueur 150. Dans les instances ou` aucun RN
n’est de taille supe´rieure a` 50, aucune marche n’est effectue´e. Pour chaque marche, nous calcu-
lons l’autocorre´lation de la se´rie des degre´s de neutralite´ obtenue. Puis pour chaque instance,
nous calculons la moyenne de chaque coefficient d’autocorre´lation, enfin pour chaque valeur des
parame`tres, nous calculons de nouveau la moyenne des coefficients moyens obtenus pour chaque
instance. Les figures 3.4, 3.5 et 3.6 pre´sentent les re´sultats obtenus.
Pour les paysages NKq, le coefficient d’autocorre´lation ρ(1) d’ordre 1 de´croˆıt lorsque le
parame`tre de neutralite´ q augmente (sauf pour K = 1 ou` ρ(1) est maximal pour q = 4). Pour
une valeur du parame`tre q fixe´e, ρ(1) est de´croissant avec K. Pour K = 1 et K = 2, ρ(1) est
au dessus de la valeur 0.4 et pour K = 3, ρ(1) est compris entre 0.45 et 0.25. La corre´lation
n’est pas nulle et le graphe des RN n’est pas un graphe ale´atoire. Pour K = 5 et K = 8, ρ(1)
est au-dessous de la valeur 0.2, la corre´lation est faible, le graphe est plus proche d’un graphe
ale´atoire que pre´ce´demment. Les fonctions d’autocorre´lation ρ sont de deux types. Lorsque le
degre´ de neutralite´ moyen du paysage est plus grand, les fonctions d’autocorre´lation sont des
fonctions de´croissantes (par exemple toutes les fonctions d’autocorre´lation relative a` K = 1 et
la fonction de parame`tres K = 2, q = 2). Lorsque le degre´ de neutralite´ moyen est plus faible,
les fonctions d’autocorre´lation alternent entre une plus grande et une plus faible valeur pour la
fonction ρ.
Pour les paysages NKM , le coefficient d’autocorre´lation ρ(1) d’ordre 1 de´croˆıt lorsque le
parame`tre M augmente. Pour une valeur du parame`tre M fixe´e, ρ(1) est de´croissant avec K. La
valeur maximale de corre´lation est de 0.27, et les valeurs pour K e´gales a` 5 et 8 sont infe´rieures
a` 0.1. Les valeurs des corre´lations sont plus faibles que pour les paysages NKq bien que le degre´
de neutralite´ moyen soit plus e´leve´ pour les paysages NKM . Le graphe des RN des paysages
NKM est plus proche d’un graphe ale´atoire. Les fonctions d’autocorre´lation ρ sont toutes du
second type de´crit pre´ce´demment qui alternent deux valeurs de corre´lation.
Pour les paysages NKp, le coefficient d’autocorre´lation ρ(1) d’ordre 1 croˆıt lorsque le pa-
rame`tre p augmente. Pour une valeur du parame`tre p fixe´e, ρ(1) est de´croissant avec K. Pour
K infe´rieur a` 8, ρ(1) est au dessus de la valeur 0.35 et pour K = 3, ρ(1) seule la valeur pour
p = 0.8 est au-dessous de 0.3. La valeur minimale est 0.1 et la valeur maximale est 0.94. La
corre´lation n’est pas nulle, et est plus grande que dans le cas des autres paysages. Le graphe
des RN n’est pas un graphe ale´atoire. Les fonctions d’autocorre´lation ρ sont principalement du
type monotone de´croissante (sauf pour p = 0.8 avec K = 5 et K = 8).
Influence du parame`tre N
Afin de mettre en e´vidence l’influence de la taille de l’espace de recherche, nous avons
e´tudie´ la distribution des degre´s de neutralite´ lorsque N est e´gal a` 64, et nous exposons les
principaux re´sultats. Les distributions de degre´ de neutralite´ sont toujours unimodales, proches
de distribution binoˆmiale pour les familles de paysages NKq et NKM . Le tableau 3.4 donne la
moyenne et l’e´cart-type des distributions pour diffe´rentes valeurs lorsque N est e´gale a` 64. Pour
les trois familles, comme pour N = 16, le degre´ de neutralite´ moyen de´croˆıt avec K. Pour un
meˆme rapport K
N
et une meˆme valeur du parame`tre de neutralite´, le degre´ de neutralite´ moyen
est plus grand pour N = 64 que pour N = 16. Pour les paysages NKM , l’espace de recherche
augmente et le nombre de valeurs de performance possibles reste constant, la probabilite´ que
deux solutions voisines aient la meˆme performance augmente donc. De meˆme pour les paysages
NKq et NKp, le nombre de valeurs de performance augmente moins que la taille de l’espace de
recherche.
Nous avons e´tudie´ l’autocorre´lation des degre´s de neutralite´ pour N = 64. Pour chaque
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Tab. 3.4 – Espe´rance (E) et e´cart-type (σ) des distributions du degre´ de neutralite´ pour les
familles de paysages NKq, NKM et NKp pour N = 64.
Paysages NKq Paysages NKM Paysages NKp
K q E σ M E σ p E σ
2 2 21.343 3.577 16 53.555 9.624 0.5 3.543 1.550
3 13.516 3.099 32 46.393 7.996 0.8 19.937 3.487
4 9.791 2.754 48 38.411 5.719 0.9 35.260 4.043
10 3.946 1.827 160 14.745 3.262 0.95 47.771 3.688
0.99 60.161 1.930
4 2 16.663 3.491 16 52.165 9.756 0.5 0.726 0.792
3 10.356 2.929 32 41.496 6.826 0.8 9.449 3.168
4 7.580 2.572 48 32.611 4.992 0.9 24.329 5.129
10 2.969 1.680 160 11.535 3.081 0.95 38.911 5.691
0.99 57.812 3.692
8 2 12.282 3.170 16 48.466 9.416 0.5 0.022 0.138
3 7.564 2.587 32 34.839 5.825 0.8 2.104 1.615
4 5.537 2.273 48 25.777 4.525 0.9 11.284 4.482
10 2.158 1.453 160 8.476 2.768 0.95 26.329 7.075
0.99 53.391 6.329
12 2 10.148 2.985 16 45.305 9.061 0.5 0.002 0.038
3 6.212 2.398 32 30.407 5.498 0.8 0.459 0.722
4 4.545 2.075 48 21.920 4.356 0.9 5.047 3.157
10 1.770 1.318 160 6.991 2.539 0.95 17.679 6.948
0.99 49.337 8.373
16 2 8.830 2.858 16 42.704 8.766 0.5 0.001 0.018
3 5.422 2.266 32 27.423 5.404 0.8 0.102 0.326
4 3.962 1.953 48 19.407 4.284 0.9 2.318 2.101
10 1.546 1.233 160 6.135 2.419 0.95 11.825 6.273
0.99 45.550 10.092
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instance de paysage, 102 solutions initiales sont choisies uniforme´ment dans le paysage sans
condition d’appartenance a` un RN de taille suffisante. A partir de chaque solution initiale, 10
marches inde´pendantes sont effectue´es. Nous re´alisons ainsi 103 marches neutres et 103 marches
ale´atoires de longueur 150. Les fonctions d’autocorre´lation sont calcule´es de la meˆme manie`re
que pre´ce´demment. La figure 3.24 donne le coefficient d’autocorre´lation d’ordre 1 des degre´s de
neutralite´ pour les trois familles de paysages. Les valeurs des corre´lations sont plus fortes pour
N = 64 que pour N = 16. Les variations du coefficient diffe´rent pour les paysages NKM et
NKp. Pour les valeurs du parame`tre K e´gal a` 2 et 4, les corre´lations atteignent un minimum
pour les valeurs du parame`tre de neutralite´ M = 32 et p = 0.9 respectivement. Les corre´lations
restent les plus importantes pour les paysages NKp et les plus faibles pour les paysages NKM .
Synthe`se
Pour l’ensemble des trois paysages, les distributions de degre´ de neutralite´ sont unimodales.
Pour les paysages NKp et NKM , nous avons montre´ expe´rimentalement que, pour certaines
valeurs des parame`tres, elles peuvent eˆtre conside´re´es comme des distributions binoˆmiales. Le
degre´ de neutralite´ moyen du paysage est de´croissant lorsque le parame`tre e´pistatique K aug-
mente, et il est de´croissant lorsque le parame`tre de neutralite´ q ou M augmentent dans les
paysages NKq et NKM , ou le parame`tre p diminue dans les paysages NKp. Le parame`tre de
neutralite´ est pre´ponde´rant sur le degre´ d’e´pistasie K en ce qui concerne la valeur du degre´ de
neutralite´ moyen. Les degre´s moyens de neutralite´ les plus forts sont rencontre´s avec les pay-
sages NKp et il est plus faible pour les paysages NKq que pour les paysages NKM . Pour des
parame`tres d’e´pistasie et de neutralite´ donne´s, l’augmentation de la taille augmente le degre´ de
neutralite´ moyen, l’augmentation la plus forte se rencontre dans les paysages NKM .
Les corre´lations de degre´ de neutralite´ entre solutions voisines dans un RN de neutralite´
ne sont pas nulles pour un certain nombre de paysages de´crits ci-dessus. Cette corre´lation est
la plus forte pour les paysages NKp, et la plus faible pour les paysages NKM . La corre´lation
n’est pas directement la conse´quence d’un haut de degre´ de neutralite´ moyen puisqu’elle peut
diffe´rer a` degre´ moyen comparable. Les graphes des RN ne sont pas des graphes ale´atoires pour
les familles de paysages e´tudie´es, la variation des degre´s est faible et il se cre´e donc sur un
re´seau des zones plus homoge`nes relativement au degre´ de neutralite´. Empiriquement, au vu
des valeurs obtenues pour les coefficients d’autocorre´lation ρ(1) d’ordre 1, on peut e´tablir une
e´chelle pour qualifier la corre´lation des degre´s de neutralite´ (figure 3.8).
Pour les variantes des paysages additifs e´tudie´s,
– discre´tiser les termes de la somme limite la quantite´ de neutralite´ du paysage et donne
une structure aux re´seaux de neutralite´,
– discre´tiser les valeurs prises par la somme donne une structure plus faible aux re´seaux de
neutralite´ et ne limite pas la quantite´ de neutralite´ du paysage,
– rendre nulle certains termes de la somme permet de controˆler fortement le degre´ moyen
du paysage. Le cas limite correspond a` un paysage “plat”. Cela donne aussi une structure
aux re´seaux de neutralite´.
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Fig. 3.3 – Degre´ de neutralite´ moyen en fonction des parame`tres des paysages. On trouve de
haut en bas la famille des paysages NKq, NKM et NKp.
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Fig. 3.4 – Fonctions d’autocorre´lation des degre´s de neutralite´ pour diffe´rentes valeurs du pa-
rame`tre K et coefficient d’autocorre´lation d’ordre 1 (en bas a` droite) pour les paysages NKq.
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Fig. 3.5 – Autocorre´lation des degre´s de neutralite´ pour diffe´rentes valeurs du parame`tre K et
coefficient d’autocorre´lation d’ordre 1 (en bas a` droite) pour les paysages NKM .
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Fig. 3.6 – Autocorre´lation des degre´s de neutralite´ pour diffe´rentes valeurs du parame`tre K et
coefficient d’autocorre´lation d’ordre 1 (en bas a` droite) pour les paysages NKp.
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Fig. 3.7 – Coefficient d’autocorre´lation d’ordre 1 des degre´s de neutralite´ pour les paysages
NKq, NKM et NKp avec N = 64.
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Fig. 3.8 – E´chelle empirique de corre´lation des degre´s de neutralite´ en fonction du coefficient
d’autocorre´lation d’ordre 1.
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3.2.2 Taille des re´seaux de neutralite´
Dans cette sous-section, nous e´tudions la taille des re´seaux de neutralite´ pour les diffe´rentes
familles de paysages. Pour les paysages NKp, Barnett [8] (p. 133) expose une e´tude pre´liminaire
ou` il pre´sente les re´sultats expe´rimentaux du nombre de re´seaux de neutralite´ en fonction de leur
performance. Malheureusement, la distribution obtenue est peu repre´sentative puisque l’e´cart-
type du nombre de re´seaux est important. En effet, pour une valeur de performance donne´e,
la taille d’un re´seau de neutralite´ varie fortement d’une instance a` l’autre. De plus, on peut
constater que les paysages contiennent peu de RN de grande taille et beaucoup de RN de
petite taille. Nous avons donc choisi de repre´senter la distribution des tailles des RN de la
meˆme manie`re que la distribution de la taille des villes en ge´ographie ou que la distribution
de la fre´quence d’apparition d’un mot dans un texte en the´orie de l’information. Le graphique
consiste a` repre´senter en e´chelle logarithmique en abscisse et en ordonne´e la taille d’un RN en
fonction du rang de cette taille parmi l’ensemble de tous les RN. Le RN de plus grande taille
est de rang 1 et se situe le plus a` gauche sur le graphique, le RN de plus petite taille se situe a`
droite du graphique et son rang correspond au nombre de RN du paysage. Les courbes obtenues
sont donc de´croissantes. Nous appellerons profil rang-taille ce graphique. La taille de l’espace de
recherche est identique pour l’ensemble des paysages (N = 16), la taille des RN peut donc eˆtre
compare´e entre les diffe´rents paysages. Nous n’avons pas e´tudie´ la taille des RN pour la valeur
de N e´gale a` 64, pour cette taille d’espace de recherche, il n’est pas envisageable de l’e´nume´rer
exhaustivement.
Les figures 3.9 a` 3.14 pre´sentent les profils rang-tailles des RN pour les diffe´rents paysages
et parame`tres. Pour chaque graphiques, les 50 profils correspondant aux 50 instances de pay-
sages sont repre´sente´s, et la courbe en gras est la moyenne de la taille des RN de meˆme rang.
L’ensemble des 50 profils permet de juger approximativement de la variabilite´ de la distribution
des tailles des RN selon les instances de paysages.
On peut observer deux types de profil. Pour le premier type (type 1), les profils sont compose´s
de trois parties : une partie gauche forme´e de quelques RN (de quelques unite´s a` une dizaine)
de tre`s grande taille approximativement de meˆme valeur, une partie centrale ou` la taille de´croˆıt
rapidement montrant qu’il existe peu de RN de tailles interme´diaires, enfin une troisie`me partie
forme´e des RN de plus petites tailles (10 a` 100 fois plus petits que la plus grande taille de RN)
re´partis suivant une droite de´croissante. Ce type de profil pre´sente un point d’inflexion dans la
partie centrale. Les exemples repre´sentatifs de ce type de profil sont les graphiques situe´s en haut
a` droite des figures 3.10 et 3.12 et en bas a` droite de la figure 3.14. Pour le second type de profil
(type 2), la courbe moyenne est concave. Les profils ne sont pas domine´s par quelques unite´s
de RN de tre`s grande taille, et ge´ne´ralement les profils sont plus disperse´s autour de la courbe
moyenne que dans le type 1. Les exemples repre´sentatifs de tels profils sont les graphiques situe´s
dans la colonne de gauche des figures 3.9, 3.11 et 3.13.
Pour la famille des paysages NKq, les profils sont du type 1 lorsque q est petit et K grand
et du type 2 sinon. Pour une valeur de K fixe´e, la diffe´rence de taille entre les RN de premiers
et de derniers rangs est d’autant plus grande que q est petit. Pour une valeur de q fixe´e, cette
diffe´rence s’accentue le´ge`rement lorsque K est grand. De la meˆme manie`re pour la famille des
paysages NKM , les profils sont du type 1 lorsque M est petit et K grand et du type 2 sinon. Pour
une valeur de K fixe´e, la diffe´rence de taille entre les RN de premiers et de derniers rangs est
d’autant plus grande que M est petit. Pour une valeur de M fixe´e, cette diffe´rence est d’autant
plus grande que K est grand. Pour la famille des paysages NKp, peu de profils sont du type 1.
Seuls les six paysages de parame`tres p ≥ 0.9 et K ≥ 5 sont du type 1 ou` il y a des RN de grande
taille en nombre au moins e´gale a` une centaine.
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Les paysages sont souvent domine´s par quelques grands RN. La figure 3.15 montre la taille du
plus grand RN normalise´e par la taille de l’espace de recherche (216) en fonction des parame`tres
des paysages. Pour les trois familles de paysages, pour une valeur de K fixe´e, la taille du plus
grand RN de´croˆıt lorsque le degre´ de neutralite´ moyen diminue. Pour les paysages NKp et
NKM , la valeur du parame`tre K a peu d’influence sur la taille du RN excepte´ pour K = 1 dans
les paysages NKM . Pour les paysages NKq, pour une meˆme valeur q, la taille du plus grand
RN est plus petite pour les valeurs K = 1 et K = 2, par exemple pour q = 2, la taille est de 2%
pour K = 1 et proche de 20% pour K = 3. La taille du plus grand RN des paysages NKq est
plus sensible a` la valeur du parame`tre K que pour les autres autres familles de paysages. Les
plus grands RN sont obtenus pour les paysages NKp avec p proche de 1. Il repre´sente pre´s de
85% du paysage alors que les plus grands RN pour les paysages NKq atteignent entre 15% et
20% du paysage avec q = 2 et entre 30% et 35% pour les paysages NKM pour M = 16.
Lorsque K est petit, par exemple infe´rieur a` 3 pour les paysages NKq, infe´rieur a` 2 pour
les paysages NKM ou infe´rieur a` 3 pour les paysages NKp, la taille du plus grand RN de´pend
fortement de l’instance du paysage. La figure 3.16 montre le rapport de l’e´cart-type par la
moyenne de la taille du grand RN du paysage en fonction des parame`tres. Nous appellerons
variabilite´ ce rapport. Une valeur proche de 1 signifie que l’e´cart-type est de meˆme ordre de
grandeur que la moyenne, i.e. la variabilite´ de la taille du plus grand RN est grande. Pour
l’ensemble des trois familles de paysages, la variabilite´ est la plus importante lorsque K = 1
et de´croˆıt lorsque K augmente. Pour une valeur de K fixe´e, la valeur minimale est obtenue
lorsque le parame`tre de neutralite´ est maximal (q et M petit, p proche de 1) ; les variations
sont diffe´rentes d’une famille de paysages a` l’autre. Pour les paysages NKp, la variabilite´ est
maximale pour p = 0.8 puis de´croˆıt line´airement jusqu’a` une valeur comprise entre 0.0 et 0.2.
Pour les paysages NKM , la variabilite´ croˆıt avec le parame`tre M (sauf pour K = 1 ou` la
variabilite´ est maximale pour M = 32). Pour les paysages NKq, les variations de´pendent de la
valeur de K. Pour K = 5 et K = 8, la variabilite´ est monotone croissante de 0.02 a` environ
0.2, pour K = 1, la variabilite´ est importante au dessus de 1, enfin pour K = 2 ou K = 3, les
maxima de 0.7 et 0.43 sont atteint respectivement, pour q = 3 et q = 4. Pour des valeurs de K
comparables et une moyenne de degre´ de neutralite´ comparable, la variabilite´ la plus faible est
rencontre´e pour les paysages NKM et la plus forte pour les paysages NKp.
Synthe`se
Les profils rang-taille permettent de mieux comprendre la distribution des tailles des re´seaux
de neutralite´, meˆme dans le cas ou` la taille des RN varie fortement selon l’instance de paysage
conside´re´e. Ces profils ont permis de mettre en e´vidence que les paysages sont domine´s par de
grands RN. Ils peuvent eˆtre peu nombreux et de tre`s grande taille (type 1) lorsque le parame`tre
d’e´pistasie K et le degre´ de neutralite´ moyen sont suffisamment grands ou plus nombreux et
plus petits (type 2) lorsque le parame`tre d’e´pistasie K et le degre´ de neutralite´ moyen sont plus
petits. Dans ce dernier cas, la variabilite´ selon les instances de paysage est accentue´e.
Pour les variantes des paysages additifs e´tudie´s, il y a peu de diffe´rence entre les profils rang-
taille des paysages selon que l’on discre´tise certains termes de la somme ou le nombre de valeurs
prises par la somme. Par contre, lorsque certains termes de la somme sont nuls, le nombre de
tre`s grand re´seaux est important et il de´pend plus fortement de l’e´pistasie du paysage.
Une e´tude analytique future de la taille des RN pourra utiliser la the´orie de la percolation
[123]. En effet, on peut de´finir la percolation d’arc entre deux solutions lorsqu’elles sont en
relation par voisinage neutre. La the´orie de la percolation donne des re´sultats concernant la
plus grand composante connexe du graphe obtenu qui correspond a` la taille du plus grand de
re´seau de neutralite´ du paysage. Elle pourrait peut-eˆtre expliquer le passage du type 1 ou type
2 lorsque les parame`tres sont modifie´s.
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Fig. 3.9 – Profils rang-taille des RN pour les paysages NKq. Le parame`tre q prend les valeurs
2, 3, 4, 10 de haut en bas, et le parame`tre K les valeurs 1, 2, 3 de gauche a` droite.
76
10^4
10^3
10^2
10
1
10^310^2101
ta
ill
e
 (
lo
g)
rang (log)
moyenne par abscisse 10^4
10^3
10^2
10
1
10^310^2101
ta
ill
e
 (
lo
g)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^310^2101
ta
ill
e
 (
lo
g)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^410^310^2101
ta
ill
e
 (
lo
g)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^410^310^2101
ta
ill
e
 (
lo
g)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^410^310^2101
ta
ill
e
 (
lo
g)
rang (log)
moyenne par abscisse
10
1
10^410^310^2101
ta
ill
e
 (
lo
g)
rang (log)
moyenne par abscisse
10
1
10^410^310^2101
ta
ill
e
 (
lo
g)
rang (log)
moyenne par abscisse
Fig. 3.10 – Profils rang-taille des RN pour les paysages NKq. Le parame`tre q prend les valeurs
2, 3, 4, 10 de haut en bas, et le parame`tre K les valeurs 5, 8 de gauche a` droite.
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Fig. 3.11 – Profils rang-taille pour les paysages NKM . Le parame`tre M prend les valeurs
16, 32, 48, 160 de haut en bas, et le parame`tre K les valeurs 1, 2, 3 de gauche a` droite.
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Fig. 3.12 – Profils rang-taille pour les paysages NKM . Le parame`tre M prend les valeurs
16, 32, 48, 160 de haut en bas, et le parame`tre K les valeurs 5, 8 de gauche a` droite.
79
10
1
10^410^310^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10
1
10^410^310^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10
1
10^410^310^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^310^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^410^310^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse 10^3
10^2
10
1
10^410^310^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^4
10^3
10^2
10
10^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^310^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^310^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^4
10^3
10^2
10^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^310^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^3
10^2
10
1
10^2101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^4
1
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^3
10^2
101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
10^3
10^2
101
ta
ill
e
 (l
og
)
rang (log)
moyenne par abscisse
Fig. 3.13 – Profils rang-taille pour les paysages NKp. Le parame`tre p prend les valeurs
0.5, 0.8, 0.9, 0.95, 0.99 de haut en bas, et le parame`tre K les valeurs 1, 2, 3 de gauche a` droite.
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Fig. 3.14 – Profils rang-taille pour les paysages NKp. Le parame`tre p prend les valeurs
0.5, 0.8, 0.9, 0.95, 0.99 de haut en bas, et le parame`tre K les valeurs 5, 8 de gauche a` droite.
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Fig. 3.15 – Taille moyenne sur les 50 instances de paysages du plus grand re´seau de neutralite´
normalise´e par la taille de l’espace de recherche de 216. On trouve de haut en bas la famille des
paysages NKq, NKM et NKp.
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Fig. 3.16 – Rapport de l’e´cart-type par la moyenne de la taille du plus grand re´seau de neutralite´
sur les 50 instances de paysages. On trouve de haut en bas la famille des paysages NKq, NKM
et NKp.
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3.2.3 Nombre de re´seaux de neutralite´
Dans cette sous-section, nous e´tudions le nombre de re´seaux de neutralite´ par valeur de
performance, pour N e´gal a` 16, et nous comparons les concepts d’ensemble de neutralite´ et de
re´seau de neutralite´.
La densite´ des e´tats, note´ D.O.S. (voir de´finition section 1.2.1), est le nombre de solutions par
valeur de performance, autrement dit cette densite´ donne la taille des ensembles de neutralite´.
Les graphiques en bas a` droite des figures 3.17, 3.18 et 3.19 pre´sentent la D.O.S. pour les trois
familles de paysages. Pour une valeur du parame`tre de neutralite´ fixe´e, les D.O.S. sont quasiment
e´gales, nous n’avons donc pas repre´sente´ les densite´s pour les diffe´rentes valeurs du parame`tre
K.
Pour l’ensemble des paysages, a` l’exception des valeurs de performance optimale, les en-
sembles de neutralite´ contiennent plusieurs RN. Le nombre de RN varie en fonction du para-
me`tre K, il augmente avec K pour une meˆme valeur du parame`tre de neutralite´ (deux exceptions
pour les paysages NKq pour K = 1, q = 2 et q = 3). Pour une valeur du parame`tre K fixe´e,
le nombre de RN augmente lorsque le degre´ de neutralite´ moyen du paysage diminue. Les en-
sembles de neutralite´ et les RN ne partitionnent donc pas l’espace de recherche de la meˆme
manie`re. Lorsque K est grand, le nombre de RN est important, les notions d’ensemble et de
re´seau diffe`rent le plus. Lorsque que la neutralite´ est plus importante, le nombre de RN est plus
petit, les ensembles et les re´seaux co¨ıncident plus sans toutefois eˆtre identiques.
Le nombre de RN en fonction de la performance peut eˆtre interpre´te´ comme la distribution
des valeurs de performance des RN. Cette distribution est ge´ne´ralement unimodale comme
les D.O.S., le maximum de ces distributions e´tant situe´ a` la meˆme valeur de performance.
Cependant, il existe certaines exceptions :
– pour les paysages NKq : pour q = 2, K = 8 et q = 2, K = 5,
– pour les paysages NKM : pour M = 32, K = 8 et pour M = 16 quelque soit la valeur de
K.
Dans ces cas, les distributions sont bimodales avec un minima pour la valeur de performance
moyenne 0.5. Pour cette valeur de performance, les RN de neutralite´ sont les plus grands ce qui
expliquerait le faible nombre de RN.
Synthe`se
Les ensembles et re´seaux de neutralite´ ne de´finissent pas les meˆmes ensembles de solutions.
Un ensemble de neutralite´ contient plusieurs RN. Le nombre de RN par ensemble est plus grand
lorsque le parame`tre d’e´pistasie K est important et le parame`tre de neutralite´ a une valeur qui
diminue le degre´ de neutralite´ moyen du paysage.
Pour les variantes des paysages additifs e´tudie´s, discre´tiser les valeurs prises par la somme
donne un nombre de RN moins important que discre´tiser les termes de la somme ou rendre nulle
certains termes de la somme.
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Fig. 3.17 – Nombre de re´seaux de neutralite´ par valeur de performance (les quatre graphiques
supe´rieurs) et densite´ des e´tats (graphique infe´rieur) pour diffe´rentes valeurs des parame`tres
pour les paysages NKq.
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Fig. 3.18 – Nombre de re´seaux de neutralite´ par valeur de performance (les quatre graphiques
supe´rieurs) et densite´ des e´tats (graphique infe´rieur) pour diffe´rentes valeurs des parame`tres
pour les paysages NKM .
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Fig. 3.19 – Nombre de re´seaux de neutralite´ par valeur de performance (les quatre graphiques
supe´rieurs et en bas a` gauche) et densite´ des e´tats (graphique en bas a` droite) pour diffe´rentes
valeurs des parame`tres pour les paysages NKp.
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3.2.4 Taux d’innovation
Dans cette sous-section, nous e´tudions le taux d’innovation de´fini dans la section 3.1 pour
les trois familles de paysages. Le taux d’innovation est le nombre de nouvelles valeurs de per-
formance accessibles dans le voisinage des solutions obtenues au cours d’une marche neutre
sur un RN. Nous donnerons, comme dans [60], l’innovation cumulative neutre note´ Cn(t) i.e.
le nombre de valeurs de performance diffe´rentes atteignables dans le voisinage au cours d’une
marche neutre de longueur t. Nous comparons ce nombre a` l’innovation cumulative ale´atoire,
note´ Ca(t), au cours d’une marche ale´atoire de longueur t. La figure 3.20 montre des exemples
de courbes repre´sentatives de Cn et Ca pour un paysage NKq et NKM .
 4
 5
 6
 7
 8
 9
 10
 11
 0  5  10  15  20  25  30  35  40  45  50
In
n
o
va
tio
n
 c
u
m
u
la
tiv
e
Iterations
marche neutre
marche aleatoire
 3.5
 4
 4.5
 5
 5.5
 6
 6.5
 7
 0  5  10  15  20  25  30  35  40  45  50
In
n
o
va
tio
n
 c
u
m
u
la
tiv
e
Iterations
marche neutre
marche aleatoire
(a) (b)
Fig. 3.20 – Exemple de courbes d’innovation cumulative lors d’une marche neutre sur un RN
(Cn), et lors d’une marche ale´atoire dans l’ensemble du paysage (Ca) pour un paysage NKq
avec K = 2 et q = 2 (a) et pour un paysage NKM avec K = 2 et M = 16 (b).
Nous avons e´tudie´ les meˆmes valeurs de parame`tre que dans les sections pre´ce´dentes. Pour
chaque instance de paysage, 102 solutions initiales sont choisies uniforme´ment dans le paysage
parmi les solutions appartenant aux RN de taille supe´rieure a` 50 solutions. A partir de chaque
solution initiale, 10 marches inde´pendantes sont effectue´es. Nous re´alisons ainsi 103 marches
neutres et 103 marches ale´atoires de longueur 150. Dans les instances ou` aucun RN n’est de
taille supe´rieure a` 50, aucune marche n’est effectue´e.
Les courbes des innovations cumulatives obtenues semblent eˆtre des courbes repre´sentatives
de fonctions puissances comme dans l’exemple 3.20. Nous avons donc calcule´ la re´gression line´aire
de ces courbes en e´chelle logarithmique en abscisse et en ordonne´e. On note respectivement an
et aa les coefficients directeurs, et bn et ba les ordonne´es a` l’origine des re´gressions obtenues de
l’innovation cumulative neutre et ale´atoire. Les tableaux 3.5, 3.6 et 3.7 donnent les re´sultats de
ces expe´riences pour les trois paysages. Afin de comparer les innovations cumulatives ale´atoire
et neutre, nous de´finissons le nombre τ = aa
an
e´gale au rapport des coefficients directeurs.
Pour l’ensemble des paysages, les coefficients de corre´lation sont plus grand que 0.95, hormis
pour l’innovation cumulative neutre avec K = 1 ou` les coefficients sont un peu plus petit (0.82
pour p = 0.5 pour le plus petit). Les donne´es sont donc fortement line´airement corre´le´es. Sta-
tistiquement, les fonctions d’innovation cumulative Cn et Ca sont donc des fonctions puissances
d’expression C(t) = exp(b)ta. Les taux d’innovation qui sont le nombre de nouvelles valeurs par
ite´ration sont donc la de´rive´e de C e´gale a` exp(b) a ta−1. Ces taux sont de´croissants.
Pour les paysages NKq, pour une valeur de K fixe´e, lorsque q augmente, les coefficients
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Tab. 3.5 – Re´gressions line´aires des innovations cumulatives neutre et ale´atoire log(Cn(t)) =
an log(t) + bn et log(Ca(t)) = aa log(t) + ba pour les paysages NKq avec N = 16. Le coefficient
de corre´lation est note´ ρ.
Marche Neutre Marche ale´atoire
K q ρ an bn ρ aa ba τ
1 2 0.967 0.03296 1.4428 0.989 0.16994 1.5271 5.16
3 0.940 0.03764 1.8105 0.988 0.19035 1.8997 5.06
4 0.934 0.04566 1.9867 0.984 0.20865 2.1060 4.57
10 0.907 0.07169 2.3947 0.969 0.25710 2.6370 3.59
2 2 0.999 0.07973 1.5908 0.988 0.15526 1.7223 1.95
3 0.993 0.08385 1.9433 0.985 0.17783 2.0792 2.12
4 0.986 0.09823 2.1388 0.981 0.19695 2.2954 2.00
10 0.968 0.17972 2.5657 0.953 0.25109 2.8805 1.40
3 2 0.999 0.09645 1.7038 0.986 0.14565 1.8324 1.51
3 0.995 0.10073 2.0771 0.982 0.16498 2.2087 1.64
4 0.987 0.10929 2.2830 0.977 0.18267 2.4256 1.67
10 0.962 0.18297 2.7147 0.952 0.25292 2.9657 1.38
5 2 0.996 0.09996 1.8773 0.981 0.12769 1.9746 1.28
3 0.990 0.10898 2.2390 0.977 0.14868 2.3450 1.36
4 0.981 0.11339 2.4548 0.970 0.16447 2.5642 1.45
10 0.962 0.16933 2.9462 0.949 0.23311 3.1125 1.38
8 2 0.991 0.09913 2.0077 0.978 0.11204 2.0751 1.13
3 0.985 0.10875 2.3589 0.971 0.13290 2.4413 1.22
4 0.971 0.11449 2.5753 0.962 0.14998 2.6568 1.31
10 - - - - - - -
an et aa augmentent ainsi que les coefficients bn et ba. Ce qui s’explique probablement par le
nombre de valeurs de performance qui augmente avec q. En effet, celui-ci est de 1 + N(q − 1).
Pour une valeur de q fixe´e, les coefficients bn et ba augmentent avec K et aa de´croˆıt avec K. En
revanche, le coefficient an a tendance a` croˆıtre avec K. Lorsque K augmente, une solution a plus
de valeurs de performance diffe´rentes dans son voisinage et les RN des paysages NKq ont de
meilleures capacite´s d’exploration de nouvelles valeurs de performance. Ceci est confirme´ par la
de´croissance avec K du rapport τ . La variation de q pour une valeur de K a moins d’influence
sur τ qu’une variation de K. Pour K e´gal a` 1, τ de´croˆıt avec l’augmentation de q ; pour les
autres valeurs de K, τ varie peu.
Dans les paysages NKM , pour une valeur de K fixe´e, les coefficients an, aa, bn et ba aug-
mentent comme le nombre de valeurs de performance M (une seule exception pour an quand
K = 1 et M entre 32 et 48). Pour une valeur de M fixe´e, les coefficients bn et ba augmentent
avec K et aa de´croˆıt avec K. Le coefficient an augmente entre K = 1 et K = 3, puis diminue
entre K = 3 et K = 8. Lorsque K augmente, une solution a plus de valeurs de performance
diffe´rentes dans son voisinage, ce qui explique l’accroissement de aa, ba et bn. La capacite´ de
de´couverte de nouvelles valeurs de performance des RN ne varie pas de la meˆme fac¸on, dans
un premier temps avec l’augmentation de K les RN augmentent leur capacite´ de de´couverte
qui ensuite atteint une limite pour K = 3. Le rapport τ permet de comparer les capacite´s de
de´couverte des RN par rapport a` l’ensemble de l’espace de recherche. Pour une valeur de M
fixe´e, τ de´croˆıt lorsque K augmente. Relativement a` l’ensemble des solutions de l’espace de
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Tab. 3.6 – Re´gressions line´aires des innovations cumulatives neutre et ale´atoire log(Cn(t)) =
an log(t) + bn et log(Ca(t)) = aa log(t) + ba pour les paysages NKM avec N = 16. Le coefficient
de corre´lation est note´ ρ.
Marche Neutre Marche ale´atoire
K M ρ an bn ρ aa ba τ
1 16 0.997 0.08265 1.1509 0.991 0.14799 1.1928 1.79
32 0.989 0.06392 1.6550 0.989 0.16853 1.7132 2.64
48 0.979 0.06158 1.9252 0.987 0.18648 2.0025 3.03
160 0.944 0.09198 2.4895 0.974 0.25501 2.6560 2.77
2 16 0.997 0.08928 1.2779 0.991 0.14009 1.3310 1.57
32 0.998 0.09345 1.7607 0.987 0.15868 1.8655 1.70
48 0.993 0.09398 2.0482 0.984 0.17555 2.1606 1.87
160 0.977 0.16187 2.6391 0.965 0.25975 2.8705 1.60
3 16 0.998 0.09553 1.3672 0.990 0.13328 1.4304 1.40
32 0.998 0.10496 1.8598 0.985 0.15105 1.9703 1.44
48 0.994 0.10749 2.1492 0.981 0.16708 2.2688 1.55
160 0.974 0.17528 2.7480 0.960 0.25402 2.9605 1.45
5 16 0.996 0.09498 1.4931 0.987 0.11886 1.5530 1.25
32 0.995 0.10671 1.9985 0.982 0.13689 2.0907 1.28
48 0.989 0.11015 2.2939 0.976 0.15205 2.3926 1.38
160 0.965 0.16420 2.8852 0.952 0.24243 3.0682 1.48
8 16 0.994 0.09370 1.6043 0.982 0.10235 1.6548 1.09
32 0.991 0.10521 2.1169 0.979 0.12140 2.1875 1.15
48 0.982 0.11064 2.4028 0.970 0.13798 2.4813 1.25
160 - - - - - - -
recherche, les RN augmentent leur capacite´ de de´couverte lorsque K augmente. La variation de
M pour une valeur de K fixe´e a moins d’influence sur la valeur de τ que la variation de K. τ
augmente entre M = 16 et M = 48, i.e. avec la diminution du degre´ de neutralite´ moyen. Pour
M = 160, τ diminue par rapport a` M = 48.
Pour les paysages NKp, pour une valeur de K fixe´e, lorsque p augmente i.e. le degre´ de
neutralite´ moyen du paysage augmente, les coefficients bn et ba de´croissent jusqu’a` une valeur
faible d’environ 0.5. Les coefficients an et aa sont aussi de´croissants. Ce qui s’explique peut-eˆtre
par le nombre de valeurs de performance qui diminue lorsque p augmente. Pour une valeur
de p fixe´e entre p = 0.8 et p = 0.95, les coefficients bn et ba augmentent avec de K et pour
p = 0.99, ces coefficients restent constants. Les coefficients an et aa croissent e´galement avec
K. Le coefficient aa croˆıt moins vite que le coefficient an puisque le rapport τ diminue lorsque
K augmente pour une valeur de p fixe´e. Lorsque K augmente, une solution a plus de valeurs
de performance diffe´rentes dans son voisinage et les RN des paysages NKp ont de meilleures
capacite´s d’exploration de nouvelles valeurs de performance. La variation de p pour une valeur
de K fixe´e a moins d’influence sur τ que la variation de K. Pour K fixe´, τ de´croˆıt fortement
avec l’augmentation de p. Le parame`tre de neutralite´ p est pre´ponde´rant sur le parame`tre K
quant a` la valeur du rapport τ .
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Tab. 3.7 – Re´gressions line´aires des innovations cumulatives neutre et ale´atoire log(Cn(t)) =
an log(t) + bn et log(Ca(t)) = aa log(t) + ba pour les paysages NKp avec N = 16. Le coefficient
de corre´lation est note´ ρ.
Marche Neutre Marche ale´atoire
K p ρ an bn ρ aa ba τ
1 0.5 0.821 0.06652 2.6677 0.999 0.99015 2.0537 14.88
0.8 0.939 0.06027 2.3013 0.999 0.78206 1.9380 12.98
0.9 0.949 0.05828 1.8182 0.997 0.50506 1.6642 8.67
0.95 0.953 0.05341 1.3473 0.990 0.28343 1.3169 5.31
0.99 0.948 0.02213 0.3850 0.910 0.03440 0.4109 1.55
2 0.5 - - - - - - -
0.8 0.982 0.18358 2.4237 0.999 0.87603 2.0118 4.77
0.9 0.991 0.17782 1.9815 0.999 0.67088 1.7178 3.77
0.95 0.989 0.15316 1.4487 0.998 0.46591 1.2604 3.04
0.99 0.956 0.07438 0.6005 0.992 0.16189 0.5196 2.18
3 0.5 - - - - - - -
0.8 0.997 0.33790 2.4505 0.999 0.93410 2.1284 2.76
0.9 0.998 0.32052 2.0209 0.999 0.77395 1.7886 2.41
0.95 0.997 0.28397 1.5531 0.999 0.59556 1.3648 2.10
0.99 0.976 0.15054 0.6089 0.993 0.23303 0.5112 1.55
5 0.5 - - - - - - -
0.8 1.000 0.57227 2.4869 1.000 0.96949 2.3636 1.69
0.9 1.000 0.55358 2.0833 1.000 0.87582 1.9804 1.58
0.95 0.999 0.51204 1.6121 0.999 0.75018 1.4881 1.47
0.99 0.995 0.38616 0.5748 0.997 0.46643 0.4859 1.21
8 0.5 - - - - - - -
0.8 1.000 0.64800 2.6792 1.000 0.97025 2.5617 1.50
0.9 0.999 0.82032 2.1225 1.000 0.94084 2.2060 1.15
0.95 0.999 0.71993 1.7767 0.999 0.87738 1.7284 1.22
0.99 0.998 0.67755 0.5297 0.997 0.72897 0.4948 1.08
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Tab. 3.8 – Re´gressions line´aires des innovations cumulatives neutre et ale´atoire log(Cn(t)) =
an log(t) + bn et log(Ca(t)) = aa log(t) + ba pour les paysages NKq avec N = 64 Le coefficient
de corre´lation est note´ ρ.
Marche Neutre Marche ale´atoire
K q ρ an bn ρ aa ba τ
2 2 0.993 0.06182 1.8312 0.999 0.23081 1.8649 3.73
3 0.997 0.06076 2.2580 0.999 0.23763 2.3063 3.91
4 0.999 0.05237 2.5275 0.999 0.24447 2.5772 4.67
10 0.935 0.01993 3.2637 0.997 0.27077 3.3547 13.58
4 2 0.998 0.08482 2.0481 0.998 0.20945 2.1233 2.47
3 0.999 0.09190 2.4585 0.998 0.21871 2.5497 2.38
4 1.000 0.09594 2.7116 0.997 0.22527 2.8197 2.35
10 0.987 0.05967 3.4257 0.993 0.25368 3.5818 4.25
8 2 0.999 0.09171 2.3297 0.994 0.17906 2.4080 1.95
3 0.998 0.09983 2.7492 0.993 0.18790 2.8337 1.88
4 0.997 0.10629 3.0005 0.992 0.19551 3.0955 1.84
10 - - - - - - -
12 2 0.997 0.09077 2.5023 0.990 0.15602 2.5799 1.72
3 0.995 0.10029 2.9095 0.988 0.16617 2.9972 1.66
4 0.995 0.10641 3.1538 0.986 0.17349 3.2584 1.63
10 0.994 0.10145 3.6839 0.974 0.20646 3.9848 2.04
16 2 0.995 0.09103 2.6093 0.987 0.14089 2.6855 1.55
3 0.994 0.10006 3.0129 0.984 0.15079 3.1022 1.51
4 0.993 0.10624 3.2491 0.982 0.15834 3.3609 1.49
10 0.992 0.09573 3.7345 0.967 0.19323 4.0745 2.02
Influence du parame`tre N
Afin de mettre en e´vidence l’influence de la taille de l’espace de recherche, nous avons e´tudie´
les innovations cumulatives lorsque N est e´gal a` 64, et nous exposons les principaux re´sultats.
Pour les variantes de paysages, les fonctions innovations cumulatives sont e´galement des
fonctions puissances, les coefficients de corre´lation sont tous significatifs. Pour une valeur de
K fixe´e, les coefficients bn et ba ainsi que le coefficient aa augmentent avec la diminution du
degre´ moyen du paysage, comme pour N = 16. Pour une valeur du parame`tre de neutralite´,
les variations de an reste inchange´e. En revanche, pour une valeur du parame`tre K fixe´e, les
variations de an et de τ diffe´rent avec N = 16. Pour les paysages NKq, τ augmente avec q
lorsque K = 4 ou K = 2 et est quasiment constant ou diminue avec q pour K e´gale a` 8, 12
ou 16. alors qu’il augmentait avec q pour N = 16. L’ordre de grandeurs de τ reste le meˆme
entre N = 16 et N = 64. Pour les paysages NKM , pour N = 16, an augmente avec q alors que
pour N = 64, an est maximal pour q = 4. En conse´quence, pour N = 64, les variations de τ ne
sont plus constantes mais conserve le meˆme ordre de grandeur que dans le cas N = 16. Pour
les paysages NKp, les variations de an sont diffe´rentes mais les variations τ est reste les meˆmes
(de´croissante lorsque p augmente).
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Tab. 3.9 – Re´gressions line´aires des innovations cumulatives neutre et ale´atoire log(Cn(t)) =
an log(t) + bn et log(Ca(t)) = aa log(t) + ba pour les paysages NKM avec N = 64. Le coefficient
de corre´lation est note´ ρ.
Marche Neutre Marche ale´atoire
K M ρ an bn ρ aa ba τ
2 16 0.993 0.06182 1.8312 0.999 0.23081 1.8649 3.73
32 0.997 0.06076 2.2580 0.999 0.23763 2.3063 3.91
48 0.999 0.05237 2.5275 0.999 0.24447 2.5772 4.67
160 0.935 0.01993 3.2637 0.997 0.27077 3.3547 13.58
4 16 0.998 0.08482 2.0481 0.998 0.20945 2.1233 2.47
32 0.999 0.09190 2.4585 0.998 0.21871 2.5497 2.38
48 1.000 0.09594 2.7116 0.997 0.22527 2.8197 2.35
160 0.987 0.05967 3.4257 0.993 0.25368 3.5818 4.25
8 16 0.999 0.09171 2.3297 0.994 0.17906 2.4080 1.95
32 0.998 0.09983 2.7492 0.993 0.18790 2.8337 1.88
48 0.997 0.10629 3.0005 0.992 0.19551 3.0955 1.84
160 - - - - - - -
12 16 0.997 0.09077 2.5023 0.990 0.15602 2.5799 1.72
32 0.995 0.10029 2.9095 0.988 0.16617 2.9972 1.66
48 0.995 0.10641 3.1538 0.986 0.17349 3.2584 1.63
160 - - - - - - -
16 16 0.995 0.09103 2.6093 0.987 0.14089 2.6855 1.55
32 0.994 0.10006 3.0129 0.984 0.15079 3.1022 1.51
48 0.993 0.10624 3.2491 0.982 0.15834 3.3609 1.49
160 - - - - - - -
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Tab. 3.10 – Re´gressions line´aires des innovations cumulatives neutre et ale´atoire log(Cn(t)) =
an log(t) + bn et log(Ca(t)) = aa log(t) + ba pour les paysages NKp avec N = 64. Le coefficient
de corre´lation est note´ ρ.
Marche Neutre Marche ale´atoire
K p ρ an bn ρ aa ba τ
2 0.5 0.832 0.01410 4.1558 1.000 0.98840 4.0433 70.08
0.8 0.995 0.15373 3.6139 0.999 0.95774 3.4651 6.23
0.9 0.989 0.19253 2.9948 0.998 0.90323 2.7167 4.69
0.95 0.987 0.18768 2.3623 0.993 0.79534 1.9055 4.24
0.99 0.987 0.14540 1.0715 0.983 0.39228 0.7419 2.70
4 0.5 - - - - - - -
0.8 0.998 0.22497 3.8894 1.000 0.97858 3.8401 4.35
0.9 0.989 0.37035 3.1318 0.999 0.94583 3.2035 2.55
0.95 0.986 0.38424 2.5026 0.997 0.87784 2.4222 2.28
0.99 0.984 0.34050 1.1295 0.986 0.58416 0.8872 1.72
8 0.5 - - - - - - -
0.8 - - - - - - -
0.9 0.994 0.53541 3.4657 1.000 0.97529 3.7260 1.82
0.95 0.990 0.60887 2.7723 0.999 0.93491 3.0405 1.54
0.99 0.985 0.59851 1.2846 0.992 0.75612 1.2959 1.26
12 0.5 - - - - - - -
0.8 - - - - - - -
0.9 0.997 0.54092 3.7715 1.000 0.98598 3.9531 1.82
0.95 0.994 0.71327 3.0674 1.000 0.95928 3.3986 1.34
0.99 0.990 0.73002 1.5207 0.995 0.83507 1.6411 1.14
16 0.5 - - - - - - -
0.8 - - - - - - -
0.9 0.995 0.48416 3.8257 1.000 0.99023 4.0532 2.05
0.95 0.996 0.75684 3.3286 1.000 0.97088 3.6312 1.28
0.99 0.993 0.80250 1.7806 0.997 0.87923 1.9278 1.10
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Synthe`se
Les innovations cumulatives neutre et ale´atoire sont des fonctions puissances dont les pa-
rame`tres ont e´te´ donne´s pour les trois variantes de paysage. Il est possible de de´duire de ces
fonctions les taux d’innovation. La comparaison entre l’innovation neutre et ale´atoire permet
d’en de´duire que les RN de neutralite´ des paysages e´tudie´s ont la possibilite´ de de´couvrir un
grand nombre de valeurs de performance dans leur voisinage.
Cette mode´lisation par une fonction puissance permet d’estimer le nombre de nouvelles
valeurs de performance dans le voisinage des solutions des RN. Cette information peut aider a`
la conception de me´taheuristique adapte´e. En effet, il est possible ajuster le temps de recherche
sur un RN en fonction de la probabilite´ de trouver une nouvelle valeur de performance. Si cette
probabilite´ est trop faible, la recherche sur un RN peut eˆtre arreˆte´e.
Ge´ne´ralement, les taux d’innovation neutre et ale´atoire augmentent lorsque l’e´pistasie di-
minue et le degre´ de neutralite´ moyen du paysage augmente, mais le taux d’innovation neutre
augmentent dans une moindre proportion. La taille de l’espace de recherche influence, dans une
moindre mesure, le taux d’innovation.
La diffe´rence de taux d’innovation entre les diffe´rentes des variantes des paysages est faible
au vu des re´sultats. les variantes ne se diffe´rencient pas par leur taux d’innovation.
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3.2.5 Autocorre´lation de l’e´volvabilite´ maximale
Dans cette section, nous allons e´tudier sur les paysages NKq, NKM et NKp l’autocorre´la-
tion de l’e´volvabilite´ de´finie section 3.1.2 relativement a` l’ope´rateur HC (cf section 2.3.1) qui
se´lectionne une solution voisine dont la performance est la plus grande du voisinage. Nous ajou-
tons la condition que cette performance maximale doit eˆtre diffe´rente de celle de la solution
initiale. Cette condition permet de garantir que la performance est hors du RN. Nous appelle-
rons e´volvabilite´ maximale cette mesure d’e´volvabilite´, elle permet d’e´tudier les RN de grande
performance connecte´ a` un RN donne´.
Nous avons conside´re´ les meˆmes valeurs de parame`tre que dans les sections pre´ce´dentes. Pour
chaque instance de paysage, 102 solutions initiales sont choisies uniforme´ment dans le paysage
parmi les solutions appartenant aux RN de taille supe´rieure a` 50 solutions. A partir de chaque
solution initiale, 10 marches neutres inde´pendantes sont effectue´es. Dans les instances ou` aucun
RN n’est de taille supe´rieure a` 50, aucune marche n’est effectue´e.
Les figures 3.21, 3.22 et 3.23 pre´sentent les fonctions d’autocorre´lation de l’e´volvabilite´ maxi-
male et la valeur du coefficient d’ordre 1 pour les paysages quand N = 16. Les re´sultats se com-
mentent de la meˆme manie`re que pour les fonctions d’autocorre´lation des degre´s de neutralite´,
Pour les paysages NKq, le coefficient d’autocorre´lation ρ(1) d’ordre 1 de´croˆıt lorsque le
parame`tre de neutralite´ q augmente. Excepte´ pour K = 1, pour une valeur du parame`tre q fixe´e,
ρ(1) est de´croissant avec K. Pour K = 1, ρ(1) de´croˆıt fortement entre les valeur q = 3 et q = 4.
Pour les diffe´rentes valeurs des parame`tres, ρ(1) est au dessus de 0.35, voir au dessus de 0.6 pour
plus de la moitie´ des valeurs. La corre´lation n’est pas nulle, les valeurs de performance au dessus
des RN de neutralite´ ne sont pas distribue´es ale´atoirement. Les fonctions d’autocorre´lation
ρ sont de deux types. Lorsque le degre´ de neutralite´ moyen du paysage est plus grand, les
fonctions d’autocorre´lation sont des fonctions de´croissantes (par exemple toutes les fonctions
d’autocorre´lation relative a` K = 1 et K = 2). Lorsque le degre´ de neutralite´ moyen est plus
faible, les fonctions d’autocorre´lation alternent entre une plus grande et une plus faible valeur
pour la fonction ρ. Pour K = 1, les fonctions d’autocorre´lation ne de´croissent pas jusqu’a` une
valeur proche de 0. En effet, pour cette valeur du parame`tre K, les e´volvabilite´s maximales sont
quasiment constantes durant une marche neutre, a` peu pre´s 145 sur 150 pas de marche sont
de meˆme valeur d’e´volvabilite´. La corre´lation d’e´volvabilite´ entre deux solutions de la marche
ne peut donc pas de´croˆıtre. Pour les autres valeurs du parame`tre K, le nombre de valeurs
d’e´volvabilite´ maximale est plus important et les fonctions d’autocorre´lation de´croissent.
Pour les paysages NKM , les fonctions d’autocorre´lation sont toutes du second type qui
alternent une valeur haute et une valeur basse d’autocorre´lation. Les fonctions de´croissent vers
la valeur nulle. Pour une valeur du parame`tre M fixe´e, le coefficient d’autocorre´lation ρ(1)
de´croˆıt lorsque K augmente. Pour une valeur de K fixe´e, ρ(1) atteint un maximum pour la
valeur interme´diaire de M e´gale a` 32. La corre´lation entre performance maximale n’est pas nulle.
Toutefois, la corre´lation est plus petite que dans le cas des paysages NKq et reste comprise entre
0.35 et 0.68.
Pour les paysages NKp, les fonctions d’autocorre´lation sont majoritairement du premier
type ou` les fonctions sont de´croissantes. Les deux fonctions pour p = 0.99, K = 1 et K = 2 sont
toujours supe´rieures a` 0.6 et 0.3 respectivement. Ceci s’explique de nouveau par la constance
de l’e´volvabilite´ maximale au cours de la marche neutre. Le coefficient ρ(1) est croissant avec
le parame`tre p excepte´ pour K = 8 ou` un maximum est atteint pour la valeur p = 0.9. ρ(1) est
toujours supe´rieur a` 0.4. La corre´lation n’est pas nulle, les valeurs de performance ne sont pas
re´parties ale´atoirement autour des RN. La variation de ρ(1) en fonction du parame`tre K n’est
pas constante, en effet les valeurs pour K = 1 coupent l’ensemble des courbes. Cependant, hors
mis pour K = 1, ρ(1) est de´croissant avec K.
96
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  5  10  15  20
a
u
to
co
rr
e
la
tio
n
 r
h
o
(s
)
pas s
q=2
q=3
q=4
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0  5  10  15  20
a
u
to
co
rr
e
la
tio
n
 r
h
o
(s
)
pas s
q=2
q=3
q=4
K = 1 K = 2
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
 0  5  10  15  20
a
u
to
co
rr
e
la
tio
n
 r
h
o
(s
)
pas s
q=2
q=3
q=4
-0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0  5  10  15  20
a
u
to
co
rr
e
la
tio
n
 r
h
o
(s
)
pas s
q=2
q=3
q=4
K = 3 K = 5
-0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0  5  10  15  20
a
u
to
co
rr
e
la
tio
n
 r
h
o
(s
)
pas s
q=2
q=3
q=4
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 2  2.5  3  3.5  4
c
o
e
ff
ic
ie
n
t 
rh
o
(1
)
parametre q
K=1
K=2
K=3
K=5
K=8
K = 8
Fig. 3.21 – Fonctions d’autocorre´lation de l’e´volvabilite´ maximale pour diffe´rentes valeurs du
parame`tre K et coefficient d’autocorre´lation d’ordre 1 (en bas a` droite) pour les paysages NKq
avec N = 16.
Influence du parame`tre N
Afin de mesurer l’influence de la taille de l’espace de recherche, nous avons e´tudie´s les
fonctions d’autocorre´lation de l’e´volvabilite´ maximale pour N = 64. Nous avons effectue´ les
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Fig. 3.22 – Fonctions d’autocorre´lation de l’e´volvabilite´ maximale pour diffe´rentes valeurs du
parame`tre K et coefficient d’autocorre´lation d’ordre 1 (en bas a` droite) pour les paysages NKM
avec N = 16.
marches neutres de la meˆme fac¸on que dans la section 3.2.1. La figure 3.24 pre´sente le coefficient
d’autocorre´lation d’ordre 1 de l’e´volvabilite´ maximale pour N = 64.
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Fig. 3.23 – Fonctions d’autocorre´lation de l’e´volvabilite´ maximale pour diffe´rentes valeurs du
parame`tre K et coefficient d’autocorre´lation d’ordre 1 (en bas a` droite) pour les paysages NKp
avec N = 16.
Pour les paysages NKq, les variations de ρ(1) sont les meˆmes que pour N = 16. ρ(1) est
plus faible pour les plus grandes valeur de K que pre´ce´demment. Pour les paysages NKM , les
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valeurs de ρ(1) sont aussi plus petites que pour N = 16. Alors que la valeur M = 32 est un
maximum pour N = 16, la valeur M = 32 est un minimum pour N = 64. Nous n’avons pas
d’explication sur cette diffe´rence. Pour les paysages NKp, la valeur p = 0.9 est un minimum
pour ρ(1) pour une valeur de K fixe´e a` K = 12 ou a` K = 16. Les valeurs de ρ(1) sont du meˆme
ordre de grandeur que pour N = 16.
Synthe`se
Les corre´lations d’e´volvabilite´ maximale entre solutions voisines dans un re´seau de neutralite´
ne sont pas nulles. Elle est la plus forte pour les paysages NKp. Cette corre´lation peut eˆtre la
conse´quence du faible nombre de valeurs de l’e´volvabilite´ maximale lorsque le degre´ moyen de
neutralite´ du paysage est important. Le degre´ de neutralite´ moyen n’est pas directement lie´
a` la pre´sence de corre´lation puisque les paysages NKq et NKM ont des degre´s de neutralite´
diffe´rents et des corre´lations du meˆme ordre.
Pour les variantes des paysages additifs e´tudie´s, la corre´lation de l’e´volvabilite´ est plus forte
lorsque certains termes de la somme sont discre´tise´s ou rendu nuls que lorsque la somme elle-
meˆme est discre´tise´e. De plus, l’influence du parame`tre d’e´pistasie est plus marque´e dans le
premier cas. L’augmentation de la taille de l’espace de recherche semble diminuer la corre´lation
d’e´volvabilite´ maximale entre solutions voisines d’un RN mais reste significative.
Les variations de l’e´volvabilite´ maximale sont plus faibles lorsque le degre´ de neutralite´
moyen est important et le parame`tre d’e´pistasie est faible. Les valeurs de performances autour
des RN ne sont donc pas re´parties ale´atoirement. Dans le chapitre suivant, nous allons proposer
une nouvelle me´taheuristique qui exploite cette information. La me´thode de recherche consiste
a` optimiser l’e´volvabilite´ sur chaque RN pour ensuite changer de RN. Nous examinerons dans
ce chapitre les potentialite´s de cette nouvelle me´taheuristique.
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Fig. 3.24 – Coefficient d’autocorre´lation d’ordre 1 de l’e´volvabilite´ maximale pour les paysages
NKq, NKM et NKp avec N = 64.
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3.3 Autres paysages adaptatifs neutres
Dans cette section, nous e´tudions deux autres paysages adaptatifs neutres. L’analyse du
proble`me classique MAX-SAT, que nous avons e´tudie´ du point de vu du nuage adaptatif dans
le chapitre 2, permet mettre en e´vidence ces re´seaux de neutralite´ du paysage. Le proble`me des
routes e´pistatiques que nous avons de´fini dans l’article [30], pre´sente un exemple un paysage
acade´mique de neutralite´ et e´pistasie ajustables, dont les solutions sont de taille variable.
3.3.1 MAX-SAT
Le paysage MAX-SAT a e´te´ de´fini dans la section 1.4.3. Afin de pouvoir mener une e´tude
exhaustive, nous allons e´tudier de petites instances du proble`me MAX-3-SAT ou` le nombre de
litte´raux par clause est e´gale a` 3 et le nombre de variables est fixe´ a` N = 16. Le nombre de
clauses m de´crit l’ensemble {39, 59, 64, 69, 74, 79, 99}, ainsi le rapport m
N
varie de 2.44 a` 6.19
et la valeur pour m = 69 est proche de la valeur critique αc = 4.3. Pour les paysages MAX-
SAT ale´atoires, la probabilite´ de changer la valeur d’une clause est petite lorsqu’on modifie la
valeur d’une variable. La probabilite´ de mutation neutre devrait donc eˆtre plus faible lorsque le
nombre de clauses est plus petit. Pour chaque valeur des parame`tres, 50 instances inde´pendantes
de paysages ale´atoires sont ge´ne´re´es.
Distribution des degre´s de neutralite´
La figure 3.25-a montre un exemple de distribution des degre´s de neutralite´ pour une instance
du paysage lorsque m = 69. En effet, pour l’ensemble des valeurs de parame`tres e´tudie´es,
les distributions des degre´s de neutralite´ sont unimodales sans toutefois eˆtre des distributions
binoˆmiales puisque les tests du chi2 (non pre´sente´s ici) sont ne´gatifs. La figure 3.25-b donne le
degre´ de neutralite´ moyen des paysages ainsi que l’e´cart-type autour de cette moyenne. Comme
attendu le degre´ de neutralite´ moyen de´croˆıt lorsque le nombre de clauses m augmente. La
de´croissance est presque line´aire de 5.82 pour m = 39 a` 3.84 pour m = 99. L’e´cart-type de´croˆıt
e´galement de 1.79 a` 1.51. Il ne semble pas avoir de discontinuite´ dans la moyenne du degre´ de
neutralite´ moyen autour de la valeur critique αc.
Les fonctions d’autocorre´lation des degre´s de neutralite´ au cours d’une marche neutre ont e´te´
re´alise´es suivant le meˆme protocole que dans la section pre´ce´dente 3.2.1. La figure 3.26 montre les
re´sultats obtenus. Toutes les fonctions sont de´croissantes vers la valeur 0. Il n’y pas d’alternance
entre une valeur haute et une valeur basse comme rencontre´ pour certaines variantes paysages
des paysages NK ou le degre´ de neutralite´ moyen est plus faible. La de´croissante de la fonction
est d’autant plus grande que le coefficient d’autocorre´lation d’ordre 1 est grand. Le tableau 3.11
donne les valeurs des coefficients d’autocorre´lation d’ordre 1. La valeur de ρ(1) est de´croissante
lorsque le nombre de clauses augmente.
En re´sume´, le degre´ de neutralite´ moyen et la corre´lation des degre´s est plus faible lorsque le
nombre de clauses est grand. Selon l’e´chelle empirique e´tablie dans la section 3.2.1, la corre´lation
des degre´s de neutralite´ est dans la zone de forte corre´lation. Le graphe des RN des paysages
MAX-3-SAT pour les valeurs des parame`tres e´tudie´s n’est pas ale´atoire et les variations du
degre´s de neutralite´ entre solutions voisines sur les RN sont faibles.
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Fig. 3.25 – Distribution des degre´s de neutralite´ pour m = 69 (a) et moyenne et e´cart-type des
distributions de degre´ de neutralite´ (b) pour les paysages MAX-3-SAT pour N = 16.
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Fig. 3.26 – Fonctions d’autocorre´lation des degre´s de neutralite´ pour diffe´rentes valeurs du
parame`tre m pour les paysages MAX-3-SAT pour N = 16.
Tab. 3.11 – Valeur du coefficient d’autocorre´lation d’ordre 1 pour les paysages MAX-3-SAT
pour N = 16.
m 39 59 64 69 74 79 99
ρ(1) 0.544 0.466 0.446 0.439 0.428 0.418 0.387
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Tab. 3.12 – Re´gressions line´aires des innovations cumulatives neutre et ale´atoire log(Cn(t)) =
an log(t) + bn et log(Ca(t)) = aa log(t) + ba pour les paysages MAX-3-SAT. Le coefficient de
corre´lation est note´ ρ.
Marche Neutre Marche ale´atoire
m ρ an bn ρ aa ba τ
39 0.999 0.08735 1.6608 0.985 0.15195 1.7974 1.74
59 0.998 0.09233 1.8292 0.985 0.16323 1.9665 1.77
64 0.998 0.09379 1.8538 0.985 0.16623 1.9915 1.77
69 0.997 0.09134 1.8969 0.985 0.16682 2.0288 1.83
74 0.997 0.09085 1.9221 0.985 0.16844 2.0570 1.85
79 0.997 0.09188 1.9401 0.984 0.16992 2.0756 1.85
99 0.996 0.08928 2.0216 0.984 0.17477 2.1656 1.96
Taille des RN
La figure 3.27 repre´sente les profils rang-taille e´tablis de la meˆme fac¸on que dans la section
3.2.2 pour les diffe´rentes valeurs du parame`tre m.
Les profils pour toutes les valeurs du parame`tre m sont du premier type de´crit dans la section
3.2.2. Les paysages sont domine´s par un petit nombre de tre`s grands RN, il y a peu de RN de
tailles interme´diaires enfin les nombreux petits RN ont des tailles suivant une loi puissance en
fonction de leur rang. La variabilite´ selon l’instance du paysage est faible.
La moyenne du plus grand RN est pre´sente´ sur la figure 3.28-a normalise´e par la taille
de l’espace de recherche 216. Les tailles sont au-dessus de 10%, les plus grands RN dominent
l’ensemble des paysages. La taille du plus grand RN est de´croissante lorsque le nombre de clauses
augmente i.e. le degre´ de neutralite´ moyen diminue. La faible variation de l’e´cart-type normalise´
par la moyenne (figure 3.28-b) montre que les variabilite´s des profils sont presque identiques.
En re´sume´, le nombre de clauses m a peu d’influence sur les profils rang-taille. Ceux-ci sont
du premier type ou` les grands RN dominent le plus le paysage et ou` la variabilite´ est faible selon
l’instance. Ces profils sont a` rapprocher des profils des paysages NKq lorsque K = 3 et q = 2
ou des paysages NKM lorsque K = 3 et M = 32.
Taux d’innovation
Les innovations cumulatives neutre (Cn) et ale´atoire (Ca) ont e´te´ calcule´es suivant le meˆme
protocole que dans la section 3.2.4. De meˆme que pour les variantes des paysages NK, nous
trouvons que les courbes sont les courbes repre´sentatives d’une fonction puissance. Cela est
confirme´ par la re´gression des courbes en e´chelle logarithmique. La table 3.12 donne les re´sultats
de ces re´gressions et la valeur du rapport τ = Ca
Cn
.
Les coefficients de corre´lation sont supe´rieurs a` 0.98, statistiquement, les innovations cumu-
latives sont des fonction puissances. Les valeurs de bn et bn sont croissantes avec le nombre de
clauses m. Le nombre de valeurs de performance accessibles dans le voisinage d’une solution
augmente avec la diminution de la neutralite´ moyenne du paysage. Le coefficient aa augmente
avec m, la de´couverte de nouvelles valeurs de performance au cours d’une marche ale´atoire aug-
mente lorsque la neutralite´ moyenne du paysage diminue. La variation du coefficient an n’est pas
monotone. an croˆıt entre m = 39 et m = 64, et pour m > 64, la variation n’est plus monotone.
Toutefois, le rapport τ est croissant avec le nombre de clauses. Sa valeur maximale est alors de
1.96.
104
10^4
10^3
10^2
10
10^2101
ta
il
le
 (
lo
g
)
rang (log)
moyenne par abscisse 10^4
10^3
10^2
10
10^310^2101
ta
il
le
 (
lo
g
)
rang (log)
moyenne par abscisse 10^4
10^3
10^2
10
10^310^2101
ta
il
le
 (
lo
g
)
rang (log)
moyenne par abscisse
m = 39 m = 59 m = 64
10^4
10^3
10^2
10
10^310^2101
ta
il
le
 (
lo
g
)
rang (log)
moyenne par abscisse 10^4
10^3
10^2
10
10^310^2101
ta
il
le
 (
lo
g
)
rang (log)
moyenne par abscisse 10^4
10^3
10^2
10
10^310^2101
ta
il
le
 (
lo
g
)
rang (log)
moyenne par abscisse
m = 69 m = 74 m = 79
10^3
10^2
10
10^310^2101
ta
il
le
 (
lo
g
)
rang (log)
moyenne par abscisse
m = 99
Fig. 3.27 – Profils rang-taille des RN pour les paysages MAX-3-SAT pour N = 16 et diffe´rentes
valeur de m.
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Fig. 3.28 – Moyenne (a) et e´cart-type (b) du plus grand RN pour les paysages MAX-3-SAT
pour N = 16.
Tab. 3.13 – Valeur des coefficient d’autocorre´lation d’ordre 1 de l’e´volvabilite´ maximale pour
les paysages MAX-3-SAT pour N = 16.
m 39 59 64 69 74 79 99
ρ(1) 0.627 0.605 0.604 0.602 0.609 0.602 0.598
En re´sume´, les innovations cumulatives sont des fonctions puissances permettant de calculer
le nombre de valeurs de performance nouvelles rencontre´es au cours de marches neutres et
ale´atoires. Relativement a` l’ensemble des solutions de l’espace de recherche, les RN posse`dent
une capacite´ de de´couverte importante et qui augmente avec le nombre de clauses.
Autocorre´lation de l’e´volvabilite´ maximale
L’autocorre´lation de l’e´volvabilite´ maximale a e´te´ mesure´e suivant le meˆme protocole que
dans la section 3.2.5. La figure 3.26 pre´sente les fonctions d’autocorre´lation et la table 3.11
donne les valeurs des coefficients d’ordre 1 pour les diffe´rentes valeurs du parame`tre m.
Ces fonctions sont de´croissantes de limite nulle. Elles sont du premier de´crit dans la section
3.2.5. Pour toutes les valeurs du parame`tre m, les coefficients ρ(1) ont des valeurs tre`s proches
autour de 0.6. Les fonctions d’autocorre´lation se diffe´rencient par leur vitesse de de´croissance.
Les fonctions de´croissent d’autant plus vite que le nombre de clauses est petit.
Les corre´lations d’e´volvabilite´ maximale entre solutions voisines dans un re´seau de neutralite´
ne sont pas nulles. Les valeurs de performances autour des RN ne sont donc pas re´parties
ale´atoirement. Les variations de l’e´volvabilite´ maximale sont plus petites lorsque le nombre de
clauses est moins important.
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Fig. 3.29 – Fonctions d’autocorre´lation de l’e´volvabilite´ maximale pour diffe´rentes valeurs du
parame`tre m pour les paysages MAX-3-SAT pour N = 16.
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3.3.2 Routes e´pistatiques
Dans cette sous-section, nous e´tudions la neutralite´ du paysage des Routes E´pistatiques que
nous avons propose´ dans [30], ou` les solutions sont de taille variable. Ce paysage ajoute au
paysage des routes royales [101] des interactions e´pistatiques entre les solutions sous-optimales
appele´es blocs. Nous pre´sentons tout d’abord, les paysages des Routes Royales (RR) issue du
domaine de la programmation ge´ne´tique line´aire afin de permettre l’e´tude des ope´rateurs de
recombinaison ; en particulier, nous mettons en e´vidence leurs effets destructifs (ou constructifs)
sur les blocs. Le nombre entier strictement positif b est un parame`tre du paysage indiquant
la taille d’un bloc. L’espace de recherche S est constitue´ des solutions de taille variable sur
le vocabulaire Σ = {a1, . . . , aN} fini de taille N . Le voisinage d’une solution de taille λ est
l’ensemble des solutions dont la taille est λ−1 (de´le´tion d’une lettre), λ (alte´ration d’une lettre)
et λ + 1 (ajout d’une lettre). La fonction Bb indique la pre´sence d’un bloc contigu de taille b
d’une meˆme lettre a ∈ Σ dans une chaˆıne de longueur λ. Bb(s, a) = 1 si ∃i ∈ [0, λ − b[ ∀j ∈
[0, b − 1] si+j = a et Bb(s, a) = 0 sinon. La performance d’une chaˆıne s est alors le nombre de
blocs restant a` construire parmi les N possibles :
fNb(s) = N − 1
N
N∑
i=1
Bb(s, ai)
Le paysage des Routes E´pistatiques (RE) est donc caracte´rise´ par les trois parame`tres N ,
K et b. Ce paysage utilise la pre´sence ou de l’absence d’un bloc comme dans le paysage des
Routes Royales et ajoute de l’e´pistasie entre ces blocs a` l’aide d’une fonction d’adaptation d’un
paysage NK :
fNKb(s) =
1
N
N∑
i=1
fi(Bb(s, ai), Bb(s, ai1), . . . , Bb(s, aiK ))
Les fonctions fi sont les fonctions de contributions du paysage NK (de´finition 1.4.3). Une per-
mutation de l’espace du paysage NK est effectue´e de manie`re a` obtenir l’optimum globale pour
1N , ou` tous les blocs sont pre´sents.
Le neutralite´ moyenne est d’autant plus grande que la taille des blocs b est grande. Le para-
me`tre K ajuste l’e´pistasie, son influence sur l’e´pistasie est d’autant plus faible que la neutralite´
moyenne est importante. Lorsque K = 0, le paysage RE est sans e´pistasie correspond au paysage
RR, lorsque K = N − 1, l’e´pistasie est maximale, la construction successive des blocs rencontre
beaucoup d’optima locaux. La the`se [100] p. 84 propose une e´tude des paysages RR et RE du
point de vue de l’e´pistasie.
Dans la suite, nous menons une e´tude de la neutralite´ sur ce type de paysage. Le nombre
de bloc N de´crit l’ensemble {8, 10, 16}, le parame`tre d’e´pistasie K l’ensemble {0, 2, 4, 7} et la
taille des blocs b l’ensemble {1, 2, 3, 4}. Pour chaque valeurs des parame`tres, nous ge´ne´rons de
manie`re inde´pendante 10 instances de paysages NK. Il n’est e´videmment pas possible de ge´ne´rer
exhaustivement toutes les solutions de l’espace de recherche. Pour chaque instance de paysage,
nous ge´ne´rons un e´chantillon de solutions initiales. Les solutions initiales sont de taille choisie
uniforme´ment entre N b et 3N b et chaque locus est choisi uniforme´ment dans Σ. De meˆme, le
voisinage de chaque solution est trop large pour eˆtre entie`rement explorer. Pour chaque solution
nous explorons un e´chantillon de 300 solutions voisines dont la taille est choisie de manie`re
e´quiprobable parmi {λ− 1, λ, λ + 1}.
Distribution des degre´s de neutralite´
L’e´chantillon de solutions pour estimer la distribution des degre´s de neutralite´ est de taille
103. Nous ne pouvons pas ici calculer le degre´ de neutralite´ (nombre de solutions voisines de
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Fig. 3.30 – Distribution des degre´s de neutralite´ pour diffe´rentes valeurs des parame`tres des
paysages RE.
Tab. 3.14 – Espe´rance (E) et e´cart-type (σ) des distributions du degre´ de neutralite´ pour
diffe´rentes valeurs des parame`tres des paysages RE.
N = 8 N = 10 N = 16
b E σ E σ E σ
1 0.805 0.122 0.788 0.130 0.785 0.126
2 0.804 0.044 0.811 0.036 0.854 0.025
3 0.946 0.031 0.960 0.025 0.982 0.014
4 0.990 0.016 0.994 0.011 0.998 0.004
meˆme performance) puisque la taille du voisinage est de taille variable. Nous calculerons pour
une solution, la probabilite´ qu’une solution voisine soit de meˆme performance. La figure 3.30
pre´sente les distributions de ces probabilite´s.
Ces distributions de probabilite´ ne de´pendent pas du parame`tre K. Nous avons donc donne´
uniquement les re´sultats pour K = 0. En effet, la performance d’une solution est modifie´e
si et seulement le nombre de blocs est modifie´. La valeur du parame`tre K ajuste seulement
la corre´lation entre deux solutions voisines lorsque le nombre de blocs pre´sents dans chacune
d’entre elles est diffe´rent. Les distributions sont des distributions unimodales, excepte´es quand
la valeur de b e´gale a` 1.
La table 3.14 donne les moyennes et les e´cart-types des distributions pre´ce´dentes. La neutra-
lite´ moyenne des paysages augmente fortement avec le parame`tre b et diminue dans une moindre
mesure lorsque le parame`tre N augmente. La probabilite´ qu’une solution voisine ait la meˆme
performance est tre`s e´leve´e (supe´rieure a` 0.78). Pour b = 4, les solutions voisines (probabilite´
supe´rieure a` 0.99) ont quasiment toutes la meˆme performance.
L’autocorre´lation des degre´s de neutralite´ (figure 3.31) a e´te´ calcule´e a` partir de 50 marches
neutres de longueur 150 pour chaque instance de paysage. De nouveau, les fonctions sont in-
de´pendantes du parame`tre K. Elles sont de´croissantes jusqu’a` la valeur nulle. La de´croissance
est d’autant plus accentue´e que le coefficient d’ordre 1, ρ(1), est grand. Pour une valeur du
parame`tre b, le coefficient ρ(1) de´croˆıt lorsque N augmente. Remarquons que, contrairement
aux variantes des paysages NK ou aux paysages MAX-SAT, la corre´lation diminue lorsque le
degre´ de neutralite´ moyen augmente.
En re´sume´, le degre´ de neutralite´ moyen est inde´pendant du parame`tre e´pistatique K et
augmente fortement avec la taille d’un bloc b (jusqu’a` 99% de solutions voisines de meˆme
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Fig. 3.31 – Fonctions d’autocorre´lation et coefficient d’autocorre´lation d’ordre 1 (en bas a`
droite) des degre´s de neutralite´ pour diffe´rentes valeurs des parame`tres des paysages RE.
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Tab. 3.15 – Re´gressions line´aires des innovations cumulatives neutre et ale´atoire log(Cn(t)) =
an log(t) + bn et log(Ca(t)) = aa log(t) + ba pour les paysages RE. Le coefficient de corre´lation
est note´ ρ.
Marche Neutre Marche ale´atoire
N K b ρ an bn ρ aa ba τ
8 0 1 0.986 0.17458 1.9042 0.994 0.64191 1.2803 3.68
2 0.989 0.17522 2.0247 0.996 0.57601 1.7496 3.29
3 0.996 0.13046 1.6188 0.990 0.39908 1.2194 3.06
4 0.991 0.28299 0.4311 0.986 0.32750 0.3557 1.16
performance pour b = 4). Le nombre de blocs maximal N a peu d’influence. La corre´lation des
degre´s est faible lorsque la taille des blocs est grande. Selon l’e´chelle empirique e´tablie dans la
section 3.2.1, la corre´lation des degre´s de neutralite´ est dans la zone de forte corre´lation excepte´
lorsque le degre´ de neutralite´ moyen est important. Le graphe des RN des paysages RE pour les
valeurs de parame`tres e´tudie´es n’est pas ale´atoire et les variations du degre´ de neutralite´ entre
solutions voisines sur les RN sont faibles.
Taux d’innovation
Comme pour les distributions de probabilite´ pre´ce´dentes, les innovations cumulatives ne
de´pendent pas du parame`tre K. Nous avons donc donne´ seulement les re´sultats pour K = 0.
Lorsque le degre´ de neutralite´ moyen du paysage augmente, les coefficients bn, ba ainsi que
aa diminuent. La variation de an n’est pas monotone en fonction de la taille de bloc b. Toutefois,
le coefficient τ croˆıt avec la taille de bloc. Par contre, ce nombre de blocs N influence peu les
valeurs des coefficients.
En re´sume´, nous avons observe´ la corre´lation inverse compare´e a` celles des paysages NKq,
NKM , NKp et MAX-SAT, a` savoir que le taux d’innovation augmente avec la neutralite´.
Autocorre´lation de l’e´volvabilite´ maximale
L’autocorre´lation de l’e´volvabilite´ maximale a e´te´ calcule´e a` partir des meˆmes marches
neutres que pour l’autocorre´lation des degre´s de neutralite´. La figure 3.33 montre un exemple
parmi toutes les fonctions d’autocorre´lation obtenues. Pour l’ensemble des parame`tres teste´s,
les formes des courbes repre´sentatives sont identiques a` l’exemple donne´, seule la valeur du
coefficient d’autocorre´lation d’ordre 1 varie : les fonctions sont de´croissantes de limite nulle.
Les coefficients d’autocorre´lation d’ordre 1 sont donne´s figure 3.33. Pour des valeurs de K
et b fixe´es, le coefficient est de´croissant lorsque N augmente. Quelque soient N et K, la valeur
ρ(1) pour b = 1 (au dessus de 0.5) domine celles pour les autres valeurs de b. Le coefficient ρ(1)
est faible pour b > 1.
En re´sume´, l’autocorre´lation de l’e´volvabilite´ maximale est plus faible (hormis le cas limite
ou` la taille du bloc est 1) que dans le cas des paysages NKq, NKM , NKp ou MAX-SAT.
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Fig. 3.32 – Fonctions d’autocorre´lation de l’e´volvabilite´ maximale pour diffe´rentes valeurs du
parame`tre K sur les paysages RE avec N = 16 et b = 2.
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Fig. 3.33 – Coefficient d’autocorre´lation de l’e´volvabilite´ maximale d’ordre 1 pour diffe´rentes
valeurs des parame`tres des paysages RE.
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3.4 Synthe`se du chapitre
Dans ce chapitre, nous avons pre´sente´ les mesures existantes qui permettent de caracte´riser
les re´seaux de neutralite´ (RN) d’un paysage adaptatif : distribution de degre´ de neutralite´,
autocorre´lation des degre´s de neutralite´, taille des RN, taux d’innovation. Nous avons de´fini une
nouvelle mesure, l’autocorre´lation de l’e´volvabilite´, qui mesure la corre´lation de l’e´volvabilite´ au
cours d’une marche sur un RN. Cette mesure permet de comple´ter la description des paysages
neutres a` proximite´ des RN.
Nous avons analyse´ a` l’aide des mesures trois familles de paysages pour lesquelles la neutralite´
est ajustable. Ces trois variantes des paysages NK, les paysages NKq, NKM et NKp, sont
repre´sentatives de la manie`re d’obtenir de la neutralite´ dans un paysage additif :
– pour les paysages NKq, les termes de la somme sont discre´tise´s entre 0 et q− 1. Le degre´
de neutralite´ moyen est alors limite´ mais les RN sont structure´s.
– pour les paysages NKp, les termes de la somme sont nulles avec une probabilite´ p. Le
degre´ de neutralite´ moyen est alors fortement controˆle´ par le parame`tre p, et les RN sont
structure´s.
– pour les paysages NKM , la somme est discre´tise´e en M valeurs. Le degre´ moyen du
paysage de´pend fortement de M , mais les RN sont moins structure´s que pour les autres
variantes.
Nous avons analyse´ les RN du proble`me acade´mique MAX-SAT et du proble`me des Routes
E´pistatiques que nous avons propose´ dans [30] dont les solutions sont de tailles variables.
Dans ces e´tudes, nous avons propose´ une repre´sentation originale de la distribution des tailles
a` l’aide d’un profil rang-taille et calcule´ la corre´lation des degre´s de neutralite´ qui n’avait jamais
e´te´ auparavant utilise´e dans le domaine de l’optimisation combinatoire. Nous avons pu proposer
une e´chelle permettant de classer les proble`mes selon la valeur de cette corre´lation.
L’accumulation de ces donne´es peut maintenant servir de re´fe´rence dans l’e´tude de nou-
veaux paysages adaptatifs neutres. La mise en e´vidence de nouvelles caracte´ristiques dans des
paysages de re´fe´rence, autocorre´lation des degre´s, autocorre´lation de l’e´volvabilite´ maximale,
permet a` la fois de comple´ter l’image d’un paysage adaptatif neutre et d’imaginer de nouvelles
me´taheuristiques d’optimisation.
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Chapitre 4
Dynamique et Me´taheuristiques
dans les proble`mes neutres
Dans ce chapitre, nous allons d’abord pre´senter la dynamique des algorithmes e´volution-
naires (AE) dans les paysages adaptatifs neutres. Cette dynamique des e´quilibres ponctue´s fuˆt
initialement de´couverte en biologie de l’e´volution mole´culaire, puis adapte´e au domaine de l’op-
timisation combinatoire. Nous ge´ne´raliserons au mode de se´lection par tournoi, un re´sultat
e´nonc¸ant la dynamique des AE sur un RN.
Les mesures sur les paysages adaptatifs neutres ont mis en lumie`re de nouvelles caracte´-
ristiques des re´seaux de neutralite´ : les RN sont structure´s et leurs interactions peuvent eˆtre
utilise´es pour guider une recherche. Nous proposerons ici une nouvelle me´taheuristique, appele´
recherche pe´riscopique (RP), adapte´e aux paysages neutres utilisant la notion d’e´volvabilite´ pour
guider la recherche sur les RN. Les re´sultats expe´rimentaux sur les variantes neutres des pay-
sages NK confirmeront l’inte´reˆt de la RP et surtout la corre´lation entre ses performances et les
mesures de neutralite´ re´alise´es au chapitre 3.
Le proble`me de majorite´ est un proble`me d’apprentissage difficile de la taˆche de classification
re´alise´e par un automate cellulaire. Le paysage adaptatif relatif a` ce proble`me est massivement
neutre : cela est du en partie a` l’erreur d’e´valuation de la performance d’une re`gle. Nous allons
e´tudier le paysage dans son ensemble et montrer que le nombre important de solutions de
performance nulle ne permet pas une e´tude statistique. Ensuite, nous allons e´tudier ce paysage
par le “haut” en conside´rant les meilleurs optima locaux connus a` ce jour. Nous de´finirons le
sous-espace Olympe des similarite´s entre ces diffe´rents optima et des syme´tries du proble`me.
L’e´tude de ce sous-espace et l’analyse de ses RN permettra de montrer qu’une optimisation par
l’AE restreinte a` l’Olympe prenant en compte la neutralite´ est plus facile et permet de trouver
a` moindre couˆt des solutions de qualite´ e´quivalente aux meilleurs.
4.1 Dynamique des algorithmes e´volutionnaires
Dans cette section, nous allons commencer par de´crire l’e´volution par e´quilibres ponctue´s,
puis nous exposerons la dynamique d’e´volution des algorithmes e´volutionnaires sur un re´seau
de neutralite´.
En pale´ontologie, les travaux de Eldge et Gould [34] ont mis en e´vidence un type d’e´volution
appele´ e´quilibres ponctue´s. L’e´volution se de´roule selon l’alternance de deux phases. Pendant la
premie`re, l’adaptation d’une espe`ce n’augmente pas et l’adaptation moyenne de la population
stagne. Dans une seconde phase, l’adaptation augmente brusquement : on observe alors un saut
qualitatif significatif ; la descendance du nouvel individu trouve´ se re´pand rapidement dans la
population (voir figure 4.1). Ce sche´ma d’e´volution d’une espe`ce dans un paysage multimodale a
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e´te´ explicitement propose´ par S. Wright [147] et mode´lise´ par C. M. Newmann [90] et R. Lande
[78]. La population forme un nuage localise´ autour d’un optimum local : elle reste dans cet e´tat
jusqu’a` ce qu’un mutant puisse traverser une “valle´e” afin d’atteindre un nouvel optimum. Ce
type d’e´volution peut e´galement trouver une explication dans le contexte des paysages neutres.
Dans le domaine de l’optimisation par algorithme e´volutionnaire, on rencontre les meˆmes
phases d’e´volution qui sont dues a` la neutralite´ du paysage. Pendant la premie`re phase la popula-
tion se diffuse ale´atoirement sur le re´seau avec une probabilite´ faible et constante de trouver une
porte ; puis dans la seconde phase, une porte conduisant a` un re´seau de neutralite´ de meilleure
performance est emprunte´e. La question de savoir si un algorithme e´volutionnaire effectue une
recherche ale´atoire pendant la premie`re phase est toujours ouverte. Quelques e´le´ments de re´-
ponse ont e´te´ apporte´s par l’e´tude de la dynamique sur un re´seau de neutralite´.
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Fig. 4.1 – Exemple d’e´volution de performance d’une population lors d’une dynamique d’e´qui-
libres ponctue´s.
Derrida [31] a re´alise´ une e´tude de´taille´e de l’e´volution d’une population de taille finie sur un
paysage dit “plat”, ou` toutes les solutions ont la meˆme performance. Dans ce cas, et contraire-
ment a` l’intuition, la dynamique e´volutionnaire demeure tre`s complexe. La population se divise
en sous-populations ou` les solutions partagent une meˆme ge´ne´alogie. Des travaux [13] [94] [92],
a` la croise´e de la biologie mole´culaire et de l’optimisation, ont e´tudie´s la convergence d’une
population sur un re´seau de neutralite´. Le mode`le prend en compte une population infinie sou-
mise a` une se´lection proportionnelle a` la performance et a` une mutation d’un bit par locus.
Wilke [142] ge´ne´ralise cette e´tude a` un mode de mutation plus ge´ne´ral. Dans tous les cas, la
distribution limite de la population sur le re´seau de neutralite´ est uniquement de´termine´e par
la topologie du re´seau. Elle est inde´pendante de la proportion de solutions sur le RN ou du taux
de mutation. Le degre´ de neutralite´ moyen de la population est supe´rieur au degre´ de neutralite´
moyen du RN, i.e. la distribution de la population converge vers les re´gions de´couvertes ou` les
solutions ont les plus grands degre´s de neutralite´. En formulant l’hypothe`se que la probabilite´
de mutation augmentant la performance est faible pour l’ensemble des solutions du RN, la pro-
babilite´ de de´grader la performance des solutions par mutation, i.e. la probabilite´ de diminution
de performance d’une solution, est plus faible pour la population limite que pour une popula-
tion re´partie ale´atoirement sur le RN. L’e´volution de la population sur un RN augmente, sous
cette hypothe`se, la robustesse (la non de´gradation de performance par mutation) vis-a`-vis des
mutations [114].
Dans chacun des cas pre´ce´dents, seule une se´lection proportionnelle a` la performance est
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conside´re´e. Cependant, il ne faut pas oublier que la de´finition du voisinage neutre de´pend du
mode de se´lection. Par exemple, avec une se´lection proportionnelle a` la performance, deux va-
leurs de performance tre`s proches auront quasiment le meˆme taux de reproduction alors qu’avec
une se´lection par tournoi, elles seront conside´re´es comme strictement diffe´rentes. Le choix du
mode de se´lection influence la nature de la neutralite´ et ainsi la dynamique de la recherche.
Par ailleurs la se´lection par tournoi e´tant la plus largement utilise´e pour les algorithmes e´volu-
tionnaires, nous proposons donc de montrer, en adaptant la preuve de Nimwegen [94], que les
re´sultats pre´ce´dents sont e´galement valides pour ce type de se´lection :
Proposition :
Pour une se´lection par tournoi, la distribution limite de la population sur un RN est uniquement
de´termine´e par la topologie du re´seau. Elle est inde´pendante de la proportion de solutions sur
le RN ou du taux de mutation. Le degre´ de neutralite´ moyen de la population est supe´rieur au
degre´ de neutralite´ moyen du RN.
Preuve :
Nous conside´rons un algorithme e´volutionnaire limite´ a` l’ite´ration de se´lection par tournoi
puis de mutation. L’espace de recherche conside´re´ est l’ensemble des chaˆınes binaires de longueur
L. La mutation alte`re un seul bit par chaˆıne avec une probabilite´18 µ. Soit P la proportion de
la population (infinie) sur le re´seau de neutralite´ G de performance σ ; on suppose que le reste
de la population a des performances infe´rieures. La se´lection par tournoi de taille t choisit au
hasard t solutions dans la population et se´lectionne la meilleure comme ge´niteur. La proportion
moyenne sur le re´seau apre`s le tournoi est de 1− (1−P )t, soit Pα avec α = ∑t−1k=0 ( tk+1)(−P )k.
Apre`s mutation, une proportion < ν > reste sur le re´seau et une proportion 1− < ν > voit
sa performance se de´grader. Soit Q la proportion des solutions de performances infe´rieures qui
atteignent le re´seau G par mutation, nous avons a` l’e´quilibre P = α < ν > P + Q. En ge´ne´ral,
Q est ne´gligeable devant P ; si bien que nous obtenons un e´quilibre entre les individus quittant
le re´seau par mutation et la pression de se´lection : α < ν >= 1. Maintenant exprimons la
relation entre le degre´ de neutralite´ ds d’une solution s ∈ G et la probabilite´ νs de rester sur
s : νs = 1− µ(1 − dsL ). Asymptotiquement < ν >=
∑
s∈G νs
Ps
P
et le degre´ moyen de neutralite´
< d > de la population est e´gale a`
∑
s∈G ds
Ps
P
. Pour une population sur G, nous obtenons la
relation entre la neutralite´ apparente de la population et la proportion d’individus sur le re´seau :
< d >= L(1− α− 1
µα
) (4.1)
Ainsi connaissant la proportion de solutions de meˆme performance dans la population, on peut
estimer le degre´ de neutralite´ moyen de la population. En conside´rant que pour des solutions
de meˆme performance, le tournoi se´lectionne un individu avec une probabilite´ uniforme, la
proportion Ps de solutions s ∈ G est le produit de la proportion de solutions sur G et de
la probabilite´ que cette solution soit s, soit Ps =
Ps
P
(1 − (1 − P )t) = αPs. La distribution
asymptotique ve´rifie donc ∀s ∈ G, Ps = (1 − µ)αPs + µL
∑
t∈V(s)∩G αPt. Ainsi en utilisant
l’e´quation 4.1, nous obtenons
< d > ~P = G~P (4.2)
ou` G est la matrice d’adjacence du graphe induit par G et ~P le vecteur de distribution Ps
pour tout s ∈ G. A` l’aide du the´ore`me de Perron-Frobenius, nous pouvons conclure comme
dans [94] que la distribution asymptotique ~P est inde´pendante du taux de mutation et du
niveau d’adaptation et ne de´pend que de la topologie du re´seau. De meˆme, le degre´ moyen de
la population est plus grand que la moyenne sur le re´seau, ce qui signifie que la population
converge vers les zones de plus grand degre´ de neutralite´.
18La preuve se ge´ne´ralise aux chaˆınes sur un alphabet de taille quelconque ainsi qu’a` d’autres modes de mutation
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Cette preuve repose sur les hypothe`ses d’e´quilibre de proportion d’une part entre le re´seau
et les autres niveaux d’adaptation et d’autre part en tout point du re´seau de neutralite´. Notons
que la vitesse et le mode de convergence ne sont pas expose´s, ni les variations stochastiques
autour de la distribution asymptotique qui peuvent eˆtre de´terminante pour l’efficacite´ de la
recherche.
4.2 Me´taheuristique dans les paysages neutres : Recherche Pe´-
riscopique
Dans cette section, nous proposons une nouvelle me´taheuristique, que nous avons de´fini dans
les articles [21, 138], adapte´e aux paysages neutres utilisant la notion d’e´volvabilite´ pour guider
la recherche sur les re´seaux de neutralite´. Cette me´taheuristique, appele´ recherche pe´riscopique
(RP), est image´e par la me´taphore de la nage avec pe´riscope. Elle consiste en l’ite´ration de deux
e´tapes, la premie`re optimise une mesure d’e´volvabilite´ sur un re´seau de neutralite´, la suivante
re´alise un saut qualitatif de performance en se´lectionnant une solution voisine ade´quate.
Apre`s avoir de´fini l’algorithme de la recherche, nous comparons les potentialite´s de cette
me´taheuristique a` celles existantes sur les variantes des paysages NK e´tudie´es au chapitre 3
4.2.1 Algorithme
Dans le chapitre 3, nous avons mis en e´vidence, pour un certain nombre de paysages, que la
corre´lation de l’e´volvabilite´ maximale entre solutions voisines sur un re´seaux de neutralite´ est
non nulle. Nous pouvons en de´duire que le sous-paysage re´duit aux solutions du RN, de voisi-
nage induit par la relation de voisinage neutre et dont la fonction a` optimiser est l’e´volvabilite´
maximale est peu rugueux. On peut donc espe´rer optimiser l’e´volvabilite´ maximale sur un RN
par recherche locale afin d’obtenir une solution potentiellement de meilleure performance. Le
principe de la me´taheuristique de recherche pe´riscopique utilise ce principe. La RP ite`re deux
phases : durant la premie`re, elle optimise sur un RN, a` l’aide d’un ope´rateur local, une mesure
d’e´volvabilite´ jusqu’a` ce qu’une condition d’arreˆt termine cette phase ; la seconde e´tape consiste
a` appliquer un autre ope´rateur local afin d’obtenir une solution de meilleure performance.
Dans un premier temps, l’algorithme de Recherche Pe´riscopique Ge´ne´rique (RPG) est de´fini
sans particulariser ni la de´finition de l’e´volvabilite´ sur le RN, ni les ope´rateurs de recherche
locale entre RN. Soient opf,V un ope´rateur de recherche local et une mesure d’e´volvabilite´
evol : S −→ IR (de´finition 1.3.2) relative a` l’ope´rateur opf,V . Soit opevol,Vn un autre ope´ra-
teur de recherche local qui se´lectionne en fonction de l’e´volvabilite´ evol une solution voisine
dans le voisinage neutre. L’algorithme 3 donne l’algorithme de la RPG. Cond et Condn sont des
conditions d’arreˆt de l’optimisation par l’ope´rateur opf,V et de l’optimisation de l’e´volvabilite´
par l’ope´rateur opevol,Vn.
Algorithme 3 Recherche Pe´riscopique Ge´ne´rique
Choisir une initiale solution s ∈ S
re´pe´ter
tant que not Condn(s) faire
s← opevol,Vn(s)
fin tant que
s← opf,V(s)
jusqu’a` Condn(s)
La me´taphore d’une recherche a` la surface d’un lac est souvent utilise´e pour “visualiser” la
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recherche sur les re´seaux de neutralite´. On parle alors de “de´rive”, de “nageur de re´seaux”, etc.
La recherche pe´riscopique comple`te la me´taphore du nageur sur un RN en e´quipant le nageur
d’un pe´riscope qui lui permet de se guider en “regardant” au-dessus du RN. Le pe´riscope est la
repre´sentation me´taphorique de la mesure d’e´volvabilite´.
Nous exposons maintenant la me´taheuristique de recherche pe´riscopique dans le cas ou`
l’ope´rateur de recherche local est l’ope´rateur HC (voir section 2.3.1) et la mesure d’e´volvabilite´
est l’e´volvabilite´ maximale (voir section 3.2.5).
De´finition: L’e´volvabilite´ maximale d’une solution s est la fonction evolmax qui associe a`
tout s ∈ S la plus grande performance du voisinage V(s) : ∀s ∈ S, evolmax(s) = max{f(s′) | s′ ∈
V(s)}.
La de´finition du pre´dicat isLocal (voir section 1.3.1) permet de de´finir les conditions d’arreˆt
de l’algorithme sur des solutions localement optimale. Un maximum local est une solution ou`
toutes les solutions voisines sont de performance strictement plus petite et un maximum local
neutre est une solution ou` toutes les solutions du voisinage neutre sont d’e´volvabilite´ maximale
strictement plus petite :
De´finition: Une solution s est un maximum local ssi isLocal(s, f,V) et une solution s est
une maximum local neutre ssi isLocal(s, evolmax,Vn)
L’algorithme 4 est l’algorithme de recherche pe´riscopique associe´ a` l’ope´rateur HC et les
figures 4.2 et 4.3 illustrent son principe.
Algorithme 4 Recherche Pe´riscopique
Choisir une solution initiale s ∈ S
re´pe´ter
tant que non isLocal(s, evolmax,Vn) faire
M = max{evolmax(s′) | s′ ∈ Vn(s)− {s}}
si evolmax(s) < M alors
choisir s
′ ∈ Vn(s) telle que evolmax(s′) = M
fin si
fin tant que
choisir s
′ ∈ V(s)−Vn(s) telle que f(s′) = evolmax(s)
s← s′
jusqu’a` isLocal(s, f,V)
4.2.2 Algorithmes de comparaisons
Afin de mettre en e´vidence les potentialite´s de la me´taheuristique de recherche pe´riscopique,
la RP est teste´e sur les variantes des paysages NK et cinq algorithmes sont utilise´s pour comparer
ces performances : deux algorithmes adapte´s aux paysages neutres, le Nageur de Re´seau de´fini
section 1 (NR) et l’Extrema Se´lection (ES) de´fini section 1.4.4 ; un algorithme e´volutionnaire
simple (AES) re´duit aux ope´rateurs de se´lection et de mutation (algorithme 6) et deux algo-
rithmes d’exploitation maximale du voisinage, le Hill Climbing (HC) (voir algorithme 7) et le
Hill Climbing dont le rayon du voisinage est de longueur de Hamming 2 (HC2) (voir algorithme
8).
Le nageur de re´seau teste une solution voisine ale´atoirement et la se´lectionne seulement si
la performance est supe´rieure ou e´gale. Le NR explore ale´atoirement les RN. Cette recherche
permet de tester si une recherche ale´atoire est pre´fe´rable a` la RP.
L’extrema se´lection est un algorithme e´volutionnaire (voir algorithme 5) particulier ou` l’on
utilise une performance endoge`ne. Celle-ci est e´gale a` 0 si la solution est infe´rieure au produit
d’un seuil et de la meilleur performance de la population, et est e´gale a` la distance au centroı¨de
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Fig. 4.2 – Illustration de la recherche pe´riscopique : la recherche pe´riscopique alterne une phase
de mouvements neutres jusqu’a` trouver un maximum local neutre avec un saut qualitatif de
performance.
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Fig. 4.3 – Illustration de la recherche pe´riscopique : pendant la phase de mouvements neutres,
l’algorithme se´lectionne la solution voisine du re´seau de neutralite´ dont l’e´volvabilite´ est la plus
grande.
de la population dans le contraire. Selon Stewart [128], sur le proble`me NKp, les meilleures
performances sont obtenus pour un algorithme sans ope´rateur de croisement et ou` la se´lection
pour le remplacement est “Steady-state” : a` chaque ite´ration une solution est se´lectionne´e par
tournoi selon la performance endoge`ne et remplace la solution de moins bonne performance de
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la population. Nous utiliserons les meˆmes valeurs de parame`tre que dans [128] : une population
de taille 100, un tournoi de taille 2, un seuil e´gale a` 0.99 et une probabilite´ de mutation par bit
de 0.01.
Algorithme 5 Extrema se´lection (ES)
step ← 0
Choisir une population initiale de solutions P = (si)0<i≤sizePop
tant que step ≤ stepMax faire
Evaluer les performances : ∀i ϕi ← f(si)
M = max{ϕi | 0 < i ≤ sizePop}
Calculer le centro¨ıde C de la population
pour i = 1 to sizePop faire
si ϕi < seuil ×M alors
ϕi ← 0
sinon
ϕi ← distance(C, si)
fin si
fin pour
P ′ ← Select(P, ϕ)
P ← Mutation(P ′)
step ← step + 1
fin tant que
L’algorithme e´volutionnaire simple utilise´ est de´crit par l’algorithme 6. Ces spe´cifications
sont les meˆmes que l’algorithme d’extrema se´lection : une population de taille 100, une probabi-
lite´ de mutation par bit de 0.01 et une se´lection “steady-state” re´alise´e par un tournoi de taille
2.
Algorithme 6 Algorithme e´volutionnaire simple (AES)
step ← 0
Choisir une population initiale de solutions P = (si)0<i≤sizePop
tant que step ≤ stepMax faire
Evaluer les performances : ∀i ϕi ← f(si)
P ′ ← Select(P, ϕ)
P ← Mutation(P ′)
step ← step + 1
fin tant que
L’algorithme HC est de´crit par l’algorithme 7. Il consiste en l’ite´ration de l’ope´rateur de´fini
dans la section 2.3.1. L’algorithme HC2 exploite un voisinage plus large que l’algorithme HC. A
chaque ite´ration, il se´lectionne la solution de meilleure performance dans le voisinage de taille
2. Avant de pre´senter cet algorithme, nous devons donner les de´finitions suivantes :
De´finition: Le voisinage e´tendu19 de V est la fonction de´finie par V2(s) = ∪s1∈V(s)V(s1) et
evol2 est la fonction qui associe a` chaque solution s ∈ S la performance maximale du voisinage
e´tendue V2(s) : ∀s ∈ S, evol2(s) = max{f(s′)|s′ ∈ V2(s)} L’algorithme HC explore moins de
solutions du voisinage et l’algorithme HC2 en explore plus que la recherche pe´riscopique. Ces
algorithmes permettrons de savoir si les performances de RP sont une conse´quence de la taille
du voisinage explore´.
19remarquons que V(s) ⊂ V2(s)
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Algorithme 7 Hill Climbing (HC)
step ← 0
Choisir une solution initiale s ∈ S
re´pe´ter
choisir s
′ ∈ V(s) telle que f(s′) = evolmax(s)
s← s′
step ← step + 1
jusqu’a` isLocal(s, f,V)
Algorithme 8 Hill Climbing e´tendu (HC2)
step ← 0
Choisir une solution initiale s ∈ S
re´pe´ter
si evol(s) = evol2(s) alors
choisir s
′ ∈ V(s) telle que f(s′) = evol2max(s)
sinon
choisir s
′ ∈ V(s) telle que evolmax(s′) = evol2max(s)
fin si
s← s′ , step ← step + 1
jusqu’a` isLocal(s, f,V2)
4.2.3 Re´sultats expe´rimentaux
Les six me´taheuristiques sont applique´es sur les meˆmes instances des paysages NKq, NKM
et NKp dont la neutralite´ a e´te´ e´tudie´ au chapitre 3. Nous e´tudions deux tailles d’espace de
recherche, N = 16 et N = 64. Pour N = 16, le parame`tre K de´crit l’ensemble {1, 2, 3, 5, 8}.
Les trois parame`tres q, M et p ajustant la neutralite´ de´crivent les ensembles : q ∈ {2, 3, 4, 10},
M ∈ {16, 32, 48, 160} et p ∈ {0.5, 0.8, 0.9, 0.95, 0.99}. Pour chaque valeur des parame`tres, 50
instances inde´pendantes de paysages sont ge´ne´re´es. Pour N = 64, le parame`tre K de´crit l’en-
semble {2, 4, 8, 12, 16}. Les trois parame`tres q, M et p ajustant la neutralite´ de´crivent les meˆmes
ensembles que pre´ce´demment. Pour chaque valeur des parame`tres, 10 instances inde´pendantes
de paysage sont ge´ne´re´es.
Pour chaque instance, 102 exe´cutions inde´pendantes de chaque algorithme sont re´alise´es.
Pour le NR, la constante stepMax est e´gale a` 30020. Pour les algorithmes e´volutionnaires, le
nombre d’ite´rations est fixe´ a` 2000.
Performances moyennes
Pour chaque instance, nous calculons la performance moyenne et l’e´cart-type de chaque
algorithme, puis calculons de nouveau la moyenne et l’e´cart-type de ces re´sultats sur l’ensemble
des instances. Les figures 4.7, 4.8 et 4.9 pre´sentent les moyennes des performances obtenues pour
les trois familles de paysages pour N = 16 et les figures 4.7, 4.8 et 4.9 pour N = 64. Le de´tail
des re´sultats expe´rimentaux sont pre´sente´es en annexe .
Les performances sont diffe´rentes selon la taille de l’espace de recherche. Lorsque l’espace est
petit avec N = 16, les algorithmes e´volutionnaires AE et SE obtiennent les meilleures perfor-
mances sur toutes les instances de paysage. L’AE simple a toujours des performances supe´rieures
ou e´gales a` l’ES. Pour les paysages NKq, l’algorithme HC est le moins performant. Lorsque la
neutralite´ est plus importante et l’e´pistasie faible, le NR et la RP ont de meilleure performance
20Dans nos expe´riences, l’algorithme converge avant cette limite
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que le HC2. Pour les paysages NKM , le HC et la RP ont quasiment les meˆmes performances.
Pour toutes les valeurs des parame`tres, les algorithmes peuvent eˆtre classer par ordre de´croissant
de leurs performances : AE, ES, HC2, RP, HC, NR. Pour les paysages NKp, Les algorithmes
e´volutionnaires sont les plus performants. La RP est la moins performante en particulier lorsque
l’e´pistasie est faible. Les performances du RN sont supe´rieures a` celles du HC2 lorsque l’e´pistasie
est faible. Pour une taille d’espace de recherche trop petite, la recherche ale´atoire peut suffire a`
trouver de bonnes solutions. Pour ces espaces, le rapport entre les caracte´ristiques du paysage
et les capacite´s des algorithmes n’est donc pas mis en relief et ne permet pas de conclure sur les
potentialite´s de chaque algorithme.
Lorsque l’espace de recherche est de grande taille avec N = 64, les re´sultats sont diffe´rents.
Pour les paysages NKq, la Recherche Pe´riscopique obtient les meilleures performances pour
toutes les valeurs des parame`tres d’e´pistasie K et de neutralite´ q. La diffe´rence est d’autant plus
importante que l’e´pistasie est importante. Pour les paysages NKM , la recherche pe´riscopique
obtient de faibles performances excepte´ lorsque la neutralite´ est la plus faible pour M = 160. Les
HC et NR obtiennent les meilleurs performances lorsque le parame`tre d’e´pistasie est strictement
infe´rieur a` 16. Dans ce dernier cas, l’ES adapte´ a` la neutralite´ a la meilleur performance. Pour
les paysages NKp, la RP obtient les meilleures moyennes, excepte´ lorsque la neutralite´ est
trop faible (par exemple pour p = 0.5, l’AE a les meilleures performances), ou bien lorsque la
neutralite´ est trop importante (p = 0.99 et K = 2, 4, l’ES a les meilleures performances).
La recherche pe´riscopique est moins efficace lorsque le degre´ de neutralite´ moyen est trop
important, en effet dans ce cas l’e´volvabilite´ maximale est constante et la RP ne peut se de´placer
sur les RN. Mais, cet argument n’est pas suffisant pour rendre compte des performances, par
exemple, les paysages NKM avec K = 8 et M = 48 et NKp avec K = 4 et p = 0.9 ont le meˆme
de degre´ moyen de neutralite´, pourtant la RP a de meilleure performance sur le paysage NKp.
Les performances de la RP ne s’expliquent pas non plus par une plus grande exploration du
voisinage. A` chaque ite´ration, la RP explore (d + 1)N solutions voisines ou` d est le degre´ de
neutralite´ de la solution courante. Le HC2 explore N(N−1)/2 solutions voisines, or le HC2 a de
moins bonnes performances. On peut en de´duire que la RP re´alise un meilleur compromis entre
exploration et exploitation du voisinage en concentrant la recherche sur les solutions voisines de
meˆme performance.
Ces re´sultats confirment les mesures sur la structure des RN. Pour les paysages NKM ,
la structure des RN est plus faible (l’autocorre´lation des degre´s et de l’e´volvabilite´ maximale
est plus faible), la recherche pe´riscopique obtient de moins bonnes performances. En revanche,
lorsque la structure des RN est plus forte, comme dans les paysages NKq et NKp, la recherche
pe´riscopique devient plus performante.
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Fig. 4.4 – Performances moyennes pour les diffe´rentes me´taheuristiques pour les paysages NKq
avec N = 16.
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Fig. 4.5 – Performances moyennes pour les diffe´rentes me´taheuristiques pour les paysages NKM
avec N = 16.
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Fig. 4.6 – Performances moyennes pour les diffe´rentes me´taheuristiques pour les paysages NKp
avec N = 16.
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Fig. 4.7 – Performances moyennes pour les diffe´rentes me´taheuristiques pour les paysages NKq
avec N = 64.
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Fig. 4.8 – Performances moyennes pour les diffe´rentes me´taheuristiques pour les paysages NKM
avec N = 64.
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Fig. 4.9 – Performances moyennes pour les diffe´rentes me´taheuristiques pour les paysages NKp
avec N = 64.
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4.3 Proble`me massivement neutre : AC du proble`me de majo-
rite´
Dans cette section, nous analysons le paysage adaptatif relatif au proble`me de majorite´. Le
proble`me de majorite´ consiste a` trouver la re`gle d’un automate cellulaire qui re´alise la taˆche
de classification des configurations initiales par la densite´. Les automates cellulaires sont des
calculateurs universaux et leur dynamique peut eˆtre complexe et impre´dictible. Cette taˆche est
un bon exemple d’un phe´nome`ne d’e´mergence dans un syste`me complexe.
Ce paysage est un exemple repre´sentatif de paysage neutre ou` la neutralite´ est particulie`re-
ment importante, beaucoup de solutions ont des performances e´gales. Le proble`me de majorite´
est un proble`me d’apprentissage puisqu’il consiste a` trouver une bonne re`gle dont la performance
est e´value´e a` partir d’un e´chantillon de test. Nous allons montrer que l’erreur d’e´valuation ame`ne
a` de´finir une notion de neutralite´ qui peut eˆtre utile a` l’optimisation par me´taheuristique.
Dans un premier temps, nous allons e´tudier le paysage dans son ensemble et montrer que
le nombre important de solution de performance nulle ne permet pas une e´tude statistique.
Ensuite, nous e´tudierons ce paysage par le “haut” en conside´rant les meilleurs optima locaux
connus. L’exploitation des similarite´s entre ces diffe´rents optima et des syme´tries du proble`me,
permet de de´finir un sous-espace, appele´ Olympe, a` partir des six syme´triques des meilleurs
optima connus, les “dieux” de notre Olympe. Ce sous-espace Olympe sera analyse´. Enfin, nous
montrerons que l’optimisation par l’algorithme e´volutionnaire dans ce sous-espace en conside´rant
la neutralite´ du paysage est plus facile.
Introduction
Les automates cellulaires (AC) sont des syste`mes dynamiques discrets qui sont e´tudie´s depuis
de nombreuses anne´es a` cause de leur description simple et leur large spectre de dynamiques
possibles [18, 143]. Les AC sont des calculateurs universels et leur dynamique peut eˆtre complexe
et impre´dictible, bien que beaucoup d’entre eux pre´sentent des dynamiques simples comme des
points fixes ou des cycles attracteurs. Dans cette section, nous e´tudions un AC qui re´alise
une taˆche de calcul “simple” qui consiste a` classer les configurations initiales d’un AC a` deux
e´tats. Il s’agit de savoir si une configuration initiale contient une majorite´ de ’1’. En de´pit de son
apparente simplicite´, il est difficile pour un syste`me a` base de re`gles locales d’effectuer un“calcul”
global ; cela ne´cessite de re´aliser la circulation d’information a` travers tout l’automate. Comme
tel, il est un parfait exemple de paradigme d’un phe´nome`ne d’e´mergence dans un syste`me
complexe. En effet, la configuration finale de l’AC est une proprie´te´ e´mergente d’un syste`me
d’agents en interaction locale. En fait, il a e´te´ prouve´ qu’aucun AC ne peut re´aliser taˆche
cette parfaitement sur l’ensemble de toutes les configurations initiales possibles [77]. Toutefois,
plusieurs AC performants qui re´alisent la taˆche de densite´ ont e´te´ construit “a` la main”ou trouve´
a` l’aide de me´taheuristiques, en particulier a` l’aide d’algorithmes e´volutionnaires [89, 87, 118,
4, 66]. Pour une revue re´cente sur ces travaux depuis dix ans, on pourra consulter [25].
Tous ces travaux ont montre´ empiriquement qu’il e´tait difficile de trouver un AC re´alisant
la taˆche de densite´. Toutefois, il n’y a pas eu d’e´tude, a` notre connaissance, sur les raisons
particulie`res qui rendent ce paysage d’adaptation difficile. Dans la suite, nous allons e´tudier les
caracte´ristiques du paysage de la taˆche de densite´. Cette e´tude comple`te les travaux de Hordijk
[56] a` propos d’un autre proble`me sur les AC : la taˆche de synchronisation [27].
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4.3.1 Automate cellulaire et proble`me de majorite´
Automate cellulaire
Les AC sont des syste`me dynamiques pour lesquels le temps et l’espace sont discrets. Un
AC standard consiste en un ensemble de cellules indexe´es par Z d (les cellules sont dispose´es sur
une grille). Chaque cellule peut eˆtre dans un nombre fini d’e´tats actualise´ de manie`re synchrone
par pas de temps discret, selon une re`gle locale identique pour toute les cellules. Dans ce travail,
nous conside´rons seulement les AC boole´ens pour lesquels les e´tats des cellules sont 0 ou 1. Le
cellules sont dispose´es selon un tableau de dimension 1 (AC line´aire), une cellule est connecte´e
aux 2r + 1 plus proches cellules voisines (en incluant la cellule elle-meˆme), qui forment le
voisinage de la cellule centrale. r est appele´ le rayon du voisinage. La re`gle de transition locale
utilise´e par chaque cellule est spe´cifie´e par une table dont les entre´es sont forme´es par toutes
les combinaisons possibles d’e´tats du voisinage. L’e´tat d’une cellule au pas suivant de temps est
de´termine´ par les e´tats courants des cellules du voisinage. Ainsi, pour un AC line´aire de rayon
r, la re`gle de transition peut s’e´crire par :
sit+1 = φ(s
i−r
t ..., s
i
t, ...s
i+r
t ),
ou` sti est l’e´tat de la cellule i au temps t, φ repre´sente la re`gle de transition local.
Le terme configuration de´signe une affectation de 0 et 1 a` toutes les cellules a` un pas de temps
donne´. Elle peut eˆtre de´crite par st = (s0t , s
1
t , . . . , s
N−1
t ), ou` N est la taille de la grille. Les AC
ici sont line´aires avec des conditions aux bords pe´riodiques sN+it = s
i
t i.e. , ils ont donc une
topologie en anneau.
Une re`gle de transition globale Φ peut eˆtre de´finie en appliquant a` chaque cellule en paralle`le
la re`gle de transition locale
st+1 = Φ(st).
Cette re`gle globale Φ de´finie ainsi l’e´volution temporelle de toutes les cellules de l’AC. Pour
visualiser la dynamique de l’AC, on peut utiliser un diagramme espace-temps, ou` l’axe horizontal
repre´sente la configuration st a` un certain pas de temps t et l’axe vertical repre´sente les pas
successifs de temps de haut en bas (par exemple, voir la figure 4.10).
(a) (b)
Fig. 4.10 – Diagramme espace-temps pour la re`gle GLK. La densite´ de 0 est 0.476 pour (a) et
0.536 pour (b). L’e´tat 0 est repre´sente´ en blanc et le 1 en noir.
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Le proble`me de majorite´
Le taˆche de densite´ est un proble`me de calcul distribue´ typique pour les AC. Pour un AC
de taille finie N , il est de´finit comme suit : Soit ρ0 la proportion de cellules dans l’e´tat 1 dans la
configuration initiale (CI) s0. La taˆche consiste a` de´terminer si ρ0 est plus petit ou plus grand
que 1/2. Dans cette version, le proble`me est aussi appele´ le proble`me de majorite´. Si ρ0 > 1/2
alors l’AC doit converger, apre`s un nombre de pas de l’ordre de la taille de la grille N , vers
une configuration point-fixe constitue´e uniquement d’e´tats 1, que nous notons (1)N ; dans le cas
contraire, l’AC doit converger vers la configuration point-fixe (0)N . Ici, N est e´gale a` 149, cette
valeur a e´te´ choisie habituellement dans les recherches sur la taˆche de densite´ 21. Le proble`me
de densite´ est trivial pour un calculateur qui posse`de une me´moire centrale. Il lui suffit juste de
parcourir l’ensemble des cellules et de compter les e´tats a` 1. Cependant, il devient non trivial
pour un AC line´aire de rayon petit ou` on AC ne peut seulement transfe´rer une information
localement a` une vitesse finie alors que la densite´ est une proprie´te´ globale de la configuration
[89].
Il a e´te´ de´montre´ que la taˆche de densite´ ne peut eˆtre pas re´solue parfaitement a` l’aide d’un AC
de rayon fini [77] 22. Elle a e´te´ e´galement parfaitement re´solue a` l’aide d’une combinaison d’AC
[40].
Re´sultats des travaux pre´ce´dents
L’absence d’une solution parfaite au proble`me n’empeˆche pas de rechercher des solutions
imparfaites de qualite´ que l’on mesure par le taux de CI bien classe´es, la meilleure possible. En
ge´ne´ral, e´tant donne´ un comportement global de´sire´ pour un AC, il est extreˆmement difficile
de construire la re`gle locale de l’AC qui donne le comportement global attendu. Ceci en raison
des non-line´arite´s et des effets collectifs a` grande e´chelle qui ne peuvent pas en ge´ne´ral eˆtre
pre´vus. Bien que l’e´valuation sur toutes les re`gles possibles sont hors de porte´e, excepte´ pour
un AC e´le´mentaire (r = 1), une re´solution possible du proble`me peut eˆtre effectue´e a` l’aide
d’un algorithme e´volutionnaire (AE), comme le proposa le premier Packard [96] et plus tard
de´veloppe´ par Mitchell et al. [87, 89].
Mitchell et al ont re´alise´ de nombreuses e´tudes sur l’e´mergence de strate´gies de synchronisa-
tion des cellules dans l’AC (avec N = 149) durant l’e´volution d’un AE [87, 89]. Leurs re´sultats
sont significatifs puisqu’ils repre´sentent un des quelques exemples ou` la dynamique du calcul
e´mergent dans des syste`mes spatialement e´tendus et complexes peut eˆtre comprise. En re´sume´,
ces re´sultats peuvent eˆtre subdivise´s en deux : ceux qui concernent l’histoire de l’e´volution de
l’AE qui me`ne a` une solution de bonne qualite´ et ceux qui concernent l’analyse de la strate´gie
de l’AC obtenue finale. Pour les premiers, il a e´te´ observe´, lorsque l’e´volution d’un AE me`ne
a` une bonne re`gle, que la dynamique est celle des e´quilibres ponctue´e de´crite section 4.1. A
chaque saut qualitatif, la strate´gie de la meilleure re`gle se complexifie par rapport aux pre´ce´-
dentes. Concernant, les re´sultats sur la re`gle finale obtenue, il a e´te´ observe´ que la plupart des
exe´cutions d’un AE trouvent des AC de strate´gie plus simple telle que les strate´gies d’expansion
de blocs adjacents de 0 ou de 1. Ces strate´gies non sophistique´es utilisent de manie`re trop forte
l’information locale pour de´cider de la densite´ globale, ayant pour conse´quence, que seuls les CI
de forte et faible densite´ sont correctement classe´s. Ces AC ont des performances autour de 0.6,
ce qui signifie que le taux de configurations correctement bien classe´e est de 60%.
Quelques exe´cutions d’AE donnent des re`gles aux caracte´ristiques plus sophistique´es aux
performances autour 0.77. Toutefois, seuls neuf exe´cutions sur trois cents d’AE fournissent de
bonnes re`gles. Ce qui sugge`re que le paysage adaptatif relatif au proble`me de majorite´ est tre`s
21si N est impair, la valeur ρ0 = 0.5 pour laquelle le proble`me n’est pas de´finie, est impossible
22bien qu’une version le´ge`rement modifie´e de cette taˆche peut eˆtre re´solue parfaitement [17]
132
difficile a` optimiser. Les re`gles performantes obtenues utilisent des signaux qui communiquent
a` travers la grille des informations spatiales et temporelles sur la densite´ locale. Un exemple
d’une telle strate´gie est donne´ figure 4.10, ou` le comportement de la re`gle de´nomme´e GLK est
repre´sente´ [89]. La re`gle GLK a e´te´ construite “a` la main” mais son comportement est similaire
aux meilleures re`gles trouve´es par AE. Crutchfield et al ont de´veloppe´ des me´thodes pour e´tudier
la communication par signaux et l’e´mergence de calcul dans un AC, regroupe´e sous le nom de
“me´canismes de calcul”23. Ils de´crivent le calcul intrinse`que re´alise´ par l’automate en terme
de domaines re´guliers, particules et d’interaction de particules. Pour plus de de´tail, on pourra
consulter [53, 57, 25].
Andre et al. [4] ont pu trouver une tre`s bonne re`gle en utilisant la programmation ge´ne´tique.
Mais, les meilleures re`gles actuellement connues ont e´te´ trouve´es par Juille´ et Pollack [66] en
utilisant un AE qui utilise la coe´volution des re`gles et l’e´chantillon de CI de test. La performance
de leur re`gle est d’environ 0.86.
4.3.2 Analyse du paysage adaptatif du proble`me de majorite´
De´finition du paysage
Comme Mitchell [89], nous conside´rons des AC sont de rayon r = 3 et des configurations
de taille λ = 149. L’ensemble S des solutions potentielles est l’ensemble des chaˆınes binaires
repre´sentant toutes les re`gles possibles des AC. La relation de voisinage V est le voisinage de
Hamming de taille 1. La taille de S est donc 222r+1 = 2128, et chaque automate peut eˆtre tester
sur 2149 configurations initiales (IC) possibles, ce qui donne 2277 calculs pour une e´nume´ration
exhaustive de l’espace de recherche. L’e´nume´ration exhaustive est donc trop large pour eˆtre
effectue´e. La performance d’une re`gle peut eˆtre de´finie de diffe´rentes manie`res, qui conduit a`
diffe´rentes possibilite´s de performance pour les solutions et donc de de´finition de paysage adap-
tatif. Dans ce travail, nous utilisons une performance base´e sur la proportion de configurations
correctement classe´es parmi un e´chantillon de configurations initiales de taille n. Nous appelons
performance standard (ou plus simplement performance lorsqu’il n’y a pas d’ambiguı¨te´) la per-
formance relative a` un e´chantillon ou` les CI sont choisies de manie`re e´quiprobable sur l’ensemble
de toutes les configurations possibles (chaque cellule a` une probabilite´ 1/2 d’eˆtre dans l’e´tat 0).
La performance standard est une mesure difficile car il y a une pre´dominance de CI de densite´
proche de 0.5.
L’erreur d’e´valuation de la performance conduit a` introduire de la neutralite´ dans le pay-
sage. La performance standard ne peut pas eˆtre connue parfaitement a` cause des variations
stochastiques de l’e´chantillon de CI. Si les CI sont choisies de manie`re inde´pendante, alors la
performance f d’une solution suit une loi normale N (f, σ(f)√
n
), ou` σ(f) est l’e´cart-type d’un
e´chantillon de moyenne f et de taille n. Pour un e´chantillon relatif a` la performance standard,
σ2(f) est e´gal a` f(1 − f), la variance d’une loi de Bernouilli. Alors, deux solutions voisines s
et s
′
sont des voisins neutres (isNeutral(s, s
′
) est vrai) si un t-test accepte l’e´galite´ de f(s)
et f(s
′
) a` 95% de confiance (cf figure 4.11). Le nombre maximum de valeurs de performances
statistiquement diffe´rents est 113 pour n = 104, 36 pour n = 103 et 12 pour n = 102.
Premie`res mesures statistiques
La figure 4.12-a montre la D.O.S. du paysage en utilisant un e´chantillon de taille n = 104
uniforme de l’espace de recherche. Le nombre de points est 4.103 et sur ce nombre 3979 ont une
performance nulle. Clairement, le paysage apparaˆıt difficile puisque la queue de la distribution
n’est pratiquement pas existante. La figure 4.12-b montre la D.O.S. en utilisant l’algorithme
23computational mechanics, en anglais
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Fig. 4.11 – Erreur de l’e´valuation de la performance standard donne´ par un t-test pour un
e´chantillon de taille n = 104. isNeutral(s, s
′
) est vrai si la diffe´rence de performance entre les
deux solutions est en dessous la courbe.
de Me´tropolis-Hastings. Cette fois, sur les 4.103 solutions e´chantillonne´es, seules 176 ont une
performance nulle, et la D.O.S. montre une distribution plus uniforme des performances.
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Fig. 4.12 – D.O.S. obtenus par e´chantillonnage e´quiprobable de l’espace de recherche (a) et en
utilisant l’algorithme de Me´tropolis-Hastings (b).
Il est important de remarquer le nombre conside´rable de solutions e´chantillonne´es avec une
performance approximativement e´gale a` 0.5. De plus, aucune solution de performance supe´rieure
a` 0.55 n’a e´te´ e´chantillonne´.
L’autocorre´lation au cours d’une marche ale´atoire, afin de mesurer la rugosite´ du paysage,
n’est pas significative en raison du nombre trop important de solutions de performance nulle.
Ainsi, cette mesure n’est pas pre´sente´e ici.
Les corre´lations performance-distance (CPD) aux optima locaux, calcule´e a` partir d’un
e´chantillon de 4.103 solutions en utilisant l’algorithme de Me´tropolis-Hastings sont reporte´es
dans la table 4.1. Chaque valeur a e´te´ obtenue en utilisant les meilleurs optima locaux connus
jusqu’alors (cf. section 4.3.2). Le CPD est proche de ze´ro pour l’optimum DAS. Pour l’optimum
ABK, le CPD est proche de −0.15, valeur identifie´e par Jones [65] comme le seuil entre un
proble`me difficile et trivial a` optimiser. Pour les autres optima, le CPD est proche de −0.10. Il
ne fournit donc pas d’information sur la difficulte´ du proble`me.
La figure 4.13 montre le nuage adaptatif, et l’ensemble des segments utilise´s pour calcul le
CPN. L’algorithme de Me´tropolis-Hastings permet d’e´chantillonner les solutions de performance
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Tab. 4.1 – CPD pour les six meilleurs optima connus, calcule´s a` partir d’un e´chantillon de taille
4.103 en utilisant l’algorithme de Me´tropolis-Hastings.
Re`gles GLK [42] Davis [4] Das [28] ABK [4] Coe1 [67] Coe2 [67]
FDC -0.1072 -0.0809 -0.0112 -0.1448 -0.1076 -0.1105
supe´rieure a` ze´ro. La valeur du CPN de ce paysage est −0.7133, ce qui semble indiquer qu’il est
difficile pour une me´taheuristique d’atteindre une valeur proche de 0.5, et encore plus l’obtenir
une performance plus grande.
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Fig. 4.13 – Nuage adaptatif et segments utilise´s pour calculer le CPN. L’algorithme de
Me´tropolis-Hastings a e´te´ utilise´ pour cre´er l’e´chantillon de solutions.
Neutralite´
Le couˆt d’e´valuation ne permet pas d’analyser beaucoup de re´seaux de neutralite´. Dans cette
section, nous analysons deux re´seaux de neutralite´ (RN) significatifs de grande taille. Un grand
nombre d’AC re´solvent le proble`me de majorite´ pour seulement la moitie´ des CI parce qu’ils
convergent presque toujours vers l’une des configurations (O)N ou (1)N et ont une performance
d’environ 0.5. Mitchell [87] les appelle les “strate´gies par de´faut” et remarque qu’il constitue la
premie`re e´tape dans l’e´volution d’une population d’un AE avant de de´couvrir des strate´gies plus
e´volue´es associe´es a` l”’expansion de blocs” (cf section 4.3.1). Nous e´tudions donc le RN d’une
solution de performance proche de 0.5, note´ RN0.5, pour comprendre le lien entre les proprie´te´s
du RN et l’e´volution d’un AE. L’autre RN, note´ RN0.76, a une performance d’environ 0.7645 et
contient une solution voisine de celle de´couverte par Mitchell et al. La description de ce “haut”
RN peut donner des indications sur la dynamique qui permet de de´couvrir des solutions de
meilleure performance.
Dans nos expe´rimentations, nous re´alisons 5 marches neutres sur RN0.5 et 19 sur RN0.76.
Chaque marche neutre commence a` partir de la meˆme solution sur chaque RN. Nous explorons
le RN en augmentant strictement la distance de Hamming a` la solution initiale a` chaque pas de
la marche. La marche neutre s’arreˆte lorsqu’il n’y a plus de mouvement neutre a` effectuer qui
augmente la distance. La longueur de marche est donc au plus 128. En moyenne, la longueur de
la marche sur RN0.5 est 108.2 et 33.1 sur RN0.76. Le diame`tre (voir section 3.1.1) de RN0.5 est
135
donc plus grand que celui de RN0.76.
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Fig. 4.14 – Distribution du degre´ de neutralite´ au cours des marches neutres sur RN0.5 (a) et
RN0.76 (b).
La figure 4.14 montre la distribution des degre´s de neutralite´ collecte´s au cours des marches
neutres. Les distribution sont proches de distribution normale pour RN0.76. Pour RN0.5 la
distribution est biaise´ et approximativement bimodale avec un pic important autour de 100 et
un plus petit autour de 32. Le degre´ de neutralite´ moyen sur RN0.5 est de 91.6 et l’e´cart-type
est 16.6 ; sur RN0.76, la moyenne est 32.7 et l’e´cart-type est 9.2. Le degre´ de neutralite´ pour
RN0.5 est tre`s important : 71.6% des solutions voisines sont des voisins neutres. Pour RN0.76,
il y a 25.5% de solutions voisines neutres. Ce nombre peut eˆtre comparer au degre´ moyen du
paysage NKq avec N = 64, K = 4 and q = 2 qui est de 26% (cf tableau 3.4).
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Fig. 4.15 – Estimation de la fonction d’autocorre´lation des degre´s de neutralite´ pour les marches
neutres pour RN0.5 (a) et pour RN0.76 (b).
La figure 4.15 donne une estimation de la fonction d’autocorre´lation des degre´s de neutralite´
au cours des marches neutres. La fonction d’autocorre´lation est calcule´e pour chaque marche
neutre et nous repre´sentons la moyenne des coefficients obtenus. Pour les RN, la corre´lation est
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non nulle. Celle-ci est plus importante pour RN0.5 (ρ(1) = 0.85) que pour RN0.76 (ρ(1) = 0.49).
De cette autocorre´lation des degre´s de neutralite´, on peut conclure que le graphe des RN n’est
pas ale´atoire. Les variations du degre´ de neutralite´ ne sont pas ale´atoires, il existe des zones
homoge`nes de degre´ de neutralite´ pour RN0.5 et RN0.76.
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Fig. 4.16 – Innovation cumulative neutre au cours des marches neutres pour RN0.5 (a) et RN0.76
(b).
Les innovations cumulatives neutres pour la plus longue des marches neutres obtenues pour
chaque RN sont repre´sente´e figure 4.16. La majorite´ des nouvelles valeurs de performance au
cours des marches neutres sont de moins bonne performance et peu sont meilleures.
Cette e´tude donne une meilleure description de la neutralite´ du paysage du proble`me de
majorite´ qui a une importance sur la conception de me´taheuristique efficace. Le degre´ de neu-
tralite´ est important. L’ope´rateur de se´lection devrait donc prendre en compte le cas ou` les
performance des solutions sont e´gales. De meˆme le taux de mutation ainsi que la taille de la
population devrait eˆtre ajuste´e afin de trouver de meilleure solution hors d’un RN.
E´tude des meilleurs optima locaux connus
Nous venons de montrer qu’il e´tait difficile d’obtenir des informations pertinentes sur le
paysage du proble`me de majorite´ du fait du nombre important de solution de performance nulle.
Dans cette sous-section, nous e´tudions le paysage par le “haut”. Plusieurs auteurs ont trouve´
de tre`s bonnes solutions, soit “a` la main”, soit a` l’aide d’un AEs [42, 28, 4, 67]. Nous allons
conside´rer ces optima locaux24, note´ moc pour Meilleurs Optima local Connus, de performance
standard supe´rieure a` 0.81 (tab. 4.2). Dans la suite, nous allons analyser la partie du paysage
ou` sont situe´s les moc.
Re´partition spatiale
Dans cette section, nous e´tudions la re´partition spatiale des six moc. La table 4.3 donne
la distance de Hamming entre ces optima locaux. Toutes les distances sont infe´rieures a` 64
qui est la distance entre deux solutions uniforme´ment choisies dans l’espace de recherche. Les
optima locaux ne semblent pas re´partis ale´atoirement sur le paysage. Certains sont proches ;
24Dans la sous-section 4.3.2, nous allons montrer que ceux sont re´ellement des optima locaux
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Tab. 4.2 – Description et performance standard des six meilleures re`gles connues (moc) calcule´es
sur un e´chantillon de CI de 104.
GLK 00000000 01011111 00000000 01011111 00000000 01011111 00000000 01011111
0.815 00000000 01011111 11111111 01011111 00000000 01011111 11111111 01011111
Das 00000000 00101111 00000011 01011111 00000000 00011111 11001111 00011111
0.823 00000000 00101111 11111100 01011111 00000000 00011111 11111111 00011111
Davis 00000111 00000000 00000111 11111111 00001111 00000000 00001111 11111111
0.818 00001111 00000000 00000111 11111111 00001111 00110001 00001111 11111111
ABK 00000101 00000000 01010101 00000101 00000101 00000000 01010101 00000101
0.824 01010101 11111111 01010101 11111111 01010101 11111111 01010101 11111111
Coe1 00000001 00010100 00110000 11010111 00010001 00001111 00111001 01010111
0.851 00000101 10110100 11111111 00010111 11110001 00111101 11111001 01010111
Coe2 00010100 01010001 00110000 01011100 00000000 01010000 11001110 01011111
0.860 00010111 00010001 11111111 01011111 00001111 01010011 11001111 01011111
Tab. 4.3 – Distances entre les six meilleurs optima locaux connus
GLK Davis Das ABK Coe1 Coe2 moyenne
GLK 0 20 62 56 39 34 28.6
Davis 20 0 58 56 45 42 33
Das 62 58 0 50 59 44 35.4
ABK 56 56 50 0 51 54 36.6
Coe1 39 45 59 51 0 51 43
Coe2 34 42 44 54 51 0 39
par exemple les re`gles GLK et Davis, ou GLK et Coe2. En revanche, les re`gles Das et GLK, ou
Coe2 et Das sont tre`s e´loigne´es les unes des autres.
La figure 4.17 repre´sente le centro¨ıde (C) des moc. L’ordonne´e est la fre´quence d’apparition
du bit de valeur 1 pour chaque bit. La colonne de droite indique le nombre de bits qui ont la
meˆme fre´quence. Pour six solutions ale´atoires du paysage, en moyenne le centroı¨de est la chaˆıne
(O.5)128 et le nombre de bits qui ont la meˆme fre´quence d’apparition de la valeur 1 suit une loi
binomiale 2, 12, 30, 40, 30, 12, 2. Pour les six meilleurs optima connus, un grand nombre de bits
ont la meˆme valeur (29 au lieu de 4 dans un cas ale´atoire) et un faible nombre de bits (22 au
lieu de 40 dans le cas ale´atoire) sont “inde´cis” avec une fre´quence de 0.5.
Les moc ne sont pas re´parties ale´atoirement sur le paysage. Ils sont dans un sous-espace
particulier de dimension 91 de´fini par le sche´ma S suivant :
000*0*** 0******* 0***0*** *****1** 000***** 0*0***** ******** *****1*1
0*0***** ******** *****1** ***1*111 ******** ***1***1 *******1 ***1*111
On peut donc supposer que les bits communs sont utiles pour obtenir de bonnes solutions.
Ainsi, la recherche d’une bonne solution devrait eˆtre plus efficace dans le sous-espace de´fini par
le sche´ma S. Avant de ve´rifier cette conjecture, nous allons continuer d’analyser le paysage par
“le haut”.
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Fig. 4.17 – Centro¨ıde C de six moc. Les carre´s indiquent la fre´quence de la valeur 1 pour les
six moc en fonction de la position du bit. La colonne de droite indique le nombre de bit de C
parmi les 128 qui ont la meˆme fre´quence de 1 indique´e par la colonne de gauche.
Profil d’e´volvabilite´
L’e´volvabilite´ a e´te´ de´finie section 1.3.2. Le profil d’e´volvabilite´ (PE) a pour but de proposer
une repre´sentation de l’e´volvabilite´ d’une solution relativement aux ope´rateurs de recherche
locale. Le PE d’une solution est la performance de toutes ses solutions voisines trie´es par ordre
de´croissant. Nous obtenons un profil rang-performance ou` l’ordonne´e est la performance d’une
solution voisine et l’abscisse correspond au rang de cette performance parmi toutes les solutions
possibles (voir figure 4.18).
La figure 4.18 montre le profil d’e´volvabilite´ des moc. Il n’y a pas de solution voisine de
meilleur performance que la solution initiale ; toutes les meilleures solutions connues sont donc
bien des optima locaux. Le paysage posse`de deux re´seaux de neutralite´ de performance 0 (RN0)
et de performance 0.5 (RN0.5) (voir section 4.3.2). Aucun optimum local n’est dans le voisinage
de RN0 ; mais beaucoup de solution voisine des optima locaux (25% environs) appartiennent a`
RN0.5. En conse´quence, une recherche restreinte au re´seau de neutralite´ RN0.5 peut potentiel-
lement trouver une porte qui meˆme a` l’un des moc.
Pour chaque PE, il existe une abscisse r pour laquelle la performance devient quasi-line´aire en
fonction du rang. Soient fr cette performance (f128 est la valeur de la moins bonne performance)
et m la pente de la droite entre les abscisse r et 128. Ainsi, les performances des solutions voisines
sont d’autant meilleures que m et r sont petits. En revanche, une pente et une abscisse r grandes
signifient que la performance de´croˆıt plus vite.
Par exemple, l’e´volvabilite´ est le´ge`rement ne´gative pour la re`gle GLK, son PE a une faible pente
m et une petite abscisse r. A` l’oppose´, pour la re`gle Coe2, l’PE posse`de une pente importante ;
l’optimum est donc isole´ et l’e´volvabilite´ est fortement ne´gative. On peut imaginer“la vue depuis
GLK” est plus plate que celle depuis Coe2.
Bien que tous les profils se ressemblent (cf fig. 4.18), on peut se demander le changement de
valeur d’un bit modifie la performance de la meˆme manie`re. Par exemple, pour tous les optima,
le changement du premier bit de ’0’ a` ’1’ provoque une variation importante de la performance.
Plus ge´ne´ralement, pour tous les optima, nous avons calcule´ la moyenne et l’e´cart-type de la
diffe´rence de performance lors du changement de valeur d’un bit ; les re´sultats sont trie´s par
valeur de´croissante de la moyenne (voir figure 4.21-a). Les bits qui sont plus de´le´te`res (dont la
diffe´rence provoque la plus grande diffe´rence), sont plus souvent ceux qui sont dans le sche´ma
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Fig. 4.18 – Profil d’e´volvabilite´ pour les six meilleures optima locaux connus Pour chaque
optima, la ligne pointille´ indique sa performance. La colonne r et la pente m (voir texte) sont
reporte´es sous chaque figure.
S. Les bits communs a` tous les moc semblent important pour trouver de bonnes solutions : pour
une me´taheuristique, il semble ne´cessaire de particulariser la recherche au sous-espace de´fini par
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le sche´ma S.
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4.3.3 Olympe
Nous avons mis en e´vidence les similarite´s qui existent entre les moc. Dans cette section,
nous allons utiliser cette caracte´ristique pour de´finir l’Olympe, un sous-paysage particulier, et
montrer et exploiter, les proprie´te´s pertinentes de ce sous-paysage.
De´finition
L’Olympe est un sous-paysage du paysage relatif au proble`me de majorite´. Son nom vient du
mont Olympe qui est conside´re´ dans la mythologie grecque comme le lieu de vie des dieux. Avant
de de´finir ce sous-paysage, nous e´tudions deux syme´tries naturelles du proble`me de majorite´.
Les e´tats 0 et 1 jouent le meˆme roˆle dans le calcul de la taˆche ; changer la valeur des bits
de toutes les entre´es et sortie d’une re`gle n’a pas d’effet sur la performance. De meˆme, un AC
calcule la taˆche de majorite´ de la meˆme manie`re par la droite ou par la gauche sans changer
les performances. On note S01 et Srl respectivement les ope´rateurs de la syme´trie 0/1 et de la
syme´trie droite/gauche. Soit x = (x0, . . . , xN−1) ∈ {0, 1}N une solution avec N = 22r+1. Le
syme´trique 0/1 de x est S01(x) = y ou` pour tout i, yi = 1−xN−i. Le syme´trique droite/gauche
de x est Srl(x) = y ou` pour tout i, yi = xσ(i) avec σ(
∑N−1
j=0 2
nj ) =
∑N−1
j=0 2
N−1−nj . Ces deux
ope´rateurs sont commutatifs : SrlS01 = S01Srl. Parmi les 128 bits, 16 sont invariants par la
syme´trie Srl et aucun par la syme´trie S01. La syme´trie introduit de la diversite´ sans modifie´e la
qualite´ des solutions ; un AE pourrait donc eˆtre ame´liorer en utilisant les ope´rateurs S01 et Srl.
Nous avons montre´ que certaines valeurs de bit particulie`re pourraient eˆtre ne´cessaires pour
trouver de bonnes solutions (cf sous-section 4.3.2), et ceux-ci sont parmi les 29 bits en commun
aux moc (cf sous-section 4.3.2). Ne´anmoins, deux optima parmi les moc peuvent eˆtre distants
alors que leurs syme´triques peuvent eˆtre proches. L’ide´e pour de´finir l’Olympe est de choisir
pour chaque optima l’un de ses syme´trique afin de maximiser le nombre de bits commun. Les
re`gles GLK, Das, Davis et ABK ont seulement deux syme´triques puisque leurs syme´triques par
S01 et Srl sont e´gaux. Les re`gles Coe1 et Coe2 ont quatre syme´triques. Il y a donc 2
4.42 = 256
ensembles possibles de syme´triques. Parmi ces ensembles, nous avons e´tabli celle qui maximise
le nombre de bits en commun obtenu est 51. Cet ensemble “optimal” contient les six syme´triques
des meilleurs optima connus (moc
′
), ils sont donne´s dans la table 4.4. L’Olympe est de´fini a`
partir des moc
′
par le sche´ma S
′
dont 51 bits sont fixe´s :
000*0*0* 0****1** 0***00** **0**1** 000***** 0*0**1** ******** 0*0**1*1
0*0***** *****1** 111111** **0**111 ******** 0**1*1*1 11111**1 0*01*111
L’Olympe est un sous espace de dimension 77. Tous les bits fixe´s dans le sche´ma S (cf section
4.3.2) sont fixe´s dans le sche´ma S
′
avec la meˆme valeur de bit excepte´ pour le bit nume´ro 92.
La table 4.5 donne la distance de Hamming entre les moc
′
. Toutes les distances sont infe´-
rieures a` celles entre les moc (cf table 4.3). La distance moyenne entre les re`gles des moc
′
est de
29.93 et de 35.93 pour les moc.
Le centro¨ıde C
′
des moc
′
a moins de bits libres (13) et plus de bits fixe´s (51) que le centroı¨de
C (voir figure 4.19). Les distances entre C
′
et les moc
′
(voir figure 4.20) sont plus courtes que
celles entre C et les moc. Les six moc
′
sont plus concentre´s autour de C
′
. Notons que les optima
locaux Coe1 et Coe2 sont ceux de meilleurs performances et ils sont aussi les plus e´loigne´s de
C
′
bien que leur distance soit en dessous de 38.5 qui est la distance moyenne entre C
′
et une
solution ale´atoire de l’Olympe. Ceci sugge`re peut-eˆtre que la recherche ne doit pas uniquement
s’effectuer trop pre´s du centro¨ıde.
La figure 4.21-b montre la moyenne et l’e´cart-type pour les six moc
′
de la diffe´rence d’e´vol-
vabilite´ par bit. La courbe moyenne pour les moc
′
a la meˆme forme que celle pour les moc, seuls
les e´cart-types sont diffe´rents. La moyenne de l’e´cart-type est 0.08517 pour les moc et 0.08367
pour les moc
′
. Le profil d’e´volvabilite´ est plus homoge`ne pour les moc
′
que pour les moc.
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Tab. 4.4 – Description des six syme´triques des meilleurs optima locaux connus (moc
′
).
GLK
′
00000000 01011111 00000000 01011111 00000000 01011111 00000000 01011111
= GLK 00000000 01011111 11111111 01011111 00000000 01011111 11111111 01011111
Das
′
00000000 00101111 00000011 01011111 00000000 00011111 11001111 00011111
= Das 00000000 00101111 11111100 01011111 00000000 00011111 11111111 00011111
Davis
′
00000000 00001111 01110011 00001111 00000000 00011111 11111111 00001111
= S01(Davis) 00000000 00001111 11111111 00001111 00000000 00011111 11111111 00011111
ABK
′
00000000 01010101 00000000 01010101 00000000 01010101 00000000 01010101
= S01(ABK) 01011111 01010101 11111111 01011111 01011111 01010101 11111111 01011111
Coe1
′
00000001 00010100 00110000 11010111 00010001 00001111 00111001 01010111
= Coe1 00000101 10110100 11111111 00010111 11110001 00111101 11111001 01010111
Coe2
′
00010100 01010101 00000000 11001100 00001111 00010100 00000010 00011111
= Srl(Coe2) 00010111 00010101 11111111 11001111 00001111 00010111 11111111 00011111
Tab. 4.5 – Distances entre les syme´triques des meilleurs optima locaux connus (moc
′
)
.
GLK
′
Davis
′
Das
′
ABK
′
Coe1
′
Coe2
′
moyenne
GLK
′
0 20 26 24 39 34 23.8
Davis
′
20 0 14 44 45 42 27.5
Das
′
26 14 0 50 43 44 29.5
ABK
′
24 44 50 0 39 26 30.5
Coe1
′
39 45 43 39 0 49 35.8
Coe2
′
34 42 44 26 49 0 32.5
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Fig. 4.19 – Centro¨ıde des moc
′
. Les carre´s indiquent la fre´quence de la valeur 1 pour les six moc
en fonction de la position du bit. La colonne de droite indique le nombre de bit de C parmi les
128 qui ont la meˆme fre´quence de 1 indique´e par la colonne de gauche.
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Fig. 4.20 – Distance entre les moc et le centroı¨de C (a) et entre le centro¨ıde C
′
et les moc
′
(b).
4.3.4 Analyse de l’Olympe
Dans cette section, nous pre´sentons les principales mesures statistiques du paysage restreint
a` l’Olympe.
Densite´ des e´tats et neutralite´
La figure 4.22-a a e´te´ obtenue en e´chantillonnant de manie`re e´quiprobable l’Olympe. La
D.O.S est plus favorable pour l’Olympe que pour le paysage dans sa globalite´ (cf figure 4.12-a)
bien que la queue de la distribution de´croˆıt rapidement pour les performances au-dessus de 0.5.
La figure 4.22-b repre´sente le degre´ de neutralite´ de 103 solutions uniforme´ment choisie dans
l’Olympe. Deux larges RN sont situe´s autour de la performance 0 et 0.5 ou` le degre´ de neutralite´
est supe´rieur a` 80. Le degre´ de neutralite´ moyen des solutions est 51.7. En comparaison, cette
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Fig. 4.21 – Moyenne et e´cart-type de l’e´volvabilite´ par bit pour les moc (a) et pour les moc
′
(b). Les barres verticales en dessous des figures indiquent les bits fixe´s des sche´ma S (a) et S
′
(b).
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Fig. 4.22 – Densite´ des e´tats (a) et degre´ de neutralite´ des solutions en fonction de leur per-
formance (b) pour l’Olympe. 103 solutions ont e´te´ e´chantillonne´es et ont e´te´ e´value´es sur un
e´chantillon de CI de taille 104.
moyenne est supe´rieure a` celle d’un paysage NKq avec N = 64, K = 2 et q = 2, de l’ordre de
grandeur d’un paysage NKM avec par exemple
25 N = 64, K = 8 et M = 48, ou d’un paysage
NKp N = 64, K = 4 et p = 0.9. Le degre´ de neutralite´ moyen de l’Olympe est donc important
et devrait eˆtre pris en compte dans la conception d’une me´taheuristique adapte´e a` ce proble`me.
25d’autres valeurs de parame`tres sont possibles
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Corre´lation performance distance
La corre´lation performance distance (CPD) a e´te´ calcule´e a` partir de 4.103 solutions appar-
tenant a` l’Olympe. Les re´sultats sont re´sume´s dans la table 4.6. Les six premie`res lignes de la
table donnent les CPD ou` la distance est calcule´e a` partir de chacun des moc
′
. L’avant dernie`re
ligne donne le CPD ou` la distance est calcule´e a` partir de l’optimum local le plus proche et la
dernie`re ligne donne le CPD ou` la distance est la distance euclidienne a` partir du centroı¨de C
′
.
Deux e´chantillons de solutions sont ge´ne´re´s : Osample ou` les solutions sont choisies uniforme´-
ment dans l’Olympe, et Csample ou` chaque bit d’une solution a une probabilite´ d’eˆtre 1 e´gale
a` la valeur de la coordonne´e correspondante du centroı¨de.
Tab. 4.6 – CPD ou` la distance est calcule´e a` partir de l’un des moc
′
, ou le plus proche des moc
′
,
ou a` partir du centro¨ıde C
′
. Deux e´chantillons de solutions de taille 104 sont ge´ne´re´es : Osample
et Csample.
Osample Csample
GLK
′
-0.15609 -0.19399
Davis
′
-0.05301 -0.15103
Das
′
-0.09202 -0.18476
ABK
′
-0.23302 -0.23128
Coe1
′
-0.01087 0.077606
Coe2
′
-0.11849 -0.17320
“plus proche” -0.16376 -0.20798
C
′
-0.23446 -0.33612
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Fig. 4.23 – Nuage de point du CPD calcule´ avec la distance euclidienne du centroı¨de C
′
. Deux
e´chantillons de solutions de taille 104 sont ge´ne´re´s : Osample (a) et Csample (b).
Pour l’e´chantillon Osample base´ sur l’Olympe, les CPD sont infe´rieurs a` ceux calcule´s a`
partir de l’ensemble de l’espace (cf. section 4.3.2), excepte´ pour pour Coe1
′
, ce qui signifie que
l’optimisation est plus facile dans l’Olympe. Pour les re`gles GLK
′
, ABK
′
, les CPD“plus proche”
et C
′
sont au dela` du seuil −0.15. Pour l’e´chantillon biaise´ Csample, Tous les CPD sont infe´rieurs
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que ceux pour Osample. De meˆme, excepte´ pour la re`gle Coe1
′
, les CPD sont au dela` de la limite
−0.15. Cette corre´lation montre que la performance fournie une information pertinente pour
atteindre les meilleurs optima locaux connus. De plus, comme le CPD relatif au centroı¨de est
important (voir aussi figure 4.23), la performance guide vers le centroı¨de C
′
. Nous pouvons en
conclure que sur l’Olympe, la performance guide la recherche vers les moc
′
et leur centro¨ıde C
′
.
Rugosite´ de l’Olympe
Dans cette section, nous analysons la rugosite´ de l’Olympe en utilisant la me´thode de Box-
Jenkins de´crite dans la section 1.3.2. Les solutions initiales de chaque marche ale´atoire sont choi-
sies uniforme´ment dans l’Olympe. A´ chaque pas, une solution voisine appartenant a` l’Olympe
est choisie de manie`re uniforme et sa performance standard est calcule´e a` partir d’un e´chantillon
de taille 104. Les marches ale´atoires sont de longueur 104 et la borne de l’erreur utilise´e dans
l’approche Box-Jenkins est ±2/
√
104 = 0.02.
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Fig. 4.24 – Fonction d’autocorrelation (a) et d’autocorrelation partielle (b) d’une marche ale´a-
toire sur l’Olympe.
Identification La figure 4.24 montre les fonctions d’autocorrelation (acf) en (a) et d’auto-
corre´lation partielle (pacf) en (b). L’acf de´croˆıt rapidement. le coefficient d’ordre 1 est e´gale a`
0.838, il est du meˆme ordre de grandeur que celui d’un paysage NK avec N = 100 et K = 7 [58].
L’acf est proche de la borne d’erreur a` partir de l’ordre 40 et passe en-dessous a` l’ordre 101 qui
est la longueur de corre´lation. Le coefficient du quatrie`me ordre de l’autocorre´lation partielle
est proche de la borne d’erreur. Apre`s l’ordre 4, la pacf est quasiment nulle, ce qui sugge`re un
mode`le AR(3) ou AR(4). Le t-test sur l’estimation des coefficients sont significatifs, mais la
p-valeur du test Box-Jenkins montre que les re´sidus ne sont pas des bruits blancs. Nous avons
donc essayer un mode`le ARMA(3, 1). Le dernier coefficient d’autore´gression α3 est quasiment
non significatif. Afin de de´cider de la signifiance de ce coefficient, nous avons extrait la se´quence
des 980 premier pas et estime´ de nouveau le mode`le. Le t-test sur α3 tombe a` 0.0738. α3 est
donc non significatif et n’est pas ne´cessaire au mode`le. Finalement, nous avons teste´ un mode`le
ARMA(2, 1).
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Estimation Le re´sultats pour le mode`le ARMA(2, 1) est :
yt = 0.00281 + 1.5384yt−1 − 0.5665yt−2 + t − 0.7671t−1
(20.4) (32.6) (13.7) (18.1)
ou` yt = f(xt). Les tests statistiques, t-test, de la mesure de signifiance sont donne´s entre
parenthe`ses en dessous des coefficients : ils sont tous significatifs.
Diagnostique Pour l’estimation du mode`le ARMA(2, 1), le crite`re d’information d’Akaide
(AIC) est −16763.63 et la variance des re´sidus est V ar(t) = 0.01094. La figure 4.25 montre
l’autocorre´lation des re´sidus et les p-valeur des tests Box-Jenkins. L’acf des re´sidus sont bien
infe´rieure aux bornes d’erreur excepte´ pour h = 28. Les re´sidus ne sont donc pas corre´le´s.
Les p-valeurs du test Box-Jenkins sont bien au dessus de 0.25. Les re´sidus peuvent donc eˆtre
conside´re´s comme des bruits blancs. La valeur du R2 R¯2 = 0.7050 est grande et plus grande en
comparaison de celle obtenue dans le proble`me de synchronisation d’un CA [56] ou` le R¯2 est
e´gale a` 0.38 et 0.35.
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Fig. 4.25 – Fonction d’autocorrelation des re´sidus (a) et p-valeur de la statistique Ljung-Box
(b) pour le mode`le ARMA(2, 1).
Nous pouvons en conclure que le mode`le ARMA(2, 1) de´crit correctement les performances
collecte´es au cours d’une marche ale´atoire sur l’Olympe. La forte corre´lation montre qu’une
me´taheuristique de recherche locale peut trouver une bonne re`gle sur l’Olympe. Un mode`le
autore´gressif d’ordre deux signifie qu’il est ne´cessaire de connaˆıtre les deux dernie`res perfor-
mances pour pre´dire la valeur de la performance suivante. Ainsi, comme sugge´rer par Hordijk
[56], il devrait eˆtre possible de construire une me´taheuristique de recherche locale en prenant
en compte cette information. La composante de moyenne mobile n’a jamais e´te´ rencontre´ dans
l’e´tude d’un paysage adaptatif. Quelle information utile donne-t-elle ? Peut-eˆtre sur la nature
de la neutralite´, des travaux futures devrons e´tudier ce genre de mode`le plus en de´tail.
Nuage adaptatif et CPN
La figure 4.26 montre le nuage de points et les segments utilise´s pour calculer le CPN sur
l’Olympe (cf section 2.1 et 2.4.2). Aucun segment n’a de pente ne´gative ; il semble facile pour
une recherche locale d’atteindre les performances proches de 0.6. Une comparaison avec le nuage
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adaptatif de la figure 4.13 relatif a` l’ensemble du paysage est inte´ressante : si tout le paysage est
conside´re´, il est “difficile” de trouver une solution de performance supe´rieure a` 0.5 ; si seulement
les solutions appartenant a` l’Olympe sont conside´re´s, le proble`me devient plus facile : il est
maintenant plus “facile” de trouver des solutions supe´rieures a` 0.5.
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Fig. 4.26 – Nuage adaptatif et segments utilise´s pour calculer le CPN sur l’Olympe.
4.3.5 Algorithmes e´volutionnaires sur l’Olympe
Dans cette section, nous testons diffe´rents algorithmes e´volutionnaires pour confirmer notre
analyse de l’Olympe et trouver de bonnes re`gles qui re´solvent le proble`me de majorite´. Tous
les AE sont base´s sur l’algorithme ge´ne´tique simple utilise´ par Mitchell et al. [87] auquel nous
avons ajoute´ quelques adaptations.
Une population de 200 solutions est utilise´e et la performance est la performance standard,
i.e. la taux de succe`s sur un e´chantillon de CI non biaise´. A´ chaque ge´ne´ration, un nouvel e´chan-
tillon de taille 103 est ge´ne´re´. Si une solution reste dans la population pendant n ge´ne´rations, sa
performance est calcule´e sur un e´chantillon de taille 103n qui correspond a` l’ensemble cumule´
de tous les e´chantillons pendant n ge´ne´rations. Pour tous les algorithmes, l’initialisation et la
mutation sont restreintes a` l’Olympe. Afin d’obtenir en moyenne, la mutation d’un bit par solu-
tion, la probabilite´ de mutation par bit est de 1/77. Le croisement un point est utilise´ applique´
avec une probabilite´ de 0.6. Nous utilisons trois versions d’AE :
– l’AE base´ sur l’Olympe (AEo) permettant de tester la recherche sur l’Olympe,
– l’AE base´ sur le centro¨ıde (AEc) permettant de tester la recherche autour du centroı¨de,
– l’AE base´ sur la neutralite´ (AEn) exploitant la neutralite´ conside´rable de l’Olympe.
Population initiale Pour les AE base´s sur l”Olympe’ et la ’neutralite´’, la population initiale
est uniforme´ment choisie dans le sous-espace de´fini par l’Olympe. Pour l’AE base´ le centroı¨de,
la population initiale est ge´ne´re´ a` l’aide du centroı¨de : la probabilite´ que bit i soit de valeur 1
est e´gale a` la ime coordonne´e du centro¨ıde C
′
. De meˆme, si un bit i est mute´, la nouvelle valeur
est ge´ne´re´e selon la meˆme probabilite´ qu’a` l’initialisation.
Ope´rateur de se´lection et de remplacement l’AEo et AEc utilisent les meˆmes ope´ra-
teurs de se´lection et de remplacement que Mitchell et al.. Les 20% meilleures solutions de la
population sont appele´es population d’e´lites. L’ope´rateur de se´lection forme une population de
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taille e´gale a` 80% de la taille initiale en choisissant uniforme´ment les solutions dans la popula-
tion d’e´lites. L’ope´rateur de remplacement utilise l’e´litisme, la population d’e´lites est inte´gre´e
sans modification dans la population de la ge´ne´ration suivante, s’ajoute a` celle-ci les 80% de la
population auquel a e´te´ applique´ l’ope´rateru de se´lection et de variation.
L’AEn utilise l’ope´rateur de se´lection par tournoi de taille 2. Il prend en compte la neutralite´
du paysage : si la performance de deux solutions n’est pas statistiquement diffe´rente par un t-
test a` 95% de confiance, on conside`re que les performances de deux solutions sont e´gales et
on se´lectionne la solution la plus distante du centroı¨de C
′
; Ce choix permet de disperser la
population sur un re´seau de neutralite´. Dans le cas ou` le test est positif, l’ope´rateur se´lectionne
la solution de meilleure performance. L’AEn utilise un remplacement par e´litisme de 10% de
la population. Ces 10% sont constitue´s de solutions strictement diffe´rentes et sont copie´s a` la
ge´ne´ration suivante sans modification.
Performances Chaque AE est exe´cute´ pendant 103 ge´ne´rations. 50 exe´cutions inde´pendantes
sont re´alise´es. Pour chaque exe´cution, on effectue un post-traitement. A´ chaque ge´ne´ration, la
meilleure solution est teste´e sur un nouvel e´chantillon de CI de taille 104 et la distance entre
toutes les solutions est calcule´e. La meilleure, la moyenne et l’e´cart-type des performances
sont donne´s dans la table 4.7. Nous avons aussi calcule´ le pourcentage d’exe´cutions capables
d’atteindre un niveau de performance donne´ (voir figure 4.27).
Tab. 4.7 – Performances de AE calcule´s sur un e´chantillon de CI de taille 104.
AE Moyenne Ecart-type Max
AEo 0.8315 0.01928 0.8450
AEc 0.8309 0.00575 0.8432
AEn 0.8323 0.00556 0.8472
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Fig. 4.27 – Pourcentage d’exe´cutions (a) et nombre de ge´ne´rations ne´cessaires (b) a` l’e´mergence
d’une solution dont la performance est supe´rieure ou e´gale au seuil de performance reporte´ en
abscisse.
Tous les AE ont en moyenne une meilleure performance que les optima locaux conc¸us par
un humain ou par programmation ge´ne´tique. Comme attendu, la recherche sur l’Olympe est
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tre`s pertinente pour trouver de bonnes re`gles. Tous les AE ont presque les meˆme performances
moyennes. Toutefois, l’e´cart-type pour l’AE base´ sur l’Olympe est quatre fois plus important
que celui base´ sur le centro¨ıde. Ce qui est confirme´ la moyenne des distances entre solutions,
l’AEc perd rapidement de la diversite´ (voir figure 4.28). La probabilite´ d’obtenir une solution
supe´rieure a` 0.835 avec l’AEo est donc plus grande qu’avec l’AEc.
L’AE base´ sur la neutralite´ conserve encore la diversite´ durant la recherche. La figure 4.27
montre que pour le seuil le plus inte´ressant de 0.845, l’AEn a plus d’exe´cutions de´passant
ce seuil (3/50) que l’AEo (1/50) ou l’AEc (0/50). Meˆme si nous ne pouvons pas comparer
statistiquement les performances maximales pour les diffe´rents AEn, l’AE base´ sur la neutralite´
trouve la meilleure solution (0.8472) dont la performance est comparable a` la deuxie`me meilleure
performance de l’optimum Coe1.
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Fig. 4.28 – Distance de Hamming moyenne entre les solutions de la population en fonction des
ge´ne´rations.
Ces re´sultats expe´rimentaux confirment qu’il est facile de trouver une bonne re`gle dans
l’Olympe. Au cours des 50 exe´cutions, nous avons trouve´ de nombreuses bonnes solutions (dif-
fe´rentes) de performances supe´rieures a` 0.82 : 3642 pour l’AEo, 1854 pour l’AEc et 11437 pour
l’AEn. Un couˆt de calcul “moins” important est utilise´ pour obtenir ces re`gles. Une exe´cution
prend environ huit heures sur un PC a` 2 GHz a` comparer a` plusieurs jours pour d’autres
algorithmes sur des machines comparables.
Prendre la neutralite´ en compte permet de maintenir la diversite´ de la population et accroˆıt
la probabilite´ de trouver des re`gles de grande performance.
4.3.6 Synthe`se
Les automates cellulaires sont des calculateurs universaux et leur dynamique peut eˆtre com-
plexe et impre´dictible. Nous avons e´tudie´ l’AC du proble`me de majorite´. Ce proble`me est un bon
exemple d’un phe´nome`ne d’e´mergence dans un syste`me complexe. Nous avons analyse´ statisti-
quement le paysage adaptatif relatif a` ce proble`me et mis en avant ses caracte´ristiques principales
afin de discuter des conse´quences sur la difficulte´ d’optimisation de ce proble`me a` l’aide de me´-
taheuristiques. Le degre´ de neutralite´ moyen du paysage est important et les graphes de deux
grands re´seaux de neutralite´ ne sont pas ale´atoires. Beaucoup de solutions sont de performances
nulles ou de performance 0.5 ce qui ne permet pas une analyse base´e sur l’e´chantillonnage de
l’ensemble du paysage.
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Dans un second temps, nous avons e´tudie´ le paysage par le“haut”en conside´rant les meilleurs
optima locaux connus. L’exploitation des similarite´s entre ces optima et des syme´tries du pro-
ble`me, nous a permis de de´finir un sous-espace, appele´ Olympe ou` l’on peut trouver les six
syme´triques des meilleurs optima connus (moc
′
), les “dieux” de l’Olympe. Les mesures statiques
sur l’Olympe ont montre´ que :
– les solutions de performance nulle sont moins nombreuse que dans la totalite´ du paysage,
– la corre´lation performance-distance indique que la performance est une information qui
guide une recherche locale vers les moc
′
et leur centro¨ıde,
– un mode`le ARMA(2, 1) peut de´crire la structure de corre´lation de performance entre
solutions voisines et montre qu’une recherche locale peut trouver de bonnes solutions.
– le nuage adaptatif et le CPN montrent qu’il est “facile” de trouver a` moindre couˆt des
solutions de performance supe´rieure a` 0.5.
Toutes ces mesures indiquent qu’il est plus favorable de rechercher une bonne solution dans
l’Olympe, ce que nous avons pu confirmer a` l’aide d’algorithmes e´volutionnaires qui ont permis
de trouver de nombreuses bonnes solutions de performances e´quivalente aux meilleures solutions
trouve´es jusqu’a` pre´sent.
4.4 Synthe`se du chapitre
Nous avons de´crit la dynamique des e´quilibres ponctue´s qui fuˆt initialement de´couverte en
biologie de l’e´volution mole´culaire, puis adapte´e au domaine de l’optimisation combinatoire.
Dans le cadre de l’optimisation par algorithme e´volutionnaire (AE), les e´quilibres ponctue´s sur
les paysages adaptatifs neutres correspondent a` l’alternance de deux phases : une longue pe´riode
de de´rive ale´atoire sur un RN suivi de la de´couverte rapide d’une porte. Lors de la de´rive, il
a e´te´ montre´ que la population convergeait vers les re´gions du RN ou` les degre´s de neutralite´
sont les plus importants. Nous avons ge´ne´ralise´ ce re´sultat, de´montre´ pour un AE utilisant la
mutation et une se´lection proportionnelle l’adaptation, au cas de la se´lection par tournoi plus
largement utilise´ dans le domaine des AE.
Les mesures des paysages adaptatifs neutres ont mis en lumie`re de nouvelles caracte´ristiques
des re´seaux de neutralite´ : les RN sont structure´s et leurs interactions peuvent eˆtre utilise´es
pour guider une recherche. Nous avons donc propose´ une nouvelle me´taheuristique, adapte´e aux
paysages neutres utilisant la notion d’e´volvabilite´ pour guider la recherche sur les RN. Cette
me´taheuristique, appele´ recherche pe´riscopique (RP), est supporte´ par la me´taphore de la nage
avec pe´riscope. Elle consiste en l’ite´ration de deux e´tapes, la premie`re optimise une mesure
d’e´volvabilite´ sur un re´seau de neutralite´, la suivante re´alise un saut qualitatif de performance
en se´lectionnant une solution voisine ade´quate.
Les re´sultats expe´rimentaux sur les variantes neutres des paysages NK confirment la qualite´
des performances de la RP et surtout la corre´lation entre ses performances et les mesures
re´alise´es au chapitre 3. Pour les paysages NKM , la structure des RN est plus faible, et la
recherche pe´riscopique obtient de moins bonnes performances. En revanche, lorsque les RN
sont plus structure´s, comme dans les paysages NKq et NKp, la recherche pe´riscopique est plus
performante.
Le proble`me de majorite´ est un proble`me d’apprentissage difficile de la taˆche de classification
re´alise´e par un automate cellulaire. Le paysage adaptatif relatif a` ce proble`me est massivement
neutre : cela est du en partie a` l’erreur d’e´valuation de la performance d’une re`gle. Nous avons
e´tudie´ ce paysage dans son ensemble et montre´ que le nombre important de solutions de perfor-
mance nulle ne permet pas une e´tude statistique. Ensuite, nous avons e´tudie´ ce paysage par le
“haut” en conside´rant les meilleurs optima locaux a` ce jour connus. L’exploitation des similarite´s
entre ces diffe´rents optima et des syme´tries du proble`me, a permis de de´finir un sous-espace, ap-
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pele´ Olympe, a` partir des six syme´triques des meilleurs optima connus. L’e´tude de ce sous-espace
et l’analyse de ses RN a permis de montrer que l’optimisation par l’algorithme e´volutionnaire
dans celui-ci et en conside´rant la neutralite´ du paysage est plus facile et de trouver des solutions
a` moindre couˆt de qualite´ e´quivalente aux meilleurs.
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Conclusion
La me´taphore des paysages adaptatifs supporte un des concepts les plus pertinents pour
mode´liser des syste`mes dynamiques complexes. Elle s’est impose´e dans de nombreux domaines
scientifiques tels que la biologie mole´culaire, la physique statistique, ou l’optimisation combi-
natoire. Dans le domaine de l’optimisation combinatoire, l’inte´reˆt meˆme de la me´taphore des
paysages est de coupler description ge´ome´trique et dynamique de recherche. Nous avons pre´-
sente´ les ge´ome´tries connues depuis les anne´es 1930 relatives aux optima locaux ; elles permettent
de de´crire par exemple le paysage a` l’aide de marches adaptatives et de l’autocorre´lation des
performances au cours d’une marche ale´atoire.
Les paysages adaptatifs neutres, issus du domaine de l’e´volution mole´culaire, ajoutent aux
paysages l’image des “plateaux”. Dans cette the`se, nous avons utilise´ les notions d’ensemble de
neutralite´ et de re´seau de neutralite´ pour mode´liser ce type de paysage. Nous avons tout d’abord
propose´ un nouvel outil d’e´tude des ensembles de neutralite´, le nuage adaptatif (NA), qui per-
met d’analyser l’effet d’un ope´rateur local sur ces ensembles. L’expression analytique du NA
relativement a` l’ope´rateur de recherche ale´atoire a e´te´ donne´ pour une large famille de paysages,
les paysages embarque´s uniformes. Nous avons montre´ que le NA permet dans une certaine
mesure de pre´dire l’e´volution des performances lors de l’ite´ration d’un ope´rateur local. Enfin,
nous avons pre´sente´ une mesure de difficulte´ de´duite du NA, le Coefficient de Pente Ne´gative,
particulie`rement adapte´e au domaine de la Programmation Ge´ne´tique. Les ”plateaux” d’un pay-
sage adaptatif neutre sont l’image des re´seaux de neutralite´. Nous avons utilise´ des outils issus
de diffe´rentes disciplines, comme l’autocorre´lation des degre´s du graphe, les profils rang-taille
des re´seaux, le taux d’innovation,..., pour analyser ces re´seaux sur diffe´rents paysages. Nous
avons de´fini une nouvelle mesure, l’autocorre´lation de l’e´volvabilite´, pour comple´ter la descrip-
tion des relations inter re´seaux. Selon le point de vue de la neutralite´, nous avons e´tudie´ une
grande varie´te´ de paysages choisis de manie`re a` couvrir un large panel de possibilite´s : le pay-
sage MAX-SAT, diffe´rentes familles de paysages additifs, et le paysage des Routes E´pistatiques
que nous avons de´fini. L’ensemble des mesures effectue´es pourra maintenant servir de re´fe´rence
lors de l’e´tude de nouveaux paysages. Cette e´tude montre e´galement que la repre´sentation clas-
sique d’un paysage a` l’aide de ”plateaux” regroupant des points de meˆme performance est trop
re´ductrice. La description par re´seaux de neutralite´ et d’interconnexion entre re´seaux est plus
pertinente. A` l’aide de cette repre´sentation, nous avons pu concevoir une nouvelle me´taheu-
ristique, la Recherche Pe´riscopique. Ses performances ont e´te´ ”mesure´es” sur plusieurs familles
de paysages additifs. Nous avons observe´ que la recherche pe´riscopique obtenait de meilleures
performances lorsque les re´seaux de neutralite´ e´taient structure´s. Ce re´sultat est en accord avec
les caracte´ristiques des paysages e´tudie´s. L’analyse d’un paysage massivement neutre relatif au
Proble`me de Majorite´, qui est un proble`me difficile d’apprentissage d’une taˆche par un automate
cellulaire, a permis de de´finir un sous-espace sur lequel l’optimisation est facilite´e. Cela a e´te´
confirme´ par l’optimisation de ce proble`me par un algorithme e´volutionnaire prenant en compte
la neutralite´ du paysage.
Nous pouvons envisager deux principales directions pour de futurs travaux, l’une portant
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sur l’e´tude des paysages neutres et leurs rapports aux algorithmes d’optimisation, et l’autre sur
la conception de nouvelles techniques d’analyse des paysages neutres.
Dans cette the`se, nous avons propose´ et teste´ de nombreux outils d’analyse des paysages,
ils permettront dans l’avenir d’analyser des paysages neutres issu de proble`mes plus applicatifs.
Ce type d’analyse permettra de de´duire les caracte´ristiques pertinentes d’un paysage neutre
afin de lui appliquer une me´taheuristique adapte´e. De nombreux travaux sugge`rent que les
paysages issus de la Programmation Ge´ne´tique sont de nature neutre. Les e´tudes sur ces paysages
pourront eˆtre comple´te´es a` l’aide des premiers re´sultats sur le paysage des Routes E´pistatiques.
En optimisation combinatoire un proble`me peut conduire a` diffe´rents paysages selon par exemple
le choix du codage des solutions ; se pose alors la question de savoir si, pour un proble`me donne´,
le degre´ de neutralite´ d’un paysage est corre´le´ a` la difficulte´ de la recherche. Dans ce travail, nous
n’avons pas e´tabli de lien direct entre difficulte´ et neutralite´, toutefois des e´le´ments de re´ponses
ont e´te´ apporte´s. Nous avons montre´ que la recherche pe´riscopique pouvait eˆtre performante sur
certains paysages neutres et non sur d’autres. Des travaux futurs pourront donc s’inte´resser aux
rapports entre la difficulte´ a` optimiser relative a` une me´taheuristique donne´e et un ensemble de
mesures sur les paysages neutres.
Les outils que nous avons utilise´es et de´veloppe´es mesurent un paysage de fac¸on ”statique” en
e´chantillonnant un certain nombre de solutions suivant diffe´rentes me´thodes. Nous avons princi-
palement utilise´ des me´thodes statistiques pour de´crire les paysages neutres ; des outils manquent
pour ”mesurer” les paysages neutres au cours de l’optimisation, cela permettrait d’adapter les
me´taheuristiques, soit a posteriori, soit pendant la recherche elle-meˆme. L’essor des re´seaux
dans diverses disciplines scientifiques apporte de nouvelles me´thodes de visualisation des grands
graphes. Nous pourrons utiliser et de´velopper ces me´thodes afin d’ame´liorer notre perception
des paysages neutres et peut-eˆtre ainsi d’e´laborer de nouvelles techniques d’optimisation.
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Annexe A
Re´sultats expe´rimentaux des
me´taheuristiques
157
Tab. A.1 – Moyenne et e´cart-type des performances des diffe´rents algorithmes sur les paysages
NKq pour N = 16.
K q RN RP HC HC2 EA SE
1 2 0.8200.075 0.8210.078 0.7890.083 0.8170.078 0.8300.073 0.8280.073
3 0.7710.065 0.7780.064 0.7580.069 0.7750.067 0.7840.062 0.7810.061
4 0.7550.063 0.7630.063 0.7500.065 0.7620.066 0.7690.060 0.7650.060
10 0.7190.052 0.7280.053 0.7230.051 0.7290.054 0.7340.049 0.7310.050
2 2 0.8630.065 0.8610.069 0.8140.082 0.8530.077 0.8860.054 0.8820.054
3 0.8020.066 0.8100.065 0.7770.072 0.8010.076 0.8260.056 0.8210.055
4 0.7740.064 0.7860.061 0.7630.066 0.7830.069 0.8030.054 0.7960.053
10 0.7330.056 0.7430.054 0.7350.056 0.7450.059 0.7610.046 0.7560.045
3 2 0.8740.064 0.8740.067 0.8220.082 0.8640.077 0.9000.054 0.8970.053
3 0.8070.057 0.8150.057 0.7810.066 0.8060.069 0.8360.048 0.8310.048
4 0.7720.057 0.7860.053 0.7630.059 0.7820.063 0.8060.045 0.8000.046
10 0.7330.050 0.7450.048 0.7340.051 0.7460.056 0.7670.039 0.7630.039
5 2 0.8640.061 0.8700.063 0.8220.075 0.8660.073 0.9010.052 0.8960.051
3 0.7980.053 0.8080.053 0.7790.062 0.8050.064 0.8340.044 0.8310.044
4 0.7670.053 0.7790.049 0.7570.056 0.7840.059 0.8050.040 0.7980.040
10 0.7260.046 0.7360.044 0.7270.047 0.7450.052 0.7630.035 0.7580.035
8 2 0.8320.059 0.8440.058 0.8020.070 0.8570.060 0.8730.047 0.8690.047
3 0.7700.052 0.7830.051 0.7580.057 0.7980.055 0.8100.042 0.8060.041
4 0.7410.051 0.7570.047 0.7400.052 0.7760.053 0.7850.040 0.7800.040
10 0.7040.045 0.7170.042 0.7090.044 0.7370.047 0.7440.034 0.7400.034
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Tab. A.2 – Moyenne et e´cart-type des performances des diffe´rents algorithmes sur les paysages
NKq pour N = 64.
K q RN RP HC HC2 EA SE
0 2 0.7340.049 0.7360.049 0.7360.049 0.7360.049 0.7350.048 0.7320.044
3 0.7080.041 0.7090.040 0.7090.040 0.7090.040 0.7020.039 0.6940.040
4 0.6970.036 0.6980.036 0.6980.036 0.6980.036 0.6850.035 0.6760.036
10 0.6720.030 0.6730.030 0.6730.030 0.6730.030 0.6590.030 0.6490.030
2 2 0.8620.041 0.8710.042 0.8260.048 0.8540.058 0.8470.039 0.8350.038
3 0.8020.037 0.8170.036 0.7870.040 0.8010.047 0.7890.033 0.7800.031
4 0.7690.030 0.7870.035 0.7650.034 0.7760.040 0.7610.027 0.7550.027
10 0.7290.027 0.7450.028 0.7360.028 0.7430.034 0.7270.023 0.7190.022
4 2 0.8690.030 0.8800.031 0.8320.040 0.8550.052 0.8570.027 0.8470.027
3 0.8040.027 0.8220.027 0.7880.031 0.7970.044 0.7980.023 0.7910.022
4 0.7730.027 0.7930.026 0.7680.029 0.7750.039 0.7700.022 0.7660.020
10 0.7330.023 0.7490.023 0.7390.024 0.7420.031 0.7330.019 0.7290.018
8 2 0.8490.030 0.8630.031 0.8210.038 0.8310.055 0.8470.026 0.8400.025
3 0.7870.026 0.8040.027 0.7750.031 0.7740.048 0.7860.020 0.7820.020
4 0.7600.025 0.7770.024 0.7550.028 0.7590.040 0.7620.021 0.7580.019
10 0.7210.023 0.7330.023 0.7250.024 0.7250.034 0.7260.017 0.7230.016
12 2 0.8250.028 0.8380.029 0.8030.036 0.8090.057 0.8260.026 0.8240.024
3 0.7670.026 0.7810.025 0.7580.031 0.7590.045 0.7710.022 0.7690.020
4 0.7410.024 0.7560.025 0.7380.027 0.7420.042 0.7480.020 0.7480.019
10 0.7050.021 0.7170.022 0.7090.024 0.7110.033 0.7150.017 0.7130.016
16 2 0.8030.028 0.8150.029 0.7850.035 0.7930.053 0.8080.025 0.8070.024
3 0.7480.025 0.7600.026 0.7400.028 0.7430.045 0.7560.022 0.7540.019
4 0.7240.024 0.7370.024 0.7230.026 0.7290.040 0.7350.020 0.7330.019
10 0.6910.021 0.7000.021 0.6940.022 0.6980.033 0.7010.017 0.7010.017
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Tab. A.3 – Moyenne et e´cart-type des performances des diffe´rents algorithmes sur les paysages
NKM pour N = 16.
K M RN RP HC HC2 EA SE
1 16 0.6680.050 0.6750.050 0.6750.050 0.6780.051 0.6740.050 0.6640.052
32 0.6830.048 0.6910.047 0.6910.047 0.6940.049 0.6980.046 0.6940.047
48 0.6890.047 0.6960.047 0.6960.047 0.6990.049 0.7030.045 0.7000.045
160 0.6960.047 0.7030.047 0.7030.047 0.7060.048 0.7120.045 0.7080.045
2 16 0.6790.054 0.6850.053 0.6850.053 0.6890.059 0.7020.045 0.6940.046
32 0.6940.051 0.7010.050 0.7010.050 0.7040.057 0.7220.042 0.7170.041
48 0.6990.051 0.7060.050 0.7060.050 0.7100.056 0.7260.042 0.7220.041
160 0.7070.051 0.7130.050 0.7130.050 0.7170.056 0.7340.042 0.7300.041
3 16 0.6780.049 0.6840.048 0.6840.048 0.6900.055 0.7080.040 0.7040.041
32 0.6930.047 0.6990.046 0.6990.046 0.7060.053 0.7260.037 0.7230.037
48 0.6980.046 0.7050.045 0.7050.045 0.7110.053 0.7320.037 0.7270.036
160 0.7060.046 0.7120.045 0.7120.045 0.7190.052 0.7390.036 0.7350.036
5 16 0.6720.046 0.6770.044 0.6770.044 0.6870.053 0.7080.035 0.7050.035
32 0.6880.043 0.6930.042 0.6930.042 0.7030.050 0.7240.032 0.7200.032
48 0.6930.042 0.6980.041 0.6980.041 0.7080.050 0.7290.032 0.7250.032
160 0.7000.042 0.7050.041 0.7050.041 0.7150.050 0.7350.032 0.7320.031
8 16 0.6530.044 0.6620.043 0.6610.043 0.6810.048 0.6950.031 0.6920.032
32 0.6680.041 0.6770.040 0.6770.040 0.6970.045 0.7070.031 0.7040.031
48 0.6740.041 0.6820.040 0.6820.040 0.7020.045 0.7120.031 0.7090.030
160 0.6810.040 0.6900.039 0.6890.039 0.7090.045 0.7180.031 0.7150.030
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Tab. A.4 – Moyenne et e´cart-type des performances des diffe´rents algorithmes sur les paysages
NKM pour N = 64.
K M RN RP HC HC2 EA SE
0 16 0.6250.034 0.4940.037 0.6270.033 0.4950.039 0.5490.032 0.5360.032
32 0.6410.029 0.5140.035 0.6420.029 0.5130.036 0.5930.029 0.5800.033
48 0.6460.028 0.5560.037 0.6480.028 0.5540.038 0.6110.029 0.6100.031
160 0.6540.028 0.6490.029 0.6550.028 0.6460.029 0.6380.028 0.6290.025
2 16 0.6750.030 0.5270.038 0.6850.029 0.5280.038 0.6120.033 0.5980.034
32 0.6900.026 0.6060.036 0.7010.025 0.6030.036 0.6600.025 0.6630.025
48 0.6950.026 0.6570.031 0.7060.024 0.6480.040 0.6780.023 0.6810.023
160 0.7030.025 0.7160.025 0.7130.024 0.6980.036 0.6990.022 0.6910.022
4 16 0.6800.028 0.5510.037 0.6880.028 0.5530.035 0.6290.026 0.6240.027
32 0.6950.023 0.6450.031 0.7040.023 0.6380.036 0.6730.022 0.6770.021
48 0.7000.022 0.6800.026 0.7090.022 0.6670.039 0.6890.020 0.6920.018
160 0.7080.021 0.7220.021 0.7170.022 0.7030.033 0.7060.017 0.7020.017
8 16 0.6690.026 0.5880.034 0.6740.028 0.5900.034 0.6330.022 0.6300.022
32 0.6850.022 0.6600.026 0.6900.023 0.6540.035 0.6710.020 0.6770.019
48 0.6890.021 0.6840.023 0.6950.022 0.6700.037 0.6840.018 0.6870.016
160 0.6970.020 0.7120.020 0.7030.021 0.6910.034 0.6990.016 0.6980.015
12 16 0.6550.026 0.6080.032 0.6610.026 0.6080.032 0.6320.020 0.6310.023
32 0.6700.021 0.6620.024 0.6770.022 0.6540.031 0.6660.019 0.6720.019
48 0.6760.020 0.6780.022 0.6820.021 0.6650.035 0.6770.018 0.6800.017
160 0.6830.019 0.6960.019 0.6890.020 0.6810.033 0.6900.016 0.6900.015
16 16 0.6420.026 0.6140.030 0.6450.027 0.6150.028 0.6270.017 0.6280.017
32 0.6570.021 0.6560.022 0.6610.022 0.6500.028 0.6570.018 0.6630.017
48 0.6630.020 0.6680.020 0.6660.021 0.6580.032 0.6660.016 0.6710.017
160 0.6700.019 0.6820.018 0.6740.020 0.6690.034 0.6780.015 0.6790.014
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Tab. A.5 – Moyenne et e´cart-type des performances des diffe´rents algorithmes sur les paysages
NKp pour N = 16.
K p RN RP HC HC2 EA SE
1 0.5 0.4820.066 0.4930.064 0.4880.066 0.4960.066 0.5000.064 0.4970.063
0.8 0.2670.066 0.2750.065 0.2560.072 0.2760.066 0.2780.065 0.2770.064
0.9 0.1660.060 0.1690.060 0.1510.062 0.1690.060 0.1700.059 0.1700.059
0.95 0.0970.046 0.1000.046 0.0830.046 0.1000.046 0.1000.046 0.1000.046
0.99 0.0200.028 0.0200.028 0.0160.026 0.0200.028 0.0200.028 0.0200.028
2 0.5 0.4920.058 0.5030.054 0.4990.055 0.5080.060 0.5220.046 0.5170.046
0.8 0.2970.064 0.3090.061 0.2890.069 0.3040.068 0.3210.058 0.3160.057
0.9 0.2050.054 0.2140.053 0.1800.064 0.2100.057 0.2200.052 0.2170.051
0.95 0.1230.057 0.1290.057 0.0940.057 0.1260.057 0.1330.057 0.1320.056
0.99 0.0400.040 0.0390.040 0.0230.032 0.0390.039 0.0420.041 0.0420.041
3 0.5 0.5090.062 0.5190.061 0.5180.061 0.5240.070 0.5520.052 0.5440.052
0.8 0.3060.057 0.3180.055 0.3030.061 0.3160.066 0.3380.050 0.3300.049
0.9 0.2200.055 0.2340.055 0.2030.062 0.2260.062 0.2460.052 0.2410.050
0.95 0.1490.051 0.1590.051 0.1160.059 0.1510.053 0.1670.049 0.1640.047
0.99 0.0490.037 0.0500.038 0.0250.032 0.0490.037 0.0590.036 0.0580.036
5 0.5 0.5030.060 0.5120.059 0.5110.059 0.5240.070 0.5530.048 0.5450.048
0.8 0.3170.056 0.3280.054 0.3210.057 0.3350.067 0.3640.045 0.3550.044
0.9 0.2240.047 0.2370.046 0.2180.053 0.2340.057 0.2610.042 0.2530.040
0.95 0.1660.044 0.1820.042 0.1430.053 0.1720.052 0.1960.038 0.1900.038
0.99 0.0670.036 0.0760.036 0.0330.035 0.0730.037 0.0920.032 0.0900.032
8 0.5 0.4770.055 0.4850.053 0.4850.054 0.5120.059 0.5240.043 0.5190.043
0.8 0.2900.052 0.3010.050 0.2970.050 0.3220.057 0.3370.043 0.3320.044
0.9 0.2070.044 0.2190.042 0.2120.046 0.2300.052 0.2450.037 0.2400.037
0.95 0.1570.040 0.1700.038 0.1500.044 0.1710.048 0.1880.036 0.1840.035
0.99 0.0800.030 0.0950.029 0.0490.037 0.0890.033 0.1020.026 0.0990.025
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Tab. A.6 – Moyenne et e´cart-type des performances des diffe´rents algorithmes sur les paysages
NKp pour N = 64.
K p RN RP HC HC2 EA SE
0 0.5 0.4120.031 0.4140.030 0.4140.030 0.4140.030 0.4080.029 0.4030.029
0.8 0.1760.027 0.1770.027 0.1770.027 0.1770.027 0.1770.027 0.1760.027
0.9 0.0980.029 0.0980.029 0.0980.029 0.0980.029 0.0980.029 0.0980.029
0.95 0.0410.016 0.0410.016 0.0410.016 0.0410.016 0.0410.016 0.0410.016
0.99 0.0110.009 0.0110.009 0.0110.009 0.0110.009 0.0110.009 0.0110.009
2 0.5 0.5000.030 0.5160.029 0.5120.031 0.5180.035 0.4950.025 0.4860.025
0.8 0.2840.029 0.3010.030 0.2810.032 0.2940.037 0.2810.025 0.2740.024
0.9 0.1840.022 0.1980.020 0.1650.026 0.1880.027 0.1840.020 0.1790.019
0.95 0.1170.029 0.1290.030 0.0950.029 0.1210.030 0.1220.027 0.1220.025
0.99 0.0270.011 0.0280.011 0.0170.011 0.0280.011 0.0310.010 0.0310.011
4 0.5 0.5140.030 0.5270.030 0.5270.031 0.5280.039 0.5120.023 0.5020.022
0.8 0.3170.028 0.3370.028 0.3250.031 0.3280.037 0.3170.023 0.3050.022
0.9 0.2210.025 0.2420.023 0.2150.028 0.2290.036 0.2210.020 0.2120.019
0.95 0.1550.022 0.1770.021 0.1340.027 0.1580.033 0.1570.018 0.1510.017
0.99 0.0580.017 0.0690.017 0.0300.016 0.0600.020 0.0690.012 0.0700.012
8 0.5 0.5000.028 0.5090.029 0.5100.029 0.5070.041 0.5060.022 0.4980.021
0.8 0.3120.026 0.3240.027 0.3220.029 0.3200.038 0.3160.022 0.3070.020
0.9 0.2240.023 0.2400.024 0.2300.027 0.2310.037 0.2270.018 0.2170.018
0.95 0.1650.021 0.1840.020 0.1630.024 0.1680.034 0.1680.016 0.1610.015
0.99 0.0790.017 0.1020.016 0.0500.020 0.0790.028 0.0860.014 0.0840.013
12 0.5 0.4810.026 0.4890.029 0.4890.028 0.4880.039 0.4900.022 0.4860.021
0.8 0.2970.025 0.3060.027 0.3060.027 0.3040.038 0.3050.020 0.2980.019
0.9 0.2130.022 0.2230.024 0.2190.024 0.2190.033 0.2190.017 0.2130.017
0.95 0.1580.018 0.1710.019 0.1620.022 0.1620.031 0.1610.015 0.1560.015
0.99 0.0820.015 0.1040.015 0.0650.020 0.0830.027 0.0870.012 0.0850.011
16 0.5 0.4640.026 0.4710.027 0.4710.027 0.4720.039 0.4760.021 0.4720.020
0.8 0.2820.024 0.2880.025 0.2890.024 0.2880.038 0.2930.019 0.2870.018
0.9 0.2000.021 0.2070.022 0.2070.022 0.2080.032 0.2080.017 0.2040.017
0.95 0.1470.018 0.1560.019 0.1520.019 0.1520.029 0.1540.015 0.1500.014
0.99 0.0810.014 0.0970.013 0.0700.018 0.0800.025 0.0850.011 0.0830.010
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Re´sume´
Le concept de paysage adaptatif a e´te´ introduit par S. Wright dans le domaine de la biologie de l’e´volution
dans les anne´es 1930. Il est l’un des concepts pertinents pour mode´liser l’e´volution d’une population d’organismes.
Dans le domaine de l’optimisation combinatoire par me´taheuristiques, il est e´galement utilise´ et permet de lier
une description ge´ome´trique d’un proble`me d’optimisation avec la dynamique des algorithmes de recherche.
Deux ge´ome´tries de paysage correspondant a` deux dynamiques d’algorithme ont e´te´ principalement e´tudie´es. La
ge´ome´trie de paysage multimodale est lie´e a` la pre´sence d’optima locaux, ou` la dynamique est une succession de
marches adaptatives vers de meilleures solutions et de de´gradations de performance. La ge´ome´trie des paysages
adaptatifs neutres, mise en avant par la the´orie de la neutralite´ en e´volution mole´culaire de Motoo Kimura, est
lie´e a` la pre´sence de plateaux ; la dynamique se caracte´rise alors par une de´rive ale´atoire entrecoupe´e de rares
de´couvertes de solutions plus performantes. Cette the`se se propose d’approfondir l’e´tude des paysages neutres
dans le contexte de l’optimisation et de proposer de nouvelles me´taheuristiques adapte´es a` ce type de paysages.
La the`se se compose de quatre chapitres. Dans un premier chapitre, nous pre´sentons les principaux re´sultats
concernant les paysages adaptatifs et plus particulie`rement les paysages adaptatifs neutres. Dans un deuxie`me
chapitre, nous de´veloppons le concept d’ensemble de neutralite´ en introduisant la notion de ’nuage adaptatif’ qui
permet d’e´tudier la corre´lation de performance entre solutions voisines et nous l’appliquons a` la classe des paysages
’embarque´s’ qui regroupe les paysages NK et Max-SAT. Dans un troisie`me chapitre, nous re´sumons l’ensemble
des mesures relatives aux re´seaux de neutralite´ et nous proposons une nouvelle mesure. Une e´tude expe´rimentale
est re´alise´e sur trois familles de paysages pour lesquelles la neutralite´ est ajustable et deux proble`mes classiques
de la litte´rature. Enfin, un nouvel algorithme de recherche adapte´ aux paysages neutres lie´ a` la nouvelle mesure
est propose´ et e´value´ sur diffe´rents paysages neutres. Nous re´alisons l’e´tude du paysage adaptatif massivement
neutre issu du proble`me d’apprentissage de la re`gle d’un automate cellulaire re´alisant la taˆche de classification
par la densite´, afin d’en ame´liorer les me´taheuristiques connues existantes.
Mots-cle´s: Paysage Adaptatif, Neutralite´, Me´taheuristique, Optimisation Difficile, Algorithme E´volutionnaire,
Re´seau de Neutralite´
Abstract
The concept of fitness landscape (or adaptive landscape) was introduce par S. Wright in the field of evolu-
tionary biology in 1930’s. It is one of the most relevant to explain the evolution of individuals. In the field of
combinatorial optimization by metaheuristic, it is also used and allows to study the link between geometrical
description of optimization problem and the dynamic of search algorithms. Two geometries of landscape which
correspond to two dynamics of search have been studied. The multimodal geometry of landscape is related to
the presence of local optima, where the search dynamic is a succession of adaptive walk toward better solutions
and degradation of performance. The geometry of neutral fitness landscape, point out in molecular evolution
by neutral theory of Motoo Kimura, is related to presence of plateaus ; the dynamic of search is characterized
by random drift interrupted by the discover of rare better solution. This thesis propose to deeper study neutral
fitness landscapes in the context of optimization and to design new metaheuristics according to those landscapes.
This thesis is composed by four parts. In the first one, we present the main results about fitness landscapes
and more particularly about neutral fitness landscapes. In the second part, we develop the concept of neutral
set by introducing the notion of ’fitness cloud’ which allows to study the correlation of performance between
two neighbor solutions and we measure this correlation on ’embedded fitness landscapes’ as an extension of NK
landscapes and Max-SAT problems. In the third part, we summarize the set of measures on neutral networks
and we propose the new measure. Experimental study is performed on three family of landscapes for which the
neutrality is and two classical problems. Then, a new metaheuristic adapted of neutral fitness landscapes inspired
by the new measure is proposed and evaluated on different landscapes. We studied the massively neutral fitness
landscapes from the learning problem of a rule of cellular automata which perform the density task, in order to
improve the best metaheuristics known.
Keywords: Fitness Landscape, Neutrality, Metaheuristic, Hard Optimization, Evolutionary Algorithm, Neu-
tral Network
