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Sufficient conditions are obtained for the boundedness of solutions of the non- 
linear nonautonomous neutral equation 
i(t)=r(f)x(t)(a(f)-.x(t-1)-c(/).?(t-1)), 
which arise in a “food-limited” population model. This partially answers a recent 
open question proposed by K. Gopalsamy and B. G. Zhang. c 1991 Academic 
Press. Inc. 
1. INTR~DLJc-I-I~N 
The nonlinear neutral delay logistic equation was first introduced and 
extensively discussed in [6], 
dx(t) 
-=i(t)=rx(t)(l -(x(t--)+ci(t-T))/K), 
dt 
(1.1) 
where Y, z, c, K are assumed to be positive constants. This equation is a 
natural generalization of the well-known elementary logistic equation 
which has been used as a model for single species population growth, 
i(t)=rx(t)(l -x(t)/K), (1.2) 
where r is the intrinsic growth rate of species x and K is interpreted as the 
environment capacity for x. In [ll, pp. 38401, F. E. Smith argued that 
per capita growth rate r( 1 - x(t)/K) in (1.2) should be replaced by 
r( 1 - (x(t) + ci(t))/K), based on his investigation on laboratory popula- 
tions of Daphnia magna. Obviously, it will be even more realistic to incor- 
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porate a single discrete delay t in the per capita growth rate, which results 
in ( 1 .l ). The detailed ecological justification of Eq. (1 .l ) can be found in 
[6] and [ 111. In [6], sufficient conditions are obtained for the local 
asymptotic stability of the positive steady state of ( 1.1). The oscillatory and 
nonoscillatory behavior of the positive solutions of ( 1 .l ) are also studied in 
[6]. In [3], necessary and sufficient conditions are found for the local 
stability and stability switches of the positive steady state of (1.1 ), which 
improves one of the results in [6]. 
One of the most important questions left unresolved in paper [6] is 
whether or not all solutions of (1.1) corresponding to a suitable class of 
positive initial values remain bounded as t + ~8. It is well known that if 
c = 0 in ( 1.1) all positive solutions remain bounded as t + x. The main 
purpose of this paper is to show that indeed there are reasonable condi- 
tions under which solutions of (1.1) will remain bounded as t -+ co. In fact, 
the results are valid for the more general nonautonomous version of ( 1 .l ), 
i(t)=r(t)x(t)(u(t)-b(t)x(t-T)-c(t)i(t-T)), (1.3) 
where r(t) > 0 and h(t) > 0. Obviously, it is easier to work with equations 
that have less variables and parameters. Thus, take 
t = TS, X(s) =x(v), 
Y(s) = v(w) b(r(s)), 4TS) 4s) =h(rs)t 
1 c(rs) F(s)=-- 
T b(v)’ 
With these scalings, (1.3) becomes 
di(s - 
a(s)--x(s- 1)-C(s) ds 
1) 
. (1.4) 
Therefore, the rest of this paper discusses the equation 
i(t)=r(t)x(t)(a(t)-x(t- l)-c(t).k(t- l)), (1.5) 
rather than Eq. (1.3). Equation (1.5) always assumes that r(t) is positive, 
that u(t). c(t) # 0, and that all of these three functions are continuous and 
bounded both from below and above. The approach throughout this paper 
is mainly motivated by the intrinsic interest of the equation and the 
ecological interpretation of the results. 
The next section contains nonboundedness results. Section 3, the main 
part of this paper, contains the boundedness results. It is followed by a 
section devoted to the discussion of the constant coefficients case; results 
there are compared with an asymptotic result obtained in [3]. The final 
section consists of a brief list of questions remaining to be investigated. 
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2. NONBOUNDEDNESS RESULTS 
This section presents conditions under which the positive solutions of 
(1.5) indeed tend to infinity as t + cc. Before stating the related theorems, 
the following result is needed. 
LEMMA 2.1. Consider Eq. (1.5). If x(O) > 0, then x(t) > 0 for all t 3 0. If 
x(0) = 0, then x(t) = 0 for all t 3 0. 
ProoJ: Since x(0) > 0, for t close to 0, x(t) > 0; therefore, Eq. (1.5) can 
be written as 
d(lnx(t))/dt=r(t)(a(t)-x(t- l)-c(r).C(t- 1)). 
This implies 
x(t) = x(0) exp i’ r(s)(a(s) - x(s - 1) - c(s) C?(S - 1) ds 
> 
. (2.1) 
0 
Obviously, x(t) > 0 for TV [0, 11, in particular, x(l) > 0. By induction, it 
follows that x(t) > 0 for all t b 0. If x(0) = 0, (2.1) indicates that x(t) = 0, 
for t E [0, 11. Again, by induction, x(t) = 0, for all t > 0. 1 
Note that Eq. (1.5) can be written as 
a(t)-r(t)a(t)x(t)= -r(t)x(t)(c(t)i(t-l)+x(t-1)). (2.2) 
Since c(t) #O for all t >O, then Eq. (2.2) is equivalent to 
i(t)-r(t)a(t)x(t)= -c(t)r(t)x(t)(P(t-l)+~‘(t)x(t-1)). (2.3) 
This expression leads to the following theorem. 
THEOREM 2.1. In Eq. (1.5), assume r(t) > 0, a(t) > 0, -c(t) > 0, 
c-‘(t)= -r(t- l)a(t- l),for t3 1 and x(O)>O. 
(1) If$t)+c-‘(t)x(t)>Of or - 1 6 t < 0, then x(t) is unbounded. In 
fact, x(t) 2 x(0) exp(lh r(s) a(s) ds). 
(2) rf i(t) + C’(t)x(t) 6 0 for -1 < t < 0, then x(r) d x(0) 
exp(ih r(s) a(s) ds) for t 3 0. 
Proof: By Lemma 2.1, x(t) > 0; hence, -c(t) r(t) x(t) > 0, for t 2 0. 
Denote 
F(?)=.);.(t)-r(t)a(t)x(t) for t > 0. (2.4) 
Equation (2.3) indicates that F(t) will not change sign for t > 0 if 
i(t)+c-‘(t)x(t) does not change sign in the interval C-1,0]. In other 
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words, if ~(t)+c~‘(t).x(z)30, for -1 <t<O, then F(t)>,O, for all t>O; 
therefore. 
i(t)-r(t)a(t)x(t)>O for t30. 
This implies that 
x(t)>x(O)exp j:r(s)a(.s)dJ). 
( 
This proves case (1). On the other hand, if 
i(t)-r(t)a(t)x(t)<O for t 2 0, 
then 
O<x(t)dx(O)exp jir(.r)a(s)ds), 
( 
which implies the conclusion in (2). 1 
Motivated by Theorem 2.1, the following more general result can be 
proved. 
THEOREM 2.2. In Eq. (1.5), assume r(t) > 0, u(t) > 0, c(t) < 0, and 
c-‘(t)= -r(t-l)a(t-l)+&(t), x(t)>O,,for fE[O, 11. 
(1) If’ s(t)>0 and i(t)-r(t)u(t)x(t)>O for -1 dtd0, then 
x(t) 2 x(0) exp(jb r(s) u(s) ds). 
(2) Zf &(t)<O and i(t)-r(t)u(t)x(t)<O for -l<tgO, then 
x(t) d x(0) exp(jh r(s) a(s) ds), for t 2 0. 
Proof. Equation (2.3) yields 
~(t)-r(t)u(t)x(t)=(~(t)-r(t-l)u(t-l))~’r(t)x(t)(~(t-l) 
-r(t-l)u(t-l)x(t-l)+s(t)x(t-1)). (2.5) 
There are two cases to consider. If E(Z) > 0, then 
i(t)-r(t)u(t)x(t)>(c(t)-r(t-l)u(t-l))p’r(t)x(t) 
x(.k(t-l)-r(t-l)u(t-1)x(2-1)), 
because x(t) > 0 by Lemma 2.1 and because it was assumed that c(t) < 0, 
and that r(t)>O. Obviously, i(t)-r(t)u(t)x(t)>O, for -1 <t<Oensures 
that a(t) - r(t) u(t) x(t) k 0 for 0 < t d 1. Induction immediately yields the 
conclusion that x(t) >, x(0) exp(lh r(s) u(s) ds), for t k 0. 
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If s(t) < 0, Eq. (2.5) implies that 
i(t)-r(t)a(t)x(t)<(&(t)-r(t-l)a(t-l)))’r(t)x(t) 
x(a(r-1)-r(t-l)a(t-l)x(t-l)). 
A similar argument as in case of (1) yields 
x(t) < x(O) exp for r30. 1 
The assumption in this section that c(t) < 0 is contrary to the assump- 
tion made in [6] and [ll]. However, this may well be a reasonable 
hypothesis for some species. For example, if an immature organism con- 
sumes less food than a mature one, then c(t) should be negative rather than 
positive. If c(t) = 0, then ail solutions of (1.5) are eventually bounded as 
long as both r(t) and a(t) are positive and bounded from below and above. 
Thus, the results in this section indicate that the neutral term in Eq. (1.5) 
is destabilizing. 
3. BOUNDEDNESS RESULTS 
This section obtains conditions under which solutions of Eq. (1.5) will be 
bounded. Throughout this section, it is assumed that there are finite con- 
stants rl, rz, ct, and cl, such that 0 < r, d r(t) 6 r2, and 0 < c1 < c(t) 6 c2. 
Equation (1.5) may be rewritten as 
x(t)+~~‘(t+l)x(t)=r(t)x(t)(a(t)+r~~(t)c~’(t+l) 
- c(t)[i(t - l)+ c-‘(t) x(t - l)]}. (3.1) 
Denote 
y(t)=i(t)+c-‘(t+ 1)x(t). (3.2) 
Then (3.1) becomes 
y(t)=r(t)~(t)x(t)(c~‘(t)(a(t)+r-’(t)c-’(t+ l))-~(t-1)). (3.3) 
Denote 
P(t) = r-‘(t) c-‘(t), Q(t) = cp’(t)(a(t) + r-‘(t) cp’(t + 1)). (3.4) 
Assume there are positive constants P, Ql , and Q,, such that P(t) > P, 
Q, G Q(f) G Qz. 
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LEMMA 3.1. Let T 3 1. For t 6 T, assume that the solution x(t) oj 
Eq. (1.5) satisfies O<x(t)<P(t) Q,/Q,, and06y(t)dQl,,for -1 6tdO. 
Then, 
(1) O~y(t)dQ,,forallO~t~T. 
(2) S~in(o,,~-2)y(s)ds~Q2forO~t6T. 
Proof: First assume Odtdl. Since O<y(t)<Q, for -l<t<O and 
Q, <Q(t) for -1 dt, then Eq. (3.3) implies that 06 y(t) for 06 t 6 1. 
Hence, for 06 t 6 1, Eqs. (3.3) and (3.4) plus 06x(t) 6 P(t) Q,/Q2 and 
Q(t) d Qz together yield 
y(t) <x(t) P-‘(t) Q(t) 
GQ,Q(tYQ2GQ,. 
By induction, 0 6 y(t) < Q, for all 0 6 t 6 T. This establishes conclusion 
(1). Therefore, 
j,‘-, Y(S) ds = j,‘- 1 x(s) Pp’(s)(Q(s)- y(s- 1)) ds 
< s ’ f(Q(s)-~(s-l))ds r-1 2 
< s ’ (Q(s)-As- l))ds r-1 
= j,; , Q(s) ds - s,‘; , I?(S - 1) ds 
d J‘,’ , Q-J-j:~2’ As)ds. 
Hence. 
J 
, 
Y(S) ds G Qz for 1 <t< T. 1 
l-2 
Equation (3.2) yields 
LEMMA 3.2. For-1~t~T,assumethaty(t)~OandthatS~in(o,,~2JY(s)ds 
< Q2. Then, x(t)<x(0)e~Ib~~‘(~+‘)ds+ Q2e2’;‘/(e2’~‘- l),for tE [0, T]. 
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Proof Consider an estimate for 
since I= ,,. + j’-2[121) y(a)e-~~~~‘(.,+l)d.Sda. 
0 
It is necessary to concentrate temporarily on the estimation of the integral 
on the interval [t - 2(n + l), t - 2n]. From the assumption cP ‘(t) > 
c; ’ > 0, it follows that 
4 
I 
c-‘(sf 1)dsd -c;‘(t--o). 
d 
s 
, - 2n 
< y(a)e-‘.+‘J,& 
, - 2(n + I ) 
-‘.2n 
s 
, - 2n 
<e-9 y(a)do<Q2ep2’+ 
I-*(n+l) 
Therefore, 
1 
<Q2 
e2’.;1 
1-e-2’.;I=Q*e2’.;I-1. 
Now apply Eq. (3.5); the conclusion of this lemma follows immediately. B 
The following theorem states some sufficient conditions for the bounded- 
ness of the solutions of Eq. (1.5). 
THEOREM 3.1. In Eq. (1.5) assume that 
(i) x(O)~~I~‘~‘(~+‘)~~+ Q,e2’~‘/(e2’.-‘- l)<p(t) Ql/Q2, and 
(ii) O<y(t)<Q,,for -1 <t<O, andx(O)>O. 
Then 
o<x(t)<x(0)e~fb’.-‘(“+“d’+Q,e2c;’/(e*“2’-1) for t>o, 
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Proof By Lemma 2.1, x(t) > 0 for all t 3 0. Suppose that the conclusion 
of the theorem were false. Let t* > 0 be the least positive number such that 
x(t*)=x(())e JI;~,~‘(~+‘)dr+Q2e2~?‘/(e2’-‘- l), (3.6) 
and such that 
Assumption (i) yields 
0 <x(t) r(t) c(t) 6 Q,/Qz for t E [0, t*]. 
Combining this with assumption (ii), and then applying Lemma 3.1 yields 
0 d At) d Ql 
and 
s I Y(S) ds d Q2 for tE [O, t*]. min{O,r- 2} 
From Lemma 3.2, it is easy to see that 
~(t)<~(O)~~Jb~~‘(J+‘)~.~+Q~~2~2’/(~2~’2’_1) for tE [0, t*]. 
This inequality obviously contradicts Eq. (3.6) which proves the 
theorem. 1 
This theorem indicates that as long as the two assumptions (i) and 
(ii) are met, the solution of Eq. (1.5) is bounded above by x(0) + 
Q2e2’.2’/(e2’.;’ - 1) and, eventually, the solution is bounded above by 
Q2e2’.+(e2’.” - 1 ). 
4. RESULTS IN THE AUTONOMOUS CASE 
When all the coefficient functions are constants, the following result is 
the counterpart of Theorem 3.1. 
THEOREM 4.1. Consider the equation 
~?(t)=rx(t)(a-x(t- 1)-ca(t- l)), (4.1) 
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where Y, a, and c are real constants and where r > 0, c> 0. In Eq. (4.1) 
assume that 
(i) x(O)e-‘l’+-! a+l 
( > 
I 
e21c/(e2/’ - 1) < -, 
c 
rc 
rc 
and that 
(ii) O<.k(t)+cplx(t)<k -ldt<Oandx(O)>O. 
Then, 
O<x(t)ix(0)epC”+~ for t 20. 
Proof. In this situation, c(t)=c,=c2, p(t)=p=rp’cp’, Q(t)=Q,= 
Q2 = (l/c)(a + l/rc) and y(t) = a(t) + c -‘x( t). The conclusion follows from 
Theorem 3.1. 1 
COROLLARY 4.1. In Eq. (4.1), if 
(i) x(0) > 0, x(O) + ie’lC(a + l/rc) < l/rc, and 
(ii) O<.i(t)+c -‘x(t) 6 (l/c)(a + l/rc), for - 1 G t < 0, 
then 
O<x(t)<x(O)+iel” for t>O. 
Proof: Since e”” - e w 6 2/c, we have 
therefore 
x(O) e-“‘+f a+: e21c/(e2/C- l)<x(O)+ie”” 
( 1 
1 
( > 
a+- . 
rc 
Hence conditions (i) and (ii) in Theorem 4.1 are met, which impkies 
0 <x(t) <x(O) ep”C+f a+$ e2”/(e2”‘- 1) 
( > 
<x(O)+~e'" 
1 
( > 
a+- , 
rc 
for t b0. 1 
302 KUANG AND FELDSTEIN 
EXAMPLE 4.1. In Eq.(4.1), let r=0.05, c=4, a=l, x(O)bl, and 
x(r)=x(O), for -1 <l<O. Then x(O)+$e”‘(a+ l/rc)<4,9<l/rc=5, and 
i(t)+c-‘X(t)=4X(0)<4<c 1 I 1 ( a+- 1 1 zz 3 for -1 <t<o. rc 
Therefore, by Corollary 4.1, 0 < x(t) < 4.9, for all t 2 0. 
If a < 0 in Eq. (4.1), then the corresponding boundedness result is very 
simple, as the following result shows. 
THEOREM 4.2. Zf a<O, x(O)< -a, a+ I/rc>O, and O<l(t)+c-‘x(t) 
d (l/c)(a + l/rc), then 
O<x(r)<i for all t>,O. 
ProoJ: By Lemma 2.1, x(t) > 0 for all t > 0. Suppose that the con- 
clusion was false. Let t* > 0 be the least positive number such that 
x(t*) = (rc)-‘, and 0 <x(t) d (rc) -’ for 1 E [O, t*]. By Lemma 3.1, 
0 6 y(t) < (l/c)(u + l/rc). Equation (3.5) implies that 
X(t)=X(0)e~“,““+e-“l”” ’ 
s 
y(s) e”!’ b & 
0 
<x(O)+u+&- for
rc 
t E [0, t*]. 
This obviously contradicts the assumption that x(t*) = (rc) ~- ‘, which 
proves the theorem. 1 
In [3], the following asymptotic result is obtained. 
THEOREM 4.3 (H. I. Freedman and Y. Kuang [3]). In Eq. (4.1), assume 
that r, a, c are positive constants. If rat > 1, then the steady-state solution 
x(t) = a is unstable. Zf rut < 1, and 
(1 - r2u2c2)‘/2 arccot( -rac( 1 - r2u2c2)-I!*) > ra, (4.2) 
then x(t) = a is asymptotically stable, whiie if the inequality (4.2) is reversed, 
then x(t) = a is unstable. 
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It is interesting to compare this asymptotic conclusion in Theorem 4.3 
with the results in this section. Consider the case a = 1, YC = i. Theorem 4.3 
indicates that if r is very small, while c is very big, then (4.2) holds and 
hence the steady-state x(t) = a is asymptotically stable. It turns out that the 
same assumption also yields the boundedness of its solution according 
to Theorem 4.1 or Corollary 4.1. Indeed, r = 0.05, c = 4, x(0) d 1, and 
x(t) = x(0) for - 1 d t < 0 together guarantee that 0 < x(t) < 4.9, for all 
t 3 0. Similarly for the case r = 0.01, c = 20, x(0) Q 1, and x(t) =x(O) for 
- 1 < t < 0. In fact, if rc is fixed, then the bigger the constant c, the smaller 
the upper bound for x(t) for t b 0. In other words, the results in this section 
agree with Theorem 4.3, which is obtained from [3]. 
5. OPEN QUESTIONS 
This paper is devoted to the discussion of the boundedness of solutions 
of equation (1.5). Obviously, these results leave room for further improve- 
ment. There are several important problems related to Eq. (1.5) and the 
autonomous equation (4.1) remaining to be investigated. For example: 
(1) What can be said about the existence of periodic solutions in 
Eq. (1.5) when the coefficient functions r(t), a(t) and c(t) are periodic? 
(2) For Eq. (4.1), what are the conditions for the global stability of 
the positive steady-state solution x(t) = a, in case of a > O? A modified 
version of the method introduced in [7] may serve this purpose. 
(3) The existence of Hopf bifurcation for Eq. (4.1) should be 
investigated. The integral manifold technique developed by J. K. Hale in 
[S, 91 may contribute to the solution of this interesting problem. 
(4) What can be said if the delay in Eqs. (1.5) and (4.1) is distributed 
rather than a single discrete one? 
The results stated in this paper can serve as steppingstones for future 
investigations of neutral delay interacting population models, such as 
predator-prey or competition systems. 
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