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ABSTRACT 
Let A and A be two n X n normal matrices with spectra {Aj} and {ij>. Then by 
the Hoffman-Wielandt theorem, there is a permutation rr of (1,. . . , n) such that 
C li,,j, - Ajl” Q IIti - AIIF, 
j=l 
where II IIr denotes the Frobenius norm. However, if A is normal but A nonnormal, 
it may be asked: How to relate the eigenvalues of A to those of A? An answer is given 
in this paper: There is a permutation r of {1,2,. . . , n) such that 
and the factor & is best possible. As a corollary, we have 
max In,(j) 
j 
- AjI d n IIA - A/12, 
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for the spectral norm 1) 112. Th us, the known upper bound (2n - l>IIa - A\12 is 
reduced by a factor of about two. 
1. INTRODUCTION 
Let A and_ A be two n X n normal matrices with spectra A( A) = { Aj] 
and A( A) = (Aj}. Then by the Hoffman-Wielandt theorem [2], there is a 
permutation 7r of {1,2,. . . , n} such that 
where (1 ]JF denotes the Frobenius norm. 
However, if a normal matrix A is perturbed to a nonnormal matrix A, it 
may well be asked: How to relate the eigenvalues of A to those of A? In this 
paper we give an answer to this problem. The principal object of this paper is 
to prove the following 
THEOREM 1.1. Let A be an n X n norrnul matrix with specWum_ A(A)_= 
{Aj}, and let A be an n X n nonnormal matrix with spectrum A(A) = {AjI. 
Then there is a permutation 7~ of {1,2, . . . , n) such that 
Observe that the inequality II E(] r < 6 I( El12 holds for any n X n matrix 
E, where I( (I2 denotes the spectral norm. Hence, from Theorem 1.1 we get 
the following 
COROLLARY 1.2. Under the condition of Theorem 1.1, 
max Ii,,, - Ajl < n iii - Ah. (1.3) 
j 
As far as we have known, the best result of the type (1.3) was given by 
Rhatia [l, Theorem 24.11: 
max I~b(j) - Aj] G (2n - 1) IIA - AlIz. (1.4 
_i 
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The inequality (1.3) shows that the upper bound in (1.4) can be reduced by a 
factor of about 2. 
In Section 2 we give an identity on the elements of a normal matrix, and 
in Section 3 we use the identity and the Hoffman-Wielandt theorem to prove 
Theorem 1.1. In Section 4 we present an application. 
Throughout this paper we use the following notation. ‘&‘“‘x” denotes the 
set of complex m X n matrices. AT and A” stand for the transpose and 
conjugate transpose of a matrix A, respectively. Z is the identity matrix, and 0 
is the null matrix. 
2. AN IDENTITY 
The following lemma presents an identity on the elements of a normal 
matrix. 
LEM~~A 2.1. Let A = (a,,) E i3”‘x n be normal. Then 
n-l n n-l n 
C C (z -j)l”j[12 = C C (j - E)l"ji12' (2.1) 
j=l l=j+l I=1 j=/+l 
The author gave a proof of Lemma 2.1 in 181. Following after, Gerd 
Krause [4] presented a very nice proof, and later he found that his proof is 
completely analogous to Liszl6’s version [5, p. 10371. Liszlo’s paper [5] has 
just been published. The author’s original proof is omitted here. 
Proof of Lemma 2.1 [41. Let A be partitioned as 
A= Ak E ekxk. 
Then from AA ’ = A*A it follows that 
A, A; + B, BP = A,HA, + c,Hc,, k = 1,2,...,n - 1 
218 JI-GUANG SUN 
By taking the trace, we get 
II~& = llC,ll2F, k = 1,2 ,..., n - 1, 
and 
n-l n-l 
kF:, ll&ll2F = c IlC,lG. 
k=l 
The identity (2.2) is clearly equivalent to (2.1). 
(2.2) 
??
3. PROOF OF THEOREM 1.1 
We first prove a lemma, which is a corollary of Lemma 2.1. 
LEMMA 3.1. L_.et A = (ujr> E $YnX” be normul, and split A as follows: 
A=A,+A,+A,, (3.1) 
where A, is strictly lower triangular, A, is diagonal, and A, is strictly 
upper triangular. Then 
II &IIF Q 6=-i llA&, II AJF < -11 A&. (3.2) 
Proof. By (3.11, we have 
n-l ” n-l * 
IIAuII2F = C C 1~~~1’ G C C (1 -j) lajl12 
j=l Z=j+l j=l Z=j+l 
n-l n 
= C C (j - 1) lajll’ [by (2-l)] 
I=1 j=l+l 
n-l ” 
Q (n - 1) C C Iajl12 = (n - 1) IIALI12F. 
I=1 j=l+l 
Similarly, we can prove the second inequality of (3.2). 
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Proof of Theorem 1 .l. Let E = A - A. Without loss of generality we 
may assume that A + E is in the Schur form, i.e., 
A+E=;i+M, (3.3) 
where A = diag( II.>, and M is strictly upper triangular. 
_J 
Since A and A are normal matrices, by the Hoffman-Wielandt theorem 
[2] there is a permutation 7r of {1,2, . . . , nj such that 
We now split A as in (3.1), and split E as in 
E=E,+E,+E,, 
MIIF. (3.4) 
(3.5) 
where E, is strictly lower triangular, E, is diagonal, and Eu is study upper 
triangular. Then from (3.3) and (3.5) 
E-M=E,+E,+E,-(A,+E,)=E,+E,-A,. 
Thus, we have 
tIE - Mtl; = llE,ll; + II&J; + II A& 
d llE,ll; + llE,11; + (n - 1) IIA& [by Lemma 3.11 
= llE,ll; + llE& + (n - 1) llE,llt 
[by (3.1) > (3.3)> and (3.511 
< n IIEII~. (3.6) 
This together with (3.4) gives (1.2). ??
220 
REMARK 3.2. Take 
A= 
0 eiel 
0 0 
0 0 
,ie, 0 
0 . . . 0 
e+ . . . 0 
. . 
0 . . . eie,-I 
0 . . . 0 
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(3.7) 
where 0 < 8,, . . . , 0, < 27r. Obviously, A and AT are unitary; thus, they are 
normal. By the split (3.1), we have 
Therefore, the factor \lns1 in (3.2) is best possible. Moreover, let A be the 
matrix expressed by (3.7), and let 
EC_ 
Then from 
(0 0 *** 0 
0 0 *a* 0 
. . . . . . . . . . . 
ie i0, 0 . . . 0 
A=A+E. 
A( A) = {e’%} with real numbers &, . .., 4,, A( A) = {O}, IIA - AIIF = 1 
we see that the factor 6 in (I.21 is also best possible. 
REMARK 3.3. It is worthwhile to mention two related results. 
(1) If the matrix A of Theorem 1.1 is Hermitian, then by Kahan [3], 
there is a permutation r of {1,2,. . . , n) such that 
c Ii,,j, - Ajl” < ~6 hi - AIIF. 
j=l 
(3.8) 
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(2) If the matrix A of Theorem 1.1 is normalizable, i.e., A can be 
decomposed by A = 2i x’- ’ with A = diag(ij), then by the author [6], 
there is a permutation 7~ of {l, 2, . . . , n] such that 
where II II2 denotes the spectral norm. 
REMARK 3.4. The estimate (3.8) can be proved by the same method as 
we used in the proof of Theorem 1.1. The difference is only that for a 
Hermitian matrix A we have II Ac,ll~ = 11 AJF; thus, the inequality (3.6) can 
be replaced by 
IIE - Mll: = llE,,$ + llE& + 11 A& 
= lIEJi?F + l&,11; + llALll; 
= IIEJ; + llE,ll; + llE,ll? 
Q 2llEllk 
4. AN APPLICATION: A RESIDUAL BOUND 
Let A E %Ynx” be normal, and let the columns of x’, E gnx’ (I < n) 
form an orthonormal basis for an approximate eigenspace of A. Then there is 
a problem: How to relate the eigenvalues of the Rayleigh quotient matrix 
fFA_J?, to those of A? 
Now we apply Theorem 1.1 to prove the following 
THEOREM 4.1. Let A be normal, and let the columns of x, E gnx’ 
(1 < n) form an orthonormal basis for an approximate eigenspace of A. 
Vefine 
A, = 2pA_f,, A, = x,ki, -Ax,. (4.1) 
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Zf A(A) = ($&‘j”-1 
such that 
and h(i,) = ($v_,, then there are h,.,...,Al, E A(A) 
where the association ofj with j’ is injective. 
Proof. Let g1 be the column space of 6,, and define 
8 = (E E $PXn : (A + E)&; &>. 
By [7, Theorem 2.11, there is a unique E(O) E 8 expressed by E(O) = I!,ff 
such that for any unitarily invariant norm II II 
IIE(“)ll = FL; IIEII = lIi,ll. 
Take a matrix x’, E Wx(“-‘) so that 2 = ( i1, &,) is unitary. Then from 
x’“( A + E(O))?? = 
we see that A( i,> C A( A + E(O)). By Theorem 1.1, there are A,,, . . . , A,, E 
A(A) such that 
J i [Ai, - li,l’ < 611E(“)II~ = &II&b j=l ??
I am grateful to Dr. Gerd M. Krause, Bielefeld, for carefully reading and 
commenting on my report [81. Special thanks to the anonymous referee for 
valuable suggestions. In particular, the referee informed me of the result [l, 
Theorem 24.11 and suggested I add Corollary 1.2. 
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