Introduction
As a Human activity, minds have created mathematics. On the other hand, we can ask whether mathematics may be used express how our mind and body work. Actually, Ehresmann and Vanbremeersch [5] proposed a mathematical model for complex systems, like an internal organization consisting of components with interrelations, based on category theory. The notions from categories and sheaves have been most powerful and effective methods not only for quantum physics as Isham [6] , Mallios-Zafiris [7] and Kato [4] , but also for describing the structure of living systems and their dynamic behavior [8, 9] . In describing the workings of organic systems that are not Turing computable, such as metabolism-repair and replication systems, relations or mutual dependence of parts of organic systems may also be described by the category theory [10] . If we include time as a dimension, anticipatory behavior also becomes the object of our study [11] .
For our mind Edelman [12] explains, in evolutionary terms, consciousness in terms of the morphology of the brain. Consciousness results from brain as a complex system where the diversity and the regularity of its responses emerge in the absence of the control.
There are researches started in the computer science led by Abramsky at Oxford University. Abramsky [13] studies a unified model of various theories from quantum physics to natural environments, Coecke and Pulman [14] also does in particular in connection to artificial intelligence, linguistics and cognitive Science. They show how the same mathematical structures arise in various areas of classical computation and use of string diagrams derived from quantum mechanics to gain insights into the nature of natural language [15] .
Thus, there are numerous works on the applications of Category theory to human beings. All the activities mentioned above are relevant to our approaches via the methods of temporal topos theory.
The aim of this paper is to provide sheaf theoretic formulations of the functions of a brain based on the theory of temporal topos (which is abbreviated as t-topos in the following), developed in Kato [1] [2] [3] . The notion of a topos was originally developed by Alexandre Grothendieck in 1960's in Algebraic Geometry. By definition, a topos is the category of sheaves over a category
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Our project on the formulations of the thinking processes began with the results in Kato-Nishimura [20] for two types of grasping concepts, and Kato-Nishimura [21] for thought processes a . This paper is the third in our series. In order to analyze brain functions, we will introduce two kinds of restrictions. For an active brain, we can consider the sub-activities of the whole brain restricted to smaller parts as frontal, parietal, temporal, and occipital lobes. Note that some brain activity requires only a few lobes rather than the entire brain. We also need to consider another notion of a restriction, which is less obvious and less known outside mathematical fields. For this second notion of a restriction, we need temporal topos methods as developed in Kato [3] as the foundations for temporal topos theory, Kato [1] , and Kato [2] for its relativistic version. The most updated version by the first author can be found in Kato [4] . The second notion of the restriction (morphism) with respect to a generalized time period in the t-site is to express a local datum. In this paper, we will focus on the formulation of macrocosmic level subdivisions, e.g., lobe level subdivisions rather than a microcosm where t-topos theoretic methods, as done in Kato [3, 4] , for the quantum level are required. However, our formulation has potential to extend the methods and results in this paper to finer subdivisions of a brain into, e.g., neurons or an ultimate quantum level. Such a finer subdivision of a brain corresponds to the finer decomposition of the (pre) sheaf associated with the brain. See, e.g., Kato [3] for this restricted notion of a presheaf adapted for t-topos theory. For a transition from local to global, we need to formulate a certain kind of pasting mechanism in terms of categorical notions under those restrictions for a decomposition of a presheaf and a covering of an object in the t-site. We experience such an emergence as we hear just one or two notes of a well-known music piece. It is crucial to formulate such a notion as "recognition" and "understanding" in a precise way in terms of sheaf theory in the transition from local to global. See our forthcoming paper Kato-Nishimura on Memory, Understanding, Discovery and DejaVu, where a comprehensive treatment of cognitive activities in terms of t-dual topos theory.
Restrictions and Subdivisions
We have introduced the sheaf theoretic methods in earlier papers Kato-Nishimura [20, 21] for an analysis on brain activities. Recall that for a sheaf associated with a brain, the objects of a temporal site play a role in describing the changing states of such a sheaf. (See, e.g., Kato [3] for the notion of a temporal site or t-site).
In our approach in terms of t-topos, we associate a presheaf m for an entity M (for example, a particle like an electron, or human being). A measurement of M can be phrased as morphism from m to another presheaf p, which is the associated presheaf with an observer P. As a parameter indicating the states of the observer and the observed, there is a notion of t-site. As explained in Kato [1] [2] [3] [4] , we associate a presheaf m for every entity M. Such a presheaf m is said to be the associated presheaf of M. Namely, for a particle M in macrocosm or microcosm, there exists a presheaf m representing M. Since the usual time is represented by the time-associated t-site, an object of the t-site is referred to as a generalized time period. See Kato [1] [2] [3] for more detail discussion about t-site. When a presheaf m is said to be not reified, i.e., not defined, at any object of a t-site S, the presheaf m is said to be in an ur-wave state, or wave ur-state, and when m is reified at U of the t-site S, m is said to be in an ur-particle state or particle ur-state over U. However, the presheaf associated with an active brain is also a sheaf in the following sense. The condition for a presheaf to be a sheaf is the following. When local section data agree on the overlaps, the local sections can be pasted together to obtain a unique global section. To be more precise, the following sequence is exact a Consult Nishimura, et al. [22] for motivations of this classification. See Kato-Nishimura [20] for Categorical formulations of visual and verbal activities, and Citti, Petitot and Sarti [23] for the works on the mathematical analysis on the visual activities. Kato 
when presheaf B actually is a sheaf. That is, exact sequence (1.0) can be read as:
holds (i.e., o i ∈B(U i ) and o j ∈B(U j ) agree on the categorical "intersection" U i × U j , there exists a unique o ∈B(U ) to match up with the given local data, i.e., ρ i (o) = o i for each i ∈I .
We will recall briefly several notions from our t-topos theoretic methods before we begin our main theme.
By definition, a presheaf is a contravariant functor from a category to a category. In our case, we choose site S as the domain category. Note that a site is a category with a Grothendieck topology. See Gelfand-Manin [16] , Kashiwara-Schapira [17] or Kato [18] for the definition of a Grothendieck topology. As a codomain category of a functor as a presheaf, we often choose the category ((Set)) of sets, or the category ((Ab)) of abelian groups in which cohomologies can be defined. For our t-topos case, the codomain category is a product category where the measurement takes place. See also Kato [1, 2] for a product category for t-topos theory. Let S^ be the category of presheaves on the site S. For any presheaf B on S and for any morphism i V U → if the site is a classical topological space. For our purpose, we need the notion of a site rather than a topological space since we need more morphisms than just one (the inclusion map) between objects of a site. For example, not every morphism in S is a linearly t-ordered morphism, which induces the usual time order "before and after". See Kato [3, 4] for t-topos version of space-time for quantum physics.
A subdivision of a brain into e.g., lobes or even finer neurons, corresponds to a decomposition of a sheaf into subsheaves. Namely, for a sheaf B associated with a brain, we consider a direct product in the category S^ of presheaves:
Where π k is the k-th projection from B onto B k . If a subdivision of B into frontal, parietal, temporal, and occipital lobes is considered, then the index set J consists of four elements, i.e., k = 1, 2, 3, 4. Then subsheaves {B k } 1≤ k ≤ 4 are associated with those four lobes. In general, we say that a sheaf B is reified if there exists an object U of S so that B(U) is defined. Note also that even if global sheaf B is reified with U, local subsheaves B k need not be reified over the same U. See Kato [3] for a general discussion of this matter. However, since we are dealing with a macrocosmic object, in what will follow, we assume B k (U) is defined whenever B(U) is defined. One could have further decomposition of subsheaf B k into even elementary particles. Namely, we will not discuss any quantum mechanical issues in this paper. For the discussion on the foundations of quantum theory in terms of t-topos theory, see Kato [1] [2] [3] [4] where quantum wave-particle duality, uncertainty principle and quantum entanglement are formulated in terms of sheaves and categories. This assumption of global B and a part B k being defined on the same U is reasonable because: when the entire brain is measured over an object U of t-site S (e.g., by a brain imaging method), the states of the subdivided parts (corresponding to B k ) of the brain can be measured simultaneously. (At the quantum mechanical level, this simultaneity assumption is not accurate in terms of t-topos theory. However, as we have mentioned earlier, our focus is not microcosmic states where quantum physical considerations must be employed). Consequently, we have the induced morphism over U as follows.
Which is the restriction of the state of the whole brain sheaf B determined by U to the state of a subdivision subsheaf B k of B. Namely, for a common generalized time period U, we have the restriction of a sheaf B to a subsheaf B k . Let P be the presheaf associated with an observer. When a local ur-particle state B k (U) of a whole B(U) is measured by P(U), we have a morphism Next we will consider the second type of a restriction for our formulations of brain activities in terms of sheaves and categories. This type of a restriction comes from a covering of an object U of the t-site S. As indicated earlier, such an object U of a t-site plays the role of a parameter (e.g., time) for t-topos theory. An object U of a t-site S is called a generalized time period, as a parameter for t-topos theory. Note that in our approach of t-topos, the objects of the t-site play a role in describing Local-Global Mechanism of a Sheaf Associated with a Brain Theorem 2.1: Let B be a sheaf associated with a brain. 
there exists a unique global s ∈B(U ) satisfying the double restrictions
Proof In order to construct such a unique s ∈B(U ) , we only need to observe the following commutative diagrams:
The above diagrams should be read as follows: For
3) satisfying the condition of the exactness of the sequence (1.8), there exists a uniquely determined s i ∈B (U i ) . This is because the decomposition 4) , since the coherence of B coincides with the notion of a sheaf, we get a uniquely determined global s ∈B(U ) .
Conclusion
We have formulated explicitly in this paper the connection between local data and the global information in terms of t-topos. The local image of a local activity of a brain does not provide the global information, i.e., what a thought is about. By gluing the local data in the sense of sheaf theory, we obtain the global information where the two notions of restrictions described in this paper play significant a role.
See Gelfand-Manin [16] , or Kato [18] for the notion of a covering family of an object of a site which is a generalization of a covering for a topological space. For a morphism U λ i ←   U i of the site S, we have the canonically induced morphism (the restriction)
Which is the second kind of restriction mentioned earlier. Namely, the restriction (1.7) is the usual canonically induced morphism by
is, the usual times t and t ' corresponding to τ (U ) and τ (U ') , respectively, have the linear order relationship t ≤ t ' . See Kato [3] for the definition of a linearly t-ordered morphism. Where all the horizontal morphisms are (1.3) -type restriction maps in the category ((Set)) of sets. The above exact sequence means the following: for s k ∈B k (V ) and s j ∈B j (U ) , if s k = s j over B k (U ) ∩ B j (U ) , then there exists a unique global s ∈B(U ) satisfying π k (U )(s) = s k for each s k ∈B k (U ) by the restriction morphism in 1.7.
Next we will consider an entire brain and its associated sheaf B. Let partial information s i ∈B(U i ) for each i ∈I , as a section s i of sheaf B over U i , be given for the (ur-particle) state B(U i ) of the brain. Namely, a presheaf B is coherent with respect to the covering if B is a sheaf, i.e., B satisfies the exact sequence (1.0).
On the other hand, the restriction in (1.3) is related to the physical restriction of the entire brain activity of B(U ) to the sub-state (ur-sub-state) of B(U ) .
