Gene networks in biological systems are highly complicated because of their nonlinear and stochastic features. Network dynamics typically involve crosstalk mechanism and they may suffer from corruption due to intrinsic and extrinsic stochastic molecular noises. Filtering noises in gene networks using biological techniques accompanied with a systematic strategy is thus an attractive topic. However, most states of biological systems are not directly accessible. In practice, these immeasurable states can only be predicted based on the measurement output. In the lab experiment, green fluorescent protein (GFP) is commonly adopted as the reporter protein since it is able to reflect intensity of the gene expression. On this basis, this study considers a nonlinear stochastic model to describe the stochastic gene networks and shows that robust state estimation using Kalman filtering techniques is possible. Stability of the robust estimation scheme is analyzed based on the Ito's theorem and Lyapunov stability theory. Numerical examples in silico are illustrated to confirm performance of the proposed design.
INTRODUCTION
The gene network in biological systems plays an important role in recent diagnoses of diseases such as cancer and autoimmune diseases. Because this network is highly complicated and extremely nonlinear, investigating related problems using a systematic strategy is highly desirable.
Systems biology aims to understand the internal behaviors of biological systems from a system level view. It is different from traditional biology, which focuses on individual cellular components [1] [2] [3] . Researchers have recently designed and constructed biological models using molecular biology techniques and engineering approaches. For example, microarray technology uses highthroughput methods to measure a large amount of gene expression states, and is a useful tool in biotechnology. Measured data makes it possible to reconstruct the structures of gene networks, perform qualitative and quantitative analyses, systematically control biological states and design desired biological process, and ultimately examine dynamic behavior using computational simulations.
Biological models describing the behavior of biological systems can be classified into a logical model in the discrete-time domain and a differential equation set in the continuous-time domain [4] [5] [6] . Unlike the deterministic case, the gene networks of real biological systems are generally non-ideal and invariably noisy. These molecular noises generally involve the intrinsic noises resulting from molecular birth and death, and extrinsic noises caused by environmental influences such as changes in temperature, PH, or nutrient levels and may affect the quantitative and qualitative characteristics of biological systems [7] [8] [9] . To ensure modeling accuracy, the influence of noise contamination should not be ignored. The parameters of gene network are estimated to reconstruct its model form noisy measured data [10] .
The robustness of biological systems is defined as the capability of the system to resist noise corruption while ensuring satisfactory performance or stability [11] . Disease and malfunction represent a decay in robustness and the noise filtering ability of the corresponding biological networks. Drug design is an effective way to improve the robustness and filtering ability of biological networks to resist fluctuation and noise, much like the robust control design in engineering problems. Nonlinear feedback control methods have also been used to regulate the steady state of biological systems [12] . Other issues that have directed greater attention to stochastic biological systems include the development of control strategies when ensuring robust stability and filtering ability. Chen and Wu proposed a robust filtering circuit design based on H  -control theory by regulating kinetic parameters [13] .
Before performing any feedback control designs, all biological state information should be available. However, most of the internal states of these systems can only be observed partially. In this situation, a state estimator is appropriate to reconstruct full states, especially in noisy environments. The Kalman filter (KF) has been adopted to estimate full states in engineering for decades [14, 15] . Liang and Lam designed a linear state estimator to estimate the concentrations of mRNA and protein for stochastic gene regulatory networks by considering parameter uncertainties [16] . However, there are relatively few applications of the extended KF (EKF) in state estimation for nonlinear biochemical networks [17, 18] . Moreover, a state estimator was implemented based on the fluorescence probe, a dynamic state model of the plant cell bioreactor and online GFP fluorescence measurement [19] .
Although a few papers discuss state estimation for biological networks, most approaches are based on the traditional Kalman filtering theory. This theory assumes that noise covariances, including process noise and measurement noise, are known a priori. The KF can identify optimal state estimation against noise using Gaussian distributions. However, noise distribution may not be Gaussian in biological systems; its autocorrelation may not be known exactly, or may be difficult to model precisely [7] [8] [9] . Chuang and Lin proposed a robust EKF to handle gene network systems with uncertain process noises [20] .
This paper extends the design to a more general class of perturbative gene networks with uncertain extrinsic noise, process noise, and multiple intrinsic noise sources. A state estimator for this class of gene networks is designed based on a generalized robust EKF. This study also presents quantitative error analysis for the robust EKF based on Ito derivatives and Lyapunov stability theory. After this analysis is completed, establishing the convergence condition for estimation error, which is expressed in terms of the linearization error of the given gene network and the amplification factors of intrinsic noises, is then possible. Numerical experiments for an in silico example verify the theoretical results obtained.
PRELIMINARIES
To clarify the notation in the derivations, let the vector norm of , denoted by n x   x , be defined as
. Some preliminary lemmas are introduced a priori.
The following lemma provides the covariance propagation equation for stochastic linear systems.
Lemma 1 [21] . For the following linear stochastic system:
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where the initial state is
the production rate parameters of the corresponding proteins is i , , the decay rate parameters of the corresponding proteins is 
with r  being the maximal expression level of the promoter and r K the repression coefficient. The EYFP protein, a green fluorescent protein (GFP), is a useful reporter protein consisting of several amino acid residues. The EYFP protein exhibits bright green fluorescence when exposed to blue light. Based on this feature, it is possible to obtain information about the concentration variations of other proteins and mRNAs by measuring the fluorescent intensity generated by GFP. According to the Beer-Lambert law [19] , the measurement model can be expressed as follows: . This study discusses an approach for estimating the gene concentration of a class of stochastic gene networks in the form of (1)- (2) with multiple intrinsic noises when their states are not directly accessible. In this situation, estimating state information based on measurement output is a key issue.
Mathematical models provide a platform for the systematic analysis of various gene networks. One type of ordinary differential equation (ODEs) is the stoichiometric model, which is known for representing biochemical reactions. Gene networks often suffer from intrinsic noises resulting from molecular birth and death, but also from extrinsic noises caused by environmental perturbations. The dynamical variation of concentrations for biological systems shown in (1)- (2) can be applied to a more general perturbative gene network using the following nonlinear stochastic differential equation, which incorporates intrinsic and extrinsic noises:
where M represents the number of intrinsic noise sources,
and the measurement model is given by
where   
and are nonlinear functions that respectively denote the interactions of gene networks, coupling vectors of intrinsic noises, and the function of sensors. The intrinsic noises
, the extrinsic noise , and the measurement noise
v t are uncorrelated and assumed to be zero-mean Gaussian white noise processes:
and
The noise uncertainties satisfy (3) and (4) can be rewritten as the following Ito stochastic equations: 
Estimator Design
Biological processes for gene networks include DNA to mRNA transcription and mRNA to protein translation, and generated protein regulates other genes. However, the internal states of most biological systems are not directly accessible.
As described, gene networks in the real world are always noisy. The corresponding dynamic model is thus stochastic. To tackle the situation, this study presents a design approach for robust estimation with the estimator given in the following form:
x t K t y t y t x x y t h x t
where   Figure 2 shows the system configuration. The sensor measures GFP fluorescence intensity and converts it into electrical signals for further processing on the computer. The green fluorescence intensity per cell can be measured using a flow cytometer. The computer computes an appropriate estimation gain K t using the measured data. The process of propagating the estimation error to further determine   K t is independent of the gene network. The following deriva- tions are given to determine the estimation gain so that the estimated states will track the noise-free states.
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Let the estimation error state be      
The augmented system can then be constructed as
where
x t G x t I K t I F x t x t A x t x t H x t x t
The partial derivative matrices evaluated at the estimated state are given by
denote the linearization errors. The errors are assumed to be bounded as follows:
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For the EKF design, consider the nominal case with the linearization error ignored. In this case, the augmented system becomes
First consider a case in which all noise covariances are exactly measured so that 1 
can be determined by solving the stochastic Riccati equation:
Next, consider the case with noise uncertainties presented in (7) . Based on results obtained by [24] , and taking the least favorable noise covariances of 
Equation (15) indicates that   K t is closely related to the amount of measurement noise reflected by the magnitude of 0 and the extent of the uncertain noise covariance specified by
When F is time-invariant, it is easy to verify the stability of the linearized system (12) with the Kalman gain 0 2
. Stability can be analyzed by observing that the Riccati matrix equation (14) is reduced to the algebraic Riccati equation
for all , and , Q R i  satisfying (7) . Based on the result given in [13] , the above inequality represents a Lyapunov inequality guaranteeing the stability of the system (12).
However, if one considers a system disturbed not only by noises with uncertain covariances, but also by linearization errors, the KF presented in this study is possibly not robust. To make the estimation scheme robust and stable, more constraints must be imposed on linearization errors and intrinsic noises. Thus, advanced analysis of the augmented system (10) with linearization errors is required.
STABILITY ANALYSIS
This section analyzes stability of the stochastic gene system based on the Ito Lemma and Lyapunov stability theory. Stability condition derivation is developed on the basis of the following definition.
Definition 1 [15] . Given a stochastic process denoted by   t  , assume that there is a stochastic process To proceed the stability analysis, we choose a Lyapunov candidate function as [15] 
and is the solution of (14) . Taking the time derivative of by Lemma 2 and ignoring the higher order terms gives
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Then, using (5) and (6) 
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Substituting (14) into (16) gives
E V t t t t A t t t A t B t B L t QL t t t t A t t t A t t E t t L t A x t x t t B t B t E B x t t B x t L t QL t t
                                                                     or 1 max , 2 trace M i i i i M i i i i i i E V t t t t B t B
L t Q I L t t I t I B B t C t QC t t t t t
(from the nonsingularity of the last term of (14) we know that   t is singular and
Equation (19) was obtained by applying the Rayleigh principle and algebraic manipulations, where  denotes the eigenvalue.
According to Definition 1, the stochastic gene network becomes exponentially more stable with the exponentially decaying rate  . This means that the estimation error never diverges if noises do not force the gene network to diverge when the stability condition is satisfied.
DEMONSTRATIVE EXPERIMENTS
Consider the nonlinear stochastic gene network illustrated in Figure 1 . The system model can be mathematically described by (1) , and the values of the parameters are taken from [23] : These linearized matrices can obtain the following bounds on linearization errors using the remainder formula of the Taylor approximation [25] : These linearized matrices reveal that the bounds on the linearization errors are as follows:
,
0.04
for all . , x x  Suppose that the nominal covariance matrices are and e estimation error under the noise-free enronment and the estimated states of the system with and without noise uncertainties via the traditional EKF design and our proposed method. Under the same initial conditions and settings, the dynamic simulation of the noise-free state response and the case of state estimation using the traditional EKF for the stochastic gene network with noise uncertainties yield larger estimation error.
DISCUSSION
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CONCLUSION
quire state information f are suffered from uncertain extrinsic and intrinsic noise corruption. Quantitative performance and stability analyses based on the Ito Theorem and Lyapunov stability theory for state estimation are presented. In silico experiments confirm the proposed method for designing the estimator. Simulation results demonstrate the potential of the presented design method in bridging engineering approaches and specific biological problems.
