Introduction
Reconstructing 3D facial shapes from 2D images is essential for many virtual reality (VR) and augmented reality (AR) applications. In order to obtain fully-rigged 3D meshes that are necessary for subsequent steps like facial animations and editing, 3D Morphable Model (3DMM) [2] is often adopted in the reconstruction to provide a parametric representation of 3D face models. While conventional approaches recover the 3DMM parameters of given facial images through analysis-by-synthesis optimization [3, 25] recent work has demonstrated the effectiveness of regressing 3DMM parameters using convolutional neural networks (CNN) [40, 35, 32, 17, 12, 29, 28] . In spite of the remarkable progress in this topic, recovering 3DMM parameters from a single view suffers from an inherent drawback: the lack of reliable 3D constraints can cause unresolvable ambiguities, e.g., the height of nose and cheekbones of a face is difficult to tell given only a frontal view. A better way to reconstruct more faithful 3D shapes from 2D images is to exploit multi-view geometric constraints using a set of facial images in different views. In this case, structure-from-motion (SfM) and multi-view stereo (MVS) algorithms [9] can be employed to reconstruct an initial 3D model and then a 3DMM fitting can be performed using the 3D geometric constraints from the initial model [2] . However, the separated two steps are error-prone: the SfM/MVS step cannot utilize the strong human facial prior from 3DMM and hence its results are usually rather noisy, which further leads to erroneous 3DMM fitting. An alternative approach is to directly fit 3DMM parameters from multi-view images through analysis-by-synthesis optimization [25] , but it requires a complicated, nonlinear optimization that can be difficult to solve in practice.
In this paper we propose a novel approach, which adopts an end-to-end trainable CNN to regress 3DMM parameters in the multi-view setting. Inspired by the photometric bun-dle adjustment method [6] for camera pose and 3D shape estimation in multi-view 3D reconstruction, our method is also based on the assumption that the underlying optimal 3D model should best explain the observed images in different views. That is, the photometric reprojection error between each observed image and a rendered image induced by the underlying 3D model for this view should be minimized (as illustrated in Fig. 1 ). To incorporate this constraint into our CNN, we sample textures from an input view using the predicted 3D model and camera pose, and then render the textured 3D model to another view to compute the loss between the rendered image and the observed image in the target view. In addition to the direct photometric loss between the two images, we propose a novel view alignment loss utilizing a differentiable dense optical flow estimator to backpropagate alignment errors, to avoid trapping into local minima during training. All the above procedures are differentiable and the whole network is end-to-end trainable. To the best of our knowledge, this is the first work that proposes an end-to-end trainable network to exploit both 3DMM and multi-view geometric constraints. We conduct extensive experiments to show the effectiveness of the proposed method.
Related Work
In this section, we briefly summarize the most related work to our approach. Please refer to the recent survey [41] for more detailed review.
Morphable 3D Face Model (3DMM)
Blanz and Vetter [2] introduced the 3D morphable model to represent textured 3D faces using linear combinations of a set of shape and texture bases, which is derived from collections of real 3D face scans. The model is later extended to include facial expressions by FaceWarehouse [5] . In this paper, we focus on recovering the underlying 3D shapes of human faces, hence we are only interested in regressing 3DMM parameters for shapes and expressions. We argue that more realistic textures for 3D meshes can be obtained with more advanced texture synthesis techniques [26] instead of the 3DMM texture representations.
Single-view 3DMM-based Reconstruction
Conventional methods for single-view 3DMM fitting are mostly based on analysis-by-synthesis optimization [3, 25, 10, 34, 38, 39] , by constraining the data similarities like pixel colors, facial landmarks, edges, etc., between observed images and the synthetic images induced by 3DMM. The optimization is usually sensitive to initial conditions and parameters, and hence brittle in practice. This leads to the recent interests in regression-based approaches with deep neural networks.
Zhu et al. [40] proposed a cascaded CNN to regress and progressively refine 3DMM parameters, trained with supervision data generated by fitting 3DMM parameters using conventional approaches and then augmented by their proposed face profiling technique. Later, Tran et al. [35] presented that more discriminative results could be obtained with deeper networks and 3DMM pooling over face identities. However, both methods require supervision obtained through optimization-based 3DMM fitting techniques. Dou et al. [8] proposed to train the regression network using real 3D scans together with synthetic rendered face images with a 3D vertex distance loss. Richardson et al. [23] showed that a 3DMM regression network can be trained using only synthetic rendered face images and later Kim et al. [17] proposed a bootstrapping algorithm to adapt the synthetic training data distribution to match real data. Recently, Tewari et al. [32] and Genova et al. [12] demonstrated impressive results by training 3DMM regression networks using only unlabeled images with a self-supervised photometric loss and a face recognition loss, respectively.
To model detailed facial geometries beyond the representation power of 3DMM, some recent studies proposed to supplement additional geometric representations such as displacement maps [24, 36] or parametric correctives [33] besides 3DMM representations. Some other work used volumetric representations [15] or non-regular meshes [27] instead of parametric representations. These types of representations are out of the scope of this paper.
Multi-view 3DMM-based Reconstruction
In the multi-view setting, a straightforward solution [14] for 3DMM-based reconstruction is to first perform traditional multi-view 3D reconstruction [9] and then fit a 3DMM using the reconstructed 3D model as constraints. However, the separated two steps are error-prone: the SfM/MVS step cannot utilize the strong human facial prior from 3DMM and hence its results are usually rather noisy, which further leads to erroneous 3DMM fitting. Dou et al. [7] recently proposed to address the problem using deep convolutional neural networks (CNNs) together with recurrent neural networks (RNNs). They used RNNs to fuse identity-related features from CNNs to produce more discriminative reconstructions, but multi-view geometric constraints are not exploited in their approach. Notice that there are some other 3DMM-based methods in multi-image settings [22] , but in these work each input image is dealt individually, which is not the same as our multi-view setting.
Approach

Overview
We employ an end-to-end trainable CNN to regress 3DMM parameters from multiple facial images for the same person in different views. In order to establish multi-view geometric constraints like conventional multi-view 3D reconstruction approaches [9] , for now we assume the facial images are taken at the same time under the same lighting condition. Later we will illustrate that our approach is able to handle inputs with lighting variance. For simplicity, we adopt three-view setting to describe our approach. Note that it can be easily generalized to other number of input views. Fig. 2 illustrates the overview of our proposed model in the case of three input views. We learn features from each input image by a shared weight CNN, and then concatenate the features together to regress a set of 3DMM parameters for the person. Differently, we regress the pose parameters for each input view from its individual features (Sec. 3.3). With the pose parameters and 3DMM parameters, we are able to render a textured 3D face model from each input image by sampling textures from the image (Sec. 3.4). Note that in the three-view setting, there will be three textured 3D face models, with the same underlying 3D shape but with different textures. After obtaining the rendered 3D face models of different views, we then project each of them to a different view from the view where the textures are sampled (Sec. 3.5). For instance, we project the 3D model with textures sampled from image at view A to view B. Then we can compute losses between the projected image with the input image at the target view. We will present the details of the adopted losses in Sec. 3.6. Please be noted that the rendering layer is non-parametric yet differentiable, like that in previous self-supervised approaches [32, 12] , and the gradients can thus be backpropagated to the trainable layers.
Model
The 3DMM parameters to be regressed in this work include both identity and expression parameters like [40] . A 3D face model s can be represented as
wheres is the vector format of the mean 3D face model, E id and E exp are the identity basis from BFM 2009 [19] and expression basis from FaceWarehouse [5] respectively, x id and x exp are the corresponding 199-dimension identity vector and 29-dimension expression vector to be regressed. To project 3D model onto 2D image plane, we employ the weak perspective projection model. Given a 3D point v, its 2D projection can be computed with a set of camera pose parameters P as follows
where f is the scaling factor, R is the rotation matrix, and t is the 2D translation [t x , t y ] T . Since the rotation matrix R can be minimally parameterized as three Euler angles α, β, γ, the pose to be regressed contains 6 parameters in total, which reads as P = {f, α, β, γ, t x , t y }.
Parametric Regression
We denote the three-view input images as I A , I B , and I C . We assume I B is the image taken from the frontal view, I A and I C are taken from the left and right views respectively. Note that we do not need the images to be taken from precise known view angles. Each input image is sent through several convolutional layers (borrowed from VGG-Face [30] in our implementation) and pooled to a 512-dimentional feature vector. Then a set of pose parameters P = {f, α, β, γ, t x , t y } is regressed for each view via two fully-connected layers. The three 512-dimentional feature vectors are concatenated together to regress the 228-dimentional 3DMM parameters X = {x id , x exp } (199 for identity and 29 for expression) using another two fullyconnected layers. Note that for each set of inputs, we regress one X and three pose parameters P A , P B , and P C . The networks to extract features and regress pose parameters for the three views have shared weights.
Texture Sampling
With the predicted 3DMM parameters X , as well as the known identity basis E id and expression basis E exp , we can compute the 3D face model using Eq. (1). Three different texture maps can be obtained by sampling textures from each image individually using its own pose parameters predicted by the network. For each vertex v of the 3D model, we apply Eq. (2) to project the vertex to the image plane and fetch the texture color from each input image for the vertex using differentiable sampling scheme, as adopted in Spatial Transformer Networks [16] . For 3D point within a triangle on the mesh, we utilize barycentric interpolation to get its texture color from surrounding vertices. Note that since the texture sampling scheme does not handle occlusions, the textures sampled for occluded regions in each image are erroneous. We deal with this problem using visibility masks which will be detailed in Sec. 3.5. Suppose now we have obtained three differently textured 3D models in this step.
Rendered Projection and Visibility Masks
The textured 3D model can be projected to an arbitrary view to render a 2D image, via the differentiable rendering layer introduced in [12] . For example, given a 3D model with textures sampled from image I A , we can render it to the view of I B using the pose parameters P B , which we denote as I A→B . Formally, for any 3D point v on the mesh surface (including points within triangles), the color of its projected pixel in the rendered image can be computed as
where we use [·] to denote the pixel selection in an image. In practice, the rendering is implemented through rasterization on the target image plane, that is, denoting an arbitrary pixel in the target image as u, then Eq. (3) can be written as
where we use Pr −1 (·) to denote the back projection from a 2D point to 3D space. Note that since the back projection is essentially a ray in 3D space, we need the 3D surface of the face model, which can be induced by 3DMM parameters X , in order to locate the back projection ray to a 3D point. Thus the back projection operator Pr −1 (·) in the above equation takes X as input in addition to camera pose P B . Ideally, with the optimal underlying 3D model and camera poses, the observed image I B should be the same as the rendered image I A→B in non-occluded facial regions, where M denotes the set of pixels in non-occluded facial regions. We will use this assumption to design our selfsupervised losses in Sec. 3.6.2. Till now, we are discussing the rendered projections without considering occlusions. To exclude occluded facial regions, we employ visibility masks to obtain M. Note that Eq. (5) is for the ideal case, where the visibility mask is the same for both rendered image and observed image. In practice, with imperfect 3DMM and pose parameters, we need different masks for rendered image and observed image to enforce the photometric consistency (see Sec. 3.6.2 for details). For rendered image, we simply extract a visibility mask by excluding regions that may be occluded in other views using 3D vertices corresponding to 2D facial landmarks (the correspondences between 3D vertices and 68-points 2D facial landmarks are provided by [40] ). Fig.  3 illustrates an example of the visibility masks for all three views. For the observed real image, we obtain an initial mask using the texture sampling regions. Then a joint edgepreserving filtering [11] is performed on the initial mask, with the input real image as guidance, to force the edges of the mask aligned well with the facial regions of the input image. Finally the regions that may be occluded in other views are excluded using 2D detected landmarks, similar to the processing of masks for rendered images (see Fig.  4 ). Note that for the frontal observed image, there are two different visibility masks when viewed from left and right sides, respectively. We denote the set of pixels in the corresponding masks as M 
Losses and Training
In order to obtain a good initialization and avoid trapping into local minima, we first pretrain the CNN using supervised labels on the 300W-LP dataset [40] , where ground-truth 3DMM and pose parameters are obtained via conventional 3DMM fitting algorithms and multi-view images are generated by face profiling augmentation. After the pretraining converges, we then perform self-supervised training on the Multi-PIE dataset [13] , where multi-view facial images are taken in controlled indoor settings. The training losses are detailed in the following section.
Supervised Pretraining
In supervised pretraining, the ground-truth landmarks, 3DMM and pose parameters are provided. In the dataset 300W-LP, for each real facial image, several synthetic rendered views are generated. During the training stage, we randomly select a set of multi-view images for each face, which contains left, frontal, and right views. We use ground-truth landmarks, 3DMM and pose parameters as supervision, as well as regularizations on 3DMM parameters. The supervised training loss is (6) where L landmark is the landmark alignment loss similar to [32] , L pose and L 3DMM are L2 losses between predictions and ground-truths, L reg is the regularization loss on 3DMM parameters also similar to [32] . The weighting λ 1,2,3,4 are hyper-parameters controlling the trade-off between losses.
Self-supervised Training
During the self-supervised training stage, we enforce the photometric consistency between observed image and synthetic rendered image to incorporate multi-view geometric constraints. From Eq. (5) we derive the photometric loss B and M A→B such that misalignment errors can be taken into considerations. Unfortunately, we find that using only the photometric loss could lead to bad alignment in practice. The reason is that the pixels within facial regions are similar to each other such that mis-matching easily happens. In order to increase the reliability of the dense correspondences between observed image and rendered image, we introduce an additional novel alignment loss into the training.
We employ a differentiable dense optical flow estimator to compute the flow between observed image and rendered image, and then use the sum of squared flow magnitudes at all pixels as the alignment loss. Since the dense optical flow estimator tends to estimate smoothed flow fields, individual mis-matchings can be largely suppressed. For example, to enforce the photometric consistency between I B and I A→B , we compute the alignment loss as
where F(·) denotes the optical flow estimator. Note that here bi-directional optical flows are employed. Besides, in order to reduce the distractions of optical flow estimation errors in uninterested regions, we fill in the the regions outside visibility masks with textures whose flow can be easily estimated (see Fig. 5 for an example).
For the three-view setting, we compute the photometric loss and alignment loss between 4 pairs of images: (I B , I A→B ), (I B , I C→B ), (I A , I B→A ), and (I C , I B→C ). Additionally, to increase the training stability, we also adopt the landmark loss L landmark during self-supervised training, where the landmarks are detected via a state-of-the-art landmark detector from [4] automatically. To sum, the selfsupervised training loss is
where both photometric loss L photo and alignment loss L align are computed from the above 4 pairs of images. The hyperparameters λ 5, 6, 7 control the trade-off between losses.
Experiments
In this section, we first introduce the datasets, evaluation metrics, and implementation details for conducting the experiments (Sec. 4.1 and 4.2). We then demonstrate the effectiveness of the proposed approach with extensive ablation studies in Sec. 4.3. Finally, quantitative and qualitative comparisons to state-of-the-art single-view 3DMM-based approaches are presented in Sec. 4.4.
Datasets and Metrics
Training Datasets. 1) Our supervised pretraining is performed on 300W-LP dataset [40] , which contains over 60,000 images derived from 3,837 face images by varying poses using face profiling synthesis method [40] . Groundtruth landmarks, 3DMM and pose parameters are provided by the dataset. We sample triplet consists of a front, left, and right view image from 300W-LP dataset using the provided yaw angles, which results in 140k training triplets in total. 2) Our self-supervised training is performed on Multi-PIE dataset [13] , which contains over 750,000 images recorded from 337 subjects using 15 cameras in different directions under various lighting conditions. We take frontal-view images as anchors and randomly select side-view images (left or right) to get 50k training triplets and 5k testing triplets, where the subjects in testing split do not appear in training split. Note that whether an image is in frontal, left, or right view can be determined by the provided camera ID.
Evaluation Datasets. 1) We mainly perform quantitative and qualitative evaluations on the MICC Florence dataset [1] , which consists of 53 identities of persons with neutral expression and ground-truth 3D scans are available. Each person contains three videos of "indoor-cooperative", "indoor", and "outdoor" respectively. To experiment with the multi-view setting addressed in this paper, we mannually select a set of multi-view frames for each person, such that his/her expressions are consistent in different views. Since it is difficult to select such sets of frames in the "outdoor" videos, we only perform evaluations on the "indoor-cooperative" and "indoor" videos. 2) Qualitative evaluations are further performed on Color FERET dataset [20, 21] and MIT-CBCL face recognition database [37] , where multi-view facial images are available.
Evaluation Metrics. In the quantitative evaluations on MICC dataset, we follow the evaluation metrics from [12] , which compute point-to-plane L2 errors between predict 3D models and ground-truth 3D scans. Here, we abandon subjects of ID 2 and 27 as their ground-truth 3D scans are flawed and also excluded in other work [32, 12] .
Implementation Details
We use PWCNet [31] as our differentiable optical flow estimator in the self-supervised training step. Note that during our training, the weights of PWCNet is fixed. We crop input images according to bounding boxes of facial landmarks (either ground-truth or detected with [4] ) and resize them to 224×224. To augment the training data, we add random shift with 0∼0.05 of input size to the bounding box. We adopt Adam [18] as the optimizer. The batchsize is set to 12. The supervised pretraining is trained on 300W-LP for 10 epoches with learning rate 1e-5, and the self-supervised training is trained on Multi-PIE for 10 epoches with learning rate 1e-6. The default weights for balancing losses are set to λ 1 = 0.1, λ 2 = 10, λ 3 = 1, λ 4 = 1, λ 5 = 1, λ 6 = 10, and λ 7 = 0.1. We set different weights for different loss terms to make their numbers in a similar scale. The weights λ 1 and λ 7 are set to relatively smaller values as they represent pixel distances. The weights λ 2 and λ 6 are set to larger values as pose parameters and pixel values of input images are normalized to [0, 1].
Ablation Study
We conduct a series of experiments on MICC dataset to demonstrate the effectiveness of each component in our approach. supervised trained model with only photometric loss (v2) reduces the mean error by 0.026 for "indoor-cooperative" but none for "indoor" images, while the model with only alignment loss (v3) reduces the mean error by 0.039 for "indoor-cooperative" and 0.007 for "indoor" images, which is a moderate improvement over photometric loss. Combining the photometric loss and alignment loss (v4) gives the best results, an error reduction of 0.046 and 0.024. Fig. 6 shows two visual examples of the ablation study. From the close-ups we can clearly observe the performance improvements from v1 to v4. Specifically, take the rightside view of the bottom person as an example, we can ob- serve that the facial silhouette of the input face is flat, while in the result from v1 it seems a little bit plump and it becomes much more flatter in the result from v4. The same trends can be found in other examples by inspecting the alignment of 3D models to the facial silhouettes. We further conduct studies under varying lighting conditions across views to demonstrate the effectiveness of the proposed alignment loss to handle lighting changes. Fig.  8 shows an example. In this example, when the lighting is consistent across the three views (left), the model trained with only photometric loss performs almost as good as the model trained with both photometric loss and alignment loss. But when the lighting is inconsistent across the views, the result obtained from only photometric loss is much worse than that from both losses. The reason why the alignment loss is robust to lighting changes is due to the optical flow estimator, which is already trained to deal with lighting changes of input images.
Comparisons to State-of-the-art Methods
We first compare our results on MICC dataset with stateof-the-art single-view 3DMM reconstruction methods. To evaluate single-view methods on our three-view evaluation triplets for each person, we first use their model to predict 3D model a 3D model for each input image. Then three different evaluation settings are employed to ensure fair comparisons. The first one is to calculate the point-to-plane errors for each 3D model and then average the errors. The second one is to average the three predicted 3D models in a triplet and then compute the point-to-plane errors between the pooled 3D model with ground-truth model (shown in Table 2 as "+pool" entries). The third one is to compute the weighted average of three predicted 3D models as [22] and then compute the point-to-plane errors (shown in Table Genova18 MoFA Tran17 Ours Inputs 2 as "+ [22] " entries). Table 2 shows the mean errors of the comparison. The proposed method outperforms all singleview methods in both settings. Fig. 10 shows the detailed numerical comparisons for each subject in the dataset. Several examples of the comparison of detailed error maps are presented in Fig. 7 . We further present some visual comparisons using images from other datasets such as Color FERET dataset [20, 21] and MIT-CBCL face recognition database [37] , where multi-view facial images are available. Fig. 9 shows several examples of the visual comparisons to single-view methods in neutral expression. Fig. 11 shows several examples of the visual comparisons to MoFA in different facial expressions. The superiority of our method over single- view methods can be observed in these comparisons.
Conclusions
In this paper, we presented a novel approach to regress 3DMM parameters from multi-view facial images with an end-to-end trainable CNN. Different from single-view 3DMM-based CNNs, our approach explicitly incorporates multi-view geometric constraints as the photometric loss and alignment loss between different views with the help of rendered projections via predicted 3D models. The alignment loss was computed via a differentiable dense optical flow estimator, which enables the flow errors to backpropagate to the 3DMM parameters to be predicted. The effectiveness of the proposed approach was validated through the extensive experiments. Our study essentially explores model-based multi-view reconstruction using deep learning, which we believe will inspire more future research.
