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1 Physikalische Prozesse und
numerische Simulation
DIE Untersuchung physikalischer Prozesse aus Natur und Technik führt über dieSuche nach geeigneten mathematischen Modellen häufig auf Systeme partieller
Differentialgleichungen. Beispielsweise lassen sich die Bewegung von Fluiden, chemische
Reaktionen oder Vorgänge in der technischen Mechanik durch partielle Differentialglei-
chungen beschreiben. Der funktionelle Zusammenhang zwischen Zeit, Raum und den
betrachteten physikalischen Größen lässt sich dabei – aufgrund der physikalischen Kom-
plexität und der oft geforderten Flexibilität der Aufgabenstellung – meist nicht, oder nicht
mit vertretbarem Aufwand, analytisch ermitteln. In diesen Fällen muss die Lösung der
Differentialgleichungssysteme mit numerischen Näherungsverfahren bestimmt werden.
Der approximative Charakter derartiger Methoden bedingt die Frage nach der für eine
gegebene Anwendung notwendigen und erreichbaren Genauigkeit der Näherungslösung,
welche immer im Zusammenhang mit dem erforderlichen Aufwand zu beantworten ist.
Im Rahmen dieser Arbeit werden Methoden und Techniken zur numerischen Lösung
mathematischer Modellgleichungen für physikalische Prozesse diskutiert. Die zugrun-
deliegende algorithmische Umsetzung (Implementierung) ist dabei auf die Anwendung
für strömungsmechanische Aufgabenstellungen gerichtet, was jedoch keine prinzipielle
Einschränkung der untersuchten numerischen Verfahren darstellt. Die Methoden und Tech-
niken werden anhand elementarer Modellgleichungen behandelt – in den meisten Fällen
ohne auf die Strömungsmechanik Bezug zu nehmen.
Im folgenden Kapitel werden die wesentlichen Arbeitsschritte erläutert, die, ausge-
hend vom mathematischen Modell eines bewegten Fluides, zur Auswahl eines geeigneten
numerischen Näherungsverfahrens führen. Dabei wird insbesondere auf die Spektralele-
mentemethode (SEM) zur Diskretisierung des Raumes eingegangen, auf denen der zentrale
Fokus dieser Arbeit liegt. Ziel der Beschreibung ist es, Einflussfaktoren und Wahlmöglich-
keiten bei der Festlegung des numerischen Näherungsverfahrens zu identifizieren und die
Eignung der SEM für die vorliegende Aufgabenstellung zu belegen.
1
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1.1 Numerische Behandlung partieller Differentialgleichungen
Die räumliche Bewegung eines Fluides kann durch zeitabhängige Geschwindigkeits- und
Druckfelder beschrieben werden. Aus der Masse- und Impulserhaltung der Fluidpartikel
lassen sich als mathematisches Modell eines Strömungsvorganges die Navier-Stokes-Glei-
chungen ableiten. Eine ausführliche Herleitung dieses Systems partieller Differentialglei-
chungen ist beispielsweise in [36] enthalten. In der vereinfachten Form für inkompressible,





+ u · ∇u
)
= −∇p+ µ∇ · ∇u+ f
∇ · u = 0 ,
(1.1)
wobei mit
u(x, t) ∈ Rd
die Geschwindigkeit des Fluides und mit
p(x, t) ∈ R
der physikalische Druck bezeichnet werden. Die weiteren in Gleichung (1.1) auftretenden
Terme sind die konstante Dichte des Fluides, ρ, die dynamische Viskosität, µ und der Vektor
der – möglicherweise zeit- und ortsveränderlichen – Volumenkräfte, f. Im Rahmen der
Modellannahmen (hier: newtonsches Fluid, Inkompressibilität) ist die angegebene Beschrei-
bung allgemeingültig, d. h. alle in der Praxis vorkommenden Phänomene umfassend.
Die numerische Aufgabenstellung erfordert nach der Formulierung des mathematischen
Modells (1.1) zwei weitere Schritte: Diskretisierung dieses Systems partieller Differential-
gleichungen, d. h. Ersetzung durch ein geeignetes algebraisches Gleichungssystem und die
(iterative) Lösung desselben. Die näherungsweise Lösung durch ein Iterationsverfahren
muss beispielsweise dann erwogen werden, wenn das Gleichungssystem aufgrund von
Struktur oder Größe der Systemmatrix einer direkten Methode nicht mit angemessenem
Aufwand zugänglich ist.
Am Ende dieses Vorgehens steht eine numerische Lösung der Modellgleichungen, die
im Allgemeinen aus einer Menge diskreter Werte der gesuchten Felder (in diesem Falle
die Geschwindigkeits- und Druckfelder u bzw. p) an bestimmten Punkten in Raum und
Zeit besteht. Sowohl die Spezifikation des Diskretisierungsverfahrens als auch die Auswahl
der Lösungsmethode für das algebraische Gleichungssystem beeinflussen die Eigenschaf-
2
1.1 Numerische Behandlung partieller Differentialgleichungen
ten der numerischen Lösung. Zusammenfassend kann für die numerische Untersuchung
physikalischer Prozesse das folgende schrittweise Vorgehen angegeben werden:
1. Formulierung des mathematischen Modells
2. Diskretisierung des partiellen Differentialgleichungssystems
3. Iterative Lösung des Systems algebraischer Gleichungen
Diese Methode stellt gleichzeitig die Grundlage der vorliegenden Arbeit dar, wobei sich
die Diskussion auf wichtige Teilaspekte des zweiten und dritten Schrittes beschränkt.
Inkompressible Strömungen von praktischem Interesse stellen oft hohe Anforderungen
an die Verfahren zur Diskretisierung und iterativen Lösung. Physikalische Phänomene wie
beispielsweise Grenzschichten oder Turbulenz erfordern eine hohe räumliche Genauigkeit.
Zeitveränderliche und gleichzeitig langlebige Strukturen und statistische Analysen setzen
zeitlich exakte Methoden voraus. Geometrisch komplexe Untersuchungsgebiete, wie sie von
realistischen Problemen vorgegeben werden, bedingen flexible Diskretisierungstechniken.
All diese Anforderungen können jedoch immer nur im Rahmen eines vertretbaren Aufwan-
des erfüllt werden. Aus diesem Grund ist die Effizienz der Verfahren zur Diskretisierung
und iterativen Lösung in praktischen Aufgabenstellungen immer von hoher Bedeutung.
Für die genannten Anforderungen existiert eine Fülle von Techniken: Zeitliche und
räumliche Genauigkeit ist mit einer hohen Auflösung bei der Diskretisierung und/oder
der Nutzung von Verfahren höherer Ordnung erreichbar. Geometrische Flexibilität wird
durch die Verwendung entsprechender Rechengitter (unstrukturierte oder hybride Git-
ter mit verschiedenen Elementformen) ermöglicht. Diese Methoden erhöhen allerdings
den Rechenaufwand, so dass in der Praxis nur sehr effiziente Verfahren angewendet wer-
den können und häufig zusätzliche Maßnahmen zur Verringerung der Ausführungszeit
notwendig sind. Die Nutzung von adaptiven Techniken ermöglicht, die Mehrzahl der ver-
wendeten Freiheitsgrade – und damit den Großteil des Rechenaufwandes – auf geometrisch
oder physikalisch anspruchsvolle Teile der Lösung zu konzentrieren. Eine weitergehende
Verringerung der Ausführungszeit kann durch die konsequente Nutzung von Hochleis-
tungsrechnern, insbesondere Parallelrechnern mit einer Vielzahl von Ausführungseinheiten,
erreicht werden. Dies erfordert wiederum eine Angepasstheit der Verfahren und deren
Implementierungen für diese Rechnerarchitekturen.
Obwohl die beschriebenen Methoden und Techniken für numerische Simulationen ein-
zeln zumeist gut untersucht und erprobt sind, stellt die kombinierte Anwendung nach wie
vor hohe technische Anforderungen an die Implementierung: Unstrukturierte Gitter und
Adaption erfordern komplexe und dynamische Datenstrukturen; Parallelität unter gleich-
zeitiger Verwendung von Adaption verursacht häufig Lastverteilungsprobleme – um nur
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zwei Beispiele zu nennen. Neben der Funktionalität erhält die Frage nach der Effizienz und
deren Untersuchung eine wesentlich höhere Bedeutung für derartige Implementierungen
kombinierter Verfahren. Während für einfache numerische Algorithmen das Verhalten auf
bestimmten Rechnerarchitekturen meist bekannt oder wenigstens leicht vorhersagbar ist,
erfordern komplexe Implementierungen ein umfangreiches Inventar an Methoden und
Werkzeugen zur Leistungsanalyse und -verbesserung.
1.2 Zeitliche Diskretisierung der Modellgleichungen
Bevor im nächsten Abschnitt ausführlich auf die räumliche Diskretisierung der Modell-
gleichungen eingegangen wird, soll der Vollständigkeit halber die in der vorliegenden
Arbeit verwendete Methode zur Zeitdiskretisierung kurz erläutert werden. Obwohl nicht
zwingend notwendig, werden Zeit und Raum in (1.1) gewöhnlich getrennt voneinander
mit verschiedenen Verfahren diskretisiert. Es ist jedoch notwendig, dass die Methoden mit
Hinblick auf Stabilität und Genauigkeit des Gesamtverfahrens aufeinander abgestimmt
sind.
Im Folgenden wird das in [66] vorgestellte Verfahren zur zeitlichen Diskretisierung der
Navier-Stokes-Gleichungen für inkompressible Fluide beschrieben. Die Methode beruht
auf der getrennten Behandlung der Konvektions- und Diffusionsterme (Splitting-Verfahren;
siehe auch [69] und [49] sowie die Verallgemeinerung in [65] für Probleme mit variabler Vis-
kosität), wobei durch eine geeignete Festlegung der Druckrandbedingungen eine zeitliche
Genauigkeit höherer Ordnung erreicht wird.
Ausgehend von der Impulsgleichung in (1.1) wird für die nichtlinearen bzw. linearen
Terme die abkürzende Notation
N(u) = −u · ∇u+ f
ρ
L(u) = ν∇ · ∇u
vereinbart, wobei mit ν = µρ die konstante kinematische Viskosität des inkompressiblen

















Aus dieser Gleichung kann das Geschwindigkeitsfeld zum Zeitpunkt tn+1 bestimmt wer-
den, wenn man geeignete Vorschriften zur Auswertung der Integrale auf der rechten Seite
voraussetzt.
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Gemäß der verbreiteten Praxis (vergleiche beispielsweise [105] und [104] mit der Anwen-
dung auf Spektralelemente) werden die nichtlinearen Terme aus Effizienzgründen mit einer
expliziten Methode zur Zeitintegration approximiert. Zur Anwendung kommt in diesem
Fall ein Adams-Bashforth-Verfahren [100] der OrdnungNN, so dass die Integration über
die nichtlinearen Terme durch die folgende Näherung ersetzt wird:
tn+1∫
tn





Aus Gründen der Stabilität müssen die linearen Terme gewöhnlich implizit behandelt
werden, was im vorliegenden Fall mit einem Adams-Moulton-Verfahren der Ordnung NL
erfolgt (siehe ebenfalls [100] zu Details der numerischen Integrationsverfahren):
tn+1∫
tn





Auf diese Weise ist aus der Impulsgleichung (1.1) ein semi-diskretes System entstanden,
in dem die Geschwindigkeitsfelder und das Druckfeld weiterhin gekoppelt auftreten. Durch
die Einführung von t˜ ∈ (tn, tn+1)wird eine Aufteilung (splitting) des Operators erreicht
und es erfolgt die Entkopplung der Felder gemäß der Teilschritte
u˜− un
∆t
= N(u) −∇p̂ (1.2)
un+1 − u˜
∆t
= L(u) , (1.3)
wobei die Annahme getroffen wird, dass die Zwischengeschwindigkeit u˜ die Inkompressi-
bilitätsbedingung aus (1.1) erfüllt, d. h. ∇ · u˜ = 0 gegeben ist. Für die Integration über den
Druckgradienten gilt in dieser Darstellung die Approximation
tn+1∫
tn
∇pdt ≈ ∆t∇p̂ .
Die Entkopplung von Geschwindigkeits- und Druckfeldern erfolgt nun durch Aus-
nutzung der Kontinuität von u˜ in Gleichung (1.2), wodurch der folgende Algorithmus
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angegeben werden kann:
























Diese Methode zur Zeitdiskretisierung bildet die Grundlage des in dieser Arbeit verwen-
deten Verfahrens zur numerischen Lösung der Navier-Stokes-Gleichungen für inkompres-
sible Fluide in dreidimensionalen Gebieten. Strukturell stellen sich die Berechnungen wie
folgt dar:
1. Berechnung des Druckfeldes p̂ durch Lösen einer Poisson-Gleichung
2. Berechnung der Zwischengeschwindigkeit u˜ durch explizite Behandlung der nicht-
linearen Terme aus (1.1) und Anwendung des vorher berechneten Druckfeldes
3. Berechnung der Geschwindigkeitsfelder un+1 durch Lösen einer Helmholtz-Glei-
chung pro Geschwindigkeitskomponente
Der Schwerpunkt der in dieser Arbeit beschriebenen Untersuchungen liegt auf geeigne-
ten Verfahren zur Ortsdiskretisierung der angegebenen Gleichungen und deren effizienter
Lösung mittels numerischen Näherungsverfahren. Die folgenden beiden Abschnitte behan-
deln die Auswahl einer adäquaten Methode für die entsprechende Aufgabenstellung.
1.3 Die Entwicklung der Spektralelementemethode
Für die räumliche Diskretisierung der strömungsmechanischen Modellgleichungen spielt
die Finite-Elemente-Methode (FEM) mittlerweile über viele Jahrzehnte eine gleichbleibend
wichtige Rolle. Aus der umfangreichen Literatur zu den Grundlagen der FEM sei hier
beispielhaft nur die umfassende Einführung [130] erwähnt. Im Gegensatz zur direkten
Diskretisierung der Differentialoperatoren (wie beispielsweise beim Verfahren der Finiten
Differenzen) wird zur Formulierung der diskreten Gleichungen das von (Johann) Bernoulli
formulierte und von Euler sowie später Lagrange weiterentwickelte Variationsprinzip
genutzt [12, 21]. Die Suche nach der Lösungsfunktion einer partiellen Differentialgleichung
wird bei dieser Methode durch die Minimierung eines Funktionals über einem angepassten
Funktionenraum ersetzt.
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In den vergangenen Jahren waren bei der Weiterentwicklung der FEM zwei Schwer-
punkte von besonderer Bedeutung [107]: Die Untersuchung von (Strömungs-)Problemen
in geometrisch komplexen Gebieten einerseits und die Entwicklung von Verfahren mit
hoher Genauigkeit andererseits. Beide Aspekte bilden die grundlegende Motivation für die
Entwicklung der Spektralelementemethode (SEM), in der sich die geometrische Flexibilität
der FEM mit der Genauigkeit von Spektralmethoden vereinen.
In der ursprünglichen Formulierung [95] der SEM wird die hohe Genauigkeit von spektra-
len Ansätzen mit der geometrischen Flexibilität der FEM zur Lösung der inkompressiblen
Navier-Stokes-Gleichungen kombiniert. Die lokale Reihenentwicklung mit orthogonalen
Ansatzfunktionen (Spektralmethode) wird durch die Anwendung der Gebietszerlegung
in finite Elemente (FEM) ergänzt, was eine simultane h- und p-Konvergenz ermöglicht.
Das bedeutet, dass die Gitterfeinheit h und die Ansatzordnung p gleichzeitig und gezielt
zur Verbesserung der numerischen Näherungslösung genutzt werden. Für ausführliche
Erläuterungen zu Prinzip und Theorie der SEM wird auf die grundlegenden Arbeiten
[4, 5, 3, 99] sowie die zusammenfassenden Erläuterungen in Kapitel 2 verwiesen.
Obwohl die Entwicklung der SEM als Methode höherer Ordnung für geometrisch komple-
xe Geometrien prinzipiell einen bedeutenden Fortschritt darstellt, ist sie in der erstmaligen
Formulierung in [95] aufgrund der Konstruktion der lokalen Basisfunktionen aus Tensor-
produkten von Chebychev-Polynomen ausschließlich für rechtwinklige Elemente geeignet,
was eine wesentliche Einschränkung darstellt. Die Erweiterung auf krummlinig berandete
Gebiete durch isoparametrische Darstellung der Elementgeometrie ist in [74] realisiert
worden, wodurch beispielsweise die Anwendung auf zylindrische Geometrien ermöglicht
wird. Bemerkenswert für das frühe Stadium in der Entwicklung der Methode ist der Fokus
dieser Arbeit auf die numerische Effizienz, welche u. a. durch die Anwendung statischer
Kondensation und Ausnutzung von Parallelität verbessert wird.
Die Konstruktion numerisch stabiler Basisfunktionen für Simplexe in [31] hat die Her-
leitung von hierarchischen modalen Basen für Dreiecks- und Tetraeder-Elemente in [106]
ermöglicht. Diese Entwicklung erlaubt die Anwendung von unstrukturierten Gittern auf
Basis von Dreiecken bzw. Tetraedern für die SEM. Die Struktur der modalen Basen gestattet
eine sehr effiziente Ausführung der entsprechenden Elementoperatoren (beispielsweise
zur Differentiation oder der Berechnung innerer Produkte) durch die Anwendung der
Summenfaktorisierung. Die durch diese Technik verursachte Reduktion der numerischen
Komplexität verleiht der SEM eine mit der klassischen FEM vergleichbare numerische
Effizienz, insbesondere wenn die erreichbare Genauigkeit im Verhältnis zur Anzahl der
erforderlichen Freiheitsgrade betrachtet wird (vgl. [67], Abschnitt 1.2.3).
Die Anwendung modaler Basisfunktionen bedeutet allerdings, dass die Koeffizienten der
Reihenentwicklung nicht mit den Funktionswerten der Näherungslösung an ausgezeich-
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neten Punkten im Element übereinstimmen. Dies wiederum hat zur Folge, dass während
der Ausführung der Methode wiederholt Transformationen zwischen physikalischen und
spektralen Koeffizienten ausgeführt werden müssen.
Eine Alternative zu den modalen Basen in Simplex-Elementen besteht in der Konstruktion
von nodalen Basisfunktionen mit Hilfe von Kollokationspunkten. Können diese so gewählt
werden, dass die Basisfunktionen eine polynomiale Interpolation erlauben, so entfällt die
Notwendigkeit zur Durchführung der oben erwähnten Transformationen.
Die Konstruktion nodaler Basen für Simplexe auf Grundlage von Interpolationspolyno-
men flexibler Ordnung bringt jedoch zwei wesentliche Probleme mit sich: Zum einen ist
die Identifikation von Kollokationspunkten in Simplexen – unter der Voraussetzung, dass
diese eine numerisch stabile Interpolation für höhere Ordnungen erlauben – nicht trivial.
Eine Anzahl von Arbeiten beschäftigt sich mit der Konstruktion derartiger Punktsätze
für Dreiecke [23, 117] und Tetraeder [24, 56, 79, 124]. Zum anderen – dies stellt die zweite
Schwierigkeit dar – lassen sich die so erzeugten Basen nicht als Tensorprodukte eindi-
mensionaler Funktionen darstellen, wodurch die Anwendung der Summenfaktorisierung
verhindert wird. Durch diese Technik kann die Anwendung von Elementoperatoren mit
einem numerischen Aufwand proportional zu Pd+1 realisiert werden, wobei P die Ordnung
der Ansatzpolynome ist und d die Dimension des betrachteten Problems (normalerweise
ist d=2, 3). Ist die Summenfaktorisierung nicht anwendbar, wie es für die nodalen Basen
der Fall ist, so ist der Aufwand proportional zu P2d und somit erheblich höher.
Der konstruktionsbedingte Nachteil der nodalen Basen bezüglich ihrer Effizienz kann
durch die Anwendung der Beschleunigungstechnik nach [56] relativiert werden. Die grund-
legende Idee dieser Methode besteht in der Verwendung von Interpolationspunkten mit
geometrischen Symmetrien und der dadurch möglichen Überführung der mit den Ele-
mentoperatoren assoziierten Matrizen in eine faktorisierbare Form. Dadurch kann der
numerische Aufwand der Methode um einen wesentlichen Faktor verringert werden, auch
wenn die Asymptotik bezüglich P und d unverändert bleibt. Allerdings konnte in [56]
gezeigt werden, dass sich der Aufwand für praktisch relevante Polynomgrade derart redu-
ziert, dass sich die modale SEM als mit den tensorprodukt-basierten Basen vergleichbar
und in einer wesentlichen Anzahl Fälle sogar als effizienter erweist.
Die algorithmische Umsetzung der symmetriebasierten Beschleunigungstechnik und
die tatsächliche Realisierung des Effizienzgewinns stellt den Entwickler in der praktischen
Umsetzung jedoch vor komplexe Probleme. Zunächst ist der in [56] vorgestellte Algorith-
mus und die zugehörige Leistungsanalyse auf einen Differentiationsoperator in einem
einzelnen Tetraeder-Element bezogen, wodurch die Differentiationsmatrix des Elementes
isoliert betrachtet werden kann. In der vorliegenden Form ist die Methode daher für dis-
kontinuierliche SEM-Varianten (siehe beispielsweise [57]) mit geraden Elementen direkt
8
1.4 Praktische Anwendung der Spektralelementemethode
anwendbar. Für kontinuierliche Ansätze, gekrümmte Elementgeometrien und zusammen-
gesetzte Elementoperatoren (wie der in Abschnitt 2.5 betrachtete Helmholtz-Operator)
muss die Methode erweitert werden, was im Wesentlichen die Faktorisierung bzw. die
Konstruktion faktorisierbarer, zusätzlicher Elementmatrizen beinhaltet.
Ein weiteres Problem für die praktische Anwendung der symmetriebasierten Faktori-
sierung ist die inhärente algorithmische Komplexität der Methode. Die Einteilung der
Kollokationspunkte in separate Symmetriegruppen, welche nach zum Teil unterschiedli-
chen Berechnungsvorschriften behandelt werden, bewirkt eine komplexe Formulierung
des Algorithmus mit verzweigtem Kontrollfluss. Zudem verursacht die zunächst intuitiv
erscheinende Verarbeitung der Daten entsprechend der Zugehörigkeit zu den Symmetrie-
gruppen einen fragmentierten Datenfluss mit kleinen Verarbeitungsblöcken. Sowohl der
verzweigte Kontrollfluss als auch der fragmentierte Datenfluss sind jedoch für die Archi-
tektur aktueller Hochleistungsrechner mit parallelen Ausführungseinheiten und tiefen
Speicherhierarchien aus Effizienzgründen ungeeignet, was eine entsprechende Weiterent-
wicklung der symmetriebasierten Beschleunigungstechnik notwendig erscheinen lässt.
1.4 Praktische Anwendung der Spektralelementemethode
Die Formulierung der SEM und die Bewertung ihres Potenzials hat eine Reihe von techni-
schen Realisierungen auf Basis unterschiedlicher Techniken motiviert. Im Folgenden wird
eine Auswahl von derartigen Projekten kurz beschrieben, um einen Überblick über die
Entwicklung auf dem Gebiet der SEM-Implementierungen über die letzten etwa 15 Jahre
zu geben.
Ein gemeinsames Merkmal vieler SEM-Implementierungen ist deren Realisierung auf
Basis einer flexiblen Infrastruktur, welche die Handhabung grundlegender Datenstrukturen
und Algorithmen vereinfacht. Ein Beispiel hierfür ist die UG-Toolbox [7, 6] zur numerischen
Lösung partieller Differentialgleichungen mit Mehrgitterverfahren. Obwohl nicht spezifisch
für die SEM entwickelt, ist UG aufgrund flexibler Diskretisierungsmethoden und der
Existenz verschiedener zwei- und dreidimensionaler Elementformen – inklusive Elemente
höherer Ordnung – für die Implementierung von Spektralelementen geeignet. Die in UG
realisierten unstrukturierten Gitter, Parallelisierung und dynamische Verwaltung verteilter
Daten (in UG: Dynamic management of Distributed Data, DDD [8]) lassen sich in vielen
späteren SEM-Entwicklungen wiederfinden.
Wesentliche Impulse für die Implementierung der SEM gingen von der CRUNCH-GROUP
[1] aus, einer Forschungsgruppe für angewandte Mathematik an der Brown-University
in Providence, USA. Die Gruppe initiierte eine Reihe von Projekten, in denen Software
für die numerische Lösung von Strömungsproblemen auf Basis der SEM entwickelt wur-
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de und wird. Beispielsweise dient der Strömungslöser PRISM [53] dem Studium von
Turbulenzphänomenen, der Analyse von Fluid-Struktur-Interaktionen sowie der Untersu-
chung von Strömungen magnetfeldbeeinflusster Fluide. PRISM nutzt zweidimensionale
Spektralelemente und tensorprodukt-basierte Basisfunktionen zur Diskretisierung der Mo-
dellgleichungen. Die Behandlung dreidimensionaler Probleme erfolgt durch die Festlegung
einer homogenen Koordinate und nachfolgenden Spektralansatz (Fourier-Entwicklung) in
der entsprechenden Richtung. Die Implementierung wurde einer umfassenden Leistungs-
analyse [28] unterzogen, insbesondere mit Hinblick auf den Datenaustausch [32] während
der parallelen Ausführung.
Für die direkte numerische Simulation in einfachen Geometrien wurde – beeinflusst
durch PRISM – der Strömungslöser SEMTEX [9] entwickelt. Dieser basiert ebenfalls auf
zweidimensionalen Tensorprodukt-Konstruktionen die um eine homogene Koordinate
erweitert werden können. SEMTEX unterstützt zylindrische Koordinaten, wodurch eine
besonders effiziente Realisierung rotationssymmetrischer Probleme ermöglicht wird. Eine
umfassende Analyse der Leistung von SEMTEX ist in [88] zu finden.
Für die numerische Simulation von Strömungen in unregelmäßigen Geometrien ist, eben-
falls aus Arbeiten der CRUNCH-GROUP, die NEKTAR-Plattform [103, 70] entstanden. In der
Originalversion dienen Dreiecks- bzw. Tetraeder-Elemente zur Konstruktion unstrukturier-
ter Gitter für die räumliche Diskretisierung. Eine Weiterentwicklung unter dem Namen
NEKTAR++ implementiert polymorphe Elemente (d. h. abstrahierte Elementstrukturen,
die formunabhängige Eigenschaften und Funktionen von Spektralelementen vereinen)
und stellt Dreiecks- und Vierecks-Elemente für zweidimensionale Probleme sowie Kombi-
nationen aus Tetraeder-, Prismen- und Hexaeder-Elementen für dreidimensionale Gitter
zur Verfügung. Auf Grundlage der NEKTAR-Software sind Strömungslöser für die in-
kompressiblen und kompressiblen Navier-Stokes-Gleichungen sowie Erweiterungen für
elektromagnetisch beeinflusste Strömungen realisiert worden.
Zwei spezialisierte SEM-Implementierungen sind SEAM (Spectral Element Atmosphere
Model, [50, 41]) und SEOM (Spectral Element Ocean Model, [62]) für die Simulation geophy-
sikalischer Strömungen. SEAM und SEOM lösen die atmosphärischen bzw. ozeanischen
2D-Flachwassergleichungen (Shallow water equations) als Approximation des vollständigen
Strömungsproblems in drei Raumdimensionen (von SEOM existiert jedoch auch eine 3D-
Version im fortgeschrittenen Teststadium [61]). Beide Implementierungen basieren auf vier-
eckigen Spektralelementen, wobei die Konstruktion der Elemente auf der Abbildung des
Einheitswürfels auf die kugelförmige Modellgeometrie beruht. Die wesentlichen Vorteile
bei der Anwendung der SEM für die geophysikalische Strömungssimulation liegen in der
Vermeidung von Polsingularitäten herkömmlicher Gitter mit geografischen Koordinaten,
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der praktischen Durchführbarkeit von regionalen Gitterverfeinerungen sowie in der hohen
Genauigkeit und Effizienz.
Eine weitere Besonderheit unter den SEM-Implementierungen zur numerischen Strö-
mungssimulation stellt NEK5000 [37] mit der Organisation als Open-Source-Projekt (veröf-
fentlicht unter der GNU PUBLIC LICENCE) dar. Mit seiner Ausrichtung auf Systeme mit
zehntausenden Prozessoren wird das Projekt dem Petascale Computing zugerechnet. Die
Berechnung inkompressibler (und schwach kompressibler) Strömungen mit NEK5000 auf
der Basis von Hexaeder-Spektralelementen ist in verschiedenen Anwendungsbereichen
erfolgreich getestet worden.
Die in dieser Arbeit vorgestellte Variante der SEM ist auf Basis der Finite-Elemente-Bi-
bliothek MG [113] realisiert worden. In der ursprünglichen Version stellt MG Algorithmen
und Datenstrukturen für lineare Finite Elemente zur Diskretisierung von numerischen Strö-
mungsmodellen bereit. MG unterstützt dabei unstrukturierte Gitter auf Basis von Tetraeder-
Elementen, adaptive Gitterverfeinerung und Parallelisierung durch Gebietszerlegung mit
laufzeitveränderlicher Partitionierung zur Kontrolle der Lastverteilung [110]. Auf Grundla-
ge der linearen FEM wurden verschiedene Studien turbulenter Strömungen durchgeführt,
wobei sowohl die direkte numerischer Simulation (DNS) [112] als auch Large-Eddy-Simu-
lation (LES) [127] Gegenstand der Untersuchungen waren. In allen Implementierungen
wurde die Effizienz und Skalierbarkeit der Gitterdatenstrukturen und insbesondere der
Adaptionsalgorithmen von MG unter Beweis gestellt [114].
Trotz der nicht unerheblichen Funktionsvielfalt kommt die MG-Bibliothek mit einem
Programmtext von überschaubarem Umfang aus und bietet auch wegen der ausgeprägten
Modularität eine erfolgversprechende Basis für die Erweiterung auf Spektralelemente.
1.5 Ziele und Struktur der vorliegenden Arbeit
Die SEM gilt aufgrund fundierter theoretischer Untersuchungen als ausgesprochen zweck-
mäßiges Verfahren zur räumlichen Diskretisierung strömungsmechanischer Modellglei-
chungen. Insbesondere das vorteilhafte Verhältnis von numerischem Aufwand zur erreich-
bar hohen Genauigkeit macht die Methode für eine Vielzahl von Anwendungsbereichen
zum Mittel der Wahl. Die Existenz einer Reihe von Implementierungen bestätigt darüber
hinaus die Eignung der SEM in der praktischen Nutzung.
Aus den in Abschnitt 1.3 dargelegten Entwicklungsschritten und den in Abschnitt 1.4
beschriebenen Projekten lassen sich drei wesentliche Ziele für die Weiterentwicklung der
SEM erkennen:
• Die Gewährleistung geometrischer Flexibilität,
11
1 Physikalische Prozesse und numerische Simulation
• die Verringerung der numerischen Komplexität und
• die Steigerung der numerischen Effizienz.
Alle drei Ziele sind in der Vergangenheit durch verschiedene Varianten der SEM sowie
ergänzende Techniken aufgegriffen worden: Unstrukturierte Gitter ermöglichen die Diskre-
tisierung unregelmäßiger Geometrien, adaptive Gitterverfeinerung verringert den nume-
rischen Aufwand und Gebietszerlegung verbessert die numerische Effizienz – um einige
Beispiele zu nennen. Obwohl diese und andere Techniken mittlerweile gut untersucht sind,
besteht weiterhin Bedarf an einer möglichst umfassenden Integration derartiger Methoden
in der praktischen Realisierung. Ein Grund für diesen Bedarf besteht in der Schwierigkeit,
die genannten Techniken (und weitere) zu kombinieren. Beispielsweise sind Hexaeder-
Elemente mit ihrer numerisch hocheffizienten Struktur modaler Basisfunktionen nur unter
bestimmten Bedingungen mit unstrukturierten Gittern und Adaption zu vereinbaren.
Ein weiterer Grund für die notwendige Weiterentwicklung der SEM ist die durch die
Kombination verschiedener Techniken verursachte algorithmische Komplexität. Diese er-
schwert nicht nur die praktische Umsetzung der Algorithmen, sondern hat in vielen Fällen
auch eine geringe numerische Effizienz der Implementierung zur Folge. Eine gesamtheitli-
che Analyse der Effizienz und eine gezielte Optimierung derselben ist für die integrative
Umsetzung fortgeschrittener Techniken zwingend.
Aus dem bisher Gesagten leiten sich die Ziele der vorliegenden Arbeit ab, die einen
praktischen Beitrag zur Weiterentwicklung der SEM leisten soll:
1. Erweiterung der MG-Bibliothek um Spektralelemente
Grundlage bilden die Datenstrukturen und Algorithmen für unstrukturierte Gitter auf
Basis von finiten Elementen in Form von Tetraedern. Aufgrund des in Abschnitt 1.4
beschriebenen Funktionsumfanges und der Modularität kommt die MG-Bibliothek
zum Einsatz. Um die Integration zu erleichtern und wegen der genannten Vorteile
kommen nodale Basisfunktionen zum Einsatz.
2. Weiterentwicklung der Beschleunigungstechnik nach [56]
Das in [56] beschriebene Vorgehen soll modifiziert bzw. ergänzt werden, um die
Anwendung auf die betrachteten Modellgleichungen, die Nutzung kontinuierlicher
Ansätze und den Einsatz gekrümmter Elemente zu ermöglichen.
3. Umfassende Analyse der numerischen Effizienz der SEM-Operatoren
Die Entwicklung von Methoden und die Realisierung einer Infrastruktur zur Leis-
tungsbewertung sind notwendig, um den Einfluss algorithmischer Veränderungen
auf die numerische Effizienz der Implementierung bewerten zu können.
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4. Leistungsoptimierung mit Fokus auf cache-basierte Hochleistungsrechner
Auf Grundlage der Leistungsbewertung sollen Engpässe in der Effizienz der Realisie-
rung erkannt und nach Möglichkeit durch algorithmische Modifikationen vermieden
werden. Der Schwerpunkt liegt hierbei auf nicht-systemabhängigen Verbesserungen
der Beschleunigungstechnik nach [56].
Der erste Punkt schafft dabei die Grundlage für eine geometrische flexible Realisierung der
SEM. Punkt zwei zielt auf die Verringerung der numerischen Komplexität im gegebenen
Anwendungsumfeld ab. Die Punkte drei und vier dienen der Optimierung der numerischen
Effizienz der Implementierung.
Der Rest der vorliegenden Arbeit ist wie folgt gegliedert: Kapitel zwei fasst die für die
Ausführungen notwendigen theoretischen Grundlagen der SEM zusammen. Dabei wird
besonders auf die Formulierung nodaler Basen für Tetraeder-Elemente eingegangen.
Im dritten Kapitel werden die für die vorliegende Implementierung benötigten Techniken
zur Realisierung der SEM spezifiziert und detaillierte Algorithmen für die zur Lösung
der angegebenen Modellprobleme benötigten Operatoren hergeleitet. Der Schwerpunkt
dieser Untersuchungen liegt dabei auf der Genauigkeit und der numerischen Effizienz der
Algorithmen.
Kapitel vier enthält eine umfassende Leistungsanalyse der bis dahin entwickelten SEM-
Algorithmen. Dabei werden zunächst Methoden und Werkzeuge für die Leistungsanalyse
numerischer Algorithmen unter Beachtung ihrer Eignung für die untersuchten Methoden
dargestellt. Die eigentliche Analyse bedient sich dementsprechend angepasster Techniken
anhand konkreter Fragestellungen. Ein wesentlicher Teil des vierten Kapitels widmet sich
der Leistungsoptimierung der SEM auf Grundlage der vorangegangenen Untersuchungen.
Die Leistungsverbesserung zielt dabei auf verschiedene Komponenten der Methode ab und
geht mit einer kontinuierlichen Darstellung des erzielten Fortschritts einher.
Das abschließende Kapitel fünf enthält eine skizzenhafte Beschreibung einiger weiterfüh-
render Untersuchungen, welche die vorher dargelegten Methoden und Techniken in einen
weiter gefassten Zusammenhang stellen. Anschließend werden die in der Arbeit erzielten
Ergebnisse zusammengefasst und bewertet, bevor ein Ausblick auf noch offene Fragen und
mögliche Ziele weiterer Untersuchungen die Ausführungen beenden.
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2 Theoretische Grundlagen der
Spektralelementemethode
IN diesem Kapitel werden die theoretischen Grundlagen der SEM behandelt. Die Me-thode wird dabei, ausgehend vom universellen Verfahren der gewichteten Residuen,
in der Art und Weise formuliert, in der sie in den nachfolgenden Kapiteln Gegenstand
der Betrachtung ist. Dies betrifft vor allem die Beschreibung der lokalen Basisfunktionen,
welche sich auf nodale Ansatzfunktionen für Tetraeder-Elemente konzentriert. Mit der
anschließenden Formulierung der diskreten Modellgleichung werden die theoretischen
Grundlagen der vorliegenden Arbeit komplettiert.
2.1 Das Verfahren der gewichteten Residuen
Es wird die Approximation einer skalaren oder vektoriellen physikalischen Größe u bzw. u
auf dem TeilgebietΩ des d-dimensionalen Raumes (d=1, 2, 3) betrachtet. In der praktischen
Anwendung geht Ω häufig selbst durch eine Approximation aus dem zugrunde liegenden
physikalischen Problem hervor, worauf an dieser Stelle allerdings nicht näher eingegangen
werden soll.
Für strömungsmechanische Modellgleichungen in drei Raumdimensionen lautet der
Vektor u auf Basis der primitiven Variablen Geschwindigkeit, Druck und Temperatur
beispielsweise
u = (u, v, w, p, T)T .
Um die Darstellung auf das Wesentliche konzentrieren zu können, beschränken sich die
Ausführungen im Folgenden auf die abstrakte skalare Größe u. Im vektoriellen Fall lassen
sich die meisten Aussagen komponentenweise anwenden.
Entsprechend der Erläuterungen in Abschnitt 1.1 wird der physikalische Sachverhalt
durch ein mathematisches Modell, typischerweise eine partielle Differentialgleichung oder
ein System derartiger Gleichungen, beschrieben. Dabei wird die physikalische Größe u
durch die Funktion u überΩ ersetzt. Wie bereits in Abschnitt 1.2 erwähnt, ist die Zeitdis-
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kretisierung der Modellgleichungen kein Schwerpunkt dieser Arbeit. Aus diesem Grund







u, f : Ω→ R und x ∈ Ω
behandelt. Diese Betrachtung entspricht stationären physikalischen Vorgängen oder auch
Systemen, die entsprechend einer bestimmten Methode zur Zeitdiskretisierung zu einem fes-
ten Zeitpunkt ausgewertet werden sollen. Als Beispiel einer solchen Methode sei nochmals
auf die Beschreibung des Splitting-Verfahrens in Abschnitt 1.2 verwiesen. Vervollständigt
werden die Modellgleichungen (2.1) durch die Angabe von Randbedingungen. Häufige
Anwendung finden Dirichlet-Randbedingungen




u(x) = h(x) für x ∈ ΓN ⊂ ∂Ω
wobei n=n(x) der Normalenvektor des Randes ∂Ω vonΩ ist.
Durch die Einführung von N linear unabhängigen Ansatzfunktionen ϕq : Ω→ R wird
eine Approximation uh von u gemäß





u0 ≡ g und ϕq ≡ 0 auf ΓD
definiert, welche das Randwertproblem (2.1) näherungsweise lösen soll. Es sei hierbei
angenommen, dass u durch eine geeignete Wahl der Ansatzfunktionen beliebig genau
approximiert werden kann. Die Lösung von (2.1) wird damit auf die Bestimmung der unbe-
kannten Koeffizienten uˆq der Entwicklung (2.2) zurückgeführt. Setzt man die Näherung uh
anstelle von u in (2.1) ein, so ergibt sich das im Allgemeinen inΩ von Null verschiedene
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Anstelle der Modellgleichung (2.1) soll nun ein endlichdimensionales Ersatzproblem
gelöst werden. Dazu wird mit V der Vektorraum von Testfunktionen v über Ω bezeichnet,
wobei
v ∈ V mit v : Ω→ R und v ≡ 0 auf ΓD
gefordert wird. Die Bedingung, dass die Funktionen auf dem Dirichlet-Rand ΓD des Gebietes
verschwinden sollen, ist für die spätere Behandlung der Randbedingungen wesentlich. Mit






dx = 0 ∀v ∈ V (2.3)
ersetzt. Dies ist gleichbedeutend mit dem Ziel, das Residuum im Sinne eines gewichte-
ten Mittelwertes über Ω verschwinden zu lassen. Mit Festlegung dieser Testfunktionen
lässt sich aus (2.3) ein lineares Gleichungssystem für die Koeffizienten aus (2.2) erzeugen,
falls dim(V)<∞. Bei geeigneter Wahl der Test- und Ansatzfunktionen konvergiert das
Residuum gegen Null und damit u gegen die Lösung der Modellgleichung. Abhängig
von der Auswahl von V unterscheidet man verschiedene Varianten der Methode (siehe
beispielsweise [67], Abschnitt 2.1). Für das in dieser Arbeit zur Anwendung kommende
Galerkin-Verfahren wird
V = span {ϕp : p = 1 . . . ,N}
definiert, d. h. für die Ansatz- und Testfunktionen wird derselbe Funktionenraum eingesetzt.
Da die Ansatzfunktionen {ϕp}
N
p=1 entsprechend der Konstruktion eine Basis für V bilden,






dx = 0 ∀p = 1, . . . ,N (2.4)
gilt. Mit dieser Formulierung geht die partielle Differentialgleichung (2.1) in ein lineares
System algebraischer Gleichungen über, welches mit entsprechenden Verfahren gelöst
werden kann.
Zur weiteren Beschreibung der Methode wird das Verfahren im Folgenden beispielhaft
auf ein spezielles Modellproblem angewendet. Wie im Abschnitt 1.2 beschrieben wurde,
führt die Zeitdiskretisierung instationärer Probleme häufig auf Sequenzen von Poisson- und
Helmholtz-Gleichungen, die räumlich zu diskretisieren sind. Aus diesem Grund wird die
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Helmholtz-Gleichung
−∇2u+ λu = f in Ω ⊂ R3 (2.5)
mit den Randbedingungen
u(x) = g(x) auf ΓD
∂
∂n
u(x) = h(x) auf ΓN
als Modellproblem für die weitere Beschreibung ausgewählt. In dieser Darstellung sind:
∇ der Gradient bezüglich der physikalischen Koordinaten x = (x1, x2, x3)T in Ω, λ ∈ R
der Helmholtz-Parameter, ΓD und ΓN der Dirichlet- bzw. Neumann-Rand vonΩ und n der
Randnormalenvektor. Die Funktionen g : ΓD → R bzw. h : ΓN → R geben die entsprechenden






= −∇2u+ λu .
Mit V wird wiederum der Raum der auf ΓD verschwindenden Testfunktionen v bezeichnet.










vfdx ∀v ∈ V .
Durch Anwendung von partieller Integration und Gaußschem Integralsatz ergibt sich∫
Ω















vhdx ∀v ∈ V
und wegen v≡0 auf ΓD folgt∫
Ω









vhdx ∀v ∈ V . (2.6)
Dies ist die so genannte schwache Formulierung des Helmholtz-Problems (2.5) in Ω. Der
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bezeichnet. Der nächste Schritt besteht in der Ersetzung von u durch eine Näherung uh ent-










vhdx−H(v,u0) ∀v ∈ V .










ϕp hdx−H(ϕp,u0) ∀p = 1, . . . ,N . (2.7)
Durch Einführung des diskreten Helmholtz-Operators
H ∈ RN×N mit Hpq = H(ϕp,ϕq)
und des Vektors







wird die schwache Formulierung (2.6) letztlich in das lineare Gleichungssystem
H uˆ = b (2.8)
zur Bestimmung der unbekannten Koeffizienten uˆp aus (2.2) überführt. In dieser allgemei-
nen Form ist die Systemmatrix H jedoch dicht besetzt und eine Lösung des Systems für
komplexe Probleme mit vielen Freiheitsgraden (Dimension von V) nur unter bestimmten
Voraussetzungen praktisch realisierbar. Ist etwa das GebietΩ von geometrisch einfacher
Gestalt – beispielsweise als affines Abbild eines Würfels, Zylinders oder einer Kugel – und
lässt das Problem die Definition periodischer Randbedingungen in einer oder mehreren
Richtungen zu, so kann die Lösung durch die Einführung global inΩ definierter Ansatz-
funktionen mit Hilfe der Spektralmethode [16] bestimmt werden. Der hohen Genauigkeit
und großen Effizienz dieser Methode steht jedoch die schwierige Behandlung komplexer
Geometrien entgegen.
Zur Lösung des letztgenannten Problems wird der grundsätzliche Ansatz der Finiten-
Elemente-Methode auf das Problem übertragen. Der integrale Charakter der Formulierung
(2.7) legt nämlich eine Triangulation des Rechengebietes, d. h. die Zerlegung von Ω in
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Im Rahmen dieser Arbeit werden nichtüberlappende Zerlegungen behandelt, d. h. für zwei
beliebige TeilgebieteΩe1 undΩe2 gilt
Ω
e1 ∩Ωe2 = ∂Ωe1 ∩ ∂Ωe2 ,
wobei mit ∂Ωe1 bzw. ∂Ωe2 die Ränder der Teilgebiete bezeichnet werden. Das Wesen der
untersuchten physikalischen Größe und das Verfahren zur Diskretisierung der Näherungs-
lösung bestimmen dabei Anzahl und Gestalt der Teilgebiete.














Falls die Ansatzfunktionen so gewählt werden, dass deren Träger lokal (beispielsweise
auf jeweils nur ein Teilgebiet oder eine geringe Zahl benachbarter Teilgebiete) beschränkt
sind, so ergibt sich für den diskreten Operator H aus (2.8) eine Dünnbesetztheitsstruktur,
da die Elemente Hpq nur dann ungleich Null sind, wenn ϕp und ϕq überlappende Träger
besitzen. Diese Vorgehensweise ermöglicht die Ausnutzung lokaler Strukturen bei der Defi-
nition der Ansatzfunktionen und berücksichtigt damit die räumlich begrenzte Reichweite
vieler physikalischer Phänomene. Außerdem werden die effiziente Realisierung diskreter
Operatoren, die Anwendung der Gebietszerlegung zur Parallelisierung sowie adaptive




pe(x) falls x ∈ Ωe (2.10)
erreicht werden. Die Realisierung dieser Vorschrift erfordert die Zuordnung
p←→ (e,pe) für p = 1, . . . ,N und e = 1, . . . ,NE (2.11)
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benötigt. Mit (2.11) wird die globale Nummerierung der Ansatzfunktionen (bzw. der Koef-
fizienten aus (2.2) oder allgemein: der Freiheitsgrade) durch eine elementweise Aufzählung
ergänzt. Mit NeP wird dementsprechend die Anzahl der (lokalen) Freiheitsgrade im Teilge-
biet Ωe bezeichnet. Für den Fall, dass diese Zahl für alle Teilgebiete konstant ist, lautet die
Bezeichnung NP.
Es ist anzumerken, dass die Zuordnung (2.11) und damit die Definition der lokalen
Ansatzfunktionen (2.10) in der angegebenen Form nicht notwendigerweise eindeutig sein
muss. Für alle Funktionen ϕp, die auf zwei benachbarten Teilgebieten Ωe1 und Ωe2 nicht
verschwinden, können somit auf dem gemeinsamen Rand der Elemente unterschiedliche
Funktionswerte festgelegt werden. Dies kann durchaus erwünscht sein (vgl. diskontinuierli-
che Verfahren, [25, 57]) – im Rahmen der vorliegenden Arbeit wird jedoch die Eindeutigkeit
von (2.10) gefordert:
x ∈ ∂Ωe1 ∩ ∂Ωe2 −→ ϕp(x) = ϕe1pe1 (x) = ϕe2pe2 (x) .
Dies ist gleichbedeutend mit der Stetigkeit der Ansatzfunktionen ϕp in Ω. Die lokale Defi-
nition der Ansatzfunktionen bereitet den Weg für eine ebenfalls elementweise Darstellung
der Näherungslösung
u(x) = ue(x) für x ∈ Ωe ,







definiert sind. Hierbei werden die Koeffizienten uˆeqe der Entwicklung entsprechend der
Nummerierung (2.11) elementweise behandelt. Aus der vorher festgestellten Stetigkeit der
Ansatzfunktionen folgt die Stetigkeit von u im gesamten Rechengebiet.
Die Triangulation von Ω und die elementweise Definition der Ansatzfunktionen ϕp
ermöglicht die Aufspaltung der Galerkin-Formulierung des Helmholtz-Problems in die
lokalen Beiträge der Teilgebiete Ωe. Wird die Zuordnung (2.11) von globalen zu lokalen
Freiheitsgraden auf die entsprechenden Komponenten angewendet, so geht die linke Seite
21
2 Theoretische Grundlagen der Spektralelementemethode





































qe) ∀(e,pe) ∈ {1, . . . ,NE}× {1, . . . ,NeP}
über, wobei der auf das Element Ωe bezogene Helmholtz-Operator mit He bezeichnet
wird. Mit Einführung der elementweisen Helmholtz-Operatoren in der Matrixform He aus
RNeP×NeP und der elementweisen Vektoren uˆe, be ausRNeP der unbekannten Koeffizienten bzw.



















dar. Zur Betrachtung des Rechenaufwandes für die Matrix-Vektor-Operation in (2.12)
wird vereinfachend angenommen, dass die Anzahl der Freiheitsgrade in allen Elementen
des Gitters dieselbe ist. Damit werden zur einmaligen Auswertung von (2.12) O(NEN2P)
Rechenoperationen benötigt. Im Gegensatz dazu beträgt der Aufwand für die globale
Formulierung (2.8) O(N2) Operationen. Für den häufigen Fall, dass N≈NENP gilt, ergibt
sich damit eine deutliche Reduktion des Berechnungsaufwandes.
2.2 Elemente und Gitter
Zur Realisierung der Zerlegung (2.9) wird über dem Rechengebiet Ω ein Gitter erzeugt,
welches die Teilgebiete bzw. GitterelementeΩe definiert. Neben der Festlegung von Anzahl
und Form der Elemente wird mit dem Begriff „Gitter“ oft auch eine Struktur der zur Berech-
nung notwendigen Daten und eine Art und Weise des Zugriffs auf dieselben verbunden.
Häufig, aber nicht notwendig, gibt es einen engen Zusammenhang zwischen der Art des
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Gitters einerseits und den Verfahren zur Diskretisierung der Modellgleichungen und zur
Lösung der linearen Gleichungssysteme andererseits.
Die Konstruktion eines Gitters hat einen großen Einfluss auf die Qualität der numerischen
Lösung der Modellgleichungen. Die folgenden Anforderungen werden gewöhnlich an ein
Gitter gestellt:
• Approximation der Geometrie vonΩmit hoher Genauigkeit,
• Darstellung der Lösung u von (2.3) mit hoher Genauigkeit,
• Unterstützung der gewählten Verfahren zur Diskretisierung und Lösung,
• hohe Effizienz bei der Speicherung und Verarbeitung der gitter-assoziierten Daten
und
• Unterstützung adaptiver Techniken (optional).
Für die Konstruktion von Rechengittern gibt es eine Vielzahl von Methoden. In Ab-
hängigkeit von der Geometrie des RechengebietesΩ, Genauigkeitsanforderungen an die
Lösung des Modells, Zeitverhalten der Lösung, usw. werden unterschiedliche Arten von




• Geometrie, Hybridität und Konformität der Elemente sowie
• Veränderlichkeit.
Im Rahmen dieser Arbeit werden dreidimensionale Gitter betrachtet (d=3), deren Ele-
mente aus Knoten, Kanten und Seitenflächen bestehen. Als Knoten werden dabei ausge-
wählte Punkte ausΩ bezeichnet; Kanten verbinden jeweils zwei Knoten und Seitenflächen
werden aus einem geschlossenen Zug von n Knoten und n Kanten gebildet. Das von den
Seitenflächen umschlossene Volumen wird schließlich als das Element bezeichnet.
Aus konstruktiver Sicht werden strukturierte und unstrukturierte Gitter unterschieden
[120]. Ein d-dimensionales Gitter wird als strukturiert bezeichnet, falls sich die Knoten
auf natürliche Weise den Elementen eines d-dimensionalen Feldes zuordnen lassen. Diese
Zuordnung ermöglicht die einfache Bestimmung der Nachbarschaftsbeziehungen von
Knoten (und Elementen) aus den Indizes des beschreibenden Feldes. Aus der Nachbarschaft
zwischen Knoten bzw. Elementen gehen wiederum die Informationen über Kanten und
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(a) Konstruktion eines strukturierten Gitters
aus Hexaeder-Elementen. Sichtbares Auf-
treten von gestauchten Elementen und spit-
zen Winkeln.
(b) Konstruktion eines unstrukturierten Git-
ters bestehend aus Tetraeder-Elementen
mit einer deutlichen Erhöhung der Gitter-
feinheit entlang der gekrümmten Kanten.
Abbildung 2.1: Gitterkonstruktion für Gebiete mit komplexer Geometrie.
Flächen hervor, so dass diese sich ebenfalls aus dem beschreibenden Feld ableiten lassen.
In der Regel lassen sich aus den Indizes der Feldelemente auch die Koordinaten des
entsprechenden Gitterknotens berechnen. Aus diesen Gründen muss in den meisten Fällen
das beschreibende Feld für ein strukturiertes Gitter nicht explizit abgespeichert werden.
Der Zusammenhang zwischen den Feldindizes und Knotenkoordinaten ist oft so einfach,
dass sich die entsprechende Berechnung bei Bedarf mit wenig Aufwand durchführen lässt.
Mit den Gitterkomponenten assoziierte Daten können in sehr einfachen Datenstruktu-
ren verwaltet werden – im Normalfall wird zur Speicherung ein (d+1)-dimensionales
Feld verwendet. Der Zugriff auf die Daten gestaltet sich durch die einfache Indizierung
sehr effizient und ist darüber hinaus sehr einfach in optimierter Weise auf Systemen mit
hierarchischem Speicher zu implementieren.
In Abbildung 2.1(a) ist ein strukturiertes Gitter für ein Gebiet mit unregelmäßiger Geome-
trie dargestellt. Wie zu erkennen ist, lässt sich die Konstruktion des Gitters als Abbildung
eines regelmäßig unterteilten Würfels auf das entsprechende Gebiet erreichen. Dieses Prin-
zip bedingt, dass sich diese Art der Erzeugung nicht für beliebige Geometrien durchführen
lässt. Eine gewisse Verallgemeinerung kann erreicht werden, wenn stückweise strukturierte
Gitter zugelassen werden (so genannte blockstrukturierte Gitter).
In Abbildung 2.1(a) ist auch das Auftreten von stark gestauchten bzw. verzerrten Ele-
menten entlang der oberen Kante im Bereich der Krümmung deutlich zu erkennen. Dieser
Effekt ist, ebenso wie die auftretenden sehr spitzen Winkel zwischen den Kanten eines
Elementes, numerisch unerwünscht, tritt jedoch bei der Erzeugung von strukturierten
Gittern für komplexe Geometrien häufig auf. Mit dem Einsatz von blockstrukturierten
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Gittern kann das Problem entschärft werden, allerdings auf Kosten der Einfachheit der
Gitterdatenstruktur.
Strukturierte Gitter bieten einen natürlichen und effizienten Zugang zur parallelen Ver-
arbeitung der Daten durch Gebietszerlegung. Die Partitionierung des Gesamtgitters, die
Zuordnung von Elementen zu Teilgittern und die Definition der Kommunikationsstruktur
ergeben sich in einfacher Weise. Die strukturelle Gleichartigkeit der Teilgitter ermöglicht ei-
ne sehr gleichmäßige Verteilung der Daten und damit des Rechenaufwandes. Infolgedessen
kann eine hohe parallele Effizienz und Skalierbarkeit mit moderatem Implementierungs-
aufwand erreicht werden.
Für adaptive Berechnungen sind strukturierte Gitter in der ursprünglichen Form nur
sehr bedingt geeignet. Einzig richtungsabhängige Verfeinerungen entlang der Gitterlinien
lassen sich mit vertretbarem Aufwand realisieren. Ein solches Vorgehen kann für spezielle
Berechnungen, z. B. die Simulation von Strömungsgrenzschichten, sinnvoll sein. Eine rich-
tungsabhängige Adaption lässt sich wiederum mit blockstrukturierten Gittern erreichen.
Zusammenfassend können strukturierte Gitter durch die Einfachheit der Datenstruktur
und Zugriffsmethoden, eine dadurch bedingte hohe Effizienz sowie gute Eignung für
die Parallelisierung charakterisiert werden. Die wesentlichen Nachteile sind die geringe
Tauglichkeit für komplexe Geometrien und flexible adaptive Berechnungen.
Für unstrukturierte Gitter lässt sich, im Gegensatz zu strukturierten Gittern, kein ge-
nerischer Ansatz für die Bestimmung der Topologieinformation von Gitterkomponenten
angeben. Abbildung 2.1(b) zeigt die Konstruktion eines unstrukturierten Gitters für die
weiter oben beschriebene Geometrie. Im Unterschied zu strukturierten Gittern müssen
sowohl die Nachbarschaftsbeziehungen der Elemente als auch Geometrieinformationen,
wie beispielsweise die Koordinaten der Elementknoten, explizit abgespeichert werden.
Unstrukturierte Gitter benötigen daher im Vergleich deutlich komplexere Datenstruktu-
ren und haben im Allgemeinen einen höheren Speicherbedarf. Auch der Zugriff auf die
gitterassoziierten Daten gestaltet sich aufwändiger, da jedes einzelne Datum über diese
Datenstruktur adressiert werden muss.
Wesentliche Vorteile unstrukturierter Gitter sind die Nutzbarkeit für Gebiete mit hoher
geometrischer Komplexität und die Möglichkeit zur automatischen Erzeugung. Verschie-
dene Verfahren zur Konstruktion unstrukturierter Gitter, wie beispielsweise das Octree-
Verfahren [102], Delaunay/Voronoi-Methoden [15, 126] oder die Advancing-Front-Methode
[63, 78], werden durch verfügbare Gittergeneratoren bereitgestellt. Durch geeignete Bedin-
gungen kann dabei die numerische Qualität der erzeugten Gitter, d. h. im Wesentlichen die
Streckung, Verteilung und Größenverhältnisse der Elemente, sichergestellt werden.
Unstrukturierte Gitter lassen sich aus verschiedenen Elementformen konstruieren. Für
dreidimensionale Gitter kommen Hexaeder, Prismen, Pyramiden oder Tetraeder zum Ein-
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satz. Auch Gitter mit mehreren verschiedenen Elementtypen sind gebräuchlich (hybride
Gitter). Diese lassen sich für Probleme mit unterschiedlichen Längenskalen oder verschiede-
nen, gleichzeitig auftretenden physikalischen Phänomenen vorteilhaft anwenden. Neben
der Form der Gitterelemente lässt sich ein weiteres, strukturelles Merkmal angeben: Falls
jede Kante und jede Fläche des Gitters entweder vollständig zu einem Element gehört oder
aber zu diesem disjunkt ist, so wird das Gitter als konform bezeichnet. Ansonsten treten so
genannte hängende Knoten auf und das Gitter ist nicht konform.
Prinzipiell sind unstrukturierte Gitter für die Parallelisierung durch Gebietszerlegung
geeignet. Allerdings erfordert die gleichmäßige Verteilung der Elemente auf mehrere Re-
chenknoten einen gewissen Aufwand, um Probleme mit der Lastverteilung zu vermeiden.
Da für die entsprechenden parallelen Algorithmen der Kommunikationsaufwand meist
von der Oberfläche der Teilgebiete abhängt, ergibt sich ein zur Partitionierung von Graphen
äquivalentes Optimierungsproblem.
Die adaptive Verfeinerung unstrukturierter Gitter kann durch spezifische Teilungsregeln
für die verschiedenen Elementformen realisiert werden. Da dieser Prozess mit der Erzeu-
gung neuer Elemente verbunden ist, muss die Gitterdatenstruktur entsprechend dynamisch
ausgelegt sein. Im parallelen Fall ist unter Umständen auch eine Neupartitionierung des
Gitters erforderlich. Falls das Gitter vergröbert werden soll, so ist dies häufig nur nach einer
vorherigen Verfeinerung oder durch (teilweise) Neukonstruktion des Gitters möglich. Eine
Ausnahme bilden beispielsweise Hexaeder-Gitter, die eine Zusammenfassung mehrerer
Elemente, gegebenenfalls unter Einschränkung der Konformität, erlauben.
Die bisher beschriebenen Gitter verwenden ausschließlich Elemente mit geraden Kanten
und planen Flächen. In der Praxis treten jedoch durchaus häufig Gebiete mit gekrümmten
Rändern auf. Bei Nutzung gerader Elemente würden diese Krümmungen durch stückweise
Geraden bzw. Flächenstücke approximiert. Eine Annäherung an die Gebietsränder kann in
diesem Fall nur durch die Verkleinerung der Kantenlänge der Elemente erfolgen, wobei die
Konvergenz von niedriger Ordnung bleibt. Es ist jedoch auch möglich, Gitterelemente mit
gekrümmten Kanten und Flächen zu erzeugen, wodurch die Form des Rechengebietes in
den meisten Fällen genauer und unter bestimmten Umständen sogar exakt darstellbar ist
[109].
Diese Vorgehensweise erfordert die Speicherung und Verarbeitung von Krümmungsda-
ten für die betreffenden Elemente. Obwohl man – mathematisch gesehen – gerade Elemente
als Spezialfall von gekrümmten Elementen auffassen kann, ist es fast immer effizienter, für
diese Elemente angepasste Berechnungsvorschriften zu nutzen. Dies liegt zum einen daran,
dass sich die Operationen für gerade Elemente oft stark vereinfachen lassen und daher
mit erheblich geringerem Aufwand ausgeführt werden können. Zum anderen werden ge-
krümmte Elemente häufig nur in lokal beschränkten Bereichen des Gitters (z. B. in der Nähe
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von krummen Gebietsrändern) benötigt, so dass die große Mehrheit der Gitterelemente
nicht gekrümmt sein muss.
Im Rahmen der vorliegenden Arbeit werden ausschließlich unstrukturierte Gitter aus Te-
traeder-Elementen behandelt, welche gegebenenfalls gekrümmte Kanten und Randflächen
aufweisen. Die betrachteten Datenstrukturen und Algorithmen unterstützen sowohl die
Parallelisierung durch Gebietszerlegung als auch adaptive Techniken.
2.3 Ansatzfunktionen für Spektralelemente
Die Triangulation vonΩ gemäß Abschnitt 2.2 ermöglicht die Kontrolle der Approximations-
genauigkeit durch die Wahl von Anzahl und Größe der Gitterelemente. Die Verringerung
des Fehlers durch Verkleinerung der Elemente wird als h-Konvergenz bezeichnet, wobei h
einen Referenzwert für die Feinheit des Gitters darstellt. Dieses Vorgehen bildet beispiels-
weise die Grundlage für das Verfahren der Finiten Elemente. Im Gegensatz dazu wird bei
Methoden mit globalen Ansatzfunktionen (z. B. Spektralmethoden) die Verringerung des
Fehlers durch die Erhöhung der Ansatzordnung, die p-Konvergenz, erreicht. Die Kombi-
nation beider Verfahren, d. h. die gleichzeitig mögliche Verkleinerung der Elemente und
Erhöhung der Ordnung der Ansatzfunktionen, wird als hp-Konvergenz bezeichnet. Hierbei
können Gitterfeinheit und Ansatzordnung abhängig von den numerischen Eigenschaften
der Lösung (beispielsweise deren Regularität) bzw. der Geometrie des zugrunde liegenden
Problems prinzipiell zeitlich und räumlich unabhängig voneinander festgelegt werden.
Bei der Spektralelementemethode wird die Triangulation des Rechengebietes mit einer
generischen Formulierung der lokalen Ansatzfunktionen verbunden, um hp-Konvergenz
zu realisieren. Im folgenden Abschnitt 2.3.1 werden verschiedene Varianten zur Konstruk-
tion der Ansatzfunktionen der Einfachheit halber anhand eindimensionaler Funktionen
erläutert, bevor die Erweiterung auf drei Raumdimensionen für Hexaeder- und Tetraeder-
Elemente in den Abschnitten 2.3.2 und 2.3.3 behandelt wird.
2.3.1 Eindimensionale Ansatzfunktionen
Zunächst wird die Näherungslösung (2.2) an einer beliebigen Stelle x im Element Ωe
betrachtet, wobei die Ansatzfunktionen gemäß (2.10) lokal, bezogen aufΩe, definiert sind:






Es sei hierbei zur Vereinfachung angenommen, dass die Anzahl der Freiheitsgrade für alle
Elemente des Gitters dieselbe ist, das bedeutet, dass für alle Elemente NeP=NP gilt. Die
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Zuordnung der Indizes gemäß (2.11) sei ebenfalls für alle Elemente gleich, so dass statt
pe kurz p geschrieben werden kann. Um die lokalen Ansatzfunktionen generisch, insbe-
sondere unabhängig von den Gitterelementen, zu beschreiben, wird ein Standardelement
Is eingeführt. Im Eindimensionalen ist prinzipiell ein beliebiges Intervall geeignet; aus





gewählt. Zur Formulierung der auf das Standardelement bezogenen Terme wird zusätzlich
zur physikalischen Koordinate x∈ Ω die Standardelementkoordinate ξ∈ Is definiert. Die
Koordinaten innerhalb eines beliebigen ElementesΩe des Gitters lassen sich mittels einer
linearen Koordinatentransformation
ξe : Ωe → Is mit ξ = ξe(x)
auf das Standardelement abbilden. Mit Hilfe dieser Transformationen lassen sich die lokalen



















vereinfacht. Es ist zu beachten, dass die mit ϕp bezeichneten Ansatzfunktionen in die-
ser Darstellung nicht mehr, wie in Gleichung (2.2), global auf Ω, sondern nur auf dem
Standardelement definiert sind:
ϕp : I
s → R .
Der Funktionenraum, welcher durch die über dem Standardintervall definierten Ansatz-
funktionen ϕp aufgespannt wird, sei im Folgenden mit
Vs = span
{
ϕp : p = 1, . . . ,NP
}
bezeichnet. Dann ist der Raum der für das Galerkin-Verfahren genutzten globalen Ansatz-
funktionen mit Hilfe von (2.14) durch
V =
{
ξe ◦ϕ : e = 1, . . . ,NE, ϕ ∈ Vs
}
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definiert. Als Ansatzfunktionen für die Spektralelementemethode kommen stückweise
polynomiale Funktionen überΩ zum Einsatz. Die Menge der Polynome vom Grad P über











ξp : p = 0, . . . ,P
}
.






= NP = P+ 1
beträgt. Mit diesen Festlegungen ist die Konstruktion der Ansatzfunktionen für das Galer-
kin-Verfahren auf die Definition einer polynomialen Basis über dem Standardelement Is
zurückgeführt worden.
In der Abbildung 2.2 wird eine Auswahl möglicher Basen von Vs exemplarisch für die
Polynomordnung P=8 gezeigt. Eine sehr einfache Variante ist die Konstruktion aus den
Monomen ξp für p=0, . . . ,P, wie sie in Abbildung 2.2(a) dargestellt sind. Bei Nutzung
einer Arithmetik mit endlicher Genauigkeit wird diese Basis allerdings mit steigender
Polynomordnung schnell linear abhängig, weshalb sie in der Praxis ungebräuchlich ist. Im
Gegensatz dazu bewahren die in Abbildung 2.2(b) gezeigten Legendre-Polynome, Lp, die
lineare Unabhängigkeit auch für hohe Polynomgrade und sind daher numerisch wesent-
lich besser als Basis geeignet. Die beiden bisher genannten Varianten bilden hierarchische








die Basis jeweils um ein Polynom vom
Grad P+1 ergänzt wird. Im Gegensatz dazu bilden die in den Abbildungen 2.2(c) und
2.2(d) dargestellten Lagrange-Polynome, `Pp, nicht-hierarchische Basen. Die Festlegung von
P+1 paarweise verschiedenen Stützstellen ξp
(
0 6 p 6 P
)






= δpq p,q = 0, . . . ,P , (2.15)
eindeutig P+1 Polynome vom Grad P. Die einfachste Methode zur Konstruktion der
Stützstellen ist, wie in Abbildung 2.2(c) gezeigt, die äquidistante Unterteilung des Standard-
intervalls, wobei die Intervallgrenzen ξ0=−1 und ξP=1 ebenfalls als Stützstellen fungieren.
Ein Teil der so erzeugten Lagrange-Polynome weist jedoch mit steigendem Polynomgrad
starke Oszillationen an den Intervallrändern auf, was sich numerisch nachteilig auf die
Approximationseigenschaften der Ansatzfunktionen auswirkt. Eine deutliche Verbesserung

























































unter Verwendung von GLL-Quadraturpunkten
Abbildung 2.2: Basisfunktionen für die Erzeugung polynomialer Ansatzfunktionen über
dem Standardintervall [−1, 1]. Dargestellt sind verschiedene Systeme für
die Konstruktion von Ansatzfunktionen mit einem Grad P kleiner oder
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erzielt, wobei Ln das Legendre-Polynom vom Grad n ist. Wie in Abbildung 2.2(d) zu
sehen, ist die Amplitude der Lagrange-GLL-Polynome auf dem Standardintervall deutlich
geringer als die der einfacheren Version mit äquidistanten Stützstellen. Fejér [33] hat gezeigt,
dass Lagrange-GLL-Polynome von beliebigem Grad über dem Standardintervall beschränkt
sind.
Ein wesentlicher Vorteil bei der Nutzung von Lagrange-Polynomen als Basis von Vs
besteht in deren Interpolationseigenschaft (2.15). Dadurch lässt sich die Darstellung von























vereinfachen, wobei zur Verdeutlichung der Interpolationseigenschaft in der letzten Zeile
ein möglicherweise auftretender Beitrag aus inhomogenen Dirichlet-Randbedingungen
unberücksichtigt bleibt (dieser müsste auf der rechten Seite abgezogen werden). Dies
bedeutet, dass bei Verfahren auf Basis der schwachen Formulierung (2.3) die Koeffizienten
der Entwicklung gleich den Werten der Näherungslösung an den Stützstellen (auch: Knoten,
bzw. englisch: nodes) sind. Ansatzfunktionen mit der Interpolationseigenschaft werden
daher auch als nodale Basis bezeichnet. Es ist zu beachten, dass die Interpolationseigenschaft
nicht impliziert, dass die Modellgleichungen (2.1) in den Stützstellen exakt erfüllt sind, wie
es bei den Kollokationsverfahren der Fall ist.
Für die Monome und Legendre-Polynome (Abbildungen 2.2(a) und 2.2(b)) sind im Gegen-
satz zu den nodalen Basen zusätzliche Berechnungen notwendig, wenn Funktionswerte der
Näherungslösung uh an bestimmten Stellen im Element benötigt werden. Die Umrechnung
der Entwicklungskoeffizienten in Funktionswerte wird im Rahmen der SEM als Rückwärts-
transformation (Backward transformation) bezeichnet. Die im Verfahren ebenfalls notwendige
umgekehrte Berechnung heißt dementsprechend Vorwärtstransformation (Forward transfor-
mation, basierend auf Galerkin- oder Kollokationsprojektion; siehe [67], Abschnitt 4.1.5 für
Details). Vorwärts- und Rückwärtstransformationen werden beispielsweise beim Übergang
zwischen expliziten und impliziten Teilschritten der Zeitdiskretisierung benötigt und sind
zumeist mit einem nicht unerheblichen Rechenaufwand verbunden. Basisfunktionen, deren
Entwicklungskoeffizienten keine Funktionswerte darstellen, werden als modale Basen be-
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zeichnet. Dem zusätzlichen Aufwand für die benötigten Transformationen stehen effiziente
Implementierungstechniken für modale Basen gegenüber.
Für die Konstruktion einer stetigen Näherungslösung uh ist es notwendig, dass die Basis
von Vs Funktionen enthält, die auf dem Rand des Standardelementes nicht verschwinden.
Andererseits sind möglichst lokale Träger der Ansatzfunktionen in V vorteilhaft für die
Dünnbesetztheit der Systemmatrix (siehe Abschnitt 2.1), was wiederum ein Verschwinden
der Basisfunktionen auf dem Rand von Is impliziert. Es ist daher wünschenswert, dass nur
eine begrenzte Anzahl der Funktionen in Vs auf dem Rand des Standardelementes nicht
Null ist. Die Einteilung der Basisfunktionen, je nachdem, ob sie Randbeiträge liefern oder
nicht, wird auch als Rand-/Innenzerlegung bezeichnet. Die nodale Basis auf Grundlage der
Lagrange-GLL-Polynome (Abbildung 2.2(d)) erfüllt diese Zerlegung auf natürliche Weise:
Das zur Stützstelle ξ0=−1 gehörende Polynom `P0 liefert den Beitrag zum linken Rand von
Is und das Polynom `PP den entsprechenden rechten Randbeitrag bei ξP=1. Alle anderen
Basisfunktionen haben nach ihrer Konstruktion auf beiden Rändern des Intervalls den Wert
Null.
Im Gegensatz dazu ist eine Rand-/Innenzerlegung für die Legendre-Polynome (Abbil-
dung 2.2(b)) nicht gegeben, da alle Funktionen auf den Rändern des Standardintervalls
ungleich Null sind. Zur Konstruktion einer geeigneten modalen Basis für die Spektralele-














Lp−1(ξ) p = 1, . . . ,P− 1
1
2 (1 + ξ) p = P
(2.17)
Mit dieser Definition sind ϕ0 und ϕP die so genannten Randmoden der Basis und alle
anderen Basisfunktionen stellen die auf dem Rand verschwindenden Innenmoden dar. Die
für die eindimensionale SEM häufig verwendeten modalen und nodalen Basen sind in
Abbildung 2.3 für den Polynomgrad P=8 nochmals vergleichend dargestellt.
Wie bereits aus der Formulierung des Galerkin-Verfahrens ersichtlich ist (vergleiche
Abschnitt 2.1), spielt für die Realisierung der Spektralelementemethode die Berechnung
von inneren Produkten der Basisfunktionen und deren Ableitungen eine wichtige Rolle.
Ein Teil dieser Berechnungen kann entscheidend vereinfacht werden, wenn die Ansatzfunk-
tionen orthogonal bezüglich des, möglicherweise gewichteten, inneren Produktes über dem
Standardelement sind. Die Orthogonalität der Ansatzfunktionen führt zu einer diagonalen
Massematrix (später definiert in Abschnitt 3.1.1), welche eine sehr effiziente Anwendung
oder Invertierung erlaubt. Neben der Massematrix spielt die Orthogonalität auch für andere
Operatoren, beispielsweise die Laplace-Matrix, eine Rolle. Auch eine teilweise Orthogo-
32
2.3 Ansatzfunktionen für Spektralelemente
 0
 1










nalität ist von Interesse, da sie die Anzahl der nicht-verschwindenden Elemente, wenn
auch nicht minimieren, so doch stark verringern kann. Beispiele für die Konstruktion
dünnbesetzter Elementmatrizen auf Grundlage von teilweise orthogonalen Basisfunktionen
können Abschnitt 2.3 aus [67] entnommen werden.
2.3.2 Ansatzfunktionen für Hexaeder-Elemente
Eine Erweiterung der eindimensionalen Ansätze auf drei Raumdimensionen kann auf nahe
liegende Art und Weise durch die Anwendung von Tensorprodukten erreicht werden. Als
Standardelement für Hexaeder-Gitter wird der Einheitswürfel
Qs = [−1, 1]3





bezeichnet werden. In Analogie zum eindimensionalen Fall wird für jedes Hexaeder-
Element des Gitters mit
ξe : Ωe → Qs, wobei ξ = ξe(x)
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auf das Standardelement Qs abbildet. Den Überlegungen in Abschnitt 2.3.1 entsprechend
werden die Ansatzfunktionen auf das Standardelement bezogen betrachtet:
ϕp : Q
s → R für p = 1, . . . ,NP .



















Hierbei wurden die Funktionen auf der rechten Seite der Gleichung temporär als eindi-
mensional gekennzeichnet, um Missverständnisse zu vermeiden. Die Art der Funktionen
ist nicht weiter spezifiziert, daher sind zunächst alle im Abschnitt 2.3.1 beschriebenen
Varianten denkbar. Zur Realisierung von (2.18) wird eine Zuordnungsvorschrift der Indizes
gemäß
p↔ (r, s, t)
benötigt, wobei
p = 1, . . . ,NP r = 1, . . . , N1P s = 1, . . . , N
2
P t = 1, . . . , N
3
P
festgelegt wird. Die Ordnung der Ansatzfunktionen kann demnach prinzipiell in den drei
Raumdimensionen unabhängig voneinander gewählt werden. Die Art der Zuordnungs-
vorschrift für die Indizes ist zunächst beliebig und wird durch die weiteren Details der
Implementierung bestimmt.
In weiterer Analogie zum eindimensionalen Fall wird der Raum der Ansatzfunktionen









: 0 6 r, s, t 6 P
}
.
Als Ansatzfunktionen kommen also Tensorprodukte von univariaten Polynomen der Ord-









Mit dieser Festlegung erfolgt die Diskretisierung in alle drei Koordinatenrichtungen mit
derselben Polynomordnung. Durch die Verwendung der in Abbildung 2.3 gezeigten ein-
dimensionalen SEM-Basen können nun die entsprechenden modalen und nodalen An-
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satzfunktionen für Hexaeder-Gitter konstruiert werden. Die Zerlegung in Rand- und In-
nenmoden sowie die Orthogonalität der Basen übertragen sich entsprechend auf den
dreidimensionalen Fall.
2.3.3 Ansatzfunktionen für Tetraeder-Elemente
Obwohl die Tensorproduktansätze für Hexaeder nicht ohne Weiteres auf Tetraeder-Gitter
übertragen werden können, lassen sich modale und nodale SEM-Basen auch für diesen
Fall konstruieren. Im folgenden Abschnitt wird nur auf die Herleitung einer nodalen Basis
genauer eingegangen; für modale Techniken wird auf [67] verwiesen.
Wie bereits bei der Konstruktion der eindimensionalen und Hexaeder-Basen, wird zu-
nächst ein Standardelement definiert. Dazu wird der Tetraeder
Ts =
{

















festgelegt. Im Folgenden seien die Tetraeder-Elemente des Gitters mit Te bezeichnet. Für
alle Elemente, deren Kanten gerade und Seitenflächen plan sind (gerade Elemente), ist die
Koordinatentransformation
ξe : Te → Ts mit ξ = ξe(x) (2.20)





die physikalischen Koordinaten des Rechengebietes bezeichnen. Die Konstruktion der
globalen Ansatzfunktionen erfolgt wiederum über die Verknüpfung der Koordinatentrans-
formationen mit den generischen Ansatzfunktionen ϕp über dem Standardelement Ts.
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s → R mit p = 1, . . . ,NP
}
bezeichnet. Die direkte Angabe einer nodalen Basis für Vs ist nicht möglich; zunächst wird
daher eine sekundäre Basis konstruiert. Dies erfolgt durch den temporären Übergang vom
Standard-Tetraeder Ts auf das Standard-Hexaeder Qs, welches in Abschnitt 2.3.2 eingeführt
wurde. Dazu wird eine Koordinatentransformation Ts → Qs gemäß
















definiert ist. Es ist zu beachten, dass diese Transformation nicht überall invertiert werden
kann, da sie für ξ3 = 1 und ξ2 = −ξ3 singulär ist. Mit Hilfe der Koordinaten τ ∈ Qs wird
























Hierbei werden die Jacobi-Polynome Pα,βk (mit den reellen Parametern α,β > −
1
2 und
der Ordnung k) verwendet, welche bezüglich der Wichtungsfunktion (1 − x)α (1 + x)β
orthogonal auf dem Standardintervall Is sind. Für eine umfassende Erklärung, wie sich
diese Orthogonalität auf die Dünnbesetztheitsstruktur der SEM-Operatoren überträgt, kann
[67] konsultiert werden. Analog zum Vorgehen bei den Hexaedern wird zur Anwendung
von (2.22) eine Zuordnungsvorschrift in der Form
p↔ (r, s, t) (2.23)
für die Indizes benötigt. Es gilt p = 1, . . . ,NP und für die Indizes r, s und t wird
0 6 r, s, t und r+ s+ t 6 P
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: 0 6 r, s, t; r+ s+ t 6 P
}
beschrieben werden. Es sei darauf hingewiesen, dass (2.22) wegen der fehlenden Rand-/
Innenzerlegung keine geeignete modale SEM-Basis darstellt. Für eine entsprechende Modi-
fikation wird nochmals auf [67] verwiesen.
Wie bereits angedeutet, kann eine nodale Basis für Tetraeder nicht direkt angegeben
werden, da es keine geschlossene Darstellung von multivariaten Lagrange-Polynomen `Pp
auf Ts gibt. Die eben beschriebene Vs-Basis nach Dubiner kann jedoch genutzt werden, um
eine solche zu konstruieren. Prinzipiell ist dazu auch jede andere Basis von Vs geeignet,
solange diese eine direkte Berechnung von Funktionswerten in Ts erlaubt. Da in jedem Fall
derselbe Funktionenraum erzeugt wird, sind die Varianten gleichwertig.
Zur Erzeugung einer nodalen Lagrange-Basis für Vs werden zunächst Stützstellen im





bezeichnet. Die Auswahl und Eigenschaften geeigneter Punkteverteilungen werden später
im Abschnitt 2.4 behandelt. Zunächst wird nur davon ausgegangen, dass die Punkte




























In dieser Darstellung definieren die Terme ϕq(ξp) eine Matrix V gemäß





Im eindimensionalen Fall wird V als Vandermondesche Matrix bezeichnet, falls zur Konstruk-
tion Monome anstelle der Basisfunktionen ϕq verwendet würden. Im vorliegenden Fall
erhält V dementsprechend die Bezeichnung verallgemeinerte Vandermondesche Matrix.
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Werden die Funktionswerte von ϕq und `Pp für p,q=1, . . . ,NP an einer beliebigen, festen




















































für die Lagrange-Polynome führt. Die Regularität von V ist hierbei wesentlich. Es ist zu
beachten, dass die Invertierbarkeit von V aufgrund der Basiseigenschaft von der konkreten
Wahl der ϕq unabhängig ist, solange eine Basis von Vs gewählt wird. Somit hängt die
Invertierbarkeit und damit die Anwendbarkeit der Methode allein von der Auswahl der
Stützpunkte in Ts ab. Während die paarweise Verschiedenheit der Punkte im Eindimensio-
nalen hinreichend für die Regularität ist, lässt sich eine solche allgemeine Aussage für den
Tetraeder nicht angeben.
2.4 Stützstellen für die Lagrange-Interpolation im Tetraeder
Wie im letzten Abschnitt bereits angedeutet, spielt die Auswahl der Interpolationspunkte
im Standard-Tetraeder Ts eine wichtige Rolle für die Konstruktion der nodalen SEM. Die
mit der Punkteverteilung festgelegte nodale Basis (2.26) soll im Einzelnen die folgenden
Bedingungen erfüllen:
• Hohe Genauigkeit der Interpolation,
• günstige Kondition der verallgemeinerten Vandermondeschen Matrix,
• Gewährleistung der Kontinuität der globalen Ansatzfunktionen,
• geometrische Symmetrie und
• Anschluss an andere Elementtypen.
Die beiden letztgenannten Anforderungen sind dabei von sekundärer Natur. Die angespro-
chene Symmetrie wird für die effiziente Behandlung von Matrix-Vektor-Produkten benötigt
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(dieser Punkt wird später im Abschnitt 4.2 behandelt) und die letzte Bedingung ist nur für
hybride Gitter von Bedeutung.
Die Genauigkeit der Interpolation hängt wesentlich von den Eigenschaften der Projektion
einer beliebigen stetigen Funktion u in den Raum der Ansatzfunktionen ab. Zur Vereinfa-
chung der Beschreibung wird im Folgenden ein homogenes Problem lokal im Standard-
Tetraeder betrachtet. Die Approximation von u in Ts durch Lagrange-Polynome vom Grad
P aus Vs wird durch die Projektion ΠP beschrieben:















dann gilt für den Fehler der Approximation die obere Schranke
‖u− ΠPu‖∞ = ‖u−ψ∗ + ΠPψ∗ − ΠPu‖∞
6 ‖u−ψ∗‖∞ + ‖ΠPψ∗ − ΠPu‖∞
= (1 + ‖ΠP‖) ‖u−ψ∗‖∞ ,
wobei die als Lebesgue-Konstante ΛP [108] bezeichnete Norm der Projektion
ΛP = ‖ΠP‖ = max‖ψ‖∞=1
ψ∈Vs
‖ΠPψ‖∞
durch die entsprechende Operatornorm gebildet wird. Neben der Gestalt von Ts und der
Definition von Vs ist die Lebesgue-Konstante ausschließlich von der Wahl der Interpolati-
onspunkte abhängig. Falls Vs prinzipiell geeignet gewählt wurde, um u zu approximieren,
dann ist ΛP ein Maß für die Güte der Projektion ΠP und damit für die Wahl der Punkte-
verteilung im Standard-Tetraeder. Durch die Verwendung der Maximumnorm kann die






Die konstruktiv einfachste Wahl der Interpolationspunkte ist durch die gleichabständige
Verteilung gegeben. Die kartesischen Koordinaten im Standard-Tetraeder (2.19) lauten in
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(a) Interpolationspunkte in den Knoten sowie entlang
der Kanten und Seitenflächen
(b) Interpolationspunkte in den Knoten, entlang der
Kanten und im Elementinneren
Abbildung 2.4: Gleichabständig verteilte Interpolationspunkte im Standard-Tetraeder (2.19)
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wobei der Punktindex p gemäß (2.23) auf das Index-Tripel (r, s, t) abgebildet wird und
damit die entsprechenden Beschränkungen
0 6 r, s, t und r+ s+ t 6 P
gelten. Die gleichabständige Punkteverteilung ist in Abbildung 2.4 grafisch dargestellt.
Aus Gründen der Übersichtlichkeit ist die Gesamtmenge der Interpolationspunkte in zwei
Gruppen aufgeteilt: Abbildung 2.4(a) zeigt alle Punkte auf dem Rand des Elementes, d. h.
in den Knoten (schwarz) sowie auf den Kanten (blau) und Seitenflächen des Standard-
Tetraeders. Den vier verschiedenen Seiten sind dabei zur besseren Veranschaulichung
unterschiedliche Farben (rot, grün, gelb und braun) zugeordnet worden. In Abbildung
2.4(b) sind zusätzlich zu den Knoten- und Kantenpunkten die Interpolationspunkte im
Inneren des Standardelementes zu sehen.
Neben den kartesischen werden häufig auch die baryzentrischen Koordinaten der Inter-
polationspunkte benötigt, da diese von der konkreten Definition des Standardelementes
unabhängig sind und somit einen einfachen Übergang zwischen verschiedenen Formen
des Standard-Tetraeders erlauben. Die baryzentrischen Koordinaten l=(l1, l2, l3, l4) der
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gleichabständigen Punkteverteilung lauten wie folgt:
lp =
(













Die Indizes r, s und t unterliegen dabei denselben Beschränkungen wie bei der Definition
der Punkte in kartesischen Koordinaten.
Wie schon im eindimensionalen Fall, so führt auch die Lagrange-Interpolation im Tetra-
eder zu numerisch instabilen Ergebnissen für hohe Polynomgrade, wenn ein gleichabständi-
ges Gitter genutzt wird. Die Lebesgue-Konstanten der entsprechenden Punkteverteilungen
steigen exponentiell mit dem Polynomgrad, wie beispielsweise in [116] dargelegt wurde.
Als nahe liegende Verbesserung wurde in [84] für dreieckige Elemente ein Gitter aus den
Tensor-Produkten eindimensionaler GLL-Punkte konstruiert, da diese Verteilungen in einer
Dimension eine optimale Interpolation sichert, [33]. Die Konstruktion in [84] verwendet
nur denjenigen Teil der vollständigen Tensor-Produkt-Menge, dessen Punkte innerhalb des
Dreiecks liegen. Wie jedoch schon in [31] gezeigt wurde, führt diese Reduktion ebenfalls auf
eine numerisch problematische Lagrange-Basis bei höheren Polynomordnungen. Im Gegen-
satz zur gleichabständigen Verteilung weisen die Interpolationspunkte im letztgenannten
Fall zudem keine geometrische Symmetrie auf.
Da sich die GLL-Punkte also nicht unter Erhaltung der günstigen Interpolationseigen-
schaften auf Tetraeder verallgemeinern lassen, müssen zur Konstruktion von geeigneten
Punkteverteilungen alternative Methoden herangezogen werden. Als Ausgangspunkt bietet
sich die direkte Minimierung der Lebesgue-Konstante an, da derartige Punkteverteilun-
gen optimal im Sinne der Interpolation sind. Dieses Vorgehen wurde in [51] für Dreiecke
praktiziert und damit im Rahmen des iterativen Minimierungsverfahrens optimale Punk-
teverteilungen erzielt. Es ergab sich ein linearer Anstieg der Lebesgue-Konstante mit der
Erhöhung des Polynomgrades, was allerdings aufgrund der beschränkten Variation von
P nicht im Sinne einer Asymptotik zu verstehen ist. Die optimalen Punkteverteilungen
entsprechen entlang der Kanten des Dreiecks den GLL-Punkten, sind jedoch im Inneren
des Elementes unsymmetrisch.
Aufgrund des hohen Aufwandes zur direkten Minimierung der Lebesgue-Konstante
sind keine weiteren Arbeiten auf Basis dieser Methode bekannt, insbesondere für Tetraeder
sind daher keine optimalen Interpolationspunkte verfügbar. Zahlreiche weitere Arbeiten
beschäftigen sich jedoch mit der Bestimmung von fast-optimalen Punkteverteilungen.
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Eine vereinfachte Prozedur lässt sich anwenden, wenn anstelle der Lebesgue-Konstante






bezüglich der `Pp definierenden Punkteverteilung minimiert wird. Dies entspricht der Mini-
mierung im quadratischen Mittel bzw. im Sinne der L2-Norm und wurde in [23] für Dreiecke
vorgeschlagen. Dieselbe Technik wurde von den Autoren in [24] auf Tetraeder angewendet.
Nach den Auswertungen in [10] stellen diese Interpolationspunkte für Tetraeder unter
den derzeit bekannten Verteilungen diejenigen mit den kleinsten Lebesgue-Konstanten
dar. Neben dem immer noch relativ hohen Aufwand der Minimierungsprozedur haben
die berechneten Punkteverteilungen auch den Nachteil, dass sie entlang der Kanten nicht
den eindimensionalen GLL-Punkten entsprechen. Dies erschwert den Anschluss zwischen
Tetraeder- und Hexaeder-Elementen in hybriden Gittern (siehe [54], Seite 667).
Motiviert durch den Zusammenhang zwischen optimalen Interpolationspunkten im
Intervall und der energieminimierenden Platzierung von Punktladungen in einem elek-
trostatischen Feld wurde eine weitere Methode zum Finden von geeigneten Interpolati-
onspunkten in [54] für Dreiecke und in [56] für Tetraeder vorgestellt. Die wesentlichen
Schwierigkeiten bei dieser Vorgehensweise bestehen in der geeigneten Definition des elek-
trostatischen Problems, was beispielsweise die Vollständigkeit der Punkteverteilung entlang
der Elementränder sowie die Symmetrie sichern soll, und dem numerischen Aufwand für
die Minimierungsprozedur.
Ebenfalls aus der Theorie des eindimensionalen Problems ist bekannt, dass die optimalen
Interpolationspunkte im Intervall genau diejenigen sind, welche die Determinante der
Vandermondeschen Matrix maximieren. Diese so genannten Fekete-Punkte, [34], lassen sich
auch im mehrdimensionalen Fall für beliebige Elementtypen bestimmen. In [14] konnte
gezeigt werden, dass die optimalen Interpolationseigenschaften auch für Hexaeder-Ele-
mente gesichert sind. Im Falle von Dreiecken und Tetraedern konnte eine solche allgemeine
Aussage bisher nicht gefunden werden. Allerdings ermöglicht die Verwendung von Fekete-
Punkten eine Abschätzung der Lebesgue-Konstante. Betrachtet man die Vandermondesche
Matrix (2.25) als Funktion der Koordinaten von ξ1, . . . ,ξNP , so lassen sich die Lagrange-






∣∣V(ξ1, . . . ,ξp−1,ξ,ξp+1, . . . ,ξNP)∣∣∣∣V(ξ1, . . . ,ξNP)∣∣ .
Wegen der Eigenschaft der Fekete-Punkte, die Determinante von V zu maximieren, sind
die Lagrange-Polynome im Standardelement stets kleiner oder gleich Eins, wobei die
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Gleichheit in den entsprechenden Stützstellen auftritt. Zusammen mit (2.27) folgt damit die
Abschätzung
ΛP 6 NP
für die Lebesgue-Konstante. Numerische Studien in [118] weisen sogar auf die noch vorteil-
haftere Schranke ΛP6
√
NP hin. In derselben Arbeit wurden die Koordinaten der Fekete-
Punkte im Dreieck für eine Reihe von Polynomgraden numerisch bestimmt. Für Tetraeder
ist eine für die Implementierung nutzbare Sammlung von Fekete-Punkten bisher nicht
bekannt, [96].
Die Konstruktion der bisher erwähnten Punkteverteilungen nach [51, 24, 56, 118] erfor-
dert einen relativ hohen Berechnungsaufwand aufgrund der notwendigen Optimierungs-
verfahren. Aus Sicht der Implementierung wäre eine direkte Vorschrift zur Berechnung
der Koordinaten günstiger, solange die Punkteverteilungen akzeptable Interpolationsei-
genschaften aufweisen. Ein relativ einfacher Zugang wurde in [11] für Dreiecke und in
[79] für Tetraeder vorgestellt. Grundlage für die Konstruktion ist ein eindimensionales,
so genanntes master grid, welches aus GLL-Punkten besteht. Die Interpolationspunkte im
Dreieck werden durch einen Tensorprodukt-Ansatz und anschließende Mittelung über die
drei durch zyklische Vertauschung der Indizes entstehenden Punktsätze erzeugt. Letzterer
Schritt ist dabei zur Erhaltung der Symmetrie der Punkte notwendig und stellt somit eine
Erweiterung zu [84] dar. Die Interpolationspunkte im Tetraeder werden durch ein analoges
Verfahren erzeugt, wobei die Dreieckspunkte hierbei als zweidimensionales master grid
dienen. In einer Variante des Verfahrens werden die inneren Punkte des Tetraeders durch
die Maximierung von |V| platziert.
Ein geometrisch motivierter Zugang wurde in [124] vorgeschlagen, um Interpolations-
punkte für Dreieck und Tetraeder ebenfalls auf Grundlage von GLL-Punkten zu erzeugen.
Dabei werden so genannte warp&blend-Funktionen genutzt, um gleichabständige Punkte
entlang der Kanten auf GLL-Punkte abzubilden (warp) und die Abbildung in symmetrischer
Form in das Innere des Elementes fortzusetzen (blend). Ein in diesem Prozess zusätzlich
eingeführter skalarer Parameter dient der Optimierung der Verteilung in Bezug auf die
Lebesgue-Konstante. Als Beispiel einer fast-optimalen Punkteverteilung und um den Un-
terschied zu den gleichabständigen Punkten in Abbildung 2.4 zu verdeutlichen, sind die
Interpolationspunkte nach [124] in Abbildung 2.5 grafisch dargestellt.
Eine umfassende Beurteilung der bekannten Verteilungen von Interpolationspunkten im
Tetraeder gestaltet sich schwierig. Abgesehen von der direkten Minimierung der Lebesgue-
Konstante gibt es keine allgemeine Aussage über die Optimalität einer gegebenen Vertei-
lung. Selbst Kenntnisse über das qualitative Wachstum von ΛP mit der Polynomordnung
sind derzeit auf numerische Studien beschränkt. Einen Überblick über die Lebesgue-Kon-
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(a) Interpolationspunkte in den Knoten sowie entlang
der Kanten und Seitenflächen
(b) Interpolationspunkte in den Knoten, entlang
der Kanten und im Elementinneren
Abbildung 2.5: Interpolationspunkte im Standard-Tetraeder nach [124]
für den Polynomgrad P=7
stanten verschiedener Verteilungen gibt [10] zusammen mit [124]. Hinzu kommt, dass sich
die einzelnen Techniken in Bezug auf die numerische Komplexität der Berechnung stark
unterscheiden und daher praktische Fragen der Implementierung mit in Betracht gezogen
werden müssen. Um eine gewisse Flexibilität und Robustheit der dieser Arbeit zugrunde
liegenden Implementierung zu sichern, werden verschiedene Punkteverteilungen unter-
stützt: Neben der gleichabständigen wird die elektrostatisch motivierte Verteilung nach
[56] genutzt, wobei die Koordinaten der Punkte dankenswerterweise von den Autoren von
[56] in tabellarischer Form für die Polynomgrade P=1 . . . 10 zur Verfügung gestellt wurden.
Zusätzlich werden die Verteilungen nach [79] und [124] unterstützt, da sich diese durch die
direkten Konstruktionsvorschriften effizient zur Laufzeit berechnen lassen.
Um die Punkteverteilungen im Rahmen der Implementierung zu validieren, wurde
eine Schätzung der Konditionszahl κ der Vandermondeschen Matrix auf Grundlage der
orthogonalen Basis (2.22) vorgenommen. Mit Hilfe der LAPACK-Routine DGETRF wurde
zunächst eine LU-Faktorisierung von V durchgeführt, welche dann in der Routine DGECON
zur Bestimmung der numerischen Inversen dient. Die Konditionszahl wurde anschließend
aus den Maximumnormen der beiden Matrizen berechnet. Die Ergebnisse sind in Tabelle
2.1 dargestellt. Zur Kontrolle des Verfahrens wurde das gleiche Vorgehen anschließend auf
die numerische Inverse von V erneut angewendet. Große Unterschiede in den mit κ(V)
und κ(V−1) bezeichneten Spalten der Tabelle deuten auf numerische Schwierigkeiten bei
der Invertierung hin.
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2.5 Diskrete Formulierung der Modellgleichungen
Gleichmäßige Hesthaven&Teng Luo&Pozrikidis Warburton
Verteilung [56] [79] [124]
P κ(V) κ(V−1) κ(V) κ(V−1) κ(V) κ(V−1) κ(V) κ(V−1)
1 4.0 · 100 4.0 · 100 4.0 · 100 4.0 · 100 4.0 · 100 4.0 · 100 4.0 · 100 4.0 · 100
2 1.7 · 101 1.7 · 101 1.8 · 101 1.8 · 101 1.8 · 101 1.8 · 101 1.3 · 101 1.8 · 101
3 5.3 · 101 3.0 · 101 5.5 · 101 5.5 · 101 5.5 · 101 5.5 · 101 5.5 · 101 5.5 · 101
4 1.3 · 102 1.5 · 102 1.3 · 102 1.4 · 102 1.2 · 102 1.5 · 102 1.2 · 102 1.5 · 102
5 3.0 · 102 3.0 · 102 2.6 · 102 3.0 · 102 2.5 · 102 2.9 · 102 2.5 · 102 2.9 · 102
6 6.2 · 102 6.7 · 102 7.0 · 102 7.0 · 102 6.5 · 102 6.5 · 102 4.8 · 102 6.7 · 102
7 1.2 · 103 1.5 · 103 1.4 · 103 1.6 · 103 1.4 · 103 1.3 · 103 1.5 · 103 1.5 · 103
8 2.4 · 103 3.2 · 103 2.9 · 103 2.9 · 103 2.5 · 103 2.6 · 103 2.9 · 103 2.9 · 103
9 4.3 · 103 6.9 · 103 5.4 · 103 5.4 · 103 4.5 · 103 4.9 · 103 5.4 · 103 5.5 · 103
10 7.7 · 103 7.4 · 103 1.0 · 104 1.0 · 104 7.2 · 103 8.9 · 103 9.0 · 103 1.0 · 104
11 2.2 · 104 3.3 · 104 1.4 · 104 1.7 · 104 1.6 · 104 1.7 · 104
12 4.4 · 104 7.4 · 104 2.4 · 104 2.9 · 104 3.0 · 104 3.0 · 104
13 8.6 · 104 1.7 · 105 5.4 · 104 6.3 · 104 5.7 · 104 6.1 · 104
14 1.6 · 105 3.6 · 105 1.0 · 105 1.3 · 105 1.2 · 105 1.2 · 105
15 4.2 · 105 7.9 · 105 2.2 · 105 2.8 · 105 2.2 · 105 2.3 · 105
Tabelle 2.1: Konditionszahlen der Vandermondeschen Matrix und der numerischen
Inversen
Für Polynomgrade bis einschließlich der Ordnung P=10 gibt es keine eindeutigen Unter-
schiede zwischen den einzelnen Punkteverteilungen. Für P>11 wird erwartungsgemäß der
Nachteil der gleichabständigen Verteilung deutlich. Die relativ hohen Konditionszahlen für
einzelne Polynomgrade bei der Punkteverteilung nach [56] steht nicht in Übereinstimmung
mit anderswo veröffentlichten Ergebnissen (beispielsweise in [79, 124]) und ist vermutlich
auf die endliche Genauigkeit der tabellierten Koordinaten zurückzuführen, welche noch
unterhalb der Genauigkeit der verwendeten Arithmetik liegt.
2.5 Diskrete Formulierung der Modellgleichungen
Nachdem in den vorangegangenen Abschnitten die Komponenten der SEM in verschiede-
nen Varianten dargelegt und zum Teil verglichen wurden, wird im Folgenden eine konkrete
Auswahl an Techniken spezifiziert, welche im weiteren Verlauf der vorliegenden Arbeit
den Gegenstand von Untersuchung und Implementierung der SEM darstellt. Als Modell-
problem für die Betrachtungen dient dabei weiterhin die Helmholtz-Gleichung (2.5) mit
den entsprechenden Dirichlet- und Neumann-Randbedingungen.
In Hinblick auf die geometrische Komplexität und Flexibilität möglicher physikalischer
Aufgabenstellungen werden unstrukturierte Gitter aus Tetraeder-Elementen (siehe Ab-
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schnitt 2.2) verwendet. Hybride Gitter werden nicht untersucht, da die Beschränkung
auf einen Elementtyp durch weniger komplexe Datenstrukturen und Algorithmen einen
angemessenen Aufwand bei der Implementierung und einen potentiellen Vorteil bei der
Leistungsoptimierung verspricht.
Für den Raum Vs der auf das Standardelement Ts bezogenen Ansatz- und Testfunktionen
des Galerkin-Verfahrens (2.7) kommt die nodale Basis auf Grundlage der Lagrange-Polyno-
me (2.26) zum Einsatz. Der Bezug zwischen den Gitterelementen Te und dem Standard-
Tetraeder Ts wird dabei durch die Koordinatentransformationen (2.20) hergestellt. Soweit
nichts anderes vermerkt ist, wird die in (2.19) festgelegte Form von Ts genutzt. Entlang
der Elementgrenzen wird für die globalen Funktionen aus V die Stetigkeit gefordert, was
durch eine entsprechende Wahl der Stützstellen entlang der Elementgrenzen gesichert
wird. Indem die Polynome ihren vollen Grad entlang der Elementgrenzen erreichen (d. h.
die Polynome behalten den Grad bei Einschränkung des Definitionsbereiches auf eine
Kante oder Seitenfläche bei), impliziert die Eindeutigkeit der polynomialen Darstellung die
Identität der Funktionen.
Als sekundäre Basis von Vs entsprechend der Beschreibung in Abschnitt 2.3.3 kommen
die orthogonalen Basispolynome (2.22) nach Dubiner zum Einsatz.
Wie bereits im Abschnitt 2.4 dargelegt wurde, kann keine für alle Probleme optimale
Verteilung der Interpolationspunkte im Standard-Tetraeder angegeben werden. Um flexible
Untersuchungen zu ermöglichen, werden neben der gleichabständigen Verteilung (2.28)
auch die Punkteverteilungen nach [56], [79] und [124] unterstützt.
Mit den getroffenen Vereinbarungen geht die Darstellung der Näherungslösung (2.2)
aufgrund der Interpolationseigenschaft der nodalen Basis in







über, wobei die allgemeinen Entwicklungskoeffizienten durch die Werte von u an den
Stützstellen der Interpolation ersetzt wurden. Die diskrete Form des Modellproblems







Zur Vereinfachung der Notation wird ab dieser Stelle der Elementindex e in der Bezeich-
nung elementbezogener Größen weggelassen, wenn er zur Eindeutigkeit nicht zwingend
notwendig ist. Der diskrete Helmholtz-Operator für das Element Te wird in (2.29) entspre-
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chend der Vorschrift















definiert und der Lösungsvektor und die rechte Seite des Systems sind durch



































∣∣∣∣ = 1∇ξ1 · (∇ξ2 ×∇ξ3)
die Jacobi-Determinante der Abbildung x(ξ) : Ts → Te an der Stelle ξ ∈ Ts bezeich-
net wird. Die Gradienten der Lagrange-Basisfunktionen werden ebenfalls bezüglich der
Standardelementkoordinaten ausgedrückt:




























schreiben. In dieser Darstellung sind nur noch die Jacobi-Matrix ∇ξ sowie die Jacobi-
Determinante J der inversen Abbildung von der Geometrie des betrachteten Elementes Te
abhängig. Die effiziente Anwendung dieses Operators auf einen Elementdatenvektor u im
Sinne von (2.29) bildet die Grundlage der iterativen Lösung des Helmholtz-Problems (2.5)
auf Basis der SEM.
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3 Konzepte zur numerisch effizienten
Realisierung der SEM
IM folgenden Kapitel wird die diskrete Formulierung des Modellproblems mit Hin-blick auf technische Fragen der Implementierung untersucht und weiterentwickelt.
Das besondere Augenmerk liegt dabei auf der numerischen Komplexität (Anzahl der Be-
rechnungsschritte) und der numerischen Effizienz (Berechnungsschritte pro Zeiteinheit,
bezogen auf einen sytemspezifischen Referenzwert) der Berechnungen. Aufgrund der Un-
terschiede in der Herleitung der Operatoren und im Vorgehen zur Implementierung werden
im Folgenden gerade und gekrümmte Elemente des Rechengitters getrennt voneinander
behandelt.
3.1 Operatoren für gerade Spektralelemente
Ein Spektralelement Te des Rechengitters heißt gerade, falls alle Kanten gerade und die
Randflächen plan sind. Die Transformation (2.20) der Koordinaten auf das Standardelement
Ts ist in diesem Fall eine lineare Abbildung. Aus diesem Grund kann die Auswertung des
Helmholtz-Operators (2.30) bzw. (2.31) vereinfacht werden, da die auftretenden geometri-
schen Terme – die Jacobi-Determinante J von x(ξ) und die Gradienten ∇ξi der inversen
Abbildungen ξ(x) – in Te konstant sind. Dies ermöglicht die Konstruktion eines sehr effizi-
enten diskreten Operators, so dass diesem Spezialfall in der Praxis eine große Bedeutung
zukommt. Für gekrümmte Elemente, die später im Abschnitt 3.3 behandelt werden, stellt
dieser Operator in Bezug auf Effizienz und Genauigkeit den Referenzfall dar.
3.1.1 Struktur der Elementoperatoren
Die Lösung des diskreten Modellproblems (2.29) erfordert die elementweise Anwendung
des Helmholtz-Operators. Der Ausgangspunkt für die technische Realisierung ist die zum
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Element Te gehörige Operatormatrix H ∈ RNP×NP gemäß (2.31), wobei in der folgenden





















q dξ . (3.1)
Hier und im Folgenden sei festgelegt, dass über die Indizes i, j,k der Koordinatenrichtungen
summiert wird, sofern diese mehrfach innerhalb eines Terms auftreten.
Die Ableitungen der Basisfunktionen `Pp bezüglich der Standardkoordinaten sind Poly-
nome aus Vs und aufgrund der Linearität der Koordinatentransformation ξ(x) für gerade










































q dξ , (3.2)
wobei die Invarianz der geometrischen Terme J und∇ξ in Ts ausgenutzt wurde. Alle weite-
ren Bestandteile von (3.2) sind von der Gestalt des Elementes Te unabhängig. Insbesondere
hängen die auf die Basisfunktionen bezogenen Terme ausschließlich vom Standardelement
















)T∇ξj} ·M{Dk∇ξk}+ λM] . (3.3)
In dieser Darstellung wird nochmals die Komposition der Matrix aus generischen Standard-
elementoperatoren und elementspezifischen geometrischen Termen deutlich. Weiterhin ist
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ersichtlich, dass sich die auf das Element Te und die physikalischen Koordinaten x bezo-
genen Masse- und Differentiationsmatrizen als Linearkombinationen der entsprechenden
Standardelementoperatoren berechnen lassen.
3.1.2 Berechnung der Standardelementoperatoren
Die Standardelementoperatoren M und Di in (3.3) sind von den Elementen Te des Gitters
unabhängig und können daher einmalig vorberechnet und abgespeichert werden. Nach
(2.26) sind die Lagrange-Polynome eine Linearkombination der sekundären Basisfunktio-










Durch die Auswertung dieser Ableitung an den Stützstellen der Interpolation können die
Differentiationsmatrizen Di des Standardelementes in der Form
Di = D̂iV−1








definiert sind. Die Ableitungswerte der sekundären Basisfunktionen in den Interpolations-
punkten können analytisch bestimmt werden. Im Falle der sekundären Basis (2.22) kann
















für Jacobi-Polynome geschehen (siehe [67], Anhang A für eine Zusammenstellung hilfrei-
cher Beziehungen in diesem Kontext).
Für die Elemente der Standardelementmassematrix kann die Entwicklung der Lagrange-
Polynome nach der sekundären Basis ebenfalls vorgenommen werden. Dies führt auf die
Berechnungsvorschrift
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die Elemente der auf die sekundäre Basis bezogenen Massematrix darstellen. Die Ver-
wendung der Dubiner-Basis (2.22) legt eine Transformation des Integrals auf den Würfel
Qs =
{
τ : −1 6 τi 6 1; i = 1, . . . , 3
}
nahe, da der Integrand durch diese Transformation
Tensorproduktcharakter annimmt. Die Jacobi-Determinante der entsprechenden Abbildung
(2.21) lautet ∣∣∣∣∂ξ∂τ
∣∣∣∣ = 18 (1 − τ2)(1 − τ3)2
und kann in den nachfolgenden Schritten ohne großen Aufwand in die Integration einbezo-
gen werden. Der Ausdruck für die Elemente von M̂ lautet demnach bei Verwendung der






























































Die Indizes p und q werden entsprechend der Vorschrift (2.23)
p↔ (rp, sp, tp) und q↔ (rq, sq, tq)
zugeordnet. Die Integrale nehmen damit die allgemeine Form
1∫
−1
(1 − τ)α f(τ)g(τ)dτ
an, wobei f und g Polynome vom Grad kleiner oder gleich P sind und α ∈ {0, 1, 2} gilt. Die
numerische Berechnung der Terme kann durch Gauß-Quadraturformeln der Ordnung Q ef-
fizient und genau durchgeführt werden. Die Stützstellen der Quadratur werden durch den
Koeffizienten α bestimmt (siehe beispielsweise [67], Anhang B für Details). Da im vorliegen-
den Fall die Endpunkte des Integrationsintervalls nicht als Stützstellen in die Berechnung
einbezogen werden müssen, ist eine Quadraturordnung von Q = P+ 1 ausreichend.
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3.1.3 Berechnung der geometrieabhängigen Terme
Zur Anwendung des diskreten Helmholtz-Operators (3.3) im Element Te müssen die
Ableitungen der Elementabbildungen x(ξ) und ihrer Inversen ξ(x) bestimmt werden.
Diese sind von der Geometrie der Elemente abhängig und werden im Falle von geraden
Tetraedern durch die Koordinaten der vier Eckpunkte vollständig bestimmt. Für das gerade






















Wie bereits beschrieben, sind die Ableitungen aufgrund der Linearität von x(ξ) bezüglich
der Standardelementkoordinaten konstant. Die Jacobi-Matrix der inversen Abbildung ξ(x)










Für jedes gerade Element des Rechengitters kann somit die Jacobi-Matrix∇ξ der Dimension
3×3 und die Determinante J = |∂x/∂ξ| zur Nutzung in (3.3) abgespeichert werden.
Bei der Zuordnung der Knoten eines Elementes zu den Ecken des Standard-Tetraeders
wird aus technischen Gründen sichergestellt, dass die räumliche Orientierung der Knoten
untereinander erhalten bleibt (Rechtssystem mit Knoten 1 als Basis). Dies ist gleichbedeu-
tend mit der Bedingung J>0 und erfolgt, um eine konsistente Topologie des Gitters unter
bestimmten Operationen (beispielsweise der lokalen Verfeinerung) zu gewährleisten.
3.1.4 Anwendung des diskreten Helmholtz-Operators
Als nächstes wird die Umsetzung des diskreten Helmholtz-Operators aus Sicht der Imple-
mentierung betrachtet. Aus (3.3) ergibt sich eine Vorschrift für die Berechnung von z=H u,
d. h. die Anwendung des Helmholtz-Operators auf einen Elementdatenvektor. Diese lautet
bei expliziter Summierung über die Koordinatenrichtung:
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Diese Operation stellt den Kern der iterativen Lösung des Modellproblems (2.29) dar. Aus
diesem Grund wird die Struktur der Operation genauer untersucht. Mit der Einführung
von Hilfsvektoren di, fi, gi, hi ∈ RNP für i = 1, . . . , 3 lässt sich (3.4) mit dem folgenden
Algorithmus berechnen:














hj + λ JMu
Bei der Interpretation dieser Darstellung sei wiederum die Konvention beachtet, nach
der über mehrfach auftretende Indizes zu Summieren ist. Im Wesentlichen treten in (3.5)
zwei verschiedene Operationen auf: Matrix-Vektor-Produkte in den Schritten (i), (iii), (v)
und Vektor-Additionen sowie Multiplikationen mit Skalaren in den Schritten (ii) und
(iv). Die Effizienz des Algorithmus (3.5) bestimmt die Leistungsfähigkeit der nodalen
Spektralelemente wesentlich und wird daher im Kapitel 4 genauer untersucht. Es sei
nochmals darauf hingewiesen, dass die oben angegebene Form der Berechnung nur auf
gerade Elemente anwendbar ist.
Zur Anwendung von (3.5) muss der Algorithmus in der praktischen Implementierung
durch geeignete Datenstrukturen und eine entsprechende Infrastruktur – für Selektion von
bzw. Zugriff auf Daten – ergänzt werden. In den Datenstrukturen müssen dabei sowohl
element-invariante Daten (beispielsweise generische Gitterparameter, Standardelementda-
ten) als auch elementspezifische Daten (z. B. geometrische Terme, Datenvektoren) derart
abgelegt werden können, dass ein effizienter Zugriff im Rahmen der Ausführung von
(3.5) möglich ist. Die Infrastruktur muss unter anderem Routinen für die wechselseitige
Zuordnung von globaler und lokaler Indizierung bereitstellen, was im Wesentlichen die
Realisierung der Assemblierung (2.13) bedeutet. Für die Effizienz von Algorithmus (3.5)
haben sowohl die Datenstrukturen als auch die Infrastruktur eine entscheidende Bedeutung,
wie sowohl die theoretischen Überlegungen zum Aufwand der Methode (in Abschnitt 3.4)
als auch die praktische Leistungsanalyse (Abschnitt 4.1.4) zeigen werden.
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3.2 Evaluierung der Methode für gerade Elemente
Die bisher angegebenen Berechnungsvorschriften sollen im Folgenden auf ihre Genauigkeit
hin untersucht werden. Insbesondere die für Spektralelemente zu erwartenden Konver-
genzraten stehen für verschiedene Testprobleme im Mittelpunkt der Betrachtung.
3.2.1 Modellproblem
Zur Evaluierung der beschriebenen Methode wird die Helmholtz-Gleichung (2.5) im Gebiet
Ω herangezogen. Die Gleichung wird durch Dirichlet-Randbedingungen auf ∂Ω komplet-
tiert. Die Randbedingung g(x) und der Quellterm f(x) aus (2.5) werden so bestimmt, dass















definiert wird. Hierbei sind R0 und x0 Parameter, welche die Gestalt der Lösung beeinflus-
sen. Im Wesentlichen stellt u∗ eine exponentiell abklingende Quellverteilung dar, deren
Abklingrate durch den Referenzradius R0 und das Zentrum durch x0 gegeben sind. In
Abbildung 3.1 ist der Verlauf von u∗ anhand der Funktionswerte entlang einer Linie durch
das Zentrum x0 für zwei verschiedene Referenzradien veranschaulicht.












−∇2 u∗ + λu∗)
p
berechnet (λ=1). Der Fehler gibt somit ausschließlich Auskunft über die Güte der Appro-
ximation durch die verwendete Spektralelementemethode und bezieht bewusst nicht die
iterative Lösung der diskreten Modellgleichungen ein.
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Abbildung 3.1: Veranschaulichung der exakten Lösung (3.6) des Testproblems anhand des
Verlaufes entlang einer Linie durch das Zentrum x0 der exponentiell abklin-
genden Funktion.
(a) NE = 607, h = 14 (b) NE = 3 759, h =
1
8 (c) NE = 26 338, h =
1
16 (d) NE = 222 144, h =
1
32
Abbildung 3.2: Triangulierung des Einheitswürfels mit Tetraeder-Gittern verschiedener
Feinheit. Angegeben sind jeweils die Anzahl der Elemente des Gitters (NE)
und der Referenzparameter h als Maß für die Länge der Elementkanten.
Neben ε wird die Konvergenzrate m zur Evaluierung des Verfahrens herangezogen,












gegeben ist. Hierbei sind ε0 und h0 Referenzwerte.
Die Tests werden auf dem EinheitswürfelΩ=[0, 1]3 durchgeführt. Dazu wird die entspre-
chende Geometrie mit einem unregelmäßigen Tetraeder-Gitter vernetzt. In Abbildung 3.2
sind dementsprechende Rechengitter verschiedener Feinheiten abgebildet. Der Gitterpara-
meter h stellt dabei einen Referenzwert für die Länge der Elementkanten dar; aufgrund der
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Ordnung der Ansatzpolynome (P)
Gitterfeinheit
 h−1 =  4
 h−1 =  8
 h−1 = 16
 h−1 = 32
(a) Fehler in Abhängigkeit des Polynomgrades




















 h−1 =  4
 h−1 =  8
 h−1 = 16
 h−1 = 32
(b) Fehler in Abhängigkeit von der Anzahl der
Rechenoperationen für ein Matrix-Vektor-
Produkt mit der Systemmatrix. Die polyno-
miale Ansatzordnung variiert jeweils von
P = 1 bis 15 (v. l. n. r.; außer für h−1 = 32:
P=1, 2, 3, 5, 7, 9).
Abbildung 3.3: Genauigkeitsbetrachtung zur Helmholtz-Gleichung anhand des Projekti-
onsfehlers ε für die Testfunktion gemäß (3.6) mit R0=1.
Unregelmäßigkeit der Gitter weichen jedoch die tatsächlich auftretenden Elementkantenlän-
gen von diesem Wert zum Teil ab. Die Polynomordnung der verwendeten Spektralelemente
liegt im Bereich P=1 bis 15, außer für das feinste Gitter 3.2(d), wo aufgrund des Speicher-
und Rechenzeitbedarfs als höchste Ansatzordnung P=9 angewendet wird. Die Anzahl der
Elemente ist in Abbildung 3.2 angegeben, die Anzahl der Freiheitsgrade variiert von 181
(Gitter 3.2(a) mit P=1) bis zu 27 270 667 (Gitter 3.2(d) mit P=9) im komplexesten Test.
3.2.2 Numerische Ergebnisse zur Genauigkeit








. Der Referenzradius R0 wird zunächst gleich
der Kantenlänge des Würfels festgelegt, was einem relativ langsamen Abklingen von
u∗ entspricht und betragsmäßig kleine Gradienten der Lösungsfunktion zur Folge hat.
Abbildung 3.3 stellt Ergebnisse der Genauigkeitsuntersuchungen für die Helmholtz-Glei-
chung auf verschiedenen Spektralelementegittern unter Verwendung gleichabständiger
Interpolationspunkte dar. Das Diagramm in Abbildung 3.3(a) zeigt den Projektionsfehler
ε für verschieden feine Gitter (h-Parameter) in Abhängigkeit vom Polynomgrad P der
SEM-Basisfunktionen. Dabei ist ε logarithmisch auf der y-Achse aufgetragen. Eindeutig
zu erkennen ist die gleichmäßige Konvergenz mit steigendem P bis zu einem von der
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Abbildung 3.4: Darstellung des Projektionsfehlers (3.7) in Abhängigkeit von der Polynom-
ordnung der Lagrange-Basis für unterschiedliche Verteilungen der Interpo-
lationspunkte im Standardelement.
Gitterfeinheit abhängigen Level. Mit kleinerem h-Parameter (feineres Gitter) kann dabei
eine höhere Genauigkeit erreicht werden, wobei bei genügend feinem Gitter der Bereich der
Maschinengenauigkeit
(≈ 10−15) erreicht wird. Unabhängig von dieser Verringerung des
Fehlers mit steigendem Polynomgrad existiert ein weiterer Mechanismus, der den Fehler
mit steigendem P größer werden lässt. Dieser Trend ist für die höheren Polynomgrade
dominierend und in Abbildung 3.3(a) deutlich sichtbar. Eine Abhängigkeit des Effektes von
der Feinheit des Rechengitters ist erwartungsgemäß nicht erkennbar.
Ein Teil des ansteigenden Fehlers wird durch die sich verschlechternde Kondition der
Vandermondeschen Matrix V verursacht. Zur Verdeutlichung dieses Sachverhaltes ist in
Abbildung 3.4 der Projektionsfehler für die hohen Polynomgrade unter Verwendung ver-
schiedener Verteilungen der Interpolationspunkte im Standardelement dargestellt. Wie
bereits in Tabelle 2.1 gezeigt, steigt die Konditionszahl von V für unterschiedliche Punkte-
verteilungen in unterschiedlichem Maße mit P. In Abbildung 3.4 ist zu erkennen, dass die
gleichabständige Punkteverteilung mit dem schnellsten Anstieg der Konditionszahl auch
den stärksten Anstieg des Projektionsfehlers verursacht.
Abbildung 3.3(b) zeigt dieselben Fehlerwerte wie Abbildung 3.3(a), diesmal jedoch in
Abhängigkeit von der Anzahl der Rechenoperationen, die für die einmalige Auswertung
eines Matrix-Vektor-Produktes mit der Systemmatrix benötigt werden. Diese Darstellung
gibt wesentliche Hinweise auf die Effizienz des Verfahrens, da sie den Fehler in Bezug zum
Aufwand für einen Schritt zur iterativen Lösung der diskreten Gleichungen setzen. Ein
deutlicher Trend bestätigt die Effizienz des Spektralelementeansatzes für das gegebene
Testproblem: Zum Erreichen eines festgelegten Fehlerniveaus werden weniger Operationen
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Grobes Gitter Mittleres Gitter Feines Gitter
(h−1= 8) (h−1= 16) (h−1= 32)
P ε ε m ε m
1 3.017 · 10−3 3.155 · 10−4 3.26 6.609 · 10−5 2.76
2 5.996 · 10−5 3.994 · 10−6 3.91 3.153 · 10−7 3.79
3 3.493 · 10−6 1.405 · 10−7 4.64 7.126 · 10−9 4.47
5 3.216 · 10−9 3.089 · 10−11 6.70 3.934 · 10−13 6.50
7 7.715 · 10−12 1.604 · 10−14 8.91 1.019 · 10−15 –
9 1.974 · 10−14 1.411 · 10−14 – 7.819 · 10−15 –
Tabelle 3.1: Projektionsfehler und zugehörige Konvergenzraten für eine Auswahl von Po-
lynomordnungen und Gitterfeinheiten. Ergebnisse für den Test mit langsam
abklingender Testfunktion (R0 = 1).
benötigt, wenn ein grobes Gitter und eine höhere Ansatzordnung verwendet wird. Ein
feines Gitter mit geringem Polynomgrad, was im Grenzfall den linearen Finiten Elementen
entspricht, erreichen im Testfall eine geringere Effizienz. Allerdings ist bei der Interpretation
der Ergebnisse zu beachten, dass sich die Wahl der Ansatzordnung auf die spektralen
Eigenschaften des Operators auswirkt. Daher ist es in der konkreten Anwendung möglich,
dass sich die Anzahl der benötigten Iterationsschritte in Abhängigkeit von P ändert und
die Effizienzaussage relativiert wird. Zudem ist aus den Ergebnissen in Abbildung 3.3
zu erkennen, dass sich das erreichbare Fehlerniveau mit der Erhöhung der Gitterfeinheit
verringert. Das bedeutet, dass in bestimmten Fällen auf die h-Konvergenz nicht verzichtet
werden kann, wenn ein bestimmter Fehler unterschritten werden soll.
Um eine quantitative Aussage über die Konvergenzeigenschaften der Methode zu tref-
fen, sind in Tabelle 3.1 die Projektionsfehler und die zugehörigen Konvergenzraten für
ausgewählte Gitter und Polynomordnungen aufgelistet. Für den gezeigten Fall der lang-
sam abklingenden Testfunktion mit R0 = 1 wird die Konvergenzordnung P+ 1 durch die
numerischen Experimente bestätigt. In der Tabelle sind die Konvergenzordnungen nur für
die Fälle angegeben, für die der Fehler die Rechengenauigkeit nicht erreicht, da unterhalb
dieser Schranke nicht von Konvergenz gesprochen werden kann.
Im zweiten Testfall wird die in Abbildung 3.1 ebenfalls dargestellte stark pointierte
Testfunktion mit R0 = 120 verwendet. Die Lösung des Helmholtz-Problems (2.5) weist in
diesem Fall in der Nähe des Zentrums der Punktquelle endliche, aber große Gradienten
auf (vergleiche Abbildung 3.1). Die Ergebnisse in Abbildung 3.5 zeigen, dass die erzielten
Fehler im Vergleich mit Abbildung 3.3 um mehrere Größenordnungen höher sind. Die
Maschinengenauigkeit wird in keinem der dargestellten Fälle erreicht. Für das gröbste
Gitter h = 14 ist mit der Erhöhung des Polynomgrades überhaupt keine Konvergenz
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Ordnung der Ansatzpolynome (P)
Gitterfeinheit
 h−1 =  4
 h−1 =  8
 h−1 = 16
 h−1 = 32
(a) Fehler in Abhängigkeit des Polynomgrades















Anzahl der Freiheitsgrade des Gitters
Gitterfeinheit
 h−1 =  4
 h−1 =  8
 h−1 = 16
 h−1 = 32
(b) Fehler in Abhängigkeit von der Anzahl der
Freiheitsgrade im Gitter. Die polynomiale
Ansatzordnung variiert jeweils von P = 1
bis 15 (v. l. n. r.; außer für h−1 = 32: P =
1, 2, 3, 5, 7, 9).
Abbildung 3.5: Genauigkeitsbetrachtung zur Helmholtz-Gleichung anhand des Projekti-
onsfehlers ε für die Testfunktion gemäß (3.6) mit R0= 120 .
erkennbar. Eine gleichmäßige Verringerung des Fehlers erfolgt nur im Falle des feinsten
Gitters. Der Testfall zeigt deutlich die Bedeutung der h-Konvergenz für die SEM. Auch im
Sinne der Effizienz lässt sich eine entsprechende Schlussfolgerung ziehen, wie Abbildung
3.5(b) zeigt. Eine Steigerung der Effizienz durch Erhöhung der Ansatzordnung anstelle
der Gitterverfeinerung ist erst dann möglich, wenn eine durch die Struktur der Lösung
(beispielsweise deren Regularität) bestimmte Gitterfeinheit erreicht ist.
Schlussendlich bestätigen die numerischen Resultate in Tabelle 3.2 die vorher gemachten
Aussagen. Die Konvergenz der SEM im Falle der Testfunktion mit R0 = 120 ist auf sub-
optimale Konvergenzraten beschränkt. Die hinreichende Auflösung der hochfrequenten
Lösungsanteile durch Gitterverfeinerung ist damit eine wesentliche Voraussetzung für der
effizienten Einsatz der SEM.
3.3 Behandlung gekrümmter Spektralelemente
Der wesentliche Unterschied bezüglich der Behandlung gerader und gekrümmter Elemente
wird durch die Variabilität der metrischen Terme in (2.31) bezüglich der Ortskoordinaten
im Standard-Tetraeder hervorgerufen. Daher lässt sich der diskrete Helmholtz-Operator für
gekrümmte Spektralelemente nicht entsprechend (3.2) und nachfolgend (3.3) vereinfachen,
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Grobes Gitter Mittleres Gitter Feines Gitter
(h−1= 8) (h−1= 16) (h−1= 32)
P ε ε m ε m
1 3.804 · 10−3 4.402 · 10−3 -0.21 1.646 · 10−3 0.60
2 1.419 · 10−2 1.321 · 10−3 3.42 3.924 · 10−4 2.59
3 5.031 · 10−3 6.638 · 10−4 2.92 7.612 · 10−5 3.02
5 1.139 · 10−3 4.302 · 10−5 4.73 1.583 · 10−6 4.75
7 8.832 · 10−5 4.766 · 10−6 4.21 3.543 · 10−8 5.64
9 7.199 · 10−5 3.935 · 10−7 7.52 1.735 · 10−9 7.67
Tabelle 3.2: Projektionsfehler und zugehörige Konvergenzraten für eine Auswahl von Poly-
nomordnungen und Gitterfeinheiten. Ergebnisse für den Test mit pointierter
Testfunktion (R0 = 0.05).
weil die geometrischen Terme J und∇ξ von den Integrationsvariablen abhängen. Im Fol-
genden werden zwei Varianten zur Berechnung des Helmholtz-Operators für gekrümmte
Elemente erläutert, die sich durch den Rechenaufwand und die erreichbare Genauigkeit
unterscheiden.
3.3.1 Quadraturansatz für gekrümmte Elemente
Ausgangspunkt der Betrachtungen ist der Helmholtz-Operator in der allgemeinen Form
gemäß (2.31) bzw. (3.1), welche sowohl für gerade als auch für gekrümmte Elemente
anwendbar ist. Wie schon bei der Berechnung der Massematrix für das Standardelement,
werden die auftretenden Integrale durch numerische Quadratur ausgewertet. Allerdings
weisen die Integranden im allgemeinen Fall keine Tensorproduktstruktur auf, da neben
den Basisfunktionen noch die geometrischen Terme auftreten. Wird eine Quadratur der
Ordnung Q mit den Stützstellen {ξr}
NQ
r=1 in T
s und den Quadraturgewichten wr verwendet,






















bestimmen (vgl. (3.1)). Hierbei müssen die Gradienten der Basisfunktionen punktweise in















3 Konzepte zur numerisch effizienten Realisierung der SEM
Die Funktionswerte der Lagrange-Basisfunktionen an den Stützstellen ergeben zusammen-
gefasst die Interpolationsmatrix I ∈ RNQ×NP mit den Einträgen
Irp = `Pp (ξr) .
Die Wirkung dieser Matrix auf einen Vektor mit Variablenwerten in den Interpolations-
punkten ist deren Interpolation auf die Quadraturstützstellen gemäß der verwendeten
Polynomordnung. Die umgekehrte Interpolation wird durch die Anwendung der transpo-









(∇ξj)r · wr Jr IrtDktq(∇ξk)r}+ λ Irpwr Jr Irq

berechnet werden. Zu beachten sind die unterschiedlichen Bereiche der Summation über
die Interpolations- bzw. Quadraturpunkte. Mit der zusätzlichen Definition der reellen






fq für p=q0 sonst
sowie der Konstruktion der Diagonalmatrix W aus den Gewichten wr der Quadratur





(∇ξj) I Dj]T ·WΛNQ(J) [ΛNQ(∇ξk) I Dk]+ λ IT WΛNQ(J) I (3.8)
ausdrücken. In Übereinstimmung mit Gleichung (3.3) wird wiederum die Komposition
des Operators aus generischen Matrizen (I, D, W) und elementspezifischen geometrischen
Termen deutlich. Im Unterschied zu den geraden Elementen müssen die Werte von ∇ξ
und J jedoch in allen Quadraturpunkten abgespeichert werden, was einen entsprechend
höheren Speicher- und Transferaufwand bedeutet.
Der Ansatz nach Gleichung (3.8) ist durch die freie Wahl der Quadraturordnung prinzi-
piell beliebig genau im Rahmen der verwendeten Polynomordnung. Mit Ausnahme der
geometrischen Terme sind alle in den Integralen auftretenden Größen polynomial, so dass
die Wahl der Quadraturordnung entscheidend von∇ξ und J abhängt. Über den funktio-
nalen Charakter dieser Terme können keine allgemeinen Aussagen getroffen werden, da
dieser von der Konstruktion der gekrümmten Elemente bei der Erzeugung des Rechen-
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gitters bestimmt wird. Zwei für Spektralelemente entwickelte Verfahren zur Erzeugung
der Geometriedaten, welche Kugeln, Zylinder und Kegel (als wichtige Spezialfälle) geo-
metrisch exakt aus den Knotenkoordinaten und Normalenvektoren einer Triangulierung
rekonstruieren können, wurden beispielsweise in [109] entwickelt. Davon ausgehend, dass
die Koordinaten der Interpolationspunkte in Te mit einer geeigneten Methode bestimmt
werden können, wird die Elementabbildung x(ξ) häufig durch einen iso-parametrischen





Die Jacobi-Determinante hat durch diese Approximation formal den Grad 3 (P−1), aller-
dings ist der reale Grad oftmals – bedingt durch die geometrische Konstruktion des Gitters
– geringer, bei automatischer Gittererzeugung beispielsweise häufig quadratisch oder ku-
bisch. Im Normalfall besteht zwischen dem Grad der Elementabbildung und der in der
SEM verwendeten Approximationsordnung kein Zusammenhang. Es ist zu beachten, dass
selbst bei dem gerade beschriebenen Vorgehen die inverse Abbildung ξ(x) (und damit auch
∇ξ) nicht polynomial ist. Zusammenfassend und ohne auf Details näher einzugehen, sei an
dieser Stelle auf die Untersuchungen zur Genauigkeit verschiedener Quadraturordnungen
für die SEM mit gekrümmten Elementen in [80] verwiesen. Als wesentliche Richtlinie aus
dieser Arbeit kann gelten, dass eine Quadraturordnung Q=P ausreichend ist, sofern Gauß-
Quadraturformeln verwendet werden und die Elementabbildung hinreichend regulär ist.
Neben der Quadraturordnung Q ist die Auswahl der Stützstellen ξr und Gewichte wr
wesentlich für die Realisierung der Methode. Spezielle Quadraturformeln für Tetraeder
sind nur begrenzt verfügbar (siehe z. B. [27]); noch geringer wird die Auswahl, wenn man
sich auf die später benötigten symmetrischen Punkteverteilungen beschränkt. Aus diesem
Grund wird die Integration häufig durch Koordinatentransformation auf den Einheits-
würfel zurückgeführt, wo Tensorprodukte eindimensionaler Quadraturformeln eingesetzt
werden können. Abbildung 3.6 veranschaulicht eine solche Konstruktion für die Quadra-
turordnung Q=6. In Abbildung 3.6(a) sind die als Tensorprodukte der Stützstellen dreier
eindimensionaler Gauß-Quadraturformeln konstruierten Punkteverteilung zu sehen. Es ist
zu beachten, dass in den drei Koordinatenrichtungen unterschiedliche Quadraturformeln
zum Einsatz kommen, da die Transformation vom Tetraeder auf den Würfel als Gewichts-
funktionen in die numerische Integration eingehen (analog zum Vorgehen in Abschnitt
3.1.2). Abbildung 3.6(a) zeigt die Stützstellen nach der Transformation auf den Standard-
Tetraeder. Wie in dieser Darstellung zu erkennen, führt die Konstruktion auf eine (eigent-
lich unnötige) Häufung der Quadraturpunkte entlang einer Kante und besonders in der
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(a) Punkteverteilung im Würfel durch Bildung
des Tensorproduktes eindimensionaler Gauß-
Punkte
(b) Transformation der Quadra-
turstützstellen auf den Stan-
dard-Tetraeder
Abbildung 3.6: Stützstellen für die numerische Quadratur der Ordnung Q = 6
Nähe eines Knoten des Elementes. Vorteil dieser Methode ist die Flexibilität und einfache
Realisierbarkeit.
Mit Hilfe von (3.8) kann der Helmholtz-Operator eines gekrümmten Elementes Te mit ei-
nem strukturell (3.5) äquivalenten Algorithmus auf einen Datenvektor angewendet werden.
Im Gegensatz zu zu (3.5) ergibt sich jedoch ein höherer Berechnungsaufwand, da
• in den Schritten (iii) und (v) anstelle jeder Matrix-Vektor-Multiplikation mit M jeweils
drei Produkte mit I bzw. IT ausgeführt werden müssen und
• die Dimension (Anzahl der Zeilen) der Interpolationsmatrix größer ist als die der
Standardelementmassematrix, was für jedes der Produkte eine größere Anzahl an
Operationen bedeutet.
Die Anwendung des globalen Helmholtz-Operators, etwa im Rahmen eines Iterations-
verfahrens zur Lösung von (2.5), wird also durch das Vorhandensein von gekrümmten
Elementen verlangsamt, und zwar umso stärker, je höher die verwendete Quadraturord-
nung ist.
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3.3.2 Kollokationsansatz für gekrümmte Elemente
Die Verwendung numerischer Quadraturen erhöht die Komplexität des Helmholtz-Opera-
tors für gekrümmte Elemente. Der Aufwand für Implementierung und Anwendung wird
durch
• zusätzlich notwendige Punkteverteilungen (Quadraturstützustellen),
• Einführung weiterer Standardelementoperatoren (Interpolationsmatrizen),
• eine größere Anzahl von Matrix-Vektor-Produkten und
• einen höheren Aufwand dieser Multiplikationen
vermehrt. Eine Möglichkeit, diesen zusätzlichen Aufwand zu verhindern bzw. zu verrin-
gern, besteht in der Auswertung der geometrischen Terme in den Interpolationspunkten im
Sinne einer Kollokation. Dadurch wird der Helmholtz-Operator für gekrümmte Elemente
auf dieselben Standardelementoperatoren zurückgeführt, die auch für gerade Elemente















Es sei an dieser Stelle nochmals angemerkt, dass ∇`Pp für gekrümmte Elemente im Allge-
meinen kein Polynom vom Grad P ist, weshalb der obige Ausdruck tatsächlich nur eine






























(∇ξj)Dj]T · ∗M [ΛNP(∇ξk)Dk]+ λ ∗M . (3.9)
In dieser Darstellung ist bereits ersichtlich, dass die Interpolation der geometrischen Terme
∇ξ auf Quadraturpunkte entfällt und diese Ausdrücke stattdessen in den Interpolations-










q dξ . (3.10)
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Wie bereits in Abschnitt 3.1.1 erwähnt, ergibt sich die Massematrix gerader Elemente als
einfache Skalierung der Standardelementmassematrix. Für gekrümmte Elemente gibt es
verschiedene Strategien: Eine Möglichkeit ist die Vorberechnung und Speicherung von
∗
M
für alle gekrümmten Elemente, [125]. Je nach Anzahl der gekrümmten Elemente im Berech-
nungsgitter verursacht dieses Vorgehen einen erheblichen Speicher- und Transferaufwand.




Ein weiterer Zugang zur Berechnung der Massematrix für gekrümmte Elemente besteht
über eine spezielle Wahl der nodalen Ansatzfunktionen aus Vs derart, dass die Interpolati-
onspunkte gleichzeitig als Quadraturpunkte geeignet sind, [117, 45]. Dieser Ansatz führt
zu diagonalen Massematrizen und ist aus diesem Grund sehr effizient. Allerdings sind
die resultierenden Quadraturformeln nur für Polynome bis zur Ordnung 2P exakt, was
für die Massematrix gekrümmter Elemente nicht hinreichend genau ist. Des Weiteren ist
die Herleitung entsprechender Punktsätze für höhere Ansatzordnungen auf Tetraedern
problematisch.
Eine vereinfachte Berechnung der Elementmassematrix wurde in [94] entwickelt. Legt
man für die Genauigkeit der Methode die Approximationsordnung P zugrunde, so er-
scheint es gerechtfertigt, die Jacobi-Determinante J ebenfalls mittels Kollokation zusammen


























Die Aufteilung in zwei Quadratwurzelterme ist hierbei nötig, um die algebraische Sym-
metrie der Massematrix und damit des Gesamtoperators zu erhalten. Dies ist in Überein-
stimmung mit der Symmetrie des kontinuierlichen Operators (2.31) wünschenswert und
unter anderem die Voraussetzung für die Anwendung des Verfahrens der konjugierten
Gradienten zur iterativen Lösung der diskreten Gleichungen. In Matrixnotation ergibt sich
damit die Berechnungsvorschrift für die Massematrix eines gekrümmten Elementes in der
Form ∗
M ≈ ΛNP(√J) M ΛNP(√J) . (3.11)
Die Anwendung von (3.11) in (3.9) ermöglicht einen Helmholtz-Operator für gekrümmte
Tetraeder, der ausschließlich auf den auch für gerade Elemente benötigten Standardele-
mentmatrizen basiert. Auch die Anzahl der Matrix-Vektor-Multiplikationen ist für beide
Varianten gleich. Ein Mehraufwand besteht lediglich bei Operationen mit geringerer nume-
rischer Komplexität, was eine gute Effizienz verspricht.
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Der Nachteil der Methode nach [94] besteht in der begrenzten Genauigkeit, da bei der
Berechnung die Quadratwurzel der Jacobi-Determinante durch Polynome approximiert
wird. Selbst wenn die Elementabbildung x(ξ) ein Polynom von geringem Grad ist, geht
die Approximationseigenschaft für die Determinante auf diese Weise verloren. Um den














































Gleichung (3.12) basiert wie (3.11) ausschließlich auf den bekannten Standardelement-
operatoren. Im Vergleich mit (3.11) und dem Fall der geraden Elemente ist jedoch pro
Anwendung der Massematrix eine Matrix-Vektor-Multiplikation zusätzlich notwendig. Der
Gesamtaufwand für den Helmholtz-Operator erhöht sich dadurch um etwa 30 Prozent.
3.3.3 Genauigkeitsuntersuchungen an gekrümmten Elementen
Zunächst soll die Genauigkeit der Varianten (3.11) und (3.12) zur Kollokation der Jacobi-
Determinante J aus Abschnitt 3.3.2 untersucht werden. Zu diesem Zweck wird ein ge-
krümmtes Testelement konstruiert, dessen Geometrie eine polynomiale Abbildung auf das



















festgelegt. Die Abbildung ist demzufolge polynomial mit der Ordnung K und die entspre-
chende Jacobi-Determinante ist vom Grad K− 1. Das Volumen des gekrümmten Tetraeder
kann, in Abhängigkeit von K, analytisch bestimmt werden. Es beträgt V=K/(2K+ 4). In
Abbildung 3.7(a) ist die Geometrie eines derartigen Elementes beispielhaft für K=8 zu
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Ordnung der Ansatzpolynome (P)
Kollokation der Jacobi−Determinante
 Symmetrische Komponente
 Ansatz nach Guermond/Shen
(b) Volumenfehler εV in Abhängigkeit von P.
Abbildung 3.7: Genauigkeitsuntersuchung der Kollokationstechniken am polynomialen
Einzelelement. Vergleich der Ansätze (3.11) und (3.12)
sehen. Zur Illustration sind in der Abbildung die Interpolations- bzw. Kollokationspunkte
nach [79] für die Ansatzordnung P=8 ebenfalls dargestellt. Die Genauigkeit von (3.11) und







verglichen. Hierbei ergibt die Summe der Massematrixeinträge das näherungsweise Vo-
lumen des Elementes im Sinne der Spektralelementediskretisierung. Die numerischen
Ergebnisse sind in der Abbildung 3.7(b) dargestellt. Wie zu erwarten, lassen sich mit (3.12)
Fehler im Bereich der Maschinengenauigkeit erreichen, wenn die Ansatzordnung den Poly-
nomgrad der Jacobi-Determinante erreicht und überschreitet. Wie auch bei den geraden
Elementen steigt der Fehler für höhere Polynomgrade wieder leicht an. Im Unterschied
zu diesen Ergebnissen kann mit der Variante (3.11) der polynomiale Charakter von J nicht
erfasst werden. Obwohl die Methode konvergiert, wird die genaue Quadratur von (3.10)
nicht erreicht. Dies legt den Schluss nahe, dass die Konstruktion der Massematrix aus
der symmetrischen Komponente (3.12) zu bevorzugen ist, falls J polynomialen Charakter
hat und der Grad des Integranden eine exakte Integration mit einer Quadraturformel der
Ordnung 2P zulässt. Andererseits können keine signifikanten Unterschiede nachgewiesen
werden, wenn die Ansatzordnung kleiner als der Polynomgrad der Jacobi-Determinante ist.
Weiterhin muss der etwas erhöhte Aufwand zur Berechnung von (3.12) bei der Beurteilung
der Methode ebenfalls in Betracht gezogen werden.
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(a) Grobes Gitter, h−1 = 8 (b) Mittleres Gitter, h−1 = 16 (c) Feines Gitter, h−1 = 32
Abbildung 3.8: Testgebiet für die Genauigkeitsuntersuchung mit gekrümmten Elementen.
Der gekrümmte Rand folgt dem Verlauf der Kurve x = cos(x). Triangulation
mit Gittern verschiedener Feinheiten.
Aufbauend auf der Betrachtung eines Einzelelementes erfolgt im Weiteren die Untersu-
chung eines Mehrelementegitters. Dazu kommt das in Abbildung 3.8 dargestellte Gebiet
zum Einsatz. Der in der xy-Ebene gekrümmte Rand folgt dem Verlauf von y = cos(x), was
eine gute Approximierbarkeit der entsprechenden Fläche mit Polynomen sicherstellt. Um in
späteren Tests neben der P-Konvergenz auch den Einfluss der Gitterfeinheit untersuchen zu
können, werden wiederum verschieden feine Gitter verwendet. Die wesentlichen Parameter
der drei verwendeten Gitter 3.8(a) bis 3.8(c) sind in der folgenden Tabelle zusammengefasst:
h−1 NE Gekrümmte Elemente P NP
Anzahl Anteil
8 2052 373 0,18 1 . . . 15 535 . . . 1 192 936
16 15 681 1432 0,09 1 . . . 12 3329 . . . 4 614 001
32 118 238 5872 0,05 1 . . . 10 22 469 . . . 19 975 961
Die Beschränkung der Polynomgrade für die feineren Gitter wurde hierbei durch den
Speicher- und Rechenzeitaufwand notwendig.
Zunächst soll die Approximation der Massematrix wiederum isoliert evaluiert werden.
Dazu wird der Volumenfehler εV über die Elemente des Gitters in Abbildung 3.8(a) auf-
summiert. In diesem Testfall können zwischen den Varianten (3.11) und (3.12) keine signifi-
kanten numerischen Unterschiede nachgewiesen werden, was aufgrund der Geometrie des
Rechengebietes und des resultierenden funktionalen Charakters der Elementabbildungen
auch nicht zu erwarten ist. Daher erfolgt eine Unterscheidung nur zwischen dem quadratur-
basierten Verfahren gemäß (3.8) aus Abschnitt 3.3.1 und der Kollokation der geometrischen
Terme nach (3.11) aus Abschnitt 3.3.2. Abbildung 3.9 zeigt die Werte des Volumenfehlers in
Abhängigkeit von der Ansatzordnung P der SEM. Wie deutlich zu erkennen ist, trägt die Be-
rücksichtigung der Jacobi-Determinante J durch numerische Quadratur der Ordnung Q=P
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Ordnung der Ansatzpolynome (P)
Approximation der Massematrix
 Numerische Quadratur
 Kollokation der geometrischen Terme
Abbildung 3.9: Volumen-Test mit gekrümmten Spektralelementen: Vergleich von Kollokati-
on der geometrischen Terme und angepasster numerischer Quadratur.
zu einem geringerem Fehler bei höheren Polynomgraden bei. Die Verbesserung ist mit bis
zu fünf Größenordnungen erheblich und die adäquate Approximation der geometrischen
Terme muss somit für diesen Testfall als wesentlich angesehen werden.
Nach dieser speziellen Betrachtung der Massematrix für gekrümmte Elemente soll nun
die Genauigkeit des Gesamtoperators (3.1) untersucht werden. Für die Beurteilung der
Genauigkeit wird wiederum der Projektionsfehler ε nach Gleichung (3.7) unter Verwen-
dung der Testfunktion (3.6) herangezogen. Um die Untersuchung auf den Einfluss der
gekrümmten Elemente zu fokussieren, wird der Referenzradius R0 = 120 festgelegt und
das Zentrum der Punktquelle auf dem gekrümmten Rand des Rechengebietes lokalisiert.
Die Abbildungen 3.10 zeigen die Ergebnisse der Tests entsprechend der drei verwendeten
Gitterfeinheiten. Der Vergleich mit den Resultaten für die geraden Elemente aus Tabelle
3.2 zeigt, dass die im aktuellen Testfall erreichbaren Fehler durchweg größer sind, was
bestätigt, dass der Projektionsfehler durch die variablen geometrischen Terme tatsächlich
wesentlich beeinflusst wird. Weiterhin ist eine Verringerung des Fehlers durch h-Verfeine-
rung zu erkennen, was auf die geringere Krümmung kleinerer Elemente zurückgeführt
werden kann. Bezüglich der geometrischen Terme ist zu erkennen, dass die Kollokation
einen zusätzlichen Fehler verursacht, der die Genauigkeit der Methode begrenzt. Abhängig
von der Gitterfeinheit wird dieser Fehler mit steigendem Polynomgrad dominant, so dass
eine Erhöhung der Ansatzordnung nicht zu einer Verbesserung der Genauigkeit führt. Im
Gegensatz dazu verursacht die Behandlung der geometrischen Terme mit numerischer
Quadratur einen geringeren Fehler, der die Genauigkeit erst deutlich später beeinflusst. Wie
auch bei der separaten Untersuchung der Massematrix beträgt der Unterschied zwischen
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Ordnung der Ansatzpolynome (P)
 Num. Quadratur
 Kollokation
(c) Feines Gitter, h = 132
Abbildung 3.10: Projektionsfehler für den Helmholtz-Operator auf dem Rechengebiet 3.8
mit gekrümmten Elementen. Vergleich der Methoden zur Behandlung der
geometrischen Terme.
P Methode Grobes Gitter Mittleres Gitter Feines Gitter
ε ε m ε m
3 Gauß-Quadratur 2.674 · 10−2 1.791 · 10−3 3.90 1.787 · 10−4 3.61
Kollokation 2.614 · 10−2 1.666 · 10−3 3.97 1.838 · 10−4 3.58
5 Gauß-Quadratur 6.206 · 10−3 1.722 · 10−4 5.17 7.260 · 10−6 4.87
Kollokation 6.206 · 10−3 1.722 · 10−4 5.17 7.062 · 10−6 4.89
7 Gauß-Quadratur 3.209 · 10−3 1.615 · 10−5 7.63 3.314 · 10−7 6.62
Kollokation 3.209 · 10−3 5.646 · 10−5 – 5.778 · 10−6 –
9 Gauß-Quadratur 1.981 · 10−3 2.494 · 10−6 9.63 1.158 · 10−7 –
Kollokation 1.397 · 10−3 8.520 · 10−5 – 1.016 · 10−5 –
Tabelle 3.3: Ergebnisse für gekrümmtes Gebiet
den Fehlern beider Methoden mehrere Größenordnungen, so dass von einer wesentli-
chen Bedeutung der adäquaten Behandlung der geometrischen Terme auch für praktische
Probleme ausgegangen werden kann.
Der Vollständigkeit halber und um einen quantitativen Vergleich mit den Ergebnissen
für die geraden Elemente zu erlauben, sind die numerischen Werte des Projektionsfehlers
und die zugehörigen Konvergenzraten in der Tabelle 3.3 aufgelistet. In den Fällen, in denen
die jeweilige Methode bereits den minimal möglichen Fehler erreicht hat, wurde auf die
Angabe der Konvergenzrate verzichtet.
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3.4 Aufwandsbetrachtungen
Nach der vorangegangenen Beschreibung der elementweisen SEM-Operatoren und der
Untersuchung ihrer Genauigkeit im Kontext verschiedener Elementformen sollen nun aus
der Konstruktion der Operatoren einige Aussagen bezüglich der numerischen Komplexität
abgeleitet werden. Dazu wird die für die iterative Lösung der Modellgleichung wiederholt
notwendige Anwendung des globalen Operators gemäß der direkten Summe (2.29) über
die Elemente des Gitters herangezogen. Diese Operation (z=H u) lässt sich im Sinne der
finiten Elemente mit dem folgenden Algorithmus implementieren: 
INITIALISIERE DATENVEKTOR: z = 0 ! Optional
LADE STANDARDELEMENTDATEN ! z. B. Operatoren
do e = 1, NE ! Alle Elemente des Gitters
LADE ELEMENTSPEZIFISCHE DATEN ! z. B. Operatoren oder geometrische Terme
LADE ELEMENTDATENVEKTOREN: u→ ue, z→ ze
ze = ze + HELMHOLTZOPERATOR(. . .)
SPEICHERE ELEMENTDATENVEKTOR: z← ze
enddo 
Die wesentlichen und aufwandsbestimmenden Bestandteile der Schleife über alle Elemente
des Gitters sind dabei das Laden und Speichern von elementspezifischen Daten sowie die
eigentliche Anwendung des elementweisen Operators. Für gerade Elemente kommt dabei
der Helmholtz-Operator nach Gleichung (3.3) unter Verwendung von Algorithmus (3.5)
zum Einsatz. Gekrümmte Elemente werden entweder nach dem quadraturbasierten Ansatz
mit (3.8) oder durch Kollokation gemäß (3.9) in Verbindung mit (3.11) oder (3.12) behandelt.
Allen Varianten gemein ist die Zusammensetzung des Gesamtoperators unter Verwendung
von Standardelementdaten bzw. -operatoren einerseits und elementspezifischen Daten bzw.
Operatoren andererseits. Aus diesem Fakt ergeben sich zwei grundsätzliche Strategien
zur Implementierung: Eine Möglichkeit ist die Vorberechnung und Abspeicherung der
Operatoren für alle Elemente. In diesem Fall entfällt das Laden von Standardelementdaten
und die Anwendung des Operators reduziert sich auf ein einziges Matrix-Vektor-Produkt.
Alternativ kann der Elementoperator vor jeder Anwendung aus den Standardelement-
operatoren und den elementspezifischen Geometriedaten neu berechnet werden. Dies
verursacht einen erhöhten Rechenaufwand zugunsten eines verringerten Datentransfers,
da die Geometriedaten ein geringeres Volumen aufweisen als eine vollständige Operator-
Matrix.
Um die beiden beschriebenen Varianten nach ihrem Aufwand einschätzen zu können,
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Abbildung 3.11: Speicherbedarf verschiedener Spektralelementegitter in Abhängigkeit
von der Anzahl der Elemente und des verwendeten Polynomgrades
(P=1, . . . , 15, jeweils v. l. n. r.). Ausgefüllte Symbole: Speicherung der Ele-
mentoperatoren. Nicht ausgefüllte Symbole: Wiederberechnung aus Stan-
dardelementoperatoren und daher keine Speicherung von Elementmatri-
zen.
Prozessors verbleiben können, während die elementspezifischen Daten bei hinreichend
großem Gitter aus tieferen Ebenen der Speicherhierarchie geladen werden müssen. Die
Verfügbarkeit der Daten aus dem Cache hat wiederum einen deutlichen Einfluss auf die
Geschwindigkeit der Berechnungen. Über die Effizienz der Berechnungen hinaus spielt der
Speicherbedarf für die elementspezifischen Daten des Gesamtgitters eine wesentliche Rolle
bei der Bewertung. Für beide Aspekte (Gesamtspeicherbedarf und Rechengeschwindigkeit
in Abhängigkeit von der Cache-Nutzung) sollen im Folgenden qualitative Abschätzungen
gegeben werden.
Abbildung 3.11 zeigt den Speicherbedarf elementspezifischer Daten für verschiedene
fiktive Spektralelementegitter und jeweils beide oben genannten Varianten der Datenspei-
cherung. Jeder Punkt in der Darstellung steht dabei für eine bestimmte Größe (Anzahl der
Freiheitsgrade) des jeweiligen Gitters, die sowohl von der Anzahl der Elemente als auch
vom Polynomgrad der Ansatzfunktionen abhängig ist. Gitter mit gleicher Elementanzahl
sind dabei durch Linien verbunden, um die Abhängigkeit von der Ansatzordnung (p-
Konvergenz) zu betonen. Wie in der Abbildung deutlich zu erkennen, steigt der Speicher-
bedarf mit höherer Ordnung, wenn die kompletten Element-Operatoren vorberechnet und
abgespeichert werden. Dabei ist zu beachten, dass dies nicht nur das benötigte Speicher-
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 Mit Nutzung des Caches
 Ohne Cache−Nutzung
Abbildung 3.12: Rechengeschwindigkeit (bezogen auf die Höchstleistung des Testsystems)
des Matrix-Vektor-Produktes in Abhängigkeit von der Problemgröße un-
ter Berücksichtigung der Cache-Nutzung. Die senkrechten Linien geben
die zu den Polynomgraden P = 1, . . . , 15 (v. l. n. r.) gehörenden lokalen
Problemgrößen der entsprechenden Spektralelementediskretisierung an.
volumen betrifft, sondern in gleichem Maße auch den Umfang des Datentransfers. Wie
bereits erwähnt, steht dem jedoch ein geringerer Rechenaufwand bei der Anwendung der
Elementoperatoren gegenüber.
Der Zusammenhang zwischen der Ausführungsgeschwindigkeit von Berechnungen
und der Verfügbarkeit der Daten im Cache ist in Abbildung 3.12 für eine ausgewählte
Testanordnung dargestellt. Jeder Datenpunkt gibt die Geschwindigkeit bei der Ausführung
einer Matrix-Vektor-Multiplikation (gemittelt über mehrere Wiederholungen) relativ zur
maximalen Rechengeschwindigkeit des Testsystemes an. Die horizontale Achse des Dia-
gramms gibt dabei die Problemgröße in Form der Dimension der Matrix bzw. des Vektors
an. Bei der Realisierung des Tests wurde sichergestellt, dass der Datenvektor stets aus dem
Hauptspeicher geladen wird.
Die beiden Testreihen unterscheiden sich dadurch, dass in ersterer (blaue Symbole)
die Matrix aus dem Cache geladen wird, soweit die Problemgröße das zulässt. Dies ent-
spricht dem Schema, bei dem die Elementoperatoren vor jeder Verwendung neu aus den
Standardelementmatrizen berechnet werden (im Gegensatz zur einmaligen Berechnung
und Speicherung für alle Elemente des Gitters). Die zweite Datenreihe (rote Symbole)
repräsentiert die Rechengeschwindigkeiten für den Fall, dass beide Operanden aus dem
Hauptspeicher geladen werden. Wie zu erwarten, ist die Geschwindigkeit bei Nutzung
des Caches deutlich höher, in den meisten Fällen sind die Berechnungen etwa dreimal
so schnell. Interessant ist jedoch, wie der Bereich, in dem der Cache vorteilhaft wirken
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kann, mit den bei der SEM auftretenden Problemgrößen korreliert. Dazu sind in Abbil-
dung 3.12 die den Polynomgraden P=1, . . . , 15 entsprechenden lokalen Problemgrößen als
senkrechte Gitterlinien dargestellt. Wie zu erkennen, liegen die betrachteten Fälle deutlich
innerhalb des vom Cache beschleunigten Bereiches und profitieren daher von der höheren
Rechengeschwindigkeit.
Im Prinzip entspricht die zuletzt besprochene Anordnung der wiederholten Neuberech-
nung der Elementoperatoren vor ihrer Anwendung. Es ist jedoch zu beachten, dass in
diesem Fall – je nach Operator – in den meisten Fällen mehr als ein Matrix-Vektor-Pro-
dukt auszuführen ist, was den Geschwindigkeitsvorteil relativiert. Andererseits erlaubt
die Nacheinanderausführung mehrerer gleichartiger Operationen unter Umständen einen
weiteren Effizienzgewinn.
Aus dem bisher Gesagten lässt sich keine quantitative Beurteilung der Speicherschemata
ableiten, da eine solche Bewertung stark von den Merkmalen des verwendeten Spektralele-
mentegitters (Anzahl der Elemente und Ansatzordnung), der technischen Realisierung der
Algorithmen und nicht zuletzt von der Hardware des Rechnersystems (beispielsweise der
Cache-Größe und Fähigkeit zur parallelen Ausführung von Operationen) abhängt. Auf-
grund der speicherintensiven Charakteristik der Variante mit vorberechneten Elementope-
ratoren wird im Rahmen der vorliegenden Arbeit jedoch der wiederholten Neuberechnung
aus Standardelementoperatoren der Vorzug gegeben. Aus den gewonnenen Erkenntnissen
wird allerdings deutlich, dass die Algorithmen für die Anwendung der Operatoren mit
hoher Effizienz ausgeführt werden müssen, damit die beschriebenen Geschwindigkeitsvor-
teile wirksam werden können. Aus diesem Grund sind optimierte Berechnungsvorschriften
und deren Implementierung der weitere Fokus der Arbeit.
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DIE Anwendung der Spektralelementemethode ist für viele strömungsmechanischeProbleme mit einem hohen Rechenaufwand verbunden. Die hohe Genauigkeit und
die geometrische Flexibilität durch die Nutzung von unstrukturierten Gittern sind dabei
ebenso Merkmale der SEM in der praktischen Anwendung wie hochdimensionale Ele-
mentoperatoren und eine komplexe Struktur der Berechnungen. Der große Aufwand wird
dabei sowohl durch die hohe Anzahl an Rechenoperationen als auch durch aufwändige
Speicherzugriffe sowie komplexe Berechnungsvorschriften verursacht. Die für die prakti-
sche Anwendung häufig notwendige Leistungsoptimierung – mit dem Ziel einer möglichst
kurzen Laufzeit der Berechnungen – erfordert eine vorherige umfassende Analyse der
Leistung, um Potenzial und mögliche Wege zur Verbesserung aufzuzeigen. Im Folgenden
werden Methoden und Werkzeuge zur Leistungsanalyse im Allgemeinen erläutert und
deren Eignung sowie technische Anwendung auf die SEM im Speziellen diskutiert. Anhand
der Ergebnisse dieser Analyse werden einige grundlegende algorithmische Modifikatio-
nen der SEM vorgestellt, welche die Laufzeit in der praktischen Anwendung wesentlich
verringern können.
4.1 Leistungsbewertung auf Hochleistungsrechnern
Die Laufzeit einer Anwendung auf einem gegebenen Rechnersystem ist nicht allein von
der Anzahl der auszuführenden Operationen abhängig, sondern wird darüber hinaus
wesentlich von der Art und Abfolge der Berechnungs-, Speicherzugriffs- und Steuerbefehle
im entsprechenden Programmtext beeinflusst. Für sehr einfach strukturierte Algorithmen
können Leistung und mögliche Leistungsverbesserungen für ein gegebenes Rechnersystem
unter Umständen einfach vorhergesagt werden. Für komplexe Anwendungen, wie die in
dieser Arbeit behandelte SEM auf Tetraedern, sind in jedem Fall eine detaillierte Erfassung
der leistungsbeeinflussenden Parameter (Kennzahlen) und zum Teil aufwändige Methoden
und Werkzeuge für die Bewertung und Optimierung der Leistung notwendig.
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4.1.1 Kennzahlen für die Leistungsbewertung
Zur Beurteilung numerischer Algorithmen und spezifischer Implementierungen bezüglich
der Leistung auf konkreten Rechnersystemen werden geeignete Leistungskennnzahlen
benötigt. Die Bestimmung derartiger Kennzahlen beruht dabei auf zwei grundlegenden
Messprinzipien: auf der ereignisgesteuerten Zeitmessung einerseits und der Zählung von
leistungsrelevanten Ereignissen andererseits. Daher kann zwischen zeitbasierten und er-
eignisbasierten Kennzahlen unterschieden werden. Zusätzlich können wichtige Leistungs-
kennzahlen – zum Beispiel durch die Berechnung von Verhältnissen – aus zeitbasierten und
ereignisbasierten Kennzahlen abgeleitet werden. Diese werden im Weiteren als abgeleitete
Leistungskennzahlen bezeichnet.
Zeitbasierte Kennzahlen werden durch die Messung der Laufzeit einer Programmeinheit
bestimmt. Die Messung erfolgt unter zuvor festgelegten Bedingungen, welche beispielswei-
se den Umfang der zu messenden Programmeinheit (Zeile im Programmtext, funktionale
Einheit, komplette Anwendung), die technische Ausführung der Messung (Systemzustände,
Eingabedaten, einfache oder mehrfache Messung) oder die Nachbearbeitung der Ergebnisse
(Abzug von Systemanteilen, statistische Auswertung) umfassen können. Die Ergebnisse
derartiger Messungen sind Zeitintervalle (Dauer bzw. Laufzeit), welche im Vergleich mit
anderen Messungen oder a priori festgelegten Maßzahlen ausgewertet werden können.
Die Ermittlung ereignisbasierter Kennzahlen dient der Untersuchung von im Programm-
ablauf auftretenden Ereignissen auf ihre Leistungsrelevanz. Beispiele derartiger Ereignisse
sind Cache misses (Speicherzugriffe, die nicht aus dem Cache bedient werden können),
die Ausführung von Gleitkommaoperationen (Floating point operations, FLOPS) oder das
Auftreten von Ausnahmebehandlungen. Häufig sind die untersuchten Ereignisse mit einem
erhöhten Zeitbedarf verbunden, was sie für die Leistungsanalyse bedeutsam macht. Moder-
ne Mikroprozessoren unterstützen diese Analyse durch die Bereitstellung von speziellen
Registern (Performance counter, für eine Beschreibung der Performance-counter aktueller
INTEL- und AMD-Prozessoren siehe z. B. [97, 30]), die das Auszählen dieser Ereignisse mit
Hilfe spezieller Software-Schnittstellen (beispielsweise PAPI, [17]) ermöglichen.
Abgeleitete Kennzahlen ermöglichen eine direkte Beurteilung spezieller Aspekte der
Leistungsanalyse. Die Anzahl der ausgeführten Gleitkommaoperationen pro Zeiteinheit
(FLOP-Rate) gibt etwa Auskunft über die Effizienz eines Algorithmus bei numerischen
Berechnungen. Die Skalierbarkeit einer Anwendung auf Parallelrechnern kann mit Hilfe
des Speedup (Beschleunigung) oder der parallelen Effizienz beurteilt werden. Diese und
andere abgeleitete Kennzahlen werden durch einfache Berechnungen (zumeist Verhältnisse)
aus zeit- und ereignisbasierten Kennzahlen gebildet.
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Wesentlich detailliertere Erkenntnisse lassen sich gewinnen, wenn man die Leistungs-
kennzahlen nicht auf die gesamte Anwendung bzw. deren Ausführung bezieht, sondern
sie als veränderliche Größen betrachtet. Neben der Zeitabhängigkeit der Kennzahlen ist
die Position im Programmtext (Anweisung, Zeile im Programmtext, Ausführungseinheit)
als „Ortskoordinate“ für die Leistungsanalyse hilfreich. Insbesondere die Ortsabhängigkeit
von Leistungskennzahlen ermöglicht es, die Leistungsoptimierung auf relevante Teile der
Anwendungen zu fokussieren.
4.1.2 Methoden zur Leistungsbewertung
Für die Ermittlung der angegebenen Leistungskennzahlen existieren verschiedene Me-
thoden, welche wiederum von einer Vielzahl von Werkzeugen unterstützt werden. Die
Methoden unterscheiden sich dabei sowohl im Aufwand zur Durchführung als auch in der
Genauigkeit und Detailliertheit der Ergebnisse. Aus diesem Grund ist die Anwendbarkeit
einer Methode jeweils im Einzelfall zu untersuchen.
Vergleichende Zeitmessung (Benchmarking)
Benchmarking im Sinne der Leistungsanalyse von Programmen bezeichnet die vergleichen-
de Messung der Laufzeit einer Anwendung oder von Teilen derselben. Je nach Art des
Vergleiches lassen sich mit dieser Methode sehr unterschiedliche Aussagen bezüglich der
Leistung treffen. Die Untersuchung ein und derselben Implementierung auf unterschiedli-
chen Rechnersystemen ermöglicht beispielsweise die Einschätzung der Leistungsfähigkeit
der untersuchten Systeme mit Hinblick auf die gewählte Anwendung (vgl. beispielsweise
[87]). Andererseits kann mit der Untersuchung verschiedener Varianten einer Anwen-
dung zum Beispiel die Effektivität algorithmischer Veränderungen bezüglich der Leistung
untersucht werden.
Vergleichende Zeitmessungen werden von einer Vielzahl von Werkzeugen unterstützt.
Einfache Laufzeitvergleiche sind dabei mit den klassischen Kommandozeilen-Werkzeu-
gen der meisten Betriebssysteme (beispielsweise das time-Kommando unter Unix bzw.
Linux) oder durch die in vielen Programmierumgebungen vorhandenen Schnittstellen zur
Zeitabfrage (z. B. die get_time_of_day()-Funktion der Standard-C-Bibliothek) möglich.
Umfangreiche und flexible Benchmarks erfordern allerdings spezielle Analyse-Werkzeuge,
die unter Umständen auch eine weitgehend automatisierte Untersuchung und Auswertung
erlauben.
Benchmarking kann in vielen Fällen ohne Eingriff in den Programmtext durchgeführt
werden und ist daher zur Leistungsanalyse der meisten Anwendungen geeignet. Der
durch die Zeitmessung bei der Ausführung zusätzlich verursachte Rechenaufwand ist im
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Normalfall so gering, dass die Messergebnisse das unbeeinflusste Verhalten des Untersu-
chungsgegenstandes sehr genau wiedergeben. Sollen die vergleichenden Zeitmessungen
ohne Modifikation des Programmtextes auskommen, so bleiben allerdings die Benchmark-
Resultate naturgemäß wenig detailliert, da in den meisten Fällen nur eine sehr begrenzte An-
zahl an Messungen – zum Beispiel nur die Gesamtlaufzeit der Anwendung – vorgenommen
werden kann.
Statistische Aufzeichnung von Programmzuständen (Sampling)
Eine detaillierte Leistungsanalyse bezüglich kleinerer Programmeinheiten, wie beispielswei-
se Funktionen oder einzelne Programmbefehle, ist mit Benchmarking nicht ohne weiteres
möglich, wenn die zu untersuchenden Abschnitte nicht a priori festgelegt und separat
vermessen werden können. Bei der Leistungsanalyse ist ein solcher Detailliertheitsgrad
allerdings häufig wünschenswert, um die Optimierung auf die relevanten Programmab-
schnitte fokussieren zu können. Zu diesem Zweck kann von der untersuchten Anwendung
ein Profil erstellt werden, in dem den einzelnen Ausführungseinheiten Anteile an der
Ausführungszeit (eventuell auch anderer Kennzahlen) zugeordnet werden. Profile stellen
somit Tabellen dar, deren Zeilen mit einzelnen Programmabschnitten assoziiert werden und
deren Spalten die Werte bezüglich einzelner Leistungskennzahlen enthalten. Sie sind ein
allgemeines Hilfsmittel der Leistungsanalyse und können durch verschiedene Methoden
erzeugt werden.
Eine Möglichkeit zur Erstellung von Profilen ist die statistische Aufzeichnung von Pro-
grammzuständen, das so genannte Sampling. Hierbei wird die laufende Anwendung wie-
derholt – und in Bezug auf die Gesamtlaufzeit häufig – unterbrochen und bestimmte Pro-
grammzustände werden aufgezeichnet. Die Unterbrechungen werden dabei unabhängig
von der Anwendung (zumindest nicht direkt durch diese gesteuert) durch externe Ereignis-
se ausgelöst. Ein typisches Vorgehen besteht in der Unterbrechung jeweils nach Ablauf eines
vorgegebenen Zeitintervalls. Auch andere Ereignisse, wie beispielsweise die Auswertung
von Performance-Countern, sind üblich und ermöglichen eine spezifische Leistungsanalyse.
Während jeder Unterbrechung wird die aktuelle Position im Programmtext (Program counter
sampling) und eventuell die Hierarchie der Unterprogrammaufrufe (Call stack sampling)
ausgewertet. Für jede auf diese Art angetroffene Programmposition bzw. jede Instanz der
Call-Hierarchie wird ein entsprechender Zähler inkrementiert. Die gesammelten Daten
werden spätestens nach Ende des Programmlaufes in Form speziell formatierter Dateien
abgelegt. Zur Auswertung der Sampling-Daten stehen wiederum verschiedene Werkzeuge
zur Verfügung. Der gesamte Vorgang der Datenerhebung und -speicherung wird zumeist
durch ein spezielles Laufzeitsystem (z. B. in Form einer dynamischen Bibliothek) realisiert.
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Ein auf diese Weise erstelltes Profil einer Anwendung ermöglicht die Wichtung der
einzelnen Programmabschnitte in Bezug auf das zugrundeliegende Maß: Ein zeitbasier-
tes Sampling ermöglicht die Ermittlung zeitaufwändiger Unterprogramme; mit einem
Profil auf Grundlage der Gleitkommaoperationen können umfangreiche numerische Be-
rechnungen lokalisiert werden; ein Sampling der Cache misses stellt die Programmteile mit
potenziellen Speicherzugriffsproblemen heraus.
Die durch das Sampling bereitgestellten Daten ermöglichen eine globale Sicht auf die An-
wendung in dem Sinne, dass prinzipiell jede ausgeführte Programmeinheit erfasst werden
kann. Die Ergebnisse sind jedoch statistischer Natur, da die tatsächlich aufgezeichneten
Ereignisse eines bestimmten Programmablaufes von äußeren Bedingungen abhängig und
im Allgemeinen nicht deterministisch sind. Insbesondere die Sampling-Frequenz (gemeint
ist die Häufigkeit der Unterbrechungen – der Begriff Frequenz wird hier nur im übertrage-
nen Sinne genutzt, da sich nur bei zeitbasiertem Sampling eine Frequenz im engeren Sinne
angeben lässt) wirkt sich auf den Detailliertheitsgrad und die Genauigkeit der Profile aus.
Eine hohe Sampling-Frequenz bedeutet dabei eine statistisch genaue Erfassung des Pro-
grammablaufes. Die Wahl der Sampling-Frequenz beeinflusst darüber hinaus jedoch auch
den Aufwand der Methode: Je häufiger die Anwendung zum Zweck der Datenerfassung
unterbrochen wird, desto höher ist naturgemäß der durch die Leistungsanalyse verursachte
Mehraufwand und desto größer ist gleichzeitig die Beeinflussung des Laufzeitverhaltens.
In der Praxis muss daher ein Kompromiss zwischen der statistischen Genauigkeit der
Ergebnisse und der realen Wiedergabe des Laufzeitverhaltens der Anwendung gefunden
werden.
Deterministische Aufzeichnung von Programmzuständen (Tracing)
Die Vorteile der Sampling-Methode (insbesondere die globale Sicht auf die Anwendung,
der verhältnismäßig geringe Aufwand zur Durchführung und die Flexibilität bei der Wahl
des zugrundeliegenden Maßes) kommen besonders dann zum Tragen, wenn die Leistung
einer Anwendung vollumfänglich aber mit begrenztem Detailliertheitsgrad untersucht
werden soll. Mit Hilfe von Profilen können Leistungsengpässe lokalisiert und mögliche
Ursachen ermittelt werden. Für eine detaillierte und fokussierte Leistungsanalyse sowie
die Fortschrittskontrolle einer nachfolgenden Leistungsoptimierung hat die Methode aller-
dings auch Nachteile. Die statistische Natur der Daten und die damit verbundene geringe
Reproduzierbarkeit erschwert einen genauen Vergleich verschiedener Programmläufe. Die-
ser Effekt kann zwar durch eine hohe Sampling-Frequenz vermindert werden, allerdings
nur zum Preis eines höheren Gesamtaufwandes und eines möglicherweise veränderten
Laufzeitverhaltens. Von Ausnahmen abgesehen (einige Werkzeuge ermöglichen das Ein-
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bzw. Ausschalten der Aufzeichnung während der Laufzeit), erfolgt die Aufzeichnung der
Programmzustände mit konstantem Detailliertheitsgrad über die gesamte Laufzeit der
Anwendung. Eine selektive Datenerfassung, beispielsweise bezüglich leistungskritischer
Passagen, ist nicht ohne weiteres möglich. Zudem stehen der Sampling-Umgebung zum
Zeitpunkt der Programmunterbrechung nur wenige Daten (im Wesentlichen Program-
counter und Call-stack) zur Verfügung. Eine angepasste Aufzeichnung zusätzlicher Daten
(wie zum Beispiel hinsichtlich paralleler Kommunikation oder Ein-/Ausgabe) wird von
der Methode ebenfalls nicht unterstützt.
Als Alternative zum Sampling kann die Aufzeichnung von Ereignissen auch direkt von
der Anwendung gesteuert werden. Die Erfassung und Speicherung der leistungsbezogenen
Daten werden dabei durch zusätzlich in den Programmtext eingebrachte Code-Passagen
realisiert. Dies erfordert eine vorherige Instrumentierung (Ergänzung des Programm-Codes)
der Anwendung. Die Aufzeichnung von Ereignisfolgen während des Programmlaufes wird
als Tracing bezeichnet. Im Gegensatz zum Sampling sind die Ergebnisse dieser Methode
deterministisch in dem Sinne, dass jede instrumentierte Programmeinheit genau dann
Ereignisse aufzeichnet, wenn sie ausgeführt wird.
Die aufgezeichneten Ereignisse bestehen in den meisten Fällen aus einem Ereignistyp,
einem Zeitstempel (Time stamp) und möglicherweise mehreren mit dem Typ assoziierten
Attributen (siehe z. B. [18] für eine ausführliche Darstellung). Die Zeitstempel bestimmen die
Reihenfolge der Ereignisse und dienen darüber hinaus zur Ermittlung von Zeitintervallen
zwischen diesen. Den Ereignissen selbst ist somit keine Zeitdauer zugeordnet. Einige häufig
in der Leistungsanalyse verwendete Ereignistypen sind
• der Beginn bzw. das Ende von Programmeinheiten,
• das Senden bzw. Empfangen von Nachrichten,
• Beginn oder Ende von Ein-/Ausgabeoperationen oder
• der Zugriff auf gemeinsam genutzten Speicher.
Entsprechende Attribute können beispielsweise
• symbolische Namen (z. B. von Programmeinheiten),
• Ein-/Ausgabedaten, wie Datei-Deskriptoren oder Blockgrößen,
• Typ, Sender, Empfänger und Länge von Nachrichten oder
• aktuelle Werte von Performance-Countern
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sein. Die aufgezeichneten Ereignisfolgen werden wiederum spätestens am Ende der Lauf-
zeit in Form von so genannten Programmspuren (Traces bzw. Tracefiles) gespeichert, wofür
verschiedene Dateiformate (siehe u. a. [71, 60, 22]) existieren. Im Falle einer parallelen
Programmausführung werden mehrere Programmspuren aufgezeichnet, die – in Abhän-
gigkeit vom verwendeten Werkzeug – nach Ende der Laufzeit zu einem globalen Tracefile
zusammengefasst werden können.
Die Analyse der Programmspuren erfolgt, genau wie beim Sampling, nach dem Ende
des Programmlaufes (post-mortem). Durch die weitgehende Flexibilität bezüglich Art und
Menge der aufgezeichneten Daten ermöglicht das Tracing eine Vielfalt an Darstellungs-
und Analysemethoden. Durch die hierarchische Darstellung aller in der Programmspur
verzeichneten Ausführungseinheiten lässt sich beispielsweise eine vollständige Aufrufhier-
archie (Call tree) des untersuchten Programmlaufes erzeugen. Wie auch beim Sampling
können Profile der Anwendung erzeugt werden, die in diesem Fall jedoch auf deterministi-
schen Daten basieren. Eine spezifische Darstellungsmöglichkeit sind so genannte Zeitreihen,
die durch die gespeicherten Zeitstempel und die damit implizierte zeitliche Ordnung der
Ereignisse ermöglicht wird. Diese Darstellung ist insbesondere auch für parallele Anwen-
dungen möglich und für die Leistungsanalyse hilfreich (siehe spätere Nutzung in Abschnitt
4.1.4). Weiterhin kann die Aufzeichnung von spezifischen Leistungsdaten (parallele Kom-
munikation, Ein-/Ausgabe, usw.) zur Erzeugung einer Vielzahl weiterer Ansichten genutzt
werden, welche einzelne Aspekte der Leistung detailliert und zielgerichtet darstellen.
Leistungsanalyse durch Tracing verursacht einen Mehraufwand sowohl durch die Ins-
trumentierung des Programmtextes als auch bei der Ausführung. Im Idealfall kann die
Instrumentierung des Quelltextes in die Programmentwicklung integriert werden, was
den zeitlichen Aufwand begrenzt. Darüber hinaus existieren Techniken zur automatischen
Instrumentierung von Quelltexten (Source code instrumentation, z. B. [90]) oder für das
direkte Einfügen von Anweisungen in die ausführbaren Objekte (Binary instrumentation,
z. B. [98]). Der zeitliche Mehraufwand eines instrumentierten Programmes während der
Ausführung ist von der Anzahl der aufgezeichneten Ereignisse sowie vom verwendeten
Tracing-Werkzeug abhängig und kann in weiten Grenzen variieren. Ebenso wie beim
Sampling ist jedoch die Analyse von Programmläufen von geringer Aussagekraft, falls
diese durch die Aufzeichnung der Programmspuren stark verlangsamt werden.
4.1.3 Werkzeuge für die Leistungsbewertung
Einige der bis hierher vorgestellten Methoden zur Ermittlung von Leistungskennzahlen
können – zumindest für simple Anwendungen – ohne die Unterstützung von speziellen
Werkzeugen zur Leistungsanalyse durchgeführt werden. Einfache Laufzeitmessungen sind,
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wie bereits beschrieben, durch die Nutzung betriebssystemeigener Anwendungen oder
Funktionen möglich. Jedoch bereits bei der Durchführung und Auswertung einer größeren
Anzahl vergleichender Laufzeitmessungen kann die Unterstützung durch ein speziali-
siertes Werkzeug eine große Hilfe darstellen. Andere Methoden zur Leistungsbewertung
(Sampling, Tracing) sind ohne derartige Unterstützung praktisch nicht durchführbar.
Im Folgenden wird ein kurzer Überblick über verfügbare plattformübergreifende Werk-
zeuge zur Leistungsanalyse gegeben, bevor zwei Hilfsmittel genauer vorgestellt werden,
die sich bei der Leistungsanalyse der SEM als nützlich erwiesen haben. Insbesondere der
Überblick soll dabei keineswegs als umfassende Aufzählung aller existierenden Analyse-
werkzeuge verstanden werden, sondern vielmehr als eine beispielhafte Darstellung der
Anwendung derartiger Hilfsmittel. Andere als die beschriebenen Werkzeuge sind verfüg-
bar und weisen möglicherweise für eine gegebene Aufgabenstellung spezifische Vor- oder
Nachteile auf. Das Prinzip der Anwendung bleibt jedoch in vielen Fällen ähnlich, so dass
die Angaben im Einzelfall häufig leicht übertragbar sind.
Werkzeuge zur Leistungsanalyse: Überblick
Aus Sicht der Anwendung können Werkzeuge zur Leistungsanalyse danach klassifiziert
werden, ob sie die Vorbereitung, Durchführung oder Auswertung der Leistungsmessung
unterstützen. Nach methodischen Gesichtspunkten (siehe Abschnitt 4.1.2) ergibt sich eine
Einteilung nach dem zur Leistungsanalyse verwendeten Verfahren. Aus rein technischer
Sicht können Anwendungsprogramme und Laufzeitsysteme bzw. -bibliotheken unterschie-
den werden. In der Praxis sind diese Klassifizierungen häufig jedoch nicht eindeutig, da
viele Werkzeuge mehr als einen Anwendungsfall unterstützen und eine eindeutige Zu-
ordnung darüber hinaus häufig durch die Zusammenfassung einzelner Komponenten zu
komplexen Software-Lösungen erschwert wird.
Als Beispiel einer unterstützenden Infrastruktur für Analysewerkzeuge sei an dieser
Stelle PAPI (Performance Application Programming Interface, [17]) für den portablen Zugriff
auf Hardware-Performance-Counter erwähnt. Über die Definition einer standardisierten
Anwendungsschnittstelle zur Abfrage zählbarer Ereignisse hinaus stellt PAPI die architek-
turabhängigen Zugriffsfunktionen für die Performance-Register verschiedener Prozessoren
in Form einer Bibliothek bereit. Neben einer Auswahl von auf allen Prozessoren verfügbaren
Ereignissen können spezifische Messungen durch eine vereinheitlichte Nummerierung
adressiert werden, was die Semantik der Abfrage plattformübergreifend erhält.
Mit dem Ziel einer einfachen und universellen Instrumentierung von ausführbaren Ob-
jekten wurde die DYNINST-API innerhalb des PARADYN-Projektes [89, 92] geschaffen. Da
die Instrumentierung durch eine direkte Modifikation des Binär-Codes (Dynamic code adap-
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tation) erfolgt, ist diese Technik von der Programmiersprache der Anwendung unabhängig
und auch auf compiler-optimierte Programme anwendbar. Die Art der Instrumentierung,
d. h. der Inhalt der eingefügten Programmpassagen, wird vom Anwender der DYNINST-
API festgelegt und kann für die Gestaltung verschiedenster Analysewerkzeuge angepasst
werden. Sowohl DYNINST als auch PAPI bilden mit ihrer Funktionalität und Flexibilität die
Grundlage für verschiedene Anwendungen zur Leistungsanalyse.
TAU (Tuning and Analysis Utilities, [101]) ist ein aus mehreren Komponenten bestehendes
System zur Leistungsanalyse mit Schwerpunkt auf der plattformübergreifenden Erzeu-
gung von Profilen und Programmspuren paralleler Programme. Die Instrumentierung der
zu untersuchenden Anwendungen kann im Falle von C/C++ bzw. Fortran-Quelltexten
durch Source-to-source-Transformation mit PDT (Program Database Toolkit, [75, 76]) erfolgen
oder aber sprachunabhängig durch binäre Modifikation mit DYNINST. Darüber hinaus
steht eine API zur manuellen Instrumentierung zur Verfügung. Zur Visualisierung von
Profilen enthält TAU die grafische Oberfläche PARAPROF mit einer Vielzahl auswählbarer
Ansichten und Analysefunktionen. Neben der Wahl verschiedener Darstellungen können
aus den Profildaten beispielsweise auch abgeleitete Leistungskennzahlen erzeugt werden.
Für weitergehende Untersuchungen, wie beispielsweise eine automatische Analyse sehr
umfangreicher Leistungsmessungen, wird innerhalb des TAU-Projektes die Umgebung
PERFEXPLORER, [59], entwickelt.
Der Fokus von KOJAK, [128], liegt auf der Erzeugung von Programmspuren paralleler
Anwendungen und deren automatischer Untersuchung auf Strukturen, welche potentiell
auf Leistungsengpässe hindeuten. Dabei unterstützt Kojak sowohl die Instrumentierung
(verschiedene Möglichkeiten, u. a. basierend auf TAU/PDT) und Erzeugung (im Format
EPILOG, [129]) der Programmspuren als auch die Auswertung und grafische Darstel-
lung der Analyseergebnisse. Die automatische Untersuchung der Trace-Dateien umfasst
Probleme bei der Kommunikation paralleler Prozesse ebenso wie Regionen mit geringer
Speicherzugriffs- oder Prozessor-Leistung sowie eine Gewichtung der erkannten Strukturen
anhand der Relevanz für die Gesamtleistung der Anwendung.
HPCTOOLKIT, [85, 82], ist ein weiteres System zur Untersuchung sequentieller und
paralleler Anwendungen auf verschiedenen Plattformen. Die Leistungsanalyse basiert
ausschließlich auf ereignisbasiertem Sampling; die Aufzeichnung von Programmspuren
wird nicht unterstützt. Durch die Sampling-Technik kann die Analyse unabhängig von der
Programmiersprache anhand der compiler-optimierten und nicht modifizierten binären
Objekte durchgeführt werden. Aufgrund der relativ geringen Kosten für die statistische
Aufzeichnung der Programmzustände können die erzeugten Profile das Laufzeitverhalten
der Anwendung sehr realistisch wiedergeben, [42]. Die Struktur der Anwendung (z. B. Infor-
mationen über Dateinamen, Funktionen und Schleifen) wird durch eine statische Analyse
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der binären Objekte ermittelt. Diese strukturellen Daten werden nach dem Programmlauf
mit den dynamisch aufgezeichneten Ergebnissen der Leistungsmessung korreliert und
in einem speziellen Datenformat gespeichert. Eine grafische Oberfläche ermöglicht die
Darstellung der in dieser Datenbasis abgelegten Leistungskennzahlen in Bezug auf einzelne
Ausführungseinheiten, die Berechnung abgeleiteter Kennzahlen sowie die vergleichende Be-
trachtung der Ergebnisse verschiedener Analysen, z. B. für Skalierbarkeitsuntersuchungen.
Eine ausführliche Beschreibung verschiedener Analyseoptionen findet sich in [119].
Als letztes der hier beispielhaft genannten Werkzeuge zur Leistungsanalyse soll an dieser
Stelle OPEN|SPEEDSHOP, [93], erwähnt werden. Dieses System wurde aus einem Produkt
der Firma SGI als Open-Source-Projekt weiterentwickelt und unterstützt sowohl Sampling
als auch Tracing von sequentiellen und parallelen Anwendungen. Die unterschiedlichen
Techniken zur Leistungsanalyse werden in OPEN|SPEEDSHOP als Experiments bezeichnet,
wobei die verfügbare grafische Oberfläche den Nutzer anhand eines Fragenkataloges bei
der Auswahl eines geeigneten Experimentes unterstützt. Wie auch andere Werkzeuge
nutzt OPEN|SPEEDSHOP unter anderem PAPI und DYNINST für den Zugriff auf Hardwa-
re-Performance-Counter bzw. die automatische Instrumentierung. Für das Tracing von
MPI-Aufrufen in parallelen Anwendungen kommt das auch von anderen Werkzeugen
unterstützte OPEN TRACE FORMAT (OTF, [71]) zum Einsatz.
Vergleichende Zeitmessungen mit BENCHIT
Ein wichtiger Aspekt bei der Leistungsanalyse der SEM ist die vergleichende Bewertung
verschiedener Algorithmen oder algorithmischer Modifikationen. Hierbei geht es im We-
sentlichen um die Frage, ob die Verringerung der numerischen Komplexität eines Algorith-
mus eine adäquate Verbesserung geeigneter Leistungskennzahlen, wie beispielsweise der
Laufzeit, hervorruft. Wie später in Abschnitt 4.3 näher erläutert, ist dies durchaus nicht in
jedem Fall selbstverständlich und vor allem nicht einfach vorhersagbar. Da eine Leistungs-
analyse in diesem Fall weder Leistungsengpässe lokalisieren noch deren Ursache detailliert
klären soll (durch Festlegung des Algorithmus sind Lokalität und Ursache bekannt), ist
eine vergleichende Zeitmessung ausreichend für die Bewertung. Die Anzahl der Tests
ergibt sich allerdings durch Kombination verschiedener problem- und plattformabhängiger
Parameter, so dass eine manuelle Durchführung einer umfassenden Untersuchung in der
Praxis schnell unpraktikabel wird. Aus diesem Grund ist die Unterstützung der Analyse
durch ein geeignetes Werkzeug notwendig.
Das Analysewerkzeug BENCHIT, [64], unterstützt die vergleichende Laufzeitmessung
von Algorithmen und die Visualisierung der resultierenden Messdaten. Zu diesem Zweck
werden die zu untersuchenden Algorithmen aus der Anwendung extrahiert und in Form
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Abbildung 4.1: Werkzeuge zur Leistungsanalyse von Programmen: BENCHIT
von so genannten Kernen der BENCHIT -Infrastruktur verfügbar gemacht. Das Wesen der
Untersuchung besteht in der wiederholten Ausführung dieser Kerne unter veränderlichen
Bedingungen – beispielsweise mit unterschiedlichen Problemgrößen. Die Ausführung einer
Gruppe zusammengehöriger Kerne bei gleichzeitiger Variation eines problemabhängigen
Parameters wird in BENCHIT als Experiment bezeichnet. Während eines Experimentes
werden Leistungskennzahlen gemessen und zur späteren Auswertung abgespeichert. Als
grundlegende Kennzahl dient dabei die Laufzeit, deren Messung durch die Infrastruktur
vorgenommen wird. Durch Ergänzung der Messfunktionen können auch abgeleitete Kenn-
zahlen ermittelt werden. Die Resultate können als Datei exportiert oder aber in Form von
Diagrammen unmittelbar grafisch dargestellt werden.
Abbildung 4.1 zeigt eine typische BENCHIT -Sitzung in der Auswertungsphase: Im linken
Teil des Fensters wird das aktuell zu untersuchende Laufzeitexeriment ausgewählt. In
diesem Fall wurden verschiedene Varianten zur Anwendung von SEM-Operatoren auf
unterschiedlichen Rechnerarchitekturen untersucht. Durch Auswahl eines spezifischen
Experimentes werden auf der rechten Seite die gemessenen Leistungskennzahlen in Ab-
hängigkeit von einem problemabhängigen Parameter angezeigt. In diesem Fall wird die
Ordnung P der Spektralelemente als Maß für die lokale Problemgröße zur Darstellung
genutzt. Die durch Linien verbundenen Punktreihen stellen die Messungen der Laufzeit für
verschiedene Algorithmen dar. Die Punkte ohne Verbindungslinien geben die zugehörigen
Werte der Rechengeschwindigkeit (FLOP-Rate) an.
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Das Terminal-Fenster im unteren Teil der rechten Seite stellt Informationen zur Aus-
führung der Laufzeitmessungen dar. In diesem Fall wurden die Messungen auf einem
entfernten Rechner vorgenommen, wobei BENCHIT für die Übertragung der Quelltexte,
deren Kompilation und die Ausführung der Tests sowie schließlich für die Rückübertragung
der Ergebnisdateien sorgt. Durch den weitgehend automatisierten Ablauf der Experimente
ist BENCHIT geeignet, umfassende Leistungsuntersuchungen zu unterstützen. Der Großteil
der in dieser Arbeit beschriebenen Laufzeituntersuchungen wurde mit diesem Werkzeug
durchgeführt.
Analyse von Programmspuren mit VAMPIR
Zur detaillierten Leistungsanalyse der SEM dienen im Rahmen dieser Arbeit die Werkzeuge
VAMPIRTRACE zum Tracing der Anwendung und VAMPIR zur nachfolgenden Auswertung
der Programmspuren [91, 72]. Die Schwerpunkte der Untersuchungen liegen dabei auf der
Identifikation von Leistungsengpässen (sowohl des numerischen Algorithmus als auch
der Implementierung) bei der sequentiellen Ausführung sowie auf der Beurteilung der
Skalierbarkeit paralleler Programmläufe. VAMPIRTRACE und VAMPIR erlauben die Analyse
von Anwendungen auf massiv parallelen Systemen mit großen Prozessorzahlen (hunderte
bis tausende Prozessoren bzw. Cores, [18]).
VAMPIRTRACE ermöglicht die Instrumentierung sequentieller oder paralleler Anwendun-
gen und die Aufzeichnung von Programmspuren während der Ausführung. VAMPIRTRACE
ist entweder als Bestandteil von OPENMPI, [43], oder als separates Werkzeug verfügbar. Für
die Instrumentierung des Programm-Codes sind verschiedene Techniken anwendbar: Im
Zusammenhang mit verschiedenen Compilern kann eine automatische Instrumentierung
während der Übersetzung des Programms ausgeführt werden; eine direkte Instrumentie-
rung des Objekt-Codes ist durch die Anbindung von DYNINST realisierbar. Für die manuelle
Instrumentierung kann die VAMPIRTRACE-API genutzt werden. Die Aufzeichnung der
Programmspuren erfolgt im OPEN TRACE FORMAT (OTF, [71]). Bei der Aufzeichnung wird
eine Vielzahl von Ereignistypen unterstützt, wie beispielsweise das Betreten und Verlassen
von Programmeinheiten, Kommunikation über Shared memory- oder Message passing-Kanäle,
Ein-/Ausgabe-Operationen oder Hardware-Performance-Counter.
Zur Analyse der aufgezeichneten Programmspuren kommt im Rahmen der Arbeit VAM-
PIR zum Einsatz (siehe Abbildung 4.2). Das zentrale Hilfsmittel zur Untersuchung zeit-
abhängiger Größen sind Time lines, mit denen Zustandsänderungen oder Werteverläufe
auf einer horizontalen Zeitachse dargestellt werden. Die globale Time-line visualisiert den
Ablauf der (parallelen) Anwendung durch farblich kodierte Zustandsänderungen für alle
untersuchten Tasks (Prozesse oder Threads). Der Wertebereich der Anzeige, d. h. der darge-
88
4.1 Leistungsbewertung auf Hochleistungsrechnern
Abbildung 4.2: Leistungsanalyse mit VAMPIR. Darstellungen im Uhrzeigersinn von oben
beginnend: Global time line mit Message lines, Activity chart, Local time line
(mit Darstellung zeitabhängiger Leistungskennzahlen) und Global call tree.
stellte Ausschnitt aus der Gesamtlaufzeit der Anwendung, ist frei wählbar (Zooming), wobei
der Detailliertheitsgrad der Darstellung angepasst wird. Die globale Time-line gibt eine
Übersicht des Laufzeitverhaltens der Anwendung und erlaubt durch die zusätzliche Anzei-
ge von Kommunikationsmustern (Nachrichten, Barrieren, usw.) eine visuelle Einschätzung
der Synchronität.
Auf der Ebene einzelner Tasks kann die zeitliche Abfolge von Zuständen – beispiels-
weise Aufruf und Verbleib in einzelnen Programmeinheiten – hierarchisch in lokalen
Time-lines angezeigt werden. Außerdem sind die Werte gemessener Leistungskennzahlen
über derselben Zeitachse darstellbar, wodurch bestimmte Werteverläufe mit einzelnen
Programmabschnitten assoziiert werden können.
Zur weiteren Analyse kann VAMPIR globale und lokale Profile (Activity charts) darstellen,
wobei der der Berechnung zugrunde liegende Ausschnitt der Laufzeit wiederum frei
wählbar ist. Dadurch ist die Fokussierung auf leistungsrelevante Bereiche der Anwendung
mit sehr geringem Aufwand möglich. Darüber hinaus wird die Untersuchung spezieller
Aspekte der Leistungsanalyse durch gesonderte statistische Darstellungen (beispielsweise
zur Kommunikation oder Ein-/Ausgabe) unterstützt.
Die Untersuchung hochparalleler Anwendungen wird durch die Verfügbarkeit einer
parallelen Version (VAMPIRSERVER, [19]) unterstützt. Durch die Realisierung einer Client-
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Server-Architektur und paralleler Analyse-Module können Skalierbarkeitsprobleme bei der
Bearbeitung umfangreicher Programmspuren vermieden werden.
4.1.4 Anwendungsbeispiel: Analyse des Speicherzugriffsschemas der SEM
Im Folgenden kommt eine Auswahl der zuvor dargelegten Methoden und Werkzeuge für
die Leistungsanalyse der in dieser Arbeit beschriebenen SEM-Implementierung zum Ein-
satz. Zu diesem Zweck wird ein einzelner, leistungsrelevanter Aspekt herausgegriffen, um
beispielhaft das Vorgehen zu beschreiben. Gegenstand dieser Untersuchung ist der Zugriff
der Anwendung auf die numerischen Daten im zeitaufwändigsten Teil des Algorithmus,
der iterativen Lösung des linearen Gleichungssystems.
Hintergrund der Analyse sind die im Zusammenhang mit komplexen Algorithmen imple-
mentierten Datenstrukturen, welche die Funktionalität der entsprechenden Anwendungen
reflektieren. Im Falle der hier realisierten SEM zur Lösung von strömungsmechanischen
Problemen kommen beispielsweise mehrstufige Gitter zur Umsetzung adaptiver Verfeine-
rungen, Gitterpartitionen für die Parallelisierung durch Gebietszerlegung, Knoten, Kanten
und Flächen zur Identifizierung von Rändern und Verbindung der Spektralelemente (Kon-
tinuität der Ansatzfunktionen) sowie globale Felder zur Speicherung der Variablenwerte an
den Stützstellen der Interpolation simultan zum Einsatz (siehe [38], Abschnitt 3 für weitere
Details und Illustrationen). Zusammengenommen bilden diese Strukturen eine komplexe
Hierarchie abstrakter Datentypen. Die Heterogenität der Strukturen ist dabei eine Folge
der Vielfalt der benötigten Operationen und ermöglicht eine angepasste Sicht und einen
spezialisierten Zugriff der einzelnen Funktionen auf die gespeicherten Daten.
Der Bedarf an unterschiedlichen Zugriffsmustern kann durch die folgenden Beispiele
illustriert werden: Zur Berechnung von (im Sinne einer Partition) globalen Skalarprodukten
werden die numerischen Werte einer Variablen unabhängig vom Element- bzw. Gitter-Kon-
text verarbeitet, ohne dass Informationen über die zugrunde liegende Topologie notwendig
sind. Skalarprodukte können daher anhand einfacher Datenfelder ausgeführt werden. Be-
trachtet man im Gegensatz dazu die Anwendung globaler Operatoren – beispielsweise um
das lineare Gleichungssystem (2.8) iterativ zu lösen –, so ist ein elementweises Vorgehen
zur Realisierung der direkten Summation gemäß (2.12) erforderlich. Dabei kommen neben
den numerischen Werten der Variablen auch topologische Informationen, insbesondere die
Zuordnung der Interpolationspunkte zu den einzelnen Spektralelementen und deren Kom-
ponenten, zum Einsatz. Obwohl beide beschriebenen Operationen letztlich auf dieselben
Daten zugreifen, erfolgt dies über zwei unterschiedliche Datenstrukturen. Weitere Ope-
rationen, wie etwa die adaptive Gitterverfeinerung oder der Austausch von Randwerten
zwischen benachbarten Partitionen, erfordern eventuell zusätzliche Zugriffsmethoden und
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-strukturen. Aus diesem Grund wird der Zugriff auf die numerischen Daten über separate,
allgemein anwendbare Prozeduren realisiert und damit eine Entkopplung von Datenzugriff
und -verarbeitung erreicht, was die Modularität der Implementierung erhöht.
Mit der Entkopplung von Datenzugriff und -verarbeitung ist potentiell ein Mehraufwand
(overhead) verbunden, da neben der numerischen Komplexität des Algorithmus (Datenver-
arbeitung) noch der Zeitaufwand für den Datenzugriff in Betracht gezogen werden muss.
Dies trifft insbesondere dann zu, wenn die Prozeduren zum Datenzugriff ihrerseits mit
erheblichem algorithmischen Aufwand – beispielsweise für die Berechnung von Indizes zur
Lokalisierung der Daten – verbunden sind. Im Fall der SEM-Implementierung soll daher
durch eine Leistungsanalyse ermittelt werden, welche Zugriffsmethoden einen leistungsre-
levanten Aufwand verursachen und wie dieser Aufwand im Vergleich zur Verarbeitung
der Daten quantitativ zu beurteilen ist.
Aufgrund des hohen Anteils an der Gesamtlaufzeit wird, wie in vorangegangenen Ab-
schnitten, die iterative Lösung einer diskreten Helmholtz-Gleichung zur genaueren Analyse
herangezogen. Die Untersuchung erfolgt in Abhängigkeit von der Ordnung der Ansatz-
polynome (P), da sich die Zuordnung der Daten zu den Elementkomponenten (Knoten,
Kanten, Flächen, Elementinneres) mit der Variation von P ändert und eine Verschiebung der
Zeitanteile zu erwarten ist. Andererseits steigt der numerische Aufwand im Vergleich mit
dem Datenzugriff wesentlich stärker mit P, so dass eventuelle Leistungsengpässe für kleine
und moderate Polynomgrade voraussichtlich gravierender sind. Die Analyse wird aus
diesem Grund auf den Bereich P=1, . . . , 7 beschränkt. Für jeden zu untersuchenden Wert
von P wird eine konstant vorgegebene Anzahl von Iterationsschritten mit dem Verfahren
der konjugierten Gradienten ausgeführt.
Die Leistungsanalyse wird anhand von Tracing mit anschließender Auswertung der Pro-
grammspuren durchgeführt, da die Untersuchung aufgrund der konkreten Fragestellung
von vornherein auf einen bestimmten Teil der Anwendung fokussiert ist. Die Instrumentie-
rung aller Programmeinheiten erfolgt unter Anwendung der VAMPIRTRACE-API und die
Programmspuren werden während eines sequentiellen Laufes für jeden zu untersuchenden
Polynomgrad aufgezeichnet.
Für die zielgerichtete Auswertung der Programmspuren werden die Statusinformationen
der einzelnen Programmeinheiten innerhalb von VAMPIR zu den in verschiedenen Farben
dargestellten Gruppen Load_data, Store_data, Indexing und Computation zusam-
mengefasst. Anhand der Zeitstempel kann somit der Zeitaufwand für den Datenzugriff
(Load_data, Store_data und Indexing) und die Datenverarbeitung (Computation)
separat bestimmt werden. Abbildung 4.3(a) zeigt die lokale Time-line für eine entsprechend
aufbereitete Programmspur. Der Zeitausschnitt (horizontale Achse) wurde so gewählt,
dass die Darstellung genau die Anwendung des Helmholtz-Operators auf ein einzelnes
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(c) Vergleich der Laufzeit für Datenzugriff und -verarbeitung
Abbildung 4.3: Ergebnisse der Leistungsanalyse vor der Optimierung des Datenzugriffs.
Spektralelement umfasst. Die gefärbten Balken entsprechen der Sequenz der ausgeführten
Programmeinheiten, wobei die nummerierten Ebenen (vertikale Achse der Time-line) die
Hierarchie der Unterprogrammaufrufe (abwärts) und Rücksprünge (aufwärts) repräsentie-
ren. Deutlich zu erkennen sind zwei Datenzugriffsphasen, in denen der Argument- und
der Ergebnisvektor geladen werden, eine Berechnungsphase und eine anschließende Da-
tenzugriffsphase zur Speicherung des Resultates. Bei genauer Betrachtung können in den
Datenzugriffsphasen jeweils fünfzehn Substrukturen identifiziert werden, die dem Zugriff
auf die einzelnen Elementkomponenten (vier Knoten, sechs Kanten, vier Flächen und das
Elementinnere) entsprechen. Jeder dieser Aufrufe erstreckt sich über drei Ebenen der Auf-
rufhierarchie, wobei sich Indexberechnungen und das eigentliche Laden bzw. Speichern
der Daten abwechseln.
In Abbildung 4.3(b) sind die auf denselben Laufzeitausschnitt bezogenen Zeitanteile in
einem Profil dargestellt. Daraus wird ersichtlich, dass für den gewählten Polynomgrad
(hier: P=5) nur knapp die Hälfte der Zeit für die Datenbearbeitung, d. h. die numerische
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Berechnung des Resultates, benötigt wird. Der größere Anteil der Laufzeit geht auf Kosten
des Datenzugriffs. Der Aufwand zum Laden und Speichern ist bezogen auf einen einzelnen
Vektor in etwa gleich. Auffällig ist der relativ hohe Anteil der Indizierung an der benötigten
Zeit.
In Diagramm 4.3(c) sind die relativen Laufzeitanteile von Datenzugriff und -verarbeitung
für alle untersuchten Polynomgrade zusammengefasst. Der erkennbare leichte Unterschied
zu den Werten für P=5 aus Abbildung 4.3(b) ergibt sich daraus, dass die Anteile in 4.3(c)
bezogen auf alle ausgeführten Iterationsschritte berechnet wurden, um ein statistisch signi-
fikantes Ergebnis zu erzielen. Wie aus den Daten ersichtlich, dominiert der Datenzugriff
die Laufzeit des Operators für fast alle Polynomgrade. Lediglich für P=6 bzw. 7 sinkt der
Anteil für den Datenzugriff unter die Hälfte, bleibt allerdings weiterhin wesentlich.
Der hohe Anteil des Datenzugriffs an der Laufzeit für eine Reihe praktisch relevanter
Polynomgrade ist eine aus Sicht der Leistungsoptimierung unerwünschte Charakteristik.
Im vorliegenden Fall ist die Ursache eine Kombination aus verwendeten Datenstrukturen
und Implementierung der Zugriffsroutinen: Auf die benötigten Punktdaten wird sequentiell
entsprechend ihrer Zugehörigkeit zu den Komponenten des Elementes zugegriffen. Dazu
werden zunächst aus der Elementnummer und der gewünschten Komponente die Indizes
der geforderten Punkte innerhalb des globalen Datenfeldes bestimmt. Mit Hinblick auf die
Modularität sind diese Berechnungen in einzelnen Subroutinen für Elementknoten, -kanten,
-flächen und das Elementinnere implementiert. Anschließend werden die mit den Indizes
adressierten Abschnitte aus dem globalen in einen lokalen Vektor kopiert. Die Berechnung
des Matrix-Vektor-Produktes kann danach mit hoher Effizienz auf der kompakten Kopie der
Argumente ausgeführt werden. Durch die Kapselung des Datenzugriffs auf der niedrigsten
Ebene der Datenstrukturhierarchie, d. h. der Berechnung der Indizes in separaten Routinen,
wird die Modularität der Anwendung unterstützt, da die Ausführung von elementweisen
Operatoren unabhängig wird vom konkret verwendeten Speicherschema für die globale
Speicherung der numerischen Daten.
Der Nachteil dieser Vorgehensweise liegt im Aufwand für zahlreiche Aufrufe kurzer
Funktionen, die, wie Tests gezeigt haben, in diesem Fall nicht durch den Compiler eliminiert
werden (können). Die Ergebnisse der Analyse legen eine lokale Verflachung der Aufrufhier-
archie zur Leistungsverbesserung nahe. Zu diesem Zweck werden die element-invarianten
Teile der Indizierung vorberechnet und in Tabellen (Look-up tables) abgelegt, sowie die
wenigen verbleibenden Teile der Berechnungen in die Zugriffsroutine integriert. Auf diese
Weise wird nur ein Teil der Modularität aufgegeben, während sämtliche Funktionsaufrufe –
bis auf einzeilige Fortran pure functions (siehe beispielsweise [86]), die in diesem Fall vom
Compiler eliminiert werden – vermieden werden können.
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Ordnung der Ansatzpolynome (P)
 Zugriff (Tacc)
 Verarbeitung (Tcomp)
(c) Vergleich der Laufzeit für Datenzugriff und -verarbeitung
Abbildung 4.4: Ergebnisse der Leistungsanalyse nach der Optimierung des Datenzugriffs.
Die Ergebnisse für die Leistungsanalyse der modifizierten Version sind in Abbildung
4.4 dargestellt. Die Time-line in 4.4(a) umfasst einen etwa gleich großen Zeitabschnitt
(ca. 9 ms) wie Darstellung 4.3(a). Anstelle einer Anwendung des Elementoperators werden
in dieser Zeit nun etwas mehr als zwei Matrix-Vektor-Produkte und die zugehörigen
Lade-/Speicheroperationen ausgeführt. Dies ist auf den stark reduzierten Aufwand für
den Datenzugriff zurückzuführen; die Zeit zur Ausführung der Rechenoperationen ist im
Wesentlichen unverändert. Wie in der Time-line gut zu erkennen, umfassen die Lade- und
Speicheroperationen jetzt nur noch eine anstatt drei Ebenen der Aufrufhierarchie. Dies
bedeutet eine starke Verringerung des zusätzlichen Zeitaufwandes für Funktionsaufrufe.
Das laufzeitbasierte Profil 4.4(b) bestätigt das verbesserte Verhältnis zwischen Daten-
zugriff und -verarbeitung: Der weitaus größte Anteil der Laufzeit dient der numerischen
Berechnung des Resultates der Matrix-Vektor-Multiplikation. Aufgrund der bewusst gleich
gewählten Zeitachsen ist allerdings beim direkten Vergleich der Abbildungen 4.4(b) und
4.3(b) zu beachten, dass im Falle der optimierten Variante die Berechnungsphasen zweier
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Ordnung der Ansatzpolynome (P)
































Ordnung der Ansatzpolynome (P)
(b) Verbesserung der Gesamtlaufzeit
Abbildung 4.5: Laufzeitverbesserung durch Optimierung des Datenzugriffs.
weiterer Elemente teilweise enthalten sind. Aus diesem Grund ist der Anteil der Datenver-
arbeitung in 4.4(b) geringfügig überbewertet.
Die Ergebnisse in Abhängigkeit von der Polynomordnung P sind im Diagramm 4.4(c)
wiedergegeben. Wie zu erkennen, liegt der Zeitanteil der Datenverarbeitung für alle un-
tersuchten P deutlich über dem für den Datenzugriff. Der flache Teil der Kurven (für
P = 1, . . . , 3) ist durch das Fehlen von Datenpunkten auf den Kanten (P = 1), Flächen
(P=1, 2) und im Elementinneren (P=1, 2, 3) erklärbar. Daher kann der Datenzugriff auf
nicht existierende Komponenten entfallen, was die Effizienz bezüglich der Lade-/Speicher-
operationen für die kleinen Polynomgrade weiter erhöht.
Für die Praxis relevant ist die Verbesserung der Gesamtlaufzeit aufgrund der vorgenom-
menen Leistungsoptimierung. Diesbezügliche Resultate sind in Abbildung 4.5 angegeben.
Als Teilergebnis ist in 4.5(a) die Gesamtverbesserung bezogen auf den Datenzugriff darge-
stellt. Für die untersuchten Polynomgrade können Beschleunigungen auf das Anderthalb-
bis Dreifache festgestellt werden, wobei (wie zu erwarten) die mittleren Polynomgrade
am stärksten von den Modifikationen profitieren. Die Verbesserung der Gesamtlaufzeit
des Iterationsalgorithmus ist im Diagramm 4.5(b) zusammengefasst. Aufgrund der starken
Zunahme der numerischen Komplexität mit P nimmt die Verbesserung für hohe Polynom-
grade schnell ab, allerdings ist für alle analysierten Läufe eine deutliche Beschleunigung
festzustellen.
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4.2 Symmetriebasierte Faktorisierung für nodale SEM
Sowohl aus der Betrachtung des numerischen Aufwandes als auch aus der Leistungs-
analyse der Spektralelementeoperatoren gehen die Matrix-Vektor-Produkte als diejenigen
Komponenten des Algorithmus hervor, welche den größten Rechenaufwand verursachen.
Obwohl derartige Operationen auf den meisten Rechnerarchitekturen effizient ausgeführt
werden können, ist eine weitere Optimierung für praktische Anwendungen in den meisten
Fällen notwendig. Für nodale Spektralelemente haben Hesthaven und Teng [56] eine Me-
thode vorgestellt, mit der die numerische Komplexität für bestimmte Elementoperatoren
verringert werden kann. In den folgenden Abschnitten 4.2.1 und 4.2.2 werden zunächst
die algebraischen und geometrischen Grundlagen des Verfahrens erläutert und darauf-
hin in den Abschnitten 4.2.3 – 4.2.6 die Methode selbst sowie notwendige Erweiterungen
diskutiert.
4.2.1 Zirkulante Matrizen
Eine Matrix T heißt zirkulant, falls sich jeder Spaltenvektor durch eine zyklische Verschie-
bung der vorangehenden Spalte um eine Stelle nach unten ergibt [29, 48]. Eine quadratische
zirkulante Matrix hat daher die Form
T =










tn tn−1 tn−2 . . . t1

,
wobei die ti reelle oder komplexe Zahlen sind. Zirkulante Matrizen stellen einen Spezialfall
der Toeplitz-Matrizen dar, die durch jeweils identische Einträge in der Haupt- und den
Nebendiagonalen gekennzeichnet sind. Entsprechend der Definition sind zirkulante Matri-
zen durch die Angabe des ersten Spaltenvektors eindeutig bestimmt. Eine gleichwertige
Definition zirkulanter Matrizen ergibt sich aus der Betrachtung der Matrixzeilen. Der Be-
griff der Toeplitz- bzw. zirkulanten Matrix beschränkt sich nicht auf quadratische Matrizen,
allerdings werden im Rahmen dieser Arbeit nur solche behandelt.
Eine wesentliche Bedeutung erlangen zirkulante Matrizen durch die Existenz schneller
Algorithmen zur Matrix-Vektor-Multiplikation [47, 46], welche die Diagonalisierbarkeit
zirkulanter Matrizen durch diskrete Fourier-Transformation [77] nutzen. Das Produkt einer
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durch den Spaltenvektor t∈Rn erzeugten zirkulanten Matrix T mit dem Vektor u kann
nach der Vorschrift





) ∗ F(u)) (4.1)
erfolgen. Der Operator F stellt die diskrete Fourier-Transformation eines Vektors dar, bildet
also einen reellen oder komplexen Vektor auf einen komplexen Vektor derselben Dimension
ab. Die inverse diskrete Fourier-Transformation ist mit F bezeichnet. Der mit dem Symbol ∗
bezeichnete Operator in Gleichung (4.1) führt die komponentenweise Multiplikation zweier
komplexer Vektoren aus. Durch die Anwendung der schnellen Fourier-Transformation
[26] kann die numerische Komplexität des Matrix-Vektor-Produktes mit einer zirkulanten
Matrix daher auf O(n logn) beschränkt werden [46].
Im Rahmen dieser Arbeit werden block-zirkulante Matrizen betrachtet, die aus quadrati-
schen zirkulanten Teilmatrizen zusammengesetzt sind. Aufgrund der Tatsache, dass zirku-
lante Matrizen eine (kommutative) Algebra bilden, sind auch die aus der Multiplikation
mit einem Skalar sowie der Addition und Multiplikation block-zirkulanter Matrizen her-
vorgehenden Ergebnisse wiederum block-zirkulant. Die Transponation einer Matrix ändert
an deren zirkulanten Eigenschaft ebenfalls nichts. Eine häufig benötigte Form von Matrizen,
die nicht (block-)zirkulant ist, sind Diagonalmatrizen, sofern die Diagonalelemente nicht
(blockweise) identisch sind.
4.2.2 Symmetrische Punkteverteilungen
Eine wesentliche Grundlage der nodalen Spektralelemente sind die in Abschnitt 2.4 ein-
geführten Interpolationspunkte. Eine Besonderheit dieser Punktsätze im Tetraeder ist das
Auftreten von geometrischen Symmetrien, wenn das Standardelement Ts in eine geeignete
Form transformiert wird. In diesem Fall lassen sich die Interpolationspunkte durch einfache
geometrische Transformationen – wie Drehungen oder Spiegelungen – aufeinander abbil-
den. Die Teilmengen der Punkte, welche durch festgelegte Transformationen ineinander
übergehen, bilden dabei Symmetriegruppen. Aus der Vielzahl von Möglichkeiten sollen,
aus später näher zu erläuternden Gründen, im Weiteren ausschließlich axialsymmetrische
Gruppen, d. h. Punkte, die symmetrisch bezüglich der Drehung um eine Rotationsachse
sind, betrachtet werden. Zu diesem Zweck wird das in Abschnitt 2.3.3 zur Definition der
Basisfunktionen verwendete Standardelement mit drei achsparallelen Kanten auf das in


















(a) Interpolationspunkte mit unterschiedlicher
Färbung der Punkte nach der Lage auf Kno-








(b) Projektion in die ξ-η-Ebene zur Veranschau-
lichung der Rotationssymmetrien.
Abbildung 4.6: Interpolationspunkte nach [56] im rotationssymmetrischen Standardele-
ment für die Polynomordnung P = 6.
lassen sich die Koordinaten der Knoten ni des Elementes in der Form
n1 =
(


















angeben. In dieser Konstruktion ver-
läuft die ζ-Achse des Koordinatensystems durch einen Knoten des Elementes und den
Mittelpunkt der gegenüberliegenden Seitenfläche.
In dem so festgelegten Standardelement lassen sich die Interpolationspunkte durch
Drehungen um 2kpi3 (k = 1, 2, . . . ) bezüglich der ζ-Achse aufeinander abbilden, wie in
Abbildung 4.6 für die Interpolationspunkte nach [56] und den Polynomgrad P = 6 ver-
anschaulicht. Abbildung 4.6(a) zeigt das gleichseitige Standard-Tetraeder mit den Inter-
polationspunkten, die der Übersicht halber nach der Zugehörigkeit zu Knoten, Kanten,
Randflächen und dem Elementinneren eingefärbt wurden. Durch die Projektion in die ξ-η-
Ebene in Darstellung 4.6(b) wird die axialsymmetrische Anordnung der Punkte bezüglich
der ζ-Achse deutlich. Mit Ausnahme der Punkte auf der Rotationsachse lassen sich alle
Stützstellen eindeutig einer Symmetriegruppe von je drei Punkten zuordnen, die sich durch
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Drehung um ein Vielfaches von 2pi3 aufeinander abbilden lassen. In der Darstellung 4.6(b) ist























formalisiert werden. Es ergibt sich
ξ ′′ = Rξ ′ = R2ξ .









vereinbart werden, so dass sich für die Koordinaten der drei Stützstellen in einer Symme-
triegruppe der Zusammenhang
ξp ′′ = Rξp ′ = R2ξp
schreiben lässt. Diese Notation wird später vor allem bei der Erläuterung der Faktorisierung
häufig genutzt. Sind die Punkte ξp, ξp ′ und ξp ′′ voneinander verschieden, so wird die
entsprechende Symmetriegruppe als 3-Symmetrie bezeichnet. Alle Stützstellen, die nicht
auf der ζ-Achse liegen, gehören zu genau einer 3-Symmetrie. Punkte auf der ζ-Achse lassen
sich durch die festgelegte Drehung nicht auf andere Punkte transformieren und bilden
daher einelementige Symmetriegruppen, die so genannten 1-Symmetrien.
Ein enger Zusammenhang besteht zwischen den geometrischen Symmetrien und den
baryzentrischen Koordinaten der Interpolationspunkte. Dieser ermöglicht es einerseits, die
Symmetrien zu klassifizieren und andererseits die Koordinaten von Punkten einer Symme-
triegruppe systematisch zu konstruieren. Betrachtet man die baryzentrischen Koordinaten
von Punkten, die symmetrisch bezüglich der beschriebenen Drehungen um die ζ-Achse
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durch eine zyklische Vertauschung der ersten drei Komponenten. Für Punkte, die zu
einer 3-Symmetrie gehören, sind dabei mindestens zwei der ersten drei Komponenten
voneinander verschieden. Für die 1-Symmetrien gilt dementsprechend b1 = b2 = b3, d. h.
die ersten drei Komponenten der baryzentrischen Koordinaten sind gleich.
Bezüglich der als Basisfunktionen verwendeten Lagrange-Polynome `Pq in Ts folgt aus
der Symmetrie der Interpolationspunkte und der entsprechenden Zuordnung der Indizes
eine weitere wesentliche Eigenschaft. Zunächst gilt für zwei beliebige Indizes p und q, dass
aus deren Gleich- bzw. Ungleichheit die Gleich- bzw. Ungleichheit der entsprechenden














für alle Kombinationen der Indizes p und q gilt. Aufgrund der Linearität des Operators R















Die Symmetrie der Interpolationspunkte überträgt sich daher erwartungsgemäß auf die
nodalen Basisfunktionen der Spektralelemente, was die Grundlage für die Faktorisierung
der Elementoperatoren darstellt.
4.2.3 Technik der symmetriebasierten Faktorisierung
Wie an anderer Stelle bereits erwähnt, besteht ein wesentlicher Nachteil der nodalen Spek-
tralelemente in der fehlenden Möglichkeit zur Anwendung der Summenfaktorisierung
bei der Ausführung der Elementoperatoren. Dies führt bei Tetraeder-Elementen auf eine








für modale Ansätze, wo die Tensor-
produktstruktur der Basisfunktionen eine Summenfaktorisierung zulässt. Andererseits ist
für die praktische Anwendung weniger die Asymptotik, sondern vielmehr der Aufwand
bei moderaten Polynomgraden ausschlaggebend. Diese Überlegung veranlasste Hesthaven
und Teng in [56], eine Faktorisierungstechnik zu entwickeln, welche zwar an der Charak-
teristik der numerischen Komplexität nichts ändert, aber für praktikable Werte von P zu
einer wesentlich verringerten Anzahl an Rechenoperationen führt.























mit kartesischen Koordinaten. Zur
Veranschaulichung wurde der
Koordinatenursprung in einen
Knoten des Tetraeders verschoben.
ρ1 ρ2
ρ3
(b) Axialsymmetrische Form des Standardelemen-
tes mit den zugehörigen rotationssymmetri-
schen (zylindrischen) Koordinaten.
Abbildung 4.7: Achsparallele und axialsymmetrische Form des Standardelementes mit den
zugehörigen Koordinatensystemen.
Die Koeffizientenmatrizen sind hierbei konstant und das Rechengebiet bleibt auf ein einzel-
nes Tetraeder-Element beschränkt. Der Hauptaufwand zur iterativen Lösung der entspre-
chenden diskreten Gleichungen besteht in der Anwendung der Differentiationsoperatoren
Di auf die Komponenten des Lösungsvektors. Allerdings sind die Differentiationsmatrizen
in der ursprünglichen Form nicht zur symmetriebasierten Faktorisierung geeignet, da zwar
die Basisfunktionen bezüglich der Symmetriegruppen die in (4.2) angegebenen Identitä-
ten aufweisen, nicht jedoch deren Ableitungen nach den Standardelementkoordinaten.
Aus diesem Grund werden zusätzlich zu den kartesischen ξ-Koordinaten die rotations-




In Abbildung 4.7 sind beide Koordinatensysteme mit der jeweilig zugehörenden Form
des Standardelementes dargestellt. Es ist zu beachten, dass der Zusammenhang zwischen
den Koordinatensystemen und der Elementform nur der Veranschaulichung dient, da
mindestens die kartesischen Koordinaten sowohl im achsparallelen als auch im rotations-
symmetrischen Standardelement benötigt werden. Die Ableitung der Basisfunktion `Pq an
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Fasst man die Ableitungen der Basisfunktionen `P nach der Koordinate ρj in der Matrix Dj
zusammen, so ergibt sich die vorstehende Gleichung in der Matrixnotation. Dabei wird der














Für die weitere Beschreibung wird eine zum vergangenen Abschnitt vergleichbare Nota-
tion zur Bezeichnung der zu einer Symmetriegruppe gehörenden Punkte eingeführt. Die



















auseinander ableiten. Mit diesen Bezeichnungen ergibt sich nun zusammen mit der speziel-






















welche eine zu Gleichung (4.2) analoge Identität für die Ableitungen der Basisfunktionen
darstellt. Unter Verwendung der oben eingeführten Bezeichnung Dj ergibt sich mit (4.2)
die Gleichheit der Matrixeinträge
Djpq = D
j
p ′q ′ = D
j
p ′′q ′′








. Werden nun bei der Konstruktion von Dj die Freiheitsgrade so geordnet,
dass die zu einer Symmetriegruppe gehörenden Punkte unmittelbar aufeinander folgen, so
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Diese Blöcke bilden die Grundlage der effizienten Spektralelementeoperatoren, indem nun
blockweise die in Abschnitt 4.2.1 beschriebene Technik zur Matrix-Vektor-Multiplikation
mit zirkulanten Matrizen angewendet wird. Zu diesem Zweck werden die Komponenten
der Datenvektoren entsprechend angeordnet. Die mit 1-Symmetrien assoziierten Einträge
der Differentiationsmatrizen bilden keine zirkulanten Blöcke, daher können die entspre-
chenden Teilprodukte nicht faktorisiert werden.
Um die Anwendung eines blockweise faktorisierten Operators zu veranschaulichen, wird
der folgende fiktive Punktsatz konstruiert: In einem Tetraeder werden acht Punkte (NP=8)
in zwei 1-Symmetrien und zwei 3-Symmetrien angeordnet. Die Freiheitsgrade werden so

















ergibt. Diese Konstruktion entspricht keiner realen Verteilung von Interpolationspunkten ei-
nes nodalen Spektralelementes, sondern ermöglicht lediglich die übersichtliche Darstellung
der Operation. Da sich die Möglichkeit zur Faktorisierung nicht auf die Differentiationsma-
trizen beschränkt, wird im Folgenden die Anwendung eines allgemeinen faktorisierbaren
NP×NP-Operators A auf einen Datenvektor u betrachtet:
z = A u . (4.4)
Entsprechend der weiter oben angegebenen Nummerierung bestehen die ersten Komponen-
ten der Spalten- bzw. Zeilenvektoren aus den zu 1-Symmetrien gehörenden Freiheitsgraden,
gefolgt von den restlichen Punkten, die in Gruppen entsprechend der 3-Symmetrien ange-

















wobei die Indizes in Klammern die Arten der Symmetrien bezeichnen. In der nachfolgenden
Darstellung ist die Anwendung des Operators A gemäß Gleichung (4.4) bezüglich der
fiktiven Punkteverteilung komponentenweise wiedergegeben. Durch die Kennzeichnung
der Symmetriegruppen ist die Aufteilung der Matrix und Vektoren entsprechend der
Darstellung in (4.5) zu erkennen. Insbesondere wird der Aufbau der Teilmatrix A(33) aus
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Zur Anwendung der Faktorisierung wird nun das Matrix-Vektor-Produkt (4.4) in Teil-
schritten entsprechend der Symmetrietypen ausgeführt. Es ergibt sich der folgende Algo-
rithmus:
z(1) = A(11) u(1) + A(13) u(3) (4.7)
z(3) = A(31) u(1) (4.8)
z(3) = z(3) + A(33) u(3) (4.9)
Das Wesen der Faktorisierung besteht darin, den Aufwand des letzten Teilschrittes (4.9)
durch das effiziente Matrix-Vektor-Produkt für zirkulante Matrizen zu ersetzen, wobei
Letzteres blockweise angewendet wird:







Der Operator F3 führt dabei die diskrete Fourier-Transformation segmentweise auf je-
weils drei aufeinanderfolgende Komponenten eines Vektors aus. Der zugehörige inverse
Operator ist in (4.10) mit F3 bezeichnet. Der Operator A˜(33) besteht aus komplexen 3×3-
Diagonalblöcken, welche aus der Transformation der zirkulanten Teilmatrizen aus A(33)
hervorgehen. Die Verwendung des Operators ∗ verdeutlicht, dass die Multiplikation mit
den Diagonalblöcken auf Segmentebene komponentenweise und nicht als volles Produkt
ausgeführt wird.
Während die Matrix A˜(33) einmalig vorberechnet werden kann, müssen die Operatoren
F3 und F3 in (4.10) für jedes Matrix-Vektor-Produkt erneut ausgeführt werden. Aus Effi-
zienzgründen wird für die segmentweise diskrete Fourier-Transformation eine speziell
auf reelle Tripel angepasste Version genutzt. Aufgrund der kurzen Vektorlängen ist die
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u∗0 = u0 + u1 + u2
u∗1 = u0 +ωu1 +ωu2














wegen der reellen Ausgangsdaten gilt. Für die inverse diskrete Fourier-Transformation
lässt sich eine vergleichbare Vorschrift angeben.
4.2.4 Analyse der Aufwandsreduktion
Aufgrund der Ersetzung des dritten Schrittes von Algorithmus (4.7)–(4.9) durch die faktori-
sierte Variante nach Gleichung (4.10) wird der Aufwand zur Anwendung des Operators
A reduziert und das Verfahren beschleunigt. Anstelle von vollständigen Matrix-Vektor-
Produkten werden komponentenweise Multiplikationen jeweils zweier komplexer Vekto-
ren ausgeführt, was eine Verringerung der Anzahl der Rechenoperationen zur Folge hat.
Darüber hinaus ermöglicht die Faktorisierung eine Verminderung des Speicherbedarfs, da
nur die (komplexwertigen) Diagonalen von A˜(33) gespeichert werden müssen. Durch die
Symmetrie der Fourier-Transformierten eines reellen Vektors (u∗i =u
∗
N−i) benötigen dabei
die Diagonalblöcke nicht mehr Speicherplatz als reelle Vektoren derselben Länge.
Der Einsparung von Operationen bei der Multiplikation von Matrixblöcken mit Vek-
torsegmenten steht der Mehraufwand zur Fourier-Transformation gegenüber. Durch Be-
achtung von Symmetrien bei der diskreten Fourier-Transformation reeller Vektoren und
die Mehrfachnutzung von Teilergebnissen lässt sich die diskrete Fourier-Transformation
eines Segmentes mit sechs, die inverse Transformation mit acht und die komponentenweise
Multiplikation mit zehn arithmetischen Operationen ausführen.
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Wird die Anzahl der 3-Symmetrien mit N3 bezeichnet, so lässt sich der Aufwand für die
Anwendung eines Operators wie folgt zusammenfassen, wobei der durch 1-Symmetrien
verursachte Rechen- und Speicheraufwand zunächst unberücksichtigt bleibt:
Rechenoperationen Speicherbedarf
Standardoperator 2NP
2 = 18N32 NP
2 + 2NP = 9N3
2 + 6N3
Faktorisierter Operator 10N32 + 14N3 3N32 + 6N3




5 . . .
1
3
Die Angabe von Wertebereichen für die Aufwandsreduktion ergibt sich durch den Einfluss
von N3. Der jeweils erste Wert wurde für die minimale Anzahl N3 = 1 an 3-Symmetrien
berechnet. In diesem Fall verursacht die Faktorisierung eine tatsächliche Erhöhung der An-
zahl von Rechenoperationen. Der jeweils zweite Wert stellt die asymptotische Entwicklung
der Reduktion für N3 →∞ dar, welche häufig als Wert für die Reduktion in der Literatur
angegeben wird. Erwartungsgemäß ist die Faktorisierung der Spektralelementeoperatoren
daher für hohe Polynomgrade besonders effizient, weil das Verhältnis der Anzahl von 3- zu
1-Symmetrien besonders groß ist.
4.2.5 Faktorisierung der Standardelementmassematrix
Bei der Herleitung der symmetriebasierten Faktorisierung in [56] bestand aufgrund der
speziellen Problemstellung keine Notwendigkeit, die Massematrix des Standardelementes
in die Faktorisierung einzubeziehen. Im Gegensatz dazu ist die Massematrix bei den hier
behandelten elliptischen Gleichungen auf Mehrelementgittern ein integraler Bestandteil
des Elementoperators, wie beispielsweise aus Gleichung (3.3) für die geraden Elemente
ersichtlich ist. Aus diesem Grund ist die Anwendung der Faktorisierung nur dann sinnvoll,
wenn sie auf die Massematrix übertragbar ist.
Die block-zirkulante Struktur der Standardelementmassematrix M ergibt sich aus der
Symmetrie der Basisfunktionen bezüglich der Punkteverteilungen, wie in Gleichung (4.2)
beschrieben. Zusammen mit dem Fakt, dass der Wert eines Integrales sich durch eine
Rotation des Integrationsbereiches nicht ändert, ergibt sich die Aussage
Mpq = Mp ′q ′ = Mp ′′q ′′ ,
welche tatsächlich die block-zirkulante Struktur der Massematrix dokumentiert. Die vorste-
hende Beziehung gilt gleichermaßen für alle Symmetriegruppen, also insbesondere auch
für die Punkte auf der Rotationsachse.
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4.2.6 Faktorisierte Operatoren für gekrümmte Elemente
Die Faktorisierung der Differentiationsmatrizen nach [56] und die Erweiterung der Me-
thode auf die Massematrix reduzieren den numerischen Aufwand der Elementoperatoren
erheblich. Für gerade Elemente kann mit dieser Vorgehensweise unmittelbar ein effizienter
Helmholtz-Operator realisiert werden, um beispielsweise das Modellproblem (2.29) iterativ






















+ λ JM . (4.11)
Auf gekrümmte Elemente kann die Faktorisierung zunächst nur dann übertragen wer-
den, wenn sich die entsprechenden Elementoperatoren gleichermaßen aus den genannten
Standardelementmatrizen konstruieren lassen. Für die in Abschnitt 3.3.2 beschriebene
Kollokation der geometrischen Terme ist dies der Fall, so dass diese Variante aus Sicht
einer effizienten Implementierung einen Vorteil bietet. Andererseits ist, wie in Abschnitt
3.3.3 untersucht wurde, die Genauigkeit der Kollokationstechnik unter Umständen nicht
ausreichend, so dass die im Operator auftretenden Integrale durch numerische Integration
mit hinreichender Quadraturordnung bestimmt werden müssen. Dies erfordert die Interpo-
lation der Integranden auf die Stützstellen der Quadratur, was wiederum die Verwendung
von Interpolationsmatrizen – siehe Matrix I in Gleichung (3.8) aus Abschnitt 3.3.1 – nötig
macht. In Abschnitt 3.3.1 wurden die Quadraturpunkte im Tetraeder mit Hilfe von Ten-
sorprodukten aus Gauß-Punkten über dem Standardintervall konstruiert. Die auf diese
Weise erzeugten Stützstellen weisen allerdings, im Gegensatz zu den Interpolationspunkten,
nicht die für die Faktorisierung notwendige Symmetrie auf. Dies ist aus Abbildung 4.8
ersichtlich, wo die Projektion des Standardelementes, Abbildung 4.8(a), in die ξ-η-Ebene,
Abbildung 4.8(b), deutlich zeigt, dass sich die Quadraturpunkte nicht durch Rotation um
die ζ-Achse aufeinander abbilden lassen. Daher ergibt sich für die Interpolationsmatrix I
keine zirkulante Substruktur. Eine faktorisierbare Form der Interpolationsmatrix wird nur
dann erreicht, wenn sowohl die Interpolationspunkte als auch Stützstellen der numerischen
Quadratur rotationssymmetrisch bezüglich der ζ-Achse sind. Diese Aussage wird durch
die Interpolationseigenschaft der Lagrange-Polynome gesichert.
Mehrere Autoren haben sich in der Vergangenheit damit beschäftigt, Quadraturformeln
für nicht-kubische Gebiete zu entwickeln, wie unter anderem die Arbeiten [115, 58, 68, 81]
dokumentieren. Dennoch ist die Verfügbarkeit von Stützstellen für die numerische In-
tegration auf Tetraedern nach wie vor sehr beschränkt. Die Enzyklopädie [27] listet für
Quadraturen mit einem höheren Grad als 11 keine und für Quadraturen von höherem Grad
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(b) Eine Projektion in die ξ-η-Ebene verdeut-
licht den asymmetrischen Charakter der
Punkte.
Abbildung 4.8: Quadraturpunkte im Tetraeder: Konstruktion aus eindimensionalen Gauß-
Punkten für die Quadraturordnung Q = 6.
als 8 nur Formeln mit zum Teil negativen Gewichten oder Punkten außerhalb des Integrati-
onsgebietes auf. Beides ist für die hier untersuchte Anwendung nicht wünschenswert. Die
Beachtung der hier benötigten Axialsymmetrie schränkt die Vielfalt weiter ein. Aus diesem
Grund steht die für einen flexiblen Einsatz der SEM notwendige Auswahl an geeigneten
Punkteverteilungen für die faktorisierbare Quadratur nicht zur Verfügung.
Im Gegensatz zur Situation bei den Tetraedern existieren deutlich mehr Quadraturfor-
meln für Dreiecke, darunter auch hinreichend viele mit axialsymmetrischen Stützstellen.
Symmetrische Punkteverteilungen bis zum Grad 30 werden beispielsweise in [123] angege-
ben, was für die SEM mit moderaten Ansatzordnungen ausreichend ist. Ausgehend von der
Verteilung der Stützstellen im Dreieck, wird die Punkteverteilung durch Tensorprodukt-
bildung mit eindimensionalen Gauß-Punkten zunächst auf ein Prisma ausgeweitet, [111].
Der Übergang zum Tetraeder kann daraufhin mit einer einfachen Transformation erfolgen:
Gegeben seien die Stützstellen zk∈R für k=1, . . . ,NQ einer Gauß-Quadraturformel für die
Ordnung Q. Für dieselbe Ordnung seien Quadraturpunkte im Dreieck in Form ihrer bary-






















Abbildung 4.9: Symmetrische Verteilung von Quadraturpunkten Q = 6.





























Aus dieser Definition ist ersichtlich, dass der Endpunkt +1 des Standardintervalls keine
Stützstelle der eindimensionalen Gauß-Quadratur sein darf. Diese Voraussetzung ist für
die klassischen Gauß-Formeln und die Gauß-Radau-Quadratur [44] erfüllt.
In Abbildung 4.9(a) ist eine mit der beschriebenen Prozedur erzeugte Verteilung von
Quadraturpunkten für die Ordnung Q=6 dargestellt. Der Vergleich mit Abbildung 4.8(a)
verdeutlicht, dass für dieselbe Genauigkeit weniger Stützstellen benötigt werden, da die
Konzentration der Punkte entlang einer Tetraeder-Kante entfällt. Lediglich in Richtung
der ζ-Achse wird die Verteilung dichter; die Konzentration ist jedoch deutlich weniger
ausgeprägt. Der entscheidende Vorteil der Quadraturpunkte ist jedoch die Axialsymmetrie,
welche in Abbildung 4.8(b) zu erkennen ist.
Als Konsequenz der axialsymmetrischen Verteilung sowohl der Interpolations- als auch
der Quadraturpunkte besitzt die Interpolationsmatrix I aus Gleichung (3.8) eine block-
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zirkulante Substruktur. Unter ausschließlicher Beachtung der 3-Symmetrien kann I daher
mit den früher eingeführten Operatoren F3 bzw. F3 faktorisiert werden:
I = F3 I˜ F3 .
Aus Gründen der einfachen Notation sei bei dieser Darstellung angenommen, dass F3
und F3 an die durch die Anzahl der Symmetrien vorgegebenen Dimensionen angepasst
sind. Aus demselben Grund wird hier auf die gesonderte Behandlung der 1-Symmetrien
verzichtet. Mit diesen Vereinfachungen ergibt sich die Konstruktion von I˜ aus komplexen
Diagonalblöcken der Größe 3×3 – in vollständiger Analogie zur Struktur der faktorisierten
Matrix A˜(33) in Gleichung (4.10).
Mit Hilfe der faktorisierbaren Interpolationsmatrizen kann nun auch für gekrümmte Ele-
mente ein effizienter Helmholtz-Operator konstruiert werden. Dazu müssen in Gleichung
(3.8) die ξ-basierten Differentiationsmatrizen durch die auf die ρ-Koordinaten bezogenen,
faktorisierbaren Versionen D ersetzt werden. Durch die Anwendung einer axialsymmetri-





































erreicht. Diese Darstellung kann etwas vereinfacht werden, indem die spezielle Form der






























































4.3 Leistungsoptimierung der Spektralelementeoperatoren
definiert, mit deren Hilfe sich der Helmholtz-Operator in der Form
H = GT · WΛNQ(J)G + λ IT W ΛNQ(J) I (4.12)
ausdrücken lässt. Durch die Faktorisierung der Differentiations- und Interpolationsmatrizen
und die Anwendung der schnellen Matrix-Vektor-Produkte wird der numerische Aufwand
für gekrümmte Elemente erheblich reduziert, ohne jedoch Einbußen an der Genauigkeit in
Kauf nehmen zu müssen.
4.3 Leistungsoptimierung der Spektralelementeoperatoren
Die Laufzeit eines Algorithmus hängt in der Praxis nicht nur von dessen numerischer
Komplexität, d. h. nicht nur von der Anzahl der auszuführenden Speicherzugriffs- und Re-
chenoperationen ab. Unter anderem aufgrund der komplexen Speicherhierarchie aktueller
Rechnerarchitekturen und wegen der Ausstattung der Prozessoren mit mehreren parallel
arbeitenden Ausführungseinheiten wird die Rechenleistung wesentlich von der Abfolge
der Befehle bestimmt. Allerdings kann diese Befehlssequenz und damit das Verhalten einer
Implementierung auf einer gegebenen Architektur nur in einfachsten Fällen korrekt vorher-
gesagt werden. Aus diesem Grund ist die Reduktion der numerischen Komplexität, wie im
Fall der symmetriebasierten Faktorisierung von Spektralelementeoperatoren, kein alleiniger
Garant für eine Leistungssteigerung. Ob die Verringerung des numerischen Aufwandes
zu einer adäquaten Verbesserung der Laufzeit führt, muss im Einzelfall analysiert werden.
Wie in [40] gezeigt wurde, gilt dies insbesondere dann, wenn mit der Aufwandsreduktion
eine Erhöhung der Komplexität des Algorithmus einhergeht.
4.3.1 Leistungsbewertung der faktorisierten Operatoren
Die Leistung des Helmholtz-Operators für nodale Spektralelemente und deren Verbesse-
rung durch die symmetriebasierte Faktorisierung wird im Folgenden detailliert untersucht.
Die Analyse erstreckt sich dabei auf die Versionen für gerade und gekrümmte Elemente,
wobei für letztere sowohl die Variante auf Basis numerischer Quadratur (Abschnitt 3.3.1)
als auch die Kollokation der geometrischen Terme (3.3.2) betrachtet werden.
Die Untersuchung wird mit Analyse-Werkzeug BENCHIT, [64], durchgeführt. Dies erfor-
dert die Extraktion eines Anwendungskernes, welcher auf der Zielplattform wiederholt
ausgeführt wird, um reproduzierbare Leistungsdaten zu generieren. Für eine umfassen-
de und aussagekräftige Bewertung der Leistung müssen alle leistungsrelevanten Details
der Implementierung in die Untersuchung einbezogen werden. Aus diesem Grund bleibt
der Anwendungskern nicht auf den bloßen Algorithmus zur Anwendung des Helmholtz-
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Operators auf einen einzelnen Elementdatenvektor beschränkt, sondern umfasst den wie-
derholten Zugriff auf eine Datenstruktur für unstrukturierte Gitter. Auf diese Weise wird
ein realistisches Verhalten des Algorithmus in der Benchmark-Umgebung erreicht, so dass
die gewonnenen Leistungsdaten zur Beurteilung einer SEM-Anwendung für praktische
Probleme geeignet sind. Davon ausgehend, dass der Prozessor-Cache für sehr kleine Proble-
me einen Geschwindigkeitsvorteil darstellt, welcher für realistische Simulationen nicht zum
Tragen kommt, wurde in einer Voruntersuchung die Anzahl der Elemente so groß gewählt,
dass die Verarbeitungszeit pro Element nicht von deren Anzahl abhängt. Die Ergebnisse
der folgenden Analyse können daher als dauerhafte Leistung (Sustained performance) des
SEM-Operators für große Gitter angesehen werden.
Die wesentliche – weil für die praktische Anwendung relevante – Leistungskennzahl
ist die Laufzeit. Deren Verringerung ist das Ziel der Leistungsoptimierung und daher das
primäre Kriterium zur Bewertung. Als alleinige Messgröße ist die Laufzeit jedoch nicht
ausreichend, da sie lediglich Auskunft darüber gibt, ob bzw. wie sich die Leistung bei einer
Modifikation des Algorithmus ändert, aber nicht warum. Als Maß für die numerische Effizi-
enz des Algorithmus gibt die Rechengeschwindigkeit, d. h. die Anzahl der ausgeführten
Gleitkommaoperationen pro Zeiteinheit, Hinweise auf die Beantwortung dieser Frage. Die
Rechengeschwindigkeit wird in der Einheit FLOPS (Gleitkommaoperationen pro Sekunde,
Floating point operations per second) mit den entsprechenden Vorsätzen angegeben. Sie ist
direkt von der Befehlssequenz, insbesondere von der Abfolge der Speicherzugriffs- und
Rechenbefehle abhängig und gestattet eine Aussage darüber, wie ein Algorithmus die
Ausführungseinheiten des Prozessors auslastet. Geringe Werte deuten auf eine ungünstige
Reihenfolge der Operationen hin, die beispielsweise lange Wartezeiten beim Speicherzugriff
auf die Operanden von numerischen Operationen verursachen kann.
Der Ausgangspunkt für die Leistungsanalyse ist die nicht faktorisierte Version des Helm-
holtz-Operators für ein gerades Spektralelement entsprechend des in (3.5) angegebenen
Algorithmus. In der Implementierung wird die spezielle Struktur der Berechnungsfolge
ausgenutzt, indem die in den Schritten (i), (iii) und (v) von (3.5) auszuführenden Matrix-
Vektor-Produkte jeweils zu einem Block zusammengefasst werden. In jedem dieser Blöcke
ist einer der Operanden invariant: Vektor u in (i), die Matrix M in (iii) und der Ergebnis-
vektor z im letzten Schritt (v). Durch das Zusammenfassen der Berechnungen wird eine
stärkere Wiederverwendung der entsprechenden Felder ermöglicht und durch die größere
Lokalität der Cache besser genutzt. Im Vergleich mit einer einfachen Matrix-Vektor-Multi-
plikation kann durch dieses Vorgehen eine deutlich höhere Effizienz auf cache-basierten
Architekturen erreicht werden. Dieser Vorteil wird naturgemäß durch den aufwändigen
Zugriff auf die Gitterdatenstruktur relativiert.
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Ordnung der Ansatzpolynome (P)
(a) Laufzeit für eine Anwendung des Opera-
tors, gemessen pro Freiheitsgrad des Git-
































Ordnung der Ansatzpolynome (P)
(b) Rechengeschwindigkeit während der Ausfüh-
rung des Operators. Rechte Ordinate: Anteil an
der Höchstleistung des Testsystems.
Abbildung 4.10: Ausgangspunkt für die Leistungsanalyse von nodalen SEM-Operatoren:
Leistungskennzahlen für den nicht faktorisierten Helmholtz-Operator.
Die Resultate der Leistungsanalyse für den nicht faktorisierten Operator sind in Abbil-
dung 4.10 dargestellt. Das Diagramm 4.10(a) zeigt, in Abhängigkeit vom Polynomgrad P,
die Laufzeit für die Anwendung des Operators bezogen auf die Anzahl der Freiheitsgrade
im Gitter, d. h. die Anzahl der Elemente multipliziert mit NP. Durch diese Normalisierung
ergibt sich eine von der konkreten Konfiguration unabhängige und damit vergleichbare
Leistungsbewertung. Der polynomiale Anstieg der Laufzeit ergibt sich in Übereinstimmung
mit der numerischen Komplexität des Operators. Zusätzlich zur Laufzeit ist in Abbildung
4.10(b) die Rechengeschwindigkeit als Funktion der Ansatzordnung P dargestellt. Diese
Werte sind, außer vom untersuchten Algorithmus, selbstverständlich von der Hardware
des verwendeten Systems abhängig. Dieser und alle folgenden Leistungstests wurden auf
einem Hochleistungsrechner SGI ALTIX4700 ausgeführt. Dieses System ist mit ITANIUM2-
Prozessoren von INTEL ausgestattet. Die Prozessoren stammen aus der MONTECITO-Serie
und werden mit einer Taktfrequenz von 1,6 GHz betrieben. Die Architektur der Prozes-
soren erlaubt die Fertigstellung von bis zu vier Gleitkommaoperationen pro Takt, was
einer Höchstleistung von 6,4 GFLOPS entspricht. Die Angabe der prozentualen Werte auf
der rechten Ordinate von Diagramm 4.10(b) bezieht sich auf diesen Wert. Das Testsystem
verfügt über 9 MB third-level-Cache pro Prozessor-Core. Um eine möglichst effiziente Be-
arbeitung des Helmholtz-Operators zu ermöglichen, ist es erforderlich, dass die element-
invarianten Daten in diesem Cache gehalten werden können. Die Dimension der Standard-
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elementoperatoren M und D ist NP= (P + 1)(P + 2)(P + 3)/6. Bei der Verwendung von
doppelter Rechengenauigkeit mit einem Speicherbedarf von acht Byte pro Gleitkommazahl
werden somit M= 8 · 4 · N2P Bytes Cache-Speicher für die vier Standardelementmatrizen
benötigt. Vernachlässigt man den Speicherbedarf für die weiteren Operanden, so ist die
Cache-Größe des Testsystems daher ausreichend, um die Standardoperatoren für alle Po-
lynomgrade P612 im Cache zu halten. Trotz der vereinfachenden Annahmen wird diese
These durch die Daten in 4.10(b) gestützt, wie am deutlichen Abfall der Leistung für P>12
zu erkennen ist.
Die symmetriebasierte Faktorisierung der Standardelementmatrizen reduziert sowohl
den Speicherbedarf als auch den Rechenaufwand bei der Anwendung des Helmholtz-Ope-
rators. Für große Polynomgrade (d. h. wenn die Anzahl der 1-Symmetrien im Verhältnis
zu den 3-Symmetrien vernachlässigbar klein ist) wird für die faktorisierten Matrizen nur
ein Drittel des Speicherplatzes benötigt und die Anzahl der Rechenoperationen reduziert
sich auf 5/9 bezogen auf den nicht faktorisierten Operator. Durch die Kopplung mehrerer
Matrix-Vektor-Produkte im Helmholtz-Operator und die damit verbundene Mehrfachnut-
zung der Fourier-Transformierten reduziert sich – im Gegensatz zu den in Abschnitt 4.2.4
angegebenen Werten für eine einzelne faktorisierte Multiplikation – der Aufwand bereits
beim Auftreten einzelner 3-Symmetrien. Dieser Vorteil ist allerdings marginal und daher
für die Praxis nicht relevant, weil, wie die weitere Analyse zeigen wird, die Faktorisierung
für sehr kleine Polynomordnungen nicht effizient realisiert werden kann und muss.
Die Ergebnisse für die Leistungsanalyse des unter Verwendung der Gleichungen (4.7),
(4.8) und (4.10) faktorisierten Helmholtz-Operators sind in der Abbildung 4.11 gezeigt. Die
Laufzeiten in Diagramm 4.11(a) sind relativ zu den Werten aus Abbildung 4.10(a) angege-
ben, um die Veränderung durch die Anwendung der Faktorisierung darzustellen. Neben
der Laufzeit (Punkte) ist im Diagramm auch die Anzahl der Operationen (durchgezogene
Linie) enthalten, welche ebenfalls auf den nicht faktorisierten Operator bezogen ist. Es
ist zu erkennen, dass die anfängliche Implementierung des faktorisierten Operators die
Reduktion des numerischen Aufwandes nicht für alle Polynomgrade in einen adäquaten
Laufzeitvorteil umsetzen kann. Eine zufriedenstellende Beschleunigung ist nur für die
mittleren Polynomgrade P=7, . . . , 12 festzustellen. Für höhere Werte von P reduziert sich
der Laufzeitvorteil stark und ist für P= 15 fast ausgeglichen. Eine Beschleunigung über
die Verringerung der Anzahl der Operationen hinaus, wie man sie aufgrund der kleineren
Operatoren und der daraus folgenden besseren Cache-Nutzung erwarten könnte, ist für
keinen Polynomgrad festzustellen.
Die Ergebnisse der Laufzeitmessungen werden durch die Auswertung der Rechenge-
schwindigkeit bestätigt. Die Werte in Diagramm 4.11(b) steigen für kleine Polynomgrade
sehr langsam an. Für mittlere P wird eine etwas höhere Leistung im Vergleich mit dem
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Ordnung der Ansatzpolynome (P)
 Anzahl Operationen
 Laufzeit
(a) Veränderung des Aufwandes (Operationen
und Laufzeit) gegenüber dem nicht faktori-































Ordnung der Ansatzpolynome (P)
(b) Rechengeschwindigkeit.
Abbildung 4.11: Leistungsanalyse des SEM-Helmholtz-Operators: Erste Version des Algo-
rithmus zur Faktorisierung nach der Berechnungsvorschrift (4.7), (4.8) und
(4.10).
nicht faktorisierten Operator erreicht, welche jedoch für P>12 stark, insbesondere stärker
als in Abbildung 4.10(b), abfällt. Die beiden Bereiche mit geringer Rechengeschwindigkeit
stimmen mit den Polynomgraden überein, für welche die zu erwartende Laufzeitreduktion
nicht erreicht werden kann. Die Leistungsoptimierung für den faktorisierten Helmholtz-
Operator muss daher darauf abzielen, die Effizienz insbesondere für kleine (P< 5) und
große (P>11) Polynomgrade zu erhöhen.
4.3.2 Eliminierung der 1-Symmetrien
Eine wesentliche Voraussetzung für effizient ausführbaren Code ist eine (auf die Prozessor-
architektur bezogen) ausgewogene Abfolge von Speicherzugriffs- und Rechenoperationen,
welche auf die Anzahl und Spezifikation der Ausführungseinheiten sowie die Latenz und
Bandbreite der Speicheranbindung abgestimmt ist. Sprungbefehle und konditionale An-
weisungen führen häufig zu einer Unterbrechung der Pipeline-Verarbeitung und daher zu
einer verringerten Auslastung der Ausführungseinheiten und einer geringeren Verarbei-
tungsgeschwindigkeit. Auf die faktorisierten SEM-Operatoren bezogen bedeutet dies, dass
sich die Einteilung in 1- und 3-Symmetrien und die daraus resultierende Abarbeitung des
Operators in Teilschritten gemäß der Gleichungen (4.7), (4.8) und (4.10) potentiell negativ
auf die Leistung des Algorithmus auswirkt. Im Gegensatz zu der kompakten Form des nicht
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Ordnung der Ansatzpolynome (P)
 1−Symmetrien
(a) Anteil der für die 1-Symmetrien notwendi-

































Ordnung der Ansatzpolynome (P)
 1−Symmetrien
 3−Symmetrien
(b) Rechengeschwindigkeit der Teilalgorithmen für
die 1- und 3-Symmetrien.
Abbildung 4.12: Analyse des Laufzeitverhaltens des faktorisierten Helmholtz-Operators –
separate Untersuchung der 1- und 3-Symmetrien.
faktorisierten Operators erfolgt die Berechnung im faktorisierten Fall in drei Teilschritten
mit unterschiedlichen Berechnungsvorschriften, wobei Teilfelder der Operanden (teilweise
mehrfach) geladen werden müssen. Andererseits nimmt die Anzahl der 1-Symmetrien im
Verhältnis zur Gesamtzahl der Freiheitsgrade mit steigender Polynomordnung ab, so dass
der verursachte numerische Aufwand anteilsmäßig geringer wird. Ob der negative Einfluss
der 1-Symmetrien auf die Gesamtleistung des Operators für praktisch relevante Werte von
P erheblich ist, lässt sich allerdings nicht allgemein feststellen.
Eine funktionale Erweiterung des SEM-Anwendungskernes für BENCHIT ermöglicht
eine quantitative Beantwortung dieser Frage für die Testkonfiguration. Der Anteil des
durch die nicht faktorisierbaren 1-Symmetrien (Gleichungen (4.7) und (4.8)) verursachten
Zeitaufwandes kann separat von den 3-Symmetrien (Gleichung (4.10)) vermessen werden.
Die Ergebnisse dieser Analyse sind in Abbildung 4.12 zusammengefasst. Der Anteil der
für die 1-Symmetrien benötigten Berechnungen an der Gesamtlaufzeit ist im Diagramm
4.12(a) dargestellt. Die Ergebnisse offenbaren, dass ein nicht unerheblicher Teil der Zeit
für die Berechnungsvorschriften (4.7) und (4.8) benötigt wird. Bis zur Polynomordnung
P=10 beträgt dieser Anteil über 25%, für kleinere Ordnungen weit darüber. Die Rechen-
geschwindigkeit in Abbildung 4.12(b) zeigt den deutlichen Unterschied zwischen den
Algorithmen für die 1- und 3-Symmetrien. Fast unabhängig von der Polynomordnung
können die 1-Symmetrien nur mit etwa 5% der Maximalleistung abgearbeitet werden, was
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in Verbindung mit dem hohen Zeitanteil die geringe Effizienz des Gesamtoperators für
kleine und mittlere Polynomordnungen erklärt.
Um die wenig effiziente Sonderbehandlung der 1-Symmetrien zu vermeiden, wird im
Folgenden am Beispiel des Matrix-Vektor-Produktes (4.6) eine algebraische Transforma-
tion des faktorisierbaren Operators und der beteiligten Vektoren eingeführt. Durch diese
Modifikation werden die 1-Symmetrien formal in zusätzliche 3-Symmetrien gewandelt
und damit als Sonderfall aus dem Algorithmus eliminiert. Zu diesem Zweck werden die
















































































Der modifizierte Operator ist durch zusätzliche Zeilen und Spalten derart erweitert, dass
die zu den 1-Symmetrien korrespondierenden Teilmatrizen durch Wiederholung der Werte
und das Hinzufügen von Nullen zu zirkulanten 3×3-Blöcken vervollständigt werden.
Entsprechend werden die zu 1-Symmetrien gehörenden Komponenten des Vektors u durch
Nullen erweitert. Auch der Ergebnisvektor z erhält zusätzliche Komponenten entsprechend
der Anzahl der 1-Symmetrien. Das in der Darstellung verwendete Symbol × versinnbild-
licht, dass die Werte dieser zusätzlichen Komponenten nach der Ausführung des Matrix-
Vektor-Produktes ignoriert werden.
Durch die beschriebene algebraische Transformation werden die 1-Symmetrien im Sinne
des Algorithmus eliminiert. Die zu den 3-Symmetrien korrespondierenden Teilmatrizen
und Komponenten der Vektoren bleiben von der Modifikation unverändert. Neben der
einmaligen Erweiterung des Operators vor dessen Faktorisierung muss vor jeder Aus-
führung einer Matrix-Vektor-Multiplikation der Vektor u durch das Einfügen von Nullen
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Ordnung der Ansatzpolynome (P)
(b) Rechengeschwindigkeit
Abbildung 4.13: Leistungsanalyse des faktorisierten SEM-Helmholtz-Operators nach der
Eliminierung der 1-Symmetrien.
erweitert werden. Zur Berechnung des Resultates wird jetzt ausschließlich die Vorschrift
(4.10) angewendet. Die Rücktransformation des Ergebnisses z erfolgt in einfacher Weise
durch das Weglassen der entsprechend hinzugefügten Komponenten. Durch die Modi-
fikation der Vektoren u und z und besonders durch die Erhöhung der Dimension des
Operators entsteht ein zusätzlicher numerischer Aufwand. Bezeichnet man die Anzahl
der 1-Symmetrien mit N1 (in Analogie zu der in 4.2.4 eingeführten Bezeichnung N3 für die
Anzahl der 3-Symmetrien), so wird die Anzahl der Zeilen und Spalten um 2N1 erhöht und
es werden entsprechend mehr Operationen für die Matrix-Vektor-Multiplikation benötigt.
Eine besondere Beachtung erfordern die für die numerische Quadratur auf gekrümmten
Elementen notwendigen Interpolationsmatrizen (siehe Abschnitt 3.3.1), da in diesem Fall
zwei verschiedene Punktsätze und daher unterschiedliche 1-Symmetrien auftreten. Die
Transformation zur Eliminierung der 1-Symmetrien kann auch in dieser Situation durchge-
führt werden, die Anzahl der Zeilen und Spalten erhöht sich dann unter Umständen um
unterschiedliche Werte.
Trotz der Erhöhung des numerischen Aufwandes führt die Eliminierung der 1-Symmetri-
en zu einem effizienteren Operator, wie die Ergebnisse der Leistungsanalyse in Abbildung
4.13 zeigen. Im Vergleich mit Abbildung 4.11(a) zeigt 4.13(a) den beschriebenen Mehr-
aufwand durch zusätzliche numerische Operationen. Dies ist für kleine Polynomgrade
besonders deutlich, da das Verhältnis der Anzahl von 1- und 3-Symmetrien hier vergleichs-
weise groß ist. Durch den effizienteren Algorithmus ergibt sich jedoch trotz des höheren
Aufwandes eine leichte Verbesserung der Laufzeit, welche insbesondere – im Gegensatz zur
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anfänglichen Implementierung – der veränderten Anzahl der Operationen entspricht. Der
Bereich mittlerer Polynomgrade (P=5, . . . , 12) erfährt durch die Optimierung ebenfalls eine
Beschleunigung, so dass der Laufzeitvorteil den Faktor zwei erreicht und zum Teil übertrifft.
Damit liegt die Laufzeitverbesserung in diesem Bereich deutlich über der 5/9-Reduktion des
numerischen Aufwandes. Für hohe Polynomgrade (P>12) kann weiterhin kein adäquater
Laufzeitvorteil erreicht werden, wenn auch eine leichte Verbesserung gegenüber 4.11(a)
erkennbar ist.
Die Auswertung der Rechengeschwindigkeit in Diagramm 4.13(b) ergibt eine Verbesse-
rung für alle Polynomgrade, wobei der Vorteil der Optimierung für mittlere P besonders
deutlich ist. Dies kann durch die Überlagerung zweier Effekte erklärt werden: Einerseits ist
der Anteil der 1-Symmetrien für kleine Polynomgrade am höchsten, so dass deren Elimi-
nierung in diesen Fällen einen deutlichen Effekt hervorruft. Andererseits ermöglicht die
regelmäßige Struktur der Operationen und Operatoren eine bessere Cache-Nutzung durch
den geringeren Speicherbedarf der faktorisierten Operatoren. Dieser Vorteil ist erst bei
höheren Polynomgraden relevant. Beide Effekte tragen offensichtlich in unterschiedlichem
Maße zur Leistungsverbesserung bei, allerdings profitieren die mittleren Polynomgrade
eventuell von beiden Wirkungen gleichzeitig, was deren stärkere Beschleunigung erklären
könnte.
4.3.3 Optimierte Berechnungen im Fourier-Raum
Die Eliminierung der 1-Symmetrien verbessert die Effizienz der SEM-Operatoren, allerdings
ohne dass die Erwartungen an die Leistungsverbesserungen für alle Polynomordnungen
erfüllt werden. Eine weitergehende Optimierung ist notwendig, wobei die Analyse des Al-
gorithmus zur Berechnung von (4.10) zusätzlich Potenzial zur Effizienzsteigerung eröffnet.
Folgt man der in Abschnitt 4.2.3 eingeführten Nummerierung der Freiheitsgrade – nach
der die zu einer Symmetriegruppe gehörenden Punkte unmittelbar aufeinander folgen
– und beachtet die durch die Eliminierung der 1-Symmetrien erfolgte Erweiterung der
Dimension, so können die Berechnungen (4.7)–(4.9) inklusive der Faktorisierung (4.10)
durch die Berechnungsvorschrift
u˜ = F3 (u)
z˜ = A˜ ∗ u˜ (4.13)
z = z + F3 (z˜)
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ersetzt werden, wobei
u, z ∈ RN+P , u˜, z˜ ∈ CN+P und A˜ ∈ CN+P×N+P
mit der Definition
N+P = NP + 2N1
vereinbart wird. Dies bedeutet, dass der Argumentvektor u vor Anwendung des Algo-
rithmus um die in 4.3.2 erläuterten Komponenten erweitert und das Resultat z nach der
Berechnung wieder um die entsprechenden Stellen verkürzt wird. In der praktischen Im-
plementierung kann diese Prozedur in die segmentweise Fourier-Transformation F3 und
ihre Inverse F3 integriert werden. Das Symbol ∗ in Gleichung (4.13) deutet wiederum an,
dass das Matrix-Vektor-Produkt aufgrund der blockweise diagonalen Struktur von A˜ mit
geringem Aufwand durchgeführt werden kann.
Aufgrund der segmentweisen Struktur können die Vektoren u˜, z˜ und die Matrix A˜
alternativ als Zusammensetzungen von Elementen aus C3 (entsprechend der 3-Symmetrien)
betrachtet werden. Unter dieser Voraussetzung wird die Vorschrift (4.13) in der Form
z˜p = A˜pq ∗ u˜q (4.14)
ausgeführt, wobei ∗ die komponentenweise Multiplikation zweier komplexer 3-Vektoren
symbolisiert. Es gilt
p,q = 1, . . . ,N3 ,
wobei N3 alle Symmetriegruppen, insbesondere auch die zu 3-Symmetrien umgewandelten
1-Symmetrien, umfasst.
Es wird nun die praktische Umsetzung der komponentenweise Multiplikation zweier
komplexer 3-Vektoren näher betrachtet. Die diskrete Fourier-Transformation eines reellen
3-Vektors liefert einen symmetrischen komplexen Vektor gleicher Länge, dessen zweite und




















Das Ergebnis dieser Transformation lässt sich aus diesem Grund wiederum als Sequenz

















4.3 Leistungsoptimierung der Spektralelementeoperatoren
Sowohl die Speicherung als auch die Ausführung von Operationen können vorteilhaft auf
Basis dieser Darstellung realisiert werden. Die komponentenweise Multiplikation zweier





























































für die Berechnung des Matrix-Vektor-Produktes, wobei die in eckige Klammern gesetzten
Indizes sich auf die einzelnen Komponenten der entsprechend Schema (4.15) gespeicherten
Terme beziehen.
Die durch (4.14) implizierte Reihenfolge stellt in gewisser Weise eine natürliche Rei-
henfolge der Berechnungsschritte dar, die durch die Definition der Symmetriegruppen
begründet ist. Bei der Umsetzung gemäß (4.16)–(4.18) ist erkennbar, dass dieses Vorgehen
zu einer Sequenz von N3 Berechnungsschritten führt, die jeweils eine geringe Anzahl von
Gleitkommaoperationen (fünf Multiplikationen und zwei Additionen) beinhalten.
Mit Hinblick auf die Architektur aktueller Mikroprozessoren könnte ein Algorithmus mit
weniger Berechnungsschritten, die jeweils eine größere Anzahl Gleitkommaoperationen
umfassen, effizienter ausgeführt werden. Durch eine Neuordnung der Berechnungsschritte
kann dies relativ einfach realisiert werden: Anstatt die Symmetriegruppen nacheinander
abzuarbeiten, werden zunächst nur die ersten Komponenten z˜[1]p aller Symmetrien (d. h.
16 p 6 N3) berechnet. Danach folgen die zweiten Komponenten aller Gruppen, z˜[2]p , und
am Schluss mit z˜[3]p die noch fehlenden Terme. Wie in der Formalisierung
z˜[1] = A˜[1] u˜[1]
z˜[2] = A˜[2] u˜[2] − A˜[3] u˜[3]
z˜[3] = A˜[2] u˜[3] + A˜[3] u˜[2]
des soeben beschriebenen Vorgehens deutlich wird, besteht die Veränderung lediglich in
der zeilenweisen Ausführung von (4.16)–(4.18) anstelle der Abarbeitung aller drei Schritte
für jeweils einen Index p=1, . . . ,N3. Die Modifikation hat jedoch den erwünschten Effekt,
dass nun drei Blöcke mit jeweils einer bzw. zwei (reellen) Matrix-Vektor-Produkten der
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Ordnung der Ansatzpolynome (P)
(b) Rechengeschwindigkeit
Abbildung 4.14: Leistungsdaten des faktorisierten SEM-Helmholtz-Operators nach der
Optimierung der Berechnungen im Fourier-Raum.





, ausgeführt werden. Die Gesamtzahl der Operationen ändert sich dabei im Vergleich
mit (4.16)–(4.18) selbstverständlich nicht; bezogen auf den ursprünglichen Operator in der
faktorisierten Form besteht der Mehraufwand lediglich in den durch die Eliminierung
der 1-Symmetrien hinzugekommenen Freiheitsgraden. Im Gegensatz zur blockdiagonalen
Struktur von A˜ sind die komponentenbezogenen Matrizen A˜[i] jedoch kompakt.
Die Leistungsanalyse des entsprechend modifizierten Operators belegt eine deutliche
Verbesserung der Effizienz. Der veränderte Algorithmus gleicht strukturell dem des nicht
faktorisierten Operators, insbesondere besteht die leistungsrelevante Invarianz einzelner
Operanden (siehe Gleichung (3.5) und die Erläuterungen in 4.3.1 auf Seite 111). Durch die
verringerte Dimension der Matrix-Vektor-Produkte wird zusätzlich eine bessere Cache-
Nutzung erreicht.
Die Ergebnisse in Abbildung 4.14 bestätigen diese Aussagen. Die Aufwandsreduktion
kann für alle untersuchten Polynomgrade in eine adäquate Laufzeitverbesserung umgesetzt
werden – in den meisten Fällen ist die Verbesserung sogar deutlich stärker. Insbesondere für
höhere Polynomordnungen wird ein deutlicher Vorteil erzielt, was die Cache-Effizienz der
Implementierung verdeutlicht. Für die praktisch relevanten mittleren und höheren Grade
wird eine Beschleunigung um den Faktor 2–3 erreicht, was zum Teil deutlich über dem für
die Faktorisierung von 3-Symmetrien geltenden Wert von 1,8 liegt.
In Übereinstimmung mit den Laufzeitverbesserungen zeigt die Auswertung der FLOP-
Rate in Abbildung 4.14(b) eine Erhöhung der Rechengeschwindigkeit insbesondere für die
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Ordnung der Ansatzpolynome (P)
 Quadratur − std.
 Quadratur − fakt.
 Kollokation (A)
 Kollokation (B)
Abbildung 4.15: Leistungsanalyse der SEM-Operatoren für gekrümmte Elemente. Darge-
stellt ist die relative Ausführungszeit verschiedener Varianten im Verhält-
nis zum Operator für gerade Elemente.
mittleren und hohen Polynomordnungen. Die Ausführungsgeschwindigkeit liegt für einen
Teil der Tests bei etwa 50% der maximalen Rechenleistung des verwendeten Prozessors und
ist somit deutlich besser als die des nicht faktorisierten Operators (vgl. Abbildung 4.10(b)).
4.3.4 Leistungsanalyse für gekrümmte Elemente
Um die Leistungsanalyse der SEM-Implementierung zu vervollständigen, werden die Ele-
mentoperatoren für gekrümmte Elemente betrachtet. Obwohl davon ausgegangen werden
kann, dass die meisten für praktische Anwendungen erzeugten Gitter mehrheitlich aus
geraden Elementen bestehen, erscheint die Untersuchung dieser Fragestellung aus den
folgenden Gründen relevant: Zum Einen hat die Analyse der 1-Symmetrien in Abschnitt
4.3.2 gezeigt, dass vermeintlich unwesentliche Teile des Gesamtalgorithmus einen bedeu-
tenden Einfluss auf die Leistung haben können, wenn sie mit hinreichend geringer Effizienz
ausgeführt werden. Zum Zweiten kann die Anzahl der gekrümmten Elemente erheblich
sein, wenn diese beispielsweise im Rahmen einer adaptiven Gitterverfeinerung in weitere
gekrümmte Elemente unterteilt werden. Dies kann sowohl bei geometrisch motivierter Ver-
feinerung als auch bei physikalischen Strömungsstrukturen (z. B. Grenzschichten entlang
gekrümmter Ränder) verstärkt auftreten. Schlussendlich erfordert auch die umfassende
Bewertung der verschiedenen in Abschnitt 3.3 erläuterten Techniken zur Behandlung
gekrümmter Elemente eine Analyse der Leistung.
Der Vergleich des Helmholtz-Operators für gekrümmte Elemente erfolgt mit Bezug auf
den faktorisierten Operator für gerade Elemente, wie er in Gleichung (4.11) angegeben ist.
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Die vier mit dieser Variante verglichenen Techniken für gekrümmte Elemente basieren im
Einzelnen auf:
• numerischer Quadratur gemäß Gleichung (3.8) aus Abschnitt 3.3.1 mit Stützstellen aus
Tensorprodukten eindimensionaler Quadraturpunkte (die entsprechenden Resultate
sind in Abbildung 4.15 als „Quadratur – std.“ bezeichnet),
• numerischer Quadratur nach Abschnitt 3.3.1, wobei axialsymmetrische Quadratur-
punkte verwendet und der Operator entsprechend Gleichung (4.12) aus Abschnitt
4.2.6 faktorisiert ist („Quadratur – fakt.“),
• Kollokation der geometrischen Terme nach Abschnitt 3.3.2 mit der symmetrischen
Komponenten aus Jacobi-Determinante und Massematrix nach Gleichung (3.12) („Kol-
lokation (A)“) und
• Kollokation der geometrischen Terme nach Abschnitt 3.3.2, wobei die Massematrix
gemäß Gleichung (3.11) nach [94] approximiert ist („Kollokation (B)“).
Wie die Ergebnisse in Abbildung 4.15 zeigen, hat die Auswahl der verwendeten Methode
einen zum Teil erheblichen Einfluss auf die Laufzeit der Implementierung. Wie zu erwarten,
sind die auf der Kollokation der geometrischen Terme basierenden Techniken am schnells-
ten, da sie die faktorisierten Standardelementmatrizen verwenden und der Aufwand sich
im Wesentlichen nur durch einen konstanten Faktor von den geraden Elementen unterschei-
det. Der Unterschied zwischen den Varianten A und B besteht lediglich im Mehraufwand
für ein Matrix-Vektor-Produkt und ist für praktische Belange nicht relevant. Für höhere
Polynomgrade benötigen die Kollokationstechniken weniger als die doppelte Zeit der Ope-
ratoren für gerade Elemente. Dieser vorteilhaften Leistungscharakteristik steht allerdings –
wie in Abschnitt 3.3.2 erläutert – eine reduzierte Genauigkeit gegenüber.
Im Gegensatz dazu ermöglicht die Gauß-Quadratur mit Stützstellen auf Tensorprodukt-
basis („Quadratur – std.“) eine der Interpolationsordnung angepasste Genauigkeit der
Operatoren. Durch die Asymmetrie der Quadraturpunkte wird allerdings die Faktorisie-
rung verhindert, weshalb diese Methode gravierende Leistungseinbußen verzeichnet. Die
Werte in Abbildung 4.15 deuten daraufhin, dass die relative Laufzeit bezogen auf den
Operator für gerade Elemente proportional zum Verhältnis der Anzahl von Quadratur-
und Interpolationspunkten ist.
Durch die Verwendung axialsymmetrischer Punktsätze für die Quadratur kann die
Leistung durch Anwendung der Faktorisierung erheblich gesteigert werden, ohne eine
Reduktion der Genauigkeit in Kauf nehmen zu müssen. Der entsprechende Helmholtz-
Operator gemäß Gleichung (4.12) benötigt für alle untersuchten Polynomordnungen we-
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niger als die dreifache Laufzeit des Operators für gerade Elemente und stellt damit einen
genauen und effizienten Bestandteil der Implementierung dar.
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5 Abschließende Betrachtungen
IM vorangegangenen Hauptteil dieser Arbeit standen vor allem methodische Aspek-te und technische Details der SEM im Vordergrund, die eine effiziente Realisierung
des Verfahrens unter Verwendung unstrukturierter Gitter ermöglichen. Die vorgestellte
Weiterentwicklung der Faktorisierungsmethode für Elementoperatoren und die Techniken
zur Leistungsanalyse und -verbesserung ermöglichen die Implementierung leistungsfä-
higer numerischer Algorithmen als grundlegende Komponenten einer Anwendung zur
numerischen Strömungssimulation.
Der Inhalt des nun folgenden, abschließenden Kapitels dient im Wesentlichen den fol-
genden Zielen: Zunächst soll durch eine skizzenhafte Darstellung einiger weiterführender
Untersuchungen die behandelte Variante der SEM in einem umfassenderen und insbeson-
dere anwendungsnäheren Zusammenhang dargestellt werden. Zu diesem Zweck werden
die erfolgreiche Integration der Methode mit adaptiven Verfeinerungstechniken und die
Anwendung auf zeitabhängige Probleme präsentiert. Im Anschluss daran werden die Er-
gebnisse der Arbeit zusammengefasst und auf Grundlage dieser erweiterten Perspektive
bewertet.
Ein Ausblick auf im Zusammenhang mit der behandelten Thematik derzeit noch offenen
Fragen und möglichen Zielstellungen für weiterführende Untersuchungen schließt die
Arbeit ab.
5.1 Weiterführende Untersuchungen
Da eine detaillierte Beschreibung der folgenden Untersuchungen über die Zielsetzung
dieser Arbeit hinausginge, beschränken sich die folgenden Darstellungen lediglich auf
grundlegende Erläuterungen, um das Anwendungsfeld der bisher behandelten Methoden
und Techniken zu verdeutlichen.
5.1.1 Adaptive Verfeinerung für unstrukturierte SEM-Gitter
Bereits in Abschnitt 2.2 ist erwähnt worden, dass eine wichtige – wenn auch nicht die
einzige – Motivation für die Verwendung unstrukturierter Gitter in der Möglichkeit zur
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(a) Ebene 0 (b) Ebene 1 (c) Ebene 2 (d) Ebene 3
(e) Verfeinerungszone in Ebene 3
Abbildung 5.1: Adaptiv verfeinertes Gitter einer zylindrischen Geometrie für die iterati-
ve Lösung der Helmholtz-Gleichung. Darstellung der durch wiederholte
Gitterverfeinerung hierarchisch erzeugten Ebenen.
lokalen Verfeinerung der Elemente besteht. Die in dieser Arbeit diskutierte nodale SEM auf
Tetraedern ist potentiell für die Anwendung adaptiver Techniken gut geeignet, weshalb
nachfolgend im Sinne einer Machbarkeitsstudie gezeigt wird, dass die Kombination von
SEM und adaptiver Verfeinerung trotz erheblicher algorithmischer Komplexität zu einer
deutlichen Reduktion des numerischen Aufwandes und in der Folge zu weitreichenden
Laufzeitvorteilen führt. An dieser Stelle wird die Vorgehensweise der Untersuchung relativ
kurz gefasst, da eine detaillierte Darstellung bereits in [39] erfolgt ist. Dort findet sich auch
ein Überblick über die Arbeiten anderer Autoren zu diesem Thema, wobei zu konstatieren
ist, das die Kombination von Tetraeder-Gittern und Adaption im Zusammenhang mit der
SEM noch keine umfassende Untersuchung erfahren hat.
Die Grundlage des numerischen Experimentes besteht wiederum in der Lösung der
Helmholtz-Gleichung; diesmal innerhalb eines zylindrischen Gebietes, wodurch gekrümm-
te Elemente in die Betrachtung einbezogen werden. In Analogie zu Abschnitt 3.2.1 werden
Rand- und Quellterm der Gleichung so gewählt, dass die exakte Lösung dem Einfluss einer
exponentiell abklingenden Linienquelle (parallel zur Zylinderachse, aber mit dieser nicht
notwendigerweise zusammenfallend) entspricht.
Der Algorithmus zur numerischen Behandlung des Modellproblems besteht in der wie-
derholten Ausführung von iterativer Lösung und adaptiver Gitterverfeinerung, wobei
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letzterer Schritt bei Bedarf eine neue Ebene zur Hierarchie der adaptierten Gitter hinzu-
fügt. Die in diesem Zusammenhang zur Anwendung kommenden Datenstrukturen und
Algorithmen zur Adaption sind in [113] erläutert, wo auch die effiziente Parallelisierung
des Verfahrens untersucht wird. In Abbildung 5.1 sind beispielhaft drei der durch adap-
tive Verfeinerung erzeugten Gitter dargestellt. Die in Abbildung 5.1(a) gezeigte Ebene 0
entspricht dem Ausgangsgitter mit gleichmäßiger Feinheit. Der erste Lösungs-/Adapti-
onszyklus resultiert in der Erzeugung von Ebene 1 (Abbildung 5.1(b)) welche sukzessive
weiter verfeinert wird (Abbildungen 5.1(c) und 5.1(d)). Die Darstellung in Abbildung 5.1(e)
ermöglicht einen detaillierten Blick in die Verfeinerungszone der dritten Ebene.
Das hier zur Verfeinerung verwendete Adaptionskriterium basiert auf der Variation der
exakten Lösung, welche elementweise ausgewertet wird und bei Übersteigen eines Refe-
renzwertes zur Unterteilung des betroffenen Elementes führt. Verschiedene Möglichkeiten
zur Herleitung von spezifischen Adaptionskriterien für die SEM sind in [83, 53, 2, 52, 122]
enthalten; eine entsprechende Untersuchung im Zusammenhang mit der hier verwendeten
Implementierung findet sich in [20].
An dieser Stelle soll die Effizienz des adaptiven Lösungsalgorithmus durch einen Ver-
gleich mit einer globalen, d. h. gleichmäßigen, Verfeinerung beurteilt werden. In Abbildung
5.2 ist der Fehler der Näherungslösung (Maximumnorm) für die nacheinander ausgeführ-
ten Lösungs-/Verfeinerungszyklen dargestellt. Abbildung 5.2(a) enthält den Vergleich von
gleichmäßiger und adaptiver Verfeinerung in Abhängigkeit von der Größe (Anzahl der
Gitterpunkte bzw. Freiheitsgrade) des Gitters. Diese Darstellung ermöglicht eine Einschät-
zung des Rechenaufwandes beider Varianten. Wie zu erkennen, kann der Fehler durch die
Anwendung von Adaption bei gleichem Aufwand um mehr als zwei Größenordnungen
verbessert werden. Entsprechend ergibt sich eine substantielle Reduktion des numerischen
Aufwandes, wenn die notwendige Anzahl der Freiheitsgrade für einen gegebenen Fehler
betrachtet wird.
Wie bereits bei den Untersuchungen zur Faktorisierung der Elementoperatoren (in Ab-
schnitt 4.3) geschehen, soll auch für die Adaption nachgewiesen werden, dass die Reduktion
des numerischen Aufwandes trotz einer erheblichen Steigerung der algorithmischen Kom-
plexität zu einem adäquaten Laufzeitgewinn führt. Abbildung 5.2(b) zeigt die Ergebnisse
des entsprechenden Experimentes. Dargestellt ist der Lösungsfehler für gleichmäßige und
adaptive Gitterverfeinerung in Abhängigkeit von der Laufzeit des jeweiligen Lösungs-/Ver-
feinerungszyklus. Im Falle der gleichmäßigen Verfeinerung geht nur die iterative Lösung
der Modellgleichung in die Zeitmessung ein, während für die adaptive Methode sowohl die
Zeit für die Gitterverfeinerung als auch für die Gleichungslösung in die Messung einfließt.
Folgerichtig ist ein zeitlicher Mehraufwand für die Behandlung der ersten Gitterebene
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Abbildung 5.2: Lösung der Helmholtz-Gleichung durch Verfeinerung des SEM-Gitters:
Vergleich gleichmäßiger und adaptiver Verfeinerung. Der dargestellte Fehler
ist bezogen auf das Ausgangsgitter normalisiert.
jedoch mehr als kompensiert wird. Für die feineren Gitter entspricht der Laufzeitvorteil
qualitativ (und mit guter Näherung auch quantitativ) mit der Reduktion der numerischen
Komplexität überein. Zusammenfassend kann damit die Eignung der hier beschriebenen
SEM für die Anwendung adaptiver Methoden – aus Sicht der numerischen Effizienz der
Implementierung – als nachgewiesen gelten.
5.1.2 (Pseudo-)Instationäre Modellprobleme
Die Anwendung der numerischen Methode auf zeitabhängige Probleme ist bisher nur am
Rande behandelt worden und soll der Vollständigkeit halber im Folgenden anhand zweier
Beispiele kurz illustriert werden. Zunächst stehen dabei nochmals die Datenstrukturen und
Algorithmen für adaptive SEM-Gitter im Mittelpunkt. Im Rahmen einer Konzeptstudie
wurde der Unstructured Adaptive NAS Parallel Benchmark (UA-NASPAR-Benchmark [35])
auf Basis der vorliegenden SEM-Bibliothek implementiert [38]. Physikalische Grundlage
der Untersuchung bildet ein einfaches Konvektions-/Diffusionsproblem im Einheitswürfel,
bei dem eine kugelförmige Wärmequelle gradlinig und gleichförmig in einem konstanten
Geschwindigkeitsfeld durch das Rechengebiet bewegt wird. Die Temperaturverteilung
wird durch eine instationäre Gleichung beschrieben, welche durch Dirichlet-Randbedin-
gungen komplettiert wird. Der Konvektionsterm der Gleichung wird mit einem Runge-
Kutta-Verfahren vierter Ordnung explizit behandelt, während der Diffusionsterm mittels
130
5.1 Weiterführende Untersuchungen
(a) Zeitschritt nt = 2 (b) nt = 10 (c) nt = 21
Abbildung 5.3: Behandlung instationärer Probleme mit adaptiven Gittern: Der Unstructured
Adaptive NAS Parallel (UA-NASPAR) Benchmark. Dargestellt ist die Lösung
des Konvektions-/Diffusionsproblems und das adaptiv verfeinerte SEM-
Gitter zu unterschiedlichen Zeitpunkten der Simulation.
implizitem Euler-Verfahren diskretisiert und das entstehende Gleichungssystem mit dem
Verfahren konjugierter Gradienten iterativ gelöst wird.
In der ursprünglichen Beschreibung erfolgt die Ortsdiskretisierung auf einem SEM-Gitter
aus rechtwinkligen Elementen, welche mit Basisfunktionen auf Grundlage von Legendre-
Polynomen und Kollokationspunkten aus einem Tensorprodukt-Ansatz versehen sind. Die
Ordnung der Ansatzpolynome ist für alle Elemente und alle Zeitschritte konstant. Das
entsprechende Gitter wird durch isotrope Verfeinerung anhand eines a-priori-Kriteriums
verfeinert, welches im Wesentlichen den Abstand der Elemente zur Wärmequelle (definiert
durch den zeitveränderlichen Mittelpunkt und einen Referenzradius) beachtet. Elemente,
die dem Verfeinerungskriterium nicht (mehr) entsprechen, können durch Zusammenlegung
vergrößert werden (lokale Verringerung der Auflösung).
Soweit wie möglich, hält sich die vorgenommene Realisierung des UA-NASPAR-Bench-
marks an die Vorgaben aus [35]. Wesentliche Unterschiede bestehen in der Ortsdiskretisie-
rung mit Tetraeder-Elementen und den entsprechenden nodalen Basisfunktionen sowie
der Adaptionsstrategie, welche anisotrope Verfeinerungen zulässt und modifizierte Regeln
zur Konformität des Gitters umfasst. Die Realisierung des Benchmarks ist in Abbildung
5.3 illustriert. Die Darstellungen zeigen jeweils einen Ausschnitt des Rechengebietes zu
unterschiedlichen Zeitpunkten der Simulation. Deutlich zu erkennen ist die Bewegung
der Wärmequelle, welche durch die unterschiedliche Färbung lokalisiert wird, sowie die
veränderliche Verfeinerungszone, die der numerischen Lösung des Modellproblems folgt.
Mit der Realisierung des UA-NASPAR-Benchmarks enthält die SEM-Implementierung
eine Konzeptstudie zur Umsetzung zeitabhängiger Probleme und ein Werkzeug für wei-
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tere Untersuchungen im Bereich der algorithmischen Effizienz, speziell mit Blick auf die
Parallelisierung. Wenn auch das numerische Verfahren in diesem Beispiel auf die Lösung
eines einfachen Gleichungstyps spezialisiert ist und die flexible Behandlung verschiedener
Randbedingungen nicht erlaubt, so sind dennoch die wesentlichen Komponenten eines
adaptiven Strömungslösers in funktionsfähiger Form realisiert und getestet.
Mit dem folgenden, abschließenden Anwendungsbeispiel auf Basis der SEM-Implemen-
tierung kehren die Betrachtungen zu einem Ausgangspunkt der Arbeit – der numerischen
Simulation inkompressibler Strömungen – zurück. Ohne auf die Einzelheiten der Umset-
zung genauer einzugehen, wird die Implementierung einer numerischen Strömungssimu-
lation anhand einiger Ergebnisse zusammenfassend beschrieben.
Als einfaches Modellproblem für die numerischen Behandlung der Navier-Stokes-Glei-
chungen wird die laminare Strömung eines inkompressiblen Fluides zwischen zwei parallel
zueinander angeordneten Platten betrachtet (ebene Poiseuille-Strömung). Bei diesem nu-
merischen Experiment wird das Fluid durch eine konstante Volumenkraft parallel zu den
Platten angetrieben, wobei die Stärke der Volumenkraft sowie der Plattenabstand so be-
messen sind, dass die resultierende Strömung laminar ist. Das Geschwindigkeitsfeld der
exakten Lösung ist zeitlich konstant und variiert räumlich lediglich in der kraftparallelen
Komponente. Entlang der Normalenrichtung der Platten stellt sich für diese Geschwindig-
keitskomponente ein parabelförmiges Profil ein. Aufgrund der geringen physikalischen
Komplexität eignet sich dieses Modellproblem gut zur Evaluierung der implementierten
numerischen Methoden und Algorithmen.
Im Gegensatz zum mathematischen Modell ist die numerische Simulation aufgrund der
Initialisierung mit homogenen Anfangsbedingungen (pseudo-)zeitabhängig, so dass das in
Abschnitt 1.2 beschriebene Verfahren zur Zeitdiskretisierung ebenfalls in die Untersuchung
eingeht. Die Berechnungen werden auf einem gleichmäßig feinen Spektralelementegitter
(der Referenzwert für die Gitterfeinheit beträgt h= 1/16) bestehend aus 1 536 Tetraeder-
Elementen mit konstanter Ansatzordnung P=3 ausgeführt. Als Maßzahl zur Bewertung
der numerischen Ergebnisse dient der Maximalwert der kraftparallelen Geschwindigkeits-
komponente. Dieser ist von der Stärke der Volumenkraft, dem Plattenabstand und der
Viskosität des Fluides abhängig. Die entsprechenden Parameter werden so festgelegt, dass
sich für die exakte Lösung des Problems ein Referenzwert von Eins ergibt.
Abbildung 5.4(a) zeigt die zeitliche Entwicklung der numerischen Lösung. Der Maxi-
malwert der Geschwindigkeit (blaue Linie mit Bezug zur linken vertikalen Achse) beginnt,
den Anfangsbedingungen entsprechend, bei Null und nähert sich wie erwartet dem Refe-
renzwert Eins an. Gleichzeitig ist in dem Diagramm die Maximumnorm des Fehlers (d. h.
der punktweise berechnete, betragsmäßig größte Unterschied zwischen numerischer und
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Abbildung 5.4: Behandlung instationärer Probleme mit der SEM: Numerische Simulation
der ebenen Poiseuille-Strömung
feststellen, dass sich, wie gefordert, die numerischen Werte im gesamten Rechengebiet der
analytischen Lösung des Modellproblems annähern. Das erkennbare Ansteigen des Fehlers
im späteren Verlauf der Simulation ist bisher nicht näher untersucht worden.
Im Zusammenhang mit dieser Untersuchung ist der numerische und zeitliche Aufwand
für die Berechnung der Geschwindigkeitsfelder durch Lösung der Helmholtz-Gleichungen
(1.6) interessant, um die Relevanz dieses Gleichungstyps als in der Arbeit häufig verwende-
tes Modellproblem zu überprüfen. Zu diesem Zweck sind in Abbildung 5.4(b) normierte
Iterationszahlen und Laufzeiten für verschiedene Komponenten der Simulation dargestellt.
Allerdings ist bei der Bewertung der Daten die physikalische Struktur des Modellpro-
blems zu beachten: Der stationäre Charakter der laminaren Strömung führt dazu, dass der
numerische Aufwand zur iterativen Lösung der diskreten Gleichungen (sowohl der Druck-
gleichung (1.4) als auch der Gleichungen (1.6) für die Geschwindigkeitskomponenten) im
Laufe der Simulation immer geringer wird, da das Druck- und die Geschwindigkeitsfelder
zunehmend bessere Anfangsdaten für das Verfahren der konjugierten Gradienten bein-
halten. Dies ist in Abbildung 5.4(b) an der sinkenden Anzahl von Iterationsschritten (rote
Linie) zu erkennen. Des Weiteren bewirkt die ausschließlich eindimensionale Variation des
Strömungsfeldes, dass die Helmholtz-Gleichungen einen geringen Anteil am Gesamtauf-
wand zur Lösung der diskreten Gleichungen verursachen (im Vergleich zu Strömungen
mit dreidimensionalen Charakter), da nur die plattenparallele Geschwindigkeitskompo-
nente zu einem signifikanten Residuum beiträgt. In Abbildung 5.4(b) wird der Anteil der
Iterationsschritte zur Lösung der Helmholtz-Gleichungen bezogen auf die Gesamtzahl der
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im Zeitschritt ausgeführten Iterationen durch die blaue Linie dargestellt. Da es sich um ein
Verhältnis der Iterationszahlen handelt, ist der Wert weniger vom zunehmend stationären
Verhalten der Simulation betroffen.
Unter Beachtung der genannten Fakten kann der Zeitanteil für die Lösung der Helmholtz-
Gleichungen (vgl. gelbe Linie in Abbildung 5.4(b)) bewertet werden. In der Anfangsphase
der Simulation, in der die Zeitabhängigkeit den größten Einfluss hat, nimmt deren iterative
Lösung mehr als die Hälfte der Laufzeit in Anspruch. Der signifikante Anteil am Gesamt-
aufwand des Verfahrens und der universelle Charakter der Gleichung bestätigten damit
die Eignung als Modellproblem.
5.2 Zusammenfassung und Bewertung der Ergebnisse
Die Schwerpunkte dieser Arbeit liegen auf methodischen Aspekten und algorithmischen
Fragestellungen der Spektralelementemethode (SEM) zur Diskretisierung partieller Diffe-
rentialgleichungen, insbesondere insofern diese deren Anwendung auf unstrukturierten
Gittern sowie die Implementierung für Hochleistungsrechner betreffen. Obwohl zahlreiche
Aspekte der SEM mittlerweile theoretisch fundiert und anwendungstechnisch erprobt sind,
stellt eine integrative Realisierung der in diesem Zusammenhang bekannten Methoden
und Techniken nach wie vor eine anspruchsvolle Aufgabe dar.
Eine Quelle von Schwierigkeiten sind die in der Praxis oft anspruchsvollen Anforderun-
gen an die Simulation physikalischer Prozesse. Häufig anzutreffende Erfordernisse sind
beispielsweise eine hohe Genauigkeit in Zeit und Raum, die Berücksichtigung zahlreicher
Teilprozesse bei der mathematischen Modellierung und eine möglichst exakte Wieder-
gabe der geometrischen Verhältnisse. Bezogen auf die numerische Strömungssimulation
motivieren die genannten Anforderungen unter anderem die zeitlich und räumlich hochauf-
gelöste Diskretisierung der Modellgleichungen, die Anwendung von direkter numerischer
Simulation (DNS) und die Verwendung von unstrukturierten Gittern. Diesen und anderen
Verfahren ist ein inhärenter, hoher numerischer Aufwand gemein.
Um den Zeitaufwand derartiger Simulationen auf einen praktikablen Rahmen beschrän-
ken zu können, ist in vielen Fällen der Einsatz von numerisch effizienten Methoden und
aufwandsreduzierenden Techniken unumgänglich. Im vorliegenden Fall gehören vor allem
die Anwendung der SEM zur räumlichen Diskretisierung, die Faktorisierung der Element-
operatoren und die adaptive Gitterverfeinerung in diese Kategorien. Die Abschnitte 3.3 und
4.2 dieser Arbeit enthalten methodische Weiterentwicklungen in diesem Zusammenhang.
Die in Abschnitt 3.3 beschriebene Technik zur Behandlung gekrümmter Tetraeder-Elemente
ermöglicht in bestimmten Fällen eine erhöhte Genauigkeit bei vergleichbarem Aufwand
(bezogen auf etablierte Varianten). Zudem werden verschiedene Verfahren zur Behandlung
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von metrischen Termen einem quantitativen Vergleich unterzogen, was deren Einschätzung
in Bezug auf verschiedene Anwendungsfälle erlaubt.
Ein zentrales Anliegen der Arbeit ist die Weiterentwicklung der in Abschnitt 4.2.3 be-
schriebenen Technik zur Faktorisierung von SEM-Elementoperatoren nach [56] mit dem Ziel
einer erweiterten Anwendbarkeit und erhöhter numerischer Effizienz auf Hochleistungs-
rechnern. Im Ergebnis der Untersuchungen konnte durch die in Abschnitt 4.2.5 beschriebene
Erweiterung für Probleme höherer Ordnung und die in Abschnitt 4.2.6 entwickelten fak-
torisierbaren Operatoren für gekrümmte Elemente das Anwendungsfeld der Methode
ausgedehnt werden.
Mit der Einführung der beschriebenen Methoden und Verfahren ist – insbesondere wenn
diese im Verbund implementiert werden – in den meisten Fällen eine Erhöhung der al-
gorithmischen Komplexität verbunden. Wie in Abschnitt 2.2 für unstrukturierte Gitter, in
Abschnitt 4.1.4 für die SEM und in Abschnitt 4.3.2 bezüglich der Faktorisierung beschrieben,
führt die Realisierung zu einer Kombination aus abstrakten Datenstrukturen, inhomogenen
Datenzugriffsmustern und strukturell komplexen Algorithmen. Im Zusammenhang mit
der Architektur moderner Hochleistungsrechner ist diese Komplexität der numerischen
Algorithmen problematisch. Wesentliche Architekturmerkmale, wie vielfach ausgelegte
Ausführungseinheiten, mehrstufige Caches, Fließbandtechnik, Load-Store-Architektur mit
großen Registersätzen und Spezial-Hardware, sind für die Ausführung derartiger Algorith-
men nicht optimal. Beispiele für potentielle Effizienzprobleme aufgrund von Konflikten
zwischen der Architektur von Hard- und Software sind Sprunganweisungen, welche die
Effizienz paralleler Ausführungseinheiten und der Fließbandverarbeitung stark verringern
oder komplexe Datenzugriffsmuster, die im Widerspruch zur Cache- und Registerarchitek-
tur stehen.
Wie im vierten Kapitel der Arbeit dargelegt, ist auch die Leistung der SEM nicht nur vom
numerischen Aufwand der konkreten Implementierung, sondern in hohen Maße von der
Befehlssequenz der verwendeten numerischen Algorithmen abhängig. Aus diesem Grund
wird die Implementierung der aufwandsreduzierenden Techniken durch eine begleiten-
de Leistungsanalyse und -optimierung der Implementierung ergänzt. Die Untersuchung
verschiedener Werkzeuge in Abschnitt 4.1 ermöglicht eine detaillierte Leistungsanalyse
der faktorisierten SEM-Operatoren. Die Ergebnisse dieser Analyse zeigen, dass die Im-
plementierung der Operatoren in der ursprünglich publizierten Form zu gravierenden
Leistungseinbußen aufgrund geringer numerischer Effizienz führt. Entsprechende Tests
bestätigen, dass die Reduktion des numerischen Aufwandes nicht in einen adäquaten Zeit-
gewinn umgewandelt werden kann. Durch eine algebraische Transformation der Operator-
Matrizen (Abschnitt 4.3.2) und eine Restrukturierung der Berechnungsvorschrift für die
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Fourier-transformierten Vektoren (Abschnitt 4.3.3) können die wesentlichen Leistungs-
hemmnisse beseitigt werden.
Im Ergebnis der in dieser Arbeit entwickelten Modifikationen und Weiterentwicklungen
für nodale Spektralelemente in Tetraeder-Gittern, ergeben sich für diese Variante der SEM
erweiterte Einsatzmöglichkeiten und in bestimmten Fällen eine erhöhte Genauigkeit bei
mit alternativen Techniken vergleichbarem oder verringertem numerischen Aufwand.
Durch eine konsequente Ausrichtung der Implementierung an der Architektur moderner
Hochleistungsrechner wird in detaillierten Tests ein substantieller Anteil der Höchstleistung
der Testsysteme (mehr als 50 % der Gleitkommaleistung für signifikante Ansatzordnungen)
erreicht, was im Bereich der Methoden für unstrukturierter Gitter einen ausgesprochen
günstigen Wert darstellt.
5.3 Ausblick
Mit der vorgestellten Implementierung der SEM-Operatoren im Rahmen der MG-Plattform
steht eine modulare Basis für die Realisierung strömungsmechanischer Aufgabenstellun-
gen zur Verfügung. Die Ergebnisse zur ebenen Poiseuille-Strömung stellen darüber hinaus
einen Machbarkeitsnachweis für die Konstruktion eines numerischen Strömungslösers
auf der Grundlage von Spektralelementen dar. Aus Sicht des Autors sollte die Vervoll-
ständigung und Weiterentwicklung der Methode anhand der Implementierung weiterer
Anwendungsfälle erfolgen. Zu diesem Zweck ist die Komplettierung der Software um
anwendungsnahe Bausteine – etwa zur generalisierten Behandlung verschiedener Rand-
bedingungen – vorteilhaft. Die Evaluierung der numerischen Ergebnisse von geeigneten
Modellproblemen kann Aufschluss über eventuell notwendige Erweiterungen und Verbes-
serungen der numerischen Methode geben. Die Entwicklung hin zu einem, in gewissem
Maße, universell anwendbaren Strömungslöser erscheint durch die Integration von bereits
in der MG-Bibliothek vorhandener Funktionalität möglich.
Eine Reihe weiterer Fragestellungen sind im Rahmen dieser Arbeit nicht oder nur am
Rande untersucht worden: Beispielsweise legt die Konstruktion der SEM-Operatoren aus
Standardelemenentmatrizen mit relativ hoher Dimension die Anwendung der statischen
Kondensation [121] bei der Formulierung der linearen Gleichungssysteme nahe. Bei dieser
Technik wird die Rand-/Innenzerlegung der Freiheitsgrade eines Elementes genutzt, um
eine Faktorisierung der Operatoren zu erreichen. Durch Eliminierung derjenigen Freiheits-
grade, die mit den Interpolationspunkten im Inneren des Elementes assoziiert sind, kann
die Kondition der Systemmatrix verbessert und die Gleichungslösung beschleunigt werden.
Der Einsatz der statischen Kondensation im Zusammenhang mit den Spektralelementen der
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MG-Bibliothek ist bereits mit positivem Ergebnis in [73] getestet worden. Die Anwendung
auf faktorisierte Operatoren und eine detaillierte Leistungsanalyse steht jedoch noch aus.
Eine noch nicht realisierte Möglichkeit zur Erhöhung der numerischen Effizienz ist das so
genannte Element Stacking [55]: Durch die gleichzeitige Verarbeitung mehrerer Elemente in
Algorithmus (3.5) können die entsprechenden Elementvektoren zu einer Matrix zusammen-
gefasst werden. Dies würde die Verarbeitungsgeschwindigkeit sehr wahrscheinlich erhöhen,
da in diesem Falle Matrix-Matrix-Multiplikationen anstelle von Matrix-Vektor-Produkten
ausgeführt würden (Austausch von BLAS2-Routinen durch BLAS3-Varianten). Diese Tech-
nik setzt allerdings eine Gruppierung von Elementen mit gleicher Ansatzordnung voraus,
was einen erhöhten Organisationsaufwand verursachen könnte. Möglicherweise bietet sich
die im Zusammenhang mit Gitterverfeinerungen konstruierte Elementhierarchie für diese
Aufgaben an.
Im Rahmen der iterativen Lösung der linearen Gleichungssysteme können weitere Me-
thoden zur Reduktion des numerischen Aufwandes oder zur Erhöhung der Effizienz
herangezogen werden. Die Anwendung von Vorkonditionierungstechniken oder der Ein-
satz von Mehrgitterverfahren sind, zumindestens aus technischer Sicht, durch bereits in
MG enthaltene Funktionalität realisierbar. Die Untersuchung und eventuelle Anpassung
dieser Methoden mit Bezug auf die SEM steht jedoch noch aus.
Schlussendlich sind die Leistungsanalyse und -optimierung der SEM-Implementierung
kontinuierliche Prozesse im Rahmen der Weiterentwicklung. Um die Effizienz des Gesamt-
verfahrens zu gewährleisten, müssen Modifikationen auf Effizienzprobleme untersucht
und Leistungsengpässe eliminiert werden. Die in dieser Arbeit vorgestellten Methoden
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