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This paper studies rough sets from the operator-oriented view bymatroidal approaches.
We firstly investigate some kinds of closure operators and conclude that the Pawlak upper
approximation operator is just a topological and matroidal closure operator. Then we char-
acterize the Pawlak upper approximation operator in terms of the closure operator in Pawlak
matroids, which are first defined in this paper, and are generalized to fundamental matroids
when partitions are generalized to coverings. A new covering-based rough setmodel is then
proposed based on fundamental matroids and properties of this model are studied. Lastly,
we refer to the abstract approximation space, whose original definition is modified to get
a one-to-one correspondence between closure systems (operators) and concrete models of
abstract approximation spaces. We finally examine the relations of four kinds of abstract
approximation spaces, which correspond exactly to the relations of closure systems.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Rough set theory, proposed by Pawlak in 1982 is a new mathematical approach to vagueness, and has attracted a lot of
attention. It has been successfully applied to various fields of science and technology such as machine learning, knowledge
discovery, data mining, signal processing and image processing, ontology approximation, medicine, biochemistry, and even
arts and culture, etc. (see, e.g. [9,14,17,19,21]).
The namematroidwas coined byWhitney in 1935 to denote a class of fundamental objects arising frommatrices in certain
way. Matroids appear in various combinatorial and algebraic contexts. Such notions as linear independence in vector spaces,
cycles in graphs, surfaces in projective geometries are all reduced to the same matroidal structure. The fact that matroids
appear in so many fields and in such different forms makes them worthy objects of consideration. A good introduction to
matroids can be found in [18].
There are two important approaches in the study of rough sets, i.e., constructive methods and algebraic methods. In
the constructive approach, binary relations on a universe, partitions or coverings of a universe, neighborhood systems and
lattices are all primitive notions. The upper and low approximation operators are constructed by means of these notions
(see, e.g. [28,29]). On the other hand, the axiomatic approach considers the abstract approximation operators as primitive
notions. In this approach, a set of axioms is used to characterize approximation operators that are the same as the ones
produced by constructive methods (see, e.g. [25,30]). The approximation operator plays a crucial role in both constructive
methods and axiomatic methods. Under the operator-oriented view, low and upper approximation operators are related to
the interior and closure operators in topological spaces, the necessity and possibility operators in modal logic, and low and
upper approximations in interval structures. Comparedwith the operator-oriented view, there is still a set-oriented view (see
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[27]). In this paper, we focusmainly on special kinds of closure operators and restrict our discussion to the operator-oriented
view of rough sets.
As we have pointed out, in the operator-oriented view of rough set theory, upper and low approximation operators can
be considered as special operators in different mathematical contexts. This paper concentrates on the closure operator of
a new type of objects, i.e., matroids. On the other hand, the connection of rough sets and other subjects attracts a lot of
attention. For example, there are many papers concerning topological approaches to rough sets (see, e.g. [10,12,20,32]).
This paper makes a try to study the connection of rough sets and matroid theory. Unlike topology, matroid theory concerns
mainly objects defined on finite sets. Sincematroids appear in different mathematical branches, we can give explanations of
matroidal structures in different mathematical backgrounds. Matroids abstract graphic structure, thus we can characterize
matroidal structure in graph clearly. All of these advantagesmake it tempting to study rough setswithmatroidal approaches.
We remark here that there exist a fewpapers referring to combination ofmatroid theory and rough sets. Tsumoto and Tanaka
[23,24] combine the concepts of rough sets and matroid theory to understand the differences and the similarities among
three methods of inductive learning, i.e., AQ, Pawlak’s Consistent Rules and ID3. These papers introduce rough sets and
matroid theory to construct a common framework for empirical machine learning methods and are very different from our
paperwhich usesmatroidal approaches to rough sets from the operator-oriented view. Deng [7] introduces the rank function
of rough sets, which is in fact the rank function of Pawlak matroids (defined in Section 4). Another major result in [7] is that
the lattice of definable sets is geometric. While, this lattice is obviously isomorphic to a powerset lattice which is a stronger
result. As for covering-based rough set models, the set of definable sets even need not be a lattice. We in this paper show
that after choosing proper approximation operators, the set of definable sets can form a geometry lattice.
The remainder of this paper is organized as follows. In Section 2,we present some fundamental definitions and properties
of rough sets, graphs, transversals, andmatroids, whichwill be needed in this paper or be beneficial to the subsequent study.
Section 3 discusses the relations among the topological closure operator, the Pawlak upper approximation operator and the
matroidal closureoperator.We inSection4definePawlakmatroids andconclude that the closureoperatorof Pawlakmatroids
is the same as the Pawlak upper approximation operator, and then we give two sets of axioms to characterize the Pawlak
upper approximation operator in terms of the matroidal closure operator. When partitions are generalized to coverings,
a special kind of matroidal closure operator is considered as the upper approximation operator and the corresponding
covering-based rough set model is studied in Section 5. In Section 6, we modify the definition of abstract approximation
space to get a one-to-one correspondence between concrete models of abstract approximation spaces and closure systems
discussed in Section 3. A concluding remark is given in the last section.
2. Preliminaries
In this section, we introduce some basic concepts and results on Pawlak rough sets, graphs and matroids, most of which
are from [19,1,18] respectively.
2.1. Pawlak rough sets
Let U be a nonempty finite set and R be an equivalence relation on U. Then R generates a partition U/R = {U1,U2, ...,Un}
on U where U1,U2, ...,Un are called elementary sets of R. For any X ⊆ U, the (Pawlak) lower approximation and upper
approximation of X w.r.t. R, denoted by R∗(X) and R∗(X) respectively, are defined by
R∗(X) = ⋃{Ui ∈ U/R | Ui ⊆ X}, R∗(X) = ⋃{Ui ∈ U/R | Ui ∩ X = ∅}.
If R∗(X) = R∗(X), then X is called a crisp (or definable) set, otherwise X is called a (Pawlak) rough set. The set
BNR(X) = R∗(X) − R∗(X) will be referred as the R-boundary region of X . From the definition we obtain the following
interpretation:
• The lower approximation of a set X w.r.t. R is the set of all objects, which are certainly X in view of R.
• The upper approximation of a set X w.r.t. R is the set of all objects, which are possibly X in view of R.
• The boundary region of a set X w.r.t. R is the set of all objects, which can be classified neither as X nor as not-X using R.
2.2. Graphs and transversals
We denote a graph G by a pair (V(G), E(G)) where V(G) is the vertex set and E(G) is the set of edges. If e ∈ E(G) and
e = (u, v) where u, v are in V(G), then we say that u and v are adjacent and they are endpoints of the edge e. A loop of a
graph is an edge of the type (x, x). Two edges are parallel if they have common endpoints and are not loops. A path in G is
a finite sequence of distinct edges of the form (v0, v1), (v1, v2), ..., (vm−1, vm). A cycle is a path in which vi = vj for i = j
except that v0 = vm.
If the vertex set of a graph can be divided into two disjoint sets V1 and V2 such that every edge has one endpoint in V1
and the other in V2, then the graph is said to be a bipartite graph. A matching in a graph is a set of edges in the graph no two
of which have a common endpoint.
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Fig. 1. The bipartite graph(A) in Example 2.1.
Let S be a nonempty finite set, I = {1, 2, ...,m}. A denotes the family {A1, A2, ..., A|I|} of subsets of S. A transversal or
system of distinct representatives of {A1, A2, ..., A|I|} is a subset {e1, e2, ..., e|I|} of S such that ei ∈ Ai for all i in I. If for some
subset K of I, X is a transversal of {Ai : i ∈ K}, then X is said to be a partial transversal of {A1, A2, ..., A|I|}.
Another way to view partial transversals uses the idea of a matching in a bipartite graph. The bipartite graph (A)
associated withA has vertex set S ∪ I; its edge set is {(x, i) | x ∈ S, i ∈ I and x ∈ Ai}. It is easy to see that a subset X of S is a
partial transversal of A⇔ there is a matching in(A) where every edge has one endpoint in X.
Example 2.1. Let S = {v1, v2, v3, v4}, A1 = {v2, v3}, A2 = {v4}. Then forA= {A1, A2}, the bipartite graph(A) is as shown
in Fig. 1. The set {v2, v4} is a transversal of A. To check this, one needs only to check that {(v2, 1), (v4, 2)} is a matching in
(A).
2.3. Matroids
AmatroidM is an ordered pair (E, I) consisting of a finite set E and a collection I of subsets of E satisfying the following
three conditions:
(I1) ∅ ∈ I .
(I2) If X ∈ I, and Y ⊆ X, then Y ∈ I .
(I3) Let X, Y ∈ I , and |X| < |Y | (where |X| denotes the cardinality of X), then there exists a set Z ∈ I such that
X ⊂ Z ⊆ X ∪ Y .
LetM= (E, I) be amatroid. Themembers of I are the independent sets ofM. A set in I is maximal in the sense of inclusion
is called a base of thematroidM. A subset A of E is called dependent if A /∈ I . Aminimal, in the sense of inclusion, dependent
subset of E is called a circuit of the matroid M. For the family of all bases, all circuits, and all dependent sets of a matroid
M we use the symbols B(M), C(M), and D(M), respectively. If {a} is a circuit, we call {a} a loop. Moreover, if {a, b} is a
circuit, then a and b are said to be parallel. The rank function of a matroid is a function ρ : 2E → N defined by ρ(Y)=
max{|X| | X ⊆ Y, X ∈ I}(Y ⊆ E). A point a∈ E is said to be dependent on a subset X of E (denoted by a ∼ X) if and only
if ρ(X) = ρ(X ∪ {a}). For each X ⊆ E, let clI(X) = {a ∈ E | a ∼ X}, called the closure of X in (E, I). When there is no
confusion, we use the symbol cl(X) for short. X is called a flat or a closed set if cl(X) = X .
Two important classes of matroids arise from matrices and graphs in the following ways: (1) Let E be the set of column
labels of anm× nmatrix A over a field F , and let I be the set of subsets X of E for which the multiset of columns labeled by
X is linearly independent in the vector space V(m, F). Then (E, I) is a matroid. This matroid, denoted byM[A], is called the
vector matroid of A. (2) Let E be the set of edges of a graph G and C be the set of cycles of G. Then C is the set of circuits of a
matroid on E. This matroid, denoted by M[G], is called the cycle matroid of G. It is easy to see that X is an independent set
ofM[G] if and only if X does not contain the edge set of a cycle.
Example 2.2. Let A be the matrix
over thefieldRof real numbers. ThenM[A] = (E, I),where E = {1, 2, 3, 4, 5} andI= {{1}, {2}, {3}, {4}, {5}, {1, 2}, {1, 3},
{1, 4}, {1, 5}, {2, 3}, {2, 4}, {2, 5}, {3, 5}, {4, 5}, {1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {1, 3, 5}, {1, 4, 5}, {2, 3, 5}, {2, 4, 5},∅}.
Example 2.3. Let G be the graph shown in Fig. 2. Then C, the set of circuits of M[G], is {{e3, e4}, {e1, e2, e4, e5}, {e1, e2,
e3, e5}}. ComparingM[G] withM[A] in Example 2.2, we see that, under the bijection ψ from {e1, e2, e3, e4, e5} to {1, 2, 3,
4, 5} defined by ψ(ei) = i, a set X is a circuit in M[G] if and only if ψ(X) is a circuit in M[A]. Equivalently, a set Y is an
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Fig. 2. A graph G.
independent set inM[G] if and only ifψ(Y) is an independent set inM[A]. ThusM[G] andM[A] have the same structure or
are isomorphic. 1
Like topological spaces, matroids have several equivalent descriptions. For example, they can be defined in terms of their
circuits, or dependence sets, or a closure operator, or closed sets. For a more detailed discussion of these topics, please refer
to [18].
3. Closure operators and closure systems
Let U be a nonempty finite set and let F be a family of subsets of U (i.e., F⊆ 2U where 2Udenotes the set of all
subsets of U).
Definition 3.1. A family F on U is a closure system (CS) if it satisfies the following conditions:
(F1) F1, F2 ∈ F ⇒ F1∩ F2 ∈ F .
(F2) U ∈ F .
Suppose that F is a closure system. If F ∈ F , F is said to be closed. Let clF (X) = ⋂{F ∈ F : X⊆ F}, then we can easily
check that for all X, Y ⊆ U, the following properties hold:
(CL1) X ⊆ clF (X),
(CL2) if X ⊆ Y , then clF (X) ⊆ clF (Y),
(CL3) clF (clF (X)) = clF (X).
Definition 3.2. Amap cl : 2U −→ 2U is a closure operator (CO) onU if cl satisfies the above conditions (CL1), (CL2) and (CL3).
Let cl be a closure operator on U, then we can routinely check that the set Fcl ={X ⊆U : cl(X)= X} is a closure system
on U.
Remark 3.3. (1) A closure system is a meet-semilattice with its greatest element. It is obvious that the set H of all closure
systems on U is itself a closure system (on the set 2U). The properties of the lattice (H, ⊆) and more details concerning
closure systems on a finite set can be found in [2].
(2) “Closure system" is also called Moore family, topped intersection structure, intersection semilattice, etc. Instead of
the term “closed set", one also finds the terms “flat" or “convex set".
(3) The closure operator induced by the closure system Fcl is itself, and similarly, the closure system induced by the
closure operator clF is F , in symbols,
clF cl = cl and FclF = F .
Thus, the relationship between closure operators and closure systems is a bijective one and whether we work with a
closure operator or the corresponding closure system is a matter of convenience.
In some fields, one is interested in closure operators (systems) satisfying additional conditions, such as
(CL4) cl(∅) = ∅,
(CL5) For any X, Y ⊆ U, cl(X ∪ Y) = cl(X) ∪ cl(Y),
(CL6) For any X ⊆ U, x ∈ U, y ∈ cl(X ∪ {x}) − cl(X) ⇒ x ∈ cl(X ∪ {y}).
(CL7) For any X ⊆ U, cl(−cl(X)) = −cl(X).
A closure operator satisfying (CL4) and (CL5) is called a Kuratowski closure operator (KO), which determines a topology on
U. 2 In combinatorics a matroid is defined by a closure operator satisfying (CL6), which we call a matroidal closure operator
(MO), in the following way:
1 Two matroidsM1 andM2 are isomorphic if there is a bijectionψ from E(M1) to E(M2) such that, for all X ⊆ E(M1),ψ(X) is an independent set inM2 if and
only if X is an independent set inM1. See, for example [18].
2 Obviously, (CL5) is a stronger condition than (CL2), thus amap cl : 2U −→ 2U is a Kuratowski closure operator on U if cl satisfies (CL1), (CL3), (CL4) and (CL5),
as a standard definition requires. Let T= {−X : cl(X) = X}, then T is the topology determined by the Kuratowski closure operator cl. It is well-know that the
relationship between Kuratowski closure operators and topologies is a bijective one and they can be determined by each other. See, for example [16].
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Fig. 3. The relations among four kinds of closure operators.
let
Icl = {X ⊆ U : ∀x ∈ X, x /∈ cl(X − {x})}.
Then we can check that (U, Icl) is a matroid. 3 In rough set theory, a closure operator cl is a Pawlak upper approximation
operator (PO) if cl satisfies (CL5) and (CL7) 4
Let KS,MS and PS be the closure systems corresponding to the closure operators KO,MO and PO respectively. Now we
shall discuss the relations of these three kinds of closure operators (systems).
Proposition 3.4. A PO is a KO andMO.
Proof. Suppose that cl is a PO. It is well-known that a PO is a KO and thus we need only to show that cl is a MO. For
X ⊆ U, x ∈ U and y ∈ cl(X∪{x})− cl(X), by (CL5), y ∈ cl({x}). To prove x ∈ cl(X∪{y}), we need only to show x ∈ cl({y}) by
(CL2). If x ∈ −cl({y}) , then cl({x}) ⊆ cl(−cl({y})) = −cl({y}). That is cl({y}) ⊆ −cl({x}). It follows form CL3 and CL7 that
cl({y}) = cl(cl({y})) ⊆ cl(−cl({x})) = −cl({x}), contrary to the fact that y ∈ cl({x}). Thus, CL6 holds and cl is aMO. 
Example 3.5. Let U = {a, b, c},F1= {∅, {a}, {a, b}, {a, c}, {a, b, c}} and F2 = {{a}, {a, b}, {a, c}, {a, b, c}}. Obviously,
(U,F1) is a KS and clF 1 is a KO. Since clF 1({b}) = {a, b} and clF 1(∅) = ∅, a ∈ clF 1({b} ∪ ∅) − clF 1(∅) , but b /∈
clF 1({a}) = {a}. This shows that (CL6) does not hold, thus clF 1 is not a MO. Similarly, we can verify that clF 2 is a MO but
not a KO. Note that this example also illustrates that there is no “ implication " between KSs andMSs.
Remark 3.6. By Proposition 3.4 and Example 3.5, the relations among COs, KOs, MOs and POs are illustrated in Fig. 3
( where “ ←−•−→ " means “ there is no implication ", “ −→ " means “implies" but another direction “ does not imply ").
Proposition 3.7. Suppose that (U,F) is aMS and KS, then (U,F) is a PS.
Proof. Let clF be the closure operator induced by (U,F), we shall prove that clF is a PO. To show this, we need only to show
that there is a partition U/R = {U1,U2, ...,Un} on U such that clF (X) = ⋃{Ui ∈ U/R | Ui ∩ X = ∅}(∀X ⊆ U). Since clF is a
KO, clF (∅) = ∅ . That is, ∅ ∈ F . (U,F) is aMS, so F has the following property5 :
(F3) For any F ∈ F , if F1, F2, ..., Fk is the family of closed sets that cover F (i.e., each Fi contains F properly with no closed
set between), then F1 − F, F2 − F, ..., Fk − F partition U − F .
Let F∗={Fi1 , Fi2 , ..., Fim} is the family of closed sets that cover ∅, then F∗ is a partition of U. ∀F ∈ F , we now prove that F
is the union of some elements of F∗. For each x ∈ F , since F∗ is a partition of U, there exists Fx ∈ F∗ such that x ∈ Fx . We
assert that Fx ⊆ F , or else, Fx ∩ F ∈ F (by (F1)) and Fx ∩ F is a proper subset of Fx , contradicting the fact that Fx is a closed
set covering ∅. Thus we have F = ⋃{Fx : x ∈ F}. Now we prove
clF (X) = ⋂{F ∈ F : X ⊆ F}=⋃{Fij ∈ F∗: Fij ∩ X = ∅}(∀X ⊆ U).
Let x0 ∈ ⋂{F ∈ F : X ⊆ F}, we assume Fx0 ∩ X = ∅ and derive a contradiction. ∀F ∈ F and F ⊇ X , it follows from
F = ⋃{Fx : x ∈ F} that F − Fx0 ∈ F and X ⊆ F − Fx0 . Then Fx0 ∩ (⋂{F ∈ F : X ⊆ F}) = ∅, contrary to x0 ∈ ⋂{F ∈ F :
X ⊆ F}. Thus Fx0 ∩ X = ∅ and x0 ∈
⋃{Fij ∈ F∗: Fij ∩ X = ∅}. That is⋂{F ∈ F : X ⊆ F}⊆⋃{Fij ∈ F∗: Fij ∩ X = ∅}.
We now show another direction. Let y0 ∈⋃{Fij ∈F∗: Fij ∩X = ∅}. SinceF∗ is a partition of U and y0 ∈ Fy0 , Fy0 ∩X = ∅.
For every F ∈ F satisfying X ⊆ F , it follows from F = ⋃{Fx : x ∈ F} that F contains Fy0 . Thus F contains y0, and y0 ∈⋂{F ∈ F : X ⊆ F}. This shows that another direction holds and then we conclude the proof. 
Remark 3.8. ByRemark3.6 andProposition3.7, thediagramconcerning closure systems corresponding to Fig. 3 is as follows.
3 For a matroid (U, I), clI satisfies (CL1), (CL2), (CL3) and (CL6), which in fact characterize a matroid in terms of the closure operator. See, for example [18].
4 (CL5) and (CL7) are stronger conditions than (CL2) and (CL3) respectively, thus a PO is in fact characterized by (CL1), (CL5) and (CL7). See, e.g. [13,31].
5 (F3) is an important property of MSs. In fact, (F1), (F2) and (F3) are the closed set axioms of matroids: F (a family of subsets of a set U) is the set of closed
sets of a matroid on U if and only if F stisfies (F1), (F2) and (F3). See, for example [18].
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Fig. 4. The relations among four kinds of closure systems.
4. Axiomatic characterizations of Pawlak rough set models
As pointed out in Section 3, the Pawlak upper approximation operator R∗ can be characterized by a set of axioms (CL1),
(CL5) and (CL7). We certainly have other sets of axioms to characterize the Pawlak upper approximation operator. In fact,
much effort has beenmade in the axiomatic approach to rough sets. For a survey of these results, we refer the reader to Yao’s
excellent paper [28], in which different rough sets algebras are characterized by different sets of axioms. In this section, we
shall continue the axiomatic studies for rough sets but from a new viewpoint. That is, we shall characterize R∗ in terms of
the closure operator of a matroid. First, we define a Pawlak matroid.
Definition 4.1. LetU be a finite set, R be an equivalence relation onU, andU/R = {U1,U2, ...,Un}. Again, let I= {X : |X∩Ui| ≤
1,∀i ∈ {1, 2, ..., n}}, it is easy to check that (U, I) is a matroid on U. We call (U, I), denoted byM[U/R], a Pawlak matroid
w.r.t. (U,U/R), or a Pawlak matroid for short if no confusion will arise.
Now let’s give some fundamental properties of the Pawlak matroidM[U/R]. The proofs are straightforward and we omit
them.
Proposition 4.2. Let M[U/R] be a Pawlak matroid and U/R = {U1,U2, ...,Un}. Then
(1) For all X ⊆ U, ρ(X) = |{Ui ∈ U/R : Ui ∩ X = ∅, i = 1, 2, ..., n}|.
(2) X is a base of M[U/R] if and only if |X ∩ Ui| = 1 for all i ∈ {1, 2, ..., n}, and M[U/R] has |U1||U2|...|Un| bases.
(3) X is a circuit of M[U/R] if and only if there exists Ui ∈ U/R such that X ⊆ Ui and |X| = 2.
(4) X is a dependent set of M[U/R] if and only if there exists Ui ∈ U/R such that |Ui ∩ X| > 1.
The following result shows that R∗ and R∗ are the same as the closure operator and the inner operator of M[U/R] respectively.
Theorem 4.3. Let U be a finite set and R be an equivalence relation on U. Then
cl(X) = R∗(X) and int(X) = R∗(X) (∀X ⊆ U),
where cl and int are the closure and inner operators of M[U/R] respectively.
Proof. Let ρ(X) = r, it follows from Proposition 4.2(1) that r = |{Ei ∈ U/R : Ei ∩X = ∅}|. If x ∈ ⋃{Ei ∈ U/R : Ei ∩X = ∅},
then
r ≤ ρ(X ∪ {x}) ≤ ρ
(⋃{Ei ∈ U/R : Ei ∩ X = ∅}) = r.
thus x ∈ cl(X). If x /∈ ⋃{Ei ∈ U/R : Ei ∩ X = ∅}, obviously, ρ(X ∪ {x}) = r + 1 holds. That is x /∈ cl(X). We have proved
cl(X) = ⋃{Ei ∈ U/R : Ei ∩ X = ∅} = R∗(X). And int(X) = −cl(−X) = −R∗(−X) = R∗(x), this concludes the proof. 
Remark 4.4. LetM[U/R] be a Pawlak matroid, and FR be the family of all closed sets ofM[U/R]. By Theorem 4.3, it is easy
to see that FR is the set of all definable sets. FR is evidently a topology on U and Lin [12] calls (U, FR) a Pawlak space, in
which every open set is closed. Thus FR is the set of all open (closed) sets of (U, FR), and at the same time of M[U/R]. The
closure operator and the interior operator of (U, FR) andM[U/R] are the same as R∗ and R∗ respectively. When equivalence
relations are generalized to general binary relations (coverings), some special KOs are proposed as upper approximation
operators (see, e.g. [32,33]). We in section 5 shall generalize Pawlak matroids via coverings and use a special kind ofMO as
the covering-based upper approximation operator.
Remark 4.5. A partition U/R of U generates a matroid M[U/R]. All partitions of U also correspond to a matroid in the
following way: let Pn be the lattice of all partitions of a n-set {1, 2, ..., n}, called a partition lattice, then Pn corresponds to
the matroidM[Kn], 6 where Kn is the complete graph on n vertices. An information system can be considered as a subposet
(need not be a sublattice) of the geometric lattice Pn (see Example 4.6). To study the properties of information systems in
6 Pn is a geometric lattice and is isomorphic to the lattice of all closed sets ofM[Kn]. In general, a lattice is geometric if and only if it is the lattice of closed sets
of a matroid. See, for example, Section 1.7 of [18]. For the properties of geometric lattices, refer to Section 4.3 of [8].
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Fig. 5. (a) An information system. (b) P3 or F(M[K3]) (c) K3.
the context of geometric lattice Pn may be an interesting thing. We do not refer to information systems in this paper, and
leave it as future work.
Example 4.6. An information system is given in Fig. 5(a). This information system is depicted in P3 (see Fig. 5(b)). P3 is a
geometric lattice and the corresponding matroid of P3 isM[K3] (i.e., P3 is isomorphic to F(M[K3]), the lattice of all closed
sets ofM[K3]).
Like topological spaces, matroids have some equivalent characterizations. We now give two sets of axioms of the closure
operatorw.r.t a Pawlakmatroid, which by Theorem 4.3 are axiomatic characterizations of R∗ from amatroidal point of view.
Proposition 4.7 (Closure axioms). Let U be a finite set. A map cl: 2U → 2U is the closure operator of M[U/R] for some equiva-
lence relation on U if and only if it satisfies the following conditions:
(CL1) X ⊆ cl(X).
(CL3) cl(cl(X)) = cl(X).
(CL4) cl(∅) = ∅.
(CL5) cl(X ∪ Y) = cl(X) ∪ cl(Y) .
(CL6) If X ⊆ U, x ∈ U and y ∈ cl(X ∪ {x}) − cl(X), then x ∈ cl(X ∪ {y}).
Proof. Suppose that cl is the closure operator of a Pawlak matroid M[U/R]. (CL1), (CL3) and (CL6) are the fundamental
properties of cl (see footnote 3). (CL4) and (CL5) are important properties of R∗, by Theorem 4.3 cl satisfies (CL4) and
(CL5). Conversely, suppose that cl satisfies (CL1), (CL3)−(CL6), define a relation R on U by xRy if and only if cl({x}) =
cl({y}). It is easy to see that R is an equivalence relation. For each x ∈ U, we shall show [x] = cl({x}). Let y ∈ cl({x}),
that is y ∈ cl({x} ∪ ∅) − cl(∅), it follows from (CL6) that x ∈ cl({y}). By (CL5), Y ⊆ Z implies cl(Y) ⊆ cl(Z). Thus
cl({x}) ⊆ cl(cl({y})) = cl({y}) holds form (CL3). Similarly, cl({y}) ⊆ cl({x}). Therefore cl({x}) = cl({y}), that is y ∈ [x],
so cl({x}) =⊆ [x]. If z /∈ cl({x}), by (CL1), z ∈ cl({z}), so cl({x}) = cl({z}), it follows that z /∈ [x]. We have proved that
[x] = cl({x}). For all X ⊆ U, by (CL5), we have
cl(X) = ⋃
x∈X
cl({x}) = ⋃
x∈X
[x].
It is easy to see that⋃
x∈X
[x] = ⋃{Ui ∈ U/R | Ui ∩ X = ∅}.
By Theorem 4.3, cl is the closure operator of the Pawlak matroidM[U/R]. 
The following example illustrates the independence of the five axioms in Proposition 4.7, that is, we cannot imply one
axiom from other four axioms.
Example 4.8. Five maps cli : 2U −→ 2U(i = 1, 2, 3, 4, 5) are given in Table 1, where b → abc means cli({b}) = {a, b, c}
and b → ∅ denotes cli({b}) = ∅. N (Y) is short for “No" (“Yes"), which means that the corresponding cli (i ∈ {1, 2, 3, 4, 5})
does not satisfy (satisfies) the corresponding axiom (CLj) (j ∈ {1, 3, 4, 5, 6}).
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Table 1
An example concerning the independence of (CL1), (CL3), (CL4), (CL5) and (CL6).
cli Definitions of cli , i = 1, 2, 3, 4, 5 CL1 CL3 CL4 CL5 CL6
cl1 a → a, b → ∅, c → c, CL4, CL5 N Y Y Y Y
cl2 a → ab, b → abc, c → bc, CL4, CL5 Y N Y Y Y
cl3 ∅ → a, a → a, b → abc, c → bc, CL5 Y Y N Y Y
cl4 a → ab,b → b,c → c, ab(ac, bc, abc) → abc, CL4 Y Y Y N Y
cl5 a → ab, b → b, c → c, CL4, CL5 Y Y Y Y N
Proposition 4.9. Suppose that U is a finite set. A function ρ : 2U −→Z+ ∪{0} is the rank function of a Pawlak matroid M[U/R]
if and only if ρ satisfies the following conditions:
(R1) For X ⊆ U, ρ(X) = 0 ⇐⇒ X = ∅;
(R2) If X ⊆ Y ⊆ U, then ρ(X) ≤ ρ(Y);
(R3) If X, Y ⊆ U, then ρ(X ∪ Y) + ρ(X ∩ Y) ≤ ρ(X) + ρ(Y), where the equality holds when ρ({x, y}) = 2, for any
x ∈ X, y ∈ Y .
Proof. Suppose that ρ is the rank function of M[U/R] and U/R = {U1,U2, ...,Un}, then (R2) holds obviously from the
definition of rank function. We now prove (R1). ∅ ∈ I implies ρ(∅) = 0. For every X ⊆ U, it follows from Proposition
4.2(1) that X = ∅ ⇒ ρ(x) ≥ 1. Therefore, ρ(X) = 0 implies X = ∅, (R1) holds. By the fundamental property of rank
function of a matroid, ρ(X ∪ Y) + ρ(X ∩ Y) ≤ ρ(X) + ρ(Y) (∀X, Y ⊆ U). 7 If for any x ∈ X, y ∈ Y, ρ({x, y}) = 2, then
ρ(X ∪ Y) = ρ(X) + ρ(Y) and ρ(X ∩ Y) = 0, the equality holds.
Conversely, suppose that ρ is a function satisfying (R1), (R2) and (R3). For every pair of x, y ∈ U, define a relation R on U
by xRy if and only if ρ({x}∪ {y}) = 1. Obviously, R is reflexive and symmetric. Transitivity of R follows easily from (R3). Thus
R is an equivalence relation. Let U/R = {U1,U2, ...,Un}. If [x] = [y], then ρ({x, y}) = |{[x], [y]}| = 2. By trivial induction,
for X ⊆ U, we can get
ρ
⎛
⎝⋃
x∈X
[x]
⎞
⎠ = |{[x] : x ∈ X}|.
Let X′ be a subset of X satisfying that |X′ ∩ Ui| = 1 if X ∩ Ui = ∅ (∀i ∈ {1, 2, ..., n}), then ρ(X′) = |X′| holds. By (R2),
|X′| = ρ(X′) ≤ ρ(X) ≤ ρ
( ⋃
x∈X
[x]
)
= |{[x] : x ∈ X}|.
Note |X′| = |{[x] : x ∈ X}|, thus
ρ(X) = ρ(X′) = |{[x] : x ∈ X}| = |{[x] : [x] ∩ X = ∅}|
By Proposition 4.2, ρ is the rank function of the Pawlak matroidM[U/R]. 
From Proposition 4.9, we have
Proposition 4.10 (Rank axioms). Let U be a finite set and ρ : 2U −→Z+ ∪ {0}. If cl(X) = {x ∈ U : ρ{{x} ∪ X} = ρ{X}}, then
cl is the closure operator of a Pawlak matroid M[U/R] if and only if ρ satisfies the following conditions:
(R1) For X ⊆ U, ρ(X) = 0 ⇐⇒ X = ∅;
(R2) If X ⊆ Y ⊆ U, then ρ(X) ≤ ρ(Y);
(R3) If X, Y ⊆ U, then ρ(X ∪ Y) + ρ(X ∩ Y) ≤ ρ(X) + ρ(Y), where the equality holds when ρ({x, y}) = 2, for any
x ∈ X, y ∈ Y .
We conclude this section by characterizing R∗ with one axiom.
Proposition 4.11. Let U be a finite set, cl: 2U −→ 2U, then there exists an equivalence relation R on U such that cl(X) = R∗(X)
if and only if cl satisfies the following condition
(∗) X ∪ cl(X) ∪ (−cl(−cl(Y))) = cl(X ∪ Y) − cl(∅) (∀X, Y ⊆ U). 8
Proof. Suppose that cl satisfies (∗). Let X = Y = ∅, by (∗), ∅ ∪ cl(∅) ∪ (−cl(−cl(∅))) = cl(∅)− cl(∅) = ∅, thus cl(∅) = ∅.
Let Y = ∅, it follows from (∗) and cl(∅) = ∅ that X ⊆ cl(X). Since cl(∅) = ∅ and X ⊆ cl(X), (∗) becomes
7 A function ρ : 2U −→Z+ ∪ {0} is the rank function of a matroid on U if and only if ρ satisfies the following conditions: (1) For X ⊆ U, 0 ≤ ρ(X) ≤ |X|; (2)
If X ⊆ Y ⊆ U, then ρ(X) ≤ ρ(Y); (3) If X, Y ⊆ U, then ρ(X ∪ Y) + ρ(X ∩ Y) ≤ ρ(X) + ρ(Y). See, e.g. [18].
8 The primitive idea of this condition comes from topology. It is well-known that the Kuratowski closure operator can be characterized by one condition:
X ∪ cl(X) ∪ (cl(cl(Y))) = cl(X ∪ Y) − cl(∅) (∀X, Y ⊆ U).
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(∗∗) cl(X) ∪ (−cl(−cl(Y))) = cl(X ∪ Y) (∀X, Y ⊆ U).
Again, let X = ∅, then (∗∗) becomes
(∗∗∗) − cl(−cl(Y)) = cl(Y) (∀Y ⊆ U).
It follows from (∗∗) and (∗∗∗) that cl(X ∪ Y) = cl({X}) ∪ cl({Y}). For each Z ⊆ U, let Y = −cl(Z), then cl(cl(Z)) = cl(Z)
holds from (∗∗∗).
For every pair of x, y ∈ U, define a relation R on U by xRy if and only if cl({x}) = cl({y}). Obviously, R is an equivalence
relation on U. Now we prove cl(X) = R∗(X) (∀X ⊆ U). Suppose x ∈ R∗(X), it follows from the definition of R∗(X) that
[x] ∩ X = ∅, where [x] denotes the equivalence class determined by x. If x ∈ X , then x ∈ cl(X). If x /∈ X , let y ∈ [x] ∩ X ,
then x ∈ cl({x}) = cl({y}) ⊆ cl(X). Therefore, R∗(X) ⊆ cl(X).
On the other hand, given x ∈ cl(X), we need only to show [x] ∩ X = ∅ by the definition of R∗. We show first the
assertion cl([x]) = [x]. Trivially, [x] ⊆ cl([x]), we need only to prove the converse. Assuming y ∈ cl([x]), but y /∈ [x], that
is cl({x}) = cl({y}), and we derive a contradiction. Note
cl([x]) = ⋃
z∈[x]
cl({z}) = cl({x}).
Similarly, cl([y]) = cl({y}). Thus [y] ⊆ cl([y]) = cl({y}) ⊂ cl({x}) (where “ ⊂ " denotes proper inclusion). This shows that
cl({x}) is the union of some equivalence classes, so does cl(cl({x}) − [x]). Let Y = cl({x}) − [x], then Y ⊆ cl(Y) ⊂ cl({x}).
Note that cl(Y) is the union of some equivalence classes, thus cl(Y) = Y . By (∗∗∗), cl(−Y) = −Y . Since [x] ⊆ −Y ,
cl([x]) ⊆ cl(−Y) = −Y . Thus−Y = (−Y)∪ cl([x]) = U, it is a contradiction. Therefore, cl([x]) = [x]. If [x] ∩ X = ∅, then
X ⊆ −[x]. Since
cl(−[x]) = ⋃
y∈−[x]
cl([y]) = ⋃
y∈−[x]
[y] = −[x],
then cl(X) ⊆ cl(−[x]) = −[x], it contradicts x /∈ −[x] and x ∈ cl(X). Therefore, [x] ∩ X = ∅. We have proved the
sufficiency.
Conversely, (∗) holds easily form (CL1), (CL5) and (CL7), which are fundamental properties of R∗. This concludes the
proof. 
5. Covering-based rough sets based on fundamental matroids
The theory of rough sets can be generalized in several directions. One of the directions generalizes partitions to coverings.
Based on coverings, one can propose different upper (resp., low) approximation operators as generalizations of R∗ (resp.,
R∗). Some authors have used special KOs as generalizations of R∗, while we shall use the closure operator of fundamental
matroids, which generalize Pawlak matroids, as the upper approximation operator. For more details of generalized rough
sets, refer to [15,26,29,30,33].
Let U be a finite universe, C a family of nonempty subsets of U. If ⋃{X | X ∈ C} = U, then C is called a covering of
U. We call the ordered pair (U, C) a covering approximation space; particularly, if C is a partition of U, we call (U, C) an
approximation space.
Remark 5.1. Suppose that (U, C) is a covering approximation space. We now define a bipartite graph(C) associated with
(U, C) as follows: let U ∪ C be the vertex set of(C), its edge set is {(x, C) : x ∈ U, C ∈ C and x ∈ C}. It is easy to see that
is an injective map from the set of covering approximation spaces to the set of bipartite graphs. This map is not surjective.
To see this, only note that the bipartite graph in Fig. 1 has no preimage under this map.
We now define a new pair of approximation operators. First, we need a famous result (see [21, Theorem 1.6.2]), which,
due to Edmonds and Fulkerson, plays an important role in the development of matroid theory.
Theorem 5.2. Let A be a family {A1, A2, ..., Am} of subsets of a finite set S. Let I be the set of partial transversals of A. Then I is
the collection of independent sets of a matroid M[A] on S.
Definition 5.3. Let (U, C) be a covering approximation space, by Theorem 5.2, there is a matroidM[C] defined on U. We call
this matroid the fundamental matroid w.r.t. (U, C) or the fundamental matroid for short when there is no confusion.
Example 5.4. Consider a covering approximation space (U, C) where U = {1, 2, 3, 4, 5}, C= {{1, 5}, {2, 5}, {3, 4, 5}}.
(C) is as shown in Fig. 6. Then we can check that X ⊆ U is a transversal⇔ there is a matching in(C) that saturates X ⇔
the vectors labeled by X in Example 2.2 is linearly independent ⇔ the subgraph induced by {ei : i ∈ X} in Example 2.3 is a
forest. Thus,M[C] is in fact the matroidM[A] in Example 2.2 orM[G] in Example 2.3.
The following result shows that the Pawlak matroidM[U/R] is a special case ofM[C].
Proposition 5.5. Let (U, C) be a covering approximation space. Suppose that C is a partition on U, let RC be the equivalence
relation induced by C, then M[U/RC] = M[C].
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Fig. 6. The bipartite graph (C) w.r.t (U, C) in Example 5.4.
Proof. X ⊆ U is an independent set ofM[C] ⇔ X is a partial transversal of C ⇔ |X ∩ Y | ≤ 1 for every Y ∈ U/RC ⇔ X is an
independent set ofM[U/RC]. ThusM[U/RC] = M[C]. 
Now, we define the matroidal upper and lower approximation operators.
Definition 5.6. Let (U, C) be a covering approximation space, then the closure operator cl in M[C] is called the matroidal
upper approximation operator. For each X ⊆ U, int(X) = −cl(−X) is called the matroidal lower approximation of X , and
int the matroidal lower approximation operator.
Remark 5.7. We define the matroidal lower approximation operator in dual form for two reasons. First, as a minimum
requirement, generalized upper and low approximation operators may be dual (see, e.g. [29,30]). Second, for the duality
of open sets and closed sets in matroid theory, the definition of the matroidal low approximation operator is proper. Once
the upper approximation operator determined, the low approximation operator can be constructed by duality. This is the
reason why we concern mainly the upper approximation operator in this paper.
Definition 5.8. Let (U, C) be a covering approximation space, then we call (2U,∪,∩,−, cl, int) a generalized rough set
algebra. For X ⊆ U, if cl(X) = int(X), then X is said to be a generalized definable set, otherwise X is said to be a generalized
rough set.
By Theorem 4.3 and Proposition 5.5, cl and int are the same as the Pawlak upper and lower approximation operators R∗
and R∗ respectively if C is a partition on U. Thus the generalized rough set algebra (2U,∪,∩,−, cl, int) is an extension of
the Pawlak rough set algebra (2U,∪,∩,−, R∗, R∗) (see [28]).
Proposition 5.9. The matroidal upper approximation operator cl satisfies (CL1)−(CL4) and (CL6), but (CL5) and (CL7) do not
hold for cl generally.
Proof. cl is a MO, so (CL1)−(CL4) and (CL6) hold. let cl be the closure operator of M[C] in Example 5.4, then cl({1, 2}) =
{1, 2}, cl({5}) = {5}, but cl({1, 2, 5}) = {1, 2, 3, 4, 5} = cl({1, 2}) ∪ cl({5}), cl({1}) = {1} = −cl({2, 3, 4, 5}) =
−{1, 2, 3, 4, 5} = ∅. Thus (CL5) and (CL7) do not hold for the matroidal upper approximation operator cl generally. 
Let R is a binary relation on U, that is R ⊆ U × U. R is serial if for each x ∈ U, there exists y ∈ U such that (x, y) ∈ R; R is
inverse serial if for each x ∈ U, there exists y ∈ U such that (y, x) ∈ R.
Proposition 5.10. Suppose that R is a binary relation on U and Ax = {y ∈ U : (x, y) ∈ R}, then CR = {Ax : x ∈ U} − {∅} is a
covering of U ⇔ R is inverse serial ⇔ M[CR] has no loops.
Remark 5.11. If R is inverse serial, then we call CR the covering induced by R and cl in M[CR] the upper approximation
operator w.r.t. a binary relation R. Proposition 5.10 has been pointed out by many authors (see, e.g. [29,33]). We remark
here that CR should be {Ax : x ∈ U} − {∅} instead of {Ax : x ∈ U} in [33].
Now a question comes naturally: for a covering C of U, if there exists a binary relation R on U, such that C and R generate
the same matroidal upper approximation operator? We shall answer this question partially in the following.
Proposition 5.12. If a covering of U is unary and irreducible, then there exists a binary relation on U, such that C and R generate
the same upper approximation operator.
We now explain the result above.
Definition 5.13 [33]. Let C be a covering of U, define a binary relation RC by (x, y) ∈ R⇔ y ∈ N(x) = ⋂{K : x ∈ K, K ∈ C},
we call RC the binary relation induced by C.
Proposition 5.12 comes directly from the following result.
Proposition 5.14 [33]. If a covering C of U is unary and irreducible, then CRC= C.
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Fig. 7. The lattice of flats ofM[C], where (U, C) is defined in Example 5.4.
As pointed out in Section 2.3, the two fundamental classes of matroids arise from matrices and graphs. We can give compact
presentations of these two classes of matroids via matrices and graphs. We now use some results in matroid theory to represent
covering approximation spaces in two ways.
1. Matric representations.
We know that every transversal matroid is representable over all sufficiently large fields, which enables us to give a matrical
representations for every covering approximation space. Let (U, C) be a covering approximation space, then there exists a matrix
A such that M[A] is isomorphic to M[C], we call A a matric representation of (U, C). For example, the matrix A in Example 2.2
is a matric representation of (U, C) in Example 5.4. For X ⊆ U, the matroidal upper approximation of X denotes the labels of
the subspace spanned by columns indexed by X. For example, cl({1, 2}) = {1, 2}, since if we add one of other three columns to
{{1, 0, 0}T , {0, 1, 0}T }, the dimension becomes 3.
2. Lattice representations.
We know that a lattice L is geometric if and only if it is the lattice of flats of a matroid (see Footnote 6). Let (U, C) be a covering
approximation space, we call the lattice of flats of M[C] the lattice representation of (U, C).
Example 5.15. Let (U, C) be the covering approximation space in Example 5.4. Then the lattice representation of (U, C) is
as shown in Fig. 7. For X ⊆ U, if X is a point in the lattice representation of (U, C), then the matroidal upper approximation
of X is itself, otherwise, we can find a line segment in the lattice such that X contains the lower endpoint of this line
segment and is contained by its upper endpoint. Then we can get that the matroidal upper approximation of X is the
upper endpoint of the line segment. For example, as depicted in Fig. 7, the matroidal upper approximation of {4, 5} is
{3, 4, 5}.We remark here that the matroidal lower approximation of {4, 5} is not {5}. By the definition, we have int({4, 5})
=−cl({1, 2, 3}) = −{1, 2, 3, 4, 5} = ∅.
6. Abstract approximation spaces
As shown in the former section, several generalizations of the original Pawlak approach have been defined. While, it is
meaningful to note Cattaneo’s work (see, e.g. [3–5]), which extends Pawlak’s models to more abstract structures based on
bounded lattices. Pawlak’s partition spaces, some types of covering-based rough sets and generalized rough sets based on
binary relations can be considered as concrete models of Cattaneo’s abstract spaces. In this section, we use special KOs, POs
andMOs to induce different concrete models of abstract spaces and discuss their relationship.
Definition 6.1. An abstract approximation space is a systemR= (,L(),U()), where:
(1) The set  has a structure (,∧,∨, 0, 1) of a lattice w.r.t the partial order relation a ≤ b if and only if a = a ∧ b.
This lattice is bounded by the least element 0 and the greatest element 1.
(2) L() is a subposet of , whose elements are said to be lower crisp.
(3)U() is a subposet of , whose elements are said to be upper crisp.
The structure satisfies the following conditions.
(Ax1) For any element a ∈  which can be approximated, there exists (at least) one element l(a), called the lower
approximation of a, such that:
(Lo1) l(a) ≤ a;
(Lo2) l(a) ∈ L();
(Lo3) ∀b ∈ L(), b ≤ a ⇒ b ≤ l(a).
(Ax2) For any element a ∈  which can be approximated, there exists (at least) one element u(a), called the upper
approximation of a, such that:
(Up1) a ≤ u(a);
(Up2) u(a) ∈ U();
(Up3) ∀b ∈ U(), a ≤ b ⇒ u(a) ≤ b.
An abstract approximation spaceR can be considered as the “ merge" of the following two substructures.
524 X. Li, S. Liu / International Journal of Approximate Reasoning 53 (2012) 513–527
(LAS) The lower approximation spaceLR= (,L(), l), consisting of the bounded lattice of approximation elements,
the join-semilattice L() of lower crisp elements, and the lower approximation mapping l:  → L() defined by
l(a) = max{b ∈ L() : b ≤ a}. (1l)
(UAS)TheupperapproximationspaceUR= (,U(), u), consistingof thebounded lattice ofapproximationelements,
the meet-semilatticeU() of lower crisp elements, and the upper approximation mapping u:  → U() defined by
u(a) = min{b ∈ U() : a ≤ b}. (1u)
Remark 6.2. Definition 6.1 is a modification of the corresponding notation in [5], where L() and U() are defined to
contain 1 and 0 respectively. We drop this restriction to provide a wider abstract context, furthermore, we shall construct
a correspondence between concrete abstract spaces and closure systems under this new definition. On the other hand, [5]
pointed out that an abstract approximation spaceR can be considered as the “ merge" of a lower approximation space and
an upper approximation space. (LAS) (resp., (UAS)) in fact cannot imply 1 ∈ L() (resp., 0 ∈ U()). Let us note here
that there are other weaker definitions of abstract approximation space than Definition 6.1. For example [6] defined rough
approximation algebra, which was a general abstract of rough set models based on Boolean sets and fuzzy sets.
An element a of  is said to be crisp if and only if its lower and upper approximations coincide: l(a) = u(a). Thus, the
collection of crisp elementsc consists of all elementswhich are simultaneously lower-upper crisp, i.e.,c = L()∩U().
By (Lo1) and (Lo2) of (AX1), l(0) = 0 ∈ L(). Similarly, u(1) = 1 ∈ U(). Note that c may be ∅ 9 (see Example 6.10).
We want to define the above approximation spaces by each other in a dual way. The following proposition shows that de
Morgan lattices 10 are suitable context for us.
Proposition 6.3 [5]. Let  be a de Morgan lattice.
(1) Given a lower approximation space LR= (,L(), l) and introduced the collection
Ud() =
{
a ∈  : ∃b ∈ L() s.t. a = b′
}
and the mapping defined for any a ∈  by the law
ud(a) =
(
l
(
a
′))′
(1ud)
then the triplet UR = (,Ud(), ud) is an upper approximation space, dual of the original lower approximation space
(,L(), l).
Similarly,
(2) Given an upper approximation space UR= (,U(), u) and introduced the collection
Ld() = {a ∈  : ∃b ∈ U() s.t. a = b′ }
and the mapping defined for any a ∈  by the law
ld(a) = (u(a′))′ , (1ld)
then the triplet LR = (, Ld(), ld) is an lower approximation space, dual of the original upper approximation space
(,U(), u).
Proof. We need only to prove (1), for (2) can be proved in the same way by duality. For any a1, a2 ∈ Ud(), there exist
b1, b2 ∈ L() such that a1 = b′1, a2 = b′2. Since L() is a join-semilattice, b1 ∨ b2 ∈ L(). It follows from the definition
of de Morgan lattice that a1 ∧ a2 = b′1 ∧ b′2 = (b1 ∨ b2)′ ∈ Ud(). Thus Ud() is a meet-semilattice. By (1l) and (1ud),
it holds ud(a)= min{b ∈ Ud(): a ≤ b}. This concludes the proof that UR= (, Ud(), ud) is an upper approximation
space. 
Remark 6.4. To prove that ud is the upper approximation mapping of an upper approximation space, one certainly can
check that ud satisfies (Lo1), (Lo2) and (Lo3) of (Ax2). In fact, the original proof in [5] follows in this way. But we remark
here, in the original proof the assertion that Ld() is a meet-semilattice is not right.
The model of abstract approximation space is based on a nonempty set U, considered as the universe of the discourse. In
this model, a ∈  is realized by a concrete subset A ∈ 2U , the role of the abstract lattice  is played by the Boolean lattice
2U (see [5]). Note that the Boolean lattice is certainly a de Morgan lattice, thus Proposition 6.3 holds for concrete models of
abstract approximation spaces.
9 Following Cattaneo’s definition of abstract approximation space, it can be proved {0, 1} ⊆ c, see Proposition 2 of [5].
10 A de Morgan lattice is a bounded lattice  with the mapping ′ :  →  satisfying (1) a = a′′; (2) (a ∨ b)′ = a′ ∧ b′ (∀a, b ∈ ).
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We shall define four concrete models of abstract approximation spaces. The following proposition shows that upper
approximation spaces and closure operators (closure systems) are one-to-one correspondence.
Proposition 6.5. (2U,F , cl) is an upper approximation space if and only if F is a CS on U and cl = clF (or cl is a CO on U and
F = Fcl).
Proof. Assume that (2U,F , cl) is an upper approximation space. Since F (under inclusion) is a meet-semilattice, (F1) of
Definition 3.1 holds. It follows from the existence of cl(U) and (1u) that U ∈ F , thus F is a CS. By (1u),
cl(X) = ⋂{F ∈ F : X ⊆ F},
which is just the definition of clF (X) (∀X ⊆ U), thus cl = clF . Conversely, if F is a CS on U and cl = clF , then F is a
meet-semilattice by the definition of closure systems and for every X ⊆ U,
cl(X) = clF (X) =
⋂{F ∈ F : X ⊆ F},
which obviously satisfies (1u). Thus (2U,F , cl) is an upper approximation space. 
Let cl be a CO on U, then (2U , Fcl, cl) is an upper approximation space. By Proposition 6.3, there is a lower approximation
space (denoted by (2U , F ′ cl, intcl)) induced by (2U , Fcl, cl). Proposition 6.5 shows that every concrete model of abstract
approximation spaces can be induced by a CO, thus (2U , Fcl , F
′
cl, cl, intcl) is the maximal concrete model of abstract
approximation spaces and we call it a concrete approximation space. If cl is a special closure operator, it induces a special
concrete approximation space.
We now define three special concrete approximation spaces. The first two are presented in [5], while we introduce
them here in our own way. The third model is first introduced in this paper and we shall compare these three kinds of
concrete models.
Definition 6.6. If cl is a PO on U, we call (2U , Fcl , F
′
cl, cl, intcl) a partition approximation space.
Remark 6.7. (1) Given a universe U, POs and partitions are one-to-one correspondence and can be induced by each other,
thus we can define a partition approximation space by a partition, as in [5].
(2) In fact, Fcl= F
′
cl .
(3) cl is defined as follows. ∀X ⊆ U, cl(X) = ⋂{Y ∈ Fcl : X ⊆ Y} =⋃{Y ∈ πcl : Y ∩ X = ∅}, where πcl is a partition
induced by a PO cl.
Definition 6.8. If cl is a KO on U, we call (2U , Fcl , F
′
cl, cl, intcl) a topological approximation space.
Let cl be a KO on U, then F ′ cl is a topology on U. cl and intcl actually are closure operator and interior operator of the
topological space (U,F ′ cl) respectively. Let B be a base of (U,F
′
cl) (i.e., B⊆ F ′ cl and every element in F ′ cl is the union of
some elements in B). Note that πcl is a base of the topological space (U,F
′
cl) when cl is a PO. But the corresponding result
in Remark 6.7(3) does not hold, i.e.,
cl(X) = ⋂{Y ∈ Fcl : X ⊆ Y} = ⋃{Y ∈ B: Y ∩ X = ∅}
Let cl◦(X) = ⋃{Y ∈ B: Y ∩ X = ∅}, Cattaneo and Ciucci [5] proved
intcl◦(X) ⊆ intcl(X) ⊆ X ⊆ cl(X) ⊆ cl◦(X)
and thus concluded the rough approximation pair (intcl(X), cl(X)) was “ better ” than (intcl◦(X), cl◦(X)). We remark here
that Zhu [33] pointed out
(1) IH(X) ⊆ FH(X) ⊆ TH(X) ⊆ SH(X),
(2) IH(X) ⊆ FH(X) ⊆ RH(X) ⊆ SH(X),
(3) XH(X) ⊆ RH(X) ⊆ SH(X),
where IH, FH, TH, SH and RH are different upper approximation operators. Following Cattaneo’s idea, IH and XH are better
than other approximation operators in some sense. Note that IH and XH are exactly KOs.
Definition 6.9. If cl is aMO on U, we call (2U , Fcl , F
′
cl , cl, intcl) a matroidal approximation space.
Example 6.10. Let U = {a, b}, cl(∅) = cl({a}) = {a}, cl({b}) = cl({a, b}) = {a, b}. Then it is easy to check that cl is aMO.
Obviously, Fcl= {{a}, {a, b}} and F ′ cl= {{b},∅}. The matroidal approximation space (2U , Fcl , F ′ cl , cl, intcl) can be considered
as the “ merge" of the upper approximation space (2U , Fcl , cl) and the lower approximation space (2U, F
′
cl , intcl). Note
∅ /∈ Fcl , {a, b} /∈ F ′ cl and Fcl ∩ F ′ cl= ∅.
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Fig. 8. The relations among four kinds of concrete models of abstract approximation spaces.
Example 6.11. LetM[C] be a fundamental matroid, cl the closure operator ofM[C]. Then thematroidal approximation space
(2U , Fcl , F
′
cl , cl, intcl) is different from the one in Example 6.10 since ∅ and U are both closed and open sets inM[C].
Remark 6.12. The relations among four kinds of concrete models of abstract approximation spaces are illustrated in Fig. 8
(where CA,MA, PA, and KA denote concrete approximation spaces, matroidal approximation spaces, partition approxima-
tion spaces and topological approximation spaces, respectively), which corresponds exactly to Fig. 4.
7. Conclusions
This paper studies rough sets from the operator-oriented view by matroidal approaches. There are still many interesting
related questions worthy of consideration, even some questions in this paper are far away from complete discussion. Here
we list some topics as follows: 1. To study the attribute reduction of information systems in the context of partition lattices
(see Remark 4.5); 2. Fuzzy topology theory has been used to study fuzzy rough sets (see, e.g. [22]), similarly, using well-
established results in fuzzy matroids to study fuzzy rough set is beneficial not just to rough sets but to the development of
fuzzy matroids (see [11]); 3. One of the most attractive features of matroid theory is the existence of effective algorithms,
how to use these algorithms to study rough sets? In future, we will continue to work on these problems and we hope that
our work may induce some better results.
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