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ABSTRACT: Dihydroxylammonium 5,5′-bis(tetrazole)-1,1′-diolate (TKX-50) is a newly
synthesized energetic material with high energy storage, low impact sensitivity, and low
toxicity. These features make it a viable candidate to replace such commonly used
energetic materials as RDX and CL-20 in the next generation of explosives. Sensitivity
determines the engineering application of energetic materials (EMs) and has been widely
studied for various EMs. To understand the origin of the anisotropic sensitivity and
properties of this new synthesized EM, we report a ﬂexible classical force ﬁeld for TKX-50
developed to reproduce the molecular properties (geometry, vibrational frequencies and
torsion barriers) and the crystal properties (cell parameters and lattice energy). We then
used this force ﬁeld in molecular dynamics (MD) simulations to predict such
thermodynamic and mechanical properties as isothermal compressibility, thermal
expansion, elastic moduli, and heat capacity. Furthermore, we carried out large scale (∼a half million atoms) MD simulations
to investigate the mechanical response to shocks in the [100], [010] and [001] directions. The predicted Hugoniot elastic limits
(HELs) are 6.1 GPa for [100], 14.2 GPa for [010] and 9.1 GPa for [001] shocks. Thus, single crystal TKX-50 shows anisotropic
impact sensitivity with [010] as the most sensitive direction and [100] as least sensitive. The plastic deformations in shock
compression along the [100] direction primary arise from the (001)/[210] and (010)/[001] slip systems of. For the [010]
shock, the primary slip systems are (100)/[021] and (001)/[210]. However, no obvious slip system was observed for [001]
shock.
1. INTRODUCTION
Dihydroxylammonium 5,5′-bis(tetrazole)-1,1′-diolate (TKX-
50) is a newly synthesized explosive1−3 that is easily prepared
and exceedingly powerful, while being insensitive both for
thermal and shock impact, with low toxicity. These features
make it a promising candidate to replace such widely used
explosives as hexhydro-1,3,5-trinitro-1,3,5-triazine (RDX),4
octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX),5 and
2,4,6,8,10,12-hexanitro-2,4,6,8,10,12-hexaza-isowurtzitane (CL-
20).6 TKX-50 outperforms these widely used explosives as
follows.
• TKX-50 has a calculated detonation velocity of 9698 m/s
that is 700 m/s higher than RDX and 250 m/s higher
than CL-20.1
• TKX-50 possesses substantially lower impact sensitivity
(20 J) compared with RDX (7.5 J) and CL-20 (4 J),1
making it much safer for resisting unintentional
detonation due to shocks. The friction sensitivity for
TKX-50 is 120 N, which is comparable or lower than
other popular EMs: RDX (120 N), β-HMX (112 N), and
CL-20 (48 N).1 TKX-50 starts to decompose at 221 °C,
which is higher than RDX (210 °C) and CL-20 (215
°C).1
• The synthetic routes for TKX-50 are simple and scalable,
which is essential for commercial manufacture. In
contrast, high performance explosives such as dinitroa-
zofuroxan (DDF) and octanitrocubane (ONC) with
detonation velocities of ∼10 000 m/s require extremely a
complex synthetic processes (ten or more steps) making
them impractical for industrial production.
• Toxicity is a growing concern of energetic materials
based on new understanding of the fate of explosives in
the environment. The ubiquitous nitramine content of
the RDX and CL-20 has been shown to be toxic to vital
organisms, such as earthworms, at the base of the food
chain. In addition, RDX is a probable human carcinogen.
TKX-50 is much less toxic to the airways, making it less
of a health risk than RDX if inhaled.1
Sensitivity is a very important parameter for energetic
materials (EMs). Since the improved performance TKX-50
over current widely used explosives makes it a promising future
explosive, it is important to examine its sensitivity and
mechanical response under shock compression. However, no
shock experiment data is available for TKX-50. Recently we
used quantum mechanics (QM) MD simulations to examine
the reaction mechanisms underlying the initial steps in the
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thermal decomposition of TKX-50, showing that proton
transfer from hydroxylammonium (NH3OH)
+ cation to the
diolate (C2O2N8)
2− dianion decreases the initial reaction
barrier of ring breaking for N2 release.
7
It is generally accepted that detonation of explosives is
initiated at hot-spots8,9 with defects such as voids and interfaces
playing essential roles.10−12 For a single crystal, the hotspot can
initiate through formation of dislocation pile-up that is released
by plasticity deformation, heating at the crack tip, and chemical
decomposition.13 Thus, it is essential to examine the plastic
deformation of TKX-50 in shock compression along various
shock directions to understand the origin of anisotropic
detonation sensitivity.
To understand the material properties and provide insight
into the atomistic mechanisms, many classical force ﬁelds (FFs)
have been developed for energetic materials, such as TATB,14,15
RDX,16,17 HMX,18 AN,19 and TNT.20 These FFs have been
widely used in molecular dynamics simulations to examine the
structural, thermal, and mechanical properties, providing much
useful information in additional to the experiments.21−25
Especially, MD simulations of shock compression provide
atomistic deformation mechanism of explosives under high
strain rate compression.21,22
In this paper, we report large scale MD using FFs determined
from quantum mechanics (QM) to examine the atomistic
mechanism underlying the favorable mechanical properties of
TKX-50. Reactive FFs have previously been employed to
examine chemical reactivity, anisotropic sensitivity, and hotspot
formation in single crystals and polymer bonded explo-
sives.10,12,26−30 But here we developed a nonreactive FF to
examine plastic deformation of energetic materials, without
chemical reactions. This new ﬂexible classical FF for TKX-50
reproduces the molecular structures (bond length, angle and
torsion angle), vibrational frequencies and torsion barriers for
ﬁnite molecules as well as the crystal structure and cohesive
energy.
Using this newFF, we predicted thermodynamic properties
including heat capacity, isothermal compressibility, and
mechanical properties including bulk modulus and shear
modulus. Large scale MD simulations were performed to
examine the mechanical response and the anisotropic plasticity
and sensitivity under shock compression along three crystallo-
graphic orientations: [100], [010], and [001].
2. DEVELOPMENT OF A FLEXIBLE CLASSICAL FORCE
FIELD
2.1. First-Principles Calculations. To obtain the training
set database for the force ﬁeld development, we carried out the
DFT calculations on the TKX-50 molecule and crystal.
Structure optimization and frequency calculation of ﬁnite
molecules were carried out at the level of B3LYP/6-311G**
using the Jaguar 7.7 software.31−33
The periodic crystal calculations were performed using
Perdew−Burke−Ernzerhof (PBE) exchange−correlation func-
tional with the projector augmented wave method to account
for core−valence interactions as implemented in VASP and
modiﬁed to include the London dispersion interactions (van
der Waals attraction, PBE-ulg method).34−38 The kinetic
energy cutoﬀ for plane wave expansions was set to 500 eV,
and the reciprocal space was sampled by Γ-centered
Monkhorst−Pack scheme with a ﬁne resolution of 2π × 1/60
Å−1. The calculated cell parameters from PBE-ulg are a = 5.116
Å, b = 12.260 Å, c = 6.775 Å, and β = 95.9°, consistent with
experimental values at 300 K of a = 5.441 Å, b = 11.751 Å, c =
6.561 Å, and β = 95.1°.1 To extract the charges in the crystal
phase, we used the self-consistent charge density functional
tight binding (SCC-DFTB) method39 with the DFTB3−3OB
parameter set.40
2.2. Force Field Function Form and Parametrization.
We used the AMBER form26 for the potential energy function
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where the six terms include the energies of bond stretching,
angle bending, torsional motion, improper torsion, Coulomb
interactions, and van der Waals interactions. Detailed
explanations of the parameters in eq 1 are found elsewhere.41
The interactions between diﬀerent atomic types are
computed using standard Lorentz−Berthelot combination
rules:
σ σ σ= +( )/2ij ii jj (2)
ε ε ε=ij ii jj (3)
The electrostatic interactions and van der Waals interactions
for next−next nearest neighbors (1−4 interactions) are scaled
by 0.5.
We used the Direct Force Field (DFF)42 package to
determine the FF parameters. The valence parameters were
determined by ﬁtting to QM data including energy, force,
frequency, and torsion barriers. The vdW parameters were
ﬁtted to experimental cell parameters, densities, and lattice
energy. In the ﬁtting procedure, we ﬁrst determined the atomic
charges, then the valence parameters, and ﬁnally the vdW
parameters. Using the new vdW parameters, we performed new
iterations (with ﬁxed charges) to ensure that the valence
parameters remain accurate. The Levenberg−Marquardt
minimization method was used to determine the valence
terms. The Hessian matrix was used to derive the force
constants for the valence terms. We did not include the
eigenvectors in the training process.43,44 The FF parameters are
given in Table 1 and Tables S1−S5 of the Supporting
Information.
The crystal structure of TKX-50 (P21/c space group) is
shown in Figure 1. The unit cell consists of two bistetrazole
anions (formal charge −2) and four hydroxylammonium
(NH3OH)
+ cations (formal charge of +1). The molecular
structures of olate and hydroxylammonium are shown in Figure
2.
Various approaches have been proposed to determine the
atomic charges:45 Mulliken populations and Löwdin popula-
tions,46,45 atoms in molecules theory,47 empirical approaches to
reproduce crystallographic48 or liquid data,49 Bader charges for
crystals, the electrostatic potential (ESP) derived charges based
on semiempirical50 or ab initio methods,51−56 and AM1-BCC
charges.57,58 In this paper, we employed the self-consistent
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charge (SCC) scheme to extract the atomic charge with a (4 ×
2 × 3) supercell, in which the Mulliken charges are
redistributed self-consistently. The QM charges were further
scaled by a factor of 0.8 to reproduce the lattice energy. Table 1
lists the atomic charges used in the force ﬁeld (from SCC and
scaled by 0.8).
Each tetrazole ring has six π-electrons (four from the CN and
NN double bonds and two from the pπ orbital of the N bonded
to OH) providing aromatic stability. The O− anions contribute
additional resonance structures from the pπ lone pair. As a
result, all bonds in olate anions show partial double bond
character (shown in Table 2). To ﬁt the valence parameters of
the FF, we could use the ﬁnite olate anion. However, the bond
lengths in olate deviate substantially from the corresponding
bonds in the crystal as shown in Table 2. Thus, the N−O bond
of olate (N1−O1) is too short (1.283 Å compared with 1.328 Å
in crystal) indicating that N−O is too conjugated. This makes
all other bonds longer than those in the crystal. Also, the trend
of N3−N4 and N1−N2 is opposite: in the crystal, N1−N2 is
longer, but for the ﬁnite molecule, N3−N4 is longer. This
discrepancy arises because the charges in the crystal are partially
delocalized back onto the cations. On the other hand, adding
one H to each O− to form the diol, leads to a QM geometry in
Table 1. Force Field Parametersa
atom atom type charge εi(kcal/mol) δi(Å)
olate
O1 o_1 −0.5832 0.210 2.346
C1 c_35 0.0760 0.076 3.091
N1 n_3 0.4174 0.145 3.913
N2 n_25 −0.2030 0.170 2.789
N3 n_25 −0.2030 0.170 2.789
N4 n_25c −0.2432 0.170 2.304
Ammonium
N5 n_4+ 0.1288 0.145 3.565
O2 o_2 −0.3592 0.170 2.591
H(N) h_1n 0.1936 0.030 2.115
H(O) h_1o 0.3056 0.001 1.909
aSee eq 1 for deﬁnitions and Figure 2 for atom labels. Lorentz−
Berthelot combination rules in eq 2 and 3 are used for diﬀerent atom
types. All 1−2 and 1−3 intramolecular electrostatic interactions and
van der Waals interactions are excluded. A scale factor of 0.5 is applied
to 1−4 intramolecular electrostatic interactions and van der Waals
interactions. The QM charges were derived using the DFTB-SCC
method. They are further scaled by 0.8 to be used in the FF. The total
charges for olate and hydroxylammonium are −1.312, and +0.656 in
the FF, which can be compared with the QM values of −1.640 and+
0.820.
Figure 1. Crystal structure of TKX-50 at room temperature taken from experiment.1 The space group is P21/c. Atoms colored as N in blue, O in red,
H in cyan, and C in black. The bistetrazole ring along b direction is shifted by 1/2 unit cell to its neighbor bis(tetrazole). The red circle and the
arrows refer to the two molecules in the same layer. Parts A and B are the view from the “c” direction, and part C is the view from the “a” direction.
Figure 2. (A) Molecular structures of the anion (−2 formal charges),
olate (1H,1′H-[5,5′-bis(tetrazole)]-1,1′-bis(olate)) and the cation (+1
formal charge), hydroxylammonium. (B) Molecular structures of the
neutral molecular structures: diols (1H,1′H-[5,5′-bis(tetrazole)]-1,1′-
diol) and hydroxyl amine. N1 to N5 and O1 to O2 are used to
distinguish the N and O positions in the tetrazole ring.
Table 2. Comparison of the Bond Lengths (in Å) for Various
Bond Types (Figure 2) of Olate, Diol, and Crystala
bond length (Å)
bond type olate diol crystal (FF) crystal (exptl at 100 K)
C1−C1 1.454 1.427 1.449 1.445(3)
C1−N1 1.378 1.342 1.359 1.345(18)
C1−N4 1.347 1.325 1.333 1.336(17)
N1−O1 1.283 1.359 1.335 1.328(16)
N1−N2 1.358 1.332 1.354 1.343(16)
N2−N3 1.322 1.302 1.311 1.313(17)
N3−N4 1.335 1.352 1.348 1.352(17)
aThe molecular structures of olate and diol are obtained from QM
(B3LYP/6-311G**). For the crystal, both the experimental value (at
100 K) and the force ﬁeld value are shown here. The intramolecular
parameters are trained to the Diol QM structures, and then further
reﬁned to reproduce the experiment bond lengths. The labels of atoms
are the same as Figure 2 and Table 1.
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good agreement with crystal, as shown in Figure 2 (B) and
compared in Table 2. Thus, we used the diol structure to ﬁt the
valence parameters, including bond length, angles, torsion
angles, and frequencies.
The valence parameters were ﬁtted to the energy, gradient,
and Hessian from the QM and are listed in Table S1 of the
Supporting Information. The bond lengths, angles, torsion
angles, and frequencies from the FF are compared with QM in
Figure 3, showing good agreement. The average deviation for
bond lengths, angles and torsion angles are 0.007 Å, −0.28°,
and 0.0008°, respectively. The maximum deviation for lengths,
angles and torsion angles are 0.06 Å, 5.48° and 0.065°,
respectively. The mass weighted Hessian was diagonalized to
obtain frequencies.
Although the above ﬁtting is good, the geometry still deviates
from that in crystal, which would lead to errors in the crystal
structure and density. To reproduce the crystal structure and
density, we further adjusted the bond lengths based on
molecules in crystal structure, but leaving the force constants
unchanged. This adjustment on the bond distances is within
2%, which has no eﬀect on the frequencies. In this way, the FF
is improved to reproduce geometries without sacriﬁcing
accuracy in frequencies. The optimized bond lengths using
Figure 3. Comparison geometric parameters of the optimized diol molecule (shown in Figure 2) from FF and QM: (A) bond lengths (in Å), (B)
angles (in degrees), (C) torsion angles (in degrees), and (D) frequencies (in cm−1). The blue slashed line is the diagonal for viewing convenience.
Figure 4. Comparison geometric parameters of the optimized hydroxylamine molecule (shown in Figure 2) from FF and QM: (A) bond lengths (in
Å), (B) angles (in degrees), (C) torsion angles (in degree), and (D) frequencies (in cm−1). The blue slashed line is the diagonal for viewing
convenience.
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the improved force ﬁeld are shown in Table 2, showing good
agreement with experiment.
Figure 4 shows the results of ﬁtting the FF for hydroxyl-
amine, again consistent with QM. The mean deviations for
bond lengths, angles and torsion angles are −0.0016 Å,
−0.067°, and 0.052°, respectively. The maximum deviation for
lengths, angles and torsion angles are 0.0085 Å, 1.54°, and
−0.79°, respectively.
To ﬁt the torsion barrier of N−C−C−N and H−O−N−H,
we scanned the N−C−C−N (in diol) from 0 to 360° and the
H−O−N−H (in hydroxylamine) from −120° to +240° with a
step of 30°. The potential energy surfaces of N−C−C−N from
QM and FF are shown in Figure 5. The energy barrier from
QM is 12.43 kcal/mol, with the maximum located at 180°. The
potential energy surface of H−O−N−H along the torsion angle
is shown in Figure 6. Two potential energy barriers were
observed at 0° and 120°. At 60°, the potential energy is about
2.5 kcal/mol lower (∼5.5 kcal/mol). The comparison between
FF and QM shows that the FF reproduces these two torsion
barriers with errors within 1 kcal/mol.
The vdW parameters were ﬁtted to reproduce the
experimental cell parameters (Table 3) at 298 K and the
cohesive energy. Since there are more vdW parameters (nine
atom types with 9 vdW radius plus 9 vdW well depths) than
crystal parameters, we started with Amber parameters and
scaled all the parameters simultaneously (keep the relative
ratios ﬁxed) to obtain the correct total pressure of 1.0 bar. Then
we adjusted the H and O parameters to obtain the correct cell
parameters (a, b, c, α, β, and γ). The ﬁnal force ﬁeld reproduces
the cell parameters and density at 298 K. The comparison
between FF and experiments is shown in Table 3, where the FF
reproduces the cell length in the c direction but underestimates
it by 3.5% in the a direction, and overestimates it by 3.1% in the
b direction. These errors cancel, leading to the density of 1.875
g/cm3 that matches the experimental value of 1.877 g/cm3.1
3. PREDICTED THERMODYNAMIC AND MECHANICAL
PROPERTIES
We extracted the thermodynamic properties and mechanical
properties with the new FF using MD simulations. The MD
simulations were carried out using LAMMPS package,59 using
the particle particle particle mesh (PPPM) method60 for the
electrostatic interaction to an accuracy of 10−4. The Coulomb
and vdW cut-oﬀs were both set to 9.5 Å. Cubic splines were
used to cutoﬀ the vdW interaction, with Rinner= 8.5 Å and
Router= 9.5 Å.
The MD time step is 0.5 fs. We applied various ensembles in
the MD simulations including NVT (constant volume, constant
temperature, and constant number of particles), NPT (constant
volume, constant pressure, and constant number of particles)
and NVE (microcanonical). The thermostat and barostat used
the Nose-Hoover style61 with damping constants for temper-
ature of 100 fs and for pressure of 1000 fs.
We started with a (4 × 2 × 3) supercell replicated from the
experimental unit cell. The initial structure was ﬁrst minimized
using the conjugate gradient (CG) method, and then followed
by a NVT simulation at 100 K for 20 ps. We then carried out
cook-oﬀ simulations to heat the system uniformly from 100 to
400 K within 20 ps. Then we equilibrated the system at
particular temperatures using NPT simulations for 500 ps to
predict the densities and the cell parameters, using the averages
over the last 200 ps. To extract the ﬂuctuation properties, such
as isothermal compressibility and thermal expansion coeﬃcient,
we performed 5 ns MD simulations. To derive the heat
capacity, we used the two-phase thermodynamic (2PT)
method62,63 from a 100 ps NVT simulation trajectory (saved
every 2 fs) to calculate the vibrational density of states while
eliminating diﬀusional eﬀects.
3.1. Isothermal Compressibility. Under isothermal
conditions, the relative volume change in response to pressure
is the compressibility (κT), which is deﬁned as
κ = − ∂
∂
⎛
⎝⎜
⎞
⎠⎟V
V
p
1
T
T (4)
This quality can be obtained using MD simulations by the
volume ﬂuctuation formula:64
Figure 5. Comparison of the N1−C1−C1−N4 torsion barrier (in
kcal/mol) between FF and QM. Here, the blue square is from QM
and the green dots and line are from the FF. The conﬁgurations of 0°
and 180° are shown in the ﬁgure. The yellow part shows the N−C−
C−N torsion angle.
Figure 6. Comparison of the H−O−N−H torsion barrier (in kcal/
mol) between FF and QM. Here, the blue line is from QM and the
green dots and line are from FF. The conﬁgurations of −120° and
+60° are shown in the subﬁgures.
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The predicted compressibility for TKX-50 at room temper-
ature is 3.863 × 10−11 m3/J. The compressibility could also be
obtained from the bulk modulus. On the basis of the QM
derived bulk modulus in the following section, the compres-
sibility for TKX-50 at 0 K is 3.167 × 10−11 m3/J. Our prediction
of κT from ﬂuctuation MD method agrees well with the value
derived from the QM method.
3.2. Coeﬃcient of Thermal Expansion. The coeﬃcient
of thermal expansion αp is deﬁned as
α = ∂
∂
⎜ ⎟⎛⎝
⎞
⎠V
V
T
1
P
P (6)
which can be extracted from MD simulations by the enthalpy−
volume ﬂuctuation formula:64
α = ⟨ ⟩ − ⟨ ⟩
⟨ ⟩ ⟨ ⟩
VH VH
k T VP B
2
(7)
Figure 7 shows the temperature dependent density and cell
parameters of a, b, and c. These curves reﬂect the balance of
Coulomb and van der Waals interactions, which can be used to
validate the charges. To compare with two available
Table 3. Comparison of the Properties Calculated from the FF and QM with Experimenta
properties FF QM exptl
a (Å) 5.25(2) 5.4408(6)b
b (Å) 12.11(4) 11.7514(13)b
c (Å) 6.60(1) 6.5612(9)b
α (deg) 90 90b
β (deg) 93.5 95.1b
γ (deg) 90 90b
volume (V, Å−3) 418(2) 417.86(9)b
density (ρ, g·cm−3) 1.875(8) 1.877b
lattice energy (kJ·mol−1) −756(20) −833.55c −1506d
coeﬃcient of thermal expansion (αp, 10
−6 K−1) 64.8
isothermal compressibility (κT, J/m
−3) 3.863 × 10−11
heat capacity (Cv, J mol
−1 K−1) 292(38)
heat capacity (Cp, J mol
−1 K−1) 295(43)
bulk modulus (K, GPa) 32.719 31.578c
shear modulus (G, GPa) 12.385 9.067c
aThe properties includes cell parameters (a, b, c, α, β, and γ), volume of unit cell, density, lattice energy, coeﬃcient of thermal expansion (αp),
isothermal compressibility (κT), heat capacities (Cv and Cp), bulk modulus (K), and shear modulus (G). All data are calculated at room temperature
except bulk modulus and shear modulus. bThe experimental data were taken from ref 1. cQM data were derived from at the level of PBE with low
gradient corrections. dThe experimental data were taken from ref 72.
Figure 7. Comparison of the temperature dependent cell parameters of a, b, and c (from A to C) and density (D). The blue squares and line
represent for FF values, and the green circles represent experimental values.
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experimental points (100 and 298 K), we performed four
simulations at temperatures ranging from 100 to 400 K with a
step of 100 K. Figure 7D shows the comparison of temperature
dependent densities between force ﬁeld and experiments. The
calculated thermal expansion coeﬃcient of 64.8 × 10−6 K−1
agrees well with experiments (deviation within 1%). In contrast,
the thermal expansion coeﬃcient for RDX65 is 20.7 × 10−5 K−1
which is 3.2 times larger than TKX-50. This is because the ionic
character of TKX-50 leads to much less expansion than the
molecular crystal RDX. Figure 7A−C compares the temper-
ature dependent cell parameters for FF and experiments. As the
temperature increases, the cell length in the “a” direction nearly
keeps constant. Only a small increase was observed in the “c”
direction. Thus, the new FF captures this anisotropic expansion
behavior of TKX-50.
3.3. Heat Capacities. We calculated the heat capacities
with constant volume (Cv) from the vibrational density of states
(DoS) from the 2PT analysis of the MD trajectory:62,63
∫= +
∞
C k v W v v W v v[DoS ( ) ( ) DoS ( ) ( )] dV gas gas
C
solid solid
C
B
0
V V
(8)
where DoSgas and DoSsolid represent the density of states in the
gas phase and solid phase, and Wgas and Wsolid are weighting
factors for gas phase and solid phase. The 2PT analysis for Cv
avoids the problem predicting heat capacities from classical
simulations, because the quantum eﬀects for each mode are
included.
Experimentally, the heat capacity with constant pressure (Cp)
is easier to measure than Cv. Thus, we correct the calculated
value with the corrections in (9):
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using αp (coeﬃcient of thermal expansion) and κT (isothermal
compressibility).
The ratio of Cp/Cv is required in numerical models to
construct the shock models, but no experimental data available
had been available for TKX-50. Our predicted results are Cp =
295 J mol−1 K−1 and Cv = 292 J mol
−1 K−1 at room temperature
as shown in Table 3. In contrast, the experimental values of Cp
at 320 K are 320 J mol−1 K−1 for HMX66 and ∼242 J mol−1 K−1
for RDX.67
3.4. Bulk Modulus and Shear Modulus. The bulk
modulus (K) and shear modulus (G) contain information can
be related to the hardness of a material for various types of
deformation. Typically a third or fourth order Birch−
Murgnahan equation of state is utilized. Alternatively, the
bulk and shear modulus can be derived from the elastic
constant tensor using Voight and Hill methods.68
Figure 8 compares the equation of state (pressure vs volume)
for the new force ﬁeld and QM. The QM data were calculated
from PBE-ulg calculations. The optimized cell volume was
increased isotropically to 120% and decreased to 80%. The
pressures derived from the force ﬁeld agree with QM data well
in the expansion region. In the compression region, force ﬁeld
overestimates the pressure, which comes from the LJ 12-6
functional form used for the vdW interactions, which is too
repulsive at short-range.
The bulk modulus of 32.719 GPa derived from the FF agrees
well with the QM value of 31.578 GPa. The shear modulus
derived from the FF of 12.385 GPa is 35% higher than the QM
value of 9.067 GPa. These results are also listed in Table 3.
4. SHOCK COMPRESSION SIMULATIONS
4.1. Constant-Stress Hugoniostat Simulations. For
one-dimensional steady ﬂow, the conservation of mass,
momentum, and the energy across a planar shock front
connecting the initial (unshocked) and ﬁnal (shocked) states
leads to the Rankine−Hugoniot jump conditions:
ρ ρ= −u u umass: ( )s s p0 (10)
ρ= +P P u umomentum: xx s p0 0 (11)
= + + −E E P P V Venergy: 1
2
( )( )H xx0 0 0 (12)
Here, the subscript 0 refers to those quantities in the
unshocked initial state. Pxx is the normal component of the
stress tensor in the shock direction (chosen to be the x
direction), ρ = 1/V is the mass per unit volume, us is the shock
velocity, and up is the particle velocity. Equation 10, 11 and 12,
lead to the following relations:
= − = ϵ
u
u
V
V
1p
s 0 (13)
= −
−
u
P P
V V
Vs
xx 0
0
0
(14)
= − −u P P V V( )( )p xx 0 0 (15)
In the constant-stress Hugoniostat method (NPxxHug),
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two extra degrees of freedom are employed to control the
system. One is the dimensionless heat-ﬂow variable, ξ, that
relaxes the instantaneous internal energy E of the system to the
Hugoniostat energy given in eq 12. The other is the
dimensionless strain-rate stress tensor that equilibrates the
component of the stress tensor in the shock propagation
direction to the desired value (Pxx). The implementation of
NPxxHug can be found elsewhere.
69 From NPxxHug
simulations, we can derive the Hugoniostat state, Hugoniot
Figure 8. Comparison of the equation of state (pressure−volume) of
TKX-50 crystal between FF and QM. Here, the blue line and squares
stands for QM values, and the green dots and line stand for FF results.
The slashed line labels the zero pressure for viewing convenience.
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elastic limits (HELs), overdriven (OD) points and the up − us
relationship for TKX-50.
The following structures were used in the NPxxHug
simulations to examine the shock response along the [100],
[010], and [001] directions.
• For [100] shock simulations, we used the 100 × 8 × 14
supercell containing 537 600 atoms with a = 533.637 Å, b
= 96.885 Å, c = 90.097 Å.
• For the [010] shock simulations, we used the 18 × 50 ×
14 supercell containing 648 000 atoms was used with a =
96.885 Å, b = 533.637 Å, c = 90.097 Å.
• For the [001] shock simulation, we used the 18 × 8 × 80
supercell containing 552 960 atoms was used with a =
99.175 Å, b = 92.757 Å, c = 520.796 Å.
To test the size eﬀects, we simulated a 100 × 16 × 28
supercell with a doubled cross section under [100] shock
compression. We found no size eﬀects as shown in Figure S1 of
the Supporting Information.
4.2. Shock Simulation Results. We performed the
Hugoniostat shock compression simulations along the low
index directions [100], [010], and [001] for a range of particle
velocities up to ∼2.5 km/s (∼40 GPa). We did not go to higher
up where chemical reactions might play important roles. Figure
9 shows the shock velocity (us) vs normal pressure (Pxx) of the
principal Hugoniot of single crystal TKX-50 for shock
propagation along each of the three directions. As expected,
for defect-free single crystals, all shock directions exhibit high
Hugoniot elastic limits (HELs), with elastic-plastic transition
strains in the 13.6−23.3% range corresponding to shock
pressures in the 6.1−14.2 GPa range. The HELs are 6.1, 14.2,
and 9.1 GPa for [100], [010], and [001] shocks, respectively.
The elastic−plastic transition strains and HELs are listed in
Table 4. This indicates that single crystal TKX-50 shows
anisotropic impact sensitivity: with [010] the most sensitive
direction with the highest HEL while [100] is the least sensitive
direction with the lowest HEL and [001] is the moderate
sensitive direction. Normally, the HELs from MD simulations
are higher than the experimental values because we simulate
defect free crystals with quite small system size is (∼nm scale).
In comparison, our HEL predictions on TKX-50 are in the
same range as the value of 8 GPa for RDX [100] from other
MD simulations.70
Figure 10 shows shock velocity (us) vs particle velocity (up)
of the principal Hugoniot. All three orientations exhibit two-
wave structures characterized by an elastic precursor, followed
by a plastic wave whose velocity increases with up until it
reaches the elastic wave speed at the overdriven (OD) point in
the us−up Hugoniot relation. The OD shock pressures for
[100], [010], and [001] directions are 7.2, 16.2, and 11.8 GPa,
respectively.
For shock pressures above PHELxx, experiments ﬁnd an elastic-
plastic transition characterized by volume collapse in all three
directions with a large increase in temperature due to plasticity
and shear band formation produced within the plastic zone. We
ﬁnd that the elastic-plastic transition is anisotropic in strain and
shear stress, with the [100] orientation exhibiting the lowest
shear stress at the HEL (τHEL), followed by the [010] and
[001] directions. The calculated von Mises shear stresses τ
[deﬁned as 2τ = σxx − (σyy + σzz)/2] are 0.56, 1.84, and 1.92
GPa for the [100], [010], and [001] directions, respectively.
The plastic deformation mechanism for stress relaxation is
markedly diﬀerent for the three directions as shown in Figure
11. To examine the atomic local shear, we use maximum
relative displacement (MRD),10,71 which is deﬁned as si = xij −
Xij :|xij − Xij |max. Here the xij and Xij vectors correspond to the
diﬀerence between the current and reference conﬁgurations for
atoms i and j (slipped neighbors of atom i), respectively. The
Figure 9. NPxxHug shock velocity us vs Pxx in TKX-50 along (100),
(010) and (001) planes. Here, the shock velocities of diﬀerent
directions are distinguished by colors: (100) is black, (010) is red, and
(001) is blue. Hugoniot elastic limits (HELs) of various shock
directions are labeled for viewing convenience. The horizontal dashed
lines are drawn to help identiﬁcation of the overdriven (OD) points,
where the plastic wave speed equals us
HEL.
Table 4. Calculated Hugoniot Elastic Limit (HEL) and
Elastic−Plastic Transition Strains for the TKX-50 Shocked
along the [100], [010], and [001] Directions
shock plane strain εHEL stress PxxHEL(GPa)
(100) 0.136 6.1
(010) 0.233 14.2
(001) 0.167 9.1
Figure 10. NPxxHug shock velocities us as a function of particle
velocity up. Data points for diﬀerent directions are distinguished by
various symbols as shown in the ﬁgure. The plastic waves and elastic
waves are further distinguished by ﬁlled and unﬁlled points. The green
line shows a linear us−up ﬁt using the plastic data points, leading to us
= 1.70 + 3.90up.
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reference conﬁgurations are taken to be the preshock
structures.
• Figure 11A shows the [100] shock where obvious shear
bands are formed with ∼4.2 nm width. The (001)/[210]
and (010)/[001] slip systems were observed in the (100)
shock. The MRDs for 3 directions are shown in Figure
S2 of the Supporting Information.
• For the [010] shock, Figure 11B shows many more shear
bands, but much thinner (∼1.5 nm) than the [100]
shock. Here both (100)/[012] and (001)/[210] slip
systems were observed in [010] shock.
• For [001] shock, Figure 11C shows no clear shear band
formation.
To illustrate the atomistic mechanisms underlying shear band
formation for single crystal TKX-50 under shock compression,
we examined the atomic conﬁgurations for the [100] and [010]
shocks as shown in Figure 12 and Figure 13. For the [100]
shock, the maximum shear stress is along the [210] direction,
which is ∼45° to the [100] shock direction. The diolate
(C2O2N8)
2− ring plane is parallel to the [210] direction as
shown in Figure 1A, making the slip along (001)/[210] very
facile under [100] shock compression. Figure 12 shows clearly
the shear band between two crystalline regions being shifted
∼1/2 unit along [210] direction relative to each other. The
shear band is ∼10 unit cells along the [100] direction with
width of ∼5 nm. These results indicate that the shear band
under [100] shock compression nucleates from the dislocation
with Burgers vector along the [210] direction. We note that the
two 5-membered rings rotate ∼80 degree from each other in
the (C2O2N8)
2− within the shear band region that decreases
volume.
For [010] shock compression, the maximum shear stress is
also along [210] direction. However, the HEL for [010] shock
is much larger than for the [100] shock. This is because the
(C2O2N8)
2− and the neighbor (NH3OH)
1+ are compressed
directly along the [010] shock direction under shock
compression, leading to strong Coulomb interactions between
them and thereby making slip diﬃcult.
Figure 13 shows the narrow shear band along [210]
direction. The 1/2 unit shift between the two crystalline
regions indicates that the shear band nucleates from the
dislocation with Burgers vector of 1/2[210] in the (001) plane.
We note that the (C2O2N8)
2− ring is almost aligned to the
[100] direction within the shear band.
Figure 11. (A−F) Snapshots showing plastic deformation in single
crystal TKX-50 shock-loaded along various directions (noted): (A) Pxx
= 8.17 GPa, viewed along (001); (B) Pxx = 8.17 GPa, viewed along
(010); (C) Pxx = 17.22 GPa, viewed along (001); (D) Pxx = 17.22
GPa, viewed along (100); (E) Pxx = 13.17 GPa, viewed along (010);
(F) Pxx = 13.17 GPa, viewed along (100). Color coding refers to the
MRD. In (100) shock, (001)/[210] and (010)/[001] slip were
observed. In (010) shock, (100)/[021] slip and (001)/[210] slip were
observed. In (001) shock, no obvious slip system is observed.
Figure 12. Atomic conﬁguration of TKX-50 for [100] shock
compression with Pxx = 8.17 GPa. The black arrows indicate the slip
direction. The black line is to help distinguish the unit cell. The
distorted bistetrazole ring is shown in the red circle. The C, H, O, and
N atoms are represented by black, cyan, red, and blue balls.
Figure 13. Atomic conﬁguration of TKX-50 for [010] shock
compression with Pxx = 17.22 GPa. The black line is to help
distinguish the unit cell along shock direction. Color coding refers to
MRD in Å.
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We did not observe shear band formation for [001] shock
compression. This is because the maximum shear stress is not
parallel to the (C2O2N8)
2− ring plane, as shown in Figure 1(C).
It is well-known that the LJ 12−6 vdW repulsion interactions
are too repulsive at short distances. Thus, our FF might
overestimate the pressures under shock compression, leading to
predicted HELs higher than experiment. However, this would
not change our conclusions about anisotropic sensitivity and
plastic deformations under shock conditions.
5. SUMMARY
TKX-50 is a newly synthesized explosive that shows promising
potential to replace current widely used explosives. To
characterize its properties, we developed a ﬂexible classical
force ﬁeld for TKX-50 that reproduces the cell parameters,
densities, lattice energy and mechanical properties derived from
QM and experiments.
Molecular dynamics simulations were carried out to predict
the thermodynamic and mechanical properties, which includes
coeﬃcient of thermal expansion (αp), isothermal compressi-
bility (κT), heat capacities (Cv and Cp), and elastic moduli.
These data are useful input for multiscale simulations and could
be tested experimentally in the future.
Large scale shock simulations were carried out to investigate
the elastic limit and plasticity under various shock directions of
[100], [010], and [001]. On the basis of the predicted HELs on
various directions we expect anisotropic sensitivity: [010] is the
sensitive shock direction with the highest HEL, [100] is the
insensitive shock direction with the lowest HEL, and [001] is
the moderate sensitive shock direction. Structure analysis shows
the detailed slip systems leading to plastic deformation in
atomic scale.
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