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INTRODUCCIÓN
Las álgebras de Lie surgieron de la tentativa del matemático noruego Marius Sophus
Lie de obtener una teoría para el estudio de las ecuaciones diferenciales análogo a la
teoría de Galois, para las ecuaciones polinomiales, mediante las transformaciones de
contacto donde se asocia a cada ecuación diferencial en derivadas parciales una familia
finita de transformaciones, que es cerrada, por lo que Lie la llamó grupo infinitesimal,
término que Hermann Weyl cambiaría por álgebras de Lie en 1930.
La teoría que se conoce actualmente sobre las Álgebras de Lie, es el resultado de
estudios realizados posteriormente por el propio Lie, Killing, Cartan, Serre, Engel, entre
otros. Siendo los principales aportes de esta, el asociar a cada grupo de transformacio-
nes continuas un Álgebra de Lie y el establecer una aplicación función del Álgebra de
Lie. La correspondencia entre grupos de Lie y álgebras de Lie creó un importante víncu-
lo entre el álgebra y la geometría que permite tratar varios problemas desde distintas
perspectivas.
La teoría de Lie ha colaborado al desarrollo de la geometría diferencial, geometría
algebraica y teoría de ecuaciones diferenciales en derivada parciales. En la actualidad
las aplicaciones de la Teoría de Lie no son únicamente en el área de matemáticas, sino
que cada vez es mayor su aplicación en la física teórica y teoría de super-cuerdas1.
Las diferentes aplicaciones de la teoría de Lie en ciencias como Ingenierías, Economía,
Finanzas y Física, que matemáticos como Juan Dieudonn se refieran a esta como un eje
gigante en los avances científicos y que Albert Einstein las usará en sus cálculos para la
Teoría General de la Relatividad hace pensar en lo importante de su estudio.
1NÚÑEZ VALDÉS, Juan. TENORIO VILLALÓN, Ángel. Biografías de
matemáticos ilustres. DIVULGAMAT. RSME. [En línea]. Disponible en
http://virtual.uptc.edu.co/ova/estadistica/docs/autores/pag/mat/SophusLief1.asp.htm
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Asimismo, Lie realizó importantes aportes al asociar a cada grupo de transformacio-
nes continuas un álgebra de Lie y al establecer una aplicación del álgebra de Lie a través
de los grupos a un parámetro.
Al realizar una revisión bibliográfica de esta teoría se ve que un aspecto importante en
su estudio es la clasificación y/o caracterización de las Álgebras de Lie, cuyo problema
se ha abordado desde principios del siglo XIX por Killing y Cartan entre otros donde
no se ha logrado una clasificación general. Por ello, este proyecto tiene como objetivo
caracterizar las Álgebras de Lie nilpotentes y solubles aplicando los teoremas de Lie y
Engel; para esto se ha planteado la siguiente pregunta ¿Cuál es la caracterización de la
estructura de las Álgebras de Lie nilpotentes y solubles si se usan los teoremas de Lie y
Engel?, para ello debe estudiarse nociones básicas del Álgebra lineal y de las Álgebras
de Lie.
Para abordar las álgebras de Lie se necesitan algunos estudios previamente sobre
álgebra lineal y abstracta; por ello, el presente informe presenta en el marco teórico las
definiciones, ejemplos, proposiciones, entre otros fundamentales para comprenderlas.
Así mismo, el presente informe contiene un capítulo dedicado a los resultados obtenidos
al aplicar definiciones del álgebra lineal y los teoremas de Lie y Engel a las álgebras de
Lie, y su respectivo análisis.
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1. MARCO TEÓRICO
En este capítulo se presentan fundamentos de álgebra lineal que permitirán compren-
der los diferentes elementos utilizados en las demostraciones, pruebas y demás para las
álgebras de Lie y su caracterización. Abordaremos temáticas como matrices, espacios
vectoriales y álgebras.
1.1. Matrices
A continuación, se presentan nociones básicas de la teoría de matrices.
Definición 1.1.1 Sea F un campo, una matriz es una formación rectangular de elemen-
tos del campo F en un arreglo de m columnas y n filas:
Am×n =

a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . .
. . .
...
am1 am2 . . . amn

. (1.1)
De forma general una matriz con m filas y n columnas es llamada rectangular de orden
m× n. Se denota Am×n. Cuando m = n la matriz es denominada matriz cuadrada y
el número n, es llamado su orden. Los elementos que la constituyen son llamados las
entradas de la matriz. La entrada ubicada en la intersección de la i-ésima fila y la j-ésima
columna de la matriz Am×n está marcada por la pareja (i, j). Como notación alternativa
se puede utilizar la abreviación:
Am×n = (ai j)m×n (1.2)
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El conjunto de todas las matrices de tamaño m× n con entradas en un campo F se
denota por Mm×n(F).
Ejemplo 1.1.1 Matriz cuadrada A de orden 3 en el campo R
A3×3 =

1 2 3
4 5 6
7 8 9
 .
Ejemplo 1.1.2 Matriz B2×3 en el campo de los complejos
B2×3 =
 3− i 2i 6+ i
4−3i 1+4i 7
 .
Definición 1.1.2 La suma entre dos matrices A= (ai j)m×n y B= (bi j)m×n, donde ambas
son de dimensión m× n, se define como la matriz C = (ci j)m×n, la cual tiene la misma
dimensión que A y B y sus elementos son la suma de los correspondientes elementos
de las matrices A y B:
C = A+B, donde ci j = ai j+bi j.
Ejemplo 1.1.3 Sean A2×3 =
a1 a2 a3
b1 b2 b3
y ,B2×3 =
c1 c2 c3
d1 d2 d3
 . Entonces:
A2×3+B2×3 =
a1 a2 a3
b1 b2 b3
+
c1 c2 c3
d1 d2 d3

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A2×3+B2×3 =C2×3 =
a1+ c1 a2+ c2 a3+ c3
b1+d1 b2+d2 b3+d3
 .
Propiedades 1.1.1 Sean A, B yC matrices del mismo tamaño, entonces se cumple que:
1. A+B= B+A.
2. A+(B+C) = (A+B)+C.
3. Existe una matriz (neutro aditivo) cero, tal que A+0= 0+A= A.
4. Para toda matriz A, existe (inverso aditivo) la matriz −A tal que A+(−A) = 0.
Definición 1.1.3 El producto de un número (escalar) α que pertenece al campo F por
una matriz A, se define como la matriz del mismo orden de A tal que cada uno de sus
elementos es la multiplicación de los elementos de A por el número α . En este caso no
importa el orden de A. Es decir, si A= (ai j), entonces αA= (αai j).
Ejemplo 1.1.4 Dada la matriz A2×3 =
2 1 3
1 5 1/2
 y el escalar α = 2, la multiplicación
αA es: 2 ·2 2 ·1 2 ·3
2 ·1 2 ·5 2 ·1/2”
=
4 2 6
2 10 1
 .
Propiedades 1.1.2 Dadas las matrices A y B y los escalares α y β , entonces se cumple
que:
1. (αβ )A= α(βA).
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2. α(A+B) = αA+αB.
3. (α+β )A= αA+βA.
4. 1A= A.
Definición 1.1.4 Sea A = (ai j) una matriz de orden m× n, y B = (bi j) una matriz de
orden n× p. Entonces el producto entre A y B tiene como resultado una matriz C = (ci j)
de orden m× p , en donde ci j = (renglón i de A)· (columna j de B).
Esto implica que la multiplicación de dos matrices A y B solo puede efectuarse si el
número de columnas de la primera matriz es el mismo número de filas de la segunda
matriz (nótese que entre matrices cuadradas del mismo orden siempre se puede efectuar
la multiplicación de matrices). Es decir, si A= (aik) y B= (bk j), entoncesC= (ci j) donde
ci j =
p
∑
k=1
(aik)(bk j)
.
Ejemplo 1.1.5 Sea A=
4 −3 2
2 6 1
 y B=

1
3
−2
, entonces
AB=
 4−9−4
2+18−2
=
−9
18
 .
Definición 1.1.5 La matriz identidad de orden n es una matriz cuadrada de orden n,
denotada In es el elemento neutro de las matrices, donde los elementos de la diagonal
son iguales a 1 y los demás iguales a 0.
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Ejemplo 1.1.6 La matriz identidad de las matrices cuadradas de orden 3.
I3 =

1 0 0
0 1 0
0 0 1
 .
Propiedades 1.1.3 Dadas las matrices A, B y C conformables2 , entonces se cumple
que:
1. A(BC) = (AB)C.
2. AI = A, donde I es la matriz identidad (adecuada).
3. A(B+C) = AB+AC.
4. (A+B)C = AC+BC.
En general la multiplicación de matrices es no conmutativa, es decir AB 6= BA.
Definición 1.1.6 Dada una matriz A se define la matriz transpuesta At , como aquella
en la que se cambian las filas por columnas, es decir: Si Am×n = (ai j)m×n, entonces
Atn×m = (a ji)n×m.
Ejemplo 1.1.7 Dada la matriz A de orden 3× 2, A3×2 =

a b
c d
e f
, entonces la matriz
2Dos matrices A y B se llaman conformables si se puede realizar la operación, en este caso la multipli-
cación de matrices
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transpuesta de A está dada por:
At =
a c e
b d f
 .
Propiedades 1.1.4 Dadas las matrices A, B y α un número real, entonces se cumple
que:
1. (At)t = A.
2. (A+B)t = At+Bt .
3. (AB)t = BtAt .
4. (αA)t = αAt .
5. Si A= At , la matriz se llama simétrica.
6. Si At =−A, la matriz se llama antisimétrica.
Definición 1.1.7 Dada una matriz cuadrada A de orden n, se define la traza de la matriz
A, como la cantidad obtenida al sumar los n elementos de la diagonal principal y se
denota por tr(A).
Ejemplo 1.1.8 Sea la matriz D=

2 9 5 1
−4 3 2 8
1 6 0 −3
4 3 5 7

, entonces tr(D)= 2+3+0+7= 12.
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Propiedades 1.1.5 La traza de una matriz cumple las siguientes propiedades, donde A
y B son dos matrices cuadradas de orden n3 y sea α un número real:
1. tr(A+B) = tr(A)+ tr(B).
2. tr(αA) = αtr(A).
3. tr(AB) = tr(BA).
4. tr(AB−BA) = 0.
Definición 1.1.8 Se dice que una matriz cuadrada A de orden n tiene inversa, si existe
una matriz cuadrada B de orden n tal que A ·B= B ·A= In, siendo In la matriz identidad
de orden n. Se denomina a la matriz B la matriz inversa de A y se denota A−1.
Ejemplo 1.1.9 Sea la matriz cuadrada A de orden 2, A =
2 0
0 2
, entonces, la matriz
inversa de A será la matriz cuadrada A−1 de orden 2, A−1 =
1/2 0
0 1/2
. Ya que:
AA−1 =
2 ·1/2 0 ·0
0 ·0 2 ·1/2
=
1 0
0 1
= I2,
y
A−1A=
1/2 ·2 0 ·0
0 ·0 1/2 ·2
=
1 0
0 1
= I2.
A continuación presentamos la definición y ejemplos de algunas matrices necesarias
3También se cumple cuando Am×n y Bn×m.
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para el abordaje del tema además de las matrices cuadradas y rectangulares y las ya
nombradas:
En una matriz cuadrada A = (ai jm×n), diremos que los elementos que conforman la
diagonal superior son de la forma aii.
Definición 1.1.9 Una matriz es triangular superior si los elementos bajo la diagonal
principal son nulos.Para el caso en que n= 3 las matrices triangulares superiores tienen
la siguiente forma:
B=

a11 a12 a13
0 a22 a23
0 0 a33
 .
Definición 1.1.10 Una matriz es triangular inferior si los elementos sobre la diagonal
principal son nulos.Para el caso en que n = 3 las matrices triangulares inferiores tienen
la siguiente forma:
C =

a11 0 0
a21 a22 0
a31 a32 a33
 .
Definición 1.1.11 Una matriz es diagonal si es simultáneamente triangular superior e
inferior. Para el caso en que n= 3 las matrices diagonales tienen la siguiente forma:
A=

a11 0 0
0 a22 0
0 0 a33
 .
Definición 1.1.12 Sea An×n = (ai j) una matriz con entradas en los complejos. An×n=(bi j)
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se denomina la matriz conjugada de A,si bi j = ai j.
Ejemplo 1.1.10 Sea A=
2+ i 4+ i
5− i 1
, su matriz conjugada es:
2− i 4− i
5+1 1
.
Definición 1.1.13 Si la potencia n (número natural) de una matriz da como resultado
la matriz nula entonces esta matriz se denomina nilpotente. Para que una matriz sea
nilpotente debe ser cuadrada y se denominará como su índice u orden al menor número
natural n para el cual la matriz es nilpotente.
Ejemplo 1.1.11 Sea A =
 1 1
−1 −1
 una matriz cuadrada de orden 2, A es nilpotente
de índice 2 debido a que:
A2 = A ·A=
 1 1
−1 −1
 ·
 1 1
−1 −1

A2 =
 (1 ·1)+(1 ·−1) (1 ·1)+(1 ·−1)
(−1 ·1)+(−1 ·−1) (−1 ·1)+(−1 ·−1)

A2 =
 1−1 1−1
−1+1 −1+1
=
0 0
0 0
 .
1.2. Espacios vectoriales
Definición 1.2.1 Un espacio vectorialV sobre el campo F es un conjunto cuyos elemen-
tos se denominan vectores, unido a dos operaciones (suma de vectores y producto de
un vector por un escalar) que cumplen las siguientes propiedades:
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1. u+ v ∈V ; ∀u,v ∈V .
2. u+ v= v+u; ∀u,v ∈V .
3. u+(v+w) = (u+ v)+w; ∀u,v,w ∈V .
4. Existe un elemento 0 ∈V , tal que 0+u= u+0= u; ∀u ∈V .
5. ∀u ∈V existe un vector v, tal que u+ v= 0; ∀u,v ∈V .
6. ku ∈V ; ∀u ∈V y ∀k ∈ F.
7. k(u+ v) = ku+ kv; ∀u,v ∈V y ∀k ∈ F.
8. (k+ l)u= ku+ lu; ∀u ∈V y ∀k, l ∈ F.
9. (kl)u= k(lu); ∀u ∈V y ∀k, l ∈ F.
10. 1v= v; ∀v ∈V , donde 1 es el elemento neutro para la operación multiplicación en
F.
Ejemplo 1.2.1 Un ejemplo de espacio vectorial sobre F es el conjunto de las matrices
de orden m×n en el campo K, con la suma y la multiplicación por un escalar, usual para
las matrices. Esto puede corroborarse revisando las 1.1.2 y 1.1.3 así como las 1.1.1 y
1.1.2.
Definición 1.2.2 Sea el espacio vectorial V sobre el campo K, un subconjunto W ⊆ V
es llamado subespacio de V si cumple que:
1. ∀w1,w2 ∈W , ∀α1,α2 ∈K, α1w1+α2w2 ∈W , y
2. ∀α ∈ F,w1 ∈W , α1w1 ∈W .
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Nótese que la anterior operación resume las dos operaciones definidas para los es-
pacios vectoriales. Los subespacios vectoriales también son espacios vectoriales.
Ejemplo 1.2.2 Sea V el espacio vectorial de las matrices M2×2(R), el subconjunto (S)
de las matrices cuadradas de la forma
0 a
b c
 es un subespacio vectorial de M2×2(R).
Entonces debemos verificar las condiciones 1 y 2 de la 1.2.1, es decir:
1. Sea A=
0 a
b c
 y B=
0 a′
b′ c′
 entonces: A+B=
0+0 a+a′
b+b′ c+ c′
, y por lo tanto
A+B ∈ S.
2. Sea λ ∈ R y A ∈ S, entonces λ ·A = λ
0 a
b c
 =
 0 λa
λb λc
, por consiguiente λA
∈ S.
De 1. y 2. obtenemos que S es un subespacio de M2×2(R).
Definición 1.2.3 Sean los vectores unitarios i= (1,0,0) , j= (0,1,0) y k= (0,0,1) y sea
~u = a i+ b j+ ck y ~v = d i+ e j+ f k vectores en R3, el producto vectorial entre ellos se
representa de forma compacta por medio de un determinante que está dado por:
~u×~v=
∣∣∣∣∣∣∣∣∣
i j k
a b c
d e f
∣∣∣∣∣∣∣∣∣ ,
que se puede reescribir como ~u×~v= (b f − ce)i− (a f − cd)j+(ae−bd)k.
Ejemplo 1.2.3 Sean los vectores~u= 3 i+2 j−1k y~v= 4 i−5 j+2k, el producto vectorial
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entre ellos es: ∣∣∣∣∣∣∣∣∣
i j k
3 2 −1
4 −5 2
∣∣∣∣∣∣∣∣∣= (4−5)i− (6+4)j+(−15−8)k.
Propiedades 1.2.1 Sean~u,~v,~w vectores ∈R3 y α ∈ F. El producto vectorial cumple con
las siguientes propiedades:
1. ~u×~0=~0×~u= 0.
2. ~u×~u=~0.
3. (~u×~v) =−(~v×~u).
4. α(~u×~v) = (α~u)×~v=~u× (α~v).
Definición 1.2.4 Dados los espacios vectoriales V y W cualesquiera sobre el campo F,
entonces una aplicación T :V →W es llamada una transformación lineal si para todo
α ∈ F y todo ~u,~v ∈V se cumple que:
1. T (α~v) = αT (~v).
2. T (~u+~v) = T (~u)+T (~v).
Ejemplo 1.2.4 Sean los espacios vectoriales R3 y M2×2 la aplicación T : R3 → M2×2
definida por T = (x,y,z) =
x+ y −y
−z y+ z
 es una transformación lineal.
De acuerdo a la 1.2.4 se debe cumplir que:
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1. T (α~v) = αT (~v). Sea α ∈ F, entonces:
T (α(x,y,z)) = (αx,αy,αz)
=
αx+αy −αy
−αz αy+αz

= α
x+ y −y
−z y+ z

= αT (~v).
2. T (~u+~v) = T (~u)+T (~v). Sean~v= (x,y,z) y ~u= (x′,y′,z′). Entonces
T (~v+~u) =
(x+ x′)+(y+ y′) −(y+ y′)
−(z+ z′) (y+ y′)+(z+ z′)

=
(x+ y)+(x′+ y′) (−y)+(−y′)
(−z)+(−z′) (y+ z)+(y′+ z′)

=
x+ y −y
−z y+ z
+
x′+ y′ −y′
−z′ y′+ z′

= T (~v)+T (~u).
Por 1. y 2. tenemos que T es una transformación lineal.
Relacionados a la transformación lineal T existen dos subespacios:
1. El kernel o núcleo de T es el subespacio ker(T ) ⊆ V de todo v ∈ V para el cual
T (v) = 0, es decir, ker(T ) = {v ∈V,T (v) = 0}.
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2. El rango de T es el subespacio ran(T )⊆W de todos los vectores w ∈W de la forma
w= T (v) para algún v ∈V .
Definición 1.2.5 Supongamos que W es un subespacio de un espacio vectorial V . Una
clase de W es un conjunto de la forma:
v+W := {v+w : w ∈W}.
Es importante notar que a menos que W = {0}, cada clase de equivalencia puede
tener varias formas de denotarse, en efecto v+W = v′+W si y sólo si v− v′ ∈W .
Definición 1.2.6 El espacio cociente denotado por V/W es el conjunto de todas las
clases de W . El espacio cociente, es un espacio vectorial con la adición definida por:
(v+W )+(v′+W ) = (v+ v′)+W ∀v,v′ ∈V.
Y la multiplicación por un escalar:
α(v+W ) = αv+W ∀v ∈V,α ∈ F.
Definición 1.2.7 Un espacio vectorialV sobre un campo F, es un espacio con producto
interno si para cada par ordenado de vectores u y v en V , existe un único número
denotado por (u,v) en el campo F llamado producto interno de u y v, tal que si u,v y w
están en V y α ∈ F, entonces:
1. (v,v)≥ 0.
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2. (v,v) = 0 si y solo si v= 0.
3. (u,v+w) = (u,v)+(u,w).
4. (u+ v,w) = (u,w)+(v,w).
5. (u,v) = (v,u).
6. (αu,v) = α(u,v).
7. (u,αv) = α(u,v).
La barra de las condiciones 5 y 7, denota el conjugado del número (si el campo son los
C).
Se dice que un producto interno es no degenerado si además satisface que: si v es
un elemento de V y (v,w) = 0 para todo w ∈V , entonces v= 0.
1.3. Álgebras
Definición 1.3.1 Un espacio vectorial B sobre F, junto con una operación binaria defini-
da entre vectores, es un álgebra sobre un campo F. Es decir,
(·, ·) :B×B−→ B
(x,y)→ xy.
Donde xy es el producto entre x y y tal que es bilineal y distributiva respecto a la suma.
Diremos que el espacio vectorial B es un álgebra sobre un campo F si posee una
operación binaria interna definida entre vectores tal que ∀x, y, z ∈ B,λ ∈ F se cumple:
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1. x(y+ z) = xy+ xz.
2. (x+ y)z= xz+ yz.
3. x(λy) = (λx)y= λ (xy).
Se dice que un álgebra es asociativa si ∀x,y,z ∈ B se cumple que:
(xy)z= x(yz).
Definición 1.3.2 El álgebra B se dice que es unitaria (con unidad o unital) si existe un
elemento 1 en el álgebra con la propiedad 1a= a1= a; ∀a ∈ B
Ejemplo 1.3.1 Sea Mn×n El conjunto de las matrices cuadradas con entradas en el cam-
po conmutativo K, Mn×n es un álgebra con las operaciones usuales de suma, multiplica-
ción por escalar y multiplicación de matrices. Adicionalmente es un álgebra asociativa y
es un álgebra unitaria, donde el 1 es la matriz identidad(In).
Definición 1.3.3 Un álgebra B sobre un campo F es un álgebra de división sobre F
si B tiene unitario para la multiplicación y contiene un inverso multiplicativo para cada
elemento distinto de cero.
Definición 1.3.4 Sea B un álgebra, una subálgebra de esta es un conjunto B0 ⊆ B tal
que B0 por sí misma es un álgebra.
Definición 1.3.5 Un subconjunto J⊆ B es un ideal de B si se cumple que az∈ J y za∈ J
∀a ∈ B y ∀z ∈ J.
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Ejemplo 1.3.2 Sea A = {X ∈ Mn×n(K)|det(X) 6= 0}∪ {0n×n}, A es una subálgebra de
Mn×n y es un álgebra con división ya que posee inverso para cada uno de sus elementos
distintos de cero (inversa de una matriz).
Existen otro tipo de álgebras que son llamadas como álgebras no asociativas, entre
ellas las álgebras de Lie, las cuales son objeto de nuestro estudio.
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2. MATERIALES Y MÉTODOS
Este trabajo tuvo las características de la investigación pura y/o básica ya que "se
propone enriquecer el conocimiento sin preocuparse por la aplicación directa o inmedia-
ta de los resultados"4, en este caso específico se propone enriquecer la caracterización
de las álgebras de Lie nilpotente y solubles utilizando los teoremas de Lie y Engel. Se
implementó una metodología teórica. Además, se enmarca dentro de la línea de investi-
gación: Matemáticas y Física. Esta línea de investigación hace parte del saber específico
y el área de formación básica del Programa de Licenciatura en Matemáticas y Física de
la Facultad de Ciencias Humanas y la Educación de la Universidad de los Llanos.
El proyecto se ejecutó teniendo en cuenta las siguientes fases:
Recolección de información: En esta fase se realizó una revisión bibliográfica,
sobre álgebra lineal, álgebra abstracta y finalmente álgebras de Lie; que consti-
tuyen los conocimientos necesarios para la descripción y comprensión de los re-
sultados. Teniendo referentes teóricos como Nicolás Bourbaki, Félix Gantmacher,
Robert Gilmore, Elong Lima, Luiz A. B., Sofía Pinzón, Marlio Paredes, Arturo Cas-
tro, entre otros.
Aplicación y producción de resultados: En esta fase se realizó el estudio de
los diferentes conceptos necesarios para definir la estructura de un álgebra, y en
especial las álgebras de Lie, se incluye los conceptos básicos de la teoría de Lie.
También se estudió la teoría de las representaciones de las álgebras de Lie, las
álgebras nilpotentes y solubles y se caracterizaron mediante los teoremas de Lie y
4GARZA MERCADO, Ario. Manual de técnicas de investigación para estudiantes de ciencias sociales
y humanidades. 7ma ed. México D.F.: El colegio de México, Biblioteca Daniel Cosío Villegas, 2007. ISBN
968-12-1298-3. Pág. 15
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Engel. Además, se demuestran los teoremas de isomorfismo aplicado a las álge-
bras de Lie.
Presentación del informe final: Fase actual del proceso que comprende la pre-
sentación del informe de los resultados de la investigación usando el compilador
LATEX y el editor TeXnicCenter en su versión de prueba generando como producto
un archivo de extensión .pdf con los resultados obtenidos.
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3. RESULTADOS
En este capítulo se presentan la teoría de álgebras de Lie junto, se incluyen las
demostraciones de los teoremas de isomorfismo aplicados a las álgebras de Lie las
cuales normalmente no se encuentran en textos clásicos, la teoría de representaciones
y por último se presentan las álgebras de Lie nilpotentes y solubles junto a los teoremas
que las caracterizan, los teoremas de Engel y Lie respectivamente.
3.1. Álgebras de Lie
Definición 3.1.1 Un álgebra de Lie consiste en un espacio vectorial g sobre un campo
F dotado de una operación corchete o conmutador denotado por:
[·, ·] : g×g−→ g.
(X ,Y ) 7−→ [X ,Y ].
La cual satisface las siguientes propiedades:
1. Bilinealidad, es decir, que para todo X ,Y,Z ∈ g y a,b ∈ F se cumple que
[aX+bY,Z] = a[X ,Z]+b[Y,Z],
[Z,aX+bY ] = a[Z,X ]+b[Z,Y ].
2. Antisimetría, es decir que para todo X ,Y ∈ g tenemos que
[X ,Y ] =−[Y,X ].
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3. La identidad de Jacobi, esto es, para cualesquiera X ,Y,Z ∈ g tenemos que
[X , [Y,Z]]+ [Y, [Z,X ]]+ [Z, [X ,Y ]] = 0.
Lo que puede ser reescrito alternativamente de la siguiente forma:
[X , [Y,Z]] = [[X ,Y ],Z]+ [Y, [X ,Z]].
Proposición 3.1.1 A partir de la anterior definición obtenemos que las siguientes afir-
maciones son equivalentes:
1. Para todo X ,Y ∈ g, [X ,Y ] =−[Y,X ].
2. Para todo X ∈ g, [X ,X ] = 0.
Demostración:
1. ⇒ 2. Sean X ,Y ∈ g entonces tenemos que:
[X+Y,X ] =−[X ,X+Y ].
Sumando a ambos lados [X ,X +Y ] obtenemos que [X ,X +Y ] + [X +Y,X ] = 0.
Luego, aplicando la bilinealidad del corchete obtenemos [X ,X ] + [X ,Y ] + [X ,X ] +
[Y,X ] = 0. Y por hipótesis [X ,Y ] =−[Y,X ], entonces:
2[X ,X ] = 0,
Finalmente
[X ,X ] = 0.
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2. ⇒ 1. Sean X ,Y ∈ g entonces tenemos que:
[X+Y,X+Y ] = 0.
[X ,X ]+ [X ,Y ]+ [Y,X ]+ [Y,Y ] = 0.
Por hipótesis [X ,X ] = 0 y [Y,Y ] = 0, entonces [X ,Y ]+ [Y,X ] = 0.
Por lo tanto, ∀X ,Y ∈ g se cumple que [X ,Y ] =−[Y,X ].
Ejemplo 3.1.1 Sea gl(n,F) el conjunto de todas las transformaciones de un espacio
vectorial de dimensión n en F o sea, el álgebra de matrices n× n cuyas componentes
pertenecen al campo F.
Sean X ,Y,Z matrices de gl(n,F) y a,b ∈ F y gl(n,F) es un álgebra de Lie donde el
corchete está dado por el conmutador, esto es [X ,Y ] = XY −YX con X ,Y ∈ gl(n,F). Se
comprobaran todas las propiedades de la definición 4.1.1, veamos:
1. Bilinealidad. Se verificará que [aX+bY,Z] = a[X ,Z]+b[Y,Z]. Entonces:
[aX+bY,Z] = (aX+bY )Z−Z(aX+bY ).
= aXZ+bYZ−ZaX−ZbY.
= aXZ+bYZ−aZX−bZY.
= aXZ−aZX+bYZ−bZY.
= a(XZ−ZX)+b(YZ−ZY ).
= a[X ,Z]+b[Y,Z].
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Y además se debe verificar que [Z,aX+bY ] = a[Z,X ]+b[Z,Y ]. Entonces:
[Z,aX+bY ] = Z(aX+bY )− (aX+bY )Z.
= ZaX+ZbY −aXZ−bYZ.
= aZX+bZY −aXZ−bYZ.
= aZX−aXZ+bZY −bYZ.
= a(ZX−XZ)+b(ZY −YZ).
= a[Z,X ]+b[Z,Y ].
2. Antisimetría. Se debe comprobar que [X ,X ] = 0, aplicando la Proposición 3.1.1 tene-
mos que [X ,X ] = XX−XX , entonces tenemos que [X ,X ] = 0.
3. Identidad de Jacobi. Se debe comprobar que [X , [Y,Z]]+ [Y, [Z,X ]]+ [Z, [X ,Y ]] = 0.
[X , [Y,Z]]+ [Y, [Z,X ]]+ [Z, [X ,Y ]] =[X ,YZ−ZY ]+ [Y,ZX−XZ]+ [Z,XY −YX ]
=X(YZ−ZY )− (YZ−ZY )X+Y (ZX−XZ)
− (ZX−XZ)Y +Z(XY −YX)
− (XY −YX)Z
=XYZ−XZY −YZX+ZYX+YZX−YXZ−ZXY
+XZY +ZXY −ZYX−XYZ+YXZ
=0.
Por lo tanto gl(n,F) es un álgebra de Lie con la operación corchete(Producto vectorial en
R3) [X ,Y ] = XY −YX .
Ejemplo 3.1.2 El espacio vectorial R3 con la operación corchete [X ,Y ] = X ×Y es un
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álgebra de Lie. Veamos:
Sean ~u,~v,~w vectores ∈ R3 y α,β ∈ F. Recordemos que el producto vectorial en R3
cumple las Propiedades 1.2.1
1. Bilinealidad: Se debe comprobar que [α~u+β~v,~w] = α[~u,~w]+β [~v,~w].
[α~u+β~v,~w] = {(α~u+β~v)×~w}.
= (α~u×~w)+(β~v×~w).
= α(~u×~w)+β (~v×~w).
= α[~u,~w]+β [~v,~w].
Además, se debe comprobar que: [~w,α~u+β~v] = α[~w,~u]+β [~w,~v].
[~w,α~u+β~v] = ~w× (α~u+β~v).
= (~w×α~u)+(~w×β~v).
= α(~w×~u)+β (~w×~v).
= α[~w,~u]+β [~w,~v].
2. Antisimetría: Se debe comprobar que [~u,~u] = 0, es decir que (~u×~u) = 0.
[~u,~u] = (~u×~u).
= (bc− cb)iˆ+(ac− ca) jˆ+(ab−ba)kˆ.
= 0iˆ+0 jˆ+0kˆ.
= 0.
.
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3. Identidad de Jacobi: Se debe comprobar que [~U , [~V , ~W ]]+[~V , [~W ,~U ]]+[~W , [~U ,~V ]] =~0,
sea ~u= aiˆ+b jˆ+ ckˆ.
[~U , [~V , ~W ]]+ [~V , [~W ,~U ]]+ [~W , [~U ,~V ]] =
[~U× (~V × ~W )]+ [~V × (~W ×~U)]+ [~W × (~U×~V )] =
[~U× [(VyWz)− (VzWy)]iˆ− [(VxWz)− (VzWx)] jˆ+[(VxWy)− (VyWx)]kˆ
+[~V × [(WyUz)− (WzUy)]iˆ− [(WxUz)− (WzUx)] jˆ+[(WxUy)− (WyUx)]kˆ
+[~W × [(UyVz)− (UzVy)]iˆ− [(UxVz)− (UzVx)] jˆ+[(UxVy)− (UyVx)]kˆ =
[(UyVxWy)− (UyVyWx)− (UzVxWz)+(UzVzWx)]iˆ
−[(UxVxWy)− (UxVyWx)− (UzVyWz)+(UzVzWy)] jˆ
+[(UxVxWz)− (UxVzWx)− (UyVyWz)+(UyVzWy)]kˆ
+[(UyVyWx)− (UxVyWy)− (UzVzWx)+(UxVzWz)]iˆ
−[(UyVxWx)− (UxVxWy)− (UzVzWy)+(UyVzWz)] jˆ
+[(UzVxWx)− (UxVxWz)− (UzVyWy)+(UyVyWz)]kˆ
+[(UxVyWy)− (UyVxWy)− (UxVzWz)+(UzVxWz)]iˆ
−[(UxVyWx)− (UyVxWx)− (UyVzWz)+(UzVyWz)] jˆ
+[(UxVzWx)− (UzVyWx)− (UyVzWy)+(UzVyWy)]kˆ =
0iˆ−0 jˆ+0kˆ =
~0= 0.
Por lo tanto, (R3,×) con la operación corchete es un álgebra de Lie.
Definición 3.1.2 Sea g un álgebra de Lie, se dice que es un álgebra de Lie abeliana si
cumple que [X ,Y ] = 0 para todo X ,Y ∈ g.
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Ejemplo 3.1.3 El campo (F) con el conmutador [X ,Y ] = XY −YX es una subálgebra de
Lie abeliana. Ya que: ∀X ,Y ∈ F se cumple que [X ,Y ] = XY −YX = 0 ya que F cumple la
propiedad conmutativa con las operaciones usuales.
Definición 3.1.3 Sea g un álgebra de Lie. Una subálgebra de ella es un subespacio
vectorial h de g que es cerrado por el corchete, es decir, [X ,Y ] ∈ h, si X ,Y ∈ h.
Ejemplo 3.1.4 so(n,F)= {X ∈ gl(n,F),X+X t = 0} es una subálgebra de Lie de gl(n,F).
Aqui X t es la transpuesta de X y n≥ 2.
Debemos comprobar que si X ,Y ∈ so(n,F) entonces [X ,Y ] ∈ so(n,F). Para que [X ,Y ] ∈
so(n,F) se debe cumplir que [X ,Y ]+ [X ,Y ]t = 0 veamos
[X ,Y ]+ [X ,Y ]t = XY −YX+(XY −YX)t
= XY −YX+(XY )t− (YX)t
= XY −YX+Y tX t−X tY t
= XY −YX+YX−XY = 0.
Por lo tanto [X ,Y ] ∈ so(n,F) y se demuestra que so(n,F) es subálgebra de gl(n,F).
Ejemplo 3.1.5 sl(n,F) = {X ∈ gl(n,F), tr(X) = 0} es una subálgebra de Lie de gl(n,F).
Debemos comprobar que si X ,Y ∈ sl(n,F) entonces [X ,Y ] ∈ sl(n,F). Para que [X ,Y ] ∈
sl(n,F) se debe cumplir que tr([X ,Y ]) = 0, veamos:
tr([X ,Y ]) = tr(XY −YX)
= tr(XY )− tr(YX)
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= tr(XY )− tr(XY )
= 0.
Ejemplo 3.1.6 sp(n,F) = {X ∈ gl(2n,F)|XJ+ JX t = 0} es una subálgebra de Lie de
gl(n,F) donde J esta dada en bloques de tamaño n
J =
 0 −1n×n
1n×n 0

aqui 1n×n representa la matriz identidad de tamaño n×n.
Debemos comprobar que si X ,Y ∈ sp(n,F) entonces [X ,Y ] ∈ sp(n,F), esto es, se
debe cumplir que [X ,Y ]J+ J[X ,Y ]t = 0. Como X ,Y ∈ sp(n,F) entonces XJ+ JX t = 0 y
YJ+ JY t = 0 por lo tanto:
[X ,Y ]J+ J(X ,Y ]t = (XY −YX)J+ J(XY −YX)t
= XYJ−YXJ+ J(XY )t− J(YX)t
= XYJ−YXJ+(JY t)X t− (JX t)Y t
= XYJ−YXJ−Y (JX t)+X(JY t)
= XYJ−YXJ+YXJ−XYJ
= 0.
Ejemplo 3.1.7 o(n,F) = {X ∈ gl(2n+1,F)|XJ+ JX t = 0} es una subálgebra de Lie de
gl(n,F) donde J esta dada en bloques de tamaño n×n.
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J =

1 0 0
0 0 1n×n
0 1n×n 0
 .
Debemos comprobar que si X ,Y ∈ o(n,F) entonces [X ,Y ] ∈ o(n,F), esto es, se debe
cumplir que [X ,Y ]J+ J[X ,Y ]t = 0. Como X ,Y ∈ o(n,F) entonces XJ+ JX t = 0 y YJ+
JY t = 0 por lo tanto:
[X ,Y ]J+ J(X ,Y ]t = (XY −YX)J+ J(XY −YX)t
= XYJ−YXJ+ J(XY )t− J(YX)t
= XYJ−YXJ+(JY t)X t− (JX t)Y t
= XYJ−YXJ−Y (JX t)+X(JY t)
= XYJ−YXJ+YXJ−XYJ
= 0.
Definición 3.1.4 Una subálgebra de Lie h es un álgebra de Lie con una estructura he-
redada de la estructura de g.
Ejemplo 3.1.8 El subespacio generado por las matrices triangulares superiores de ta-
maño 3×3 son una subálgebra de Lie de gl(n,F), las matrices son de la forma

a d e
0 b f
0 0 c
 .
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3.2. Generalidades algebraicas
Las generalidades algebraicas a las que se hace referencia en esta sección es a
aquellas que funcionan y tienen sentido de la misma manera para varias estructuras
algebraicas como las nociones de morfismos, ideales y cocientes.
Definición 3.2.1 Una transformación lineal ϕ : g→ h, donde g y h son álgebras de Lie,
es un:
1. Homomorfismo si ϕ [X ,Y ] = [ϕX ,ϕY ].
2. Isomorfismo si es un homomorfismo biyectivo.
3. Automorfismo si es un isomorfismo y g= h.
Definición 3.2.2 Las álgebras g y h son isomorfas si existe un isomorfismo ϕ : g→ h.
Se denotarán con
g∼= h.
Siendo ϕ un homomorfismo es evidente que:
1. El kernel de (ϕ)
ker(ϕ) = {[X ,Y ]|[ϕ(X),ϕ(Y )] = 0}.
2. El conjunto de las imágenes de (ϕ)
Im(ϕ) = {ϕ[X ,Y ] ∈ h|X ,Y ∈ g}.
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Ejemplo 3.2.1 Si ϕ : g→ h es un homomorfismo y h es abeliana entonces ker(ϕ) con-
tiene todos los elementos de la forma [X ,Y ], con X ,Y ∈ g, ya que ϕ[X ,Y ] = [ϕX ,ϕY ] = 0.
Por definición un álgebra abeliana es aquella en la que el corchete entre dos elemen-
tos es igual a 0. Y el kerϕ = {[X ,Y ] ∈ h : ϕ[X ,Y ] = 0}.
Ejemplo 3.2.2 La aplicación traza tr : gl(n,F)→ F es un homomorfismo que A 7→ tr(A).
Aplicando las propiedades de la traza y la definición de la operación corchete en matrices
tenemos que:
a. tr[X ,Y ] = tr(XY −YX) = 0, y
b. [tr(X), tr(Y )] = tr(X)tr(Y )− tr(Y )tr(X) = 0.
Luego,
tr[X ,Y ] = 0= [tr(X), tr(Y )].
Por lo tanto la aplicación traza tr : gl(n,F)→ F es un homomorfismo.
Ejemplo 3.2.3 Sea {i = (1,0,0), j = (0,1,0),k = (0,0,1)} una base de (R3,×) y {A=
0 1 0
−1 0 0
0 0 0
 , B=

0 0 0
0 0 1
0 −1 0
 ,C =

0 0 1
0 0 0
−1 0 0
} una base de so(3,R).
Definimos la transformación lineal φ : (R3,×)→ so(3,R) tal que al realizar la opera-
ción corchete entre los elementos de R3 y de so(3,F) se obtienen los resultados que se
muestran en la tabla 3.1. De ella se concluye que φ(i) = A,φ(j) = B,φ(k) =C.
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De lo anterior se deduce que φ(ai+bj+ ck) = aφ(i)+bφ(j)+ cφ(k). Por lo tanto, la
transformación lineal φ es un homomorfismo biyectivo y por ende un isomorfismo. Por
consiguiente (R3,×)∼= so(3,R)
(R3,×) so(3,R)
[i, i] = 0 [A,A] = 0
[i, j] = k [A,B] =C
[i,k] = -j [A,C] =−B
[j, i] = -k [B,A] =−C
[j, j] = 0 [B,B] = 0
[j,k] = i [B,C] = A
[k, i] = j [C,A] = B
[k, j] = -i [C,B] =−A
[k,k] = 0 [C,C] = 0
Tabla 3.1: Resultados al aplicar la transformación lineal.
Definición 3.2.3 Un subespacio h⊂ g es un ideal si ∀Y ∈ h,∀X ∈ g, [X ,Y ] ∈ h, esto sig-
nifica que, [g,h] = {[X ,Y ]|X ∈ g,Y ∈ h}.
Es evidente que todo ideal es una subálgebra, sin embargo, no toda subálgebra es
un ideal.
Ejemplo 3.2.4 El subespacio generado por
1 0
0 −1
 es un subálgebra por ser unidi-
mensional. No es un ideal pues
1 0
0 −1
 ,
0 0
1 0
=
1 0
0 −1
 ·
0 0
1 0
−
0 0
1 0
 ·
1 0
0 −1

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= 0 0
−1 0
−
0 0
1 0

=
 0 0
−2 0
 .
Definición 3.2.4 Todo subespacio de una álgebra abeliana es un ideal.
Si existe un homomorfismo ϕ : g→ h se cumple que:
1. ker(ϕ) es un ideal,
2. im(ϕ) es una subálgebra de h.
3.3. Teoremas de Isomorfismos
Antes de abordar los teoremas de isomorfismos se debe definir el espacio vectorial
cociente
Definición 3.3.1 Sea g una álgebra de Lie y h⊂ g un ideal. Un espacio vectorial cociente
g/h se define como:
[X ,Y ] = [X ,Y ].
Donde X denota la clase X+h.
Se tiene como proyección canónica:
pi : g→ g/h.
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X → X .
Es un homomorfismo sobreyectivo de las álgebras de Lie.
Relacionado a esto existen los teoremas de isomorfismo que serán enunciados y
demostrados a continuación.
Teorema 3.3.1 (Primer teorema de isormorfismos:) Sea ψ : g→ h un homomorfismo.
Entonces:
g
kerψ
∼= imψ
Donde el isomorfismo es dado por X ∈ G
kerψ
7→ ψ(X) ∈ imψ .
Demostración: Sea φ :
g
kerψ
→ imψ definida por φ([X ,Y ]) = ψ[X ,Y ],∀[X ,Y ] ∈ g
kerψ
.
Se debe demostrar que ψ está bien definida, es un homomorfismo y es sobreyectivo e
inyectivo.
1. Bien definida. Sea [X ,Y ], [X ′,Y ′] ∈ g tales que [X ,Y ] = [X ′,Y ′] se debe probar que
ψ[X ,Y ] =ψ[X ′,Y ′]. Como [X ,Y ] = [X ′,Y ′], entonces φ [X ,Y ] =ψ[X ,Y ] y X ′ = X+U
y Y ′ = Y +V con U,B ∈ kerψ, entonces:
ψ(0) = ψ([X ′,Y ′]− [X ,Y ]) = ψ([X+U,Y +V ]− [X ,Y ])
=ψ([X ,Y ]+[X ,V ]+[U,Y ]+[U,V ]−[X ,Y ] =ψ([X ,Y ]+[X ,V ]+[U,Y ]+[U,V ]−[X ,Y ]
= ψ([X ,V ]+ [U,Y ]+ [U,V ].
Como U,V ∈ kerψ , y kerψ es un ideal, al operar un elemento de g con ellos la
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operación absorbe, es decir, lleva al kerψ .
2. Inyectiva. Supóngase que φ([X1,Y1])= φ([X2,Y2]) entoncesψ([X1,Y1])=ψ([X2,Y2])
y así ψ([X1,Y1]− [X2,Y2]) = 0, lo que implica que [X1,Y1]− [X2,Y2] ∈ kerψ . Y por lo
tanto [X1,Y1] = [X2,Y2]
3. Sobreyectiva. Si un elemento b ∈ imψ ⇒ ∃ algún [X ,Y ] ∈ g para el cual b =
ψ([X ,Y ]) y así: b= φ([X ,Y ]).
4. Homomorfismo. Por definición tenemos que [X ,Y ] = [X ,Y ] y ψ[X ,Y ] = [ψX ,ψY ].
Entonces
φ([X ,Y ]) = ψ[X ,Y ] = [ψX ,ψY ],
Luego
φ [X ,Y ] = [ψX ,ψY ],
Y por lo tanto
[φX ,φY ] = ψ[X ,Y ].
Teorema 3.3.2 (Segundo teorema de isomorfismos) Si h1, h2 son ideales de g, don-
de el isomorfismo está dado naturalmente (el canónico), entonces:
h1+h2
h1
∼= h2
h1∩h2 .
Además X1+X2 ∈ h1+h2→ X¯2 ∈ h2h1∩h2 .
Demostración: Sea f :
h1+h2
h1
→ h2
h1∩h2 , definida como f (X1+X2) = X¯2.
Bien definida.Si [X ,Y ] = [X
′
,Y
′
] entonces [X ,Y ] = [X
′
,Y
′
] Luego, X
′
=X+U yY
′
=Y+V ,
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por lo tanto:
[X ,Y ] =[X
′
,Y
′
]
[X ,Y ]+h1 =[X
′
,Y ′]+h1
[X+h1,Y +h1] =[X
′
+h1,Y
′
+h1]
[X ,Y ] =[X ′,Y ′]
f ([X ,Y ]) = f ([X
′
,Y
′
]).
Por el primer teorema de isomorfismo, tenemos que
h2
ker f
∼= im f .
Para nuestro caso como h1 y h2 son ideales distintos tenemos que ker f = {0}= h1∩h2,
y la im f = h2 por lo tanto:
h2
h1∩h2
∼= h2.
Tenemos por homomorfismo canónico que
h2 ∼= h1+h2
h1
.
Aplicando la transitividad entre isomorfismo concluimos que
h1+h2
h1
∼= h2
h1∩h2 .
Teorema 3.3.3 (Tercer teorema de isomorfismos) Si I,J son ideales de g, tales que
I ⊆ J, entonces J
I
es un ideal de
g
I
, y por lo tanto tenemos el isomorfismo natural (canó-
nico):
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g/I
J/I
∼= g
J
Demostración: Veamos que
J
I
es un ideal de
g
I
, entonces [g1+ I,J+ I] = [g1,J] + I,
como J es un ideal entonces [g1,J] ∈ J, por lo tanto JI es un ideal de
g
I
. Aplicando el
primer teorema de isomorfismo a gI tenemos que
g
I
ker f
∼= im f ,
donde f :
g
I
→ g
J
, tal que f (X1+ I) = X1+ J, es fácil verificar que ker f = J/I y que
im f = gJ por lo tanto:
g/I
J/I
∼= g
J
Definición 3.3.2 El normalizador de una subálgebra h de g es
n(h) = {x ∈ g|[x,h]⊂ h}.
Y es la mayor subálgebra de g que contiene a h como un ideal.
3.4. Representaciones.
En esta sección presentaremos una herramienta muy importante para el estudio de
las álgebras de Lie, como lo es la representación adjunta, para ello es necesario presen-
tar algunas nociones básicas sobre la representaciones.
Definición 3.4.1 Sean g una álgebra de Lie, V un espacio vectorial y gl(V ) el álgebra
de Lie de las transformaciones lineales de V. Una representación de g en V es un ho-
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momorfismo
ρ : g 7→ gl(V ).
V se denomina espacio de representación y su dimensión se denomina dimensión de
representación. Una representación ρ es fiel si Ker(ρ) = {0}.
Dada una representación ρ de g en V , se puede tomar la representación ρ∗ de g en el
dual V ∗ de V dada por la fórmula
ρ∗(X)(λ ) =−λ ◦ρ(X) λ ∈V ∗.
La verificación de que ρ∗ es una representación es inmediata. El signo negativo que
aparece es necesario para que los corchetes aparezcan en el orden correcto.
Definición 3.4.2 (Subespacio Invariante) Si ρ una representación de g en V y W ⊂ g,
decimos que W es un espacio invariante, si para todo X ∈ g
ρ(X)W ⊂W.
Definición 3.4.3 (Restricción de Representaciones) Sean ρ una representación de g
en V y W un espacio invariante, la aplicación
ρ|W : X ∈ g 7→ ρ(X)|W ∈ gl(W ).
define una representación de g en W .
Definición 3.4.4 Sea ρ una representación de g en V , decimos que ρ es irreducible si
sus únicos subespacios invariantes son los triviales, es decir, 0 y V .
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Definición 3.4.5 Sea ρ una representación de g en V , decimos que ρ es un represen-
tación completamente reducible si V se puede descomponer como
V =V1⊕V2⊕ ...⊕Vn
con cada Vi invariante tal que ρ|Vi es irreducible, esta representación se conoce como
representación semisimple.
Definición 3.4.6 Para un elemento X de una álgebra de Lie g, sea la transformación
lineal
ad(X) : g 7→ g
definida por ad(X)(Y ) = [X ,Y ]. La aplicación
ad : X ∈ g 7→ ad(X) ∈ gl(g)
define una representación de g en g, denominada representación adjunta.
Ejemplo 3.4.1 [Representación adjunta de sl(2,K)] Veamos la representación adjunta
de sl(2,K), las matrices de esta subálgebra son de la forma:
A=
a b
c −a
 .
Una base de sl(2,K) es el conjunto {X ,Y,H}. Donde
X =
0 1
0 0
, H =
1 0
0 −1
, Y =
0 0
1 0
 .
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Al calcular la adjunta con respecto a X obtenemos que:
ad(X)(Y ) = [X ,Y ] = H, ad(X)(X) = [X ,X ] = 0, ad(X)(H) = [X ,H] =−2X .
Comprobemos que ad(X)(Y ) = [X ,Y ] = H
[X ,Y ] = XY −YX
=
0 1
0 0
0 0
1 0
−
0 0
1 0
0 1
0 0

=
1 0
0 0
−
0 0
0 1

=
1 0
0 −1
= H.
Podemos escribir que:
ad(X) =

0 −2 0
0 0 1
0 0 0
 .
De la misma forma se pueden calcular ad(H) y ad(Y ) y obtener que:
ad(H) =

2 0 0
0 0 0
0 0 −2
 y ad(Y ) =

0 0 0
−1 0 0
0 2 0
 .
Como {X ,Y,H} es una base para sl(2,K) podemos escribir
adA= aadH+badX+ cadY
por lo tanto se puede definir de forma general la aplicación ad : sl(2,K) → sl(3,K),
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es decir, dado A =
a b
c −a
 ∈ sl(2,K) obtenemos que ad(A) =

2a −2b 0
−c 0 b
0 2c −2a
 ∈
sl(3,K).
Definición 3.4.7 (Derivaciones) Una derivación de una álgebra de Lie g es una aplica-
ción lineal D : g 7→ g tal que para todo X ,Y ∈ g satisface la siguiente igualdad
D[X ,Y ] = [DX ,Y ]+ [X ,DY ].
De una forma mas general, una derivación de una álgebra es una transformación lineal
que satisface la regla de Leibnitz para la derivada de un producto D(XY ) = D(X)Y +
XD(Y ).
Proposición 3.4.1 La representación adjunta es una derivación.
Demostración: Por definición de representación adjunta tenemos que ad(X)[Y ,Z] =
[X , [Y ,Z]], además obtenemos que ad(X)[Y ,Z] = [[X ,Y ] ,Z ]+[Y , [X ,Z]] = [ad(X)Y ,Z]+
[Y ,ad(X)Z] por lo tanto ad(X) es una derivación.
Las derivaciones que tienen como imagen un subconjunto de g, como la adjunta son
consideradas derivaciones internas.
Antes de definir las álgebras de Lie nilpotentes y las álgebras de Lie solubles de-
bemos abordar primero las siguientes dos series de composición ya que estas serán la
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base de sus definiciones:
Sea g una álgebra de Lie, para dos subconjuntos no vacíos A y B de g definimos
[A ,B] = {[X ,Y ]|X ∈ A,Y ∈ B}.
Definimos por inducción los siguientes subespacios de g:
g(0) = g
g′ = [g ,g]
...
g(k) = [g(k−1) ,g(k−1)].
La serie g(0),g′, ...,g(k) se les conoce como serie derivada de g.
La serie central descendente de una álgebra de Lie g está definida por inducción
de la siguiente manera:
g1 = g
g2 = [g ,g] = g′
...
gk = [g ,gk−1].
Proposición 3.4.2 Sea g una álgebra de Lie y I un ideal. Sea también pi : g→ g/I el
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homomorfismo canónico. Entonces
pi(gk) = (g/I)k.
Demostración: Por inducción sobre k. Es claro que pi(g0) = (g/I)0. Asumiendo que la
igualdad es valida para k−1, tenemos que
pi(gk) = pi[g,gk−1] = [pi(g),pi(gk−1)]
= [(g/I),(g/I)k−1]
= (g/I)k.
Es fácil demostrar que la serie derivada decrece mas rápido que la serie central descen-
dente, es decir, que
g(k) ⊂ gk+1.
Conociendo las series de composición pasemos a definir las álgebras nilpotentes, y al-
gunas propiedades sobre ellas, posteriormente estudiaremos las álgebras solubles.
3.5. Álgebras de Lie nilpotentes
Definición 3.5.1 Se dice que g es una álgebra nilpotente, si su serie central descen-
dente se anula para algún k0 ≥ 1, es decir,
gk0 = {0}.
y para todo k ≥ k0,gk = {0}.
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Un ejemplo clásico sobre las álgebras de Lie nilpotentes es el siguiente.
Ejemplo 3.5.1 Las álgebras de Lie abelianas son nilpotentes ya que g2 = {0}.
Ejemplo 3.5.2 El subespacio g generado por las matrices triangulares superiores de
tamaño 3×3 es un álgebra de Lie nilpotente, debido a que:
g1 = g=


a ∗ ∗
0 a ∗
0 0 a

, g
2 = [g,g] =


0 ∗ ∗
0 0 ∗
0 0 0

,
g3 = [g,g2] =


0 0 ∗
0 0 0
0 0 0

, g
4 = [g,g3] =


0 0 0
0 0 0
0 0 0


A continuación presentaremos algunas propiedades que se preservan en las álgebras
de Lie nilpotentes.
Proposición 3.5.1 Sea g una álgebra de Lie nilpotente entonces tenemos que:
1. Si h⊂ g es una subálgebra de Lie, entonces h es nilpotente.
2. El centro de g no es el trivial.
Demostración:
1. Como h⊂ g entonces hk ⊂ gk y como g es nilpotente entonces existe k ∈N tal que
gk = 0 entonces hk = 0 por lo tanto h es nilpotente.
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2. Sea k un entero positivo tal que gk 6= {0} y gk+1 = {0} entonces por definición de
serie central descendente gk+1 = [g,gk] = {0} entonces gk ⊂ z(g) por lo tanto el
centro no es el trivial.
Definición 3.5.2 (Representación Nilpotente) Sea ρ una representación del álgebra
de Lie g en el espacio vectorial V . Decimos que ρ es una representación nilpotente si
existe un entero positivo k tal que ρ(X)k = 0.
Un resultado interesante e importante sobre las álgebras de Lie nilpotentes es el teorema
de Engel, para demostrarlo necesitamos primero demostrar las siguientes proposiciones.
Proposición 3.5.2 Si X ∈ gl(V ) es nilpotente entonces ad(X) es nilpotente.
Demostración: Sea X ∈ gl(V ) un elemento nilpotente y asociemos a X dos automor-
fismos de End(V )5, λX(Y ) = XY y ρX(Y ) = YX las traslaciones a izquierda y derecha
respectivamente, claramente son estas traslaciones automorfismos nilpotentes, ya que
X es nilpotente. Además para cualquier anillo en especial End(End(V )), la suma o dife-
rencia de dos automorfismos nilpotentes es nilpotente entonces ad(X) = λX(Y )−ρX(Y )
es nilpotente.
Proposición 3.5.3 Sea g una subálgebra de gl(V ) conV un espacio de dimensión finita.
Si g consiste de endomorfismos nilpotentes y V 6= 0 entonces existe v ∈ V,v 6= 0 tal que
g.v= 0.
5Es el conjunto de todos los automorfismos definido es V .
53
Demostración: La siguiente demostración la haremos por inducción sobre la dimen-
sión de g. Si la dimensión de g es igual a 1, sea X ∈ g, como X es nilpotente existe un
k≥ 1 tal que Xk = 0 y Xk−1 6= 0, seaW ∈V tal que v= Xk−1.W 6= 0 y Xv= X .Xk−1.W = 0.
Supongamos que K 6= g es una subálgebra de g. De acuerdo con la Proposición 3.5.2, K
actúa como una álgebra de Lie de automorfismo nilpotente sobre el espacio vectorial g,
y también sobre el espacio vectorial g/K. Como dimK < dimg, la hipótesis de inducción
nos proporciona un vector X +K 6= K en g/K anulado por una imagen de K en gl(g/K),
es decir, [Y,X ] ∈ K para todo Y ∈ K, con X /∈ K. En otras palabras K esta propiamente
contenido en N(K).
Ahora, si K es una subálgebra propia maximal de g, el argumento precedente implica
que N(K) = g, o sea, que K es un ideal de g. Si la dimensión de g/K < 1, entonces
la imagen inversa en g de una subálgebra unidimensional de g/K será una subálgebra
propia contenida en K propiamente, lo que contradice la hipótesis de maximalidad de K;
por lo tanto K tiene codimensión 1. Esto nos permite escribir g = K+Z para cualquier
Z ∈ g−K.
Por inducción, W = {v ∈ V : K.v = 0} es no nulo. Como K es un ideal, W es invariante
bajo g. En efecto, sean X ∈ g,Y ∈ K, y v ∈W implica que [X ,Y ].v= XY.v−YX .v= 0. Es-
cojamos Z ∈ g−K, como arriba, de modo que el automorfismo Z (ahora actuando sobre
el subespacio W ) tenemos un autovector, es decir, que existe un vector no nulo v ∈W
para el cual Z.v= 0. Finalmente, tenemos que g.v= 0, es decir, X .v= 0 para todo X ∈ g.
Teorema 3.5.1 (Teorema de Engel.) Si g es una álgebra de Lie constituida por elemen-
tos ad-nilpotentes, entonces g es nilpotente.
Demostración: Los elementos g so ad-nilpotentes, luego el álgebra ad(g)⊂ gl(g) sa-
tisface la hipótesis de la Proposición 3.5.3. Asumiendo g 6= 0, tenemos un vector X 6= 0
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en g para el cual [g,X ] = 0, en consecuencia, z(g) 6= 0.
Pero a su vez, g/z(g) también es ad-nilpotente y tiene dimensión menor g. Nuevamente
por la hipótesis de inducción aplicada a la dimensión de g garantizamos que g/z(g) es
nilpotente, y en consecuencia g es nilpotente.
3.6. Álgebras de Lie solubles
Definición 3.6.1 Se dice que g es una álgebra soluble, si alguna de sus álgebras deri-
vadas se anula para algún k0 ≥ 1, es decir,
g(k0) = 0.
y para todo k ≥ k0,g(k) = 0.
Un ideal soluble es un ideal que cumple la definición anterior.
Ejemplo 3.6.1 Las álgebras de Lie abelianas son solubles ya que g′ = 0.
Ejemplo 3.6.2 El subespacio g generado por las matrices triangulares superiores de
tamaño 3×3 es un álgebra de Lie soluble, debido a que:
g(0) = g=


a ∗ ∗
0 a ∗
0 0 a

, g
′ = [g,g] =


0 ∗ ∗
0 0 ∗
0 0 0

,
g(2) = [g′,g′] =


0 0 ∗
0 0 0
0 0 0

, g
3 = [g(2),g(2)] =


0 0 0
0 0 0
0 0 0

 .
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Proposición 3.6.1 Si g es una álgebra de Lie soluble, tenemos que
1. h⊂ g es una subálgebra entonces h es soluble.
2. I ⊂ g es un ideal, entonces g/I es soluble.
Demostración:
1. Las álgebras derivadas sucesivas de h están contenidas en las correspondientes
álgebras derivadas de g, es decir, h(k+1) ⊂ g(k+1) por lo tanto h es una subálgebra
soluble.
2. Como pi(g(k)) = (g/I)(k) y como sabemos que si alguna álgebra derivada de g se
anula lo mismo sucede con el álgebra derivada correspondiente de g/I por lo tanto
g/I es soluble.
Proposición 3.6.2 Sea g una álgebra de Lie y I ⊂ g un ideal. Supongamos que tanto I
como g/I son solubles, entonces g es soluble.
Demostración: Sea k1 tal que (g/I)(k1) = {0}. Dado que pi(g(k)) = (g/I)(k) tenemos
que pi(g(k1)) = 0. Esto significa que g(k1) ⊂ I. Como I es soluble existe k2 tal que I(k2) =
{0}, obtenemos así que g(k1+k2) = (g(k1))(k2) ⊂ I(k2) = 0. Por lo tanto g es soluble.
Proposición 3.6.3 Sea g una álgebra de Lie , I1 y I2 ideales solubles entonces la suma
I1+ I2 es un ideal soluble.
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Demostración: Se puede demostrar fácilmente que I1+ I2 es ideal. Luego por el Teo-
rema ?? tenemos que
I1+ I2
I2
∼= I1
I1∩ I2 .
Como I1 es soluble,
I1
I1∩ I2 es soluble luego
I1+ I2
I2
es soluble. Como I2 es soluble, en-
tonces I1+ I2 es soluble por la Proposición 3.6.2.
Proposición 3.6.4 Sea g una álgebra de Lie de dimensión finita. Entonces existe un
único ideal soluble r⊂ g que contiene a todos los ideales solubles de g.
Demostración: Sea n la maxima dimensión de los ideales solubles de g y sea r un
ideal soluble con dimr = n entonces, todo ideal soluble de g está contenido en r . En
efecto, si h es un ideal soluble de g, entonces r+h también es un ideal por la Proposi-
ción 3.6.3, por lo tanto dimr+h= dimr entonces (r+h)⊂ r y h⊂ r. Entonces r contiene
todos los ideales solubles de g y evidentemente es único.
Definición 3.6.2 El ideal r de la proposición anterior es llamado radical soluble (o sim-
plemente radical) de g. Para el radical de g será utilizada la notación r(g).
Recordemos que un campo F es algebraicamente cerrado si cada polinomio f de grado
mayor o igual que uno, con coeficientes en F, tiene raíces en F. Por ejemplo, el campo R
de los números reales no es algebraicamente cerrado ya que el polinomio f (X) = X2+1
no tiene raíces reales.
Sea V un espacio vectorial de dimensión finita y T : V → V una transformación lineal.
El polinomio característico de A es PT (λ ) = det(λ1− T ) donde 1 denota la aplicación
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identidad. Ese polinomio es de la forma
PT (λ ) = λ n+an−1λ n−1+ ...+a0
donde n es la dimensión de V . El teorema de Cayley-Hamilton (véase ?) garantiza que
PT se anula en T , esto es,
PT (T ) = a01+a1T + ....+AT = 0.
Sea PT = P
m1
1 ....P
ms
s la descomposición primaria de PT . En esa descomposición, cada
pi es un polinomio irreducible. Sea A : V → V una transformación lineal. El teorema de
descomposición primaria descompone a V en subespacios A-invariantes
V =V1⊕ ... ⊕Vs
que son los autoespacios generalizadosVi= {v∈V |Pi(A)kv= 0 para algún k≥ 1} donde
los polinomios irreducibles Pi, i = 1, ..., s, son las componentes primarias del polinomio
minimal P= Pm11 ....P
ms
s de A. En el caso en que el campo sea algebraicamente cerrado,
Pi(A) = A−λi con λi autovalor de A y los subespacios de la descomposición se escriben
como
Vi = {v ∈V |(A−λi)kv= 0para algún k ≥ 1}.
Para enfatizar la relación de los subespacios con los autovalores de A, serán denotados
por Vλ .
Definición 3.6.3 ? Sea g una álgebra de Lie y ρ una representación de g en V . Un peso
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de ρ es un funcional lineal λ : g→K tal que el subespacio Vλ de V definido por
Vλ = {v ∈V : ∀X ∈ g,∃n≥ 1,(ρ(X)−λ (X))nv= 0},
satisface que Vλ 6= 0. El subespacio Vλ es llamado el subespacio de pesos asociados a
λ . La dimensión de Vλ es llamada la multiplicidad de λ .
Relacionado con las álgebras solubles existe el Teorema de Lie, para demostrarlo nece-
sitamos del siguiente teorema que solo lo enunciaremos ya que su demostración se sale
de los propósitos del presente trabajo.
Teorema 3.6.1 ? Sean V 6= 0 un espacio vectorial de dimensión finita sobre un campo
algebraicamente cerrado y g⊂ gl(V ) una subálgebra soluble. Entonces, existe v∈V, v 6=
0 y un funcional lineal λ : g→ K tal que Xv = λ (X)v para todo X ∈ g, es decir, v es un
autovector común para X ∈ g con autovalor λ (X).
Teorema 3.6.2 (Teorema de Lie) Sean V un espacio vectorial de dimensión finita sobre
un campo algebraicamente cerrado y g ⊂ gl(V ) una álgebra soluble. Entonces, existe
una base β = {v1,v2, ...,v3} de V y funcionales lineales λ1, ...,λn : g→ K tal que, en
relación a β cualquier X ∈ g se escribe como
X =

λ1(X) ∗
. . .
λn(X)
 .
Demostración: Como estamos en las condiciones del Teorema ?? sea v1 autovector
común de los elementos de g con autovalor λ1(X). Sabemos que λ1 es un funcional
59
lineal. Sea V1 el espacio generado por v1, entonces g deja invariante a V1, por lo tanto,
se representa en V/V1. Como g es soluble, existe w ∈V/V1 que es un autovector común
para los elementos de la representación de g con autovalor dado por el funcional lineal
λ2. Tomando v2 como representante de w en V , tenemos que Xv2 = λ2(X)v2+ u con
u∈V1. Como w 6= 0 enV/V1, entonces {v1,v2} es un conjunto linealmente independiente.
Al repetir el anterior procedimiento (tantas veces como la dimensión de V ) obtenemos la
base de los pesos requeridos.
Definición 3.6.4 (Álgebra semisimple) Se dice que g es una álgebra de Lie semisim-
ple si g no contiene ideales solubles diferentes de cero, es decir,
r(g) = 0.
Definición 3.6.5 (Álgebra simple) Se dice que g es una álgebra de Lie simple si
1. Sus únicos ideales son 0 y g.
2. dim g 6= 1.
Sea g una álgebra de Lie que no posee ideales no triviales, como r(g) es un ideal, debe
ser igual a 0 o g. Si r(g) = 0 entonces g es semisimple, si r(g) = g no se cumple cuando la
dimg≥ 2. Eso porque si r(g) = g entonces g es soluble y por lo tanto, g′ 6= g, como g′ es
un ideal, entonces g′= 0, es decir, g es abeliana. Mas eso es imposible si dimg≥ 2, pues
todo subespacio de una álgebra abeliana es un ideal. En otras palabras, las álgebras de
Lie simples son semisimples.
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4. CONCLUSIONES
Durante la revisión bibliográfica y aplicación de resultados se encontró que la de-
mostración de los teoremas de isomorfimo en álgebras de Lie no se encuentra en los
libros clásicos de teoría de Lie y al ser de especial importancia en temas posteriores y
en el entendimiento de los resultados esperados del proyecto, se realizaron sus demos-
traciones aplicando teoría ya vista durante los cursos de Matemáticas de la Licenciatura
en Matemáticas y Física en la Universidad de los Llanos así como de temáticas que no
fueron abordados en el transcurso de la carrera.
Aplicando los teoremas de isomorfismo después de demostrarlos y haciendo uso de
otras propiedades de las álgebras de Lie, se encontró la caracterización de:
Las álgebras de Lie nilpotente mediante el teorema de Engel que nos permite es-
tablecer cuando un álgebra es nilpotente a través de la representación adjunta de
sus elementos.
Las álgebras de Lie solubles a partir de proposiciones asociadas a los ideales de
las álgebras de Lie, además se demostró el teorema de Lie.
Se aclara que si un álgebra cumple las condiciones que la caracterizan como un
álgebra nilpotente no necesariamente deja de ser soluble y viceversa, es decir, las ca-
racterizaciones no son excluyentes entre sí.
A partir de la caracterización de las álgebras de Lie solubles se definen las álgebras
semisimples y simples.
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5. RECOMENDACIONES
Es recomendable que en la formación de los futuros profesores de matemáticas y
física se fomentará e incluyeran espacios académicos (cursos, seminarios, conferencias)
relacionados con la teoría de Lie vista desde la topología y el álgebra, temas básicos en
la realización de maestrías en el área específica de la Matemática.
Es importante señalar que con la realización de este trabajo de grado se avistan
nuevas investigaciones en las áreas de la geometría diferencial, la topología y el álgebra.
En particular se sugieren los siguientes estudios:
Realizar el mismo estudio desde los grupos topológicos, para la caracterización de
los grupos de Lie nilpotentes y solubles.
Analizar la relación que existe entre las álgebras de Lie semi-simples, especial-
mente A_l, y los digrafos localmente transitivos.
Establecer los criterios para la existencia de las subálgebras de Cartan en álgebras
de Lie.
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