Minimum variance (MV) adaptive beamforming has been widely proposed for matched-field processing because it provides a means of suppressing ambiguous beampattern sidelobes. A difficulty with MV methods, however, is their sensitivity to signal wavefront mismatch. In this work, the performance of three robust MV methods and the Bartlett beamformer is evaluated using vertical array data from the Mediterranean Sea collected by the NATO SACLANT Centre. The three MV methods considered are: 1) the reduced MV beamformer (RMV), 2) the MV beamformer with neighborhood location constraints (MV-NLC), and 3) the MV beamformer with environmental perturbation constraints (MV-EPC). While the Bartlett, RMV, and MV-NLC methods assume the ocean environment is known precisely, the MV-EPC method models the environment as being random with known statistics. Experimental and companion simulation results indicate that for modest environmental uncertainty, the MV-EPC beamformer achieves a higher probability of correct localization and better sidelobe performance than the other three methods.
I. Introduction
Matched-field beamforming is a generalization of conventional plane-wave beamforming which exploits full-wave models of complex multipath propagation to facilitate range/depth localization of underwater acoustic sources [cf. e.g. 1]. Two major difficulties facing these beamformers are their high sidelobe levels and their sensitivity to errors in the assumed environmental conditions. In order to suppress ambiguous sidelobes, minimum variance adaptive beamforming has been proposed [1, 2, 3, 4, 5, 6] . In this correspondence, the performance of the nonadaptive Bartlett processor and three robust adaptive minimum variance (MV) matched-field localization techniques is compared using benchmark narrowband vertical array data collected by the NATO SACLANT Center north of the island of Elba off the Italian west coast [7] . This data has recently been made available to the public via anonymous ftp to the IEEE SP data base at Rice University. It contains data recorded from both moored and towed acoustic sources at ranges between 5 and 8 km. from a vertical array which fully spans the water column. In previous work with this data [7] , nine geoacoustic parameters were estimated by maximizing the Bartlett beamformer output power in the neighborhood of the approximately known source position using a genetic optimization algorithm. In this correspondence, the performance of matched-field (MF) beamformers is evaluated by assuming the source position is unknown and only baseline, minimum, and maximum values of the geoacoustic parameters are known.
II. Acoustic Propagation and Environmental Modeling
Consider the measurement of an acoustic source in a shallow-water ocean channel. A second "snapshot" of the acoustic field may be represented its Fourier series coefficients at frequencies, , across the signal band. Using an adiabatic normal mode solution to the wave equation, the complex Fourier series coefficient at frequency of the field measured at depth from a distant source at range and depth can be expressed as:
( 1) where, and are the modal depth eigenfunctions at the source and receiver, respectively, and the , are range-averaged complex modal horizontal wavenumbers. The complex scalar represents the frequency-domain source amplitude. The modal horizontal wavenumbers and eigenfunctions are obtained by solving a frequency-domain depth-dependent Helmholtz equation, including boundary conditions, which depends on parameters of the environment between the source and receiver. In practice, these parameters, which determine the sound-speed in the water column, bathymetry, and geo-acoustic properties of the bottom, are not known precisely.
For a vertical array of M sensors, a Mx1 frequency-domain vector of sensor outputs for the snapshot at frequency , denoted , can be expressed by evaluating Eq. (1) at the sensor depths,
. Writing the result in matrix notation gives:
where the element of the matrix is and the element of the modal amplitude vector is . The vector represents the diffuse additive background noise. For passive sonar applications, both the and the elements of can be
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η n a n η n modeled as complex zero-mean Gaussian random variables A complete observation of the data at frequency consists of the set of uncorrelated snapshots, . The problem of concern here is to estimate the source location in the presence background noise and random uncertainties in the ocean environmental parameters.
The ocean waveguide of Figure 1 models the shallow-water Mediterranean region of interest. The nominal baseline environmental parameter values shown in the figure were taken from [7] . However, the real values of the geoacoustic parameters were uncertain. As in [7] , the true values of these parameters were assumed to lie within the following ranges: bathymetry ( 
III. Robust Matched-field Beamforming
An optimal robust matched-field beamformer would be one which, in some sense, achieves the lowest sidelobes for a given level of environmental uncertainty. The impact of environmental mismatch can be appreciated by considering the Bartlett matched-field processor, whose ambiguity function is [1] :
where is the hypothesized signal wavefront vector and is an estimate of , the data cross-spectral density matrix (CSDM) at frequency . Assume for a moment that a uniformly-spaced array fully spans the water column such that where is the sensor spacing. If errors in the modal depth eigenfunctions are small, the Bartlett ambiguity function evaluated at the true source depth in the absence of noise is approximately:
where is the error between the true and hypothesized range-averaged horizontal wavenumber and is a constant with respect to range. In a perfectly known environment, for all n, and Eq.
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∆k n n th γ ∆k n 0 = (4) has the same form as the magnitude-squared array pattern of a plane-wave beamformer with N "elements" at "positions"
. The equivalent array shading in this case is the real-valued non-negative quantity . The resulting ambiguity function clearly has a maximum when and the mainlobe width is approximately equal to . Note that because the differences are not uniform, the ambiguity function does not have strict "grating lobes" although for it exhibits high sidelobes which are analogous to "grating plateaux". In the presence of mismatch, the nonzero are analogous to receiver phase errors which can cause serious distortion of the ambiguity function, particularly in the grating plateaux region. This distortion can result in anomalous source location estimates. Note that the modal phase errors increase with source range so it becomes increasingly difficult to localize sources at greater distances.
To obtain greater suppression of the sidelobes (or "grating plateaux" described above), several robust minimum variance (MV) matched-field beamforming methods have been proposed. The reduced MV (RMV) approach [2, 3] is intended to achieve improved robustness to environmental mismatch by projecting the array output vectors onto a lower dimensional subspace. Reduced MV methods are somewhat analogous to "beam-space" plane-wave adaptive beamforming methods [cf. e.g. 8]. For normal mode models, a natural reduced-dimension subspace is defined by the columns of U. To see this, consider the estimated frequency-vertical-wavenumber spectrum of the noise shown in Figure 2 for the Mediterranean vertical array data. Note that the noise field spatial spectrum is highly concentrated near the horizontal (i.e. near zero vertical wavenumbers) at all frequencies. This indicates that the noise is predominantly contained in the trapped modes with elevation angles less than the critical angle of the waveguide. The same is true for the signal wavefront. Processing the projected data ensures that the resulting estimates are not sensitive to perturbations of the small eigenvalues of which correspond to directions with little noise or signal. The projection of the data onto the column space of U can be achieved by taking where the columns of the orthogonal matrix, M, are a basis for the column space of U. In minimum variance MFP methods, this has two principal advantages: 1) inversion of the reduceddimension data CSDM estimate, can be performed without errors caused by taking the inverse of small, highly variable, noise-only eigenvalues of , and 2) can be estimated with only snapshots versus for the element-space method. The resulting RMV matched-field ambiguity surface normalized by its white noise response is given by:
Although processing in a reduced-dimensional subspace is desirable, as shown by the results in section IV, this preprocessing is not by itself sufficient to obtain improved robustness to environmental mismatch conditions. Nevertheless, because of the above advantages, "reduced" versions of the following linearly constrained MV methods, i.e. those which operate on , are presented below.
The MV-NLC method consists of using multiple neighborhood location constraints [4] designed to ensure that the beamformer mainlobe approximates that of the Bartlett method when the environment is perfectly matched. The reduced MV-NLC constraints can be expressed as, , where the neighborhood location constraint matrix, D, is given by,
where and are the Bartlett mainlobe widths in range and depth. The desired response vector corresponds to the complex response of the Bartlett beamformer, i.e. . Again normalizing by the beamformer response due to spatially uncorrelated noise, the resulting ambiguity surface for the MV-NLC beamformer is given by:
The effectiveness of this approach depends on how similar a perturbation in the environment is to that of a change in hypothesized source position. For example, if in (4) for some not dependent on then the effect is similar to changing the hypothesized source position to . As noted in [9] , although bathymetry errors in an isovelocity waveguide often result in this kind of mismatch, other types of environmental mismatch often do not.
The MV beamformer with environmental perturbation constraints (MV-EPC) [5, 6] achieves robustness by employing constraints designed to maintain the beamformer response over a range of random perturbations of the environmental parameters. Let denote a vector of random environmental parameters and denote the random realization of this vector. The reduced MV-EPC constraint matrix, , can then be defined by:
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where . For moderate environmental uncertainty, the column space of is approximately low-rank and is spanned by the largest eigenvectors of the signal correlation matrix:
where and the diagonal matrix contain the dominant eigenvectors and eigenvalues of , respectively. Selecting the desired response in the constraint space so as to maximize the expected array gain against spatially white noise over the ensemble of environmental realizations, the ambiguity surface for the MV-EPC beamformer is given by [5] :
where . Note that noise normalization of (10) is unnecessary since for this choice of desired response the quiescent weight vector norm is always unity. A practical estimate of the signal correlation matrix of (9) is given by [6] :
where the summation is taken over K hypothesized source wavefront vectors corresponding to Monte
Carlo realizations of the random environmental parameters. In contrast to previously discussed MV methods, note that the MV-EPC beamformer is not a function of a particular deterministic value of the environmental parameters assumed to fit the observation. Rather, it depends on the first and second-order statistics of the environmental perturbations.
IV. Simulation and Experimental Results
In this section, probability of correct localization (P CL ) and ambiguity surface characteristics are evaluated for four MFP methods. The same acoustic propagation and environmental models, given in Section I, were used for both simulated and experimental Mediterranean shallow-water data. A detailed description of the experimental dataset may be found in [7] . Although the source used in the experiment was pseudo-random noise in a 20 Hz. band around 170 Hz., only FFT bins at 169.9 Hz. were used for evaluating the narrowband MFP methods. The vertical array consisted of 48 elements equally spaced 2 meters apart from 18.7 m. to 112.7 m. in depth. Ambiguity surfaces were computed for hypothesized source ranges between 1000 and 8000 m. at 50 meter increments and source depths between 2 m. and 127 Reduced versions of the MV-NLC and MV-EPC methods were used since with 48 sensors, 25 snapshots, and 9 normal modes, . The MV-EPC signal correlation matrices of (11) were computed assuming the parameters were uniformly distributed in the intervals given in Section 1 with the exception that the bathymetry interval used was m. The reason for this modification is discussed below.
The probability of correct localization is defined as the proportion of estimates which are within a specified neighborhood of the true source location. In the simulations, the neighborhood was m. in range and m. in depth and the P CL was estimated as a function of signal-to-noise ratio (SNR) by performing 50 independent trials at each SNR. The P CL results are shown in Figure 3 . For trials with correct localizations, the average level of the maximum sidelobe level relative to peak is plotted in Figure   4 . Observe that the MV-EPC method yielded consistently better P CL at all SNR's. At higher SNR's, the MV-EPC constraints were much more effective at preventing signal cancellation due to wavefront of about -500 m. This was also reported in [7] . A likely explanation for this behavior is that the water depth under the source was deeper than the baseline 127 m. depth used in model. As shown in [9] , a source bathymetry error can result in a range bias of approximately where is the true bottom depth. In the SACLANT data was somewhere between 0 and 13 meters which is an interval
δh consistent with the observed source location bias. The fact that bathymetry errors translate into range biases also was the reason why a smaller interval of bathymetry variation was assumed when computing the MV-EPC constraints via (11). This was necessary to prevent large perturbations in bathymetry from inadvertently increasing the MV-EPC mainlobe width in range.
V. Conclusions
In this correspondence, four robust MFP methods have been evaluated using a benchmark shallowwater Mediterranean dataset. The performance improvement achieved by the MV-EPC method indicates that using statistical knowledge of environmental uncertainty in the processor design is important. Further, for the modest environmental uncertainties considered here, the MV-EPC method successfully localized the source without the need for a computationally-intensive joint estimation of both the source and environmental parameters as performed in [7] . 
