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Introduction générale
Les premières conjectures sur l’existence du plasma de quarks et de gluons (QGP)
datent du mileu des années soixante-dix. Quasiment la même année sont formulées
celles qui mentionnent que les collisions d’ions lourds relativistes devraient permettre
d’atteindre cette région du diagramme de phases de la chromodynamique quantique.
Depuis, de constants efforts ont mené à la construction d’accélérateurs (expériences
sur cible fixe) puis de collisionneurs d’ions lourds disposant d’une énergie dans le
centre de masse de plus en plus élevée. Parmi ces derniers, citons en partculier le
SPS (CERN) atteignant 17 GeV par paire de nucélons, le RHIC (BNL1) qui peut
réaliser des collisions entre 20 et 200 GeV, et dans un futur proche le LHC (CERN)
où les collisions Pb + Pb sont prévues à 5,5 TeV. Dans l’idée d’une étude systéma-
tique de la transition et du QGP lui-même, plusieurs espèces ont été utilisées pour les
collisions, notamment au collisionneur RHIC qui a été spécialement construit dans
cette optique. Les collisions Cu + Cu à 200 GeV par paire de nucléons réalisées en
2005 au RHIC s’inscrivent ainsi dans ce schéma.
Une des signatures proposées de longue date pour caractériser la production du
QGP est la modification du taux de production du J/ψ, cet effet se superposant alors
aux effets nucléaires froids, déterminés dans les collisions p + noyau où le QGP ne
peut être produit. L’expérience NA50 (SPS) a ainsi vu une suppression du J/ψ au-
delà des effets nucléaires froids attendus dans les collisions Pb + Pb les plus frontales.
Ces résultats ont été confirmés récemment dans les collisions In + In par l’expérience
NA60 (SPS). Les expériences installées au RHIC (notamment STAR et PHENIX)
prennent le relais des expériences menées au SPS afin de mener à plus haute énergie
des études similaires sur le J/ψ.
PHENIX peut détecter le J/ψ à rapidité centrale |y| < 0.35 (via le canal électro-
nique) comme à grande rapidité 1.2 < |y| < 2.2 (via le canal muonique). De récents
résultats portent sur la mesure de la production du J/ψ dans les collisions Au + Au
à 200 GeV par paire de nucléons. Dans les deux domaines en rapidité, à suffisam-
ment grand nombre Npart de nucléons participants par collision d’ions, la suppression
observée va au-delà des effets nucléaires froids extrapolés depuis les mesures faites
1Brookhaven National Laboratory
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en d + Au. Curieusement, pour Npart > 100, la suppression à grande rapidité est
significativement plus importante que celle vue à rapidité centrale, à l’inverse des
prédictions des modèles.
Les données Cu + Cu bénéficient d’une statistique importante (plus de deux fois
le nombre de J/ψ comptés en Au + Au). Elles permettent d’accroître la précision des
mesures sur le taux de production du J/ψ dans les régions en Npart où les données
Cu + Cu et Au + Au se superposent, notamment dans la région où la suppression
au-delà des effets froids débute et où la différence de suppression entre les mesures
faites dans les deux domaines de rapidité s’amorce.
Cette thèse porte sur la mesure de la production du J/ψ dans les collisions Cu + Cu
à 200 GeV par paire de nucléons via son canal de désintégration en deux muons. Elle
a été effectuée au sein de la collaboration PHENIX et a exploité les données acquises
en 2005 auprès du collisionneur RHIC. Elle s’articule comme suit :
– Dans un premier chapitre, nous introduisons le contexte théorique de l’étude
du plasma de quarks et de gluons ainsi que sa production dans les collisions
d’ions lourds relativistes.
– Dans le deuxième chapitre, nous abordons plus précisément la production du
J/ψ, à la fois dans le cadre des collisions proton-proton et dans celui plus
spécifique des collisions d’ions légers où un plasma de quarks et de gluons ne
peut être créé.
– La troisième partie est consacrée à la description du dispositif expérimental et à
l’acquisition des données. Nous y abordons plus particulièrement, la structure,
le fonctionnement et les performances, d’une part des détecteurs destinés à
mesurer la centralité de la collision et, d’autre part, des spectromètres à muons.
– Le quatrième chapitre porte sur la réduction et la reconstruction des données
ainsi que sur l’extraction du signal. Il décrit les performances des systèmes de
déclenchement et détaille les coupures appliquées lors de l’analyse ansi que
les méthodes d’extraction du signal.
– Dans un cinquième chapitre, nous présentons la méthode que nous avons dé-
veloppée et qui est utilisée pour déterminer les corrections d’acceptance ×
efficacité qui permettent d’extraire la production du J/ψ ainsi que les sources
d’erreurs systématiques associées.
– Enfin, dans le dernier chapitre, nous présentons les résultats de cette analyse et
les comparons avec les résultats précédemment obtenus à plus basse énergie,
ainsi qu’avec différents modèles théoriques.
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IIntroduction
Dans ce chapitre, nous présentons quelques aspects théoriques liés au plasma de
quarks et de gluons (QGP) et discutons des principes de la QCD sur réseau. Dans un
deuxième temps, nous traitons de la production du QGP dans les collisions d’ions
lourds relativistes et d’une des signatures qui peuvent être étudiées dans ce contexte :
la production du J/ψ.
I.1 Le plasma de quarks et de gluons (QGP) : autour de la
prédiction théorique
I.1.1 Caractéristiques de l’interaction forte : confinement et liberté
asymptotique
La théorie de l’interaction forte, la chromodynamique quantique (QCD) [1, 2],
décrit les interactions entre porteurs de charge de couleur : les quarks et les gluons.
Cependant, ceux-ci n’ont jamais été directement observés expérimentalement. Les
particules qui sont détectées sont toujours des assemblages de quarks et de gluons :
les hadrons.
L’image d’un hadron dépend de l’échelle d’énergie (et donc de distance) de la
sonde employée (un photon virtuel dans le cas de la diffusion e + p). Pour une im-
pulsion portée par la sonde inférieure ou de l’ordre du GeV/c (ce qui équivaut à une
résolution supérieure ou de l’ordre du fm), nous observons que les nombres quan-
tiques d’un hadron sont portés par deux ou trois quarks de valence, selon qu’il s’agit
d’un méson de spin entier ou d’un baryon de spin demi-entier (un quark a un spin 1/2
et une charge électrique fractionnaire). Cette identification, connue sous le nom du
« modèle des quarks » [3, 4, 5], est le résultat d’une classification méthodique de
la profusion de mésons et de baryons répertoriés par groupe de spin J et de parité
pi donnée, i.e en multiplet. La nécessité de la couleur comme degré de liberté sup-
plémentaire est apparue dans le cadre de ce modèle. Citons l’exemple du baryon
∆++(uuu), appartenant au décuplet Jpi = 3/2+ : les spins des trois quarks sont alignés
(↑↑↑) et leur moment angulaire relatif est nul. Le principe de Pauli reste valide si les
trois quarks ont chacun une couleur différente. Suivant l’analogie optique, l’associa-
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tion des trois couleurs (primaires) conduit à un baryon blanc, dans le volume duquel
les quarks (et les gluons) colorés sont confinés puisqu’ils ne peuvent être observés de
manière isolée. Ainsi la notion de couleur conduit-elle à celle de confinement.
Dans le langage plus moderne de la QCD, le confinement est le résultat du fait
que les gluons, médiateurs de l’interaction entre les quarks, sont eux aussi porteurs
de couleur (à l’inverse du photon médiateur de l’interaction électromagnétique qui,
lui, ne porte pas de charge électrique). En plus des interactions quark−quark, nous
avons donc des interactions gluon−gluon. En conséquence, la polarisation du vide1
de la QCD fait intervenir :
– un effet d’écran où la charge de couleur d’un quark est amoindrie par son
cortège de paires de quark-antiquark virtuelles (tout comme la charge nue d’un
électron est amoindrie par les paires e+ − e− virtuelles qui l’entourent) ;
– un effet d’anti-écran dû aux gluons virtuels entourant ce même quark, ces
gluons augmentant la charge de couleur vue dans un rayon de plus en plus
grand autour de ce quark.
Ces deux effets jouent en sens inverse, mais c’est l’effet d’anti-écran des gluons qui
est dominant. Or l’intensité de l’interaction forte est fonction de la charge g de cou-
leur vue à une distance donnée. Cette intensité est décrite par la constante de couplage
αs = g2/4pi. Par conséquent, αs croît avec la distance, de sorte qu’il est impossible
de séparer les quarks constitutifs d’un hadron (confinement).
La physique à courte distance est explorée lorsque le transfert d’impulsion Q ef-
fectué en diffusion profondément inélastique [6] e+p est tel que Q >> 1 GeV/c (pro-
cessus « dur »). À cette échelle, la constante de couplage est petite devant l’unité : les
quarks et les gluons sont quasiment libres (liberté asymptotique). Leur comportement
est dit partonique, en référence au modèle des partons [7, 8] qui décrit les constituants
des hadrons comme des objets ponctuels, libres (l’échelle de temps ∼ 1/Q caractéris-
tique du photon virtuel utilisé comme sonde étant très petite devant l’échelle de temps
∼ 1/Mp caractéristique de l’interaction forte entre les partons au sein du proton).
Ainsi, la constante de couplage de l’interaction forte évolue avec l’échelle d’éner-
gie. Les caractéristiques de cette dépendance sont prédites par la QCD et ont été
mesurées expérimentalement avec précision. Ceci est illustré par la Fig. I.1. Explici-
tement, à l’ordre le plus bas en ln(Q2/µ20), l’équation suivante [6] permet d’évaluer αs
à une échelle d’énergie Q connaissant sa valeur à une autre échelle d’énergie µ0 :
αs(Q2) =
αs(µ20)
1 + αs(µ20)β0 ln
Q2
µ20
(I.1)
avec
β0 =
11Nc − 2N f
12pi
(I.2)
1Le vide est l’état fondamental de la théorie. Cet état est loin d’être « vide » : le principe d’incerti-
tude de la mécanique quantique implique que des paires (virtuelles) de particule-antiparticule peuvent
y être présentes sur une période de temps inversement proportionnelle à leur énergie.
2
Le plasma de quarks et de gluons (QGP) : autour de la prédiction théorique
où Nc = 3 est le nombre de couleurs et N f est le nombre de saveurs de quarks actifs
à l’échelle d’énergie Q.
Les équations (I.1) et (I.2) permettent d’énoncer les conditions nécessaires à
l’existence de la liberté asymptotique : αs(Q2)  1 lorsque Q2  µ20 et β0 > 0
autrement dit lorsque N f < 112 Nc. Notons que le terme en Nc est associé aux termes
dits « non-abéliens » i.e. associés aux couplages entre les médiateurs de l’interaction
(couplage à trois gluons). Ainsi, la liberté asymptotique est acquise dès lors que le
terme dû aux gluons est supérieur au terme dû aux quarks. En fait, la liberté asymp-
totique a été rigoureusement démontrée [9, 10, 11] comme une propriété qui découle
du caractère non-abélien d’une théorie des champs, en l’occurence la QCD.
L’équation (I.1) est la forme à laquelle se réduit αs dans la région perturbative
(où αs est petite devant l’unité). Il n’empêche que, bien au-delà de cette région, elle
modélise (grossièrement) le confinement puisque αs est supérieure à l’unité pour des
petites valeurs de Q2.
Si nous posons
Λ2 =
µ20
exp
 1
β0α(µ20)
 (I.3)
alors le paramètre dimensionné Λ permet de réécrire l’équation (I.1) sous la forme
suivante :
αs(Q2) =
1
β0 ln(Q2/Λ2)
(I.4)
qui est la paramétrisation de αs la plus usitée. De cette manière, le paramètre Λ est
identifié à l’échelle d’énergie Q lorsque αs(Q2) → ∞ ; plus encore, Λ est l’échelle
d’énergie naturelle qui sépare le domaine perturbatif (interactions à courte distance)
où Q >> Λ et le domaine non-perturbatif (interactions à longue distance) qui com-
mence à Q ∼ Λ. Notons que Λ dépend du nombre de saveurs de quark actives et du
schéma de renormalisation2 utilisé. Une fois connue la valeur de αs(µ0) à l’échelle
d’énergie particulière µ0 :
– la valeur de Λ être calculée selon l’équation (I.3) ;
– αs(Q2) peut être évaluée à une autre échelle d’énergie Q2.
Expérimentalement [6], la valeur actuelle de αs(µ0) mesurée à la masse du Z0 :
αs(MZ0) = 0, 1189 ± 0, 0010 (I.5)
2Si les paramètres « nus », tels que la masse nue ou un couplage nu au vertex , sont utilisés dans le
Langrangien de la théorie, cela revient à supposer que la théorie est valable à des distances infiniment
petites, ou de manière équivalente à des énergies arbitrairement grandes. Dans ce cas, des divergences
dites ultraviolettes apparaissent dans les coefficients du développement perturbatif. Dans l’idée, la re-
normalisation consiste à introduire une borne inférieure pour la distance à laquelle est considérée la
masse ou le couplage, de sorte que les nouveaux paramètres (qualifiés de renormalisés) « absorbent» les
divergences.
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ce qui implique que dans le schéma standard de renormalisation (noté MS , et pour
un nombre de saveurs de quarks N f = 5 [12] :
ΛQCD ≡ ΛN f =5MS = 210
+34
−30MeV (I.6)
autrement dit Λ−1QCD ∼ 1 fm.
F. I.1: Évolution de la constante de couplage αs de l’interaction forte en fonc-
tion de l’échelle d’énergie. Les points identifient les valeurs expérimentalement
mesurées. Les courbes indiquent les valeurs prédites par la QCD en prenant en
compte la valeur actuelle de αs(MZ0 ) (déterminée comme une moyenne de toutes
les valeurs expérimentales disponibles) et l’erreur associée. La figure est extraite
de [6] et résume le statut des connaissances sur αs en 2006.
I.1.2 De la liberté asymptotique au QGP
Historiquement [13], la liberté asymptotique conduit à supputer sur l’état de
la matière hadronique ultra-dense au coeur des étoiles à neutrons (ou ultra-chaude
quelques µs après le Big Bang), la densité estimée y étant très supérieure à la den-
sité nucléaire (ρ0 ' 16 nucléon/fm3). À de telles densités, plusieurs hadrons se che-
vauchent dans le volume hadronique typique et perdent ainsi leur individualité. Il
devient imposssible de définir une paire donnée de quark-antiquark ou un triplet
donné de quarks comme un hadron spécifique : un volume hadronique contient de
nombreux autres quarks partenaires possibles (cf figure I.2). La distance inter-quark
étant toujours inférieure à la taille typique d’un hadron, nous sommes dans le régime
de la liberté asymptotique : les charges de couleurs sont déconfinées et peuvent se
mouvoir librement, sur des distances bien supérieures à la taille d’un hadron. Cette
4
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nouvelle phase de la matière hadronique est dénommée « plasma de quarks et de
gluons » (QGP). Notons que, dans cette première conjecture, la liberté asymptotique
(αs  1) implique que le QGP soit le siège de peu d’interactions, à la manière du
gaz parfait (QGP idéal). L’existence de cet état induit une transition de phase faisant
passer la matière hadronique ordinaire au QGP, cette transition de phase étant ca-
ractérisée par une température Tc et une densité d’énergie εc critiques. Celles-ci sont
évaluées par les méthodes numériques de la QCD sur réseau à Tc = 173±15 MeV3 et
εc = 0.7 ± 0.3 GeV/ f m3 [15] (en comparaison, ε0 ' 0.17 GeV/ f m3 pour la matière
nucléaire). En effet, les température et densité d’énergie critiques ne peuvent être
déterminées théoriquement à partir des principes premiers de la QCD, car la transi-
tion a lieu dans le régime non-perturbatif de l’interaction forte. Aussi l’investigation
numérique, par la QCD sur réseau, est-elle non seulement un outil mais un champ
de recherche tout entier. Expérimentalement, les collisions d’ions lourds relativistes
devraient permettre d’atteindre ces régions de très hautes températures et d’explorer
les régions au-delà de la transition de phase.
F. I.2: Vue schématique de la matière hadronique selon sa densité. Lorsque la
densité est égale à la densité nucléaire ρ0 habituelle (à gauche), cette matière est
formé par une collection de hadrons (ici des nucléons) formés de trois quarks et
bien individualisés ; ceci n’est plus le cas à une densité bien supérieure à ρ0 (à
droite) où l’on se retrouve avec une « soupe » de quarks (et de gluons).
I.1.3 Principe de la QCD sur réseau
Dans le régime non-perturbatif de la QCD, l’équation d’état de la matière ha-
dronique est dominée par les interactions/corrélations à longue distance. La QCD
sur réseau permet d’investiguer cette équation d’état via la détermination de diverses
quantités thermodynamiques, elles-mêmes obtenues grâce à la fonction de partition.
Cette dernière dépend du volume V , de la température T et d’un ensemble de poten-
tiels chimiques µ f liés au nombre de quarks de saveur f , et est donnée par [15, 16] :
Z(V,T, µ f ) =
∫
dA dΨ¯ dΨ e−S E(A, Ψ¯,Ψ,V,T, µ f ) (I.7)
3Celle-ci a récemment été revue à la hausse (+10%) tout en bénéficiant d’erreurs statistique et
systématique plus faible, cf [14]. La méthode employée étant innovante, le résultat est en attente de
confirmation.
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où A et Ψ¯, Ψ sont les champs correspondants respectivement aux gluons et aux
quarks, S E est l’action obtenue en intégrant la densité d’action du Langrangien de la
QCD dans l’espace-temps rendu euclidien4.
L’espace-temps est discrétisé. Les calculs se font sur un volume fini, de côté
suffisamment grand pour contenir un hadron (plus de 3 fm), et de maille d’une taille a
suffisamment petite5 (environ 0,2 fm) pour pouvoir mener des calculs analytiques (la
longueur de la maille doit être dans le domaine de la QCD perturbative). La taille
d’un réseau est donnée par le nombre de noeuds spatio-temporels N3s Nt espacés de a.
Dans ce cas, le volume physique et la température sont liés à la taille du réseau selon
les expressions suivantes :
V = (Nsa)3 T =
1
Nt a
(I.8)
L’action S E est la somme d’un terme S g uniquement relatif aux interactions entre
les gluons, et d’un terme fermionique S f . L’action S g ne dépend que d’un paramètre,
la constante de couplage g, alors que S f dépend des masses m f des quarks et des
potentiels chimiques µ f . Ces derniers sont équivalents au potentiel chimique baryo-
nique (µB = 3µ f ). Les quarks peuvent être statiques6 (infiniment lourds) ou dyna-
miques (avec une masse réaliste).
Le calcul de la fonction de partition est effectué par Monte-Carlo : dans l’hypo-
thèse où µB = 0, l’action S E est réelle et positive, ce qui permet de n’échantillonner
que les configurations des champs de gluons et de quarks qui contribuent de manière
significative, i.e. qui ne sont pas supprimés en e−S E . Dans le cas où µB , 0, l’action
S E devient complexe. Aussi devient-il difficile de connaître et de choisir les configu-
rations dominantes. Ceci rend caduque l’emploi des méthodes Monte-Carlo de calcul
d’intégrale pour avoir accès à la région µB , 0 avec la QCD sur réseau. Dans le but
de contourner ce problème, des méthodes alternatives sont en cours de développe-
ment : par exemple, l’une d’entre elles consiste à calculer les dérivées de la quantité
thermodynamique recherchée à µB = 0, puis à les utiliser pour construire la série
de Taylor en puissances de µB de la quantité thermodynamique en question [17, 18].
Ceci permet de connaître l’évolution de l’équation d’état pour des valeurs non nulles
mais petites de µB. L’intérêt est notamment de pouvoir déterminer l’ordre de la tran-
sition de phase qui fait passer la matière hadronique ordinaire au QGP dans le cas
des collisions relativistes d’ions, telles qu’elles ont lieu typiquement au collisionneur
RHIC où µu = µd ' 15 MeV [17].
La pression p, la densité d’énergie ε, la densité d’entropie s et la vitesse du
« son » cs sont déterminées à partir de la fonction de partition :
4Ceci est effectué en transformant la composante temporelle x0 en temps purement imaginaire
τ = ix0. Ainsi, l’espace minkowskien, où sont définis à l’origine les champs A, Ψ¯ et Ψ, devient-il
euclidien.
5L’erreur due à la discrétisation est d’autant plus faible que la taille a de la maille tend vers zéro.
Mais là encore, le temps de calcul devient très vite prohibitif avec la finesse de la maille (il croît en
a−13), aussi prend-on en général une maille de taille finie.
6Le temps de calcul augmente très vite à mesure que la masse des quarks diminue. C’est pourquoi
nombre de résultats de QCD sur réseau sont obtenus avec des masses non-physiques de quarks.
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p
T 4
=
1
VT 3
ln Z (I.9)
ε − 3p
T 4
= T
d
dT
( p
T 4
)
| µ f /T fixe´
(I.10)
s = (ε + p)T (I.11)
c2s =
dp
dε
(I.12)
I.1.4 Déroulement de la transition de phase sur le réseau
La transition du gaz hadronique vers le QGP se caractérise par un changement
important du nombre de degrés de liberté Ndo f : à T → 0, pour un gaz de pions
Ndo f = 3 (pour pi0, pi±) ; à T → ∞, pour le QGP, les degrés de liberté des gluons et
des quarks7 interviennent (dans le cas de deux saveurs de quarks, Ndo f = 16+21). Les
propriétés thermodynamiques du milieu, telles que la densité d’énergie, la pression
et l’entropie, sont en première approximation proportionnelles au nombre de degrés
de liberté. En conséquence, autour de la température critique Tc de transition de
phase, une augmentation importante et brutale de la densité d’énergie ε doit avoir
lieu. Ceci est confirmé par les résultats obtenus par la QCD sur réseau. Ceux-ci sont
illustrés par la figure I.3 : ε/T 4 gagne environ un ordre de grandeur sur un petit
intervalle de 10 − 20 MeV autour de Tc. Notons que la densité d’énergie atteinte
pour des températures autour de 4Tc reste inférieure (d’environ 20%) à la densité
d’énergie prévue pour un QGP idéal, qui constitue le cas limite d’un plasma à très
haute température, où la liberté asympotique impose qu’il y ait peu d’interaction
entre les constituants. Pour la région immédiatement au-dessus de Tc le plasma est
au contraire fortement couplé et est dénommé sQGP pour strongly interacting QGP.
Ainsi, des corrélations à longue distance (de type non-perturbatif) subsistent dans le
sQGP.
Le confinement peut aussi être modélisé par le potentiel V liant une paire de
quarks statiques (donc supposés infiniment lourds) qq¯ en fonction de la distance r
qui les sépare et de la température T du « bain » (de quarks et de gluons) dans lequel
ils sont plongés. À température nulle, ce potentiel s’écrit [19] :
V(r,T = 0) = σr − αs
r
(I.13)
où σ ' 0, 2 GeV2 est la tension de la corde liant la paire qq¯ et αs ' pi/12 est la
constante de couplage de l’interaction.
Le deuxième terme du potentiel est dû à la présence de source de couleur : c’est
l’analogue QCD du potentiel coulombien. Le premier terme, quant à lui, permet de
7Nous avons :
– pour les gluons, 8 couleurs × 2 états d’hélicité ;
– pour les quarks, (7/8)×2 saveurs × 2 états de spin × 2 états de conjugaison de charge × 3 couleurs.
Le facteur 7/8 provient de la différence de statistique (Fermi ou Bose-Enstein) entre quarks et gluons.
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F. I.3: Densité d’énergie ε/T 4 en fonction de la température T selon les saveurs
de quarks prises en compte (2 ou 3 saveurs légères, ou 2 saveurs légères + 1 sa-
veur lourde). Il s’agit de résultats de la QCD sur réseau [15]. La flèche annotée
εS B/T 4 indique la limite de Stefan-Boltzmann (GQP idéal, sans interaction entre
les constituants). Les densités d’énergie que devraient atteindre les différents accé-
lérateurs/collisionneurs (SPS, RHIC et LHC) dans les premiers instants qui suivent
la collision sont également indiquées.
rendre le potentiel confinant et domine à grande distance : puisque le potentiel croît
de manière proportionnelle à σ avec la distance séparant la paire qq¯, il faudrait une
énergie infinie pour les séparer, accumulée dans la tension de la « corde » liant la
paire de quarks. La corde finit par se rompre dès qu’il est énergétiquement plus favo-
rable de créer une nouvelle paire qq¯.
Ce potentiel, de portée infinie, autorise l’existence de plusieurs états liés de la
paire qq¯ (correspondant à l’état fondamental et aux états excités). La distance r0
séparant l’état lié qq¯ définit la taille du hadron.
À température suffisamment élevée T > Tc, lorsque le bain thermique est consti-
tué de nombreuses charges de couleur, il induit une modification du potentiel [19] :
V(r,T ) = σr
{
1 − e−µr
µr
}
− αs
r
e−µr (I.14)
Notons que la tension de la corde, la masse µ et la constante de couplage dé-
pendent toutes de la température.
Comme µ → 0 lorsque T → 0, l’équation I.14 retrouve la forme I.13 à tempéra-
ture nulle. À T → ∞, la liberté asymptotique a pour conséquence αs → 0.
D’autre part, σ diminue lorsque la température augmente ; le déconfinement im-
plique σ(T ) = 0 pour T > Tc. Ainsi, lorsque le QGP est atteint, il ne subsiste que
le terme coulombien écranté du potentiel. µ(T ) dénote l’inverse du rayon de Debye
rD(T ) = 1/µ(T ) auquel est réduite la portée de ce potentiel écranté : chaque quark
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de la paire qq¯ est environné par un grand nombre d’autres charges de couleur, ce qui
a pour effet de diminuer, avec la distance, la charge de couleur effective du quark q
telle qu’elle est vue par l’autre (anti-)quark q¯ de la paire. En conséquence, le poten-
tiel écranté est de portée finie. De plus en plus de charges de couleur étant présentes
lorsque la température augmente, la portée rD diminue avec la température : les cal-
culs perturbatifs suggèrent que µ(T ) ∝ g(T )T [20]. Si rD(T ) < r0, alors l’état lié
qq¯ n’existe plus à cette température T : il est dissocié par écrantage de couleur. La
figure I.4(a) représente de manière schématique le potentiel écranté comparé au po-
tentiel à T = 0. Ainsi, le hadron lié à T = 0 ne l’est plus à la température T .
La QCD sur réseau permet de calculer l’évolution de l’énergie libre F de la paire
qq¯ en fonction de la température. La contribution de l’entropie est négligée, de sorte
que F(r,T ) = V(r,T ) − TS ' V(r,T ). Les résultats obtenus peuvent être visualisés
sur la figure I.4(b).
(a) Évolution du potentiel V(r) liant
une paire qq¯ selon la distance r qui les
sépare, à température nulle (µ = 0) et
à température T > Tc (µ , 0) [21].
(b) Évolution selon différentes températures (en unité de
Tc) de l’énergie libre (moyennée sur la couleur) d’une
paire qq¯, les (anti)-quarks étant séparés d’une distance r
(en fm). Résultats de la QCD sur réseau extraits de [22].
F. I.4: Écrantage de couleur du potentiel inter-quark.
I.1.5 Diagramme de phases de la matière hadronique : une
cartographie mêlant théorie et expérience
Les différentes phases8 de la matière hadronique sont résumées dans le plan
(T, µB) par le diagramme I.5(a). Celui-ci représente la conception contemporaine du
diagramme de phases de la matière hadronique.
8Rappelons qu’une transition de phase du premier ordre est une transition pour laquelle une des
dérivées premières du logarithme de la fonction de partition présente une discontinuité. La transition
est du second ordre lorsque les dérivées premières sont toutes continues, mais qu’une au moins des
dérivées secondes ne l’est pas ou présente une divergence. Dans les autres cas, la transition est dite
continue (crossover) par opposition aux transitions du premier et du deuxième ordre.
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(a) Diagramme de phases schématique de la QCD dans le plan
(T, µB). µ0 est le potentiel baryonique de la matière nucléaire. Se
référer au texte pour plus de détails.
(b) Zoom sur la partie gauche du diagramme de phase. Figure ex-
traite de [23] et montrant la comparaison de la courbe T = f (µB)
correspondant au freeze-out chimique (déterminé par un ajustement
sur des données expérimentales) à la courbe séparant les phases
confinées et déconfinées de la matière hadronique (la courbe du
haut est déterminée à partir de modèles qui extrapolent à µB , 0 les
résultats de la QCD sur réseau obtenus à µB = 0 ; celle du bas est
le lieu des points pour lesquels la densité d’énergie est constante
et égale à celle en µB = 0). Les paramètres T et µB du freeze-
out chimique sont ceux du modèle statistique qui permettent de
reproduire les rapports d’abondance de particules mesurés à di-
vers
√
sNN , i.e. 2 GeV (SIS), 5 GeV (AGS), 9 et 17 GeV (SPS)
et 130 GeV (RHIC). Les coordonnées du point critique représenté
sont issues de [18, 24].
F. I.5: Diagramme de phases de la matière hadronique et exploration réalisée par
les différents collisionneurs/accélérateurs d’ions lourds.10
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Partons du vide de la QCD à température et potentiel baryonique nuls. À basse
température, lorsque nous faisons croître le potentiel baryonique, nous passons suc-
cessivement du vide de la QCD au gaz hadronique, puis à la matière nucléaire or-
dinaire (plutôt liquide en comparaison), et enfin à une phase supraconductrice de
couleur (par une transition du premier ordre). Dans cette phase [25], on s’attend à ce
que les quarks se combinent et forment l’analogue QCD des paires de Cooper for-
mées par les électrons dans la phase supraconductrice de certains conducteurs. Cette
phase pourrait être rencontrée au coeur des étoiles compactes, notamment les étoiles
à neutrons.
Concentrons-nous à présent sur la partie gauche du diagramme de phase, passée
en revue dans [18, 26]. La ligne séparant le gaz hadronique du QGP indique la tran-
sition de phase entre ces deux états, conjecturée par de nombreux modèles comme
étant du premier ordre jusqu’au point critique de coordonnées (T E , µEB). Rappelons
que la transition de phase vers le QGP est étudiée de manière directe par la QCD
sur réseau à µB = 0 uniquement. Selon la masse des quarks utilisée, la QCD sur
réseau indique que cette transition de phase est du premier ordre lorsque les trois
quarks u, d et s ont une masse nulle (ou lorsque seuls les gluons sont considérés).
Dans ce cas, la ligne matérialisant la transition du premier ordre sur la figure I.5(a)
est prolongée jusqu’à µB = 0 et il n’y a pas de point critique. La transition est du
deuxième ordre lorsqu’un des quarks est massif. Dans ce cas, une ligne incarnant la
transition du deuxième ordre relie le point critique jusqu’au point d’abscisse µB = 0
où la transition sur le réseau a lieu. Enfin, comme cela est reporté sur la figure I.5(a),
la transition est continue (crossover) au point d’abscisse µB = 0 dans le cas proche
du cas physique où deux quarks légers (u et d) et un quark lourd (s) sont utilisés lors
de la simulation. L’existence d’une transition continue à µB = 0 implique là encore
l’existence d’un point critique où se termine la transition du premier ordre. Les esti-
mations de la localisation du point critique sont très sensibles à la masse des quarks
utilisés et au volume du réseau. Des études récentes [24], effectuées sur un réseau de
grande taille et utilisant des masses de quark proches de la valeur physique, donnent
T E = 0, 95Tc et µEB/T
E = 1, 1 ± 0, 2.
La figure I.5(b) se rapporte uniquement à la partie gauche du diagramme de
phase. Elle permet de préciser d’une part, l’échelle en température et en potentiel
baryonique, et d’autre part les régions atteintes par les différents collisionneurs/ac-
célérateurs d’ions lourds au moment du gel (freeze-out) chimique, depuis le SIS (GSI,
Allemagne) au RHIC (BNL, États-Unis), passant ainsi d’une énergie disponible par
paire de nucléons dans le centre de masse de
√
sNN = 2 GeV à 130 GeV. Le gel
chimique caractérise par définition le moment où les interactions inélastiques entre
les hadrons cessent, figeant ainsi la composition et les abondances en particules. Il
peut y avoir ou non un QGP formé dans les instants antérieurs au gel chimique (si
c’est le cas, alors l’hadronisation ou transition de phase inverse sépare le QGP du gel
chimique). Les température et potentiel baryonique correspondants au gel chimique
sont obtenus grâce au modèle statistique [23] dont le but est de reproduire les rap-
ports d’abondances de particules mesurés. Ce modèle part d’une description grand
canonique pour écrire la fonction de partition et donc le nombre moyen de particules
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de type donné dans un volume V . La conservation de la charge et de l’étrangeté ne
laisse que T et µB comme paramètres libres dans le cas de rapports d’abondance. Un
seul couple (T, µB) est utilisé pour ajuster les rapports d’abondance mesurés. Celui-
ci est reporté sur la figure I.5(b) pour différents collisionneurs/accélérateurs. Ainsi, à
mesure que l’énergie
√
sNN disponible augmente, nous nous déplaçons dans le dia-
gramme de phase vers des températures de plus en plus élevées et des potentiels
baryoniques de plus en plus bas. Ceci est compréhensible puisque l’entropie générée
(et donc la température) augmente avec
√
sNN alors que la densité baryonique est
limitée par le nombre baryonique initial des noyaux. Augmenter l’énergie disponible
permet donc de se rapprocher de plus en plus de la région µB = 0, autrement dit
de fournir des résultats expérimentaux de plus en plus directement comparables aux
résultats de la QCD sur réseau. La région de très haute température et de µB ∼ 0 a dû
être atteinte pour le QGP des premiers instants de l’Univers (qui a subsisté jusqu’à
environ 10 µs après le Big Bang). Enfin, notons que la région du point critique est
expérimentalement accessible et que la recherche de celui-ci est un sujet d’actualité.
I.2 Les collisions relativistes d’ions lourds
I.2.1 Une longue quête du QGP : rétrospectives et perspectives
Les premières conjectures [13] sur l’existence du QGP datent du mileu des an-
nées soixante-dix. Quasiment la même année [27] sont formulées celles qui men-
tionnent que les collisions d’ions lourds relativistes devraient permettre d’atteindre
cette région du diagramme de phases de la QCD. Depuis, de constants efforts ont
mené à la construction d’accélérateurs (expériences sur cible fixe) puis de collision-
neurs d’ions lourds disposant d’une énergie dans le centre de masse de plus en plus
élevée : par ordre croissant en
√
sNN (et donc par ordre chronologique de mise en
service), citons le SIS (GSI, Allemagne) atteignant un maximum d’environ 2 GeV,
l’AGS (BNL, États-Unis) à environ 5 et 9 GeV, le SPS (CERN, Suisse) atteignant
17 GeV, le RHIC (BNL) qui peut réaliser des collisions entre 20 et 200 GeV, et dans
un futur proche le LHC (CERN) où les collisions Pb + Pb sont prévues à 5,5 TeV. La
figure I.6 permet de comparer les performances réalisées (ou attendues) des différents
accélérateurs/collisionneurs (seuls le RHIC et le LHC opèrent en mode collision-
neur) en fonction de
√
sNN . Dans un premier temps, cette comparaison est effectuée
en reposant uniquement sur la mesure expérimentale de dET/dη | η=0 : c’est l’éner-
gie transverse9 par unité de pseudo-rapidité10 recueillie dans le détecteur dans un
petit intervalle de pseudo-rapidité centré en zéro. Ne tenir compte que de la direc-
9La direction transverse est orthogonale à l’axe du faisceau. L’énergie transverse est définie comme
suit : ET =
∑
i Ei sin θi où Ei désigne l’énergie totale de la particule i (par convention, il s’agit de
l’énergie cinétique uniquement dans le cas d’un nucléon), et θi est l’angle polaire par rapport à la
direction du faisceau.
10La pseudo-rapidité ne dépend que de l’angle polaire θ avec l’axe du faisceau : η = − ln tan θ/2. Elle
est équivalente à la rapidité lorsque l’impulsion est grande devant la masse de la particule (autrement
dit lorsque θ est petit).
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tion transverse permet de se défaire du boost longitudinal dû au faisceau ; quant au
choix de l’intervalle en pseudo-rapidité, il s’explique par le souci de ne considérer
que les particules secondaires créées. Ceci ne peut être réalisé qu’en s’affranchissant
des particules issues de la fragmentation du projectile ou de la cible, plutôt localisées
à grande rapidité (au-delà de deux unités de rapidité). Ainsi, l’énergie dET/dη | η=0
utilisée pour la production de particules augmente de manière logarithmique avec√
sNN . L’intérêt principal de la mesure de dET/dη | η=0 réside dans le fait qu’elle per-
met d’estimer la densité volumique d’énergie correspondante, notée εB j (une fois
convertie en dET/dy | y=0 où y dénote la rapidité). La densité d’énergie est alors uti-
lisée pour graduer de manière alternative l’axe des ordonnées de la figure I.6. Il est
alors très tentant de comparer εB j à la densité d’énergie critique εc nécessaire pour le
QGP. Si la densité atteinte à l’AGS passe de peu la barre de 1 GeV/fm3, celle atteinte
au SPS, à RHIC et au LHC sont largement au-delà de εc. Il semblerait donc qu’au
moins une des conditions nécessaires au QGP soit réunie au SPS et à RHIC. Cepen-
dant, cette estimation de la densité d’énergie repose sur un modèle (celui de Bjorken,
dont nous rediscuterons des conditions d’applicabilité à la section I.2.2).
F. I.6: Énergie dET /dη par unité de pseudo-rapidité mesurée dans la direction
transverse à pseudo-rapidité médiane (η = 0) et densité d’énergie correspondante
εB j pour les collisions d’ions lourds les plus centrales (à faible paramètre d’im-
pact) réalisées à différents énergies
√
sNN disponibles par paire de nucléons dans
le centre de masse. L’ajustement effectué est logarithmique en
√
sNN . La densité
d’énergie εB j est estimée en divisant dET /dy par le volume cylindrique laissé entre
le projectile et la cible lorsque ceux-ci se sont éloignés l’un de l’autre au bout
d’un temps τ0 = 1 fm/c après la collision (estimation de la densité d’énergie due à
Bjorken). Figure extraite de [28].
Dans l’idée d’une étude systématique de la transition et du QGP lui-même, plu-
sieurs espèces ont été utilisées pour les collisions, notamment au collisionneur RHIC
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qui a été spécialement construit dans cette optique. Ainsi, à énergie par paire de nu-
cléons
√
sNN donnée, augmenter la taille des noyaux permet d’obtenir un volume de
plus en plus important de « milieu chaud »et la température qui y est atteinte est de
plus en plus élevée. Notons aussi que cette quantité prend de plus en plus de sens
thermodynamique à mesure que le volume est important. Ceci explique la logique
des prises de données à RHIC (cf. tableau I.1). Notons que le QGP n’est pas attendu
dans le cas de collisions p + p ni d + Au. Ainsi, les premières serviront de référence,
tandis que les secondes nous permettront de calibrer les effets dits « froids» du milieu
nucléaire.
dates
√
sNN (GeV) taille croissante du système
2002, 2003, 2005 200 p + p
2003 200 d + Au
2005 22, 62, 200 Cu + Cu
2000, 2002, 2004 19, 62, 130, 200 Au + Au
T. I.1: Les prises de données à RHIC.
I.2.2 Scénario d’une collision d’ions lourds
Géométrie de la collision
La figure I.7 illustre le déroulement d’une collision relativiste d’ions lourds du
point de vue géométrique. À un paramètre d’impact b donné, seule une partie de
chaque noyau interagit, i.e. celle qui rencontrera son homologue de l’autre noyau :
cette zone dite de recouvrement définit les nucléons participants qui ont subi au moins
une collision, par opposition aux nucléons spectateurs qui ne sont pas ou peu affectés
et qui poursuivent leur trajectoire initiale. Ceux-ci vont donc se retrouver à grande
rapidité, tandis qu’à mi-rapidité se constitue le dépôt d’énergie résultant de l’inter-
action inélastique des nucléons participants. C’est dans cette zone qu’est susceptible
de se former le QGP si la densité volumique d’énergie est suffisante. Celle-ci est
multiparamétrique : elle augmente avec l’énergie √sNN disponible dans le centre
de masse et avec la surface transverse de recouvrement des noyaux, donc avec
la taille des ions utilisés et le nombre de participants. Le nombre de participants
est relié au paramètre d’impact b. Lorsque celui-ci est petit b ∼ 0, la collision est
dite centrale. À l’inverse, à grand paramètre d’impact b ∼ 2R où R est le rayon du
noyau, les noyaux s’eﬄeurent et la collision est dite périphérique. Notons que le
temps maximum que dure le recouvrement des deux noyaux est :
τcross =
2R
γc
(I.15)
où γ est le facteur de contraction de Lorentz, et c la vitesse de la lumière. Typique-
ment, à l’AGS et au SPS, ce temps est de l’ordre de 5,3 fm/c et 1,6 fm/c. Au RHIC,
14
Les collisions relativistes d’ions lourds
il est de seulement 0,13 fm/c à
√
sNN = 200 GeV.
(a) Avant la collision. (b) Après la collision.
F. I.7: Vue schématique de la géométrie d’une collision relativiste d’ions lourds.
La forme aplatie des noyaux est due à la contraction de Lorentz.
Le modèle géométrique de Glauber [29] permet de relier le paramètre d’impact b
au nombre Npart de nucléons participants à la collision ainsi qu’au nombre Ncoll de
collisions binaires nucléon-nucléon (ce modèle est développé dans l’appendice A).
Cependant, l’expérience n’a accès ni à la première ni à la seconde variable, mais
plutôt à la distribution de la production de particules chargées (ou à l’énergie dépo-
sée par les nucléons spectateurs dans les calorimètres). Celle-ci permet de définir la
centralité en pourcentage de la section efficace totale de collision inélastique. En sup-
posant que la distribution de particules chargées évolue de manière monotone avec
le nombre de participants, nous pouvons retrouver les quantités moyennes 〈Npart〉,
〈Ncoll〉 et < b > par tranche de centralité. Ceci sera détaillé dans la section III.3.3.
Observables globales
Voyons à présent quelles observables peuvent être mesurées pour caractériser les
processus à l’oeuvre au cours de collisions d’ions lourds à
√
sNN donné.
Transparence, pouvoir d’arrêt. – Ainsi que nous l’avons déjà évoqué, le QGP n’est
susceptible de se former que dans la région de dépôt d’énergie par interaction in-
élastique des nucléons participants. L’existence et l’extension en rapidité de cette
zone est par conséquent cruciale. Celle-ci dépend de la perte d’énergie cinétique des
noyaux lorsqu’ils se croisent i.e. du pouvoir d’arrêt de la matière nucléaire : plus
celui-ci est élevé, moins grande sera la rapidité où les fragments des noyaux seront
localisés après la collision, et moins étendue sera la région autour de y = 0 de dé-
pôt d’énergie par intéraction inélastique. Ceci est illustré de manière imagée par la
figure I.8(b). Ces fragments sont caractérisés par un nombre baryonique élevé (dû
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aux nucléons initiaux), par opposition à la région de dépôt d’énergie où le nombre
baryonique est plus faible. La distribution dN/dy du nombre de protons retranché du
nombre d’anti-protons en fonction de la rapidité permet donc de caractériser à la fois
le pouvoir d’arrêt (ou inversement, la transparence) et la taille de la région de dé-
pôt d’énergie. Cette distribution a été mesurée à diverses énergies disponibles dans le
centre de masse (cf figure I.8(a)) : à mesure que √sNN augmente, non seulement la
transparence de la matière nucléaire s’améliore (les fragments caractérisés par un
nombre baryonique élevé se retrouvent à des rapidités de plus en plus grandes), mais
la région de dépôt d’énergie à mi-rapidité, de plus en plus proche de µB = 0, est
de surcroît de plus en plus étendue. La forme et l’importance de ce dépôt d’énergie
sont renseignées par la distribution en rapidité des particules produites, en particulier
les pions. La figure I.9 montre qu’il s’agit d’une gaussienne, centrée en y = 0, et dont
à la fois la largeur et l’amplitude augmentent avec
√
sNN .
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(a) Distribution du nombre de protons retranché du nombre d’anti-
protons en fonction de la rapidité dans le référentiel du centre de
masse et mesurée à
√
sNN croissant à l’AGS (Au + Au à 5 GeV),
au SPS (Pb + Pb à 17 GeV) et à RHIC (Au + Au à 200 GeV) [30].
Toutes les distributions correspondent à 5% des événements les
plus centraux. Notons que la rapidité du faisceau à RHIC est en-
viron 5, 4.
(b) Degré de transparence d’une
collision selon des valeurs dé-
croissantes de
√
sNN (de haut
en bas). En bleu foncé : distri-
butions en rapidité du nombre
baryonique élevé caractéristique
des noyaux. En jaune tirant vers
le rouge : distribution à faible
nombre baryonique de la zone de
dépôt d’énergie.
F. I.8: Pourvoir d’arrêt (ou inversement transparence) de la matière nucléaire
selon l’énergie disponible dans le centre de masse de la collision.
Production de particules : processus mous, processus durs. – L’énergie déposée par
interaction inélastique dans la zone de recouvrement des deux noyaux est essentielle-
ment convertie en production de particules. Les mécanismes de production ont aussi
été examinés [32, 33] dans les collisions élémentaires p + p, exemptes d’effets nu-
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F. I.9: Distributions en rapidité des pi+ émis dans les collisions centrales Au + Au
(AGS et RHIC) et Pb + Pb (SPS) pour différentes énergies disponibles par paire
de nucléons dans le centre de masse [31]. Ces distributions sont ajustées par une
gaussienne.
cléaires supplémentaires. Il en résulte les observations suivantes : la population de
particules produites se décline principalement en pions, kaons et protons, par ordre
d’importance décroissante. L’ensemble constitue ce qu’il est convenu d’appeler le
bulk de la réaction. Ces particules, constituées de saveurs légères de quarks, sont
produites à plus de 99% à basse impulsion transverse pT ≤ 2 GeV/c. Étant donné
l’échelle d’énergie mise en jeu, le processus impliqué est non-perturbatif (processus
mou). Dans ce cas, la dépendance de la section efficace différentielle et invariante de
Lorentz11 en fonction de pT s’écrit :
E
d3σ
dp3
∣∣∣∣∣∣
soft
∝ exp (−6pT ) (I.16)
11En supposant qu’il n’existe pas d’orientation privilégiée du plan de réaction (symétrie en ϕ, l’angle
azimutal), l’élément de volume dans l’espace des impulsions peut s’exprimer comme suit : d3 p =
2pipT dpT dpz, où la composante longitudinale pz est parallèle à la direction du faisceau et où nous
avons intégré en ϕ. Comme dpz = Edy où y désigne la rapidité, nous pouvons écrire Ed3σ/dp3 =
d2σ/2pipT dpT dy [31], plus simple à utiliser expérimentalement : cela est équivalent à s’intéresser au
signal intégré en ϕ dans une tranche donnée en ∆y et en ∆pT .
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F. I.10: Dépendance en impulsion transverse pT (ou en fraction d’impulsion
transverse xT ) de la production inclusive de hadrons chargés, mesurée à mi-rapidité
par diverses expériences à différentes valeurs de
√
s dans les collisions p + p.
Celles-ci sont indiquées dans la légende. Figures extraites de [32].
où E et p sont respectivement l’énergie totale et l’impulsion de la particule. Ce profil,
dit de type « thermique », est largement indépendant de l’énergie
√
s disponible dans
le centre de masse.
Quant au pourcentage restant, il s’agit de particules produites à très haut pT .
Celles-ci sont produites de manière perturbative (processus durs), via des interactions
à très courte distance (inférieure à 0, 1 fm), quasi-ponctuelles. La dépendance de la
section efficace différentielle en fonction de pT dans la région à très haut pT est donc
donnée par celle des processus durs. Celle-ci est en loi de puissance en pT [32] :
E
d3σ
dp3
∣∣∣∣∣∣
hard
=
1
pnT
F(xT ) =
1√
s n
G(xT ) (I.17)
où xT = 2pT/
√
s est une quantité sans dimension, qui peut être interprétée comme
la fraction d’impulsion transverse emportée par le hadron sur l’impulsion transverse
maximale qu’il est possible d’acquérir à l’énergie
√
s.
Ainsi, la transition des processus mous vers les processus durs est clairement
visible sur le changement de type de dépendance de la production inclusive de ha-
drons chargés en fonction de pT , illustrée par la figure I.10(a) : en-dessous d’environ
2 GeV/c, elle est de type thermique, au-dessus, elle suit une loi de puissance en pT .
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Cela est mis en valeur par la figure I.10(b), où la quantité G(xT ) suivante est repré-
sentée :
√
s n(xT ,
√
s) × E d
3σ
dp3
= G(xT ) (I.18)
où n(xT ,
√
s) = 6, 3 est un exposant valide pour la région en xT à laquelle appar-
tiennent les données de RHIC présentées. Cette figure montre que la dépendance
en pT de la production de hadrons chargés converge asymptotiquement vers une loi
de puissance à haut xT . Lorsque nous progressons vers les petites valeurs de xT , les
mesures décrochent les unes après les autres de l’asymptote. Ce « décrochage»montre
précisément la transition des processus durs vers les processus mous qui a lieu aux
environs de pT ∼ 2 GeV/c.
Production de particules : une loi en Npart ou en Ncoll ? – Intéressons-nous à présent
à la dépendance en centralité du taux de production total Nch (intégré en pT , en y et
sur tout l’angle solide) de particules chargées au cours de collisions d’ions. Rappe-
lons que la multiplicité totale est essentiellement due à une production de particules
par des processus mous. Cette multiplicité est estimée à RHIC grâce aux mesures
réalisées par PHOBOS [34] dans les collisions Au + Au à
√
sNN = 19, 6 , 62, 4 , 130
et 200 GeV extrapolées sur tout l’angle solide. Les résultats sont résumés en fonction
du nombre Npart de nucléons participants sur la figure I.11, où la multiplicité Nch
mesurée en Au + Au a été normalisé par le nombre moyen
〈
Npart/2
〉
de paires de
nucléons participants dans la tranche en centralité considérée. Cela permet de com-
parer la multiplicité mesurée dans les collisions d’ions à la celle observée dans les
collisions p( p¯) + p, également indiquée sur la figure pour les quatre différentes éner-
gies disponibles dans le centre de masse. En tenant compte des barres d’erreurs, le
nombre de particules chargées produit par paire de nucléons participants dans la col-
lision est constant en fonction de Npart. En conclusion, la production de particules
par des processus mous va comme Npart, et ce quelle que soit l’énergie
√
sNN . Bien
entendu, la multiplicité totale augmente avec
√
sNN comme cela est manifeste sur la
figure I.11. Ce qui est plus surprenant est que la multiplicité observée dans les col-
lisions d’ions et normalisée par le nombre de paires de nucléons participants ne soit
pas égale à celle mesurée en p( p¯) + p à la même valeur de
√
sNN .
Il reste à préciser la dépendance en centralité de la production de particules par
des processus durs. Un processus non-perturbatif typique est la production de quarks
lourds, en particulier du charme et de la beauté, en raison de la masse élevée de ces
deux saveurs de quarks12. Le processus est caractérisé par une échelle de distance
très courte, inférieure au dixième de Fermi : il peut donc être décrit dans le cadre du
modèle de partons par l’interaction de deux constituants quasi-ponctuels du noyau, c-
à-d. les partons. Aussi, la section efficace du processus dur est-elle proportionnelle
au nombre de rencontres de deux partons, autrement dit au nombre Ncoll de colli-
sions binaires nucléon-nucléon au cours d’une collision d’ions se déroulant à un
12Selon [35], mc = 1, 25 ± 0, 09 GeV/c2 et mb = 4, 20 ± 0, 07 GeV/c2 dans le schéma de renorma-
lisation MS .
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F. I.11: Taux de production total de particules chargées Nch/
〈
Npart/2
〉
norma-
lisé par le nombre de paires de nucléons participants aux collisions Au + Au à√
sNN = 19, 6 , 62, 4 , 130 et 200 GeV en fonction du nombre de nucléons parti-
cipants Npart. Nch est obtenu par extrapolation à tout l’angle solide des mesures
réalisées par PHOBOS pour chaque énergie indiquée. Les barres d’erreurs corres-
pondent à l’incertitude déduite des valeurs à 90% de niveau de confiance de Nch
et Npart. L’erreur liée aux méthodes d’extrapolation est indiquée en grisé. Le taux
de production total en p(p¯) + p aux mêmes énergies est reporté à gauche. Figure
extraite de [34].
paramètre d’impact donné. À RHIC, le taux de production de charme ouvert dans les
collisions Au + Au à
√
sNN = 200 GeV a été mesuré par PHENIX [36, 32] grâce aux
désintégrations semi-leptonique des mésons charmés. À petite impulsion transverse
(dans le cas présent, 0, 8 < pT < 4.0 GeV/c), ces désintégrations de charme ouvert
sont la source dominante d’électrons qualifiés de « non-photoniques », c-à-d. d’élec-
trons qui ne proviennent pas de désintégration Dalitz de mésons neutres légers suivie
de la conversion des photons résultants en électrons (pi0 , η , η′ , ρ , ω et φ→ γe+e−)
lors du passage dans la matière constituant les détecteurs. Afin de vérifier cette dé-
pendance en Ncoll de la production de charme, le taux de production d’électrons non-
photoniques en Au + Au normalisé par Ncoll est présenté en fonction de Ncoll sur la
figure I.12 : ce taux de production normalisé est effectivement constant en fonction
de Ncoll, conformément à ce qui est attendu dans le cas d’un processus dur. Notons
que le taux de production normalisé mesuré dans les collisions Au + Au est remar-
quablement bien en accord avec le taux de production mesuré pour Ncoll = 1 dans les
20
Les collisions relativistes d’ions lourds
collisions p + p (également indiqué sur la figure).
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mesurés dans les collisions Au + Au à
√
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Ncoll de collisions binaires nucléon-nucléon et présenté en fonction de la centralité
en terme de Ncoll (cercle pleins). Le taux de production total normalisé par Ncoll
est indiqué en carré plein. La croix ouverte indique le taux de production dans les
collisions p + p à la même énergie.
Production de particules : multiplicité, taille du système et √sNN . – Une des prin-
cipales motivations de recourir aux ions Cu dans la prise de donnée du Run 5 à RHIC
était de confirmer les résultats physiques existants en Au + Au à la même énergie√
sNN et d’améliorer leur précision dans la région en Npart ≤ 100 couverte par les
deux types de collisions d’ions. Cela présuppose qu’étudier un système plus léger
est équivalent à l’étude d’un système plus lourd dans la tranche de centralité où le
nombre de nucléons participants dans la collision est le même dans les deux sys-
tèmes. Cependant, la comparaison des deux systèmes n’est a priori pas immédiate,
étant donné la différence de taille des deux noyaux (cf annexe A) et donc la différence
en terme de géométrie de la collision : la forme du volume initial de recouvrement
des deux noyaux n’est pas la même en Au + Au et en Cu + Cu pour un même nombre
de nucléons participants. Cela aurait pu se traduire en une différence sur la physique
accessible en Cu + Cu par rapport à celle en Au + Au pour une même valeur de
Npart, mais les vérifications expérimentales montrent que ce n’est pas le cas : sur la
figure I.13(b) sont comparées les distributions de la production de hadrons chargés
en fonction de la pseudo-rapidité mesurées par PHOBOS [37] pour une même valeur
moyenne Npart ∼ 100 dans les collisions Au + Au (tranche en centralité 35 − 40%)
et dans les collisions Cu + Cu (tranche en centralité 3 − 6%) à la même énergie√
sNN = 200 GeV. Les deux distributions sont quasi-identiques. Cela est aussi le cas
d’une part, pour d’autres tranches en centralité où les valeurs moyennes de Npart coïn-
cident, et d’autre part, à plus basse énergie
√
sNN = 62 GeV [37]. Ainsi, Npart peut
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être utilisé comme variable pour comparer la physique étudiée grâce à deux sys-
tèmes de tailles différentes à la même énergie disponible dans le centre de masse
de la collision. Ce sera, par exemple, le cas pour comparer la suppression du J/ψ en
fonction de la centralité telle qu’elle est déterminée dans les collisions Au + Au et
Cu + Cu à une même énergie.
Le RHIC a également la possibilité de faire varier
√
sNN dans une très large
gamme, allant de 19, 6 GeV soit quasiment l’énergie des prises de données du SPS
(17, 3 GeV) jusqu’à 200 GeV (énergie maximale possible dans les collisions d’ions).
Il est donc possible de quantifier la différence de multiplicité obtenue dans le cas
d’une collision d’ions de type donné à deux énergies différentes dans le centre de
masse. Cela est illustré par la figure I.13(a) : elle montre la distribution en pseudo-
rapidité de la multiplicité de particules chargées, normalisée par le nombre de paires
de nucléons participants, mesurée par PHOBOS [31] dans les collisions Au + Au
à
√
sNN = 19, 6 GeV et 200 GeV. Deux tranches en centralité sont reportées : la
plus centrale 0 − 6% et la tranche 35 − 40% qui est équivalente à la tranche la plus
centrale dans les collisions Cu + Cu (comme nous l’avons vu précédemment). Ainsi,
la différence de multiplicité est telle qu’il n’est plus possible de recourir à une
variable géométrique comme Npart pour comparer la physique explorée dans un
système donné pour deux valeurs aussi distinctes de √sNN . Pour cela, il va falloir
dériver des paramètres plus signicatifs comme la densité d’énergie atteinte lors des
collisions.
Détermination de la densité d’énergie. – Expérimentalement, la densité d’énergie
est accessible par la mesure de l’énergie transverse produite à rapidité centrale lors
de la collision. Elle peut être évaluée grâce à la formule dite de Bjorken :
εB j =
1
A⊥τ0
dET
dy
∣∣∣∣∣
y=0
(I.19)
où :
– ET est l’énergie transverse mesurée ;
– A⊥ est la surface transverse de recouvrement des noyaux qui dépend du para-
mètre d’impact de la collision et qui est déduite du modèle de Glauber ;
– τ0 est le temps initial de formation.
Historiquement, ce temps est pris égal à τ0=1 fm/c et en supposant qu’il ne change
pas avec l’énergie de la collision13, il permet d’estimer et de comparer la densité
d’énergie atteinte pour différentes valeurs de
√
sNN . Le tableau I.2 résume les densi-
tés d’énergie accessibles dans les collisions les plus centrales pour différentes colli-
sions à différentes énergies.
Cependant, à l’instar du temps maximum que dure le recouvrement des deux
noyaux 14, on s’attend à ce que le temps de formation (et de vie) d’un éventuel QGP
13Notons que cette hypothèse est très simplificatrice.
14Comme nous l’avons déjà mentionné dans le paragraphe I.2.2, le temps maximum τ que dure le
recouvrement des deux noyaux varie de manière importante avec l’énergie. Ainsi, s’il est supérieur à
1 fm/c à l’AGS et au SPS (5,3 et 1, 6 fm/c respectivement), il n’est que de τ = 0, 13 fm/c au RHIC.
22
Le J/ψ comme sonde du milieu
soit aussi fonction de l’énergie. Bien qu’il n’est pas aujourd’hui possible de calculer
de manière précise la densité d’énergie atteinte dans les différentes collisions, on
notera que, dans [32], une estimation du temps de formation à partir de la mesure de
la masse transverse moyenne conduit à τ0 ' 0, 35fm/c, soit εB j ' 15GeV/fm−3, bien
au-delà de la densité d’énergie théoriquement nécessaire à la production d’un QGP.
I.3 Le J/ψ comme sonde du milieu
De nombreuses signatures ont été (et sont) étudiées afin de mettre en évidence la
transition de phase ainsi que les paramètres cinématiques du milieu créé15. Ces si-
gnatures sont largements discutées dans la littérature et sortent du champ du présent
document, aussi, nous renvoyons le lecteur aux dernières compilations présentées par
les expériences du RHIC [32, 31, 38, 39]. Dans cette partie, nous rappelons succinte-
ment les motivations pour l’étude de la production du J/ψ comme sonde du milieu.
Une fois le milieu chaud et dense créé lors des collisions, la question qui vient
ensuite est comment caractériser ce milieu : quelle sonde peut fournir une signature la
plus discriminante possible entre la matière hadronique et le QGP ? Une telle sonde
doit être présente dès les premiers instants suivant les collisions pour être affectée par
l’étape ultérieure d’évolution du système. Elle doit être sensible au déconfinement,
mais être suffisamment robuste pour que ces effets ne se manifestent pas dès la lisière
de Tc. Il faudrait aussi que l’effet du QGP sur la sonde survive à la phase d’hadroni-
sation qui succède à l’expansion et au refroidissement du QGP créé, autrement dit à
la transition de phase inverse. Enfin, l’interaction de la sonde avec l’état initial et/ou
avec l’état final nucléaire froid (c-à-d. QGP non compris) du système doit être bien
connue pour que les effets observés puissent éventuellement être interprétés comme
une signature du QGP.
En 1986, Matsui et Satz proposèrent la suppression des charmonia et notam-
ment du J/ψ comme signature de la formation du plasma de quarks et de gluons
[40]. En tant que sonde « dure », le méson J/ψ remplit presque toutes les conditions
sus-nommées, quelques incertitudes subsistant sur l’amplitude des effets dus aux in-
teractions avec l’état initial et avec l’état final.
Puisqu’il est un état lié cc¯, le J/ψ va être dissocié dans un QGP par écrantage
de la charge de couleur tel que cela est décrit dans la section I.1.4. Lors de l’ha-
dronisation, la probabilité pour que la paire cc¯ initiale se recombine vers un J/ψ
est très faible et les deux quarks de la paire vont préférentiellement s’hadroniser en
trouvant un partenaire plus léger (de type u ou d) pour former des mésons charmés
(D, D¯,DS , D¯S ).
Étant donné la masse élevée du charme (mJ/ψ ∼ 3.1 GeV/c2), le J/ψ est produit
très tôt au cours de la collision. Son temps de vie étant relativement long au regard
15Citons notamment, la suppression des particules de grand pT , due à la perte d’énergie des partons
se propageant dans un milieu dense et chaud. Cette supression a été effectivement observée dans les
collisions Au+Au à
√
sNN = 200 GeV dès le Run2 (2002).
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du temps de la collision, il est susceptible de traverser une grande partie de la zone
de collision, constituant ainsi une bonne sonde de la matière nucléaire.
État fortement lié, sa taille caractéristique (rJ/ψ ∼ 0.2 fm) est inférieure à la taille
hadronique typique (∼ 1 fm), ce qui implique que, d’une part, il est peu sensible à la
phase hadronique de la collision, et, d’autre part sa température de dissociation est
supérieure à la température critique, de l’ordre de T ∼ 1.5 à 2Tc selon la QCD sur
réseau.
Une mesure de la suppression du J/ψ dans des collisions d’ions lourds, a été
précédemment effectuée à plus basse énergie dans l’expérience NA50 auprès du SPS
(CERN). Ces résultats ont conduit à l’observation d’une suppression « anormale » en
ce sens qu’elle s’écarte de façon significative de l’extrapolation de la production
observée dans les réactions induites par des protons et des ions légers. La figure I.14
montre le rapport entre la production mesurée et la production attendue en fonction de
la densité d’énergie. Une suppression « anormale » est ainsi observée aux alentours
de 2, 5 GeV/fm3.
Ces résultats ont conduit à une importante activité théorique qui sera discutée
plus en détail dans le chapitre VI à la lumière des nouveaux résultats expérimentaux
obtenus aux RHIC et des modèles développés pour rendre compte de ces derniers
résultats.
Notons cependant que pour accéder au comportement de la production du J/ψ
dans un QGP, il convient de considérer les processus de production de cette particule :
– d’une part, dans les collisions p + p qui nous serviront de référence ;
– et, d’autre part, dans les collisions d’ions légers qui nous permettront d’étu-
dier les effets nucléaires froids, c’est à dire, les effets induits par la matière
nucléaire en l’absence de la production d’un QGP.
C’est l’objectif du chapitre II qui passera en revue la production du J/Ψ en l’absence
de QGP.
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(a) Distribution en pseudo-rapidité de la multiplicité de particules char-
gées produites dans les collisions Au + Au à
√
sNN = 19, 6 GeV et√
sNN = 200 GeV dans la tranche 0−6% des collisions les plus centrales,
et dans la tranche 30−40% équivalente à la tranche la plus centrale dans
les collisions Cu + Cu se déroulant à la même énergie. Figure extraite
de [31].
(b) Distribution en pseudo-rapidité de la multiplicité de particules
chargées produites dans les collisions Au + Au et Cu + Cu
√
sNN =
200 GeV pour le même nombre de nucléons participants à la col-
lision. Les tranches en centralité respectives sont indiquées dans la
légende. Figure extraite de [37].
F. I.13: Distribution en pseudo-rapidité de la production de particules chargées
mesurée par PHOBOS selon différents types de systèmes et d’énergie dans le
centre de masse de la collision.
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machine collisions
√
sNN (GeV) B j (GeV/fm3)
AGS (BNL) Au+Au 5 1,5
SPS (CERN) Pb+Pb 17 3,9
BNL (RHIC) Au+Au 200 5,5
LHC (CERN) Pb+Pb 5500 10
T. I.2: Densités d’énergie estimées (ou attendues) pour différentes énergies et
différentes collisions. Le temps de formation est fixé à τ0=1 fm/c.
F. I.14: Suppression du J/ψ en fonction de la densité d’énergie εB j observée
dans les collisions Pb + Pb et dans les collisions S + U à
√
sNN = 17, 2 GeV par
les expériences respectives NA50 et NA38. La suppression est exprimée en terme
du rapport de la suppression mesurée sur celle attendue en vertu de l’absorption
nucléaire déterminée dans les collisions p + A à la même énergie. Figure extraite
de [41].
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Production du J/ψ et effets
nucléaires froids
Tenter d’appréhender le mécanisme de production du J/ψ (et plus générale-
ment du charmonium) dans les collisions nucléon-nucléon est un préalable nécessaire
avant d’aborder le degré de complexité suivant que constitue le cas des collisions
noyau-noyau.
Après avoir décrit les différents modes de production du J/ψ (production directe
ou par désintégration des résonances de masse supérieure du charmonium), la pre-
mière partie de ce chapitre dépeint les mécanismes de production du charmonium
dans les collisions nucléon-nucléon. Celle-ci a lieu en deux temps : la production
perturbative et quasi-ponctuelle de la paire cc¯ par des partons dont l’identité dépend
de l’énergie, suivie par l’hadronisation vers un des états physiques du charmonium.
Trois des modèles de production du charmonium les plus couramment rencontrés
dans la littérature sont présentés et confrontées aux données existantes, notamment
celles obtenues durant le Run 5 p + p à 200 GeV au RHIC.
Lors d’une collision noyau-noyau, la présence de l’environnement nucléaire in-
duit une déviation du taux de production du J/ψ par rapport à celui obtenu pour
un nombre équivalent de collisions binaires nucléon-nucléon. La deuxième partie
du chapitre s’attache à décrire deux des effets nucléaires froids sur la production du
J/ψ : l’absorption nucléaire et le shadowing, pour lequel deux modèles d’essence dif-
férente sont considérés. Enfin, l’évaluation expérimentale des effets nucléaires froids
est présentée au SPS comme au RHIC.
II.1 Production du J/ψ
II.1.1 Spectroscopie du charmonium
C’est en analogie avec le positronium (e+e−) que les états liés de la paire cc¯ ont
été attribués comme relevant du spectre du « charmonium ». Ce spectre est illustré
par la figure II.1, où sont indiqués les masse, nombres quantiques et transitions entre
les différentes résonances. Les notations spectroscopiques n2S +1LJ sont parfois utili-
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F. II.1: Caractéristiques (masse invariante, nombres quantiques) et transitions
possibles entre les différents états physiques principaux du charmonium (cf [42]
pour le spectre complet). Pour chaque état figure, entre parenthèses, la nota-
tion spectroscopique correspondante n2S +1LJ identifiant le nombre quantique prin-
cipal n, le spin S , le moment angulaire orbital L et le moment angulaire to-
tal J = L + S . La parité P et la conjugaison de charge C sont aussi indiquées
selon JPC .
sées pour référencer les résonances, n désignant le nombre quantique principal, S le
spin, et L le moment angulaire orbital relatif entre les deux quarks du charmonium.
Par exemple, le ψ′ est aussi connu sous le nom de ψ(2S ). Ainsi, le J/ψ est un état
caractérisé par JPC = 1−−, J étant le moment angulaire total, P = −(−1)L la parité
et C = (−1)L+S la conjugaison de charge. La production1 du J/ψ peut être soit
directe, soit bénéficier des désintégrations des résonances ψ(2S ) et χcJ .
II.1.2 Quantification des différents modes de production du J/ψ
Fraction de J/ψ issus de ψ(2S )→ J/ψX
Expérimentalement, le rapport ρψ(2S ) de section efficace inclusive de production
de ψ(2S ) sur celle de production du J/ψ a été mesuré dans le canal dileptonique,
dans une grande variété de collisions p + A et à différentes énergies dans le centre de
masse. Ce rapport est défini comme suit :
ρψ(2S )(l) =
B[ψ(2S )→ l+l−]σ[ψ(2S )]
B[J/ψ→ l+l−]σ[J/ψ] (II.1)
1Nous nous restreignons ici et dans toute la suite du chapitre à une production dite « prompte » du
charmonium (notamment le J/ψ, le ψ(2S ) et le χcJ), c.à-d. celle qui ne vient pas de désintégrations
de hadrons beaux. Dans le cas d’une production non-prompte, si le hadron beau est produit avec une
impulsion suffisamment grande, il peut parcourir une distance mesurable avant de se désintégrer par
interaction faible en charmonium. La mesure de la distance entre les vertex primaire et secondaire
permet donc de distinguer les deux types de production (prompte et non-prompte) expérimentalement :
il n’y a pas de vertex secondaire dans le cas d’une production prompte. La production non-prompte de
J/ψ est négligeable aux énergies et luminosités actuelles du RHIC.
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où2 :
– B[X → l+l−] est le rapport d’embranchement du canal considéré X → l+l− ;
– σ[J/ψ] est la section efficace totale de production du J/ψ, c.-à-d. incluant la
production directe et la contribution des désintégrations en J/ψ des résonances
ψ(2S ) et χcJ ;
– σ[ψ(2S )] est la section efficace totale de production du ψ(2S ).
Une compilation [43] des différents résultats obtenus est résumée par la figure II.2(a).
Les valeurs de ρψ(2S ) ont une faible dépendance avec le numéro atomique A du noyau
utilisé. Cette dépendance est ajustée pour A > 2 selon la fonction :
B[ψ(2S )→ l+l−]σA[ψ(2S )]
B[J/ψ→ l+l−]σA[J/ψ] = ρ1ψ(2S ) . A
∆α (II.2)
où le paramètre ρ1ψ(2S ) représente la valeur prise par la fonction utilisée lorsque
l’ajustement est extrapolé à A = 1. En ne considérant3 que les mesures récemment
publiées par HERA-B [43], les valeurs des paramètres de l’ajustement sont :
ρ1ψ(2S ) = 0, 0180 ± 0, 0006 ± 0, 0005 (II.3)
∆α = −0, 029 ± 0, 004 (II.4)
La figure II.2(b) indique que le rapport ρψ(2S ) corrigé des effets nucléaires ne
semble pas dépendre des différentes énergies auxquelles les mesures ont été effec-
tuées. Aussi, de ce rapport ou plus exactement du paramètre ρ1ψ(2S ) peut être déduite
la fraction de J/ψ produits par désintégration du ψ(2S ) selon la relation :
Fψ(2S ) = B[ψ(2S )→ J/ψX] σ[ψ(2S )]
σ[J/ψ]
(II.5)
d’où4 :
Fψ(2S ) = (8, 1 ± 0, 5)% (II.6)
Fraction de J/ψ issus de χcJ → J/ψγ
La fraction de J/ψ produits par désintégration des χcJ est définie par la relation :
FχcJ =
2∑
J=0
B[χcJ → J/ψγ]σ[χcJ]
σ[J/ψ]
(II.7)
où5 :
2Rappelons que la contribution de la beauté est exclue des sections efficaces utilisées.
3Les paramètres de l’ajustement obtenus lorsque sont prises en compte toutes les mesures an-
térieures à HERA-B pour A > 2 donnent des valeurs [43] compatibles avec celles de HERA-B :
ρ1ψ(2S ) = 0, 0184 ± 0, 0004 et ∆α = −0.030 ± 0.004.
4en utilisant B[ψ(2S )→ J/ψX] = (56, 1±0, 9)% issue de [35] et les mêmes valeurs de B[ψ(2S )→
l+l−] et de B[J/ψ→ l+l−] que [43]
5Rappelons que la contribution de la beauté est exclue des sections efficaces utilisées.
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(a) Rapport ρψ(2S ) de la section efficace inclusive
de production du ψ(2S ) sur celle de production
du J/ψ mesuré dans les collisions p + A en fonc-
tion du numéro atomique A. La ligne tiretée re-
présente l’ajustement (II.2) qui tient compte des
effets nucléaires dépendants du numéro atomique
pour A > 2 du noyau utilisé.
(b) Même rapport ρψ(2S ) que ci-contre mais cor-
rigé des effets nucléaires et reporté en fonction de
l’énergie
√
s disponible dans le centre de masse.
Le modèle CEM [44] prédit que ce rapport doit
être constant en fonction de
√
s : ρψ(2S )(
√
s) =
ρ1ψ(2S ) représenté par la ligne tiretée. L’approche
de NRQCD [45] prédit la dépendance indiquée
en trait plein, l’incertitude théorique étant repré-
sentée par les lignes en pointillés. Ces deux mo-
dèles de production du charmonium sont présen-
tés dans la section II.1.3.3.
F. II.2: Rapport de la production du ψ(2S ) sur celle du J/ψ mesuré dans les col-
lisions p + A reporté, à gauche, en fonction du numéro atomique A et, à droite, en
fonction de l’énergie disponible dans le centre de masse. Figures extraites de [43].
– B[χcJ → J/ψγ] est le rapport d’embranchement du canal considéré ;
– σ[J/ψ] est la section efficace totale de production du J/ψ, c.-à-d. incluant la
production directe et la contribution des désintégrations des résonances ψ(2S )
et χcJ en J/ψ ;
– σ[χcJ] est la section efficace totale de production du χcJ , c.-à-d. incluant la
production directe du χcJ et la contribution des désintégrations de la résonance
ψ(2S ) en χcJ .
Cette fraction a été mesurée dans les collisions p + p, p + p¯, pi + A et p + A à
diverses énergies
√
s disponibles dans le centre de masse. La compilation des résul-
tats obtenus est présentée sur la figure II.3. Les mesures en pi + A sont compatibles
avec une valeur moyenne de FχcJ ∼ 40%. Les valeurs obtenues en p + p, p + p¯ et
p + A sont plus dispersées mais compatibles dans les erreurs à une valeur moyenne
de FχcJ ∼ 25%, à l’exception des mesures effectuées par E771 à
√
s = 38.8 GeV et
par ISR à
√
s = 62 GeV. Notons que cette valeur moyenne sera fortement contrainte
par le résultat final de HERA-B dont la précision attendue a été reproduite sur la fi-
gure à côté du résultat préliminaire : ce dernier est obtenu après une analyse de 15%
seulement de la statistique disponible. Les valeurs numériques les plus précises de
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FχcJ obtenues par E705, CDF et HERA-B sont reportées dans le tableau II.1.
expérience collision
√
s (GeV) FχcJ
E705 p + Li 23.8 0, 30 ± 0, 04
HERA-B (2003) p + C, p + Ti 41.6 0, 32 ± 0, 06 ± 0, 04
HERA-B (2006) p + C 41.6 0, 21 ± 0, 05
CDF p + p¯ 1800 0, 29 ± 0, 017 ± 0, 057
T. II.1: Fraction FχcJ de J/ψ issus de la désintégration χcJ → J/ψγ mesurée
dans divers types de collisions et à différentes énergies
√
s disponibles dans le
centre de masse. Les résultats de HERA-B datant de 2006 sont préliminaires et
constituent une mise-à-jour des résultats obtenus en 2003. Valeurs extraites de [46,
47, 48].
F. II.3: Fraction FχcJ de J/ψ issus de la désintégration χcJ → J/ψγ mesurée
dans divers types de collisions et à différentes énergies
√
s disponibles dans le
centre de masse. Les noms des expériences ainsi que les espèces utilisées lors de
la collision sont indiqués. Figure extraite de [47]. Valeurs numériques disponibles
dans [46].
Fraction de J/ψ issus d’une production directe
La fraction FJ/ψ de J/ψ produits de manière directe6 est obtenue en soustrayant
les contributions dues aux désintégrations des résonances ψ(2S ) et χcJ :
FJ/ψ = 1 − Fψ(2S ) − FχcJ (II.8)
6Rappelons que la contribution de la beauté est exclue.
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Ainsi, en tenant compte de la valeur de Fψ(2S ) donnée par (II.6) et des multiples
mesures de FχcJ reportées dans le tableau II.1, la valeur de FJ/ψ est dans la fourchette
de 60 − 70%. Notons que les résultats préliminaires de HERA-B sur la mesure de
FχcJ [47] impliquent que FJ/ψ = (71 ± 5)%. À CDF [48], la valeur obtenue est
FJ/ψ = (64 ± 6)%.
II.1.3 Production du charmonium
La production du J/ψ est en grande majorité directe. Nous nous intéresserons
donc dans cette section à ce processus de production, en nous restreignant au cas des
collisions élémentaires p + p. Or, la production du J/ψ peut aussi résulter de la désin-
tégration des résonances de masses plus élevées ψ(2S ) et χcJ . Il faut donc également
s’intéresser aux mécanismes de production directe de ces deux résonances. Après un
préliminaire sur le théorème de factorisation, nous verrons dans un premier temps
quelle est l’identité des partons qui participent de manière dominante à la production
du charmonium aux énergies du RHIC et au-delà. Dans un deuxième temps, nous
passerons en revue les modèles qui se proposent de rendre compte des mécanismes
qui permettent aux deux partons initiaux d’interagir, de former une pré-résonance
cc¯ qui, finalement, s’hadronisera vers un des états physiques sus-cités du charmo-
nium. Les prédictions de ces modèles ont été confrontées de manière discriminante
aux données de CDF sur (i) la dépendance en impulsion transverse pT de la section
efficace de production directe du J/ψ, et (i) la polarisation du J/ψ et du ψ(2S ). Le
modèle qui aura rencontré le plus de succès sera repris pour l’analyse des résultats
obtenus au RHIC.
II.1.3.1 Le théorème de factorisation
Les différentes étapes d’une production directe du charmonium. – La production
d’une paire de quarks lourds, en l’occurrence cc¯, à partir de deux partons appartenant
respectivement à chaque nucléon de la collision, peut être décomposée en trois étapes
successives :
1. les conditions initiales non-perturbatives, décrivant l’état du nucléon en terme
de « composition » partonique avant que la collision n’ait lieu ;
2. la création de la paire cc¯, qui est nécessairement un processus « dur »,
calculable de manière perturbative étant donné que l’échelle d’énergie Q2
impliquée est au moins de l’ordre de (2mc)2 où mc = 1, 25±0.09 GeV [35] dé-
signe la masse du charme, autrement dit Q  ΛQCD ce qui a pour conséquence
αs(Q2)  1 ;
3. l’hadronisation de la paire cc¯ en un des états liés du spectre du charmonium,
cette dernière étape étant également non-perturbative car procédant par émis-
sion d’un ou de plusieurs gluons «mous », peu énergétiques.
Étape #1 : distribuer les partons au sein du nucléon. – Par « composition » parto-
nique du nucléon, il faut comprendre la distribution des quarks de valence, des quarks
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de la mer et des gluons en fonction de la fraction x d’impulsion du nucléon portée
par ces différents partons qui composent ledit nucléon. Ces distributions sont com-
munément appelées « fonctions de distribution partonique » ou PDF. Elles spécifient
la probabilité de trouver un parton de type donné portant une fraction d’impulsion x
donnée au sein du nucléon. Elles sont déduites des données issues des expériences de
diffusion profondément inélastiques e + p. Plusieurs représentations paramétriques
sont à ce jour disponibles. Elles diffèrent essentiellement quant au comportement de
la PDF des gluons à petits x (x < 10−2 pour les représentations paramétriques dites
NLO, x < 10−4 pour les représentations paramétriques dites LO).
Séparation des échelles de création et d’hadronisation de la paire cc¯ et énoncé du
théorème de factorisation. – À la création et à l’hadronisation de la paire cc¯ lors
des étapes #2 et #3 correspond une section efficace partonique
σˆ
(
ab→ 2S +1L(c)J + X → ψ; sˆ,m2c ,Q2, αs(Q2)
)
dépendant en particulier de :
– l’identité (a, b) des partons mis en jeu ;
– du carré sˆ de l’énergie dans le centre de masse de la réaction partonique ;
– des nombres quantiques 2S +1L(c)J portés par la paire cc¯, où (c) désigne l’état de
couleur (singlet ou octet) ;
– du fait que d’autres partons X soient produits ou pas avec la paire cc¯ ;
– du processus d’hadronisation de la paire cc¯ vers un des états du spectre du
charmonium, noté ici de manière générique ψ, de masse invariante Mψ.
La paire cc¯ en évolution vers un des états physiques du charmonium sera dénommée
par la suite « pré-résonance ».
Le processus partonique perturbatif qui crée la paire cc¯ se produit sur une échelle
de temps de l’ordre de 1/Q2, donc très courte (ou de manière équivalente, c’est un
processus impliquant des échelles de distance très petites). À l’opposé, le proces-
sus d’hadronisation non-perturbatif aboutit à la formation d’un état lié au bout d’un
temps bien plus long, de l’ordre de 1/ΛQCD. Les deux processus étant clairement
disjoints dans le temps, il est raisonnable de supposer que leurs amplitudes respec-
tives peuvent être évaluées séparément. Dans ce cas, le calcul de la section efficace
totale σˆ peut se décomposer en deux facteurs, correspondant à chacun des deux
processus :
σˆ
(
ab→ ψ + X; sˆ,m2c ,Q2, αs(Q2)
)
=
σˆpQCD
(
ab→ 2S +1L(c)J + X; sˆ,m2c ,Q2, αs(Q2)
)
× σˆnon−pQCD
(
2S +1L(c)J → ψ
) (II.9)
C’est le théorème de factorisation [49, 50, 51, 52], Q2 définissant donc l’échelle
dite de factorisation à laquelle est appliquée le théorème. L’intérêt est de pouvoir
appliquer les méthodes de la QCD perturbative (pQCD) pour calculer σˆpQCD suivant
une série de puissance de αs(Q2) tronquée à un ordre donné : ordre dominant (leading
order ou LO), ordre suivant l’ordre dominant (next to leading order ou NLO), etc.
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σˆpQCD = σˆ
(
αis
)︸︷︷︸
LO
+σˆ
(
αi+1s
)
︸              ︷︷              ︸
NLO
+ . . . (II.10)
La partie non-perturbative est généralement évaluée de manière phénoménolo-
gique. Elle peut aussi être calculée sur le réseau.
II.1.3.2 Quels partons pour former un charmonium ?
La section efficace totale σppψ de production d’un état donné ψ du charmonium
dans les collisions p + p est simplement la somme des contributions partoniques qui
aboutissent à la création dudit charmonium, chaque contribution étant caractérisée
par la section efficace partonique élémentaire σˆ convoluée par les PDF des partons
intervenant dans la réaction quantifiée par σˆ. Ainsi, à l’énergie
√
s, elle s’écrit de la
manière suivante :
σ
pp
ψ =
∑
a,b
"
dx1 . dx2 . f
p
a
(
x1,Q2
)
. f pb
(
x2,Q2
)
. σˆ
(
ab→ ψ + X; sˆ,m2c ,Q2, αs(Q2)
)
(II.11)
où :
– x1, x2 désignent la fraction d’impulsion du proton portée respectivement par
les partons a et b ;
– f pa
(
x1,Q2
)
est la PDF du parton a évaluée en
(
x1,Q2
)
, cette PDF étant définie
pour un proton libre (d’où l’exposant p pour étiqueter la PDF) par opposition
à un nucléon au sein d’un noyau ;
– σˆ
(
ab→ ψ + X; sˆ,m2c ,Q2, αs(Q2)
)
est la section efficace partonique (II.9) ;
– l’énergie dans le centre de masse de la réaction partonique est reliée à l’énergie
à laquelle se déroule la collision p + p selon :
sˆ = sx1x2 (II.12)
Notons qu’en écrivant l’équation (II.11), nous nous plaçons de facto dans le cadre
de la formulation conventionnelle7 du modèle des partons, dite « approximation col-
linéaire du modèle des partons ». Dans cette formulation, les partons sont considé-
rés comme ayant une impulsion transverse négligeable kT  Mψ, de sorte que les
PDF ne dépendent que d’une seule échelle d’énergie (Q2).
Ainsi, l’équation (II.11) est porteuse de sens : pour qu’un processus se produisant
à l’échelle d’énergie Q2 et impliquant la participation de deux partons a et b puisse
7Une approche où les partons sont autorisés à porter une impulsion transverse non-négligeable
a également été formulée, cf [53]. Elle conduit à une dépendance explicite des PDF avec kT [54] en
plus de l’échelle Q2 (c’est l’approche de factorisation en kT ). C’est pourquoi ces PDF sont dites non-
intégrées en kT , par opposition aux PDF du modèle collinéaire classique qui sont intégrées en kT .
Jusqu’à récemment, la dépendance en kT de ces PDF non-intégrées n’était pas bien connue, ce qui
a éclipsé cette approche en faveur du modèle conventionnel. Les calculs de section efficace de pro-
duction du charmonium utilisant ces nouvelles représentations paramétriques des PDF connaissent un
succès grandissant [55], particulièrement aux grandes valeurs de
√
s où se manifestent un nombre élevé
d’interactions entre les partons initiaux, conduisant à les doter d’une impulsion transverse intrinsèque.
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(a) PDF des quarks uv de valence, us de la mer et
des gluons g au sein du proton en fonction de la
fraction x d’impulsion portée par le parton consi-
déré. Les PDF sont évaluées pour deux valeurs
très différentes de Q2.
(b) Comparaison de différentes représentations
paramétriques des PDF de partons au sein du pro-
ton. Les PDF sont évaluées pour la même valeur
de Q2 = 16 GeV2, qui est une valeur appropriée
pour la production du charme. Les domaines ap-
proximatifs en x accessibles par les différents col-
lisionneurs (LHC, RHIC) et expériences sur cible
fixe (SPS, FNAL, DESY) sont indiquées au bas
de la figure.
F. II.4: Figures extraites de [56] montrant le comportement de différentes repré-
sentations paramétriques des PDF selon le type de parton, sa fraction d’impulsion
et l’échelle d’énergie de la réaction. À gauche, la représentation paramétrique NLO
des PDF illustrées porte le nom de CTEQ6M [57]. À droite, les représentations pa-
ramétriques LO représentées CTEQ6L, CTEQ5L, GRV98LO et MRST01LO sont
respectivement issues des références [57, 58, 59, 60] et sont disponibles dans la
librairie commune PDFLIB [61].
contribuer à la section efficace totale de p + p → ψ, encore faut-il que la probabilité
de trouver chacun des deux partons ne soit pas trop faible. Cette probabilité est don-
née par les PDF et dépend très fortement de la fraction x d’impulsion portée par les
partons. Elle dépend aussi de Q2 mais dans une moindre mesure. Cela est illustré par
la figure II.4(a) pour la représentation paramétrique NLO CTEQ6 : la variation de
l’allure de la PDF pour deux valeurs de Q2 est moindre comparée à la variation de
la PDF d’un type donné de parton lorsque x varie à Q2 fixé. La figure II.4(b) montre
quelle est la différence entre diverses représentations paramétriques de PDF à une
échelle d’énergie Q2 = 16 GeV2, appropriée pour la production du charme : les re-
présentations paramétriques LO existantes sont plutôt en bon accord les unes avec
les autres. Cette dernière figure montre également de manière approximative les ré-
gions en x explorées aux énergies
√
s = 17, 200, 5500 GeV de plus en plus élevées,
atteintes en passant des expériences à cible fixe (SPS notamment) aux collisionneurs
(RHIC et LHC). La fraction d’impulsion est évaluée selon x ≈ mc/√s exp(y∗), où
y∗ est la rapidité dans le référentiel du centre de masse. Les régions en x reportées
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sur la figure correspondent à y∗ = 0. Ainsi, plus
√
s augmente, plus l’intervalle en x
exploré se déplace vers les petites valeurs de x. Or, lorsque nous passons des relati-
vement grands x ∼ 10−1 aux très petits x ∼ 10−2 à 10−3, nous nous déplaçons d’une
zone où les trois types de parton (quarks de valence, de la mer ou gluons) ont chacun
une probabilité conséquente d’être pris à partie dans une réaction, vers une zone où
la probabilité de trouver un gluon est de très loin dominante. En conséquence, les ré-
actions partoniques aux énergies du RHIC et au-delà sont quasi-exclusivement
du type g + g au détriment des réactions du type g + q ou q + q¯. Cela est résumé
par la figure II.5 qui montre l’importance de la contribution relative du mécanisme
g + g → cc¯ à la section efficace totale de production (II.11) : elle est inférieure
à ∼ 70% à l’énergie du SPS mais devient supérieure à ∼ 95% à l’énergie du RHIC.
F. II.5: Évolution en fonction de
√
s de la contribution relative du processus
g + g → cc¯ à la section efficace totale du production (II.11). Trois différentes
représentations paramétriques des PDF ont été utilisées pour effectuer le calcul.
Figure extraite de [56].
Une vérification expérimentale des conséquences directes des cette forte évolu-
tion relative des PDF des trois types de partons avec x est fournie par le fait suivant :
le rapport des sections efficaces
R =
σ(p + A→ J/ψ + X)
σ(p¯ + A→ J/ψ + X) (II.13)
est faible aux basses valeurs de
√
s (larges valeurs de x) mais approche l’unité à haute
énergie (petites valeurs de x). Cela est manifeste d’après la compilation de mesures
présentées par le tableau II.2 : celles-ci ont été réalisées grâce à des expériences
sur cible fixe effectuées avec une énergie du faisceau de plus en plus importante.
L’explication est fournie par l’évolution des PDF des trois types de partons avec x :
– à grands x, la PDF des quarks de valence est dominante, et ces quarks ne sont
pas identiques pour p et pour p¯ donc R , 1 ;
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– à plus petits x, la PDF des quarks de la mer puis celle des gluons devient
dominante, or celles-ci sont identiques pour p et pour p¯, donc R→ 1.
p¯ + A p + A
expérience cible Efaisceau (GeV) σ(J/ψ) (nb) σ(J/ψ) (nb)
WA39 H2 39, 5 14 ± 6 1, 2 ± 0, 6
NA3 H2 150 111 ± 19 47 ± 10
200 89 ± 22 61 ± 11
UA6 H2 315 94 ± 14 72 ± 9
FNAL C 225 152 ± 72 95 ± 13
T. II.2: Sections efficaces de production du J/ψ mesurées dans les collisions
p + A et p¯ + A, à énergie croissante du faisceau et par différentes expériences sur
cible fixe. Valeurs extraites de [62].
II.1.3.3 Des partons initiaux au charmonium
À présent que nous connaissons l’identité des partons qui interviennent dans les
collisions hadroniques à haute énergie, il reste les points suivants à élucider :
– par quels types de processus perturbatifs (ou diagrammes de Feynman) les
partons interagissent-ils de manière privilégiée pour créer la paire cc¯ ?
– quelles sont les transitions (non-perturbatives) majoritairement permises entre
la pré-résonance créée et l’état physique final c.à-d. le charmonium géné-
rique ψ ?
Répondre à ces interrogations revient à pourvoir un modèle afin de calculer chacun
des termes (perturbatif et non-perturbatif) qui factorisent la section efficace parto-
nique σˆ
(
ab→ ψ + X; sˆ,m2c ,Q2, αs(Q2)
)
selon la relation (II.9), rappelée ci-dessous
par commodité :
σˆ
(
ab→ ψ + X; sˆ,m2c ,Q2, αs(Q2)
)
=
σˆpQCD
(
ab→ 2S +1L(c)J + X; sˆ,m2c ,Q2, αs(Q2)
)
× σˆnon−pQCD
(
2S +1L(c)J → ψ
)
où nous rappelons que (c) indique l’état de couleur (c = 1 pour l’état singlet, c =
8 pour l’octet).
Plusieurs modèles ont été proposés depuis la découverte [63, 64] du J/ψ en 1974,
notamment :
– le modèle de singlet de couleur ou CSM8 (1980) ;
– l’approche de la QCD non-relativiste ou NRQCD (1995) ;
– le modèle d’évaporation de couleur ou CEM9 (1975).
8Color Singlet Model
9Color Evaporation Model
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Nous verrons ci-après les grandes lignes de ces modèles10, ainsi que les compa-
raisons instructives et discriminantes aux données qui ont amené à leur abandon ou
à leur révision : nous nous restreindrons aux données de CDF au Tevatron sur (i) la
dépendance en impulsion transverse pT de la section efficace de production directe
de chacun de ces trois états du charmonium, et (i) la polarisation du J/ψ et du ψ(2S ).
Le modèle de singlet de couleur (CSM)
L’hypothèse fondatrice du CSM consiste à considérer que le processus d’hadro-
nisation de la paire cc¯ créée se produit sans que ni le spin, ni la couleur ne subissent
de modification. Par conséquent, la paire cc¯ porte d’emblée les mêmes nombres
quantiques que le charmonium, c.à-d. S , L et surtout la neutralité de la couleur : la
pré-résonance est donc toujours dans un état singlet de couleur, d’où le nom attribué
au modèle. Ceci revient à considérer que seule la transition suivante est possible :∣∣∣∣ cc¯ [2S +1L(1)J ] 〉 −→ ∣∣∣∣ψ [2S +1L(1)J ] 〉 (II.14)
Cette transition se fait de manière non-perturbative, par émission d’au moins un gluon
peu énergétique (mou).
Dans le cadre de l’approximation statique, où l’impulsion relative des quarks
constituants l’état lié est négligeable devant la masse Mψ, la section efficace totale du
processus ab→ ψ + X s’écrit alors :
σˆ
(
ab→
∣∣∣∣ψ [2S +1L(1)J ] 〉 + X) =
σˆpQCD
(
ab→
∣∣∣∣ cc¯ [2S +1L(1)J ] 〉 + X) .
∣∣∣∣∣∣ dldrl Rψnl(0)
∣∣∣∣∣∣2 (II.15)
où nous retrouvons la factorisation de la section efficace en un terme calculable de
manière perturbative σˆpQCD et un terme non perturbatif, R
ψ
nl(0), qui est la fonction
d’onde radiale du ψ évaluée à l’origine, dérivée autant de fois que L est élevé. Elle
s’obtient en modélisant le spectre du charmonium comme étant le résultat de l’inter-
action de la paire cc¯ au sein d’un potentiel (défini par exemple selon de la forme (I.13)
du potentiel qq¯ décrit au chapitre précédent). Ce facteur caractérise l’amplitude de la
transition non-perturbative (II.14) et n’est donc pas calculable. Il est par exemple
déterminé via la largeur associée à la désintégration électronique du charmonium.
Ainsi, dans le CSM, Rψnl(0) est le seul paramètre phénoménologique pour chaque
type ψ de charmonium.
Notons que, dans le cas du charmonium, la vitesse v de chaque quark consti-
tuant dans le référentiel où le charmonium est au repos est environ v2 ≈ 0, 23. Cela
10Pour davantage de détails, le lecteur curieux peut consulter les références suivantes : cf [65] pour
une revue récente de l’ensemble des modèles et leur comparaison aux données de CDF, cf [66] pour
une comparaison exhaustive de l’ensemble des modèles aux données, cf [67] pour une revue théorique
et expérimentale de la NRQCD, cf [20] pour une revue sur le CEM, cf [62] pour une approche péda-
gogique du CSM et une comparaison critique du CSM et du CEM, enfin cf [68] pour une comparaison
critique de la NRQCD et du CEM.
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(a) (b)
F. II.6: Fusion de gluons à l’ordre α2s . Les nombres quantiques possibles 2S +1LJ
portés par la pré-résonance cc¯ sont indiqués pour chaque diagramme. Celle-ci peut
être un singlet ou un octet de couleur. Les gluons mous permettant l’hadronisa-
tion ou la neutralisation de la couleur ne sont pas représentés. Dans le cadre de
l’approximation où les gluons portent une impulsion collinéaire à celle des nu-
cléons du faisceau (approximation collinéaire du modèle des partons), ce type de
diagramme implique que la paire cc¯ est produite avec une impulsion transverse
pT = 0 (conservation de la quadri-impulsion).
(a) (b)
(c) (d)
F. II.7: Fusion de gluons à l’ordre α3s . Les nombres quantiques possibles 2S +1LJ
portés par la pré-résonance cc¯ sont indiqués pour chaque diagramme. Celle-ci peut
être un singlet ou un octet de couleur. Les gluons mous permettant l’hadronisa-
tion ou la neutralisation de la couleur ne sont pas représentés. Notons que (a) est
l’unique diagramme possible pour la production de l’état 3S1. Dans le cadre
de l’approximation collinéaire du modèle des partons, les diagrammes d’ordre α3s
permettent de produire la paire cc¯ avec une impulsion transverse pT non-nulle :
le gluon sortant contrebalance le pT emporté par la paire cc¯ (conservation de la
quadri-impulsion).
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implique qu’il faudrait a priori inclure les corrections relativistes au résultat obtenu
dans l’approximation statique. Cependant, la formulation du CSM ne permet pas
d’introduire ces corrections de manière rigoureuse et systématique.
Quant à σˆpQCD, elle est évaluée en calculant l’amplitude des processus domi-
nants. Dans la formulation originale du modèle11, il s’agit de la fusion de gluons. Le
CSM repose sur l’hypothèse supplémentaire suivante : la hiérarchisation de la contri-
bution des divers diagrammes de fusion de gluons n’est subordonnée qu’à l’ordre
en αs, le diagramme d’ordre le plus bas étant dominant. La fusion de gluons pro-
cède par les diagrammes illustrés par les figures II.6 à l’ordre α2s , et des figures II.7
à l’ordre α3s . Notons que la conservation de la conjugaison de charge implique que
l’état 3S 1 avec C = −1 ne peut se coupler qu’avec un nombre impair de gluons
puisque C(g) = −1. Par conséquent, à l’ordre dominant, la production directe de J/ψ
ou celle du ψ(2S ) dans le CSM ne peut se faire que par l’intermédiaire de l’unique
diagramme II.7(a) d’ordre α3s .
L’approche de la QCD non-relativiste (NRQCD) : les mécanismes de singlet et
d’octet de couleur au sein d’une théorie effective
Dans ce modèle, l’état physique du charmonium
∣∣∣∣ψ [2S +1L(1)J ] 〉 considéré résulte
d’une superposition de l’état de base
∣∣∣∣ cc¯ [2S +1L(1)J ] 〉 et de multiples fluctuations.
L’état de base est évidemment l’état dominant sur toute une série d’états, dits de Fock.
Chacun de ces états supplémentaires peut porter des nombres quantiques différents de
celui du charmonium, qu’il s’agisse du spin, du moment angulaire ou de la couleur.
Ainsi, des états de Fock qui sont octets de couleur peuvent contribuer à la fonction
d’onde du charmonium. La NRQCD fournit des méthodes rigoureuses [69, 70] pour
ordonner les termes de la série selon leur importance. Ceux-ci interviennent selon un
double développement en puissance de αs et de v afin d’inclure de manière systéma-
tique les corrections relativistes (rappelons que v désigne la vitesse de chaque quark
constituant dans le référentiel où le charmonium est au repos). Ce développement
repose sur la séparation des différentes échelles qui interviennent :
– la masse mc qui caractérise le processus perturbatif de production de la paire cc¯ ;
– l’impulsion mcv et l’énergie cinétique mcv2 qui caractérisent toutes deux les
processus non-perturbatifs.
Comme v2 est petit devant l’unité et comme la masse du charme mc est élevée, ces
différentes échelles sont clairement séparées :
(ΛQCD)2 ∼ (mcv2)2  (mcv)2  m2c (II.16)
Selon le diagramme impliqué (par exemple, cf. figures II.6 et II.7), la production
perturbative de la paire cc¯ permet de prendre en compte l’échelle mc via l’ordre en
αs(m2c), la constante de couplage étant évaluée à une échelle d’énergie égale à la
11Nous verrons dans le paragraphe consacré à la NRQCD que la fragmentation de gluons doit être
envisagée comme mécanisme dominant lorsque le charmonium est produit à grande impulsion trans-
verse pT  Mψ.
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masse du charme. Cela permet aussi d’assigner à ce processus un temps caractéris-
tique court, de l’ordre de 1/mc.
L’hadronisation prend un temps bien plus long, de l’ordre de 1/mcv2. La transition
cc¯ → ψ étant non-perturbative, l’amplitude associée ne peut être évaluée que par les
méthodes de la QCD sur réseau ou devient un paramètre du modèle, à ajuster sur les
données. Le formalisme de la NRQCD permet cependant de connaître la dépendance
en puissance de v de cette amplitude, grâce à des règles de comptage qui mettent en
jeu les différences entre les nombres quantiques de la paire cc¯ et ceux du charmo-
nium. En conséquence, les états de la décomposition de Fock peuvent être rangés
par ordre croissant en puissance de v. Par exemple, la décomposition de la fonction
d’onde du J/ψ tronquée à l’ordre v2 (et allant jusqu’à α3s) s’écrit [71] :
| J/ψ 〉 =O(1)
∣∣∣∣ cc¯ [3S (1)1 ] 〉 +
O(v)
∣∣∣∣ cc¯ [3P(8)J g] 〉 + O(v2) ∣∣∣∣ cc¯ [1S (8)0 g] 〉 +
O(v2)
∣∣∣∣ cc¯ [3S (1)1 gg] 〉 + O(v2) ∣∣∣∣ cc¯ [3S (8)1 gg] 〉 + . . .
(II.17)
Une décomposition analogue existe pour les autres états du charmonium. Notons
qu’un ou plusieurs gluons dits « dynamiques », c-à-d. qui ne participent pas à l’éta-
blissement du potentiel quark-antiquark, entrent dans la décomposition de Fock. Ces
gluons sont mous12, d’impulsion k . mcv, et donc de longueur d’onde bien plus
grande que la taille du charmonium. La NRQCD prend ainsi explicitement en compte
leur influence sur le mécanisme d’hadronisation, puisque la présence de chaque gluon
dynamique supplémentaire coûte une puissance en v pour l’amplitude de la transition
de cet état de Fock vers le charmonium.
En raison de (II.17), la production directe du J/ψ peut non-seulement s’effectuer
à partir d’une pré-résonance dans l’état
∣∣∣∣ cc¯ [2S +1L(1)J ] 〉 comme dans le modèle de
singlet de couleur, mais aussi à partir des états suivants de la décomposition de Fock,
notamment l’octet de couleur
∣∣∣∣ cc¯ [3P(8)J g] 〉. Celui-ci apparaît à l’ordre α2sv et peut
donc concurrencer le mode de production par singlet de couleur, dont le premier
représentant dans la décomposition de Fock figure à l’ordre α3s .
Le modèle d’évaporation de couleur (CEM)
Contrairement aux deux modèles précédents (CSM et NRQCD), le CEM ne se
préoccupe pas de spécifier les nombres quantiques de la pré-résonance créée (S , L et
la couleur). Celle-ci peut donc être indifféremment un singlet ou un octet de couleur,
sans que le CEM ne précise la fraction de paires cc¯ créées dans l’un ou l’autre état.
Dans le cas d’un octet, le CEM postule que la pré-résonance neutralise sa couleur
via une interaction avec le champ de couleur induit par la collision : le(s) gluon(s)
échangé(s) emporte(nt) la couleur, d’où le nom donné au modèle. L’évaporation de
12Il ne s’agit pas des gluons qui apparaissent sur les diagrammes illustrés par les figures II.7. Ces
derniers relèvent exclusivement du mode de production perturbatif de la paire cc¯.
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la couleur, ainsi que les détails de l’interaction qui permettent à la pré-résonance
cc¯ de s’hadroniser vers un charmonium physique ψ (notamment d’ajuster son spin
et son moment angulaire sur celui du charmonium), conditionnent de manière non-
perturbative la probabilité fcc¯→ψ. Cette probabilité n’est pas calculable, mais ne dé-
pend que de l’état final considéré, ψ. De ce point de vue, fcc¯→ψ est universelle et
ne doit ni dépendre de
√
s, ni des espèces utilisées pour la collision (p + p, p + A,
pi +A, e + p, etc). Une fois ajustée sur les données selon un type de collision, elle est
utilisable dans n’importe quel autre type de collision où le ψ est produit. Si toutes
les probabilités de produire chacun des états ψn du spectre du charmonium étaient
connues, nous devons évidemment retrouver :
∑
ψn
fcc¯→ψn = 1 (II.18)
La probabilité fcc¯→ψ peut être interprétée comme la fraction de la section efficace
totale de production du cc¯ en p + p (par exemple) qui donne naissance à un ψ :
σ
pp
ψ (s) = fcc¯→ψ . σ
pp
cc¯ (s) (II.19)
Le fait que cette probabilité soit universelle implique que le rapport des sec-
tions efficaces de production de différents états du spectre du charmonium est une
constante, et ce quels que soient les espèces A + B et A′ + B′ participant à la colli-
sion :
σABψm (s)
σA
′B′
ψn
(s)
=
fcc¯→ψm
fcc¯→ψn
= constante (II.20)
Cela semble vérifié dans le cas du rapport des sections efficaces de production
du ψ(2S ) sur celui du J/ψ mesurés dans des collisions hadroniques p + A diverses
(cf figure II.2(b), page 30). Mais ce n’est plus le cas lorsque le rapport des sections
efficaces du χc et du J/ψ en hadroproduction est comparé à celui obtenu en photopro-
duction [66]. Cela conduit à considérer fcc¯→ψ plus comme un paramètre d’ajustement
des prédictions du CEM sur les données que comme une constante fondamentale du
modèle [62]. Nonobstant ce problème, le CEM a tout de même rencontré un grand
succès phénoménologique et continue à être utilisé.
Il reste à évaluer dans (II.19) la section efficace totale de production du cc¯ en
p + p. Pour cela, le CEM considère l’idée suivante : toute paire cc¯ créée au cours
de la collision ne pourra s’hadroniser en une paire de mésons DD¯ que si le seuil
de production de ces mésons est atteint13, autrement dit si 2mc > 2mD. Dans le cas
13En fait, il est possible qu’une partie des cc¯ sous le seuil de production du charme ouvert s’ha-
dronisent tout de même en une paire DD¯, à condition d’emprunter l’énergie manquante au champ de
couleur qui baigne la région d’interaction. Mais nous pouvons toujours tenir compte de ceci dans une
redéfinition de fcc¯→ψ.
42
Production du J/ψ
constraire, la paire deviendra un état lié cc¯. En conséquence :
σ
pp
cc¯ (s) =∫ (2mD)2
(2mc)2
dsˆ
"
dx1dx2 f
p
a
(
x1,Q2
)
. f pb
(
x2,Q2
)
.
d
dsˆ
σˆpQCD
(
ab→ cc¯ + X; sˆ,Q2
)
(II.21)
où :
– nous rappelons que sˆ = sx1x2 ;
– σˆpQCD
(
ab→ cc¯ + X; sˆ,Q2
)
est la section efficace inclusive de production d’une
pré-résonance cc¯, quels que soient ses nombres quantiques 2S +1L(c)J . Ceci im-
plique une somme sur les états de couleur, de spin et de moment angulaire
possibles. Aussi, dans le cadre du CEM, il n’y a plus de corrélation entre
les nombres quantiques de la pré-résonance et ceux du charmonium fi-
nal. C’est pourquoi, par construction, le CEM ne peut prédire la polarisation
du charmonium produit, alors qu’il s’agit d’un test important pour les autres
modèles.
Confrontation des modèles aux données du Tevatron
Les mesures de la production du J/ψ jusqu’à de très hautes valeurs de l’impulsion
transverse pT au Tevatron précèdent de plusieurs années celles réalisées au RHIC.
Elles ont donc été un test crucial pour les modèles de production du J/ψ. Le modèle
qui aura remporté le plus de succès sera repris pour le RHIC.
Les comparaisons récentes et détaillées des prédictions du CEM aux données
de l’expérience CDF sont disponibles dans [68]. Les auteurs montrent qu’elles s’ac-
cordent de manière assez insatisfaisante aux données.
Comme nous pouvons le voir sur la figure II.8, les prédictions du CSM sont
largement inférieures à la production de J/ψ mesurée. La contribution dominante est
celle issue des mécanismes d’octet de couleur au sein de la NRQCD.
La NRQCD prédit une polarisation transverse croissante du J/ψ avec pT . Ceci
est apparemment contredit par les derniers résultats soumis à publication de la col-
laboration CDF [72] comme cela est illustré par la figure II.9. Des zones d’ombre
subsistent donc dans la compréhension des mécanismes production du charmonium.
II.1.4 Production du J/ψ aux énergies du RHIC : les résultats du
Run 5 p + p à
√
s = 200 GeV
Nous présentons ci-après la mesure de la production du J/ψ dans les collisions
p + p par PHENIX [73] au RHIC. Le J/ψ est détecté à mi-rapidité via sa désintégra-
tion en diélectrons, et à rapidité avant via sa désintégration en dimuons. Ces résultats
proviennent de la prise de données du Run 5.
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F. II.8: Dépendance en impulsion transverse de la production du J/ψ mesurée
au Tevatron et comparée à différents modes de production du J/ψ [67].
Dépendance en rapidité de la section efficace différentielle
La figure II.10 présente la dépendance en rapidité de la section efficace de pro-
duction du J/ψ mesurée dans les collisions p + p. La statistique est bien plus impor-
tante que dans la précédente prise de données p + p (Run 3) ; aussi est-il possible de
disposer de onze tranches en rapidité. Cela permet de mieux connaître la forme de la
distribution en rapidité de la production du J/ψ.
Un des modèles présentés sur la figure est celui de la NRQCD [74, 75], la produc-
tion du J/ψ étant obtenue par fusion de gluons et la composante d’octet de couleur
étant dominante. Cette figure montre que la prédiction obtenue dans le cadre de la
NRQCD ne reproduit pas de manière satisfaisante la variation plutôt raide du spectre
à grande rapidité. A ce jour, aucun modèle ne fournit de prédiction en bon accord
avec le spectre en rapidité du J/ψ produit à l’énergie du RHIC.
Dépendance en impulsion transverse de la section efficace différentielle
La figure II.11 montre la dépendance en impulsion transverse pT de la sec-
tion efficace de production du J/ψ dans les collisions p + p. Les mesures réalisées
s’étendent jusqu’à ∼ 8 GeV/c, et les données permettent là aussi d’accroître la pré-
cision avec laquelle est connue la forme du spectre en pT jusqu’à environ 5 GeV/c.
Les valeurs ainsi déduites du p2T intrinsèque du J/ψ réactualisent celles précédem-
ment publiées : un ajustement du spectre en pT est donc effecuté dans ce but, et
donne 〈p2T 〉 = 4, 14 ± 0, 18+0,30−0,20 (GeV/c)2 à mi-rapidité et 〈p2T 〉 = 3, 59 ± 0, 06 ±
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F. II.9: Évolution de la polarisation du J/ψ en fonction de son impulsion trans-
verse mesurée au Tevatron [72].
0, 16 (GeV/c)2 à rapidité avant.
Quant au contexte théorique, à ce jour, seuls les auteurs de [74, 75] ont publié
une prédiction de la dépendance en pT de la section efficace de production du J/ψ
à l’énergie du RHIC. Travaillant dans le cadre de la NRQCD, ils reproduisent ainsi
avec succès la dépendance en impulsion transverse telle qu’elle a été mesurée pour
le Run 3. Il serait intéressant de comparer leurs prédictions aux résultats plus précis
du Run 5.
Section efficace totale
De ces résultats est extraite la section efficace totale de production du J/ψ dans
les collisions p + p multipliée par le rapport d’embranchement dans le canal dilepto-
nique : Bllσ
J/ψ
pp = 178 ± 3stat ± 53sys ± 18norm nb.
II.2 Effets nucléaires froids sur la production du J/ψ
Les effets nucléaires froids constituent un élément crucial pour la compréhension
de la production du J/ψ dans un QGP. En effet, même en l’absence de QGP, la pro-
duction du J/ψ est affectée, dans les collisions d’ions, par la présence de la matière
nucléaire environnante. On distinguera deux types d’effets :
– les effets de l’état final qui correspondent à l’interaction des états liés cc¯ avec
les nucléons de la matière nucléaire environnante.
– les effets de l’état initial qui sont associés à la modification des fonctions de
distribution de partons dans les nucléons liés d’un noyau.
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tion du J/ψ mesurée dans les collisions p + p à
√
s = 200 GeV au RHIC [73].
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II.2.1 Suppression du J/ψ due à l’absorption nucléaire
Une fois produite, la pré-résonance cc¯ est susceptible d’interagir avec les nu-
cléons issus du projectile et de la cible. Ces interactions peuvent conduire à sa dis-
sociation via la réaction cc¯ + h → D + D¯ + X qui transforme l’état la pré-résonance
en une paire DD¯. Ainsi, les interactions des états liés cc¯ avec la matière nucléaire
conduisent à la réduction de leur production effective. Ce mécanisme qui s’apparente
à une absorption par la matière nucléaire dépend en principe de l’état quantique (sin-
glet ou octet de couleur notamment) de la pré-résonance cc¯. Cependant, elle peut être
simplement paramétrée grâce à une unique section efficace σabs d’interaction inélas-
tique de la paire cc¯ avec la matière nucléaire. Il en résulte l’expression suivante : à
paramètre d’impact b donné, de la probabilité de survie d’une paire cc¯ produite au
point z0 dans le noyau cible de masse A s’écrit
S A(b, z0) = exp
[
−Aσabs
∫ ∞
z0
dzρA(b, z)
]
(II.22)
où :
– nous intégrons sur le chemin que doit parcourir la paire cc¯ depuis le point où
elle a été produite jusqu’à sa sortie du noyau ;
– ρA(b, z) décrit le profil de densité nucléaire, donné par la représentation para-
métrique de Woods-Saxon.
Une fois associé au modèle de Glauber, l’expression (II.22) permet de calculer analy-
tiquement ou en utilisant un programme Monte-Carlo l’absorption nucléaire attendue
selon la valeur de σabs, et ce en fonction de la centralité (par l’intermédiaire du pa-
ramètre d’impact). La probabilité de survie peut aussi être décrite plus simplement
selon l’expression ci-après :
S ∼ exp (−ρ0σabsL) (II.23)
où L dénote la longueur de matière nucléaire traversée et ρ0 est la densité nucléaire
normale.
II.2.2 Effet du shadowing sur la production du J/ψ
Comme il a été mentionné précédemment, le shadowing est un effet de l’état
initial. Il affecte les fonctions de distribution de partons (PDF) dans les nucléons
d’un noyau. Nous nous proposons d’aborder ici, parmi les différents modèles, deux
modèles d’essence différente :
– le EKS shadowing [76, 77, 78, 79], où le rapport RAg de la PDF des gluons dans
un noyau A à la PDF des gluons dans le proton est mesuré expérimentalement
à une énergie Q20 donnée puis déterminé théoriquement à une autre énergie Q
2
en faisant évoluer RAg selon les équations d’évolution DGLAP [80, 81, 82] ;
– le CF shadowing [83] qui est dérivé du formalisme de diffusion multiple et
d’effets de cohérence.
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Dans les deux cas, pour tenir compte de l’effet d’(anti-)shadowing, la section efficace
de production de la paire cc¯ dans les collisions A + B doit être corrigée d’un facteur
Rshadow par rapport à une somme incohérente de collisions binaires nucléon-nucléon.
Tout l’enjeu des modèles de shadowing consiste à évaluer Rshadow.
EKS shadowing
Lors des expériences de diffusion profondément inélastique (DIS) e + p (cf [84]
pour une revue détaillée), le photon virtuel de quadri-impulsion q2 échangé permet
de sonder la structure du proton. Celle-ci est en particulier caractérisée par la fonction
de structure Fp2 , définie dans le modèle collinéaire des partons selon :
Fp2(x,Q
2) = x
∑
i
e2i fi(x,Q
2) (II.24)
où i désigne une des espèces de partons constitutifs du proton, ei est la charge élec-
trique fractionnaire du parton considéré et fi désigne la probabilité de trouver le par-
ton i portant la fraction x d’impulsion du proton. Nous retrouvons donc ici une défi-
nition plus formelle de la PDF que nous avons déjà rencontré auparavant. L’échelle
d’énergie du processus est donnée par Q2 = −q2. Rappelons que les PDF dépendent
fortement de x et dans une bien moindre mesure de Q2, comme nous l’avons vu dans
la section II.1.3.2 (page 34).
La fonction de structure nucléaire peut être définie comme le rapport de la fonc-
tion de structure nucléaire par nucléon FA2 /A normalisée par la fonction de structure
du nucléon (définie comme Fdeuterium2 /2). Ceci revient à écrire le rapport [85] :
RAF2(x,Q
2) =
FA2 (x,Q
2)
AFnucléon2 (x,Q
2)
(II.25)
qui a également été déterminé pour une grande variété de noyaux lors d’expérience
DIS. Ce rapport n’est généralement pas égal à l’unité, ce qui indique que la fonction
de structure nucléaire par nucléon est différente de la fonction de structure du proton.
Cela résulte d’une modification des PDF des différentes espèces de partons (quarks,
antiquarks, gluons) au sein d’un nucléon lié par rapport à celui du nucléon libre. La
fonction de structure du nucléon et donc les PDF dans le nucléon étant déjà connues,
la mesure du rapport (II.25) permet aux auteurs de la représentation paramétrique
EKS98 [78, 79] de dériver les PDF nucléaires à une échelle d’énergie donnée Q20 =
2, 25 GeV2. Les équations d’évolution DGLAP [80, 81, 82] permettent ensuite de les
déduire à une échelle d’énergie Q2 > Q20.
En nous référant à la représentation paramétrique EKS, nous nous intéressons
plus particulièrement à la PDF des gluons étant donné que la paire cc¯ est essentiel-
lement produite par fusion de gluons aux énergies du RHIC. Ainsi, la modification
des PDF des gluons dans le noyau induira un changement de la section efficace de
production de la paire cc¯ dans les collisions d’ions par rapport à celle constatée dans
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les collisions p + p. Cette modification est caractérisée par le rapport :
RAg (x,Q
2) =
fg/A(x,Q2)
fg(x,Q2)
(II.26)
où fg/A désigne la PDF des gluons dans le noyau, et fg celles des gluons dans un
nucléon.
La figure II.12 présente, à titre d’exemple, l’évolution du rapport RAg (x,Q
2) de
modification des PDF des gluons dans un noyau de Pb en fonction de x pour dif-
férentes valeurs de Q2, allant de 2, 25 GeV2 à 104 GeV2. Les différentes régions en
x accessibles aux énergies du SPS, du RHIC et du LHC sont également indiquées.
L’évolution du rapport RAg peut être décomposée en différentes régions, selon les
valeurs prises par ce rapport en fonction de x. Deux régions nous intéressent particu-
lièrement puisqu’elles peuvent avoir une incidence sur la physique étudiée au SPS et
au RHIC : il s’agit de la région dite de shadowing correspondant aux petits x < 0, 1
où RAg ≤ 1, et de celle d’anti-shadowing correspondant à l’intervalle 0, 1 ≤ x ≤ 0, 3
où RAg ≥ 1.
F. II.12: Évolution du rapport RAg (x,Q2) de modification des PDF des gluons
dans un noyau de Pb en fonction de x pour différentes valeurs de Q2, allant de
2, 25 GeV2 à 104 GeV2. Figure extraite de [78].
L’existence des régions de shadowing et d’anti-shadowing peuvent être com-
prises de la manière suivante. Ainsi qu’illustré par la figure II.4 (page 35), les gluons
sont plus nombreux à petits x qu’à grand x. Or, la « taille» d’un gluon (sa longueur de
cohérence) est inversement proportionnelle à x. Ces gluons de grande taille, proches
les uns des autres, auront donc tendance à fusionner. Il en résulte que la proportion
de gluons à petits x au sein des noyaux a tendance à se dépeupler en faveur de la
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région à plus grand x. Dans la première région, nous aurons donc du shadowing, et
dans la deuxième de l’anti-shadowing. Il en résultera respectivement une diminution
ou une augmentation de la section efficace de production de la paire cc¯ dans les col-
lisions p + A par rapport à une somme incohérente de A collisions nucléon-nucléon,
le facteur de correction étant égal à RAg . Dans le cas de collisions A + B, le facteur de
correction total s’écrit :
REKSshadow = R
A
g (x1,Q
2) × RBg (x2,Q2) (II.27)
où x1 est la fraction d’impulsion portée par le premier gluon, appartenant à un nu-
cléon du noyau A, et x2 est celle portée par le deuxième gluon, issu d’un nucléon du
noyau B.
CF shadowing
Dans cette deuxième approche, le shadowing nucléaire peut être vu comme une
conséquence de la diffusion multiple. Le photon virtuel échangé lors de la DIS in-
terragit avec les nucléons via ses fluctuations hadroniques, notamment les mésons
vecteurs ρ, ω et φ. La longueur de cohérence de ce photon est lc ' 1/2mnucléonx,
ce qui implique qu’à petits x < 10−2, lc > RA = 4 ∼ 5 fm où RA désigne le rayon
du noyau A. Dans ce cas, le méson vecteur interragit de manière cohérente avec une
grande partie des nucléons du noyau, ce qui a pour conséquence de réduire la section
efficace d’interaction, le facteur de correction associé Rshadow devant être déterminé.
Le CF shadowing [83, 86, 85] utilise du formalisme de Gribov [87, 88] pour déter-
miner l’expression de Rshadow. Dans le cas d’une collision p + A, nous avons :
Rshadow = RAshadow(b) =
1
1 + A F(s, y∗) TA(b)
(II.28)
où :
– y∗ est la rapidité de la particule produite dans le référentiel du centre de masse,
et s correspond au carré de l’énergie disponible dans le centre de masse de la
collision ;
– ATA(b) correspond au nombre de nucléons du noyau A vu par le proton inci-
dent étant donné le paramètre d’impact b ;
– la fonction F(s, y∗) détermine le comportement de RAshadow et donc dans quelle
région (shadowing ou anti-shadowing) de x nous nous trouvons.
L’expression de F(s, y∗) est la suivante :
F(s, y∗) =
∫ ymax
ymin
dy ∆ exp (∆y) (II.29)
= C[exp (∆ymax) − exp (∆ymin)] (II.30)
où les paramètres ∆ = 0, 13 et C = 0, 31 fm2 sont en relation avec l’amplitude du
couplage des interactions gluon-proton et du couplage à trois gluons qui interviennent
50
Effets nucléaires froids sur la production du J/ψ
dans la théorie, et sont déterminés en ajustant les données obtenues en DIS. Les
bornes de l’intégration correspondent à :
yAmin = ln
(
RAmnucléon√
3
)
(II.31)
yAmax =
1
2
ln
 s
m2T
 ± y∗ (II.32)
où mT =
√
m2 + p2T désigne la masse transverse de la particule produite. Ainsi,
par l’intermédiaire de (II.32), la fonction F(s, y∗) dépend de y∗ et de l’impulsion
transverse pT .
Dans le cas d’une collision A + B, le facteur de réduction s’écrit sous la forme :
RCFshadow(b, z, y
∗) = RAshadow(z) × RBshadow(b − z) (II.33)
où z indique la position dans le noyau A du nucléon participant au shadowing dans la
collision A + B.
II.2.3 Les effets nucléaires froids au SPS
Au SPS, des études systématiques ont été menées pour évaluer les effets nu-
cléaires froids, en recourant notamment à une grande variété de collisions p + A pour
une énergie du faisceau de 400 GeV [89] et de 450 GeV [90]. Les effets nucléaires
froids ont été évalués à la fois pour la production du J/ψ et pour celle du ψ(2S ). Les
résultats obtenus sont présentés sur la figure II.13, montrant Bµµσ/A en fonction de la
longueur L de matière nucléaire traversée :σ désigne la section efficace de production
du J/ψ ou celle du ψ(2S ), Bµµ est le rapport d’embranchement J/ψ, ψ(2S )→ µ+µ−,
et la normalisation par A permet de rendre explicite sur la figure le fait que les effets
froids au SPS sont correctement paramétrisés par l’absorption nucléaire
σpA = σ0 A exp
[−σabs . 〈ρ0L〉] (II.34)
où ρ0 est la densité nucléaire et σabs la section efficace d’absorption (par la matière
nucléaire) du charmonium considéré. Recourir à différents noyaux permet de faire
naturellement varier la longueur de matière nucléaire traversée par le charmonium.
Au SPS, nous avons σabs(J/ψ) = 4, 18 ± 0, 35 mb.
Enfin, notons que la section efficace d’absorption nucléaire du ψ(2S ) est supé-
rieure à celle du J/ψ aux énergies du SPS.
II.2.4 Les effets nucléaires froids évalués dans les collisions d + Au au
RHIC
Dans l’expérience PHENIX, une campagne de prise de données de collisions
d+Au [91] à
√
sNN = 200 GeV a été menée durant le Run 3 afin d’évaluer l’im-
portance et le type des effets nucléaires froids aux énergies du RHIC. Ces données
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F. II.13: Évaluation de l’absorption nucléaire du J/ψ et du ψ(2S ) en fonction
de la longueur L de matière traversée au SPS dans les collisions p + Be, p + Al,
p + Cu, p + Ag, p + W et p + Pb à une énergie du faisceau de 400 GeV. Figure
extraite de [89].
ont été analysées à la fois dans le cadre du CF shadowing et dans le cadre du EKS
shadowing.
La figure II.14(a) présente le facteur de modification nucléaire RdAu en fonction
de la rapidité y, celui-ci étant défini comme le rapport de la section efficace de pro-
duction du J/ψ dans les collisions d + Au à celle dans les collisions p + p :
RdAu =
σdAu
σpp × 2 × 197 (II.35)
où le facteur 2 × 197 correspond au nombre de collisions binaires nucléon-nucléon
dans le système d + Au. En l’absence d’effets nucléaires froids, ce rapport devrait être
RdAu = 1. Nous observons que ce rapport semble être compatible avec l’unité pour
les points à rapidité négative et pour le point à rapidité nulle. Il semble être inférieur à
l’unité pour y = 2, ce qui est attendu dans le cas de la présence de shadowing à RHIC :
en effet, à rapidité positive (c-à-d. dans la direction dans laquelle se meut le deuton),
les partons du noyau d’or qui ont participé à la production du J/ψ portent une faible
valeur de x ∼ 10−3, ce qui correspond effectivement à la région de shadowing.
Les figure II.14(a) et II.14(b) comparent les résultats obtenus dans le cadre du
modèle EKS [76] au RdAu mesuré en fonction de la rapidité et au RdAu déterminé
en fonction de la centralité dans les trois domaines en rapidité (rapidité négative, à
mi-rapidité et rapidité positive). Deux valeurs différentes de la section efficace d’ab-
sorption nucléaire sont envisagées : σabs = 1 mb et σabs = 3 mb. Les prédictions du
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modèle sont en meilleur accord avec les données d + Au pour la première valeur de
σabs.
La figure II.15 montre les résultats obtenus dans le cadre du modèle CF pour les
trois régions de rapidité explorées par PHENIX. Le modèle permet de rendre raison-
nablement compte des données expérimentales. Notons que les auteurs ne prennent
ici en compte que les effets liés au shadowing ; la section efficace d’absorption est
prise égale à σabs=0.
II.3 Conclusions
Nous avons présenté dans ce chapitre une sélection de modèles qui s’attachent à
décrire d’une part, le mécanisme de production du J/ψ dans les collisions nucléon-
nucléon, et d’autre part les impacts des effets nucléaires froids dans les collisions
p + A ou A + B. Le modèle de NRQCD qui rencontre le plus de succès a été appli-
qué au RHIC. Par ailleurs la production du charmonium aux énergies du RHIC est
dominée par la fusion des gluons. Cela nous a conduit à nous intéresser à la modifi-
cation de la fonction de distribution des gluons dans un nucléon lié dans un noyau,
conduisant au final aux effets de shadowing. La compréhension de ces effets est un
préliminaire indispensable pour interpréter la suppression du J/ψ dans les collisions
d’ions lourds au SPS et au RHIC comme résultant ou non de la production d’un
milieu déconfiné.
Nota Bene. – Dans le cadre de la thèse, nous avons entrepris de développer une
méthode Monte-Carlo, que nous avons baptisé JIN14 : l’objectif est de simuler les
effets nucléaires froids sur la production de J/ψ en s’appuyant sur le modèle de
Glauber pour décrire la géométrie des collisions. Nous nous sommes attachés à in-
tégrer dans cette formulation de la méthode les deux modèles de shadowing EKS et
CF, et ultérieurement l’absorption nucléaire. Tout type de système (proton-noyau ou
noyau-noyau) peut être ainsi traité. L’intérêt de la formulation de JIN est d’utiliser
en entrée les distributions cinématiques du J/ψ telles qu’elles sont mesurées dans les
collisions p + p (résultats du Run 5). Elle permet par ailleurs d’explorer les erreurs
systématiques associées aux incertitudes sur les paramètres de Woods-Saxon qui pa-
ramétrisent la densité nucléaire. Á l’heure où nous écrivons ces pages, le modèle
n’est pas complètement achevé, ce qui nous interdit donc de reporter ici les résultats
actuels. Le lecteur intéressé pourra malgré tout trouver une description du principe
de fonctionnement de ce Monte-Carlo (appliqué au cas particulier du CF shadowing)
dans l’annexe D.
14 J/ψ In Nucleus
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(a) Facteur de modification nucléaire du J/ψ dans les collisions d + Au à
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présenté en fonction de la rapidité.
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présenté en fonction du nombre de collisions binaires nucléon-nucléon, pour les trois fenêtres
en rapidité explorées par PHENIX.
F. II.14: Facteur de modification nucléaire du J/ψ dans les collisions d + Au
comparé aux prédictions du modèle EKS shadowing. Les prédictions du modèle
d’effets froids EKS shadowing [76] pour deux valeurs de la section efficace d’ab-
sorption nucléaire sont confrontées au données : σabs = 1 mb (courbe en pointillé)
et σabs = 3 mb (courbe en trait plein).
54
Conclusions
F. II.15: Facteur de modification nucléaire du J/ψ dans les collisions d + Au à√
sNN = 200 GeV présenté en fonction du nombre de collisions binaires nucléon-
nucléon, pour les trois fenêtres en rapidité explorées par PHENIX. Les courbes
représentent les prédictions du modèle d’effets froids CF shadowing, pour lequel la
section efficace d’absorption nucléaire considérée est nulle. Figure extraite de [83].
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III
Dispositif expérimental et
acquisition des données
Après une brève présentation du collisionneur RHIC et des expériences qui y
sont installées, ce chapitre s’attache à décrire le détecteur PHENIX. Nous verrons
en particulier la structure, le fonctionnement et les performances de deux des sous-
systèmes cruciaux dans les prises de données J/ψ → µ+µ− du Run 5 Cu + Cu : les
BBC, utilisés pour mesurer la position du vertex le long de l’axe du faisceau ainsi
que la centralité, et les spectromètres à muons. Nous verrons aussi, avec l’exemple
des spectromètres à muons, comment est réalisée l’acquisition des données, depuis
la lecture des signaux sur les parties sensibles du détecteur jusqu’à leur éventuel
enregistrement sur bande selon la réponse des systèmes de déclenchement.
III.1 Le collisionneur et les expériences à RHIC
Le collisionneur RHIC1 se trouve sur le site du Brookhaven National Labora-
tory dans l’État de New-York. La spécificité du RHIC ne réside pas seulement dans
la grande variété d’espèces qui peuvent y être accélérées (et qui l’ont été, cf Ta-
bleau III.1) – depuis le proton jusqu’à l’or (A=197, Z=79). Elle est également dans le
domaine d’énergie balayé, d’une part, et la possibilité de donner une polarisation aux
protons d’autre part. Les collisions de protons polarisés devraient permettre de mesu-
rer la contribution des gluons au spin du proton, alors que les collisions d’ions lourds
autorisent en principe l’exploration du diagramme de phase de la matière nucléaire.
Le RHIC devrait ainsi pratiquer des incursions plus lointaines en densité d’énergie
et en température : l’énergie disponible
√
sNN par paire de nucléons dans le centre
de masse est environ dix fois plus grande à RHIC qu’au SPS. L’énergie maximale
délivrée par le RHIC atteint 250 GeV pour le proton et décroît d’un facteur Z/A pour
atteindre 100 GeV/nucléon pour l’or. Les ions circulent dans deux anneaux concen-
triques indépendants de 3, 8 km de circonférence, équipés d’aimants supraconduc-
teurs. Chaque anneau étant alimenté par sa propre source d’ions, des collisions tant
1Relativistic Heavy Ion Collider
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symétriques qu’asymétiques sont réalisables. Les ions y sont injectés par paquets,
lesquels se croisent toutes les 106 ns. À l’énergie maximale, le RHIC [92] est conçu
pour délivrer une luminosité d’environ 1031 cm−2 s−1 pour des faisceaux de proton.
Cette luminosité décroît jusqu’à atteindre 2 × 1026 cm−2 s−1 pour l’or, moyennée sur
la durée de vie du faisceau qui est d’environ dix heures. Les faisceaux se croisent en
six points d’interaction. Quatre de ces régions d’interaction sont instrumentées, res-
pectivement par les détecteurs PHOBOS [93], BRAHMS [94], STAR [95] et PHE-
NIX [96]. Ils sont redondants dans l’observation d’un certain nombre de processus
physiques, ce qui permet de vérifier et de confirmer les résultats de chaque expérience
en regard de ceux des expériences concurrentes. Mais ces détecteurs sont aussi com-
plémentaires les uns des autres, car leurs régions en rapidité ou en impulsion peuvent
être différentes.
PHOBOS, dont la dernière prise de données a été celle de 2005, se caracté-
rise par sa technologie de détecteurs au silicium et par sa capacité unique à RHIC
pour la détection des particules chargées de très faible impulsion transverse, c.-à-d.
30 MeV/c < pT < 1 GeV/c qui est précisément la région en pT qui concentre la
majorité des particules produites. PHOBOS a été conçu dans l’optique d’une étude
la plus complète possible des paramètres globaux des collisions d’ions lourds aux
énergies du RHIC. Ainsi, ce détecteur peut mesurer sur quasiment tout l’angle so-
lide la multiplicité des particules chargées sur un grand intervalle en pseudo-rapidité
−5.4 < η < 5.4. L’identification des particules et la détermination de leur impulsion
sont effectives dans un domaine plus restreint 0 < η < 2. Une telle identification
permet l’étude des rapports d’abondance anti-particules/particules.
BRAHMS2 est équipé de deux spectromètres mobiles, chacun pouvant être posi-
tionné à un angle ϑ ajustable par rapport à l’axe du faisceau (2.3◦ < ϑ < 30◦ pour le
spectromètre à grande rapidité, et 30◦ < ϑ < 95◦ pour le spectromètre à mi-rapidité).
L’ensemble est dédié à la spectroscopie des hadrons chargés, notamment à la caracté-
risation de leur production. BRAHMS opère dans un intervalle en rapidité 0 < y < 4
bien plus étendu que les trois autres expériences du RHIC (|y| < 2), et dans un large
intervalle en impulsion (séparation K/p jusqu’à p ≈ 5.2 GeV/c et pi/K au-delà de
15 GeV/c).
Le détecteur STAR3 consiste essentiellement en une grande chambre à projection
temporelle cylindrique installée dans un aimant de type solénoïde. Cette chambre per-
met d’identifier et de suivre avec précision les particules chargées dans l’intervalle en
pseudo-rapidité |η| ≤ 1.8 et possède une symétrie azimutale complète. Plusieurs mil-
liers de traces par événement peuvent être ainsi reconstruites. L’ajout du détecteur
de vertex en silicium près de la région d’interaction permet d’obtenir une résolu-
tion de 2% sur l’impulsion mesurée. STAR était initialement conçu pour mesurer la
production des hadrons chargés à mi-rapidité. La grande acceptance dont STAR est
pourvu le rend particulièrement apte à la caractérisation événement par événement
des collisions ainsi qu’à la détection des jets de hadrons. STAR est aussi équipé de
2Broad Range Hadron Magnetic Spectrometers
3Solenoid Tracker at RHIC
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calorimètres, d’où la capacité supplémentaire de détection de photons et d’électrons.
PHENIX4 est constitué d’un grand nombre de sous-détecteurs (11) complémen-
taires les uns des autres. Ils permettent de détecter les hadrons, photons, électons et
muons. Sa structure sera détaillée dans les sections suivantes. La luminosité exploitée
par PHENIX tout au long des campagnes de prises de données successives (Run) à
RHIC est indiquée dans le Tableau III.1, ainsi que le nombre de J/ψ recueillis pour
chaque canal de désintégration. Le travail présenté dans ce mémoire participe à l’ana-
lyse des données du Run 5 Cu + Cu à
√
sNN = 200 GeV en vue de l’extraction du
nombre de J/ψ → µ+µ−. Ces données ont été recueillies entre début janvier et début
mars 2005.
Run Date Espèces
√
sNN
∫
LPHENIXdt J/ψ Réf.
(GeV) e+e− µ+µ−
1 2000 Au + Au 130 1 µb−1
2 2002 Au + Au 200 24 µb−1 13 [97]
p + p 200 0, 15 pb−1 46 65 [98]
3 2003 d + Au 200 2, 7 nb−1 360 1660 [91]
p + p 200 0, 35 pb−1 130 450 [91]
4 2004 Au + Au 200 241 µb−1 1000 4500 [99]
Au + Au 62,4 9, 1 µb−1 ∼ 13 – –
p + p 200 324 nb−1 – – –
5 2005 Cu + Cu 200 3, 06 nb−1 2300 9000 [100]
Cu + Cu 62,4 190, 2 µb−1 ∼ 60 ∼ 146 [101]
p + p 200 3.8 pb−1 1500 8005 [73]
6 2006 p + p 200 10.7 pb−1 analyse en cours
p + p 62,4 0.1 pb−1 analyse en cours
T. III.1: Luminosité intégrée et nombre de J/ψ (dans les canaux de désinté-
gration e+e− et µ+µ−) collectés par l’expérience PHENIX au cours des différentes
campagnes de prise de données à RHIC.
III.2 Vue d’ensemble de PHENIX
Les nombreux sous-détecteurs de PHENIX peuvent être regroupés en trois caté-
gories :
– un ensemble de détecteurs dits « globaux », disposés près du faisceau, sont
utilisés pour caractériser chaque événement (instant et vertex de la collision,
multiplicité des particules produites) ;
– deux spectromètres centraux (Est et Ouest) disposés latéralement (perpendicu-
lairement à la direction du faisceau) à mi-rapidité |y| < 0.35, couvrent chacun
4Pioneering High Energy Nuclear Interaction eXperiement
59
III. D ´    ´
90◦ en angle azimutal et sont dédiés à la détection des électrons, photons et
hadrons chargés ;
– deux autres spectromètres (Nord et Sud) sont disposés dans la direction du
faisceau, à grande rapidité 1.2 < |y| < 2.2, ont une couverture azimutale totale
et sont instrumentés pour la détection des muons.
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F. III.1: Acceptance des spectromètres centraux et des spectromètres à muons
de PHENIX pour diverses particules.
La figure III.1 résume l’acceptance de PHENIX selon le type de particule détec-
tée (et donc selon le spectromètre utilisé). L’agencement des différents sous-systèmes
au sein du détecteur est illustré par la figure III.2. Une vue en coupe où apparaît
plus clairement la segmentation de chaque spectromètre est aussi disponible, cf.
Fig. III.4. Enfin, la configuration de lignes de champ magnétiques est illustrée par
la figure III.3. Les sections suivantes s’attachent à la description des trois groupes
de sous-détecteurs (structure et fonctionnement), et ce avec un intérêt tout particulier
pour les détecteurs globaux et les spectromètres à muons sollicités pour collecter les
données qui nous intéressent.
III.3 Détecteurs globaux
Les détecteurs globaux sont ainsi nommés car ils permettent d’associer à chaque
événement des observables expérimentales communes aux deux autres groupes de
sous-détecteurs de PHENIX, et dans une plus large mesure, communes aux quatre
expériences du RHIC. Pour caractériser chaque événement, il est nécessaire de dé-
terminer :
– si une collision a eu lieu et d’y associer un système de déclenchement global
de premier niveau, dit de biais minimum, afin de pouvoir enregistrer la réponse
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F. III.2: Vue tridimensionnelle des éléments du détecteur PHENIX. Certaines
parties externes sont volontairement non représentées pour laisser apparaître les
structures internes du détecteur. Le spectromètre Nord est à droite sur la Fig., le
Sud à gauche.
F. III.3: Configuration des lignes du champ magnétique dû aux aimants des bras
centraux et des bras à muon.
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F. III.4: Vue en coupe des spectromètres centraux (en haut) représentés dans le
plan orthogonal à la direction du faisceau et des spectromètres à muons (en bas)
représentés dans le plan contenant l’axe du faisceau. Les détecteurs globaux (BBC,
MVD et ZDC) et les aimants figurent aussi sur ce schéma. Les parties instrumen-
tées sont en rose.
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de tous les autres sous-détecteurs pour cet événement ;
– le temps initial associé à cette collision, indispensable pour les mesures de
temps de vol ;
– le vertex de la collision, utile pour la reconstruction ;
– la centralité de la collision dans le cas de collision d’ions, puisque la densité
volumique d’énergie mise en jeu et dont dépend l’état de la matière nucléaire
est corrélée à la centralité.
Deux des trois détecteurs globaux5 de PHENIX sont utilisés dans la reconstruc-
tion et la recherche des candidats J/ψ dans les données : les calorimètres à zéro degré
(ZDC6) et les compteurs d’interactions à chaque croisement des paquets d’ions du
faisceau (BBC7). Les données du Run 5 Cu + Cu dont nous disposons pour l’extrac-
tion des J/ψ→ µ+µ− exploitent uniquement les renseignements fournis par le BBC.
Mais les précédentes analyses, en particulier celle des données du Run 4 Au + Au,
ont eu recours à une corrélation des mesures fournies par le BBC et le ZDC pour
déterminer la centralité.
III.3.1 Les calorimètres à zéro degré (ZDC)
Tout comme les trois autres expériences à RHIC, PHENIX est équipé de deux
ZDC [102], installés à 18 m de part et d’autre du point d’interaction entre les deux
tubes à vide du faisceau (cf. Fig. III.5). Ainsi, les ZDC font office de moniteur de
luminosité à chacune des régions d’interaction à RHIC, en particulier à PHENIX. En
tant que partie intégrante du détecteur, ils peuvent servir de système de déclenche-
ment global de premier niveau pour chaque collision. C’est un des deux systèmes
de déclenchement de biais minimum de PHENIX. Mais le déclenchement des ZDC
n’est pas requis pour la recherche des candidats J/ψ dans les données, au contraire
de la possibilité que ce détecteur offre pour aider à déterminer la centralité d’une col-
lision. Les ZDC sont des calorimètres hadroniques (cf. Fig. III.6) qui mesurent à très
grande pseudo-rapidité (4.7 < |η| < 5.6) l’énergie des neutrons « spectateurs » issus
des fragments résiduels des ions initiaux, c.-à-d. ceux qui n’ont pas participé à la col-
lision. Ces fragments, supposés petits, ont une trajectoire très proche de la direction
du faisceau, ce qui explique la localisation des ZDC. Ceux-ci ne peuvent recueillir
ni les ions du faisceau ni les fragments chargés (protons) car ils sont situés après
les dipôles magnétiques qui font diverger le faisceau de part et d’autre de la région
d’interaction. La proportion de nucléons spectateurs pour chaque collision est direc-
tement reliée à la géométrie de la collision. Plus une collision est centrale, plus le
paramètre d’impact (la distance entre le centre de chacun des noyaux dans le plan
transverse au faisceau) est faible. Moins élevée sera en conséquence la proportion de
nucléons – et donc de neutrons – spectateurs de la collision. C’est pourquoi les ZDC
peuvent aussi être utilisés pour déterminer la centralité. L’efficacité des ZDC est opti-
male dans les collisions périphériques, car c’est dans cette configuration géométrique
5Le troisième est le détecteur de multiplicité (MVD pour Multiplicity-Vertex Detector), cf. [96].
6Zero Degree Calorimeters
7Beam-Beam Counters
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F. III.5: Panneau inférieur : position des ZDC installés entre les deux tubes à
vide où circule le faisceau, de part et d’autre du point d’interaction. Panneau supé-
rieur : zoom sur un des ZDC, dans le plan orthogonal à la direction du faisceau. Le
champ magnétique qui guide le faisceau dans les anneaux du collisionneur dévie
les ions constituant le faisceau (ici Au) ou ses fragments chargés qui n’ont pas par-
ticipé à la collision (en particulier les protons). Seuls les neutrons, « évaporés» des
fragments d’ions, déposent leur énergie dans les ZDC.
F. III.6: Structure d’un des trois modules qui composent un ZDC. Un module est
constitué d’une alternance de plaques de tungsten (aborbeur) et de fibres optiques.
Les neutrons développent une avalanche hadronique lorsqu’ils traversent l’absor-
beur. De la lumière Cˇerenkov est irradiée dans les fibres au passage des particules
chargées issues de l’avalanche. Ces plaques sont inclinées de 45◦ par rapport à
l’axe du faisceau pour obtenir plus de lumière. Les fibres dirigent la lumière sur
des photomultiplicateurs.
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de la collision que le nombre de (neutrons) spectateurs est le plus important. Une
baisse d’efficacité est cependant constatée pour les collisions ultra-périphériques : en
pratique, ce type de collision a tendance à laisser des « gros » fragments résiduels et
chargés où les neutrons spectateurs restent piégés. Ceci complique donc l’établisse-
ment de la relation entre la quantité d’énergie recueillie dans les ZDC et le nombre
véritable de neutrons spectateurs : la corrélation entre ces deux quantités s’en trouve
amoindrie dans les collisions périphériques. Ainsi, pour une certaine proportion pas
très bien connue de collisions périphériques, le nombre de neutrons spectateurs y
est sous-estimé, ce qui revient finalement à une surestimation du nombre moyen de
nucléons participants pour cette classe d’événements. L’information des ZDC n’est
donc plus utilisée dans la détermination de la centralité pour l’anlyse des données du
Run 5 et au-delà8.
III.3.2 Les compteurs d’interactions (BBC)
PHENIX dispose d’une paire de BBC [104], Nord et Sud, disposés à 1,4 m du
point d’interaction (cf. Fig. III.4). Comme illustré sur les figures III.7, un BBC est
un assemblage de 64 éléments hexagonaux en quartz servant de milieu où le pas-
sage de particules chargées induit une émission de lumière Cˇerenkov. Chaque quartz
est lu par un photomultiplicateur. Chaque BBC est installé autour du tube à vide du
faisceau. Il offre une couverture azimutale complète et détecte les particules char-
gées émises à grande pseudo-rapidité (3 < |η| < 3.9). Les BBC ont été conçus pour
être fonctionnels quelles que soient les espèces utilisées pour la collision (du pro-
ton à l’or), dans un environnement à fort taux de radiation et baigné dans un champ
magnétique intense (0.3 T).
Les BBC jouent plusieurs rôles cruciaux dans PHENIX :
Ils sont utilisés pour déterminer si une collision a eu lieu ou non : associés à une
électronique rapide, ils font office de système de déclenchement de biais minimum
désigné sous le sigle BBCLL19. Le seuil de déclenchement est fixé à au moins un
photomultiplicateur « allumé» pour chaque BBC (en moyenne, une particule affectée
d’une unité de charge « allume » un photomultiplicateur), les deux BBC étant mis en
coïncidence. Son efficacité est tout-à-fait satisfaisante10 : le pourcentage de section
efficace de collision inélastique échantillonné ainsi est de (94±2)% pour les collisions
8Cette information est d’autant moins utilisée qu’on s’est rendu compte que, même dans les col-
lisions mi-périphériques et centrales où les noyaux devraient s’être désintégrés en petits fragments, la
quantité d’énergie déposée dans les ZDC est significativement plus faible que celle attendue. Autre-
ment dit, près de la moitié des neutrons spectateurs qui auraient dû atteindre les ZDC l’ont manqué.
Apparemment, la corrélation entre énergie déposée dans les ZDC et proportion de neutrons spectateurs
reste mal comprise. Pour plus de détails, cf. [103]
9BBCLL1 pour Beam Beam Counter Local Level 1
10Les pourcentages de section efficace de collision inélastique donnés comptabilisent uniquement
les réponses postives du BBCLL1 lorsque l’instant de la collision correspond bien à un croisement de
paquets d’ions et que, de plus, le vertex est dans un intervalle correct |zvtx| < 30 cm. Au-delà de cet
intervalle, la forme de la distribution des coups dans les BBC devient (fortement) dépendante de la
localisation du vertex. Il devient alors difficile de découper cette distribution en classes de centralité.
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(a) Un BBC. Dimensions du
cylindre : 29 cm de rayon,
25 cm de longueur.
(b) Un élément constitutif du BBC
(quartz hexagonal à effet Cˇeren-
kov terminé par un photomultiplica-
teur).
(c) Installation du BBC autour du
tube à vide du faisceau et près de
l’aimant central (au dernier plan,
en vert).
F. III.7: Photographies du BBC.
Cu + Cu à
√
sNN = 200 GeV. Les événements perdus correspondent à des collisions
périphériques. Il n’y a pas de changement significatif de cette efficacité lorsque :
– on change d’espèce d’ion tout en restant à la même énergie ((92 ± 3)% pour
les collisions Au + Au à
√
sNN = 200 GeV) ;
– pour la même espèce, moins d’énergie est disponible dans le centre de masse
((88 ± 4)% pour les collisions Cu + Cu à √sNN = 62 GeV).
Notons que le pourcentage de la section efficace vue par le BBCLL1 dans le cas de
collisions p + p tombe à ∼ 55%.
Les BBC permettent aussi de connaître l’instant T0 et la coordonnée longitudi-
nale zvtx du vertex de la collision. Ceux-ci sont déterminés en mesurant les temps
moyens T1 et T2 d’arrivée des particules dans chaque BBC :
T0 = (T1 + T2)/2
zvtx = c(T1 − T2)/2
La résolution temporelle d’un BBC est de 52 ± 4 ps. La résolution spatiale attendue
sur le vertex est de l’ordre de 2 cm pour des collisions p + p. Du fait de la haute
multiplicité des collisions Cu + Cu et Au + Au, un plus grand nombre de particules
sont recueillies dans les BBC et la résolution spatiale s’en trouve améliorée. A titre
d’exemple, dans les collisions Au + Au les plus centrales réalisées à l’énergie maxi-
male que le RHIC peut délivrer, le taux d’occupation du BBC est d’une quinzaine de
particules chargées par quartz. La résolution spatiale est alors estimée à ∼ 0.5 cm.
Enfin, nous avons recours aux BBC pour caractériser la centralité de la collision.
Ceci est vu plus en détail dans la section suivante.
III.3.3 Détermination de la centralité
Il n’est pas possible de mesurer de manière directe le paramètre d’impact d’une
collision. La variable expérimentale à laquelle nous avons accès est plutôt la mesure
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de la multiplicité, en particulier la production de particules chargées. Celles-ci sont
détectées dans le BBC. Ainsi, plus la collision est centrale (plus le paramètre d’im-
pact est faible), plus la production de particules chargées est importante. Le BBC
mesure une distribution de charge à partir de laquelle sont définies plusieurs classes
de centralité (cf. Fig. III.8). Au sein de PHENIX, la centralité est définie en pour-
centage de la section efficace totale de collision inélastique enregistrée par les BBC,
plus précisément en centile11. Il reste à déterminer, pour chaque classe de centralité,
le nombre moyen de participants 〈Npart〉 par collision d’ions pour les événements
de cette classe. La procédure en vigueur dans PHENIX pour le Run 5 est détaillée
ci-dessous [105].
F. III.8: Distribution (en échelle logarithmique) de la somme des charges vues
par les deux BBC (Nord et Sud) pour le Run 5 Cu + Cu à
√
sNN = 200GeV. Les
différentes couleurs représentent différentes classes de centralité.
Le nombre de particules chargées créées est supposé être corrélé de manière mo-
notone avec le nombre de participants. La relation entre le nombre de participants
et le paramètre d’impact est déterminée à partir d’un générateur d’événements de
type Monte-Carlo qui s’appuie sur le modèle de Glauber [29] (développé dans l’ap-
pendice A) : le paramètre d’impact de la collision est tiré de manière aléatoire, ainsi
que la distribution des nucléons dans chaque noyau (le profil de densité nucléaire
est imposé ; la paramétrisation choisie pour les « gros » noyaux est celle de Woods-
Saxon [106]). Ce modèle permet donc de connaître le nombre de participants (et le
nombre de collisions) événement par événement. Il ne manque plus que la réponse
du BBC (notamment son efficacité) dans le cas d’une collision nucléon-nucléon in-
dividuelle. Chaque paire de nucléons participants contribue à la charge recueillie par
le BBC selon une loi de Poisson dont les paramètres sont déterminés comme suit :
la distribution totale obtenue doit être ajustée sur la distribution de charge vue par
le BBC. Effectuer des coupures sur la distribution de charge pour définir les classes
de centralité revient donc à sélectionner les paires de nucléons participants qui ont
contribué à cette partie de la distribution de charge. Au final, à chaque classe de
11Un centile est chacune des 99 valeurs qui divisent les données triées en 100 parts égales, de sorte
que chaque partie représente 1/100 de l’échantillon de population.
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centralité correspond une distribution de nombre de nucléons participants dont la
moyenne est 〈Npart〉 (cf. Fig. III.9). Les incertitudes systématiques sur 〈Npart〉 sont
déterminées en faisant varier :
– les paramètres du modèle de Glauber (paramètres de Wood-Saxon, section
efficace d’interaction nucléon-nucléon, nucléon modélisé comme une sphère
dure ou pas) ;
– la réponse du BBC dans les barres d’erreurs de l’efficacité ;
– la relation entre le nombre de participants et le nombre de particules chargées
produites.
En corollaire, le nombre moyen 〈Ncoll〉 de collisions binaires nucléon-nucléon (et
l’erreur systématique associée) est également comptabilisé en parallèle à 〈Npart〉.
F. III.9: Distributions du nombre de nucléons participants par collision Cu + Cu
à
√
sNN = 200GeV obtenues grâce au modèle de Glauber : la distribution totale
est en noir ; les différentes couleurs représentent les distributions de Npart pour
différentes classes de centralité (10% d’amplitude).
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III.4 Spectromètres centraux
Comme le montre le panneau supérieur de la Fig. III.4, chaque spectromètre cen-
tral consiste en une superposition concentrique de différentes couches de détection
autour de la région d’interaction, alternant (et parfois combinant) trajectographie et
identification des particules. Nous décrivons brièvement ci-dessous leurs fonctionna-
lités respectives, en progressant toujours de l’intérieur vers l’extérieur du détecteur.
Notons que ces détecteurs12 ne sont pas eux-mêmes plongés dans le champ magné-
tique, mais détectent des particules qui ont subi ce champ, dû à l’aimant central. Ce
champ est axial, d’axe parallèle à l’axe du faisceau (cf. Fig. III.3). De ce fait, les
particules chargées subissent une déviation dans le plan perpendiculaire à l’axe du
faisceau.
Trajectographie Les détecteurs [107] qui mesurent les trajectoires des particules
chargées sont les chambres à dérive (DC13), les chambres proportionnelles multi-fils
(PC14) et la chambre d’expansion temporelle (TEC15). Grâce à une mesure précise de
la trajectoire des particules en (r, ϕ), les DC permettent de déterminer leur impulsion
transverse (grâce à la courbure de la trajectoire héritée du passage dans le champ ma-
gnétique) ainsi que la masse invariante des paires de particules. Les PC fournissent la
localisation spatiale tridimensionnelle utilisée pour déterminer l’impulsion longitu-
dinale (pz) et utilisée lors de la reconstruction. La TEC est présente uniquement dans
le bras Est et permet, en plus de l’information sur la position, une séparation e/pi sur
l’intervalle en impulsion 250 MeV/c < p < 2, 5 GeV/c.
Identification des particules Plusieurs éléments [108] en charge de l’identification
des particules viennent s’ajouter à ceux cités ci-dessus. Ainsi, les détecteurs Cˇeren-
kov (RICH16) jouent un rôle majeur dans l’identification des électrons, grâce à une
excellente séparation e/pi puisque les pions ne peuvent générer de rayonnement Cˇe-
renkov en dessous d’une impulsion p = 4, 65 GeV/c dans le CO2 gazeux dont est
rempli le RICH. Le détecteur de temps de vol (TOF17) est présent uniquement dans
le bras Est. L’identification des hadrons chargés est réalisée connaissant la distance
parcourue par la particule, en comparant le temps de vol à l’impulsion. Ainsi, la
résolution temporelle du TOF (environ 100 ps) permet une séparation K/p jusqu’à
p = 4 GeV/c et pi/K jusqu’à p = 2, 4 GeV/c. Cependant, la couverture azimutale du
TOF est réduite à ∆ϕ = 45◦, soit la moitié de la couverture azimutale du bras Est.
Le scintillateur à plomb (PbSc18) étend la mesure du temps de vol à l’autre moitié
12à l’exception des chambres à dérive qui subissent un champ magnétique résiduel d’intensité maxi-
male 0, 06 T
13Drift Chambers
14Pixel Pad Chambers
15Time Expansion Chamber
16Ring Imaging Cˇerenkov Counter
17Time Of Flight
18Plomb Scintillator
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de ce bras et à tout le bras Ouest, mais avec une résolution temporelle plus faible
(270 ps). Enfin, le calorimètre électromagnétique (EMCal) [109] est utilisé pour dé-
terminer l’énergie des électrons et des photons. Sa segmentation fine lui permet aussi
d’atteindre une bonne résolution sur leur position. Ainsi, les candidats électrons sont
sélectionnés sur la base d’une correspondance entre la trajectoire (DC et PC), la
forme et la position du cône de lumière Cˇerenkov dans le RICH et la position du
dépôt d’énergie dans l’EMCal. Ce dernier est constitué en majeure partie du PbSc,
l’autre partie étant constituée de verre au plomb (PbGl19).
Durant le Run 5 Cu + Cu à
√
sNN = 200 GeV, la détection des électrons en vue
de la recherche du J/ψ dans le canal diélectron a fait intervenir les DC, PC, RICH et
EMCal.
III.5 Spectromètres à muons
Parmi les expériences à RHIC, seul PHENIX possède la capacité de mener des
études physiques qui mettent en jeu des muons identifiés en tant que tels, et ce grâce
aux spectromètres (ou bras) à muons. De multiples objectifs ont guidé leur concep-
tion, notamment l’étude de la production des mésons vecteurs et des quarks lourds.
Ainsi, la résolution en masse des bras muons [110] aurait dû permettre de bien sépa-
rer ρ/ω de φ, J/ψ de ψ′, et dans une moindre mesure Υ(1S) de Υ(2S,3S). Ceci revient
à une résolution spatiale ∼ 100µm pour les plans de mesure.
F. III.10: Structure d’un spectromètre à muon (ici, le bras Sud), mettant en
évidence les parties instrumentées et les parties qui jouent le rôle d’absorbeur.
Différentes particules atteignent des zones plus ou moins profondes dans le spec-
tromètre, selon leur identité (hadron, muon issu du vertex primaire ou d’un vertex
secondaire).
Comme le montre la Fig. III.10, chaque spectromètre à muons consiste en un tra-
19Lead Glass
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jectographe (MuTr), en forme d’abat-jour, suivi d’un identificateur de muons (MuID).
Le MuTr, avec ses plans de chambres proportionnelles à pistes de cathodes baignées
dans un champ magnétique, mesure les trajectoires des particules avec une bonne ré-
solution spatiale et l’impulsion avec précision. Le MuTr Sud est de dimension réduite
par rapport au MuTr Nord (1, 5 m plus court en z) ; les MuID Nord et Sud sont par
contre géométriquement similaires. Chacun est constitué d’une alternance de plans
instrumentés et d’absorbeurs et permet de séparer les muons des hadrons. En raison
de sa segmentation moins fine, la résolution spatiale du MuID est moins grande que
celle du MuTr. Cette segmentation conduit à un nombre relativement peu élevé de
canaux électroniques, donc rapides à lire, et permet d’utiliser le MuID comme sys-
tème de déclenchement additionnel de niveau 1 (connu sous le sigle de MUIDLL1).
Ce système de déclenchement permet de sélectionner les événement rares tels que
ceux contenant un J/ψ par exemple : il n’est donc pas de biais minimum.
F. III.11: Épaisseur de matière traversée exprimée en longeur d’interaction du
pion dans le bras muon Sud en fonction de la distance au point d’interaction.
Chaque spectromètre est précédé d’un absorbeur, constitué par la partie latérale
de l’aimant du bras central (d’une épaisseur de 60 cm d’acier) suivi d’un « nez » en
cuivre (d’une épaisseur de 20 cm). L’absorbeur élimine les particules de faible im-
pulsion (p < 1, 5 GeV/c). Cette épaisseur de matière est le résultat d’un compromis :
elle a été choisie de sorte de réduire au minimum la dégradation de la résolution
en impulsion (celle-ci étant reliée à la résolution en masse) tout en permettant de
rejeter un maximum de pions et de kaons. Elle est équivalente à environ cinq lon-
gueurs d’interaction du pion (cf. Fig. III.11) et réduit donc de près de 97% le nombre
de hadrons produits au vertex primaire qui arrivent aux bras muons. Il reste cepen-
dant à considérer le bruit de fond constitué par les muons issus de la désintégration
pi,K → µ+ νµ qui se produiraient en amont de l’absorbeur. L’absorbeur permet aussi
de limiter ce type de bruit de fond hadronique car il est placé suffisamment près de
la zone d’interaction : seuls près de 1‰ des pions se désintègrent en muons avant
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d’avant d’atteindre l’absorbeur et s’ajoutent donc aux muons « prompts » produits
au vertex primaire. Ceci se traduit en un ratio pi/µ a priori irréductible de 10−3 au
niveau des bras muons. C’est pour diviser d’un facteur quatre ce taux de mauvaise
identification d’un muon « prompt » que le MuID, avec ces cinq épaisseurs d’absor-
beur, a été conçu. Le MuID réduit aussi les chances d’un hadron de pénétrer jusqu’à
son dernier plan instrumenté, puisqu’environ cinq longueurs d’interaction séparent
l’absorbeur du dernier plan instrumenté du MuID (cf. Fig. III.11).
III.5.1 Le trajectrographe à muons (MuTr)
F. III.12: Structure d’un trajectographe à muons (MuTr). Le MuTr est pourvu
de trois stations, la station 1 étant la plus proche de la région d’interaction. Les
bobines d’induction de champ sont placées à la base du piston central qui entoure
le tube à faisceau. L’abat-jour dans lequel sont enfermées les stations permet le
retour du champ.
Champ magnétique
Seul le MuTr baigne dans un champ magnétique. Celui-ci est produit à l’aide
d’une bobine située à la base du piston central en fer qui entoure le tube à vide du
faisceau. Le piston est visible sur la figure III.12, ainsi que l’abat-jour à huit faces qui
assure le retour de champ et la plaque d’acier (de 20 cm d’épaisseur au Sud, 30 cm
au Nord) qui en obture l’arrière et fait ainsi office de premier plan d’absorbeur pour
le MuID. L’intégrale du champ est approximativement inversement proportionnelle à
θ, l’angle polaire par rapport à l’axe du faisceau. Cette intégrale vaut 0, 72 T.m à θ =
15◦. Le champ est raisonnablement uniforme et radial (cf. figure. III.3, page 61). Les
particules sont donc déviées en ϕ, l’angle azimutal, avec θ qui reste quasi-constant.
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Structure
Comme illustré sur la figure III.12, chaque MuTr est formé de trois stations lo-
gées au sein de l’abat-jour en acier. Chaque station est un assemblage d’octants (sauf
la station 1 qui est physiquement composée de quadrants, mais dont l’alimentation
électrique est tout de même organisée comme celle des autres stations, c.-à-d. en
suivant leur décomposition octogonale). La figure III.13 précise les nomenclature et
numérotation correspondantes. Chaque octant (cf. Fig. III.14(a)) est une superposi-
tion de trois chambres proportionnelles à pistes de cathode ou gaps, sauf dans le cas
de la station 3, qui ne compte que deux gaps. Un gap est rempli avec le mélange ga-
zeux suivant : 50% Ar+30% CO2 +20% CF4, l’argon pour l’avalanche électronique,
et le dioxyde de carbone pour absorber les photons de désexcitation de l’argon, empê-
chant ainsi la création d’une avalanche secondaire qui dégraderait le signal. Un gap
comporte un plan de fils d’anodes portés à haute tension pris en sandwich entre deux
plans de pistes de cathodes, le plan d’anode étant situé à 3, 175 mm de chaque plan
de cathode. Les anodes sont espacées de 5 mm et alternent fil sensible (en tungstène
plaqué-or) et fil de champ (en Cu-Be). Les pistes de cathodes consistent en un revê-
tement de cuivre gravé, une piste mesurant 5 mm de large. Les anodes sont agencées
en azimut, alors que les pistes des plans de cathodes sont radiales (cf. Fig. III.14(b)).
Seules les pistes du premier plan de cathodes sont perpendiculaires aux anodes. Les
pistes du deuxième plan forment un petit angle stéréoscopique (< 12◦) avec les pistes
du premier plan, cet angle étant dépendant du gap et de la station. Les différentes va-
leurs de cet angle sont résumées dans le tableau III.2.
Notons qu’un soin tout particulier a été apporté pour réduire l’épaisseur de la
station 2 : celle-ci est équivalente à 8, 5.10−4 longueur de radiation ; par conséquent,
le nombre de diffusions multiples y est considérablement réduit. Cette condition est
nécessaire pour garder une bonne résolution en impulsion y compris pour les faibles
valeurs de l’impulsion (∼ 1.5 GeV/c). Les pistes de cathodes sont ainsi réalisées avec
600 Å de cuivre déposé sur une feuille de mylar de 20 µm d’épaisseur.
Fonctionnement et performances
Lorsqu’une particule chargée traverse un gap du MuTr (cf. Fig. III.14(c)), elle io-
nise le gaz dans la chambre et les électrons produits sont collectés par l’anode la plus
proche. Celle-ci induit une charge sur les pistes de cathodes situées à la même po-
sition radiale. Par effet capacitif, chaque piste de cathode est couplée à ses voisines.
Seule une piste sur deux est lue. Dans la majorité des cas, la charge induite s’étale
sur trois pistes consécutives lues et la distribution correspondante peut être décrite
par une fonction de Mathieson. La figure III.15 présente un exemple type d’une telle
distribution de charge. L’ajustement permet de déterminer la position à une dimen-
sion de la particule (elle coïncide avec la coordonnée radiale si les cathodes lues
appartiennent au premier plan de cathodes du gap). En raison de la légère rotation
en angle stéréoscopique ϕ du deuxième plan de cathode, l’association des positions
déterminées pour chacun des plans conduit à une localisation à deux dimensions.
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F. III.13: Segmentation et nomenclature du MuTr. Le MuTr est pourvu de trois
stations. Chaque station est divisée en octants. Chaque octant est lui-même com-
posé de plusieurs gaps (deux gaps pour la station 3, trois gaps pour chacune des
stations 1 et 2).
Station Gap Angle ϕ (en degré)
1 1 −11,25
2 6,0
3 11,25
2 1 7,5
2 3,75
3 11,25
3 1 −11,25
2 11,25
T. III.2: Chaque gap est délimité par deux plans de cathodes. Les pistes du
premier plan sont radiales, celles du deuxième plan font un angle stéréoscopique ϕ
avec la direction radiale. Ces angles sont donnés ici pour chaque station et chaque
gap du bras Sud, pour un demi-octant. La direction des pistes sur l’autre demi-
octant est obtenue par réflexion.
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(a) Vue en coupe d’un octant doté
de trois gaps. Chaque gap est com-
posé d’un plan d’anodes en sand-
wich entre deux plans de cathodes.
(b) Orientation relative des pistes de cathodes d’un plan
(en trait plein) par rapport à l’autre plan (en pointillés)
au sein d’un gap, et ce pour chaque gap de la station 1
dans le bras Sud. Seul un demi-octant est représenté.
(c) Schéma de principe du fonctionnement d’un gap.
F. III.14: Structure, fonctionnement d’un gap et orientation relative des cathodes
dans un gap.
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La précision sur la position unidimensionnelle est bien meilleure que la distance de
1 cm séparant les pistes de cathodes lues. Les résultats des tests utilisant les rayons
cosmiques et conduits sur un octant de la station 2 du MuTr Sud avant son intégra-
tion dans PHENIX montrent que la résolution spatiale obtenue (environ 130 µm) est
légèrement supérieure à celle figurant dans le cahier des charges (100 µm).
Dans des conditions typiques, les anodes sont portées à une tension de ∼ 1850 V
et le gain obtenu dans ce mélange gazeux est de 2.104. La charge déposée par une
particule au minimum d’ionization dans un gap est estimée à 100 électrons, ce qui
se traduit par une charge totale recueillie par la cathode de 80 fC. Le long d’une
cathode, cette charge suit une distribution de Landau.
F. III.15: Exemple de distribution de charge sur des pistes de cathodes voisines.
Ici, trois cathodes ont une charge non nulle. La distribution de charge correspon-
dante peut être ajustée par une fonction de Mathieson et permet de déterminer la
position de la particule suivant une dimension.
Electronique de lecture
Pour chaque MuTr, plus de vingt mille pistes de cathodes sont lues par toute
une série de modules, l’ensemble formant l’électronique de lecture ou FEE20. Phy-
siquement, le FEE est réparti en chassis installés hors des chambres (pour réduire le
bruit électronique), tout en restant au plus près de celles-ci, notamment sur les côtés
de l’octogone des stations : les câbles blindés qui acheminent le signal analogique
en provenance des cathodes font entre 45 et 60 cm de long. Chacun de ces câbles
aboutit à un pré-amplificateur, le CPA21, qui appartient à une carte de lecture, la
CROC22. Toujours au niveau de la CROC, une AMUADC23 échantillonne le signal
reçu : 64 échantillons sont réalisés sur chaque intervalle de temps de 106 ns (c’est
la période qui sépare deux croisements de paquets d’ions du faisceau) et sont sto-
20FEE pour Front End Electronics
21CPA pour Cathode PreAmplifier
22CROC pour Cathode ReadOut Card
23AMUADC pour Analog Memory Unit/Analog to Digital Converter
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ckés dans la mémoire tampon de l’AMUADC. L’amplification et l’enregistrement du
signal se font donc continuellement. L’AMUADC prend aussi en charge la numérisa-
tion. Celle-ci ne s’amorce que sur réception du signal en provenance du système de
déclenchement de PHENIX. Le temps de numérisation étant important (10 µs) com-
paré au temps maximal alloué à chaque sous-détecteur pour l’acquisition (45 µs),
seules les quatre valeurs qui permettent de représenter au mieux le signal sont ef-
fectivement numérisées. La Fig. III.16 montre comment sont situés temporellement
les quatre échantillons numérisés par rapport à la distribution typique de la charge
déposée sur une piste de cathode.
F. III.16: Exemple d’échantillonnage et de numérisation par l’AMUADC de la
distribution de charge (en trait plein) lue sur une piste de cathode : 64 échantillons,
représentés par des +, sont réalisés sur une période de 106 ns. Les valeurs numéri-
sées sont représentées par des . La différence entre l’échantillon N et la moyenne
des trois échantillons (N + 5,N + 6,N + 7) est considérée comme étant proportion-
nelle à la charge déposée sur la piste. L’unité de l’axe des ordonnées est en nombre
de coups ADC ; chaque coup correspond à environ 0, 5 fC.
Sur chaque CROC sont installés deux AMUADC qui prennent en charge chacun
un groupe de quatre CPA, chaque CPA gérant huit canaux. Deux CROC sont reliées à
une carte « contrôleur » via les connecteurs situés à l’arrière du chassis. C’est la carte
contrôleur, en particulier son FPGA, qui relaie jusqu’aux AMUADC la consigne de
début de numérisation, puis collecte les résultats en vue de les transmettre. Cette
combinaison de deux CROC et d’une carte contrôleur constitue donc l’unité mini-
male pour l’électronique de lecture, autrement dit la FEM24. Une FEM regroupe 128
canaux au total. Le nombre de FEM par bras et par station est indiqué dans le ta-
bleau III.3. C’est FEM par FEM que les données sont enregistrées en parallèle par le
système d’acquisition des données de PHENIX, la DAQ25. Physiquement, une FEM
est logée dans un demi-chassis. Lorsque deux FEM occupent un chassis, l’une des
deux cartes contrôleur fonctionne en maître et l’autre en esclave : les données re-
cueillies par la carte esclave transitent par la carte maître ; cette dernière envoie donc
24FEM pour Front End Module
25DAQ pour Data AcQuisition
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à la DAQ les données de son esclave en plus de ses propres données. La Fig. III.17
résume l’interaction entre la DAQ et l’électronique de lecture des chambres. La DAQ
permet de synchroniser les opérations menées en parallèle par les FEM : la DAQ leur
transmet le signal de déclenchement, de fréquence élevée (plusieurs kHz), par l’in-
termédiaire du GTM26 ; en retour, les FEM renvoient les données aux DCM27. Les
parties de la DAQ impliquées après le DCM seront commentées dans la section III.6.
Nombre de FEM
Station MuTr Nord MuTr Sud
1 40 40
2 64 64
3 128 96
T. III.3: Nombre de FEM par bras et par station pour le MuTr. Une FEM est
l’unité minimale qui compose l’électronique de lecture du MuTr. Une FEM gère
128 canaux.
26GTM pour Granule Timing Module
27DCM pour Data Collection Module
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F. III.17: Chemin suivi par les signaux depuis les chambres jusqu’au système
d’acquisition. Les signaux analogiques, en provenance des chambres, arrivent au
niveau des CROC où ils sont pré-amplifiés par le CPA et mis en mémoire (par les
AMU). La DAQ transmet le signal de début de numérisation par l’intermédiaire
du GTM aux cartes contrôleur (notées CNTL sur le schéma). Celles-ci donnent
l’ordre de numérisation aux ADC des CROC, qui leur renvoient ensuite le résultat.
Chacune des deux cartes contrôleur collectent les données numérisées, mais seule
la carte maître les transmet au système de réception des données, le DCM.
Les signaux provenant du GTM (ou se dirigeant vers le DCM) transitent par fibre
optique, alors que ceux reçus (émis) par la carte contrôleur sont acheminés par
des fils de cuivre, d’où la nécessité d’une conversion « optique→cuivre » dite
GLink/CLink à leur interface.
Sur chaque carte contrôleur est placée une carte ArcNet. Les cartes ArcNet sont
reliées à un réseau de contrôle (lent). Elles ont de multiples fonctions : configu-
ration des CPA, des AMUADC, programmation du FPGA de la carte contrôleur,
moniteur de température et de tension électrique, RAZ des GLink.
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Étalonnage
L’étalonnage permet de relier la réponse de l’électronique de lecture à la charge
effectivement déposée sur la piste de cathode lue. Deux paramètres caractérisent cette
réponse : le gain et le piédestal associés à chaque canal. Pour les déterminer, plu-
sieurs séries d’impulsions électriques d’amplitude connue et croissante28 d’une série
à l’autre sont envoyées pour chaque gap sur quatre fils d’anodes spécialement dédiés
au calibrage (l’amplitude zéro permet de mesurer le piédestal). Ces fils d’anode sont
situés en bordure extérieure de chaque chambre, ce qui leur permet d’induire une
charge sur toutes les cathodes à la fois. Celles-ci sont lues par l’électronique, comme
présenté au paragraphe précédent. Les données recueillies sont ensuite analysées et
permettent d’extraire les gains relatifs et les piédestaux par canal. Ceux-ci sont en-
registrés dans une base de données en vue de leur utilisation future au cours de la
reconstruction. La Fig. III.18 donne une vue d’ensemble du système d’étalonnage du
MuTr.
III.5.2 L’identificateur de muons (MuID)
Plans non instrumentés
Le MuID est conçu dans le but de détecter efficacement les muons tout en fil-
trant les hadrons résiduels qui ont réussi à traverser l’absorbeur placé entre la région
d’interaction et le MuTr. Les muons n’interagissant que par l’intermédiaire de l’in-
teraction électromagnétique, ils traversent une épaisseur de matière bien plus impor-
tante que les hadrons. Ceci explique la structure du MuID, constitué de cinq couples
de plan non instrumenté (absorbeur) d’une épaisseur relativement grande d’acier ac-
compagné de « son » plan de détection, suivant la logique (absorption→détection,
absorption→détection, etc). Chaque MuID (Nord et Sud) est situé juste à l’arrière du
MuTr, après la plaque d’acier (de 30 cm d’épaisseur pour le Nord et 20 cm pour le
Sud) qui ferme l’abat-jour assurant le retour de champ magnétique. Le MuTr est lui-
même précédé de l’aimant central et du nez de l’abat-jour. L’aimant central, le nez
de l’abat-jour et cette plaque d’acier sont ainsi considérés comme le premier plan
d’absorption pour le MuID. Les quatre plans d’absorption suivants ont une épaisseur
variable : les deux premiers, plus proches de la région d’interaction, sont plus fins
(10 cm) par rapport aux deux derniers (20 cm). Ainsi, environ cinq longueurs d’in-
teraction de pion séparent la dernière station du MuTr du dernier plan de détection du
MuID. Typiquement, un muon produit au vertex primaire ne peut atteindre le MuID
que s’il possède une impulsion minimale d’environ 1, 5 GeV/c, alors que son im-
pulsion doit être d’au moins ∼ 2, 3 GeV/c pour qu’il puisse traverser entièrement le
MuID. Lorsque le MuID est utilisé comme système de déclenchement (MUIDLL1),
il se déchenche donc sur les muons d’impulsion élevée. Dans le tableau III.4 sont
reportées les valeurs de l’impulsion minimale nécessaire à un muon pour atteindre
les différents plans de détection.
28L’amplitude maximale est de 10 V.
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F. III.18: Système d’étalonnage de la réponse de l’électronique de lecture en
fonction des signaux en provenance des pistes de cathode du MuTr. Plusieurs élé-
ments de ce système sont les mêmes que ceux qui interviennent lors d’une prise
de données. On retrouve notamment le GTM qui, en plus de son rôle habituel de
contrôle de la numérisation des charges en communiquant avec le FPGA de la carte
contrôleur, commande également le module qui délivre les impulsions électriques
vers les anodes du MuTr. La réponse de l’électronique sur chaque canal lu (une
cathode) est collectée par la carte contrôleur et envoyée vers le DCM, comme dans
le cas d’une véritable prise de données. Les données collectées sont ensuite ana-
lysées pour en extraire les gains relatifs et les piédestaux par canal. Ceux-ci sont
stockés dans une base de données, en vue d’être utilisés lors de la recontruction.
Le MuID est terminé par un plan d’absorption solitaire (non accompagné d’un
plan instrumenté) de 20 cm d’épaisseur suivi à son tour, quelques mètres plus loin,
par un mur d’acier d’environ 120 cm d’épaisseur. Leur fonction est de protéger l’ar-
rière du MuID contre la pollution en particules29 issues d’interactions du faisceau
avec les parois du tube, ou encore avec le gaz ténu présent dans le tube lui-même (le
vide étant nécessairement imparfait). Cette pollution est particulièrement importante
lorsque le faisceau n’est pas suffisamment bien collimé et/ou lorsque la luminosité
est élevée. Maîtriser cette pollution s’avère indispensable pour réduire le taux de dé-
clenchement du MuID sur de faux muons de grande implusion. Notons que le taux
de déclenchement du MUIDLL1 est déjà si élevé en soi qu’il doit être utilisé en coïn-
29Il s’agit en majorité de neutrons lents de moins d’une dizaine de MeV d’énergie.
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Plan de Absorbeur pmin(0) (GeV/c)
détection MuID Nord MuID Sud MuID Nord MuID Sud
gap 0 20 cm Cu, 90 cm Fe 20 cm Cu, 80 cm Fe 1,63 1,49
gap 1 10 cm Fe 10 cm Fe 1,76 1,63
gap 2 10 cm Fe 10 cm Fe 1,90 1,76
gap 3 20 cm Fe 20 cm Fe 2,18 2,04
gap 4 20 cm Fe 20 cm Fe 2,45 2,31
T. III.4: Impulsion minimale pmin nécessaire à un muon pour atteindre un plan
de détection donné du MuID en fonction de l’épaisseur et de la nature de l’absor-
beur traversé. Elle est déterminée en intégrant l’équation de Bethe-Bloch décrivant
la perte d’énergie d’un muon qui traverse une épaisseur variable de fer (le cuivre
ayant été converti en épaisseur équivalente de fer). L’angle de pénétration des
muons considérés ici est de 0◦. À un angle θ quelconque, pmin(θ) = pmin(0)/cos(θ).
cidence avec le système de déclenchement de biais minimum BBCLL1. Les études
visant à déterminer l’origine de cette pollution ont été réalisées durant le Run 3,
conduisant à l’installation du mur d’acier peu avant le Run 4. Celui-ci a permis de
valider l’efficacité de la protection fournie par ce blindage. Le MUIDLL1 a donc pu
être utilisé en ligne lors des prises de données muons du Run 5.
Structure des plans de détection
Le MuID compte un total de cinq plans de détection nommés gaps, numérotés
de 0 à 4 (le gap 0 étant le plus proche de la région d’interaction et le gap 4 le plus
éloigné). Chaque gap est physiquement constitué d’un assemblage de six panneaux
de tailles différentes comme illustré par la Fig. III.19. Deux panneaux adjacents se
recouvrent partiellement pour réduire les pertes d’acceptance à leur jonction.
Les figures III.20 montrent la structure interne d’un panneau. Chaque panneau est
organisé en deux couches de « bi-packs » de tubes Iarocci, la première couche étant
orientée verticalement et la deuxième horizontalement. Comme son nom l’indique,
il faut une paire de tubes Iarocci pour former un bi-pack. Chacun dispose d’une ali-
mentation électrique séparée et ils sont légèrement décalés l’un par rapport à l’autre.
C’est une configuration judicieuse car elle permet d’accroître de manière très simple
la surface sensible et donc l’efficacité de détection ainsi que la résolution spatiale
par rapport à une superposition brute de tubes. Un bi-pack est également la plus pe-
tite unité du MuID qui sera vue par l’électronique de lecture, puisqu’un OU logique
est effectué entre le signal en provenance du premier tube et celui en provenance
du second. Un total de 3170 bi-packs de tubes Iarocci équipe chaque MuID (soit un
maximum de 326 bi-packs par gap et par orientation). Un tube Iarocci est constitué
de huit cellules, chacune faisant 9×9 mm2 de section. Au centre de chaque cellule se
trouve un fil d’anode en Cu-Be plaqué d’une fine couche d’or, orienté suivant l’axe
du tube et porté à haute tension ; la paroi interne de la cellule est revêtue de graphite
et fait office de cathode. Chaque cellule baigne dans un mélange gazeux de CO2 et
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F. III.19: Vue de face des six panneaux composant chaque plan instrumenté
du MuID. Les panneaux sont numérotés dans le sens inverse des aiguilles d’une
montre lorsque vus depuis le point d’interaction. Ils n’ont pas la même dimension
(et ne comptent donc pas le même nombre de bi-packs de tubes Iarocci). Les bords
de deux panneaux adjacents se chevauchent pour réduire les pertes d’acceptance
au niveau de leur jonction. Le faisceau passe par le carré central, inoccupé. Le
MuID est composé d’une alternance de cinq de ces plans avec des absorbeurs.
d’isobutane, la proportion d’isobutane pouvant s’élever jusqu’à 25%. Les tubes sont
utilisés en mode proportionnel. Seules les cathodes sont lues.
Performances
Typiquement, les tubes Iarocci opèrent en mode proportionnel avec les anodes
portées à une tension de ∼ 4500V, ce qui permet d’obtenir un gain d’environ 2.104.
Les tests en faisceau de pions et de muons30 ont permis de mesurer plusieurs para-
mètres-clefs du MuID. Le temps de dérive (60 ns) est largement inférieur à la période
qui sépare le croisement des paquets d’ions du faisceau (106 ns), ce qui autorise
l’utilisation du MuID comme système de déclenchement. L’efficacité de détection de
muons de 1.8−2.5 GeV/c d’impulsion par les bi-packs est en moyenne de 97%. Pour
le MuID Sud, le taux de fausse identification de pions de grande impulsion (produits
à près de 5 GeV/c au niveau de la région d’interaction) est de 4% (sans compter les
désintégrations par interaction faible du pion en muon). Ceci donne un pouvoir de
30Ces tests ont été réalisés au KEK en utilisant les mêmes types et agencements de tubes Iarocci et
d’absorbeurs en acier que pour le MuID. Les faisceaux de pions ou de muons d’impulsion comprise
entre 1 et 4 GeV/c sont produits en bombardant une cible avec des protons de 12 GeV.
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(a) Photographie d’un tube Iarocci nu
(sans son emballage de PVC). Chaque
tube est constitué de huit cellules.
(b) Vue en coupe d’un bi-pack du MuID, composé
de deux tubes Iarocci orientés de la même manière
et décalés l’un par rapport à l’autre d’une demi-
cellule pour gagner en redondance et en efficacité.
Au centre de chaque cellule figure un fil d’anode.
La paroi interne sert de cathode.
(c) Vue éclatée d’un panneau du MuID, constitué
d’un bi-pack orienté horizontalement et d’un autre
orienté verticalement. L’ensemble est rendu soli-
daire grâce à un encadrement en aluminium.
F. III.20: Structure d’un panneau du MuID.
rejet total de 3.10−4 lorsque le MuID est combiné aux absorbeurs en amont du MuTr,
c.-à-d. l’aimant central et le nez de l’abat-jour.
Électronique de lecture
Au sein d’un bi-pack, un OU logique est effectué entre les signaux en provenance
des huits cellules du premier tube et ceux en provenance du second, de sorte qu’un bi-
pack est équivalent à un canal de lecture (donc équivalent à un bit une fois numérisé).
Chaque panneau du MuID comporte un amplificateur vers lequel sont dirigés les
signaux en sortie de chaque bi-pack (amplification d’un facteur 150). Cette étape
est nécessaire pour remédier à l’atténuation qui sera subie par la suite, le long du
trajet qui mène aux modules électroniques en charge de la numérisation (ce trajet
fait 30 m). Les signaux analogiques ainsi obtenus cheminent jusqu’aux chassis où
est logée l’électronique de lecture (FEE) et ils y sont re-synchronisés. Un chassis
prend en charge la totalité des signaux issus d’un bras pour une des deux orientations
(verticale ou horinzontale). Un chassis abrite une FEM qui contrôle 20 cartes de
lecture, les ROC31. Chaque ROC prend en charge jusqu’à 96 canaux, à raison d’un
canal par bi-pack. Ainsi, la FEM distribue aux ROC l’horloge de PHENIX (fournie
31ROC pour ReadOut Card
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(a) Composants et flots de données gérés par une FEM du MuID.
(b) Correspondance entre les ROC (H0 à H3) et l’emplacement physique des bi-
packs (H0 à H58) sur un gap selon l’orientation horizontale. Notons que les bi-
packs portant le même numéro sont situés à la même ordonnée y. Les ROC de
la même couleur dans les cinq gaps d’un bras sont reliées à un même module du
MUIDLL1.
F. III.21: Organisation de l’électronique de lecture pour un bras et une orienta-
tion pour le MuID.
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par les GTM aux FEM), réglée sur la période de croisement des paquets d’ions du
faisceau, et collecte les signaux numérisés par chaque ROC à chaque fois que cela est
requis par le système d’acquisition de PHENIX. Chaque ROC amplifie (d’un facteur
trois) les signaux analogiques qu’elle reçoit, rejette les signaux dont l’amplitude est
inférieure à 90 mV (attribués en majorité au bruit), puis elle numérise et met en
mémoire le reste des signaux. Les signaux numérisés sont envoyés vers le système
de déclenchement en ligne de niveau 1 associé, le MUIDLL1 (via une connection
optique), et vers la FEM dont dépend la ROC. La FEM rassemble les informations
glanées au niveau de chaque ROC en un seul paquet qui est envoyé en bloc vers les
DCM du système d’acquisition de PHENIX.
Le fonctionnement de l’électronique de lecture ainsi que la correspondance phy-
sique entre une ROC et les bi-packs dont elle a la charge est résumé sur les deux
parties du schéma III.21. Celui-ci met en valeur plusieurs informations importantes.
Une ROC s’occupe en tout et pour tout des signaux issus des bi-packs appartenant à
un gap selon une orientation. Mieux encore : l’ordre selon lequel les câbles issus des
bi-packs est branché dans une ROC détermine l’ordonnancement des données reçues
par le MUIDLL1 (et le DCM). Cette correspondance est la base sur laquelle re-
pose l’implémentation matérielle (hardware) de l’algorithme du MUIDLL1. Comme
nous le verrons dans le chapitre IV (section IV.1.1), l’algorithme du MUIDLL1 ef-
fectue pour l’essentiel des combinaisons logiques entre les données en provenance
des ROC. À la lumière de ce qui vient d’être dit, ces combinaisons logiques sont
en fait des combinaisons entre hits en provenance de parties géométriques parfai-
tement identifiées du MuID. Un prélude indispensable à une simulation (software)
correcte du MUIDLL1 passera donc par la connaissance de la correspondance entre
le rang32 occupé par un bit particulier dans le paquet de données reçu par le DCM et
l’emplacement physique du bi-pack dans le MuID (bras, orientation, gap, panneau,
numéro du bi-pack dans ce panneau). Cette correspondance constitue une partie des
informations de ce qui sera dénomé ultérieurement « cartographie du MUIDLL1 ».
32Une FEM lit ses 20 ROC l’une à la suite de l’autre, à raison de 6 mots de 16 bits par ROC. L’ordre
de lecture des ROC détermine donc l’ordre des mots. Pour arriver à une ROC, chaque mot a été véhiculé
par un câble qui réunit chacun des bits en provenance de 16 bi-packs. L’ordre des connections sur une
ROC définit donc l’ordre des bits dans un mot et l’ordre des mots dans le groupe de 6 mots traités par la
ROC. L’emplacement physique des bi-packs connectés câble par câble à la ROC est connu. Au final, on
peut donc associer le numéro d’un mot, le numéro du cable reliant le bi-pack et la ROC, le numéro de la
ROC, le numéro du bi-pack et sa localisation (bras, orientation, gap, panneau). Toutes ces informations
sont contenues dans la cartographie du MUIDLL1.
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III.6 Système d’acquisition des données
Ainsi que nous l’avons vu de manière détaillée pour le MuTr et le MuID, chaque
sous-détecteur de PHENIX est équipé d’une électronique de lecture qui lui est propre,
la FEE. Elle a pour vocation de mettre dans un format standard les réponses du sous-
détecteur et constitue par là l’interface entre les sous-détecteurs et le système d’ac-
quisition (cf. Fig. III.22). La FEE vit au rythme de l’horloge de PHENIX, réglée sur
la période de croisement des paquets d’ions du faisceau : toutes les 106 ns, elle lit
tous les canaux du sous-détecteur et enregistre les signaux dans les mémoires tam-
pons locales. Le signal d’horloge est fourni par les GTM, qui permettent donc à tous
les sous-détecteurs d’opérer de manière synchrone. Pour chaque instantané de la ré-
ponse des sous-détecteurs ainsi obtenu, la DAQ doit encore décider si l’événement est
intéressant et mérite d’être enregistré sur disque. Pour cela, quelques sous-détecteurs
pourvus d’une électronique rapide (typiquement le ZDC, le BBC et le MuID) com-
muniquent leur réponse à la DAQ ; ils sont donc considérés comme des systèmes
de déclenchement locaux de premier niveau (LL133). Les différentes réponses sont
assemblées pour former le système de déclenchement global de PHENIX (GL134).
Lorsqu’au moins une condition de niveau 1 est satisfaite, le GL1 active les GTM,
qui, à leur tour, demandent aux FEE d’envoyer la réponse des sous-détecteurs qui
correspond à l’événement pour lequel la condition a été remplie. La mémoire tampon
des FEE peut en effet stocker un certain nombre d’événements successifs, quatre par
exemple pour le MuTr. Chaque FEE collecte les signaux numérisés du sous-détecteur
auquel elle est associée, puis renvoie le tout sous forme d’un « paquet » aux DCM de
la DAQ. L’en-tête du paquet permet d’identifier le sous-détecteur. Les DCM s’em-
ploient à supprimer en ligne les piédestaux35 des signaux, selon un algorithme propre
à chaque sous-détecteur. Un algorithme basique de détection d’erreur est aussi appli-
qué. Les données sont ensuite envoyées vers l’Event Builder (SEB36 et ATP37 sur le
schéma), qui les rassemble pour former un événement complet. C’est à cette étape
que les algorithmes des systèmes de déclenchement de niveau 2 peuvent être utili-
sés. Enfin, les événements sont stockés d’abord sur disque puis archivés sur bande
magnétique, et ce dans le format de base de PHENIX, le format PRDFF ou PHE-
NIX Raw Data Format File.
33LL1 pour Local Level 1
34GL1 pour Global Level 1
35C’est la zero suppression.
36SEB pour Sub Event Buffer
37ATP pour Assembly Trigger Processors
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F. III.22: Vue d’ensemble du système d’acquisition de données (DAQ) de PHE-
NIX. Pour plus de détails, se référer au texte.
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IV
Réduction, reconstruction des
données et extraction du signal
Le Run 5 Cu + Cu a bénéficié d’une grande luminosité. En raison de la limita-
tion de la bande passante et de la rareté du type d’événement recherché J/ψ→ µ+µ−,
deux systèmes de déclenchement dédiés (associés au MuID et au MuTr) ont été appli-
qués en cascade. Ils permettent d’enrichir le lot d’événements étudiés en candidats
J/ψ et de réduire considérablement le volume de données à reconstruire. Une sé-
lection supplémentaire, fondée sur le statut matériel du détecteur, est aussi réalisée
avant la reconstruction. Ce chapitre décrit ces différentes étapes, ainsi que les perfor-
mances, efficacité et pouvoir de rejet, de ces deux systèmes de déclenchement. Nous
y détaillons aussi les coupures appliquées et les méthodes d’extraction du signal.
IV.1 Sélection des données
Les premiers runs d’une prise de données sont consacrés à diverses mises au
point, tant au niveau du faisceau qu’au niveau des différents détecteurs. Le Run 5
Cu + Cu à
√
sNN = 200 GeV n’échappe pas à cette règle. Ce n’est que quinze
jours après les premières collisions du Run 5 que commence la période de prise de
données pour la physique. Celle-ci dure près de 48 jours durant lesquels PHENIX
voit1 quelques 8, 6×109 événements de biais minimum BBCLL1, soit une luminosité
de 3, 06 nb−1. En raison de la limitation de la bande passante, seuls 1, 1× 109 d’entre
eux sont effectivement enregistrés sur disque. Comme le signal recherché est du type
J/ψ→ µ+µ−, c’est plutôt sur un sous-ensemble de ce lot d’événements que l’analyse
est conduite. Les événements retenus passent plusieurs systèmes de déclenchement
optimisés pour la détection du J/ψ dans le canal muonique :
1Seuls les événements pour lequel la position du vertex satisfait |zvtx| < 37 cm figurent dans ce
décompte. Notons également que le nombre d’événements pour lesquels les hautes tensions du MuID
ont été activées est plus faible (la luminosité équivalente est de 2, 83 nb−1). En effet, en début de vie, le
faisceau est moins bien collimé ; il en résulte un bruit de fond important et potentiellement générateur
de courant trop intense pour les tubes Iarocci du MuID.
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– les événements sélectionnés doivent être pourvus d’une paire de muons qui ont
« allumé » le système de déclenchement de niveau 1 associé au MuID c.-à-d.
le MUIDLL1 (utilisé en ligne pour la première fois durant le Run 5) ;
– ces événements doivent aussi satisfaire les conditions du système de déclen-
chement de niveau 2 associé au MuTr c.-à-d. le MuTr-Lvl2 (utilisé hors ligne,
lors d’une reconstruction rapide, et pour la première fois durant le Run 5).
Le filtrage additionnel réalisé par le système de déclenchement de niveau 2 du MuTr
n’est pas indispensable en soi, mais ceci s’est révélé très pratique. Bien qu’effectué
hors ligne, le filtrage est rapide et le taux de rejet élevé : reconstruire les seuls évé-
nements qui ont passé les filtrages successifs de niveaux 1 et 2 est bien plus bref.
En conséquence, les événements reconstruits sont disponibles presque en temps réel
pour l’analyse. Pour fixer les idées, voici quelques ordres de grandeur sur l’évolution
du volume des données : le volume de départ est d’environ 173 Tb (données de biais
minimum) et passe à 50 Tb à l’issue du MUIDLL1, puis à 2, 5 Tb à la sortie du fil-
trage par le MuTr-Lvl2. La reconstruction est opérée sur ce lot réduit et aboutit à un
volume d’environ 500 Mb.
Une troisième et dernière sélection est opérée avant de débuter l’analyse pro-
prement dite : il reste à amputer le sous-ensemble d’événements obtenu à l’issu du
MUIDLL1 et du MuTr-Lvl2 des périodes où le statut matériel du détecteur n’était
pas satisfaisant.
Les sections ci-après décrivent chacune de ces trois étapes dans la sélection des
données.
IV.1.1 Filtrage via le système de déclenchement de niveau 1 associé au
MuID
Le MUIDLL1 étant un système de déclenchement en ligne, il doit être conforme
aux spécifications de PHENIX. Il doit notamment être capable de traiter chaque croi-
sement de paquets d’ions du faisceau et de livrer sa décision en moins de 40 coups
d’horloge de PHENIX, soit environ 4 µs. Enfin, il doit sélectionner les événements
«muon » intéressants.
Plusieurs éléments indiquent qu’il est possible, techniquement, d’associer un sys-
tème de déclenchement au MuID :
– Le temps de réponse d’un tube Iarocci, caractérisé par le temps de dérive
(60 ns), est largement inférieur à la période qui sépare le croisement des pa-
quets d’ions du faisceau (106 ns).
– La faible granularité du MuID implique un nombre relativement peu élevé de
canaux à traiter par l’électronique de lecture.
– La structure du MuID (alternance de plans d’absorption et de plans de dé-
tection) conduit à sélectionner en grande majorité des muons, et ce avec une
impulsion minimale qui dépend de la profondeur d’absorbeur traversée avant
la détection. Parmi les traces laissées dans le MuID, la proportion de pions par
rapport aux muons est de 3.10−4. Pour un muon produit au vertex, l’impulsion
minimale requise pour atteindre le premier plan de détection (gap 0) du MuID
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est de ∼ 1, 5 GeV/c ; elle est de ∼ 2, 3 GeV/c pour atteindre le dernier plan
(gap 4).
Description du MUIDLL1 : les critères requis
La partie « décision » du MUIDLL1 se fonde sur le nombre et la profondeur
des routes laissées par les présumés muons dans le MuID. Chaque bras et chaque
orientation au sein d’un bras sont traités de manière indépendante. Durant le Run 5
Cu + Cu à
√
sNN = 200 GeV, un événement a déclenché le MUIDLL1 dans un
bras donné lorsque deux routes dites Deep sont trouvées dans le MuID. Pour qu’une
route soit déclarée Deep, ses coups constitutifs dans le MuID doivent simultanément
remplir les conditions suivantes :
– le gap 0 ou le gap 1 a été touché ;
– le gap 3 ou le gap 4 a été touché ;
– un nombre N minimal de gaps ont été touchés.
Autrement dit, l’absence de coup dans un gap est autorisée (ce qui est interdit,
c’est l’absence de coup dans deux gaps consécutifs). Ceci permet de ne pas être
handicapé par l’efficacité inférieure à l’unité d’un panneau du MuID (canoniquement
∼ 97%).
En essayant de parcourir tous les cas autorisés par les conditions ci-dessus, il
apparaît que pour N = 3 et N = 4, une route Deep atteint au minimum le quatrième
et avant-dernier gap du MuID.
Les événements du Run 5 Cu + Cu à
√
sNN = 200 GeV ont été sélectionnés sur
la base d’une coïncidence entre le BBCLL1 et le MUIDLL1. La première moitié de
la luminosité a été recueillie avec une condition de N = 4 gaps touchés au mini-
mum sur 5 ; la deuxième moitié avec N = 3. Ceci définit deux périodes de prises de
données, désormais nommées MUIDLL1 4/5 et MUIDLL1 3/5. C’est notamment
notre évaluation du taux de rejet et de l’efficacité de détection du J/ψ → µ+µ−
pour ces deux conditions qui a justifié l’abandon du MUIDLL1 4/5 au profit du
MUIDLL1 3/5, la perte en efficacité étant trop importante alors que le gain en pou-
voir de rejet restait modeste (cf. section IV.1.3 sur le taux de rejet et l’efficacité, ainsi
que la section V.3.2 du chapitre traitant des acceptances et efficacités).
Algorithme du MUIDLL1 : recherche et validation de route
Voyons à présent à quoi ressemble l’implémentation (hardware2 en l’occurence)
du MUIDLL1. Il est utile de la connaître car les simulations qui permettront d’évaluer
son taux de rejet et son efficacité doivent coller au plus près de la réalité, autrement
dit l’algorithme implémenté de manière software se doit d’être une stricte émulation
du modèle hardware.
Pour chaque bras, les modules électroniques où est implémenté l’algorithme du
MUIDLL1 reçoivent directement les signaux des cartes ROC d’acquisition du MUID
qui, à chaque événement, récupèrent et numérisent la réponse des bi-packs de tubes
2L’algorithme est reprogrammable à volonté puisqu’il est implémenté sur un FPGA.
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Iarocci. Un bi-pack est équivalent à un bit d’information. L’origine de chaque bit de
donnée reçu par le MUIDLL1 est donc parfaitement connue (ROC, câble reliant ROC
et bi-pack, identité et localisation du bi-pack) et est implicite dans la manière dont
le câblage ROC-MUIDLL1 a été réalisé. Pour l’essentiel, en fonction de la place du
bit dans le paquet de données reçu, l’algorithme du MUIDLL1 se résume à plusieurs
séries d’opérations booléennes bit à bit qui sont effectuées en parallèle. Chaque série
dépend d’un nombre très limité de bi-packs : 13 bi-packs dans l’implémentation ac-
tuelle du MUIDLL1, soit un bi-pack dans le gap 0, et trois bi-packs dans chacun des
quatre autres gaps. Cet ensemble forme un symset. L’algorithme de validation d’une
route Deep tel qu’il est décrit précédemment est en fait exécuté au niveau de chaque
symset selon chaque orientation (cf. Fig. IV.1) et ne forme que la deuxième partie de
l’algorithme du MUIDLL1. Le fait que cette validation soit exécutée pour tous les
symsets implique que les perfomances en terme de vitesse d’exécution du MUIDLL1
sont insensibles au nombre de routes par événement, c.-à-d. à la multiplicité par évé-
nement.
F. IV.1: Algorithme du MUIDLL1 au niveau d’un symset. Un symset est consti-
tué de 13 bi-packs logiques appartenant aux différents gaps du MuID. Pour le
gap 0, seul le bi-pack central fait partie du symset. Pour tous les autres gaps, le
bi-pack central et les bi-packs plus proches voisins (dans l’espace des indices) font
partie du symset. N est le nombre minimal requis de gaps touchés : N = 4 ou N = 3
au cours du Run 5.
Toute l’astuce du MUIDLL1 réside dans le choix des bi-packs qui font partie d’un
symset : c’est en cela que consiste la première partie de l’algorithme du MUIDLL1.
– En raison de l’absence de champ magnétique dans le MuID, la trajectoire la
plus probable d’une particule qui entre dans le MuID est une ligne droite3
3Nous oublions ici les diffusions multiples qui peuvent se produire à la rencontre des plans d’ab-
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qui pointe vers le vertex. Il convient donc de rechercher des coups dans une
fenêtre angulaire étroite autour de cette direction. L’ouverture angulaire est
définie de manière locale : vu la faible granularité du MuID, à un gap donné,
cette fenêtre angulaire est équivalente à un bi-pack de part et d’autre du bi-pack
a priori touché le long de cette ligne droite. Ce dernier est dénommé « bi-pack
central », les deux autres sont ses bi-packs « satellites ».
– L’algorithme du MUIDLL1 ne se soucie que des bi-packs « logiques ». Pour
un gap donné, un bi-pack logique d’ordonnée y, orienté horizontalement, est
obtenu en effectuant un OU logique entre tous les bi-packs orientés horizonta-
lement et physiquement situés à la même ordonnée y pour ce gap. De même
définit-on un bi-pack logique d’abscisse x orienté verticalement. En fait, un
muon pénétrant selon un angle donné dans le MuID allume un bi-pack lo-
gique dans chaque orientation. Utiliser des bi-packs logiques permet donc une
grande économie (un facteur ∼ 3) en termes de câblage entre les ROC et le
MUIDLL1. Par la suite, les bi-packs dont il sera question sont uniquement des
bi-packs logiques.
– Considérons les bi-packs orientés horizontalement (le raisonnement est le même
pour l’orientation verticale). Pour chaque gap, les bi-packs sont « empilés» les
uns au-dessus autres et ont donc une ordonnée y croissante. Un bi-pack par
gap est touché par la trajectoire la plus probable, c.-à-d. la ligne droite de
pente dy/dz. L’ensemble des bi-packs touchés ont ainsi un point commun : ils
sont situés au même dy/dz. Par conséquent, seuls les bi-packs de même dy/dz
sont concernés par la recherche d’une route idéale (une ligne droite) de pente
dy/dz par le MUIDLL1. Ceci est illustré par la Fig. IV.2. Ces bi-packs sont
donc étiquetés4 avec le même indice i. Dans le cas d’une route plus réaliste,
la recherche de coups s’effectue dans une petite fenêtre angulaire. Il faut donc
inclure à la fois les bi-packs centraux et les bi-packs satellites. L’ensemble
constitue un symset, ainsi nommé car les bi-packs qui en font partie ont des
indices symétriques : chaque bi-pack de part et d’autre du bi-pack central d’in-
dice i porte l’indice i±1. Un symset peut donc être considéré comme un candi-
dat éligible au statut de route pour le système de déclenchement. La recherche
de route est ainsi effectuée de manière indépendante pour chaque orientation.
En résumé, pour chaque bras et chaque orientation, une fois que tous les bi-
packs ont été étiqueté avec un indice en fonction de leur position, l’algorithme du
MUIDLL1 consiste à (i) générer un symset pour chaque bi-pack du gap 0, (ii) voir
sorption du MuID. En effet, ces diffusions multiples peuvent être considérées comme négligeables sauf
sur le dernier gap atteint par la particule. Comme le MUIDLL1 est conçu pour se déclencher sur des
routes Deep, donc sur des muons de grande impulsion, on peut considérer qu’il n’y a quasiment pas de
diffusion multiple tout au long de la traversée du MuID. Il n’est donc pas nécessaire de chercher des
coups dans une grande fenêtre angulaire autour de la trajectoire la plus probable, c.-à-d. la ligne droite.
4En pratique, l’algorithme du MUIDLL1 attribue les indices de sorte que chacun étiquette un
unique bi-pack logique dans le gap 0. Chaque indice correspond donc à la valeur de dy/dz au centre de
chaque bi-pack appartenant au gap 0, autrement dit dy/dz est en quelque sorte quantifié. Aussi, pour
les autres gaps, un indice peut correspondre à de multiples bi-packs logiques car le même nombre de
bi-packs logiques, couvrant une même extension spatiale dy, se retrouvent à un dz de plus en plus grand.
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F. IV.2: Exemple montrant les bi-packs logiques touchés le long de la trajectoire
la plus probable d’un muon issu du vertex et le symset correspondant (en rouge).
si chaque symset constitue une route valide, (iii) vérifier qu’une route n’a pas été
comptée deux fois en éliminant les symsets contigus, (iv) compter le nombre de routes
Deep. La décision d’accepter l’événement peut ensuite être prise. C’est le cas si deux
routes Deep sont effectivement trouvées dans un bras pour chaque orientation.
Dans la version software, l’émulateur du MUIDLL1 reproduit à l’identique les
étapes (i) à (iv). Cependant, il ne dispose en entrée que des données telles qu’elles
sont empaquetées par le système d’acquisition de PHENIX (sous forme de PRDFF)
ou sous le format réduit de DST5 où figurent les coups dans le détecteur. Pour qu’elles
soient utilisables par le MUIDLL1, il faut donc lui fournir au préalable une sorte
de pierre de Rosette, la « cartographie du MUIDLL1 ». Celle-ci n’est autre qu’une
liste exhaustive des bi-packs physiques du MuID avec les informations suivantes :
bras, orientation, gap, panneau, identité de la ROC, numéro du mot dans le paquet
de données, numéro du bit dans le mot, numéro du bi-pack sur le panneau, indice
étiquetant le bi-pack.
5DST pour Data Summary Tape
94
Sélection des données
Problème matériel rencontré dans le bras Nord
Durant le Run 5 Cu + Cu à
√
sNN = 200 GeV, nous avons eu un dysfonctionne-
ment relatif du MUIDLL1, au niveau de la recherche des primitives pour les routes
dans le bras Nord du MuID et ce pour l’orientation verticale uniquement. La perte
d’efficacité fut estimée en comparant les réponses (connues) du MUIDLL1 et celles
de l’émulateur du MUIDLL1 sur des événements du même lot de données réelles.
Elle correspond à un facteur de correction de (81.5 ± 3)%.
Nous avons finalement identifié la source de ce dysfonctionnement comme étant
une paire de câbles permutés au niveau de deux cartes électroniques d’acquisition
(ROC) du MuID, en charge de la lecture de bi-packs suivant l’orientation verticale
et placés sur le dernier gap du bras Nord. Nous avons répercuté cette permutation
en utilisant une nouvelle cartographie du MUIDLL1 et vérifié que l’émulateur du
MUIDLL1 reproduisait effectivement le comportement en ligne du MUIDLL1. Les
taux de rejet et efficacités du MUIDLL1 reportés dans la section IV.1.3 sont estimés
en utilisant cette nouvelle cartographie du MUIDLL1 lors des simulations.
IV.1.2 Filtrage via le système de déclenchement de niveau 2 associé au
MuTr
Les événements de biais minimum du Run 5 Cu + Cu à
√
sNN = 200 GeV qui ont
passé avec succès le MUIDLL1 sont ensuite sélectionnés via le le système de déclen-
chement associé au MuTr, le MuTr-Lvl2. À l’inverse du MUIDLL1, le MuTr-Lvl2 est
entièrement écrit de manière software, ce qui permet de tourner avec exactement le
même algorithme/code informatique sur les données réelles comme sur les données
simulées.
Le MuTr-Lvl2 [111] fonde ses décisions sur les traces trouvées dans le MuTr et
associées à une paire de muons, lesquels doivent être issus préférentiellement d’un
J/ψ. La recherche des traces ne peut débuter que si le MuTr-Lvl2 a connaissance des
routes induites par les muons dans le MuID : ces routes sont projetées dans le MuTr
pour y circonscrire les régions où sont recherchés les coups constitutifs des traces.
Un prélude nécessaire : trouver des routes dans le MuID
La recherche de routes dans le MuID est effectuée selon un algorithme quasi
identique à celui du MUIDLL1, en ce sens qu’il procède aussi par symset. La dif-
férence est que les symsets considérés comptent un plus grand nombre de bi-packs
(85 bi-packs, cf. Fig. IV.3). De plus, les routes à une dimension, c.-à-d. trouvées selon
chaque orientation (verticale ou horizontale), sont combinées pour former une route
à deux dimensions si les conditions suivantes sont satisfaites :
– en comparant les deux routes unidimensionnelles, le dernier gap atteint ne
diffère pas de plus d’une unité (la profondeur attribuée à la route à deux di-
mensions est celle de la route unidimensionnelle qui pénètre le plus loin dans
le MuID) ;
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– la route à deux dimensions totalise un minimum de huit coups sur les 5 gaps×2
orientations ;
– la route à deux dimensions doit parvenir jusqu’au dernier gap du MuID (gap 4).
Une telle route est dite Deep (notons que la définition donnée et utilisée ici est
différente de la définition donnée précédemment pour le MUIDLL1).
La route obtenue est ajustée selon une droite pour, en particulier, en tirer la pente.
Pour que cette route soit considérée ultérieurement par le MuTr-Lvl2, il faut que
l’angle défini par la pente soit supérieur à 12◦ : ceci permet de contrôler que la route
aboutira dans le volume de détection du MuTr une fois qu’elle y sera projetée.
F. IV.3: Bi-packs membres d’un symset pour la recherche de route dans le MuID
effectuée préalablement au MuTr-Lvl2.
Algorithme du MuTr-Lvl2 : recherche et validation de traces dans le MuTr
Chaque route (à deux dimensions) valide trouvée dans le MuID est projetée vers
le deuxième et dernier gap6 de la station 3 du MuTr. Notons θ l’angle polaire et ϕ
l’angle azimutal. Dans une fenêtre7 en (θ, ϕ) = (3◦, 10◦) autour de la position obtenue
sont réalisées les opérations suivantes :
6Ainsi que nous l’avons vu dans le chapitre III, un gap du MuTr est défini par un plan d’anodes
pris en sandwich entre deux plans de pistes de cathodes. Lors du passage d’une particule chargée, une
charge induite est déposée, dans la majorité des cas, sur trois pistes consécutives lues.
7La taille optimale de la fenêtre angulaire a été déterminée à l’aide de simulations.
96
Sélection des données
– Un groupe de pistes de cathodes adjacentes touchées, définissant un aggré-
gat, est recherché pour chacun des deux plans de cathodes formant le gap.
Un simple barycentre des charges collectées sur les pistes adjacentes est uti-
lisé pour connaître la position à deux dimensions du coup sur chaque plan de
cathode : la coordonnée longitudinale z du plan est fixée, alors que les coor-
données x et y sont liées et décrivent une droite parallèle à la direction des
pistes de cathode. Rappelons que la direction des pistes du premier plan forme
un angle stéréoscopique avec celle du deuxième plan. Aussi obtient-on la posi-
tion à trois dimensions (x, y, z) du coup pour ce gap en combinant les positions
à deux dimensions issues de chaque plan.
– Chaque coup ainsi trouvé dans cette fenêtre angulaire est associée à la route et
défini une trace distincte.
– Si aucun coup n’est présent dans ce gap, le même procédé de recherche est
appliqué au gap précédent de la station 3.
Chaque trace ainsi trouvée est alors projetée vers la station 2. Dans une fenêtre
en (θ, ϕ) = (2◦, 10◦) plus étroite autour de la position obtenue, les mêmes opérations
que ci-dessus sont conduites pour le troisième et dernier gap de la station 2. Chaque
coup trouvé y définit là encore une trace distincte, composée de (i) la route dans le
MuID à partir de laquelle l’algorithme a démarré, (ii) du coup dans la station 3 et (iii)
de ce nouveau coup. Dans le cas contraire, si aucun coup n’est trouvé, la recherche
se poursuit dans le deuxième gap. Si le résultat est à nouveau négatif, la recherche se
termine dans le premier gap.
Les informations disponibles pour chaque trace relevée permettent de calculer
l’angle de la trace par rapport à l’axe du faisceau et la déflexion azimutale due au
champ magnétique subie entre la station 2 et la station 3. Ces deux paramètres per-
mettent d’évaluer rapidement l’impulsion au vertex à partir d’une table de correspon-
dance. La trace est rejetée si cette impulsion est inférieure à la valeur minimale de
1, 5 GeV/c requise pour qu’un muon produit au vertex puisse franchir l’absorbeur et
ainsi accéder du MuTr. Le sens dans lequel la déflexion est parcourue permet aussi
d’attribuer le signe de la charge portée par le muon.
Les traces associées à des routes différentes dans le MuID sont ensuite combi-
nées par paires (sans restriction sur la charge portée par chaque muon). À chaque
paire correspond un angle d’ouverture ∆θ et une masse invariante ∆m. Une paire est
acceptée si ∆θ ≥ 19.2◦ et ∆m ≥ 2 GeV/c2.
IV.1.3 Comparaison des performances du MUIDLL1 et du MuTr-Lvl2
Taux de rejet
Le taux de rejet R ≥ 1 d’un système de déclenchement est défini comme le rap-
port entre le nombre total d’événements sur le nombre d’événements acceptés par ce
système de déclenchement. Ainsi, plus R est élevé, plus le système de déclenchement
est sélectif.
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Taux de rejet du MUIDLL1. – Nous avons évalué le taux de rejet du MUIDLL1 à
partir des réponses de l’émulateur du MUIDLL1 sur les données de biais minimum
du Run 5 Cu + Cu, et ce pour les deux périodes MUIDLL1 4/5 et MUIDLL1 3/5
correspondant aux deux conditions requises sur le nombre minimal de plans de me-
sure touchés du MuID. En vue d’évaluer le taux de rejet moyen par période, nous
avons pris trois runs différents pour chaque période, correspondant environ au dé-
but, au milieu et à la fin, soit un total de 123 mille (118 mille) événements pour
le MUIDLL1 4/5 (3/5). Les résultats obtenus sont reportés dans le tableau IV.1.
En adoptant le MUIDLL1 3/5 au détriment du MUIDLL1 4/5, nous avons ainsi de
l’ordre de trois fois moins de pouvoir de rejet.
Ce tableau montre également que le taux de rejet est plus élevé dans le bras Nord
que dans le bras Sud. Ceci est dû à la différence d’épaisseur totale d’absorbeur en
amont du gap 0 du MuID (cf tableau III.4 page 82). À profondeur de pénétration
égale dans le MuID, cette différence implique une sélection plus rigoureuse des di-
muons par le MUIDLL1 et par le MuTr-Lvl2 dans le bras Nord : chacun des muons
doit avoir une impulsion minimale plus élevée dans le Nord que dans le Sud pour
être déclaré Deep. De cette condition plus stricte résulte un meilleur pouvoir de rejet
dans le bras Nord.
Taux de rejet
Système de déclenchement bras Sud bras Nord
MUIDLL1 4/5 441 564
MUIDLL1 3/5 157 172
MuTr-Lvl2 1783 2313
T. IV.1: Taux de rejet du MUIDLL1 et du MuTr-Lvl2 sur des données de biais
minimum du Run 5 Cu + Cu (la position du vertex a été limitée à l’intervalle
|zvtx| < 30 cm). L’erreur statistique est négligeable (inférieure au pourcent).
Taux de rejet du MuTr-Lvl2. – Un total de 257 mille événements de biais mini-
mum du run 152099 ont été utilisés pour mesurer le taux de rejet du MuTr-Lvl2
(cf. tableau IV.1). Celui-ci possède un pouvoir de rejet environ quatre à treize fois
plus élevé que le MUIDLL1 (selon qu’il s’agisse du 4/5 ou du 3/5). Ainsi apparait
pleinement l’intérêt de filtrer les données avec le MuTr-Lvl2 avant la reconstruction,
puisque celui-ci diminue de manière conséquente le volume de données et donc le
temps alloué à la reconstruction.
Efficacité
Les performances d’un système de déclenchement ne se mesurent pas seulement
à son taux de rejet mais aussi à son efficacité sur le signal recherché. En général, ces
deux grandeurs sont anti-corrélées.
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L’efficacité est évaluée comme la fraction de J/ψ Monte Carlo reconstructibles,
insérés dans des données réelles, qui ont allumé le système de déclenchement. Le
choix de J/ψMonte Carlo reconstructibles permet de ne cibler, par définition, que les
J/ψ générés par simulation dont les muons de désintégration sont dans l’acceptance
géométrique des bras muons et qui laissent des hits dans le MuID/MuTr remplissant
toutes les conditions imposées par l’algorithme de reconstruction (cf. section IV.2.3).
Ce choix permet de s’affranchir de l’efficacité de l’algorithme de reconstruction pour
ne s’intéresser qu’aux systèmes de déclenchement. Quant à la nécessité d’enchâsser
les J/ψ Monte Carlo dans des données réelles, elle est dictée par la volonté de re-
produire au mieux l’environnement à haute multiplicité des collisions d’ions : nous
obtenons ainsi la réponse des systèmes de déclenchement dans des conditions très
réalistes. Les efficacités respectives du MUIDLL1 (sur les deux périodes 4/5 et 3/5)
et du MuTr-Lvl2 ont été mesurées de cette manière à partir du même échantillon
de 16 mille de J/ψ Monte Carlo reconstructibles insérées dans des données de biais
minimum issues du run 152099.
Efficacité du MUIDLL1. – Le MUIDLL1 est utilisé en ligne et en temps réel, lors
de la prise de données. Aussi faut-il redoubler de prudence quant au choix des condi-
tions de déclenchement. Le signal recherché est rare, aussi avons-nous privilégié
l’efficacité sur le pouvoir de rejet, et ce d’autant plus que nous avions prévu de fil-
trer les données en sortie du MUIDLL1 par l’algorithme plus élaboré et avec un
meilleur pouvoir de rejet du système de déclenchement de niveau 2 associé au MuTr.
Les efficacités du MUIDLL1 selon la condition de déclenchement requise sont re-
portées dans le tableau IV.2. Celui-ci met en évidence l’importante perte en efficacité
du MUIDLL1 4/5 par rapport au MUIDLL1 3/5, cette perte étant plus élevée dans
le bras Nord en raison du problème matériel décrit précédemment et qui n’affecte
que le dernier plan de mesure du MuID Nord : la perte relative est d’environ 13%
dans le bras Sud et 26% dans le bras Nord ! Historiquement, c’est cette grande perte
d’efficacité qui a motivé et justifié le changement de condition de déclenchement du
MUIDLL1, d’autant plus que le pouvoir de rejet n’est qu’assez peu affecté lors de ce
changement.
Le tableau IV.2 montre aussi que l’efficacité du MUIDLL1 dans le bras Nord
est inférieure à celle du bras Sud (au contraire du taux de rejet qui, lui, est meilleur
dans le bras Nord par rapport au bras Sud, ce qui montre qu’efficacité et taux de
rejet sont effectivement anti-corrélés). La raison est la même que celle qui implique
une différence de taux de rejet entre le bras Nord et le bras Sud. La présence d’une
épaisseur d’absorbeur plus grande en amont du MuID Nord conduit à sélectionner
plus sévèrement les dimuons des J/ψ Monte-Carlo, et donc le MUIDLL1 Nord ne
peut qu’être moins efficace.
Efficacité du MuTr-Lvl2. – Le tableau IV.2 permet de comparer les efficacités res-
pectives du MuTr-Lvl2 et du MUIDLL1. L’efficacité du MuTr-Lvl2 est à mi-chemin
entre celle du MUIDLL1 4/5 et celle du MUIDLL1 3/5. Le MuTr-Lvl2 réalise donc
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Efficacité
Système de déclenchement bras Sud bras Nord
MUIDLL1 4/5 0, 702 ± 0, 004 0, 518 ± 0, 004
MUIDLL1 3/5 0, 806 ± 0, 003 0, 701 ± 0, 004
MuTr-Lvl2 0, 740 ± 0, 003 0, 623 ± 0, 004
T. IV.2: Efficacités du MUIDLL1 et du MuTr-Lvl2 sur des J/ψ Monte Carlo
reconstructibles insérés dans des données de biais minimum du Run 5 Cu + Cu (la
nouvelle cartographie du MUIDLL1 a été utilisée ainsi que les efficacité moyen-
nées sur tout le Run des bi-packs du MuID). Erreurs statistiques uniquement.
un bon compromis entre taux de rejet et efficacité.
La différence Nord/Sud de l’efficacité du MuTr-Lvl2 a la même explication que
celle recontrée pour le MUIDLL1.
IV.1.4 Critères de sélection des runs
Une fois passé les différents systèmes de déclenchement, l’étape suivante dans la
sélection des données consiste à retirer du lot total de runs ceux pour lesquels des
problèmes matériels jugés trop importants ont affecté le MuID et/ou le MuTr.
Statut requis pour le MuID
Sur l’ensemble de la campagne de prise de données, le MuID ne compte que
deux groupes8 de tubes Iarocci éteints dans le bras Nord et un seul éteint dans le Sud
sur les 300 qu’en compte chaque bras, ce qui montre un fonctionnement relativement
bon et stable de cette partie du détecteur. L’évolution temporelle de l’efficacité des
bi-packs, moyennée sur tout le bras, est représentée à titre d’exemple pour le bras Sud
sur la Fig. IV.4 : elle est élevée, sauf sur deux courtes périodes (quelques jours) où
elle chute de manière spectaculaire. Ces périodes correspondent à une contamination
accidentelle (probablement par de l’hélium) des bouteilles d’isobutane utilisées pour
alimenter en gaz les gaps du MuID. Pour s’en affranchir, nous n’avons retenu que les
runs pour lesquels l’efficacité moyenne des bi-packs est supérieure à 90%. Les runs
ainsi rejetés comptent près de 30% de la luminosité.
Status requis pour le MuTr
Brosser le tableau de la situation matérielle du MuTr, c’est connaître les fluc-
tuations temporelles du nombre d’anodes éteintes et celles du nombre de modules
8Un groupe de tubes Iarocci partage la même alimentation en basse, haute tension et en gaz. Selon
cette définition, chaque tube d’un bi-pack appartient à un groupe différent, ce qui permet de réduire de
manière drastique la probabilité que les deux tubes du bi-pack à la fois soient non-opérationnels. Ainsi,
le bi-pack conserve un minimum d’efficacité si l’alimentation d’un des deux tubes venait à défaillir.
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F. IV.4: Efficacité moyenne des bi-packs pour le bras Sud du MuID en fonction
du numéro de run. Les runs pour lesquels l’efficacité est inférieure à 90% ont été
exclus de l’analyse.
électroniques d’acquisition (FEM) non-opérationnels. Comme nous le verrons ci-
après, il apparaît que le nombre d’anodes désactivées était stable, ce qui exclut ce
paramètre pour discriminer les « bons » runs des « mauvais ». Le critère retenu est
donc le nombre de FEM non-opérationnelles. En effet chaque FEM perdue coûte jus-
qu’à 128 canaux de lecture, d’où une perte potentiellement importante en acceptance
et en efficacité (cf. section V.4.4 du chapitre traitant des corrections d’acceptance et
d’efficacité).
Durant toute la campagne de prise de données, les anodes de la station 1 les plus
proches du tube à vide du faisceau ont été éteintes (48 anodes par bras). Ceci n’a
aucune incidence sur le bras Sud (puisque ces anodes couvrent une région obstruée
par le piston de l’aimant) mais permet de réduire de manière significative le taux
d’occupation dans le bras Nord (jusqu’à 20% lors des collisions Au + Au). En effet,
ces anodes subissent un flux important de particules, d’une part parce que la station 1
est la plus proche de la région d’interaction, et d’autre part, parce qu’il existe des
interactions entre le faisceau et le gaz résiduel du tube à vide. Les désactiver permet
de réduire le nombre de coups dans cette station. Plus ce nombre est élevé, plus la
probabilité que plusieurs coups se recouvrent est grande, ce qui rend la tâche plus
difficile pour l’algorithme de reconstruction et en diminue l’efficacité (c’est notam-
ment le nombre de traces par événement qui est responsable de la perte d’efficacité
à mesure que la centralité augmente c.-à-d. lorsqu’on passe des événements périphé-
riques aux plus centraux ; cf. chapitre V). Cependant, ce problème est moins crucial
dans les collisions Cu + Cu que dans des collisions Au + Au (Run 4). Désactiver ces
anodes internes permet aussi de réduire artificiellement l’acceptance du bras Nord
(qui atteint y = 2, 4), de sorte que les deux bras couvrent la même fenêtre en rapidité
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(1, 2 < |y| < 2, 2). Il est ainsi plus simple de moyenner les mesures réalisées par
chaque bras.
En plus de ces anodes internes, quelques anodes supplémentaires ont volontaire-
ment été éteintes car elles sont traversées par un courant trop intense. Ceci porte
à 52 (56) le nombre total d’anodes éteintes de manière permanente dans le bras
Sud (Nord). La grande majorité des runs ont été enregistrés avec cette configuration.
Pour les autres, les fluctuations9 temporelles au-dessus de ce nombre sont modestes :
une anode éteinte de manière intermittente en plus dans le bras Sud et jusqu’à deux
anodes en plus dans le bras Nord.
Concernant les FEM inactives de manière permanente, le bras Sud en compte
deux10, et le bras Nord aucune. Quelques FEM ont présenté des problèmes récurrents
(piédestaux trop élevés entrainant une saturation des canaux, erreur d’adressage en
mémoire des données numérisées, données corrompues). Pour limiter l’incidence du
problème sur la fiabilité des données à analyser, nous avons exclu les runs pour les-
quels nous avions plus de trois FEM problématiques, l’identité11 de ces FEM n’étant
pas toujours la même.
IV.1.5 Nombre d’événements de biais minimum correspondants aux
bons runs
Les « bons » runs sont ceux qui ont passé la sélection décrite précédemment.
Chacun de ces runs sera filtré par le MUIDLL1 et le MuTr-Lvl2 avant d’être recons-
truit12 et analysé pour en extraire le signal recherché : le nombre de J/ψ. Pour obtenir
le taux de production du J/ψ, il est nécessaire de normaliser le nombre de J/ψ trouvés
par le nombre d’événements NMB que compte notre lot de runs. Il s’avère que NMB
n’est autre que le nombre d’événements ayant déclenché le BBCLL1 (de biais mi-
nimum). Celui-ci nous renseigne sur le nombre d’interactions au point de rencontre
des faisceaux ; il est donc équivalent à la luminosité. Nous avons ainsi enregistré un
total de NMB = 4, 548.109 événements dans le bras Sud, et NMB = 4, 567.109 dans
le bras Nord13, avec une incertitude relative de moins de 1% sur ces valeurs (due à
9Pour les experts, il s’agit la plupart du temps de S3330, et parfois de S3611 dans le MuTr Sud.
Dans le MuTr Nord, l’anode la plus souvent mise en cause porte le numéro N1816 ; l’anode N2410 est
plus rarement inactivée.
10FEM n°11006 et 11124
11À titre d’exemple, par ordre de fréquence décroissante dans la liste des bons runs (de 20% à
3%), les FEM problématiques les plus souvent identifiées dans le bras Sud portent les n°11094, 11011,
11014, 11043, 11073 et 11067.
12Le filtrage a été effectué sur site, à BNL, en faisant appel aux ressources informatiques de la
counting room de PHENIX. Les données filtrées ont été transférées au Oak Ridge National Laboratory
(ORNL) qui s’est chargé de la reconstruction.
13La différence de nombre d’événements de biais minimum entre le bras Nord et le bras Sud peut
surprendre à première vue, étant donné que le système de déclenchement BBCLL1 est indépendant des
bras muons. Cette différence vient du fait que le nombre d’événements de biais minimum incorrecte-
ment filtrés et/ou reconstruits n’est pas le même dans les deux bras.
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quelques segments de run qui n’ont pas été correctement filtrés et/ou reconstruits).
Nous nous restreignons aux événements qui satisfont les conditions suivantes : (i) ils
appartiennent à un croisement physique des paquets d’ions du faisceau, et (ii) la po-
sition longitudinale du vertex est dans une fenêtre limitée ( |zvtx| < 30 cm). Ces deux
conditions se sont révélées largement redondantes et sélectionnent 84, 1% des évé-
nements de biais minimum, avec une incertitude relative de 3%.
IV.2 Reconstruction des données
IV.2.1 Principe de l’algorithme de reconstruction
Le but de la reconstruction est de retrouver la trajectoire complète des particules
qui ont traversé le détecteur et de leur associer des quantités physiques telles que l’im-
pulsion. Pour cela, nous disposons des coups enregistrés dans le MuID et le MuTr, de
la carte complète et précise du champ magnétique dans le MuTr et de la mesure de la
position du vertex fournie par le BBC. L’algorithme utilisé pour la recontruction est
une version plus raffinée de celui auquel fait appel la reconstruction rapide lors du
filtrage du MuTr-Lvl2. En raison de la haute multiplicité qui caractérise les collisions
d’ions, l’idée est toujours de commencer par les plans de mesure les plus éloignés de
la région d’interaction, autrement dit, de recourir aux routes trouvées dans le MuID
et les projeter d’une station à l’autre dans le MuTr afin d’y repérer la trace asso-
ciée. Cette fois-ci, au contraire de la reconstruction rapide opérée par les systèmes
de déclenchement, la granularité de chaque dispositif de détection sera pleinement
exploitée.
IV.2.2 Description de l’algorithme de reconstruction
Recherche de routes dans le MuID
La première étape consiste à trouver une route dans le MuID, à une puis à deux
dimensions.
Recherche de route à une dimension. – Chaque route unidimensionnelle doit pos-
séder un ensemble de qualités minimales pour que, combinée à son alter ego, elle
puisse fournir ultérieurement la projection la plus précise possible vers le MuTr :
– sa profondeur minimale doit correspondre au gap 2 ;
– deux gaps au moins recèlent un coup ;
– deux au plus n’en ont pas.
La recherche de route unidimensionnelle est conduite en interrogeant les bi-packs
disposés selon une seule orientation (verticale ou horizontale). La position du vertex
est associée à un premier coup relevé dans un des gaps du MuID, amorçant ainsi une
route. La trajectoire de la particule dans le MuID ne peut être qu’une droite reliant
ces deux positions. Il s’agit donc de rechercher d’autres coups le long de cette droite.
Sur chaque gap rencontré, une fenêtre de recherche de dimension fixe (15 cm) est ou-
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verte autour du point d’intersection entre le gap concerné et l’extrapolation linéaire.
À chaque coup trouvé dans cette fenêtre, la route est dupliquée avant d’y adjoindre
ce coup (procédé de bifurcation). Tout ceci se fait en parcourant les cinq plans de
mesure du MuID en suivant deux ordres différents : {1, 0, 2, 3, 4} puis {2, 1, 0, 3, 4},
l’absence de coup dans un gap étant autorisée pour tenir compte de l’(in)efficacité
d’un bi-pack. Aucune séquence ne débute par le gap 0, le plus proche de la région
d’interaction, de façon à réduire les effets du taux d’occupation de ce gap sur l’opti-
misation de l’algorithme. Le recours à deux différentes séquences permet de limiter
l’influence d’éventuelles défaillances matérielles dans un gap sur les performances
de l’algorithme. Mais ce procédé a aussi l’inconvénient de dupliquer les routes trou-
vées. Les doublons sont éliminés en ne retenant qu’une route pour un ensemble donné
de coups.
Recherche de route à deux dimensions. – Les routes à deux dimensions sont ensuite
formées par combinaison de deux routes d’orientations différentes. Afin de rejeter
les combinaisons erronées, il est nécessaire de s’assurer que chaque couple de routes
verticale et horizontale sont issus des mêmes coups physiques (cf. Fig. IV.5). De plus
leur profondeur ne doit pas différer de plus d’un gap. Enfin, elles doivent compter
chacune le même nombre de coups, à deux coups près sur la totalité des plans de
mesure. Notons que des ambiguïtés stéréoscopiques peuvent apparaître dans le cas
où deux particules touchent le même panneau du MuID (cf. Fig. IV.5). Au final, des
routes très similaires seront reconstruites, tant au niveau des bi-packs touchés qu’au
niveau de leur projection dans le MuTr. Par conséquent, seul un représentant de ce
groupe sera retenu pour l’étape suivante.
Recherche et reconstruction de traces dans le MuTr
Recherche de traces. – L’algorithme de recherche de traces dans le MuTr pro-
cède suivant un protocole analogue à celui du MuTr-Lvl2 (cf. section IV.1.2). Une
route valide du MuID est extrapolée linéairement vers la station 3 du MuTr. Celle-
ci compte quatre plans de pistes de cathodes, deux à deux associées en un gap, la
direction des pistes du premier et ceux du deuxième plan du même gap formant un
angle stéréoscopique. En raison de la précision assez grossière du MuID, une fenêtre
assez large de recherche d’aggrégat14 est ouverte autour du point d’intersection de la
droite avec chaque plan de cathodes. La position de chaque aggrégat trouvé est ob-
tenue en ajustant la distribution des charges des pistes adjacentes touchées selon une
fonction de Mathieson (cela a déjà été discuté dans le chapitre III, cf. Fig. III.15). Les
aggrégats ainsi déterminés (idéalement, un par plan de cathodes, soit 2×2 aggrégats)
forment un vecteur local de la trajectoire de la particule, dénommé stub (cf. Fig IV.6) :
chaque stub est donc le résultat d’un ajustement linéaire des coordonnées spatiales
déduites de la réunion des aggrégats. La profondeur de la route dans le MuID permet
une première estimation de l’impulsion à la station 3 et donc de prédire à rebours la
14Rappelons qu’un aggrégat est défini comme un groupe de pistes de cathodes adjacentes lues tou-
chées.
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F. IV.5: Deux exemples différents de combinaison des informations de routes
horizontale et verticale en vue d’en déduire l’emplacement véritable d’un coup
sur un gap du MuID. Sur la partie gauche apparaît la nécessité de vérifier que les
bi-packs vertical et horizontal allumés par le passage d’une particule coïncident
physiquement : c’est le cas pour h1 et v1, dont l’intersection indique l’impact de
la particule. La partie droite montre que des coups « fantômes » résultent des am-
biguïtés liées à la structure du MuID : deux bi-packs verticaux (v1 et v2) et deux
autres horizontaux (h1 et h2) étant touchés, ils se rencontrent en quatre intersec-
tions différentes, dont deux seulement correspondent en réalité à un coup physique
dans le détecteur.
trajectoire vers la station 2 en tenant compte du champ magnétique. Les aggrégats y
sont à nouveau collectés en stubs, comptant idéalement 3 × 2 aggrégats, mais selon
une fenêtre plus étroite (nous tirons ici bénéfice de la meilleure résolution du MuTr).
Un nouvel ajustement tenant compte du champ magnétique est effectué, mais cette
fois-ci en combinant les clusters des deux stubs. Ceci permet d’affiner la trajectoire
et d’améliorer l’estimation de l’impulsion. La trajectoire est à nouveau projeté vers la
station 1. La collecte d’aggrégats (idéalement 3×2 aggrégats) y est réalisée dans une
fenêtre encore plus étroite. Le tableau IV.3 résume la taille de la fenêtre de recherche
pour chaque station pour le bras Sud du MuTr. Les dimensions correspondantes sont
plus faibles dans le bras Nord, puisque celui-ci est plus long que bras Sud (cf. sec-
tion III.5) : sa dernière station étant plus proche du MuID, la projection de la route
du MuID vers le MuTr est donc plus précise.
Ainsi, idéalement, une trace dans le MuTr compte 16 aggrégats. L’efficacité de
chaque plan de pistes de cathodes n’étant pas de 100%, seuls deux plans touchés sur
quatre sont requis pour la station 3 (un plan pour chaque orientation des pistes), trois
sur six dans la station 2 et quatre sur six dans la station 1. Au total, au moins neuf
plans touchés sont ainsi demandés.
Le procédé de bifurcation est aussi appliqué ici. Une amorce de trace est définie
par l’association d’une route en provenance du MuID et d’un stub dans la station 3 du
MuTr. À chaque stub trouvé dans la station 2, l’amorce de trace est dupliquée avant
de la prolonger par chaque nouveau stub, définissant ainsi une nouvelle trace. Cette
dernière est à nouveau dupliquée pour chaque stub de la station 1. Des traces très
similaires peuvent ainsi être obtenues et toutes correspondre à une seule trajectoire
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F. IV.6: Recherche des coups constitutifs d’une trace dans le MuTr. Cette re-
cherche se fait de proche en proche, partant des coups trouvés dans la station 3 pour
rebrousser chemin jusqu’à la station 1. Le vecteur local de la trajectoire (stub) au
niveau d’une station est obtenu par ajustement linéaire des positions des coups vus
sur les gaps de la station. La direction donnée par le stub de la station 3 est extrapo-
lée jusqu’à la station 2 en suivant une trajectoire simplifiée, c.-à-d. en considérant
que celle-ci n’est courbée qu’en un seul point dans un plan transverse particulier
noté BP pour Bend Plane sur le schéma. Sa position en z et la courbure de la tra-
jectoire sont reliées à l’angle polaire θ et à la position du stub de la station 3 par
l’intermédiaire du champ magnétique. La courbure de la trajectoire permet d’esti-
mer l’impulsion. On procède de même pour aller de la station 2 à la station 1 (sauf
que les informations issues des stubs de la station 3 et de la station 2 sont utilisées
simultanément).
Station Polaire (cm) Azimut (cm)
1 20 10
2 34 25
3 50 40
T. IV.3: Taille de la fenêtre de recherche d’aggrégats au niveau de chaque station
du bras Sud du MuTr.
physique. La démarche adoptée pour rejeter ces traces fantômes est la suivante : la
totalité de la trace subit un ajustement qui tient compte de la carte du champ magné-
tique ; parmi les traces partageant au moins un aggrégat, seule est retenue celle pour
laquelle le meilleur ajustement a pu être réalisé.
Reconstruction de traces. – Une fois les traces trouvées, chacune est filtrée et lissée
suivant l’algorithme de Kalman [112, 113] afin d’en extraire, de proche en proche
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(d’un plan transverse situé à un z donné au suivant), les meilleures estimations des
coordonnées spatiales de chaque coup appartenant à la trace et celles des compo-
santes de l’impulsion. Cette étape est particulièrement importante car elle permet de
connaître l’impulsion avec une très bonne précision (δp/p = 3%), d’où une meilleure
résolution sur la masse invariante des paires de dimuon (la résolution sur la masse du
J/ψ est ∼ 170 MeV/c2 en p + p). De plus, cet ajustement par le filtre de Kalman nous
procure un premier paramètre objectif pour estimer la qualité d’une trace, le χ2track.
La position du vertex est incluse dans la dernière étape de l’ajustement : le χ2vtx
obtenu permettra aussi d’évaluer la qualité de la trace, un grand χ2vtx indiquant que
la trace n’est probablement pas issue de ce vertex. L’impulsion et la trajectoire sont
alors corrigées des effets dus à la perte d’énergie et aux diffusions multiples lors de
la traversée de l’absorbeur.
Réassociation route-trace
Cette dernière étape permet de bénéficier de la meilleure résolution du MuTr
pour trouver la meilleure route associée dans le MuID. Lors de cette dernière étape,
les traces reconstruites dans le MuTr sont donc projetées dans le MuID. Les coups
trouvés forment une route associée à la trace. La route subit un ajustement linéaire
avant d’être mémorisée dans cette version finale.
IV.2.3 Résumé des critères intrinsèques à l’algorithme de
reconstruction
L’ensemble des critères requis par l’algorithme de reconstruction ont été abon-
damment discutés dans les sections précédentes. Par souci de synthèse, nous les re-
prenons ici :
– les routes trouvées dans le MuID doivent pénétrer au minimum jusqu’au troi-
sième plan de mesure du MuID ;
– chaque trace relevée dans le MuTr doit être associée à au moins une route dans
le MuID ;
– deux plans touchés sur quatre sont requis pour la station 3 du MuTr (un plan
pour chaque orientation des pistes de cathodes), trois sur six dans la station 2
et quatre sur six dans la station 1 ;
– deux traces quelconques dans le MuTr ne peuvent avoir aucune coordonnée en
commun.
IV.3 Extraction du signal
De nombreuses informations sont glanées à l’issue de la reconstruction : les tra-
jectoires dans les bras muons, les quantités physiques (telles que l’impulsion par
exemple), la décision des différents niveaux de systèmes de déclenchement, les traces
obtenues lors de la reconstruction rapide opérée par le MuTr-Lvl2 (ces traces sont
connues sous le nom de primitives du MuTr-Lvl2), . . . Toutes ces informations sont
107
IV. R´,   ´    
enregistrées, événement par événement, dans un format de fichier assez léger, celui
des nanoDST. Ces dernières n’ont plus aucune information de niveau élémentaire sur
les détecteurs ; mieux encore, elles sont dédiées à un thème physique en particulier
(ici, la physique autour des muons, ailleurs, la physique autour des électrons détectés
dans les bras centraux par exemple).
Toutes ces informations vont à présent être mises à profit pour rejeter le bruit de
fond tout en entamant au minimum le signal recherché J/ψ→ µ+µ−. L’amélioration
du rapport signal sur bruit est obtenue en appliquant plusieurs coupures discrimi-
nantes.
IV.3.1 Les coupures appliquées
Les coupures en relation avec les performances du BBC ne sont pas spécifiques à
l’analyse dans le canal muonique, mais elles n’en sont pas moins indispensables. Les
coupures plus spécifiques à notre analyse [114, 115, 116, 117] sont appliquées sur un
muon ou sur un dimuon. À chaque fois que cela a été possible, pour une variable don-
née, ces coupures sont choisies de façon à ne pas grignoter plus de quelques pourcents
(3%) de la distribution de cette variable pour des muons originaires de J/ψ Monte
Carlo. Cela est la démarche indiquée lorsque la distribution simulée est en accord
avec la distribution réelle (que ce soit la distribution en p + p ou celle en Cu + Cu).
Dans le cas contraire, des incompréhensions subsistent au niveau de la simulation.
Il faut donc être prudent, comparer plusieurs distributions (Monte Carlo, données
réelles, J/ψ Monte Carlo enchâssé dans des données réelles) et utiliser une coupure
la plus « large » possible, appliquée dans la région où les distributions montrent un
accord raisonnable.
Les différentes coupures peuvent être rangées suivant plusieurs catégories : les
coupures appliquées par souci de cohérence avec les systèmes de déclenchement, les
coupures sur des quantités physiques et les coupures sur la qualité des traces et des
routes associées.
Récapitulation des coupures dues aux systèmes de déclenchement
Charge et coups reçus par chaque BBC. – Les événements étudiés ont tous déclen-
ché le BBCLL1 : pour chaque BBC (Nord et Sud), le seuil de déclenchement est fixé
à au moins un photomultiplicateur allumé (une unité de charge allume en moyenne
un photomultiplicateur).
Vertex. – La position du vertex appartient à la fenêtre |zvtx| < 30 cm. Au-delà de cet
intervalle, le BBC ne permet plus de déterminer de manière correcte la centralité :
la forme de la distribution en centralité de ces événements devient fortement dépen-
dante de la localisation du vertex. Il devient difficile d’y déterminer des classes de
centralité.
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Décision des systèmes de déclenchement. – Les événements considérés ont suces-
sivement passé le MUIDLL1 et le MuTr-Lvl2. Le MUIDLL1 se déclenche sur une
paire de muons qui atteignent au moins le gap 3 du MuID. L’ensemble des critères
inhérents au filtrage par le MuTr-Lvl2 sont résumés dans le tableau IV.4.
Coupure Type Valeur
Sur une route/trace
Profondeur minimale dans le MuID gap 4
Nombre de coups/route ≥8
Nombre de traces ≥2
Pente θ≥12◦
Impulsion p > 1, 5 GeV/c
Sur une paire
Angle d’ouverture ∆θ ≥ 19.2◦
Masse invariante ∆m ≥ 2 GeV/c2
T. IV.4: Résumé des critères requis lors du filtrage par le système de déclen-
chement de niveau 2 associé au MuTr. Le but est de sélectionner de manière pré-
férentielle les paires de muons originaires d’un J/ψ. Les coupures sur la pente,
l’angle d’ouverture et la masse invariante ont été ajustées d’après les propriétés
d’un échantillon de J/ψ simulés.
Cohérence avec les systèmes de déclenchement et coupures sur des quantités
physiques
Croisement physique des paquets d’ions. – Les événements retenus pour l’analyse
doivent être issus d’un croisement physique des paquets d’ions du faisecau.
Multiplicité dans le MuID comparée à la charge vue par le BBC. – Les événe-
ments où un nombre anormalement élevé de coups sont vus dans le MuID sont reje-
tés lorsque, parallèlement, peu de particules ont laissé une charge dans le BBC : pour
être précis, le critère requis est NMuID < 10×QtotalBBC . Ceci permet de s’affranchir de la
pollution en particules issues des interactions avec le tube à vide du faisceau.
Coupures imitant le MuTr-Lvl2. – À chaque muon reconstruit correspondent des
primitives du MuTr-Lvl2. Si la route qui lui est associée a atteint le dernier gap du
MuID, nous vérifions la compatibilité de cette route avec au moins une des primi-
tives : les caractéristiques angulaires de la route au gap 0 du MuID doivent corres-
pondre à celle de la primitive au niveau du dernier gap de la station 3 du MuTr, et ce
dans une limite de tolérance angulaire étroite (δθ, δϕ) ≤ (2◦, 6◦). Si aucune primitive
ne satisfait cette condition, le muon est rejeté.
Lorsque deux muons sont combinés, les mêmes coupures sur les paires que celles
du MuTr-Lvl2 sont appliquées au niveau de leurs primitives15.
15Ceci est particulièrement utile puisqu’on applique ainsi les coupures les plus contraignantes du
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Composante longitudinale pz de l’impulsion. – En raison de la perte d’énergie,
un muon ne peut atteindre le dernier gap du MuID que s’il parvient à la station 1
du MuTr avec suffisamment d’impulsion longitudinale. La valeur requise est pz >
1, 05 GeV/c dans le bras Sud et pz > 1, 17 GeV/c dans le bras Nord. Cette différence
vient de la présence d’une plus grande épaisseur d’absorbeur intégrée sur tout le bras
Nord (cf. tableau III.4).
Fenêtre en rapidité. – La rapidité d’un muon doit être comprise dans l’intervalle
1, 2 < | y | < 2, 2.
Intervalle de masse invariante pour le J/ψ. – La résonance sera recherchée sur le
spectre de masse des dimuons de signes opposés dans l’intervalle de masse invariante
suivant : 2, 6 < Minv < 3, 6 GeV/c2. Cet intervalle est équivalent à MJ/ψ ± 3σ, où
σ ≈ 170 GeV/c2 est la résolution sur la masse du J/ψ dans les collisions p + p.
Coupures de qualité
χ2track issu de l’ajustement de la trace La trace est ajustée selon l’algorithme du filtre
de Kalman pour en tirer la meilleure trajectoire (et l’impulsion). De cet ajustement
est dérivé le χ2track de la trace. Plus celui-ci est élevé, plus les positions des coups
observés dans le MuTr et qui définissent la trace fluctuent de manière importante
autour de l’ajustement de la trajectoire réalisé. Le χ2track doit donc être raisonnable
pour que la trace soit de qualité : χ2track < 25 pour le bras Sud et χ
2
track < 35 pour le
bras Nord.
χ2vtx issu de l’ajustement du vertex. – Cette valeur du χ2vtx résulte de l’incorporation
de la position du vertex (donnée par le BBC) dans l’ajustement qui estimera l’im-
pulsion associée à la trace et la trajectoire de la particule en amont de l’absorbeur.
Les grandes valeurs de χ2vtx indiquent que le vertex mesuré par le BBC ne correspond
vraissemblablement pas au vertex déductible de trajectoire du muon dans le MuTr,
c.-à-d. ce muon provient d’une désintégration en vol ou d’une autre interaction. Pour
limiter la probabilité que la trace ne soit pas issue du vertex, il faut se limiter au
domaine suivant : χ2vtx < 5.
DG0. – La projection d’une trace de la station 3 du MuTr vers le gap 0 du MuID est
comparée aux coordonnées de la route associée au niveau du gap 0. La distance entre
ces deux points définit DG0. Ainsi, DG0 permet d’apprécier la pertinence de l’asso-
ciation de cette trace reconstruite dans le MuTr et de cette route reconstruite dans le
MuID. Cette association est d’autant plus indiquée que la valeur de DG0 est petite.
Les prescriptions recommandent : DG0 < 25 cm pour le bras Sud et DG0 < 15 cm
MuTr-Lvl2 sur une paire de muons combinés artificiellement, à partir d’événements distincts et déjà
reconstruits. Ce procédé a pour ambition de reproduire le mécanisme qui donne naissance au bruit de
fond combinatoire (cf. paragraphe sur l’event mixing dans la section IV.3.2).
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pour le bras Nord. Notons que ce genre de variable est très sensible aux désaligne-
ments relatifs entre le MuTr et le MuID et que ceux-ci doivent être correctement
pris en compte dans le Monte Carlo pour que les distributions simulées et issues de
données réelles coïncident.
DDG0. – DDG0 est la différence angulaire entre une trace (issue du MuTr) projetée
jusqu’au gap 0 du MuID et la route associée. Dans l’idée, cette variable est donc de
la même nature que DG0 puisqu’elle mesure aussi la corrélation entre une trace et
la route associée. Les conditions à satisfaire sont : DDG0 < 9◦ pour le bras Sud et
DDG0 < 10◦ pour le bras Nord.
IV.3.2 Soustraction du bruit de fond et extraction du nombre de J/ψ
Différents histogrammes de distribution de masse invariante sont ensuite remplis
avec les paires de muons qui ont passé ces coupures, ces muons pouvant être de même
signe (++ et −−) ou de signes opposés (+−). Sur la distribution N+− du nombre de
paires µ+µ− en fonction de leur masse invariante apparaît en particulier la résonance
caractéristique du J/ψ, mais superposée à un continuum constitué de paires de muons
d’autres origines [118] :
– Les muons qui forment la paire sont corrélés physiquement et constituent le
bruit de fond dit « physique ». C’est le cas lorsqu’ils sont issus du méca-
nisme de Drell-Yan [119] qq¯→µ+µ− où le mécanisme d’annihilation se fait
par échange d’un photon virtuel. C’est aussi le cas lorsqu’ils proviennent de la
désintégration semi-muonique d’une paire de mésons charmés DD¯ qui sont le
résultat de l’hadronisation d’une paire cc¯ [120]. Enfin, les muons peuvent aussi
être issus de la désintégration du ψ′, la résonance cc¯ de masse16 supérieure à
celle du J/ψ. Rappelons que nous recherchons le J/ψ dans la région de masse
2, 6 < Minv < 3, 6 GeV/c2. Dans cette région, la contribution des muons issus
du ψ′ est petite.
– Les muons qui forment la paire ne sont pas corrélés. La paire est le résultat
d’une combinaison fortuite de deux désintégrations différentes de pions/kaons
appartenant au même événement ; chaque muon provient alors d’une désinté-
gration du type pi±,K±→µ± + νµ. Dans le cas où un grand nombre de paires cc¯
sont produites dans un même événement, des combinaisons fortuites de muons
issus de paires DD¯ différentes peuvent aussi se produire. La contribution des
paires de muons non corrélés au spectre de masse des paires µ+µ− constitue le
bruit de fond « combinatoire ».
Pour extraire le nombre de J/ψ du spectre de masse invariante des µ+µ−, nous
devons donc dans un premier temps soustraire le bruit de fond combinatoire, puis
estimer au mieux la contribution du bruit de fond physique sur la partie restante.
16Les masses de ces deux résonances sont [35] : MJ/ψ(1S) = 3096, 916 ± 0, 011 MeV/c2 et Mψ′(2S) =
3686, 093 ± 0, 034 MeV/c2
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Estimation du bruit de fond d’origine combinatoire
La méthode (officielle) des « like-sign ». – Au sein d’un même événement, les
paires de muons de même signe µ+µ+ et µ−µ− ne peuvent provenir d’un J/ψ ; pour
être précis, ils sont supposés ne pas être corrélés physiquement. Aussi leurs nombres
respectifs N++ et N−− permettront-ils d’estimer la composante correspondante en
bruit de fond d’origine combinatoire sur le spectre de masse invariante des µ+µ−.
L’importance Nlike de cette composante est donnée par :
Nlike = 2R
√
N++N−− (IV.1)
où le facteur R tient compte d’une éventuelle asymétrie dans l’acceptance de
détection des particules selon qu’elles soient chargées positivement ou négativement.
Cependant, l’acceptance des bras muons est symétrique, aussi adoptons-nous R = 1.
Cette méthode des like-sign présente un désavantage certain lorsque peu de sta-
tistique est disponible : le manque de statistique dans un bin en N++ ou N−− conduit
à Nlike = 0 dans ce bin, ce qui équivaut à sous-estimer le bruit de fond combinatoire.
La contribution de Nlike est ensuite soustraite du spectre de masse invariante des
paires µ+µ− pour ne laisser que le pic du J/ψ et le bruit de fond physique. Les volets
supérieurs des figures IV.7 et IV.8 montrent le spectre de masse invariante de N+−,
Nlike, N++ et N−− pour chacun des bras muons (il s’agit de l’ensemble de la statis-
tique disponible en Cu + Cu), tandis que les volets inférieurs montrent le résultat de la
soustraction N+− − Nlike. Pour chaque bin de l’histogramme ainsi obtenu après sous-
traction, l’erreur statistique sur le nombre de muons est égale à
√
N+− + N++ + N−−.
Différents ajustements sont ensuite appliqués sur cet histogramme pour évaluer les
contributions respectives du J/ψ et du bruit de fond physique.
La méthode alternative (et non utilisée) : l’event-mixing. – Ainsi que nous l’avons
vu dans le paragraphe précédent, la méthode des like-sign conduit à une connais-
sance du spectre du bruit de fond limitée par le nombre d’événements disponibles.
Une méthode possible pour y remédier consiste à produire, de manière artificielle, un
bruit de fond combinatoire de statistique aussi élevée qu’on le souhaite en combinant
en paire des muons non-corrélés, c.-à-d. issus de collisions et donc d’événements
différents (event-mixing). L’avantage de cette dernière réside dans une réduction des
erreurs statistiques liées à l’estimation du bruit de fond combinatoire. Cette deuxième
méthode a d’ailleurs été utilisée pour produire les résultats finals du taux de produc-
tion de J/ψ en Au + Au [121] (Run 4) et en p + p (Run 5) récemment soumis à
publication [99, 73]. La technique de l’event-mixing a aussi été envisagée et investi-
guée dans le cadre de l’analyse des données du Run 5 Cu + Cu, mais n’a finalement
pas été retenue. Nous en verrons la raison ci-après, laquelle est intimement liée à la
nature même de la méthode d’event-mixing et au fait que nous partons d’un lot de
données filtrés par deux systèmes de déclenchement successifs (le MUIDLL1 et le
MuTr-Lvl2).
L’event-mixing consiste à produire artificiellement des paires de muons non-
corrélés en combinant des muons issus d’événements différents. Pour que la « fausse»
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(a) Estimation du bruit de fond combinatoire par la méthode des like-sign sur le
spectre de masse invariante des paires µ+µ−.
mass [GeV]
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DGE: 5058.5 +/- 137.1
SGE: 5211.2 +/- 162.8
EXP: 5021.2 +/- 130.3
0-94%
(b) Spectre de masse résultant de la soustraction du bruit de fond combinatoire
N+−−Nlike et ajustements réalisés pour estimer les contributions respectives du J/ψ
et du bruit de fond physique : DGE pour une double gaussienne et une exponen-
tielle, SGE pour une gaussienne et une exponentielle, EXP pour une exponentielle.
Se référer au texte pour plus de détails.
F. IV.7: Spectres de masse invariante de l’ensemble de la statistique disponible
pour le Run 5 Cu + Cu dans le bras Sud.
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(a) Estimation du bruit de fond combinatoire par la méthode des like-sign sur le
spectre de masse invariante des paires µ+µ−.
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DGE: 4324.3 +/- 119.8
SGE: 4224.8 +/- 136.8
EXP: 4184.6 +/- 112.3
0-94%
(b) Spectre de masse résultant de la soustraction du bruit de fond combinatoire
N+−−Nlike et ajustements réalisés pour estimer les contributions respectives du J/ψ
et du bruit de fond physique : DGE pour une double gaussienne et une exponen-
tielle, SGE pour une gaussienne et une exponentielle, EXP pour une exponentielle.
Se référer au texte pour plus de détails.
F. IV.8: Spectres de masse invariante de l’ensemble de la statistique disponible
pour le Run 5 Cu + Cu dans le bras Nord.
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paire soit valide, les événements dont sont extraits les muons doivent être simi-
laires : centralité et vertex de la collision doivent être les plus proches possibles.
Typiquement, vingt ou quarante partitions en centralité sont utilisées, et vingt par-
titions en zvtx. Une classe d’événements est ainsi définie par une tranche en centra-
lité et une tranche en zvtx. Les deux muons combinés appartiennent ainsi à la même
classe d’événements. Ici, au sein d’une même classe, nous avons choisi de combiner
tous les muons d’un événement avec les muons des N = 5 précédents événements.
Nous créons ainsi une quantité de bruit de fond combinatoire équivalente à N fois
la quantité de muons disponibles. Plusieurs types de fausses paires de muons, donc
plusieurs spectres de masse invariante, peuvent ainsi être obtenus par event-mixing :
Nmixed++ , N
mixed−− et Nmixed+− , ce dernier constituant la nouvelle estimation du bruit de
fond combinatoire, en remplacement de Nlike et bénéficiant d’une erreur statistique
environ
√
N fois plus faible. À nouveau, effectuer N+− −Nmixed+− permet de soustraire
la nouvelle estimation du bruit de fond combinatoire, avec cette fois-ci une erreur
statistique qui est dominée par l’erreur statistique sur N+−. Il faut auparavant vérifier
que l’event-mixing a produit un spectre artificiel de muons non-corrélés similaire au
spectre réel : chaque spectre obtenu par event-mixing est donc comparé au spectre
correspondant de vraies paires de muons ; ainsi, nous comparons Nmixed++ à N++, etc.
Il faut, bien entendu, normaliser au préalable chaque spectre de masse obtenu par
event-mixing au spectre réel. Les normalisations correspondantes sont notées K++,
K−− et K+− et sont liées par la relation :
K+− =
√
K++K−− (IV.2)
où K++ et K−− sont déterminées à partir des données. Ainsi, la normalisation est
choisie de telle sorte que les intégrales de Nmixed++ et de N
mixed−− soient respectivement
égales à celles de N++ et N−− sur l’intervalle de masse Minv > 1, 7 GeV/c2.
Pour que l’event-mixing produise artificiellement un bruit de fond combinatoire
similaire à celui rencontré en réalité, il faut s’assurer que l’échantillon de muons
utilisé ne soit pas ou très peu biaisé. Dans l’idéal, il faudrait donc recourir à des
événements de biais minimum. Or, les événements dont nous disposons ont été fil-
trés par deux systèmes de déclenchement (le MUIDLL1 et le MuTr-Lvl2) conçus
pour enrichir les données enregistrées en J/ψ. De plus, il faudrait aussi s’assurer
que chaque fausse paire de muons a franchi toutes les coupures passées avec succès
par les vraies paires et ce dans des conditions identiques. Ceci est particulièrement
difficile à reproduire pour les coupures inhérentes aux systèmes de déclenchement,
étant donné que ceux-ci se déclenchent sur un événement, pouvant contenir plusieurs
paires de muons, et non sur une paire de muons donnés. En conséquence, ces cou-
pures, plus précisément celles imitant le MuTr-Lvl2, auront un effet plus strict. Quant
au MUIDLL1, l’émulateur ne peut tourner sur les nanoDST utilisées ici, car elles sont
dépourvues d’information de niveau élémentaire sur les détecteurs (du type emplace-
ment des coups dans le détecteur en terme de bi-pack touché dans le MuID). Tout ceci
explique pourquoi d’importantes distorsions sont constatées sur les spectres de masse
des paires de muons issus d’event-mixing lorsque les muons utilisés proviennent de
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données filtrées par le MUIDLL1 et le MuTr-Lvl2 (cf. Fig IV.9). Nous avons donc
choisi de ne pas recourir à l’event-mixing dans cette analyse. À plus long terme, une
solution possible serait de mélanger les muons des données filtrées avec des muons
issus de données de biais minimum afin de réduire ce type de distorsion. Notons
que des distorsions sont aussi présentes mais dans une moindre mesure lorsque les
données ont été uniquement filtrées par le MUIDLL1 (cf. Fig IV.10). La technique
de l’event-mixing aurait pu être utilisée sur ces données et plus de statistique aurait
été disponible puisqu’un seul système de déclenchement a été utilisé. Cependant, ces
données étaient encore en cours de reconstruction et de longs mois d’attente auraient
été nécessaires avant de pouvoir finaliser l’analyse. Nous avons donc préféré conti-
nuer à travailler sur les données filtrées par le MUIDLL1 et le MuTr-Lvl2, ce qui
impliquait de ne pas recourir à l’event-mixing. Celui-ci n’est d’ailleurs pas critique
dans l’analyse des données Cu + Cu au contraire des données Au + Au : le rapport
signal/bruit étant meilleur en Cu + Cu qu’en Au + Au, l’extraction du signal des
données Cu + Cu est moins affectée par les fluctuations statistiques du bruit de fond
combinatoire qu’en Au + Au.
Extraction du nombre de J/ψ
Les trois ajustements utilisés. – Une fois le bruit de fond combinatoire estimé, la
composante correspondante est retranchée : le spectre de masse restant est majoritai-
rement constitué d’une superposition du pic du J/ψ avec du bruit de fond d’origine
physique. Une légère contamination en bruit de fond combinatoire est à envisager
puisque nous ne disposons que d’une estimation de ce dernier. Pour évaluer au mieux
la contribution de chacun, trois ajustements différents [115] ont été utilisés et sont
illustrés sur le volet inférieur des figures IV.7 et IV.8 :
1. Le premier ajustement est effectué sur l’intervalle de masse 1, 7 < Minv <
5 GeV/c2. Il consiste en une combinaison d’une exponentielle, pour prendre
en compte le bruit de fond résiduel (physique et/ou combinatoire) et d’une
gaussienne, pour la résonance caractérisant le J/ψ. Le centre de la gaussienne
est fixé à 3, 1 GeV/c2, sa largeur peut osciller entre 150 et 300 MeV/c2. L’in-
tégrale de la gausienne donne une estimation du nombre de J/ψ.
2. Le deuxième ajustement est effectué sur le même intervalle de masse que le
précédent. Pour les mêmes raisons que ci-dessus, il combine une exponen-
tielle avec deux gaussiennes, la deuxième ayant une largeur plus importante
que la première. La présence d’une deuxième gaussienne permet de décrire
l’élargissement de la résolution en masse due à une perte d’énergie des muons
lors de la traversée du détecteur. Ces deux gaussiennes ont été paramétrées
d’après les récentes données du Run 5 p + p, et nous faisons donc l’hypo-
thèse ici que la forme du signal est inchangée en Cu + Cu. Ainsi, leur centre
est fixé à 3, 12 GeV/c2. Leurs largeurs sont aussi fixées : dans le bras Sud, à
146 MeV/c2 pour la première et à 351 MeV/c2 pour la deuxième ; dans le bras
Nord, à 140 MeV/c2 pour la première et à 400 MeV/c2 pour la deuxième. Le
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F. IV.9: Spectres de masse obtenus par la méthode d’event-mixing lorsque les
données ont été filtrées par le MUIDLL1 et le MuTr-Lvl2 (totalité de la statistique
disponible pour le Run 5 Cu + Cu pour le bras Nord) : N++ − Nmixed++ (à gauche),
N−− − Nmixed−− (au milieu) et N+− − Nmixed+− (à droite). L’importante distorsion dans
la région de masse 1, 7 < Minv < 2, 6 GeV/c2 est due à la coupure en masse
du MuTr-Lvl2 appliquée lors du filtrage des données et qui biaise donc fortement
l’échantillon de muons utilisé lors de l’event-mixing. Remarquons que la distorsion
se prolonge jusque dans la région de masse du J/ψ pour les spectres de N++−Nmixed++
et de N−−−Nmixed−− . En conséquence, lorsque nous comparons le signal obtenu selon
cette méthode et selon la méthode des like-sign, la mauvaise estimation de Nmixed+−
conduit à une réduction de près d’un facteur deux du signal dans la région de masse
du J/ψ.
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F. IV.10: Spectres de masse obtenus par la méthode d’event-mixing lorsque les
données ont été filtrées par le MUIDLL1 uniquement (bras Nord) : N++ − Nmixed++
(à gauche), N−− − Nmixed−− (au milieu) et N+− − Nmixed+− (à droite). Seule une partie
de la statistique disponible pour le Run 5 Cu + Cu a été utilisée. L’importante
distorsion dans la région de basse masse est due au filtrage par le MUIDLL1 qui
biaise fortement l’échantillon de muons utilisé lors de l’event-mixing. Cependant,
cette distorsion étant assez éloignée de la région de masse du J/ψ, cette méthode
et celle des like-sign donnent des décomptes en paires µ+µ− dans cette région de
masse qui sont compatibles dans les barres d’erreurs statistiques.
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rapport de leurs intégrales respectives est également fixé à 0, 30 dans le bras
Sud et 0, 28 dans le bras Nord.
3. Le dernier ajustement est effectué hors de l’intervalle de masse où le J/ψ est
recherché. Il s’agit d’une simple exponentielle. Elle est extrapolée dans la ré-
gion de masse du J/ψ. Dans ce cas, le nombre de J/ψ est obtenu en retranchant
la composante de bruit de fond résiduel du décompte en dimuons trouvés dans
cette région.
Ainsi, ces trois différents ajustements partent chacun d’une hypothèse différente
sur la forme du signal du J/ψ et fournissent trois différentes évaluations du nombre de
J/ψ. La moyenne de ces trois valeurs est retenue pour quantifier le signal recherché.
L’erreur statistique associée est la moyenne des erreurs statistiques obtenues grâce
aux ajustements gaussiens (cf. 1 et 2) et grâce au comptage (cf. 3). Le choix de
recourir à la moyenne des erreurs est motivé par le fait que ces erreurs sont très
corrélées. Dans la majorité des cas, l’erreur statistique est de l’ordre d’un facteur
deux plus élevée que l’erreur systématique. Celle-ci est discutée dans le paragraphe
suivant.
Estimation de l’erreur systématique. – L’erreur systématique sur le nombre de J/ψ
est évaluée en faisant varier de ±2% l’intégrale de Nlike, notre estimation du bruit
de fond combinatoire, et en effectuant à chaque fois les trois ajustements décrits ci-
dessus sur le spectre de masse N+− − Nlike [115]. Neuf différentes estimations du
signal recherché sont ainsi obtenues : 3 ajustements×3 normalisations différentes (1 ;
0,98 et 1,02). L’écart-type caractérisant ces neuf valeurs est pris comme estimateur
de l’erreur systématique. Celle-ci peut être aussi faible que 3 % lorsque les don-
nées sont partitionnées selon un seul type de variable (la centralité, la rapidité ou
l’impulsion transverse). Les valeurs les plus élevées de l’erreur systématique sont
rencontrées lorsque les ajustements sont difficiles, c.-à-d. lorsque peu de statistique
est disponible. Par exemple, une valeur extrême est rencontrée dans le bras Nord, à
haute impulsion transverse pT ∈ [3; 4] GeV/c dans la classe de centralité 60 − 94%
où l’erreur systématique relative peut aller jusqu’à 20%.
IV.4 Conclusion
Partant des données enregistrées sous leur format brut, un long chemin est né-
cessaire pour parvenir à extraire le signal. Deux différents systèmes de déclenche-
ment, optimisés pour la recherche du J/ψ, ont été utilisés pour la première fois dans
PHENIX lors du Run 5 : le MUIDLL1 et le MuTr-Lvl2. L’utilisation conjuguée de
ces deux systèmes de déclenchement a permis de réduire notablement le volume de
données à reconstruire, de sorte que la reconstruction a été effectuée quasiment en
parallèle avec la prise de données. Le MUIDLL1 ayant été appliqué en ligne, il est
important d’évaluer et de contrôler ses performances dès le début du Run 5. Les ré-
sultats des simulations que nous avons effectuées ont ainsi justifié le réajustement en
cours de Run des conditions de déclenchement du MUIDLL1. Quant au MuTr-Lvl2,
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les coupures qui lui sont intrinsèques ont biaisé les données recueillies. L’estimation
du bruit de fond combinatoire, préliminaire à l’extraction du signal, par la méthode
de l’event-mixing étant sensible à ce biais, nous lui avons préféré la méthode des
like-sign, et ce malgré qu’elle conduit à une erreur statistique sur le bruit de fond
combinatoire plus élevée. Nous avons également vu quelles sont les caractéristiques
de l’algorithme de reconstruction. Son efficacité sera incluse dans les corrections
d’acceptance et d’efficacité qui font l’objet du prochain chapitre.
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d’acceptance × efficacité
Pour remonter au nombre réel de J/ψ produits, il est essentiel de déterminer
quelle est la fraction de J/ψ détectés et comptabilisés à l’issue du chemin suivi par
les données depuis la détection des dimuons jusqu’à l’extraction du signal. Après
avoir défini les corrections d’acceptance×efficacité, nous présentons brièvement dans
ce chapitre les outils et la méthode utilisés pour les déterminer. Nous examinerons
ensuite la reproductibilité du système de déclenchement associé au MuID par les
simulations et son impact sur les corrections d’acceptance × efficacité. Pour qu’il
soit légitime d’appliquer ces corrections au signal extrait de l’ensemble du Run 5
Cu + Cu, nous nous sommes souciés de les déterminer sur la totalité de la prise de
données. Nous exposons en détail le principe, les tests de validité, la mise en oeuvre
et les résultats de la méthode developpée à cette fin. La dernière section commente
les différentes sources d’erreurs systématiques sur les corrections d’acceptance ×
efficacité.
V.1 Introduction
V.1.1 Définition opérationnelle du produit acceptance × efficacité
Sur l’ensemble des J/ψ → µ+µ− produits lors des collisions d’ions lourds, seule
une fraction d’entre eux est détectée, i.e ceux dont les muons de désintégration :
– finissent dans le volume de détection des bras muons ;
– activent les systèmes de déclenchement dédiés (niveaux 1 et 2) ;
– laissent suffisamment de signaux dans le MuID et le MuTr pour que les trajec-
toires correspondantes puissent être reconstruites ;
– passent avec succès les coupures utilisées lors de l’analyse, destinées à amé-
liorer le rapport signal/bruit, ainsi que la phase finale d’extraction du signal.
Pour remonter au nombre réel de J/ψ produits, il est nécessaire d’évaluer les pertes
subies à l’issue de ces différentes étapes. Cette évaluation est effectuée par simu-
lation. Des J/ψ sont engendrés par simulation Monte Carlo. Ceux dont les muons
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de désintégration sont dans l’acceptance géométrique des bras muons sont « enchâs-
sés», événement par événement, dans des vraies données extraites du Run 5 Cu + Cu,
puis suivent un traitement identique à celui des données (celui-ci a été détaillé dans
le chapitre IV). Le produit de l’acceptance et de l’efficacité correspond alors à la pro-
babilité qu’un J/ψ engendré dans une partition i ait survécu, la partition pouvant être
en centralité, en rapidité, en impulsion transverse, etc. Pour insister sur le fait que
nous faisons référence à ce produit et non à chaque terme séparément, celui-ci sera
toujours explicitement mentionné en toutes lettres comme l’acceptance × efficacité
ou noté AεiJ/ψ.
V.1.2 Les différentes contributions à AεiJ/ψ
L’acceptance et l’efficacité sont déterminées conjointement à l’issue d’une opé-
ration « unique ». Mais il est possible, en principe, d’appréhender séparément chaque
terme de AεiJ/ψ.
Une petite précision du côté du vocabulaire employé est avant tout nécessaire.
Un J/ψ est « reconstructible » lorsque chacun de ses muons de désintégration est lui-
même reconstructible. C’est le cas lorsque chacun engendre dans les bras muons des
coups qui satisfont à tous les critères intrinsèques à l’algorithme de reconstruction
(cf. section IV.2.3).
Pour séparer de la manière la moins ambigüe possible les contributions de l’acceptance
et de l’efficacité dans le produit AεiJ/ψ, nous devons raisonner dans le cadre de quelques
hypothèses. Supposons d’une part que chaque muon qui passe dans le volume actif1
de détection induit une réponse du détecteur2, i.e. ce muon laissera des signaux qui
peuvent être répertoriés et enregistrés. Supposons d’autre part que chaque muon re-
constructible sera effectivement reconstruit : c’est le cas si l’efficacité de l’algorithme
de reconstruction est égale à l’unité. Dans ces conditions :
– L’acceptance peut être définie comme la fraction de J/ψ Monte Carlo qui sont
« reconstructibles » parmi ceux qui ont été engendrés. Une partie de cette dé-
finition recouvre la conception purement géométrique et habituelle de l’ac-
ceptance, en ce sens qu’elle prend ici en compte le volume actif de détection :
seuls les muons appartenant à la région en pseudorapidité décrite par les bras
muons et qui pointent vers ce volume actif seront détectés. Requérir qu’en plus
ces muons soient reconstructibles introduit des contraintes qui ne sont pas ex-
clusivement géométriques : par exemple, ces muons doivent avoir au moins
atteint le troisième plan de mesure du MuID, ce qui sélectionne les muons en
se fondant sur leur impulsion.
1Le volume actif de détection n’est autre que le volume couvert par les plans de mesure des bras
muons auquel peuvent être retranchées quelques zones mortes non lues au niveau de l’électronique.
2Ceci revient à supposer que la réponse du détecteur est binaire : les plans de mesure ont une effi-
cacité parfaite et les modules d’électronique de lecture sont opérationnels de manière optimale (il peut
y avoir des cartes définitivement mortes, mais quand une carte fonctionne, elle fonctionne parfaitement
bien).
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– Quant à l’efficacité, elle prendra en compte l’efficacité réelle du détecteur, de
l’algorithme de reconstruction et des systèmes de déclenchement. Elle com-
prendra aussi la perte de signal liée aux coupures d’analyse.
Ces différentes contributions sont cependant corrélées. Par exemple, l’efficacité
de l’algorithme de reconstruction est affectée par le nombre de modules d’électro-
nique de lecture non-opérationnels, or ces même modules conduisent à une réduc-
tion du volume actif de détection. Par conséquent, seule la mesure globale accep-
tance×efficacité peut être utilisée sans ambiguïté.
V.1.3 De la nécessité de l’embedding
Voyons à présent pourquoi il est nécessaire d’enchâsser les J/ψMonte Carlo dans
des données réelles (technique dite de l’embedding). L’efficacité de l’algorithme de
reconstruction peut être vue comme la fraction de J/ψ Monte Carlo reconstructibles
qui sont effectivement reconstruits. Elle décroît avec le taux d’occupation3 du détec-
teur, celui-ci étant corrélé à la multiplicité4 enregistrée lors des collisions. La raison
est inhérente au procédé utilisé pour rechercher les coups constitutifs d’une route ou
d’une trace (selon qu’il s’agit du MuID ou du MuTr). Rappelons que l’algorithme de
reconstruction procède par itération, en projetant l’amorce de trajectoire d’un plan
de mesure vers le précédent. Les coups qu’il convient d’associer à cette amorce de
trajectoire sont toujours recherchés dans une fenêtre de taille donnée autour de la
position obtenue par projection (cf. section IV.2). Cette fenêtre comptera donc une
population de plus en plus importante de coups dans un environnement à haute mul-
tiplicité. Il en résulte un nombre croissant d’ambiguïtés dans la détermination des
coups constitutifs d’une route ou d’une trace. Cela montre qu’il est important de pou-
voir reproduire cet environnement, qualifié de « bruit de fond », lors des simulations.
Il se trouve que les simulations qui essaient de recréer ce type d’environnement sont
actuellement au moins un facteur deux en dessous de la réalité en terme de multipli-
cité, en particulier dans les collisions les plus centrales. Aussi devons-nous recourir
aux données réelles minimum bias pour enchâsser les J/ψ Monte Carlo en vue de
reproduire ainsi le bruit de fond dans lequel le signal recherché est noyé.
3Le taux d’occupation est défini comme la fréquence de sollicitation d’une piste de cathode (ou
un bi-pack) donné(e) tout au long de la prise de données. Ainsi, un taux d’occupation de 20% pour
une piste de cathode indique que celle-ci est touchée une fois tous les cinq événements en moyenne.
De manière alternative, le taux d’occupation désigne aussi la fraction de pistes touchées par événement
dans le détecteur.
4La multiplicité est définie comme le nombre de particules par événement. Par extension, la mul-
tiplicité est aussi le nombre de coups, et donc le nombre de pistes de cathodes ou de bi-packs touchés,
par événement dans le détecteur.
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V.2 Vue d’ensemble des étapes nécessaires pour
déterminer les corrections d’acceptance × efficacité
Les valeurs des corrections d’acceptance × efficacité sont obtenues en exécutant
la totalité des étapes suivantes :
1. obtenir un bruit de fond réaliste en terme de nombre de traces par événement
à partir du format PRDF dans lequel sont enregistrées en ligne les données ;
2. engendrer des J/ψ Monte Carlo dont le zvtx et la centralité concordent parfai-
tement, événement par événement, avec ceux des données réelles ;
3. convertir les hits Monte Carlo en hits5 appropriés pour l’embedding et la re-
construction (en utilisant un détecteur parfait) ;
4. exécuter simultanément la réponse du détecteur (en utilisant un détecteur réa-
liste) et l’embedding ;
5. lancer le système de déclenchement de niveau 2 du MuTr ;
6. lancer l’émulateur du système de déclenchement MUIDLL1 et effectuer la re-
construction ;
7. extraire le signal et évaluer les corrections d’acceptance × efficacité.
Pour la clarté du discours, nous avons préféré détailler l’ensemble de ces étapes
dans l’appendice B. Le lecteur curieux des techniques employées pourra donc s’y
reporter.
Dans l’étape #1, les fichiers PRDF utilisés sont ceux du run 152099 car le statut
matériel du MuTr pour ce run est celui qui est le plus fréquemment rencontré tout au
long du Run 5 Cu + Cu. Ainsi, ce run est le plus représentatif possible de l’ensemble
de la période de prise de données. Il sera dénommé « run de référence ».
Dans l’étape #2, la concordance de la position longitudinale du vertex des J/ψ
Monte Carlo et de celui des données réelles est essentielle : en effet, l’acceptance ×
efficacité dépend (légèrement) de la distribution en zvtx [122, 123]. Quant à la cor-
respondance univoque entre chaque J/ψ Monte Carlo et la centralité de l’événement
dans lequel il sera enchâssé, elle permet de calculer les corrections d’acceptance ×
efficacité par partition en centralité.
Une librairie dite Monte Carlo a été utilisée à l’étape #3 ainsi qu’à toutes les
étapes suivantes de la simulation (notons que la dernière étape ne fait pas partie de
la simulation). La partie « réponse » de cette librairie a été améliorée pour que la
simulation de la réponse du détecteur aux coups Monte Carlo s’accorde mieux à la
réalité (le détail de ces améliorations est également reporté dans l’appendice B). Le
reste, la partie « reconstruction » du code (indépendante de la partie « réponse ») est
rigoureusement identique à la librairie utilisée pour reconstruire les données (librairie
officielle de PHENIX pro.65).
5Nous écrirons hit plutôt que « coup »lorsque nous faisons référence non au signal physique, pro-
voqué par le passage de la particule dans le détecteur, mais à l’information correspondante telle qu’elle
est manipulée lors de la simulation ou au niveau du format de données de PHENIX, ou encore au niveau
de l’algorithme de reconstruction.
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V.3 Reproductibilité et impact du MUIDLL1 sur les
corrections d’acceptance × efficacité
Le MUIDLL1 est l’un des deux systèmes de déclenchement utilisés pour la pre-
mière fois durant le Run 5 Cu + Cu, le second étant le MuTr-Lvl2. Incorporer l’effi-
cacité du MuTr-Lvl2 dans les corrections d’acceptance × efficacité est relativement
aisé : le MuTr-Lvl2 est implémenté de manière logicielle, aussi pouvons-nous faire
fonctionner exactement le même code sur les données réelles comme sur les J/ψ
Monte Carlo. À l’inverse, le MUIDLL1 est implémenté sous forme de circuits lo-
giques programmés sur une partie dédiée de l’électronique embarquée du MuID.
Ceci le rend très dépendant du schéma du câblage qui le relie aux cartes de l’électro-
nique de lecture du MUID (cf. section IV.1.1, page 90). La simulation du MUIDLL1
doit donc prendre en compte cet aspect, inexistant pour le MuTr-Lvl2. En consé-
quence, nous devons nous assurer que l’émulation du MUIDLL1 est tout-à-fait com-
prise et sous-contrôle. Dans les paragraphes ci-après, nous discutons du résultat des
études menées dans ce sens et qui permettent de mesurer l’impact du MUIDLL1 sur
l’acceptance × efficacité. Ces études sont effectuées avec le lot de J/ψ Monte Carlo
insérés dans les données issues du run 152099 (la procédure mise en place pour les
obtenir a été décrite dans l’appendice B).
V.3.1 Effet de la nouvelle cartographie pour le MUIDLL1
Durant le Run 5 Cu + Cu, nous avons subi une perte d’efficacité du système de
déclenchement MUIDLL1 en ligne pour le bras Nord (cf. section IV.1.1, page 90).
L’analyse préliminaire fut terminée sans avoir identifié la source du problème. La
perte d’efficacité constatée fut donc prise en compte en appliquant un facteur de cor-
rection supplémentaire de (82±3)% en plus des corrections d’acceptance×efficacité.
Nous avons finalement identifié la source de ce dysfonctionnement comme une per-
mutation des câbles desservant deux modules d’électronique de lecture (ROC) du
MuID Nord. Nous avons répercuté cette permutation dans notre librairie Monte Carlo
en mettant à jour la cartographie du MUIDLL1.
Grâce à cette nouvelle cartographie, nous pouvons reproduire hors ligne, en uti-
lisant l’émulateur du MUIDLL1, la perte d’efficacité inattendue observée en ligne
dans le bras Nord. Cette perte est donc désormais incluse dans les corrections d’ac-
ceptance×efficacité. Elle apparaît lorsque nous comparons les valeurs obtenues avant
et après la mise-à-jour de la cartographie du MUIDLL1. Précisons que le module
desservi par les deux câbles permutés était responsable de la lecture de la réponse
de tubes situés sur le dernier plan de mesure du MuID Nord. Par conséquent, en de-
mandant quatre plans de mesure touchés sur cinq pour une route Deep, le MUIDLL1
est bien plus sensible à une perte d’acceptance due à des problèmes matériels que
lorsque la condition est moins stricte (trois plans touchés sur cinq). On s’attend donc
à une perte d’acceptance × efficacité plus importante pour le MUIDLL1 4/5 que
pour le MUIDLL1 3/5. C’est effectivement ce qu’illustre la Fig V.1 : pour le bras
Nord uniquement, nous comparons les corrections d’acceptance × efficacité obte-
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nues avant et après la mise-à-jour de la cartographie du MUIDLL1. Le rapport des
nouvelles valeurs (intégrées sur toute la gamme en centralité) aux anciennes nous
donne l’inefficacité moyenne du MUIDLL1 :
– ce rapport est d’environ 93, 5% pour le MUIDLL1 3/5 ;
– il est d’environ 84% pour le MUIDLL1 4/5.
Ainsi, l’estimation préliminaire de la correction d’inefficacité (82±3%) du MUIDLL1
est compatible avec celle obtenue ici pour le MUIDLL1 4/5, mais se révèle être plus
pessimiste que de celle obtenue pour le MUIDLL1 3/5.
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F. V.1: Corrections d’acceptance × efficacité en fonction de la centralité (neuf
tranches en centralité) pour le bras Nord uniquement, obtenues en utilisant l’an-
cienne cartographie du MUIDLL1 (triangles roses et rouges) et comparées aux
valeurs obtenues en utilisant la nouvelle cartographie du MUIDLL1 (carrés bleu
clair et bleu foncé), pour le MUIDLL1 4/5 (en haut) et le MUIDLL1 3/5 (en bas).
Erreurs statistiques uniquement.
V.3.2 MUIDLL1 3/5 vs MUIDLL1 4/5
Sur la Fig V.2, nous comparons les valeurs d’acceptance× efficacité obtenues se-
lon le nombre minimum requis de plans de mesure du MuID touchés (3/5 ou 4/5) pour
126
Reproductibilité et impact du MUIDLL1 sur les corrections AεJ/ψ
déclencher le MUIDLL1. Ces résultats ont été obtenus en utilisant la nouvelle carto-
graphie du MUIDLL1. Vu que la condition 4/5 est plus sévère que la condition 3/5,
une baisse des valeurs d’acceptance × efficacité est attendue pour le MUIDLL1 4/5
par rapport au MUIDLL1 3/5. C’est effectivement ce que nous observons, mais pas
dans la même proportion relative pour chacun des deux bras. Moyennée sur tout l’in-
tervalle en centralité, nous avons une diminution de :
– 19% pour le bras Nord ;
– 6% pour le bras Sud.
Le comportement quantitativement différent du bras Nord est tout-à-fait compré-
hensible. Dans son cas, pour obtenir les corrections d’acceptance × efficacité pour
le MUIDLL1 4/5, il faut prendre en compte non seulement la perte due aux câbles
permutés mais aussi celle due au fait que la condition 4/5 est plus stricte. Pour le bras
Sud, nous ne devons nous soucier que de cette dernière. En conséquence, la perte
totale d’acceptance × efficacité doit être plus élevée dans le bras Nord que dans le
bras Sud lorsque nous passons du la condition 3/5 à 4/5. La Fig V.1 nous conforte
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F. V.2: Corrections d’acceptance × efficacité en fonction de la centralité (huit
tranches en centralité) pour le bras Nord (en haut) et le bras Sud (en bas) pour le
LL1 3/5 (en bleu foncé) et le LL1 4/5 (en bleu clair). Erreurs statistiques unique-
ment.
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dans cette idée. Elle montre que la perte d’acceptance × efficacité constatée pour le
bras Nord est bien plus faible lorsque nous avons utilisé l’ancienne cartographie du
MUIDLL1 : ce n’est que dans ce cas que le bras Nord a le même comportement que
le bras Sud lorqu’on passe de la condition 3/5 à 4/5.
V.4 Évaluation des corrections d’acceptance × efficacité
sur l’ensemble de la période de prise de données
V.4.1 Motivations
Mesurer la fluctuation d’un run à l’autre des corrections d’acceptance×efficacité
est une étape indispensable pour voir si le run de référence est bien représentatif de
l’ensemble de la période de prise de données. Cette étude peut être conduite avec
deux états d’esprits différents :
– Un seul et unique run de référence est utilisé pour calculer les valeurs des
corrections d’acceptance × efficacité. La dispersion autour de ces valeurs de
référence lors la période de prise de données peut permettre d’évaluer l’erreur
systématique correspondante sur ces valeurs de référence6.
– L’autre voie possible est de mesurer l’acceptance × efficacité sur toute la
période de prise de données, et d’utiliser la valeur moyenne « temporelle »en
lieu et place de la valeur de référence. Chaque run contribue alors avec un
poids égal à la luminosité associée dans le calcul de cette valeur moyenne.
Lors de l’analyse préliminaire, nous avons mené cette étude en utilisant la pre-
mière méthode, plus rapide puisque ne nécessitant qu’un échantillon limité de runs
sur toute la prise de données. Nous avons simplement pris un run tous les ∼ 25 runs
figurant sur la liste de bons runs. Un soin tout particulier a été pris pour que soient
représentées, en bonne proportion, la plupart des configurations existantes quant au
nombre de modules électroniques d’acquisition (FEM) non-opérationnels pour le
MuTr (cf. Tab. V.1). En effet, des variations de cette configuration sont connues pour
avoir un effet significatif sur l’acceptance × efficacité. L’écart-type obtenu (8%) fut
assigné comme erreur systématique due à la fluctuation de AεJ/ψ sur l’ensemble de
la prise de données. Il se trouve que c’est une des sources dominantes d’erreur systé-
matique sur les corrections d’acceptance × efficacité, d’où l’intérêt de revisiter cette
étude, mais en ayant cette fois recours à la seconde statégie. Pour cela, nous avons
mis au point une méthode qui permet de parcourir plus rapidement la liste de bons
runs, laquelle est détaillée dans la section suivante.
V.4.2 Mise en œuvre
La méthode
Idéalement, les valeurs run par run des corrections d’acceptance × efficacité de-
vraient être obtenues en exécutant la totalité des étapes détaillées dans la section V.2
6Ces valeurs de références sont détaillées dans l’appendice B
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run number South North
151239 0 2
152099 0 2
154658 0 2
156569 0 2
156862 0 3
157311 0 2
158994 2 5
159112 3 5
T. V.1: Nombre de FEM non opérationnelles pour le MuTr (bras Sud et
Nord) pour les runs utilisés pour l’évaluation de la dispersion sur les corrections
d’acceptance × efficacité lors de l’analyse préliminaire.
(page 124) pour chacun des bons runs.
C’est ainsi que nous avons procédé pour les quelques runs de l’analyse prélimi-
naire. Mais ce grand nombre d’étapes intermédiaires prendrait un temps bien trop
important si nous devions faire de même pour la totalité des bons runs. De plus, les
effectuer toutes n’est pas tout-à-fait indispensable. En effet, si la multiplicité vue par
le détecteur varie assez peu d’un run à l’autre, alors seule l’étape #4 (la réponse du
détecteur) a un impact significatif sur les variations d’acceptance× efficacité. La rai-
son est la suivante : c’est pendant cette étape que les hits Monte Carlo sont convertis
en hits au sens des données réelles en faisant intervenir une description réaliste de la
configuration du détecteur. L’idée est donc de recourir au même lot de J/ψ Monte
Carlo et au même lot correspondant de bruit de fond provenant de vraies don-
nées, mais de varier la configuration du détecteur. Par conséquent, les étapes #1 à
#3 sont exécutées une seule fois.
Les éléments7 décrivant la configuration du détecteur qui peuvent varier d’un run
à l’autre sont :
– la configuration des hautes tensions pour le MuTr i.e. les anodes volontaire-
ment éteintes et celles temporairement et involontairement inactives (enregis-
trée sur fichiers) ;
– les gains et piédestaux nécessaires pour reproduire la numérisation des charges
sur les cathodes par les ADC du MuTr (en mémoire dans la base de données) ;
– le nombre de FEM non-opérationnels pour le MuTr (en mémoire dans la base
de données).
7Les efficacités des bi-pack du MuID varient aussi d’un run à l’autre. Cependant, nous avons utilisé
un seul et même ensemble de fichiers (un par bras) pour les décrire, ceux-ci contenant les efficacités
moyennes par bi-pack sur l’ensemble de la prise de données. Cf. section B.1.3.
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Quelques précautions à considérer
Le raisonnement que nous venons d’exposer repose sur l’hypothèse selon la-
quelle le taux d’occupation des bras muons n’a pas subi de fluctuations importantes
tout au long de la prise de données. Cette hypothèse n’est pas déraisonnable au pre-
mier abord, au moins en ce qui concerne les conditions de faisceau. En effet, celles-ci
étaient plutôt stables tout au long du Run 5 : la collimation était réalisée très vite en
début de vie du faisceau, ce qui induit à l’arrière du MuID de faibles variations de la
pollution en particules issues des interactions avec le tube à vide du faisceau. Ceci
a eu pour conséquence que le MuID pouvait être mis sous (haute) tension tout aussi
vite, d’où une luminosité exploitée par les bras muons très proche (environ 92%)
de la valeur enregistrée par PHENIX. Cette maîtrise des conditions de faisceau im-
plique également que le taux de collisions est resté stable durant la prise de données
exploitables pour la physique. Néanmoins, ceci ne nous dispense pas de vérifier que
la multiplicité enregistrée au niveau des bras muons est restée stable durant la période
de prise de données.
Il faut aussi choisir avec précaution le run duquel nous allons tirer le lot de hits
qui serviront de bruit de fond : par exemple, nous devons éviter que, pour ce run, il
y ait des zones mortes, donc dépourvues de hits, à des endroits du détecteur qui ne
seraient pas identiques entre tous les runs. Imaginons que, par inadvertance, cette cir-
constance se présente : nous avons extrait notre bruit de fond d’un run A pour lequel
le demi-octant a d’une des stations du MuTr s’est arrêté de fonctionner pendant la
prise de données. Durant le run B, le demi-octant a était tout-à-fait fonctionnel mais
le demi-octant b ne l’était pas. Selon la méthode que nous avons précédemment ex-
posée, nous voulons connaître les corrections d’acceptance× efficacité pour le run B
en insérant des J/ψ Monte Carlo dans les données réelles issues du run A et en ap-
pliquant la configuration du détecteur en vigueur pendant le run B. En conséquence,
nous n’aurons que des hits Monte Carlo sur le demi-octant a puisque celui-ci n’a
pu enregistrer le passage d’aucune particule pendant la prise de données du run A.
Cela va biaiser la valeur ainsi « prédite » d’acceptance × efficacité du run B puisque
l’absence de bruit de fond dans le demi-octant a va faciliter la reconstruction. Notons
que la valeur vraie d’acceptance × efficacité, dénommée « acceptance × efficacité
réelle », aurait été obtenue en insérant les J/ψ Monte Carlo dans le bruit de fond issu
du run B et auquels aurait été appliquée la configuration du détecteur selon ce même
run B. Profitons de cet exemple pour mettre au point notre vocabulaire : le run B
sera connu par la suite sous le nom de « run de configuration », le run A peut-être
considéré comme un « run de référence » en matière de bruit de fond. La seule dif-
férence entre l’acceptance × efficacité prédite et l’acceptance × efficacité réelle
est donc l’origine des hits de données réelles qui font office de bruit de fond. La
méthode présentée peut ainsi être validée en comparant, pour un échantillon de runs,
les valeurs réelles et prédites de l’acceptance × efficacité.
Une autre condition sur le run de référence est que sa distribution en centralité ne
comporte pas d’anomalies (distribution plate). Il faut aussi que sa distribution de la
position zvtx du vertex soit typique (centrée à environ zéro, de largeur standard entre
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20 et 30 cm).
Une autre précaution importante concerne la manière dont nous allons déterminer
la valeur moyenne de l’acceptance× efficacité une fois tous les runs de configuration
parcourus. Pour être complètement rigoureux dans ce calcul, chaque run devrait plu-
tôt contribuer à hauteur du nombre d’événements BBCLL1 obtenus après coupure
sur le zvtx et appartenant à un croisement physique des paquets d’ions. Mais l’ana-
lyse préliminaire a montré que la variation d’un run à l’autre de la distribution en
zvtx des événements est petite. D’autre part, comme le montre la figure V.3, la frac-
tion d’événements non issus de croisement physique des paquets d’ions est faible
(1 − 2%) dans l’intervalle considéré pour le vertex ( |zvtx| < 30 cm ). Ces coupures
vont donc affecter de manière très similaire le nombre d’événements BBCLL1 pour
chaque run. En conséquence, le pourcentage d’événements perdus peut être consi-
déré comme indépendant du numéro de run et on peut le mettre en facteur lors du
calcul de la moyenne : utiliser le nombre d’événements BBCLL1 obtenu après ou
avant coupures est donc équivalent. Bien entendu, il est plus commode d’utiliser ce
dernier nombre puisqu’il peut être directement lu dans la base de données.
F. V.3: Évolution en fonction du numéro de run du pourcentage d’événements
minimum bias rejetés car n’appartenant pas à un croisement physique des paquets
d’ions. Le vertex des événements considérés avant d’appliquer cette coupure est
dans la tranche |zvtx| < 30 cm.
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La réalisation
Le run 152099, déjà utilisé, possède toutes les qualités requises telles que nous
les avons énoncées précédemment :
– en terme de zones mortes (cf. sections IV.1.4 et B.1.1), puisque c’est un run à
zones mortes minimales dans le MuTr, et les anodes/FEM désactivées pendant
ce run l’ont été pendant toute la prise de données du Run 5 ;
– en terme de distribution en centralité et en vertex (cf. Fig V.4) ;
– en terme de multiplicité enregistrée au niveau du détecteur, comme nous le
verrons dans la section suivante.
Ce run est donc à double titre8 un run de référence. Nous avons ainsi bénéficié du
lot de J/ψ Monte Carlo et du lot de bruit de fond issu de l’étude d’acceptance ×
efficacité utilisant ce seul et unique run. Mais pour raccourcir davantage le temps
consacré à chaque run de configuration de la liste, nous avons réduit la statistique
utilisée (environ 118 mille événements au lieu des ∼ 249, 4 mille disponibles pour
l’embedding).
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F. V.4: Distributions d’intérêt pour le run de référence 152099 duquel est issu le
bruit de fond utilisé pour évaluer les corrections d’acceptance× efficacité sur l’en-
semble de la période de prise de données. Le run 152099, situé vers le milieu de
la période MUIDLL1 4/5, est ici comparé à deux autres runs qui appartiennent à la
période MUIDLL1 3/5. Ceci permet de se faire une idée des variations de ces dis-
tributions d’un bout à l’autre de la prise de données. Un coup d’oeil aux graphiques
tracés lors de la surveillance en ligne des prises de données PHENIX indique que
les distributions aussi décentrées en zvtx que le run 156606 sont localisées sur une
courte période de temps (quelques jours), peu après le changement de condition de
déclenchement du MUIDLL1 et le changement de polarité des aimants contrôlant
le champ magnétique de PHENIX. Le cas général est plutôt celui illustré ici par
les runs 152099 et 157311.
Notons que quelques runs de configuration ont été exclus de l’étude : ceux dont
les fichiers de configuration des hautes tensions pour le MuTr manquent à l’appel
8Il est une référence pour la configuration du détecteur et pour le « bruit de fond »utilisé lors de
l’embedding.
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(5 runs sur 261), et ceux pour lesquels un nombre anormalement élevé (∼ 97%)
d’événements sont rejetés lors de la phase9 d’extraction du signal car identifiés à
tort comme n’appartenant pas à un croisement physique des paquets d’ions (16 runs
sur 261). L’exclusion de ces runs a une influence négligeable sur la valeur de AεJ/ψ
moyennée sur l’ensemble de la période de la prise de données puisque les 240 runs
utilisés représentent 91.4% du nombre total d’événements minimum bias enregistrés.
V.4.3 Tests et vérification de la validité de la méthode
Les tests exposés dans la section précédente sont conduits sur un échantillon de
33 runs (sur les 240 utilisés). Ces runs sont équitablement répartis sur toute la période
de prise de données.
Multiplicité vue par les bras muons durant le Run 5
La multiplicité peut être appréciée en examinant les distributions minimum bias
des coups dans les différents éléments de chaque bras muon (sans aucune coupure).
Pour faciliter la comparaison, nous avons défini deux périodes, séparées par le chan-
gement de polarité du champ magnétique. Ces deux périodes sont de luminosité com-
parable. Les figures V.5 et V.6 comparent les distributions de coups pour chaque pé-
riode, et cela est effectué pour chaque gap de MuID et pour chaque station du MuTr
pour le bras Sud (les distributions dans le bras Nord sont très similaires). Chaque
histogramme est normalisé par le nombre d’événements minimum bias de la période
considérée et représente donc la multiplicité moyenne durant une période. Nous pou-
vons constater que les distributions sont quasiment superposables d’une période à
l’autre, ce qui montre que, en moyenne, la multiplicité était stable durant le Run 5.
Rapport Aεre´elle/Aεpre´dite
Examinons à présent le pouvoir prédictif de notre nouvelle méthode d’évaluation
d’acceptance × efficacité, et ce sur notre échantillon de runs. Pour cela, nous allons
comparer les valeurs prédites et réelles des corrections d’acceptance × efficacité. Le
volet supérieur de chacune des figures V.7 (pour le bras Sud) et V.8 (pour le bras
Nord) montre que l’évolution de Aεpre´dite coïncide remarquablement bien avec celle
de Aεre´elle au cours de la prise de données. Le volet inférieur de ces mêmes figures
montre cette fois-ci le rapport Aεre´elle/Aεpre´dite en fonction du numéro de run, ainsi
que l’ajustement linéaire correspondant. Nous pouvons constater que, dans les barres
d’erreurs statistiques, ce rapport est plat et compatible avec l’unité. Par conséquent,
nous pouvons étendre notre nouvelle méthode à l’ensemble de la période de prise de
données.
Nous avons également superposé sur une seule figure par période (cf figures V.9
et V.10) les valeurs du rapport Aεre´elle/Aεpre´dite en fonction de la centralité pour
9Nous avons finalement identifié et corrigé la source de ce problème (un bug au niveau de la macro
réalisant l’extraction du signal). Mais vu le peu d’impact que ces quelques runs auraient eu sur le
résultat final, nous ne nous sommes pas donné la peine de les utiliser.
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F. V.5: Distribution de coups pour chaque gap du MuID Sud pour la première
période (en bleu) et la deuxième (en rouge), du gap 0 (en haut à gauche) au gap 4
(en bas à gauche). Se référer au texte pour la définition d’une période. Notons que
la « bosse » que l’on aperçoit dans la queue de la distribution pour le dernier gap
du MuID est probablement due à une pollution de particules venant d’interactions
du faisceau avec les parois du tube à vide à l’arrière du MuID.
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F. V.6: Distribution de coups pour chaque station du MuTr Sud pour la première
période (en bleu) et la deuxième (en rouge), de la station 1 (en haut à gauche) à la
station 3 (en bas à gauche). Se référer au texte pour la définition d’une période.
chaque run de notre échantillon. Dans les barres d’erreurs statitisques, ce rapport est
plat et compatible avec l’unité. Rappelons que la seule différence entre l’acceptance×
efficacité prédite et l’acceptance × efficacité réelle est l’origine des hits de données
réelles qui font office de bruit de fond. Cette figure montre que la manière dont la
multiplicité (en terme de hits) est répartie par tranche de centralité est identique entre
le run de référence (152099) et tous les autres runs de notre échantillon. Ceci renforce
l’idée que le taux d’occupation dans les bras muons est resté stable durant l’ensemble
de la prise de données et qu’il est légitime de choisir le run 152099 comme référence
pour le bruit de fond.
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F. V.7: Volet supérieur : évolution de Aεpre´dite (triangle rouge) parallèlement
à celle de Aεre´elle (cercle bleu) sur un échantillon de runs répartis sur l’ensemble
de la prise de donnée pour le bras Sud. Volet inférieur : rapport Aεre´elle/Aεpre´dite
correspondant. Seule l’erreur statistique est représentée. La bande verticale jaune
indique la transition du MUIDLL1 4/5 au MUIDLL1 3/5. La ligne bleue verticale
qui lui succède indique le changement de polarité des aimants produisant le champ
magnétique.
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F. V.8: Volet supérieur : évolution de Aεpre´dite (triangle rouge) parallèlement
à celle de Aεre´elle (cercle bleu) sur un échantillon de runs répartis sur l’ensemble
de la prise de donnée pour le bras Nord. Volet inférieur : rapport Aεre´elle/Aεpre´dite
correspondant. Seule l’erreur statistique est représentée. La bande verticale jaune
indique la transition du MUIDLL1 4/5 au MUIDLL1 3/5. La ligne bleue verticale
qui lui succède indique le changement de polarité des aimants produisant le champ
magnétique.
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F. V.9: Rapport Aεre´elle/Aεpre´dite en fonction de la centralité pour chaque run
appartenant à la première période de notre échantillon, pour le bras Nord (en haut)
et le bras Sud (en bas). Le même symbole (un cercle vide bleu clair) représente
tous les runs de la première période, sauf un run représenté par un cercle plein
bleu foncé.
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F. V.10: Rapport Aεre´elle/Aεpre´dite en fonction de la centralité pour chaque run
appartenant à la deuxième période de notre échantillon, pour le bras Nord (en haut)
et le bras Sud (en bas). Le même symbole (un triangle vide orange) représente tous
les runs de la deuxième période, sauf un run représenté par un triangle plein rouge.
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V.4.4 Résultats minimum bias et discussion
Nous présentons dans les paragraphes ci-après les valeurs run par run des cor-
rections d’acceptance × efficacité intégrées sur tout l’intervalle en centralité, en pT
et en rapidité.
Correction d’acceptance × efficacité en fonction du numéro de run
La Fig V.11 résume l’ensemble de la période de prise de données du Run 5
Cu + Cu : elle montre la dépendance de l’acceptance × efficacité en fonction du
numéro de run. Nous y avons également représenté la moyenne pondérée (par la lu-
minosité associée à chaque run) de l’acceptance × efficacité, ainsi que les valeurs
d’acceptance × efficacité obtenues pour le run de référence (pour chaque disposition
du MUIDLL1 et leur moyenne). Pour le bras Nord, la valeur d’acceptance×efficacité
du run de référence est une bonne approximation de la valeur moyenne sur l’en-
semble de la prise de données. Ce résultat découle du fait que la plupart des runs de
la prise de données suivent un comportement similaire à celui du run de référence, et
ce pour chaque condition de déclenchement du MUIDLL1. En revanche, pour le bras
Sud, le constat est plus mitigé : le run de référence décrit assez bien le comporte-
ment des runs pour le MUIDLL1 4/5, mais l’acceptance × efficacité de référence est
une surestimation des valeurs d’acceptance × efficacité pour le MUIDLL1 3/5. Cela
s’explique par le fait que la configuration matérielle du MuTr Sud pour le run de ré-
férence (i.e. deux FEM non-opérationnelles) n’est pas majoritaire dans la période du
MUIDLL1 (36 runs sur les 110). Ceci sera développé dans le paragraphe sur l’impact
du nombre de FEM non-opérationnelles sur l’acceptance × efficacité (page 142).
La répartition de la luminosité en fonction des runs est illustrée par la Fig V.12.
Dispersion des corrections d’acceptance × efficacité
Sur la Fig V.13 est représentée la distribution des corrections AεJ/ψ pour chaque
bras muon. L’écart-type qui en est extrait est de ∼ 6% (∼ 11%) pour le bras Sud
(Nord), ce qui est en assez bon accord avec le résultat de l’analyse préliminaire (8%).
La contribution des runs pris avec le MUIDLL1 4/5 est soulignée par la sur-
face coloriée. Ainsi, les deux pics clairement séparés pour le bras Nord sont identi-
fiables à deux populations distinctes, appartenant chacune à une période différente du
MUIDLL1. La séparation de ces deux populations de runs est moins évidente pour le
bras Sud. La différence de comportement constatée pour les deux bras est imputable
au problème matériel rencontré lors de la prise de données dans le bras Nord pour le
MUIDLL1 (cf. section V.3.2) : celui-ci a pour effet de pénaliser fortement l’efficacité
du MUIDLL1 lorsque la condition de déclenchement est plus stricte, d’où une nette
séparation des deux populations dans le bras Nord uniquement.
La moyenne de la distribution est également représentée, ainsi que la valeur
d’acceptance×efficacité pour le run de référence. À nouveau, nous constatons que ce
run représente effectivement bien l’ensemble des runs pour le bras Nord, alors qu’il
n’en représente qu’une fraction relativement mineure pour le bras Sud. Ceci consti-
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F. V.11: Corrections (prédites) d’acceptance × efficacité en fonction du numéro
de (bon) run, pour le bras Nord (en haut) et le bras Sud (en bas). La taille des carrés
est proportionnelle à la fraction de luminosité. La bande jaune verticale symbo-
lise la période de transition entre les deux conditions requises pour déclencher le
MUIDLL1, i.e. MUIDLL1 4/5 et MUIDLL1 3/5. La ligne rouge en trait continu
correspond à la moyenne pondérée par la luminosité des corrections run par run
d’acceptance × efficacité. Toutes les lignes bleues en trait discontinu représentent
les valeurs (réelles) d’acceptance × efficacité pour le run de référence : une ligne
pour chaque disposition du MUIDLL1, tracée uniquement pour la période de prise
de données correspondante, et une ligne pour la moyenne sur les deux périodes
de prise de données, tracée quant à elle sur la totalité de la période de prise de
données. Cette valeur moyenne est reporté dans la légende.
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F. V.12: Fraction de luminosité en fonction du numéro de (bon) run. Pour chaque
run, la fraction de luminosité est définie comme le rapport du nombre d’événe-
ments pris en coïncidence avec le BBCLL1 pour ce run sur le nombre total d’évé-
nements BBCLL1 intégrés sur tous les bons runs.
tue donc une raison supplémentaire d’adopter la valeur moyenne sur tous les runs au
détriment d’une valeur unique de référence.
Impact sur l’acceptance × efficacité du nombre de modules électroniques
d’acquisition non-opérationnels pour le MuTr
Nous avons vu dans les paragraphes précédents que les corrections AεJ/ψ pré-
sentent une dispersion significative sur l’ensemble de la période de prise de données.
Parmi les éléments utilisés pour décrire la configuration du détecteur, lesquels sont
majoritairement responsables de cette dispersion ? Procédons par élimination. Des
études [122, 123] menées avec des J/ψ Monte Carlo « purs » (non-mélangés avec
du bruit de fond issu de vraies données) ont déjà permis d’examiner l’effet dû à la
variation de la configuration des hautes tensions pour le MuTr : dans l’intervalle en
rapidité utilisé pour l’analyse i.e. 1, 2 < |y| < 2, 2, la perte d’acceptance×efficacité est
inférieure à 2% lorsqu’on passe d’un détecteur parfait (toutes anodes sous tension)
à un détecteur avec une liste d’anodes éteintes typique10 de la situation rencontrée
pour une prise de données réelle (51 anodes éteintes pour le bras Sud, 53 dans le bras
Nord pour le Run 4 Au + Au). Pour le Run 5 Cu + Cu, la configuration en terme
d’anodes éteintes était quasiment figée (cf. section IV.1.4, page 100). Si nous citons
le bras Nord en exemple, nous avons entre 56 et 58 anodes éteintes pour l’ensemble
des bons runs : 56 anodes (parfaitement identifiées) sont éteintes de manière perma-
nente ; l’identité des anodes restantes incriminées varie dans un ensemble de deux
anodes (N1816 et N2410). Si, pour chaque run, nous faisons uniquement varier la
10Rappelons que la grande majorité de ces anodes (48 anodes éteintes par bras) sont les anodes de la
station 1 du MuTr les plus proches du tube à vide du faisceau. Éteindre ces anodes n’a aucune incidence
sur le bras Sud car elles couvrent la région obstruée par le piston de l’aimant. La chute d’acceptance
dans le bras Nord est principalement observée pour 2, 2 < y < 2, 4, donc au-delà de l’intervalle utilisé
pour l’analyse.
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F. V.13: Distribution des corrections d’acceptance×efficacité sur l’ensemble des
bons runs, pour le bras Nord (en haut) et le bras Sud (en bas). Le nombre d’évé-
nements pris en coïncidence avec le BBCLL1 (lequel est proportionnel à la lumi-
nosité) est mis en ordonnée. La ligne rouge en trait continu représente la moyenne
pondérée par la luminosité des corrections run par run d’acceptance×efficacité. La
ligne bleue en trait discontinu indique les corrections d’acceptance×efficacité pour
le run de référence (seule la moyenne sur les deux périodes de prise de données,
chacune avec une disposition différente du MUIDLL1, est représentée ici). La sur-
face coloriée en jaune correspond aux événements pris avec le MUIDLL1 4/5.
configuration des hautes tensions pour le MuTr (mais en utilisant cette fois des J/ψ
Monte Carlo insérés dans de vraies données), il ne se produit pas de changement si-
gnificatif pour l’acceptance × efficacité. Il nous reste donc deux éléments à prendre
en compte : le nombre (et l’identité) des FEM non-opérationnelles du MuTr et les
gains/piédestaux des ADC du MuTr. Nous avons représenté sur les Fig V.14 et V.15
la dépendance run par run de l’acceptance × efficacité en fonction du nombre de
FEMs non-opérationnelles pour le MuTr, en prenant soin de séparer la période 3/5 de
la période 4/5 du MUIDLL1. Cette dépendance est loin d’être bijective. Mais si nous
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considérons la valeur centrale de l’acceptance × efficacité pour chaque partition en
nombre de FEM non-opérationnelles, alors celle-ci tend à diminuer avec l’augmen-
tation du nombre de FEMs non-opérationnelles. Cette tendance est particulièrement
nette pour le MUIDLL1 3/5. Concentrons-nous à présent sur un nombre donné de
FEM non-opérationnelles, par exemple zéro dans le bras Nord. Cet exemple n’est
pas anodin : dans ce cas précis, nous sommes certains que ce n’est pas la variation
d’identité des FEM non-opérationnelles qui est à l’origine de la dispersion des va-
leurs d’acceptance × efficacité pour ce nombre donné de FEM non-opérationnelles.
De fait, pour zéro FEM inactive dans le bras Nord, nous constatons bien une varia-
tion importante de l’acceptance×efficacité. Par élimination, nous concluons donc que
cette variation est due aux gains et piédestaux obtenus par calibration quotidienne du
MuTr. Notons que cet effet n’est probablement pas à imputer à une configuration du
MuID qui varierait au fur et à mesure des runs, et ceci pour deux raisons : d’une part,
nous utilisons un seul et unique ensemble de fichiers (un pour chaque bras) pour dé-
crire les efficacités des tubes du MuID lors de la simulation ; d’autre part, il n’y a pas
de calibration quotidienne équivalente pour le MuID.
Dans les autres cas où au moins une FEM n’est pas opérationnelle, l’identité de
celle(s)-ci pouvant varier, la dispersion de l’acceptance×efficacité tient aussi de cette
variation.
Les figures V.14 et V.15 nous permettent également de vérifier dans quelle me-
sure le run de référence est représentatif de la période de prise de données en terme
de nombre de FEM non-opérationnelles. Rappelons que ce run en compte deux dans
le bras Sud et aucune dans le bras Nord. Nous constatons sur ces figures que la ma-
jorité de la luminosité est obtenue avec cette configuration des deux bras du MuTr
pour la période MUIDLL1 4/5 et avec cette configuration du bras Nord pour la pé-
riode 3/5. Mais ce n’est pas le cas pour le bras Sud durant la période 3/5 (les classes
comptant plus de deux FEM non-opérationnelles sont plus peuplées). Ceci explique
donc pourquoi :
– le run de référence est effectivement une bonne référence pour la période 4/5
d’une part, et pour le bras Nord durant la période 3/5 d’autre part ;
– ce run ne constitue pas une bonne référence pour le bras Sud durant la pé-
riode 3/5.
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F. V.14: Corrections d’acceptance × efficacité sur l’ensemble de la période
MUIDLL1 3/5 en fonction du nombre de modules électroniques d’acquisition
non-opérationnels du MuTr, pour le bras Nord (en haut) et le bras Sud (en
bas). La taille des rectangles est proportionnelle à la fraction de luminosité. La
ligne rouge représente la moyenne pondérée par la luminosité des corrections
d’acceptance × efficacité pour chaque partition en nombre de modules défaillants.
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F. V.15: Corrections d’acceptance × efficacité sur l’ensemble de la période
MUIDLL1 4/5 en fonction du nombre de modules électroniques d’acquisition non-
opérationnels du MuTr, pour le bras Nord (en haut) et le bras Sud (en bas). La
taille des rectangles est proportionnelle à la fraction de luminosité. La ligne rouge
représente la moyenne pondérée par la luminosité des corrections d’acceptance ×
efficacité pour chaque partition en nombre de modules défaillants. Notons qu’il
n’existe qu’un seul run pour lequel il existe deux FEM non-opérationnelles dans le
bras Nord. Aussi n’est-il pas possible de tirer de conclusion sur la « remontée » de
la valeur moyenne de l’acceptance× efficacité lorsque nous passons de une à deux
FEM non-opérationnelles dans le bras Nord.
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V.4.5 Erreur systématique liée à la méthode
L’erreur systématique liée à la méthode est obtenue en comparant les valeurs pré-
dite et réelle de l’acceptance×efficacité : la Fig. V.16 montre, pour chaque bras muon,
la distribution du rapport Aεre´elle/Aεpre´dite sur un échantillon de 33 runs équitable-
ment répartis sur l’ensemble de la période de prise de données. La distribution peut
être remarquablement bien ajustée avec une gaussienne, centrée autour de l’unité.
L’écart-type de la distribution tout comme la largeur de la gaussienne peuvent être
choisis comme estimateurs de l’erreur systématique : celle-ci est inférieure à 2% et
s’avère substantiellement plus faible que la largeur de la distribution run par run de
l’acceptance × efficacité (de l’ordre de 8%). Ainsi que nous l’avons anticipé, cette
méthode permet donc de gagner en précision.
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F. V.16: Dispersion du rapport Aεre´elle/Aεpre´dite sur un échantillon de 33 runs
équitablement répartis sur l’ensemble de la période de prise de données pour le
bras Nord (en haut) et le bras Sud (en bas). La dispersion est compatible avec un
ajustement gaussien.
L’erreur systématique que nous évaluons ainsi peut avoir deux origines phy-
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siques. Toutes deux sont liées au fait que les données réelles utilisées comme bruit
de fond sont issues de différents runs pour obtenir Aεre´elle, alors que nous utilisons
toujours le même run pour évaluer Aεpre´dite. Les deux sources d’erreur systématique
liée à cette méthode sont :
1. la variation de la multiplicité vue dans les bras muons au cours de la prise de
données ;
2. la variation run par run de la distribution de la position zvtx du vertex.
Nous avons vu précédemment que la première est assez faible, tandis que la seconde
est importante. Cette erreur systématique est donc redondante avec l’erreur due à
variation de la distribution du zvtx. Comme il est difficile de séparer explicitement
cette contribution, nous garderons par la suite une seule et même valeur de l’erreur
systématique pour couvrir l’erreur liée à notre méthode et celle due à la variation de
la distribution du zvtx. Notons que cette dernière a été estimé indépendamment dans
une précédente étude [123] et qu’elle est inférieure à 2%.
V.4.6 Résultats : dépendance en centralité, pT et rapidité
Dépendance en centralité
Nous avons reporté dans le tableau V.2 la moyenne pondérée sur l’ensemble de
la période de prise de données des corrections AεJ/ψ en fonction de la centralité (en
considérant tout l’intervalle en rapidité et en pT ). Les corrections d’acceptance ×
efficacité vont en décroissant lorsque la centralité diminue, i.e lorsque la multiplicité
des événements augmente : l’algorithme de reconstruction est de moins en moins
efficace lorsque le nombre de traces par événement augmente. La multiplicité des
événements obtenus lors de collisions Cu + Cu correspond à celles des événements
Au + Au les plus périphériques, i.e. de centralité supérieure à environ 37%. En consé-
quence, la perte d’efficacité entre la classe d’événements la plus périphérique et la
plus centrale est moins importante en Cu + Cu (−18 à −25 %) qu’en Au + Au (−56
à −76 %) [117].
La contrepartie graphique est la Fig V.17 où nous mettons en évidence AεJ/ψ
pour le run de référence et la valeur moyenne sur l’ensemble des runs. Cette figure
permet de constater de visu que l’erreur statistique sur la valeur moyenne de AεJ/ψ
est tout-à-fait comparable à l’erreur statistique obtenue pour le run de référence, et
ce puisque la statistique utilisée pour la simulation n’a été amputée que d’une moi-
tié. Quantitativement, pour les huit tranches en centralité, l’erreur statistique relative
sur AεJ/ψ s’élève à moins de 2% pour le run de référence, et atteint ∼ 3% pour la
moyenne sur tous les runs.
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centralité bras Sud bras Nord
[0, 10] 0.0624 ± 0.0015 0.0475 ± 0.0015
[10, 20] 0.0642 ± 0.0015 0.0528 ± 0.0015
[20, 30] 0.0689 ± 0.0016 0.0586 ± 0.0016
[30, 40] 0.0695 ± 0.0016 0.0569 ± 0.0016
[40, 50] 0.0746 ± 0.0016 0.0595 ± 0.0016
[50, 60] 0.0734 ± 0.0016 0.0595 ± 0.0017
[60, 70] 0.0717 ± 0.0016 0.0620 ± 0.0017
[70, 94] 0.0761 ± 0.0011 0.0629 ± 0.0011
T. V.2: Corrections d’acceptance × efficacité moyennées sur tous les bons runs
en fonction de la centralité (huit tranches en centralité, rangées de la tranche la plus
centrale 0−10% à la plus périphérique 70−94%). Erreurs statistiques uniquement.
C’est ici que devient évident l’intérêt d’utiliser la moyenne sur tous les runs
en lieu et place de l’acceptance × efficacité obtenue pour le run de référence :
Si nous devons adopter la valeur de référence, nous devons sommer quadrati-
quement 2% d’erreur statistique à 8% d’erreur systématique associée à la disper-
sion de AεJ/ψ et à 2% d’erreur systématique associée à la variation de la distribu-
tion de la position zvtx du vertex pour obtenir l’erreur totale. En revanche, lorsque
nous considérons la moyenne sur tous les runs de AεJ/ψ, nous mesurons réellement
l’acceptance×efficacité sur l’ensemble de la prise de données. Il n’y a donc plus lieu
d’y adjoindre l’erreur systématique due à la dispersion. Celle-ci est remplacée par
l’erreur systématique substantiellement plus faible liée à notre méthode (∼ 2%), qui
mesure en fait la variation run par run de la distribution de la position zvtx du vertex.
Dans ce cas, l’erreur totale se réduit à l’erreur statistique de 3% sommée quadrati-
quement avec l’erreur systématique de 2%. La contribution des autres types d’erreurs
systématiques sera examinée dans la section V.5.
Dépendance en pT
De même mettons-nous en évidence sur la Fig V.18, parmi tous les runs, la dépen-
dance en pT de l’acceptance×efficacité moyennée sur tous les runs et celle du run de
référence. Là encore, nous pouvons comparer leurs erreurs statistiques relatives. Pour
les trois premières tranches en pT , elles sont très voisines (moins de 2% pour le run de
référence, ∼ 2% pour la moyenne sur tous les runs). Pour les deux dernières tranches
en pT , à la fois pour le run de référence et pour l’étude run par run, nous avons dû
recourir à un lot additionnel de J/ψ Monte Carlo de pT > 2.5 GeV/c pour pallier au
manque de statistique pour cette région en pT dans le lot de base. Nous retrouvons des
erreurs statistiques relatives pour les corrections d’acceptance×efficacité moyennées
sur tous les runs raisonnablement proches de celles obtenues pour le run de référence
(moins de 4% pour le run de référence, ∼ 4% pour la moyenne sur tous les runs).
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F. V.17: Corrections d’acceptance × efficacité sur l’ensemble des bons runs en
fonction de la centralité (huit tranches en centralité), pour le bras Nord (en haut)
et le bras Sud (en bas). La taille des rectangles est proportionnelle à la fraction de
luminosité. La ligne rouge en trait continu représente la moyenne pondérée par la
luminosité des corrections run par run d’acceptance × efficacité. La ligne bleue
en trait discontinu indique les corrections d’acceptance × efficacité pour le run de
référence (seule la moyenne sur les deux périodes de prise de données, chacune
avec une disposition différente du MUIDLL1, est représentée ici).
De même pouvons-nous commenter la dépendance en pT par tranche de centralité
(cf. Fig V.19), où ce lot additionnel est particulièrement crucial et permet de réduire
d’un facteur ∼ 3 les erreurs statistiques sur AεJ/ψ pour la région pT > 3 GeV/c.
Les valeurs tabulées correspondantes des corrections d’acceptance × efficacité
moyennées sur tous les runs sont reportées dans l’appendice C.
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F. V.18: Corrections d’acceptance × efficacité sur l’ensemble des bons runs
en fonction de l’impulsion transverse (cinq tranches en pT ), pour le bras Nord (en
haut) et le bras Sud (en bas). La taille des rectangles est proportionnelle à la fraction
de luminosité. La ligne rouge en trait continu représente la moyenne pondérée par
la luminosité des corrections run par run d’acceptance × efficacité. La ligne bleue
en trait discontinu indique les corrections d’acceptance × efficacité pour le run de
référence (seule la moyenne sur les deux périodes de prise de données, chacune
avec une disposition différente du MUIDLL1, est représentée ici).
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F. V.19: Corrections d’acceptance × efficacité sur l’ensemble des bons runs en
fonction de l’impulsion transverse (huit partitions en pT ) pour quatre tranches en
centralité, pour le bras Nord (quatre premiers cadres du haut) et le bras Sud (quatre
derniers cadres du bas). La taille des rectangles est proportionnelle à la fraction
de luminosité. La ligne rouge en trait continu représente la moyenne pondérée par
la luminosité des corrections run par run d’acceptance × efficacité. La ligne bleue
en trait discontinu indique les corrections d’acceptance × efficacité pour le run de
référence (seule la moyenne sur les deux périodes de prise de données, chacune
avec une disposition différente du MUIDLL1, est représentée ici).
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Dépendance en rapidité
La Fig V.20 représente la dépendance en rapidité des corrections d’acceptance×ef-
ficacité run par run, alors que la Fig V.21 montre cette dépendance pour différentes
tranches en centralité (les valeurs tabulées correspondantes sont reportées dans l’ap-
pendice C). Remarquons à chaque fois l’asymétrie de la forme en rapidité pour le bras
Sud. Une hypothèse à explorer pour expliquer cette asymétrie serait l’existence d’au
moins deux FEM non-opérationnelles dans le bras Sud, alors que la configuration
dominante dans le bras Nord est de zéro FEM non-opérationnelle. La localisation
des canaux non-lus par ces FEM dans le bras Sud pourrait bien conduire à une perte
d’acceptance asymétrique.
Là encore, nous mettons l’accent sur la moyenne sur tous les runs ainsi que sur
le run de référence. Comme précédemment, l’erreur statistique est similaire dans
les deux cas. Pour les seules tranches en rapidité, l’erreur statistique relative pour
le run de référence (< 2%) est proche de celle relevée pour l’acceptance×efficacité
moyenne (< 3%). Pour les tranches en rapidité et en centralité, la conclusion est la
même : l’erreur statistique relative est de 2−4% pour le run de référence, à comparer
à 3 − 5% pour l’acceptance × efficacité moyenne.
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F. V.20: Corrections d’acceptance × efficacité sur l’ensemble des bons runs en
fonction de la rapidité (quatre tranches en rapidité), pour le bras Nord (en haut)
et le bras Sud (en bas). La taille des rectangles est proportionnelle à la fraction de
luminosité. La ligne rouge en trait continu représente la moyenne pondérée par la
luminosité des corrections run par run d’acceptance × efficacité. La ligne bleue
en trait discontinu indique les corrections d’acceptance × efficacité pour le run de
référence (seule la moyenne sur les deux périodes de prise de données, chacune
avec une disposition différente du MUIDLL1, est représentée ici).
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F. V.21: Corrections d’acceptance × efficacité sur l’ensemble des bons runs
en fonction de la rapidité (4 partitions en rapidité) pour 4 tranches en centralité,
pour le bras Nord (4 premiers cadres du haut) et le bras Sud (4 derniers cadres
du bas). La taille des rectangles est proportionnelle à la fraction de luminosité. La
ligne rouge en trait continu représente la moyenne pondérée par la luminosité des
corrections run par run d’acceptance× efficacité. La ligne bleue en trait discontinu
indique les corrections d’acceptance × efficacité pour le run de référence (seule la
moyenne sur les deux périodes de prise de données, chacune avec une disposition
différente du MUIDLL1, est représentée ici).
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V.5 Sources d’erreurs systématiques
Dans cette section, nous passons en revue les sources d’erreurs systématiques
identifiées pour les corrections d’acceptance × efficacité. Ces erreurs reflètent les
limites de notre connaissance sur les paramètres en entrée du Monte Carlo ou la
concordance de la simulation avec la réalité (notamment sur la réponse du détecteur).
Les corrections d’acceptance×efficacité sont évaluées à partir du nombre de J/ψ
Monte Carlo qui ont franchi avec succès toutes les étapes suivies par les données
réelles, et ce en fonction de différentes variables (la centralité, la rapidité ou l’im-
pulsion transverse) . Chacune des erreurs répertoriées ci-après est considérée comme
affectant de manière corrélée les valeurs ainsi obtenues du nombre de J/ψ Monte
Carlo ; autrement dit, les points du graphe constitué par les corrections AεJ/ψ en
fonction d’une de ces variables peuvent « bouger » dans ces barres d’erreurs mais de
manière corrélée les uns par rapport aux autres. Un exemple typique est l’erreur sys-
tématique due à notre connaissance imparfaite de l’efficacité des bi-packs du MuID.
Lorsque celle-ci diminue, nous reconstruisons forcément un nombre réduit de J/ψ
Monte Carlo (c’est là qu’est la corrélation), mais le pourcentage de réduction ne
sera pas le même pour tous les points en fonction, par exemple, de la centralité (tout
ce qu’on peut dire c’est que cette réduction n’ira pas au-delà de l’erreur relative) :
l’impact de la diminution de l’efficacité des bi-packs du MuID sur le pourcentage
de J/ψ reconstruits peut être variable selon la centralité de l’événement réel auquel
appartient ce J/ψ, en raison de la variabilité du nombre de traces par événement en
fonction de la centralité.
Erreur systématique due au choix des distributions cinématiques des J/ψ Monte
Carlo au niveau du générateur d’événements. – Au niveau de PYTHIA, en choisis-
sant la paramétrisation des fonctions de distribution des partons, nous avons choisi
de facto la distribution en rapidité et en impulsion transverse des J/ψ qui ont été en-
gendrés. Différentes fonctions de distribution des partons mènent à des différences
notables sur la distribution en rapidité des J/ψ. Nombre d’entre elles restent compa-
tibles avec les derniers résultats obtenus en mesurant le taux de production de J/ψ
en fonction de la rapidité (cf. Fig V.22) lors du Run 5 p + p [73]. Aussi faut-il te-
nir compte des différentes possibilités offertes en terme de distribution en rapidité et
de leur effet sur les corrections d’acceptance × efficacité en y associant une erreur
systématique. De même faut-il tenir compte de l’impact de la forme de distribution
en impulsion transverse. Différentes distributions correspondant à diverses valeurs
moyennes du carré de l’impulsion transverse < p2T > ont été utilisées (l’intervalle
choisi va de < p2T >= 3, 17 GeV/c mesuré dans les collisions p + p du Run 3 jus-
qu’à une valeur extrême de 12 GeV/c, bien au-delà des valeurs mesurées dans les
collisions Au + Au).
L’erreur systématique associée a été estimée dans une précédente étude [122,
123]. Elle est évaluée en variant (indépendamment) la forme des distributions en rapi-
dité et en impulsion transverse des J/ψ Monte Carlo et en recalculant l’acceptance×
efficacité pondérée par cette nouvelle distribution (restreinte à 1, 2 < |y| < 2, 2 dans
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le cas de la rapidité) :
Aε′ =
∑
i Aεi fi∑
i fi
(V.1)
où Aεi est la correction d’acceptance × efficacité dans un bin i donné et fi la
valeur de la distribution au centre de ce bin. La différence relative entre la nouvelle
valeur Aε′ et notre valeur de référence est adoptée comme erreur systématique. La
somme quadratique des deux erreurs (une pour chaque distribution cinématique, i.e.
la rapidité et l’impulsion transverse) est inférieure à 3%.
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F. V.22: Distributions en rapidité possibles des J/ψ Monte Carlo selon la dis-
tribution de partons choisie au niveau de PYTHIA. Ces distributions (représentées
par les différentes courbes) sont comparées aux derniers résultats de PHENIX ob-
tenus lors des collisions p + p du Run 5 (représentés par des points et extraits
de [73]).
Erreur systématique due au choix de la distribution du zvtx des J/ψ Monte Carlo. –
Comme nous l’avons vu précédemment au paragraphe V.4.5, cette erreur est de
l’ordre de 2% et provient du fait que la distribution run par run du zvtx varie par
rapport à la distribution que nous avons choisie (celle du run de référence).
Erreur systématique liée à l’efficacité globale du MuTr. – Les paquets de données
numérisées en provenance de FEM dont les canaux sont incorrectement calibrés (en
raison d’un piédestal fluctuant) sont corrompus. Cet effet n’a pas été pris en compte
dans les simulations réalisées car le nombre de paquets ainsi incriminés est faible
pour les bons runs. Par précaution, une précédente étude [124] a été réalisée pour
mesurer leur effet : d’une part, les corrections d’acceptance × efficacité ont été éva-
luées dans le cas où les J/ψ Monte Carlo ont été enchâssés dans des données réelles
issues de runs pourvus de paquets corrompus ; d’autre part, plusieurs paquets ont
volontairement et artificiellement été corrompus pour des J/ψ Monte Carlo insérés
dans ces mêmes données. L’effet constaté est de l’ordre de 2%.
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Erreur systématique liée à l’efficacité des bi-packs du MuID. – L’efficacité des bi-
packs moyennée sur toute la prise de données n’est connue qu’à 1% près. Cette er-
reur, propagée jusqu’aux corrections d’acceptance × efficacité, est de l’ordre de 2%.
Erreur systématique due à la technique d’embedding. – Cette erreur est évaluée en
comparant les corrections d’acceptance×efficacité obtenues suivant deux procédures
différentes :
– les corrections AεJ/ψ ordinairement obtenues en insérant des J/ψ Monte Carlo
dans des données réelles Au + Au ;
– les corrections AεJ/ψ obtenues en insérant des événements « en or », i.e. conte-
nant un candidat J/ψ, issus de données p + p dans les mêmes événements
Au + Au (un candidat J/ψ consiste en une paire de muons de signes opposés
et de masse invariante entre 2 et 4 GeV/c2).
Ceci permet de tester la sensibilité de la technique d’embedding aux différences
existant entre le Monte Carlo et les données réelles. Dans la région périphérique
(centralité>37%) qui correspond aux collisions Cu + Cu, l’erreur ainsi évaluée est
négligeable (cf. Fig V.23).
F. V.23: Rapport entre les corrections d’acceptance×efficicacité obtenues selon
que des J/ψ Monte Carlo ou des événements p + p en or sont insérés dans des
données réelles Au + Au. Cette étude a été réalisée pour le Run 4 Au + Au [117].
Erreur systématique sur l’acceptance du MuTr. – Cette étude a été réalisée à partir
des données du Run 5 p + p. L’erreur systématique sur l’acceptance du MuTr est
obtenue en comparant les distributions, selon l’angle azimutal, des traces dans les
différentes segmentations du MuTr dans le cas de muons issus de J/ψ Monte Carlo
et dans le cas de données réelles. Cette erreur est de l’ordre de 10%. C’est l’erreur
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systématique dominante sur les corrections d’acceptance × efficacité. Elle permet de
quantifier le niveau d’imperfection de la simulation. Dans ce pourcentage d’erreur
sont prises en compte, par exemple, la connaissance limitée de la carte du champ
magnétique dans les détecteurs, ou l’impact de pistes de cathodes « rayées »sur l’ef-
ficacité de MuTr. Il s’agit d’une erreur systématique commune à toutes les analayses
sur la production du J/ψ→ µ+µ− (p + p, Cu + Cu, Au +Au).
Récapitulation des erreurs systématiques sur les corrections d’acceptance×effica-
cité. – Le tableau V.3 résume l’ensemble de ces sources d’erreurs systématiques
ainsi que leurs valeurs respectives.
source et description valeur
sensibilité de Aε au choix de la forme des
distributions cinématiques des J/ψMonte-
Carlo générés par PYTHIA
3%
sensibilité de Aε à la variation de la distri-
bution en zvtx des J/ψ Monte-Carlo
2%
méthode pour évaluer la valeur moyenne
de Aε sur l’ensemble du Run Cu + Cu
impact sur Aε de l’incertitude sur la valeur
de l’efficacité individuelle des bi-packs du
MuID
2%
impact sur Aε de l’incertitude sur l’effica-
cité globale du MuTr (liée à l’existence de
canaux mal calibrés et non pris en compte
dans la simulation)
2%
technique d’embedding negligeable pour
Cu + Cu
erreur sur l’acceptance du MuTr 10%
total (somme quadratique) 11%
T. V.3: Tableau récapitulatif des sources d’erreurs systématiques sur l’évalua-
tion des facteurs de correction d’acceptance×efficacité. Toutes les erreurs reportées
affectent de manière corrélée le nombre de J/ψ obtenu dans les collisions Cu + Cu
après correction par ces facteurs.
V.6 Conclusion
Pour remonter au nombre de J/ψ produits, une évaluation rigoureuse des cor-
rections d’acceptance × efficacité est nécessaire. Nous avons développé, testé et va-
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lidé une nouvelle méthode permettant de connaître la valeur de ces corrections sur
l’ensemble de la période de prise de données. Un progrès substantiel en terme de
diminution de l’erreur systématique est réalisé grâce à cette nouvelle méthode. Ces
corrections d’acceptance×efficacité sont utilisées pour obtenir les résultats finals sur
le taux de production du J/ψ lors des collisions Cu + Cu à
√
sNN = 200 GeV.
160
VI
Résultats et comparaison aux
modèles
La première partie de ce chapitre est consacrée à la présentation des résultats ex-
périmentaux sur la suppression du J/ψ dans les collisions Cu + Cu [114, 115, 100]
à
√
sNN = 200 GeV, puis à la mise en relief de ces résultats en regard des résultats
obtenus antérieurement au RHIC (dans les collisions d + Au [91] et Au + Au [99]) et
à plus basse énergie, au SPS. Dans la deuxième partie, afin de mettre en lumière les
mécanismes en jeu dans la suppression du J/ψ, ces résultats sont confrontés à diffé-
rents modèles d’effets nucléaires froids, puis à des modèles de suppression anormale
et de recombinaison.
VI.1 Détermination du taux de production et du facteur
de modification nucléaire du J/ψ
VI.1.1 Définitions
Expression invariante du taux différentiel de production de J/ψ
Pour une partition1 i, j et k donnée en centralité, rapidité et impulsion trans-
verse pT , les collisions de deux espèces A + B induisent un taux différentiel de
production de J/ψ dans le canal muonique dont l’expression invariante est la sui-
vante :
B
d2Ni jk
2pipT dpT dy
∣∣∣∣∣∣
A+B→J/ψ→µ+µ−
=
Ni jkJ/ψ
2pipkT ∆p
k
T ∆y
j Aεi jkJ/ψ ε
J/ψ;i jk
BBC
/
NiMB
εMB;iBBC
(VI.1)
où :
– B = 5, 9% est le rapport d’embranchement du canal de désintégration du J/ψ
en deux muons ;
1en anglais, un bin
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– Ni jkJ/ψ est le nombre de J/ψ obtenus après la reconstruction et l’extraction du
signal (décrites dans le chapitre IV) pour la partition (i, j, k) ;
– Aεi jkJ/ψ est la valeur de la correction d’acceptance × efficacité (cf. chapitre V)
pour la partition (i, j, k) ;
– pkT est la valeur centrale de la k
ème tranche en pT de largeur ∆pkT ;
– ∆y j est la largeur de la jème tranche en rapidité ;
– εJ/ψ;i jkBBC est l’efficacité du système de déclenchement BBCLL1 sur des événe-
ments contenant un J/ψ dans la partition (i, j, k) ;
– εMB;iBBC est l’efficacité du système de déclenchement BBCLL1 lors des collisions
inélatisques A + B pour la ième tranche en centralité ;
– NiMB est le nombre
2 d’événements minimum bias dans la ième tranche en cen-
tralité de largeur ∆Ci. Soit NMB le nombre total d’événement minimum bias
(cf section IV.1.5, page 102), nous avons vu que, dans le cas des collisions
Cu + Cu à
√
sNN = 200 GeV, ce nombre correspond à un pourcentage Cmax ≈
94% de section efficace de collision inélastique vue par le BBC (cf section III.3.3,
page 66). La définition de la centralité, expliquée dans la même section, im-
plique que :
NiMB =
∆Ci
Cmax
NMB (VI.2)
Dans le cas des collisions Cu + Cu, εMB;iBBC et ε
J/ψ;i jk
BBC sont quasiment égales à
l’unité dans la région de centralité 0 − 94% où la distribution de charge vue par le
BBC est plate. L’expression précédente prend donc la forme simplifiée ci-dessous,
que nous utiliserons par la suite :
B
d2Ni jk
2pipT dpT dy
∣∣∣∣∣∣
A+B→J/ψ→µ+µ−
=
Ni jkJ/ψ/N
i
MB
2pipkT ∆p
k
T ∆y
j Aεi jkJ/ψ
(VI.3)
Facteur de modification nucléaire
Le facteur de modification nucléaire RAB permet d’évaluer si la production de
J/ψ dans les collisions A + B peut se déduire d’une superposition incohérente de
collisions nucléon-nucléon (p + p) individuelles. Ainsi, le facteur de modification
nucléaire du J/ψ s’écrit :
RAB =
d2Ni jk
dpT dy
∣∣∣∣∣∣
A+B
〈Nicoll〉
d2N jk
dpT dy
∣∣∣∣∣∣
p+p
(VI.4)
2Rappelons que le nombre d’événement utilisé est établi à partir du nombre d’événements minimum
bias appartiennant aux “bons” runs et corrigé du facteur représentant le pourcentage d’événements pour
lesquels |zvtx| < 30 cm et qui appartiennent à un croisement physique des paquets d’ions.
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où les exposants i, jet k désignent toujours les partitions correspondantes en cen-
tralité, rapidité et impulsion transverse, et 〈Nicoll〉 est le nombre moyen de collisions
binaires nucléon-nucléon dans la ième tranche en centralité des collisions A + B. Ce
nombre (et l’erreur systématique associée) est obtenu en modélisant et en ajoutant
la réponse du BBC dans l’implémentation Monte-Carlo du modèle de Glauber par
PHENIX (cf section III.3.3). Les valeurs de 〈Nicoll〉 obtenues pour les différentes par-
titions en centralité des collisions Cu + Cu à
√
sNN = 200 GeV sont reportées dans
les tableaux de l’appendice A. La référence p + p se doit d’être prise à la même
énergie dans le centre de masse que les collisions A + B. Sauf mention explicite du
contraire, la référence p + p utilisée par la suite est celle obtenue à l’issue de l’analyse
des données du Run 5 p + p [73].
VI.1.2 Récapitulation des sources d’erreurs
Le tableau VI.1 récapitule les différents sources et catégories d’erreurs sur l’éva-
luation du taux de production et du facteur de modification nucléaire du J/ψ, ainsi
que leurs valeurs relatives respectives. Trois catégories d’erreurs sont considérées
dans ce tableau :
– les sources d’erreurs non-corrélées (statistique et systématiques) et celles
corrélées d’un point de mesure à l’autre peuvent affecter l’allure de l’évo-
lution du facteur de modification nucléaire en fonction de la centralité (par
exemple) ;
– les erreurs globales affectent uniquement la normalisation du taux différentiel
de production et du facteur de modification nucléaire : seule une translation qui
fait varier leur amplitude est autorisée dans les barres d’erreurs globales.
Les différentes sources d’erreurs seront commentées dans les paragraphes suivants.
Celles-ci sont sommées au sein de chaque catégorie et les valeurs obtenues sont re-
portées dans le tableau VI.2. Notons que les valeurs reportées pour les erreurs non-
corrélée et corrélée sont relatives au résultat de la combinaison des mesures effec-
tuées dans chaque bras muon, ce qui permet de gagner environ un facteur
√
2 en
précision : ces deux mesures étant indépendantes, les taux de production et les fac-
teurs de modification nucléaire correspondants peuvent être combinés pour réduire
les erreurs statistiques.
Erreurs sur le taux différentiel de production de J/ψ
Erreurs statistique et systématique sur le signal Ni jkJ/ψ. – Les cas où la valeur des
erreurs citées sur le signal Ni jkJ/ψ extrait est maximale correspondent aux partitions
en centralité et en impulsion transverse les moins peuplées en signal, notamment la
tranche (60 − 94%; 4 − 5 GeV/c). Dans l’ensemble, l’erreur statistique sur le signal
est environ une à trois fois plus élevée que l’erreur systématique obtenue lors de
l’extraction dudit signal.
163
VI. R´    `
type d’erreur source valeur section page
statistique extraction du signal Ni jkJ/ψ 5 − 37% IV.3.2 116
systématique
non-corrélée
extraction du signal Ni jkJ/ψ 3 − 27% IV.3.2 116
statistique des J/ψ Monte-Carlo utilisés
pour évaluer les corrections d’acceptan-
ce×efficacité Aεi jkJ/ψ
1 − 9% V.4.6,
C
148,
233
systématique
corrélée d’un
point
à l’autre
total des erreurs systématiques sur
les corrections d’acceptance×efficacité
Aεi jkJ/ψ
11% V.5 156
estimation de 〈Nicoll〉 (applicable pour
l’évaluation de RCuCu uniquement)
∼ 11% A 215
systématique
globale
(erreur sur la
normalisation)
incertitude sur le nombre total d’événe-
ments minimum bias due à quelques seg-
ments de bons runs incorrectement fil-
trés (par le MuTr-Lvl2) ou reconstruits
1% IV.1.5 102
incertitude sur la fraction d’événements
minimum bias appartenant à un croise-
ment physique de paquets d’ions lors de
la collision et avec |zvtx| < 30 cm
3% IV.1.5 102
erreur statistique sur le taux de produc-
tion total de J/ψ dans les collisions p + p
(applicable pour l’évaluation de RCuCu
uniquement)
3% ref. [73]
erreur systématique sur le taux de pro-
duction total de J/ψ dans les collisions
p + p (applicable pour l’évaluation de
RCuCu uniquement)
7% ref. [99]
T. VI.1: Tableau récapitulatif des sources d’erreurs sur l’évaluation du taux de
production et/ou sur le facteur de modification nucléaire du J/ψ dans les collisions
Cu + Cu à
√
sNN = 200 GeV.
Erreurs statistique et systématique sur Aεi jkJ/ψ. – Notons que les erreurs statistiques
sur les facteurs de correction d’acceptance × efficacité, dues à la statistique limitée
de J/ψ Monte-Carlo utilisés lors de leur évaluation, sont largement inférieures aux
erreurs statistique et systématique sur le signal Ni jkJ/ψ.
Il serait souhaitable de diminuer l’erreur systématique totale sur les corrections
d’acceptance× efficacité. Comme nous l’avons vu à la section V.5 du chapitre précé-
dent, celle-ci est dominée par l’erreur sur l’acceptance du MuTr (de l’ordre de 10%),
évaluée en comparant les distributions des traces issues de J/ψ Monte-Carlo et celle
issues des collisions p + p. Notons que l’erreur systématique sur l’acceptance du
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type d’erreur erreur relative sur le
taux de production RCuCu
non-corrélée 6 − 32% 6 − 32%
corrélée
∼ 8% ∼ 11%
acceptance du MuTr 〈Nicoll〉
globale
∼ 3% 8%
référence p + p
T. VI.2: Tableau récapitulant la valeur relative totale pour chaque type d’erreur
sur le taux de production et le facteur de modification nucléaire du J/ψ dans les
collisions Cu + Cu à
√
sNN = 200 GeV. La contribution très largement dominante
est indiquée.
MuTr est commune aux deux analyses Cu + Cu et p + p.
Erreurs sur le facteur de modification nucléaire
En sus des sources d’incertitude sur le taux de production de J/ψ en Cu + Cu,
l’évaluation de RCuCu implique, par définition, de considérer deux autres sources
d’erreur : l’erreur sur la référence p + p utilisée et l’erreur sur le nombre moyen
de collisions nucléon-nucléon.
Erreur systématique due à la référence p + p utilisée. – L’erreur systématique glo-
bale3 sur le taux de production de J/ψ en p + p n’est prise en compte à aucun moment
dans le calcul d’erreur sur RCuCu. En effet, cette erreur sur la normalisation en p + p
induit une incertitude sur la section efficace de collision inélastique nucléon-nucléon
mais elle n’affecte pas la signification des résultats en collision noyau-noyau.
Ainsi, l’erreur systématique citée sur le taux de production de J/ψ dans les col-
lisions p + p est uniquement l’erreur corrélée d’un point de mesure à l’autre et non
l’erreur globale. Nous ne tenons pas compte de la contribution commune aux résultats
Cu + Cu et p + p. Cette dernière est limitée à l’erreur systématique sur l’acceptance
du MuTr. Quant aux autres contributions à l’erreur systématique sur la référence p + p
utilisée :
– 8% sont dues à la largeur de la dispersion des corrections d’acceptance×effica-
cité sur l’ensemble de la prise de données (en effet, celles-ci n’ont été déter-
minées qu’à partir d’un unique run de référence lors de l’analyse des données
p + p) ;
3L’erreur globale en p + p est de l’ordre de 10%. La source d’erreur dominante est imputable à
l’incertitude sur l’estimation de l’efficacité du système de déclenchement BBCLL1 sur les événements
minimum bias. Cela implique une incertitude sur la section efficace de collision inélastique nucléon-
nucléon, celle-ci étant mesurée grâce aux collisions p + p.
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– 4% résultent de l’incertitude sur la forme des distributions cinématiques des
J/ψ Monte-Carlo (rapidité et impulsion transverse) et des variations possibles
de leur distribution en zvtx ;
– et 2% tiennent compte de la marge d’erreur sur la connaissance des efficacités
matérielles (hardware) des éléments sensibles du détecteur.
L’ensemble de ces erreurs, sommées quadratiquement est supérieure aux 7% annon-
cés dans le tableau VI.1. La raison réside dans le fait que les deux mesures réalisées
dans chacun des bras muon ont été combinées, d’où une diminution de l’erreur rela-
tive résultante sur le taux de production de J/ψ en p + p.
Erreur systématique sur 〈Nicoll〉. – Par ordre d’importance décroissante, les deux
contributions dominantes à l’erreur systématique sur 〈Nicoll〉 sont obtenues en variant
les paramètres suivant dans le modèle de Glauber : les paramètres définissant le profil
de densité nucléaire de Woods-Saxon utilisé, et la section efficace inélatisque d’inter-
action nucléon-nucléon (cf appendice A). L’erreur systématique sur 〈Nicoll〉 est quasi-
constante avec la centralité pour les collisions Cu + Cu. Cette erreur est considérée
comme affectant de manière corrélée les valeurs de RCuCu d’une tranche de centralité
à l’autre, puisque changer les paramètres du modèle de Glauber redistribue Ncoll par
tranche individuelle de centralité. Cette erreur sera cependant considérée comme une
erreur globale dans les cas où une seule tranche en centralité est considérée : typique-
ment, c’est le cas de RCuCu en fonction de la rapidité ou en fonction de l’impulsion
transverse au sein d’une seule et même tranche de centralité. Cette erreur globale sera
alors différente d’une tranche de centralité à la suivante.
L’incertitude sur 〈Nicoll〉 comme limite de la précision sur RCuCu. – Lors du calcul
de RCuCu, dans toutes les partitions assez bien peuplées en signal pour que les erreurs
statistique et systématique correspondantes soient minimales (ou proche de l’être),
l’erreur systématique dominante est celle due à 〈Nicoll〉. Autrement dit, la précision4
avec laquelle est connue RCuCu est au mieux donnée par l’erreur systématique sur
〈Nicoll〉, cette dernière étant difficilement compressible. En effet, si nous la comparons
aux autres sources d’erreurs systématiques dues aux corrections d’acceptance× effi-
cacité :
– il est toujours possible d’améliorer l’erreur statistique sur les corrections d’ac-
ceptance× efficacité en engendrant un échantillon plus important de J/ψMonte
Carlo ;
– nous avons vu (cf section V.4) que nous avons significativement amélioré (d’un
facteur quatre) le contrôle d’une des erreurs systématiques dominantes sur ces
corrections, i.e. la dispersion de AεJ/ψ autour de la valeur obtenue pour le run
de référence par rapport à l’ensemble de la période de prise de données ;
– enfin, l’erreur dominante sur ces corrections, due à l’erreur sur l’acceptance du
MuTr, est eliminée dans le calcul de RCuCu. Rappelons que cette erreur systé-
4Nous ne nous soucions ici que des erreurs non-corrélées et des erreurs systématiques corrélées
d’un point de mesure à l’autre, et non des erreurs systématiques globales.
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matique est commune aux deux analyses Cu + Cu et p + p. Par conséquent, elle
doit être prise en compte dans le calcul du taux de production, mais elle dispa-
raît dans le rapport qui permet d’évaluer le facteur de modification nucléaire.
Il s’en suit une diminution significative de l’erreur systématique corrélée totale
sur RCuCu.
VI.2 Résultats obtenus pour les collisions Cu + Cu
Nous présentons ci-après la dépendance en centralité du taux de production de
J/ψ mesuré dans le canal muonique lors des collisions Cu + Cu à
√
sNN = 200 GeV,
et celle du facteur de modification nucléaire correspondant.
Notons que, dans toute la suite du chapitre, la signification des erreurs représen-
tées sur les figures sera toujours la même (sauf mention explicite du contraire) :
– les barres indiquent les erreurs non-corrélées (erreurs statistique et systéma-
tiques ont été quadratiquement sommées) ;
– les erreurs systématiques corrélées d’un point à un autre sont représentées par
des rectangles ;
– les erreurs systématiques globales (erreurs sur la normalisation) sont indiquées
dans la légende.
VI.2.1 Dépendance en centralité du taux de production de J/ψ
Sur le volet supérieur de la figure VI.1 est reportée l’évolution du taux différentiel
de production de J/ψ en fonction du nombre de nucléons participants en Cu + Cu
mesurée dans les deux bras muon, Nord et Sud. L’intervalle couvert en abscisse dans
les collisions Cu + Cu s’étend jusqu’à environ Npart ∼ 100. Plus le nombre de nu-
cléons participants à une collision d’ions est élevé, plus le taux de production de
J/ψ est important. Cette figure permet aussi de s’assurer que la partie du détecteur
choisie pour effectuer la mesure n’influe pas sur le résultat, indiquant ainsi que les
différences entre les deux bras ont été prises en compte de manière appropriée dans
les corrections d’acceptance × efficacité : le taux de production obtenu est sensi-
blement le même (dans les barres d’erreurs) dans le bras Nord et le bras Sud.
Le volet inférieur de la figure montre d’ailleurs explicitement le rapport entre les
valeurs obtenues dans le bras Nord sur celles obtenues dans le bras Sud. Seules les
erreurs non-corrélées ont été prises en compte dans l’ajustement par une constante,
représenté par la ligne en pointillé : le rapport est compatible avec l’unité. Il est donc
légitime de combiner les mesures effectuées dans les deux bras pour gagner en
précision, et ce d’autant plus que l’accord constaté entre les résultats Nord et Sud
permet de s’abstenir de rajouter une incertitude systématique lors d’une telle opéra-
tion.
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F. VI.1: Volet supérieur : dépendance en centralité du taux de production du
J/ψ en fonction du nombre de nucléons participants dans les collisions Cu + Cu,
mesuré dans les bras muon Sud (carré plein) et Nord (cercle ouvert). Se référer au
texte pour la description des erreurs. Volet inférieur : rapport du taux de production
mesuré dans le bras Nord à celui du bras Sud en fonction du nombre de partici-
pants. La ligne en pointillée est le résultat d’un ajustement par une constante : le
rapport Nord/Sud est compatible avec l’unité.
VI.2.2 Dépendance en centralité de la suppression du J/ψ
La figure VI.2 montre le facteur de modification nucléaire du J/ψ en fonction du
nombre de nucléons participants dans les collisions Cu + Cu (les mesures réalisées
dans les bras Nord et Sud ont été combinées).
– Le facteur de modification nucléaire est proche de l’unité pour les colli-
sions périphériques (Npart < 20), ce qui indique que celles-ci dévient rela-
tivement peu d’une superposition de collisions nucléon-nucléon individuelles
(p + p), matérialisée par la ligne en pointillés où RAA = 1.
– À mesure que la centralité (Npart) augmente, ce facteur de modification dé-
croit, signalant ainsi une suppression du taux de production du J/ψ dans les
collisions noyau-noyau par rapport à une simple superposition de collisions
nucléon-nucléon. Ainsi, dans le domaine de rapidité 1, 2 < |y| < 2, 2 couvert
par les bras muons, cette suppression atteint environ un facteur deux dans
les collisions Cu + Cu les plus centrales (RCuCu < 0, 55 pour Npart ∼ 98).
168
Mise en relief des résultats dans le contexte expérimental actuel
partN
0 20 40 60 80 100
A
A
R
0
0.2
0.4
0.6
0.8
1
[1.2,2.2]∈|y|
 8 %±Cu+Cu global syst. = 
F. VI.2: Dépendance en centralité du facteur de modification nucléaire du J/ψ
en fonction du nombre de nucléons participants dans les collisions Cu + Cu dans
la région en rapidité couverte par les bras muons. Se référer au texte pour la des-
cription des erreurs.
VI.3 Mise en relief des résultats dans le contexte
expérimental actuel
VI.3.1 Dépendance en centralité de la suppression du J/ψ
Comparaison à d + Au
Le facteur de modification nucléaire du J/ψ mesuré dans les collisions d+Au,
noté RdAu, a été ajouté sur la figure VI.3, celle-ci montrant l’évolution en nombre
de participants de ce facteur déterminé dans les collisions Cu + Cu, noté ci-après
RCuCu. La comparaison de RdAu et de RCuCu pour les petites valeurs de Npart < 20
permet d’apprécier de manière très qualitative la raison de la faible suppression cor-
respondante rencontrée en Cu + Cu : l’amplitude de celle-ci est comparable à celle
due aux effets nucléaires froids auxquels est attribué la suppression rencontrée en
d + Au. La valeur de RdAu reportée ici est la «moyenne » des mesures réalisées dans
les bras Nord et Sud5 : elle est calculée suivant RdAu(y)×RdAu(−y)|1,2<|y|<2,2, ce qui
revient à estimer à partir de d + Au les effets froids rencontrés en Au + Au dans la
région en rapidité couverte par les bras muons. Notons que la valeur de RdAu reportée
a été obtenue en utilisant les données p + p du Run 3 comme référence [91], ces der-
5Rappelons (cf chapitre II) que les effets nucléaires froids, en particulier le shadowing, diffèrent
selon la rapidité explorée en d + Au : anti-shadowing à y < −1.2 (bras Sud), shadowing à y > 1.2 (bras
Nord, direction suivie par le deuton).
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F. VI.3: Dépendance en centralité du facteur de modification nucléaire du J/ψ
en fonction du nombre de nucléons participants mesuré en Cu + Cu (cercle plein)
et en d + Au (triangle plein), dans la région en rapidité couverte par les bras muons.
Se référer au texte pour la description des erreurs.
nières étant entachées d’une erreur statistique et systématique bien plus importante
que les données p + p du Run 5. Nous reviendrons sur l’estimation des effets froids
en Cu + Cu (et Au + Au) à partir de modèles ajustant les résultats obtenus en d + Au
dans la section VI.4.1.
Influence de la taille du système
La figure VI.4 montre l’évolution du facteur de modification nucléaire du J/ψ
en fonction du nombre Npart de nucléons participants, dans les collisions Cu +Cu
à
√
sNN = 200 GeV (jusqu’à Npart ∼ 100) et dans les collisions Au + Au à la
même énergie dans le centre de masse (celles-ci couvrent une région plus étendue en
nombre de participants, jusqu’à Npart ∼ 350). Les résultats reproduits ici en Au + Au
sont issus de la référence [99].
La source dominante d’erreur globale est la même en Cu + Cu et en Au + Au : il
s’agit de l’incertitude sur le taux de production total du J/ψ en p + p6. Par conséquent,
les deux ensembles de mesures ne peuvent quasiment pas être translatées indépen-
damment l’une de l’autre dans la direction parallèle à l’axe des ordonnées.
Sur cette figure sont reportées les mesures effectuées dans le canal muonique.
Rappelons qu’en terme de rapidité, ces mesures sont effectuées vers l’avant c.-à-d.
1, 2 < |y| < 2, 2. Nous ne pouvons que souligner l’accord remarquable entre RCuCu
et RAuAu (dans les barres d’erreurs) sur la région en Npart où le recouvrement
6En effet, la seule autre source d’erreur systématique globale résulte de l’incertitude sur le nombre
total d’événements minimum bias NMB. Cette erreur s’élève à environ 3% au total pour les données
Cu + Cu (cf tableau VI.1) et à 1% en Au + Au dans le canal muonique.
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partN
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F. VI.4: Dépendance en centralité du facteur de modification nucléaire du J/ψ
en fonction du nombre de nucléons participants mesuré en Cu + Cu (cercle plein) et
en Au + Au (carré ouvert), dans la région en rapidité couverte par les bras muons.
Se référer au texte pour la description des erreurs.
entre les deux ensembles de données existe. Cet accord est d’autant plus remar-
quable car (i) la prise de données Au + Au a été réalisée sans système de déclenche-
ment en ligne optimisé pour la détection du J/ψ, donc associé aux bras muon ; mais
elles ont été filtrées hors ligne avec le système de déclenchement de niveau 2 asso-
cié au MuID, nommé MuID-Lvl27. Et (ii) les données Cu + Cu ont été prises avec
le MUIDLL1 comme système de déclenchement en ligne, suivi hors ligne par le fil-
trage avec le MuTr-Lvl2. Ainsi, les deux ensembles de données ont suivi deux che-
mins tout-à-fait différents8. Les deux analyses, menées indépendamment l’une
de l’autre, n’en aboutissent pas moins à un accord notable. Rappelons égale-
ment que Npart est tout-à-fait indiquée comme échelle pour l’axe des abscisses pour
comparer deux systèmes différents à la même énergie dans le centre de masse (cf
section I.2.2, notamment la figure I.13(b), page 25, montrant la comparaison des
multiplicités observées en Cu + Cu et en Au + Au à
√
sNN = 200 GeV : la distribu-
tion en pseudo-rapidité de la multiplicité de particules produites obtenue en Cu + Cu
est quasiment superposable à celle mesurée en Au + Au pour un même 〈Npart〉).
Les données Cu + Cu permettent de gagner en précision sur l’allure de l’évo-
lution du facteur de modification nucléaire du J/ψ dans la région Npart < 100.
À mesure que la centralité (Npart) augmente, ce facteur de modification décroit,
signalant ainsi une suppression du taux de production du J/ψ dans les collisions
7Le MuID-Lvl2 est une version plus sophistiquée du MUIDLL1, avec un plus grand nombre de
bi-packs par symset notamment.
8Notons aussi que la technique d’extraction du signal utilisée en Au + Au est différente de celle
utilisée en Cu + Cu : le procédé d’event-mixing a été utilisé en Au + Au, alors que la méthode des « like-
sign »s’est révélée préférable pour les données Cu + Cu filtrées avec le MuTr-Lvl2. Cf section IV.3.2.
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noyau-noyau par rapport à une simple superposition de collisions nucléon-nucléon.
Ainsi, dans le domaine de rapidité couvert par les bras muons, cette suppression
atteint environ un facteur deux dans les collisions Cu + Cu les plus centrales
(RCuCu < 0, 55 pour Npart ∼ 98), et son amplitude augmente jusqu’à atteindre
environ un facteur cinq dans les collisions Au + Au les plus centrales (RAuAu < 0, 2
pour Npart ∼ 325).
Influence de la rapidité
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F. VI.5: En haut : comparaison de l’allure et de l’amplitude de la suppression
du J/ψ (en terme de facteur de modification nucléaire) en fonction de la centralité
selon le domaine de rapidité où le J/ψ est détecté. En bas : rapport de la suppression
observée à grande rapidité sur celle observée à rapidité centrale.
La production du J/ψ a également été étudiée dans le canal électronique dans
les collisions Au + Au. Les di-électrons sont détectés dans les bras centraux (briè-
vement décrits dans la section III.4) et qui couvrent la région centrale en rapidité
|y| < 0.35. Pour comparer plus aisément la suppression observée vers l’avant (en
terme de rapidité) par rapport à celle observée à mi-rapidité, celles-ci sont super-
posées sur le volet supérieur de la figure VI.5. Alors que le facteur de modification
nucléaire déterminé vers l’avant décroît de manière monotone jusqu’à atteindre envi-
ron un facteur cinq dans les collisions Au + Au les plus centrales (RAuAu < 0, 2 pour
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Npart ∼ 325), la suppression observée à mi-rapidité semble marquer un plateau pour
50 < Npart < 170, et de plus, elle est moins forte dans les collisions Au + Au les plus
centrales où RAuAu < 0, 3.
Le volet inférieur de la figure VI.5 montre l’évolution du ratio de ces deux sup-
pressions R f orwardAA /R
mid
AA en fonction du nombre Npart de nucléons participants à la
collision. Pour pouvoir calculer ce ratio, les données Au + Au prises dans le canal
électronique ont été divisées en tranches de centralité identiques à celles des données
Au + Au prises dans le canal muonique. Ce rapport est compatible avec l’unité pour
les petites valeurs de Npart (jusqu’à environ 60 participants par collision), puis dé-
croît à une valeur d’environ 0, 6 dans la région 60 < Npart < 170, et se stabilise à
cette valeur au-delà de 170 participants par collision. Ainsi, les mesures disponibles
actuellement montrent que la suppression observée vers l’avant est significative-
ment supérieure à celle mesurée à mi-rapidité dès Npart ∼ 115. Notons cependant
que ce rapport décroche de l’unité dans la région de Npart couverte par les col-
lisions Cu + Cu. Il serait intéressant de pouvoir confirmer ce comportement en
calculant ce rapport dans les collisions Cu + Cu les plus centrales. Au moment où
nous écrivons ces lignes, l’analyse des données Cu + Cu dans le canal électronique
n’est pas encore tout-à-fait achevée, aussi avons-nous préféré ne pas reporter sur la
figure VI.5 les valeurs actuelles du rapport R f orwardAA /R
mid
AA en Cu + Cu.
Comparaison aux résultats obtenus à plus basse énergie
A priori, comme l’énergie dans le centre de masse est environ dix fois plus im-
portante à RHIC (
√
sNN = 200 GeV) qu’au SPS (
√
sNN = 17 GeV), nous nous atten-
dons naïvement à ce que l’amplitude de la suppression du J/ψ soit plus importante au
RHIC qu’au SPS. Ce devrait être le cas dès que le mécanisme de suppression invo-
qué dans l’état final fait appel à une densité volumique de hadrons ou de partons qui,
par leurs interactions avec les résonances cc¯, finissent par les dissocier : peu importe
qu’il s’agisse de hadrons ou de partons, puisque dans les deux cas, la densité initiale
sera de toute façon plus importante au RHIC, et en conséquence, la suppression cor-
respondante devrait être plus élevée au RHIC. La suppression à laquelle nous faisons
allusion est la « suppression anormale », exclusive aux collisions noyau-noyau. No-
tons que ce n’est pas le cas des effets nucléaires froids qui, de surcroît, peuvent être
différents entre le RHIC et le SPS.
Résultats Cu + Cu au RHIC comparés à S + U au SPS. – À nouveau, la suppression
est exprimée en terme d’évolution du facteur de modification nucléaire en fonction
du nombre de nucléons participants. Nous retrouvons sur la figure VI.6 les mesures
obtenues en Cu + Cu au RHIC (vers l’avant en terme de rapidité 1, 2 < |y| < 2, 2),
ainsi que les mesures effectuées au SPS en S + U par l’expérience NA38 [125] (à
mi-rapidité uniquement 0 < y < 1). Cette figure montre qu’à intervalle équivalent
en Npart, l’amplitude de la suppression en fonction de la centralité est plus impor-
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tante au RHIC qu’au SPS. Deux hypothèses peuvent être formulées pour expliquer
ce constat : la différence observée est due soit à l’écart d’énergie disponible dans le
centre de masse, soit à la séparation en rapidité des mesures effectuées. La deuxième
hypothèse peut être éliminée ou corroborée en comparant la suppression déterminée
à mi-rapidité au RHIC à celle vue à mi-rapidité au SPS.
Résultats Au + Au au RHIC comparés à In + In et Pb + Pb au SPS. – L’intervalle en
rapidité exploré à mi-rapidité au RHIC (|y| < 0, 35) est proche de celui du SPS (0 <
y < 1). La figure VI.7 permet de comparer, à mi-rapidité, la suppression observée en
Au + Au au RHIC et celle déterminée en In + In [126, 127] et en Pb + Pb [41] au
SPS par les expériences NA60 et NA50. Cette figure montre qu’à mi-rapidité, à la
fois l’allure de la suppression en fonction de la centralité et son amplitude coïncident
dans deux domaines d’énergie très différents. Or au RHIC, la suppression mesurée
vers l’avant est plus prononcée que celle mesurée à mi-rapidité. Il apparaît ainsi que
seule la suppression vers l’avant au RHIC est plus importante que celle au SPS.
Comparaison de la dépendance en Npart des rapports RCuCu/RSU et RforwardAuAu /R
mid
AuAu
La différence de suppression entre le RHIC et le SPS n’est observée que lorsque les
mesures effectuées ne coïncident pas en rapidité. C’est typiquement le cas lorsque
nous comparons RCuCu (mesure effectuée à grande rapidité) et RS U (mesure réalisée à
mi-rapidité), la suppression étant plus importante à grande rapidité (cf volet supérieur
de la figure VI.8). Les données Au + Au, prises dans les deux domaines de rapidité
au RHIC, ont déjà permis d’évaluer le rapport R f orwardAuAu /R
mid
AuAu de la suppression dans
les deux domaines en rapidité en fonction du nombre de participants. Il est donc très
tentant de comparer le rapport RCuCu/RS U au rapport R
f orward
AuAu /R
mid
AuAu. Cela est illustré
par le volet inférieur de la figure VI.8. Nous pouvons constater que l’évolution de
RCuCu/RS U en fonction de Npart est en accord avec celle de R
f orward
AuAu /R
mid
AuAu dans la
région en Npart où les deux ensemble de mesures se recouvrent.
De la pertinence de Npart pour graduer l’axe des abscisses. – En raison de la diffé-
rence d’énergie séparant le RHIC et le SPS, la variable purement géométrique Npart
n’est pas la plus indiquée pour comparer les résultats obtenus à ces deux énergies.
En effet, comme nous l’avons vu à la section I.13(a) (page 25), la production de par-
ticules mesurée est significativement plus faible aux énergies du SPS qu’à celles du
RHIC pour le même Npart dans les collisions Au + Au considérée. Il faudrait donc en
principe une autre échelle pour comparer les résultats obtenus à ces deux énergies,
typiquement la densité d’énergie εB j estimée selon la formule de Bjorken (I.19). Ce
point sera discuté dans le paragraphe VI.3.3.
De la pertinence de RAA pour graduer l’axe des ordonnées. – Il faut aussi s’inter-
roger sur la meilleure manière de comparer l’amplitude de la suppression au RHIC
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F. VI.6: Comparaison de l’allure et de l’amplitude de la suppression du J/ψ
(en terme de facteur de modification nucléaire) en fonction de la centralité selon
qu’elle ait été mesurée au RHIC, dans les collisions Cu + Cu, ou au SPS, dans les
collisions S + U (expérience NA38). Les domaines en rapidité correspondants aux
deux ensembles de mesures sont indiquées dans la légende.
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F. VI.7: Comparaison de l’allure et de l’amplitude de la suppression du J/ψ
(en terme de facteur de modification nucléaire) en fonction de la centralité selon
qu’elle ait été mesurée à mi-rapidité au RHIC, dans les collisions Au + Au, ou au
SPS, dans les collisions In + In et Pb + Pb (expériences NA50 et NA60). Les do-
maines en rapidité correspondants aux deux ensembles de mesures sont indiquées
dans la légende.
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F. VI.8: En haut : comparaison de l’allure et de l’amplitude de la suppression
du J/ψ (en terme de facteur de modification nucléaire) en fonction du nombre
de nucléons participants selon qu’elle ait été mesurée à grande rapidité au RHIC,
dans les collisions Cu + Cu, ou à mi-rapidité au SPS, dans les collisions S + U
(expérience NA38). Les lignes en tireté-pointillé représentent un ajustement aux
données S + U de type A + exp(B + Cx) afin d’obtenir RS U aux mêmes valeurs de
Npart que les quatres derniers points en Cu + Cu. En bas : comparaison des rapports
RCuCu/RS U (cercles rouges) et R
f orward
AuAu /R
mid
AuAu (carrés noirs) en fonction de Npart.
et au SPS. En effet, par définition, le facteur de modification nucléaire prend comme
référence les collisions p + p. Une meilleure référence consisterait plutôt à utiliser
la calibration des effets nucléaires froids obtenus en p + noyau à la même énergie et
extrapolés aux collisions noyau + noyau étudiées. De cette manière, seuls les effets
qui pourraient signaler le déconfinement seront pris en compte pour comparer la sup-
pression à ces deux énergies. Nous reviendrons sur ce sujet dans la section VI.4.3.3.
VI.3.2 Dépendance en rapidité de la production de J/ψ
Distribution du taux de production de J/ψ en fonction de la rapidité pour
différents Npart
La distribution du taux de production de J/ψ, notée B dN/dy, en fonction de la
rapidité a été étudiée en p + p, Cu + Cu et Au + Au. Comparer l’évolution de cette
distribution selon un nombre croissant de nucléons participants peut renseigner sur
les mécanismes de production impliqués, en particulier si des mécanismes différents
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ou supplémentaires sont à l’œuvre dans les collisions noyau-noyau les plus centrales
où participent un grand nombre de nucléons par rapport aux collisions p + p indivi-
duelles. Cette comparaison est donc montrée sur la figure VI.9. Les valeurs centrales
en Cu + Cu ne sont pas encore disponibles. À petit nombre de participants, c.-à-d. à
environ six participants par collision (Cu + Cu en l’occurrence), la forme de la dis-
tribution en rapidité B dN/dy est quasiment superposable avec celle obtenue en p + p
(modulo un facteur d’échelle constant par lequel ont été multipliées les valeurs de
B dN/dy mesurées en p + p). Notons qu’en p + p, la valeur de B dN/dy en fonction
de la rapidité varie assez peu lorsque nous passons du point à rapidité centrale (y = 0)
au point le plus proche (|y| = 1, 325) mesuré dans les bras muons, autrement dit, la
distribution est assez plate au voisinage de son maximum. Ceci semble de moins en
moins vrai lorsque le nombre de participants augmente, même s’il est difficile d’être
plus catégorique en l’absence du point central en Cu + Cu.
Pour éviter de recourir à une hypothèse sur la forme de la distribution de B dN/dy
en fonction de la rapidité, la largeur de cette distribution peut être estimée en calculant
numériquement son RMS selon l’expression (VI.5) :
RMS =
√√√√√√√
∑
i
y2i
dN
dyi∑
i
dN
dyi
(VI.5)
Dans un premier temps, le RMS a été calculé en incluant le point central, celui-ci
étant disponible en p + p et en Au + Au. Les valeurs ainsi obtenues sont reportées
par 〈Npart〉 décroissant dans le tableau VI.3. Nous observons une légère tendance
du RMS à décroître à mesure que le nombre de participants augmente, bien que
l’importance de l’incertitude ne peut permettre d’écarter une évolution constante.
Cette fois-ci, le point central est exclu du calcul du RMS pour faciliter la com-
paraison avec les données Cu + Cu où ce point n’est pas encore disponible. Les va-
leurs résultantes sont reportées par 〈Npart〉 décroissant dans le tableau VI.4. En l’ab-
sence du point central, le RMS obtenu est sensiblement supérieur. De plus, le RMS
est quasi-constant dans les barres d’erreurs en fonction du nombre de participants.
En conséquence, le RMS calculé en incluant le point central en Cu + Cu devrait
permettre d’éclaircir la situation et de favoriser la première ou la deuxième hypo-
thèse concernant l’évolution avec 〈Npart〉 de la forme de la distribution en rapidité de
B dN/dy (la distribution se resserre avec Npart ou sa forme n’évolue pas).
Facteur de modification nucléaire du J/ψ en fonction de la rapidité pour
différents Npart
Nous avons vu précédemment (cf figure VI.9) que, déterminée séparément dans
le bras Sud et dans le bras Nord, la distribution du taux de production du J/ψ est
symétrique en rapidité (dans les barres d’erreurs), ce qui permet donc de combi-
ner les résultats obtenus pour chaque bras. Cette opération est réalisée pour gagner
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F. VI.9: Taux de production du J/ψ en fonction de la rapidité dans les collisions
p + p et par tranche de centralité des collisions Cu + Cu et Au + Au, classée par
Npart croissant (du bas à droite vers le haut à gauche). Les valeurs reportées à y < 0
(y > 0) ont été mesurées dans le bras muon Sud (Nord), celles à y = 0 par les bras
centraux. Les erreurs systématiques globales indépendantes (dues à l’incertitude
sur le nombre d’événements minimum bias analysés) en Cu + Cu et Au + Au sont
respectivement de 3% et 1%.
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F. VI.10: Facteur de modification nucléaire du J/ψ en fonction de la rapidité
en Cu + Cu et Au + Au pour les mêmes tranches en centralité que ci-contre. Les
valeurs reportées à y < 0 ont été obtenues par symétrie miroir des valeurs à y > 0,
et ce dans un but illustratif uniquement. Les valeurs à y > 0 combinent les mesures
faites dans les deux bras muon pour gagner en précision. Les erreurs systématiques
globales citées sur les figures sont celles qui sont indépendantes d’une classe de
centralité à l’autre pour une même espèce : il s’agit donc de l’erreur systématique
sur 〈N icoll〉.
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〈Npart〉 espèces centralité (%) RMS B dN/dy vs y
280 ± 4 Au + Au 0 − 20 1, 32 ± 0, 06
140 ± 5 Au + Au 20 − 40 1, 30 ± 0, 05
60 ± 4 Au + Au 40 − 60 1, 40 ± 0, 04
15 ± 3 Au + Au 40 − 93 1, 43 ± 0, 04
2 p + p 1, 41 ± 0, 03
T. VI.3: RMS de la distribution en rapidité des J/ψ, calculés numériquement
selon l’expression (VI.5) avec les mesures faites à mi-rapidité, en p + p et pour
différentes tranches en centralité en Au + Au. Valeurs extraites de [99].
〈Npart〉 espèces centralité (%) RMS B dN/dy vs y
280 ± 4 Au + Au 0 − 20 1, 67 ± 0, 04
140 ± 5 Au + Au 20 − 40 1, 63 ± 0, 03
86 ± 2 Cu + Cu 0 − 20 1, 63 ± 0, 02
60 ± 4 Au + Au 40 − 60 1, 67 ± 0, 02
86 ± 2 Cu + Cu 20 − 40 1, 66 ± 0, 02
46 ± 2 Cu + Cu 40 − 60 1, 65 ± 0, 02
15 ± 3 Au + Au 60 − 93 1, 68 ± 0, 02
6 ± 1 Cu + Cu 60 − 94 1, 67 ± 0, 02
2 p + p 1, 64 ± 0, 01
T. VI.4: RMS de la distribution en rapidité des J/ψ, calculés numériquement
selon l’expression (VI.5) sans les mesures faites à mi-rapidité, en p + p et pour
différentes tranches en centralité en Cu + Cu et Au + Au.
en précision sur les valeurs du facteur de modification nucléaire en fonction de la
rapidité, désormais valables pour 1, 2 < |y| < 2, 2 et reportées par tranche de cen-
tralité des collisions Cu + Cu et Au + Au sur la figure VI.10. Cette figure résume
ainsi l’évolution de la forme en rapidité de la suppression du J/ψ selon le nombre
de participants impliqués dans la collision, les différentes tranches en centralité des
collisions Cu + Cu et Au + Au étant classées par valeur croissante de 〈Npart〉. Deux
constatations frappantes en émergent.
– Plus le nombre de participants est important, plus l’amplitude moyenne de la
suppression est élevée. Ceci n’est pas un fait nouveau en soi, mais souligne
la cohérence de ce que nous observons sur cette figure et la dépendance en
centralité de la suppression, déjà commentée (cf section VI.3.1).
– À mesure que le nombre de participants croît, la forme de la dépendance
en rapidité du RAA passe progressivement d’une forme en V plutôt concave
(ou plus précisément une forme en M ou en bosses de chameau lorsque plus
de partitions en rapidité sont disponibles) à une forme convexe. L’occurrence
de cette forme convexe pour les deux plus grandes valeurs de 〈Npart〉 traduit le
fait que la suppression est plus importante vers l’avant qu’à rapidité centrale.
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VI.3.3 Dépendance en impulsion transverse de la production de J/ψ
Distribution invariante du pT des J/ψ pour différentes tranches de centralité
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F. VI.11: Distributions invariantes du pT des J/ψ → µ+µ− pour différentes
tranches de centralité des collisions Cu + Cu. Elles peuvent être comparées à la
distribution obtenue en p + p, laquelle a été ajoutée sur la figure.
La figure VI.11 représente la distribution invariante9 B d
2N
2pipT dpT dy
de l’impulsion
transverse pT des J/ψ pour quatre tranches en centralité des collisions Cu + Cu. La
distribution invariante mesurée lors de collisions p + p y est également reportée à des
fins de comparaison. Le domaine en pT balayé s’étend jusqu’à 6 GeV/c. L’impor-
tante statistique disponible (plus de neuf milles J/ψ) permet de disposer d’un maxi-
mum de neuf tranches en pT (d’une largeur de 0, 5 GeV/c en-dessous de 3 GeV/c,
et d’une largeur de 1 GeV/c au-dessus de cette valeur). Chaque spectre en pT ainsi
obtenu peut être raisonnablement décrit par la fonction de Kaplan ci-après :
9Notons que les valeurs de B d
2N
2pipT dpT dy
reportées sur la figure ont été multipliées par un facteur de
correction dit « up-down». En effet, B d2N2pipT dpT dy varie très rapidement sur la largeur de chaque tranche en
pT . En conséquence, lorsque pondérée par cette distribution, la valeur moyenne du pT sur cet intervalle
diffère du milieu de cet intervalle. Sans correction up-down, il faudrait que l’abscisse de B d
2N
2pipT dpT dy
soit
égale à cette valeur moyenne pondérée du pT . Les corrections up-down sont nécessaires parce que nous
voulons garder comme abscisse le milieu de chaque intervalle en pT .
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f i(pT ) = A
[
1 +
( pT
B
)2]C
(VI.6)
où A, B et C sont les trois paramètres de la fonction f i(pT ) utilisée pour ajuster
la distribution invariante du pT pour la ième tranche en centralité.
Les ajustements du spectre en pT réalisés avec cette fonction sont représentés en
pointillés sur la figure VI.11, l’exposant C = −6 étant fixé10 dans le cas présent. Si
nous nous référons à cette figure, la forme du spectre en pT ne semble pas évoluer
lorsque nous passons des collisions p + p aux collisions Cu + Cu les plus centrales.
Évolution du 〈p2T 〉 du J/ψ en fonction de Npart ou de Ncoll
La valeur moyenne du carré de l’impulsion transverse 〈p2T 〉 du J/ψ par tranche de
centralité des collisions Cu + Cu peut être extraite de manière numérique des spectres
en pT présentés sur la figure VI.11 et ce selon le procédé expliqué ci-après.
Pour une tranche i donnée en centralité, le
〈
p2T
〉i
du J/ψ est évalué à partir de la
mesure de d2Nik/dpT dy par kème partition en pT , selon l’expression classique :
〈p2T 〉i =
∑
k
〈p2T 〉ik
d2Nik
dpT dy
∆pkT
∑
k
d2Nik
dpT dy
∆pkT
(VI.7)
où :
– ∆pkT est la largeur de la k
ème partition en pT définie comme
[
pkT ; p
k+1
T
]
;
– la valeur 〈p2T 〉ik est obtenue en considérant la variation rapide du spectre en pT
du J/ψ, cette variation étant approximée par la fonction pT f i(pT ) qui ajuste au
mieux d2Nik/dpT dy en fonction de pT :
〈p2T 〉ik =
∫ pk+1T
pkT
x2. x f i(x) dx∫ pk+1T
pkT
x f i(x) dx
(VI.8)
Les expressions ci-dessus utilisées pour évaluer le
〈
p2T
〉
du J/ψ permettent de
faire intervenir de manière minimale l’hypothèse sur la forme de la distribution in-
variante en pT (ici, la fonction f (pT ) de Kaplan avec l’exposant laissé libre). Leur
corollaire est de limiter l’intervalle où est évalué le
〈
p2T
〉
à celui où existent des va-
leurs mesurées de d2Nik/dpT dy. Ce ne serait pas le cas si un ajustement était utilisé
10Le choix de l’exposant (−6) pour la fonction de Kaplan permet de relier facilement le paramètre B
à la valeur moyenne du carré de l’impulsion transverse : 〈p2T 〉 = B2/4. Bien que cette dernière n’ait pas
été calculée de cette façon, cela permet de se convaincre que la forme de la distribution en pT ne change
quasiment pas en passant des collisions p + p aux collisions Cu + Cu les plus centrales puisque la valeur
correspondante du 〈p2T 〉 varie très peu (cf paragraphe suivant).
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en lieu et place de ces valeurs mesurées ; mais le
〈
p2T
〉
ainsi obtenu serait tributaire
de la forme du spectre inconnue à haut pT .
Le
〈
p2T
〉
mesuré par tranche de centralité dans les collisions Cu + Cu est reporté
en fonction de Npart puis en fonction de Ncoll sur la figure VI.12. Les valeurs du 〈p2T 〉
mesurées dans les collisions p + p y ont été ajoutées, ainsi que celles obtenues en
Au + Au sur le deuxième volet de la figure. L’évolution du 〈p2T 〉 du J/ψ avec Ncoll
(ou Npart) est compatible avec l’hypothèse d’une valeur quasi-constante du 〈p2T 〉,
ou tout au plus d’une augmentation modérée comme le suggèrent les deux derniers
points correspondants aux collisions Au + Au les plus centrales à rapidité avant. Pour
information, les valeurs numériques du 〈p2T 〉 sont aussi reportées par Ncoll décroissant
dans le tableau VI.5.
 partN
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] 2 )
c
 
>
 [(
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2 T
 
<
 p
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6
 [1.2,2.2]∈Cu+Cu   |y| 
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 collN
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 [1.2,2.2]∈Au+Au   |y| 
F. VI.12: Évolution du 〈p2T 〉 du J/ψ en fonction de Npart (à gauche) ou en fonc-
tion de Ncoll (à droite) mesuré lors des collisions p + p et Cu + Cu uniquement (à
gauche) et Au + Au (à droite).
183
VI. R´    `
〈Ncoll〉 espèces centralité 〈p2T 〉 ( GeV/c)2
(%) |y| < 0, 35 1, 2 < |y| < 2, 2
779 ± 75 Au + Au 0 − 20 3, 6 ± 0, 6 ± 0, 1 4, 4 ± 0, 4 ± 0, 4
280 ± 31 Au + Au 20 − 40 4, 6 ± 0, 5 ± 0, 1 4, 6 ± 0, 3 ± 0, 4
152 ± 17 Cu + Cu 0 − 20 3, 7 ± 0, 2 ± 0, 3
91 ± 12 Au + Au 40 − 60 4, 5 ± 0, 7 ± 0, 2 3, 7 ± 0, 2 ± 0, 3
62 ± 7 Cu + Cu 20 − 40 3, 7 ± 0, 2 ± 0, 2
22 ± 3 Cu + Cu 40 − 60 3, 7 ± 0, 2 ± 0, 3
15 ± 4 Au + Au 60 − 93 3, 6 ± 0, 9 ± 0, 2 3, 3 ± 0, 3 ± 0, 2
5 ± 1 Cu + Cu 60 − 94 3, 6 ± 0, 3 ± 0, 3
1 p + p 4, 1 ± 0, 2 ± 0, 1 3, 4 ± 0, 1 ± 0, 1
T. VI.5: Valeurs du 〈p2T 〉 du J/ψ rangées par Ncoll décroissant, mesurées dans
les deux domaines de rapidité (à mi-rapidité et vers l’avant), et extraites numéri-
quement du spectre en pT des J/ψ produits lors des collisions p + p, Cu + Cu et
Au + Au. Deux différentes catégories d’incertitude sont indiquées : la première
est non-corrélée (statistique et systématique), tandis que la seconde relève d’er-
reur systématique corrélée sur le spectre en pT du J/ψ. Les valeurs indiquées pour
p + p et Au + Au sont extraites de [99]. Pour faciliter la comparaison, toutes les
valeurs indiquées sont obtenues en considérant le spectre en pT correspondant dans
l’intervalle pT ∈ [0; 5] GeV/c.
RAA en fonction de pT pour différents Npart
La figure VI.13 montre l’évolution de la dépendance en pT de la suppression du
J/ψ, en terme de RAA, pour différentes tranches en centralité des collisions Cu + Cu
et Au + Au organisées en Npart croissant. Contrairement à ce que nous avons pu
constater pour la dépendance en rapidité, la forme quasi-plate de la dépendance en
impulsion transverse du RAA n’évolue pratiquement pas lorsque Npart croît. Seule
l’amplitude moyenne de la suppression au sein d’une tranche donnée en centralité
augmente avec des valeurs de plus en plus élevées de Npart.
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F. VI.13: Facteur de modification nucléaire du J/ψ en fonction de l’impulsion
transverse pour quatre différentes tranches de centralité des collisions Cu + Cu et
Au + Au (0−20%, 20−40%, 40−60% et 60−93, 94%). classées par Npart croissant
(du bas à droite vers le haut à gauche). Les valeurs reportées pour 1, 2 < |y| < 2, 2
résultent de la combinaison des mesures effectuées dans les deux bras muon Nord
et Sud ; les mesures réalisées dans les bras centraux correspondent aux points anno-
tés |y| < 0, 35. Les erreurs systématiques globales citées sur les figures sont celles
qui sont indépendantes d’une classe de centralité à l’autre pour une même espèce :
il s’agit donc de l’erreur systématique sur 〈N icoll〉. Les erreurs systématiques glo-
bales indépendantes d’une espèce à l’autre, c.-à-d. pour Cu + Cu et Au + Au (dues
à l’incertitude sur le nombre d’événements minimum bias analysés), ne sont pas
citées sur la figure et sont respectivement de 3% et 1%.
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VI.4 Comparaison aux modèles
VI.4.1 Effets nucléaires froids au RHIC
Ainsi que nous l’avons décrit dans la section II.2, deux types d’effets nucléaires
froids sont à considérer à RHIC :
– l’absorption nucléaire normale, où la pré-résonance cc¯ est détruite en raison
des interactions inélastiques avec les nucléons du projectile ou de la cible ;
– le shadowing, qui qualifie le fait qu’à haute énergie
√
s, la densité de gluons
dans un nucléon appartenant à un noyau est différente de celle rencontré au
sein d’un nucléon libre.
VI.4.1.1 Effets froids dans les collisions Cu + Cu
Les figures VI.14(a) et VI.14(b) illustrent la comparaison de la suppression du
J/ψ dans les collisions Cu + Cu et les prédictions respectives des effets froids selon
les modèles CF shadowing et EKS shadowing. Dans le cas de ce dernier modèle,
différentes sections efficaces d’absorption nucléaire sont considérées, 0, 1 et 3 mb.
Notons que dans le cas où la section efficace d’absorption considérée dans EKS sha-
dowing est égale à 1 mb, les deux modèles donnent une estimation des effets froids
très similaire. Lorsque σabs varie dans ce dernier modèle, l’importance des effets nu-
cléaires varie de manière considérable. Ces valeurs extrêmes peuvent être utilisées
comme incertitude sur la fraction de la suppression du J/ψ imputable aux effets nu-
cléaires froids. Ainsi, en considérant cette marge d’erreur, la suppression va au-delà
des effets froids dans les collisions Cu + Cu, et ce pour Npart ≥ 50.
VI.4.1.2 Effets froids dans les collisions Au + Au et Cu + Cu
En incluant les données Au + Au (à rapidité avant) en plus des données Cu + Cu,
les figures VI.15(a) et VI.15(b) étendent la comparaison entre résultats et modélisa-
tions des effets froids à un plus large intervalle en nombre de nucléons participants.
À Npart donné, les prédictions des modèles ne dépendent que très peu du système
considéré, aussi, pour plus de clarté, nous n’avons reporté sur ces figures que les es-
timations obtenues en considérant le système Au + Au. Nous étendons aux résultats
Au + Au les conclusions précédemment formulées pour les collisions Cu + Cu : la
suppression du J/ψ, de plus en plus importante avec Npart, va au-delà des effets nu-
cléaires froids pour Npart ≥ 50 ; la magnitude de la différence entre la suppression
observée et celle attendue augmente avec Npart jusqu’à atteindre environ un facteur
cinq dans les collisions Au + Au les plus centrales.
VI.4.1.3 Comparaison de la fraction d’effets froids à mi-rapidité et à rapidité
avant
Nous avons vu à la section VI.3.1 (page 172) que la suppression du J/ψ obser-
vée dans les collisions Au + Au à mi-rapidité est inférieure à celle qui est vue à
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(a) En trait plein, effet froid modélisé selon [83], décrit sous le nom de CF shadowing
(pas d’absorption nucléaire) dans le texte.
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(b) Les différentes courbes représentent les effets froids modélisés selon [76, 77], et
sont obtenues d’après une modélisation EKS du shadowing et différentes valeurs de la
section efficace d’absorption nucléaire (de 0 à 3 mb). La valeur de la section efficace
favorisée par la comparaison des prédictions du modèle au données d + Au est en trait
plein (σabs = 1 mb).
F. VI.14: Comparaison de la dépendance en centralité de la suppression du
J/ψ, observée vers l’avant en terme de rapidité, dans les collisions Cu + Cu à√
sNN = 200 GeV à différentes modélisations des effets nucléaires froids.
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(a) En trait plein, effet froid modélisé selon [83], décrit sous le nom de CF shadowing
(pas d’absorption nucléaire) dans le texte.
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(b) Les différentes courbes représentent les effets froids modélisés selon [76, 77], et
sont obtenues d’après une modélisation EKS du shadowing et différentes valeurs de la
section efficace d’absorption nucléaire (de 0 à 3 mb). La valeur de la section efficace
favorisée par la comparaison des prédictions du modèle au données d + Au est en trait
plein (σabs = 1 mb).
F. VI.15: Comparaison de la dépendance en centralité de la suppression du J/ψ,
observée vers l’avant en terme de rapidité, dans les collisions Cu + Cu et Au + Au
à
√
sNN = 200 GeV à différentes modélisations des effets nucléaires froids.188
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rapidité avant, et ce dès Npart ∼ 115. Dans l’hypothèse où les effets froids lors de
collisions symétriques ne dépendent que très peu de la rapidité, la fraction d’effets
froids à mi-rapidité sera donc plus importante que celle à grande rapidité. C’est le
cas dans le cadre du modèle CF shadowing, où les effets froids obtenus à mi-rapidité
ne diffèrent quasiment pas de ceux estimés à rapidité avant. Les estimations des ef-
fets froids dans le modèle EKS shadowing indiquent quant à elles une valeur plus
importante à mi-rapidité qu’à grande rapidité, comme cela peut être constaté sur la
figure VI.16(b). La conjugaison de ces deux effets implique qu’à mi-rapidité dans les
collisions Au + Au :
– la suppression du J/ψ reste compatible avec les effets froids jusqu’à Npart ∼ 170 ;
– la suppression au-delà des effets froids est plus modeste qu’à grande rapidité.
VI.4.1.4 Les effets froids comme nouvelle référence
Afin de comparer plus aisément la suppression au-delà des effets froids à mi-
rapidité et à rapidité avant, nous avons reporté sur la figure VI.17 le rapport du fac-
teur de modification nucléaire divisé par les effets froids évalués selon le modèle
EKS shadowing au Npart considéré. Ce rapport sera désormais noté RAA/CNM11. La
valeur de la section efficace d’abosrption est prise égale à 1 mb et les incertitudes
inhérentes à l’évaluation de l’absorption nucléaire (entre 0 et 3 mb) sont sommées
quadratiquement aux erreurs systématiques corrélées sur le RAA. Les erreurs systé-
matiques relatives résultantes sont par conséquent bien plus importantes. Cette figure
montre de manière explicite que la suppression au-delà des effets froids à mi-rapidité
suit une évolution significativement différente de celle qui est observée à rapidité
avant. Dans ce dernier cas, la suppression décroche assez vite de l’unité (au moins dès
Npart ∼ 50) et s’accentue de manière monotone jusqu’à grand Npart. À mi-rapidité,
RAA/CNM semble suivre un plateau, compatible avec l’unité, jusqu’à Npart ∼ 170,
valeur à partir de laquelle la suppression s’amorce jusqu’à atteindre une valeur plus
modeste qu’à grande rapidité.
VI.4.2 Comparaison des effets nucléaires froids au RHIC et au SPS
Sur la figure VI.18(a) est reportée la dépendance en centralité du facteur de mo-
dification nucléaire respectivement déterminée à mi-rapidité et à rapidité avant au
RHIC (en Au + Au) et comparé au SPS (en S + U, In + In et Pb + Pb). Les effets
froids respectifs sont également représentés :
– au RHIC, ils ont été évalués selon le modèle EKS shadowing auquel s’ajoute
une absorption nucléaire dont la section efficace est inférieure à 3 mb ;
– au SPS, les effets froids mesurés dans les collisions p + A sont remarquable-
ment bien ajustés selon l’équation (II.23) qui décrit l’absorption nucléaire, et
ce avec σabs = 4, 18 ± 0, 35 mb.
Ainsi, la section efficace d’absorption nucléaire semble diminuer avec
√
sNN . Notons
également que l’(anti-)shadowing semble négligeable au SPS, l’absorption nucléaire
11CNM pour Cold Nuclear Matter effects
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(a) Estimation de la fraction d’effets froids dans la suppression du J/ψ en fonction de
la centralité dans les collisions Au + Au à mi-rapidité.
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(b) Estimation de la fraction d’effets froids dans la suppression du J/ψ en fonction de la
centralité à mi-rapidité et à rapidité avant. La rapidité considérée dans la modélisation
des effets froids est indiquée dans la légende.
F. VI.16: Dépendance en centralité de la suppression du J/ψ, observée à rapidité
centrale ou vers l’avant dans les collisions Au + Au , observée vers l’avant unique-
ment dans les collisions Cu + Cu à
√
sNN = 200 GeV, comparée à la modélisation
EKS shadowing [76, 77] des effets nucléaires froids. Les différentes courbes re-
présentent différentes valeurs de la section efficace d’absorption nucléaire (de 0
à 3 mb).
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partN
50 100 150 200 250 300 350 400
/C
NM
A
A
R
0
0.2
0.4
0.6
0.8
1
1.2
 8 %±[1.2,2.2] global syst. = ∈Cu+Cu |y|
 12 %±Au+Au |y|<0.35       global syst. = 
 7 %±[1.2,2.2] global syst. = ∈Au+Au |y|
F. VI.17: Dépendance en centralité du facteur de modification nucléaire norma-
lisé par les effets froids évalués selon le modèle EKS shadowing. Les incertitudes
dues à σabs sont additionnées quadratiquement aux erreurs systématiques corrélées
sur le RAA.
seule décrivant de manière satisfaisante la suppression normale du J/ψ dans les col-
lisions p + A aux énergies du SPS.
La figure VI.18(b) montre la dépendance en centralité du rapport RAA/CNM au
RHIC et au SPS. Au SPS, la suppression vue lors des collisions S + U est entièrement
décrite par les effets nucléaires froids. C’est également le cas jusqu’à Npart ∼ 100
dans les collisions In + In et Pb + Pb. Au-delà, la suppression déterminée au SPS
dévie des effets froids. Au RHIC, en raison de l’effet conjugué des incertitudes sur
le RAA et sur les effets froids, le rapport RAA/CNM déterminé dans les collisions
Au + Au à mi-rapidité suit un comportement similaire à celui observé au SPS.
VI.4.3 Au-delà des effets froids
Nous avons établi qu’à RHIC, la suppression du J/ψ dans les collisions Cu + Cu
et Au + Au à
√
sNN va effectivement au-delà des effets nucléaires froids, et ce malgré
d’importantes incertitudes sur la détermination desdits effets froids. Il faut à présent
essayer de comprendre quels sont les mécanismes supplémentaires de suppression à
l’oeuvre. Ceux-ci se rangent dans deux catégories de modèles : ceux qui considèrent
que la suppression observée reste « normale » c-à-d. non imputable à la formation du
QGP, et ceux dont les implications découlent de l’hypothèse de formation du QGP.
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partN
50 100 150 200 250 300 350 400
A
A
R
0
0.2
0.4
0.6
0.8
1
1.2
Vogt, nucl-th/0507027
=0mbabsσAuAu, y=0, 
=1mbabsσAuAu y=0, 
=3mbabsσAuAu y=0, 
 0.35 mb±=4.18 absσSPS 
(a) Effets nucléaires froids et dépendance en centralité du facteur de modification nucléaire
déterminé dans les collisions Au + Au à
√
sNN = 200 GeV à mi-rapidité au RHIC, et à
mi-rapidité au SPS dans les collisions S + U, In + In et Pb + Pb à
√
sNN = 17 GeV.
partN
50 100 150 200 250 300 350 400
/C
NM
A
A
R
0
0.2
0.4
0.6
0.8
1
1.2
 12 %±Au+Au |y|<0.35       global syst. = 
 11 %±[0,1]       global syst. = ∈SPS      y
NA50, Pb-Pb
NA60, In-In
NA38, S-U
(b) Dépendance en centralité du rapport du facteur de modification nucléaire déterminé à
mi-rapidité au RHIC et au SPS sur les effets froids correspondants.
F. VI.18: Comparaison du facteur de modification nucléaire et des effets froids
au RHIC et au SPS. Les effets froids sont évalués selon le modèle EKS shadowing
à RHIC, et selon une absorption nucléaire de section efficace 4, 18 ± 0, 35 mb au
SPS.
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Les premiers comme les seconds ont rendu compte des données du SPS avec succès.
Nous verrons donc dans un premier temps ce que prédisent ces modèles lorsqu’ex-
trapolés à l’énergie du RHIC. Leur comparaison avec les résultats expérimentaux au
RHIC ont favorisé l’émergence d’une nouvelle classe de modèles, s’appuyant sur la
recombinaison. Nous verrons dans un deuxième temps la confrontation de ces mo-
dèles aux mêmes résultats expérimentaux. Enfin, nous ré-examinerons la pertinence
du modèle original de dissociation séquentielle des charmonia comme mécanisme
de suppression anormale du J/ψ.
VI.4.3.1 Modèles en accord avec les données du SPS
Dissociation due à l’interaction avec des co-voyageurs
partN
50 100 150 200 250 300 350 400
A
A
R
0
0.2
0.4
0.6
0.8
1
1.2
 8 %±[1.2,2.2] global syst. = ∈Cu+Cu |y|
 12 %±Au+Au |y|<0.35       global syst. = 
 7 %±[1.2,2.2] global syst. = ∈Au+Au |y|
=0.65mbcoσ=0mb absσCapella & Ferreiro, hep-ph/0610313 
y=0
y=0, comover density -20%
y=2
F. VI.19: Confrontation du modèle des co-voyageurs [86, 83] aux résultats ex-
périmentaux du RHIC sur la dépendance en centralité de la suppression du J/ψ
dans les collisions Cu + Cu et Au + Au à
√
sNN = 200 GeV. Les courbes repré-
sentent les prédictions du modèle pour une section efficace d’absorption nucléaire
σabs = 0 mb et une section efficace d’interaction inélastique de la paire cc¯ avec les
co-vayageurs σco = 0, 65 mb : en trait plein à rapidité avant, en tireté et en pointillé
à mi-rapidité. La courbe en pointillé est obtenue en diminuant la densité initiale de
co-voyageurs de 20%.
À l’instar de l’interaction inélastique de la paire cc¯ avec les nucléons (conduisant
à l’absorption nucléaire), les auteurs du modèle des co-voyageurs [86] envisagent
l’idée selon laquelle le J/ψ peut être détruit par les interactions avec des particules
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secondaires, qui se meuvent à la même vitesse relative que le J/ψ (d’où leur nom
de co-voyageurs12). Lors des collisions d’ions, ces interactions n’ont une probabilité
significative de détruire le J/ψ que si la densité Nco(b, s, y) des co-voyageurs dans
le milieu produit est supérieure à la densité Npp obtenue dans les collisions p + p.
En négligeant l’expansion transverse du milieu créé, l’évolution de la densité de co-
voyageurs avec le temps propre τ suit une loi en 1/τ. La probabilité de survie du J/ψ
est alors la solution de l’équation différentielle [86] :
dNJ/ψ(b, s, y)
dτ
= −σco NJ/ψ(b, s, y) N
co(b, s, y)
τ
(VI.9)
où NJ/ψ est la densité de J/ψ par unité de surface transverse d2s, b est le paramètre
d’impact, s désigne les coordonnées d’un point sur la surface transverse, y est la ra-
pidité et σco est la section efficace d’interaction inélastique moyenne du J/ψ avec les
co-voyageurs. Il s’agit d’une moyenne car les résonances ψ(2S ) et χc qui se désin-
tègrent en J/ψ sont aussi considérées, ainsi que les différentes espèces de hadrons qui
constituent la population de co-voyageurs. Au SPS, le modèle permettait de décrire
la suppression anormale observée dans les collisions Pb + Pb avec σco = 0, 65 mb.
Cette valeur de la section efficace est considérée comme inchangée au RHIC.
La solution de cette équation s’écrit en fonction de la densité initiale Nco de
co-voyageurs :
S co(b, s) = exp
[
−σco Nco(b, s, y) ln
(
Nco(b, s, y)
Npp
)]
(VI.10)
où :
– la densité initiale de co-voyageurs Nco est calculée selon le Dual Parton Mo-
del [128], utilisé pour décrire la production de particules et qui reproduit ef-
fectivement les multiplicités observées ;
– la dissociation du J/ψ par les interactions avec les co-voyageurs s’arrête quand
Nco(b, s, y) = Npp.
Notons qu’une densité initiale de co-voyageurs plus importante est requise au
RHIC par rapport au SPS puisque la multiplicité totale au RHIC est environ
deux fois plus élevée qu’au SPS [129]. Il en résulte une probabilité de survie du
J/ψ plus faible au RHIC qu’au SPS. Quant à la valeur de Npp, elle est déterminée
à rapidité nulle à partir de la mesure de la multiplicité de hadrons chargés dans les
collisions p + p :
Npp =
3
2
dNch
dy
∣∣∣∣∣
pp, y=0
piR2p
(VI.11)
où le facteur 3/2 permet de recouvrer la multiplicité non-mesurée emportée par les
hadrons neutres. Au RHIC, Npp ∼ 2, 24 fm−2, ce qui est supérieur à la valeur trouvée
pour le SPS (Npp ∼ 1, 15 fm−2).
12En anglais, comovers.
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Les effets importants du shadowing au RHIC conduisent aussi à une diminution
de la production de particules secondaires. Aussi convient-il de tenir compte de leur
impact au niveau de la densité initiale de co-voyageurs, en corrigeant celle-ci du
facteur de réduction S sh(b, s, y) dû au shadowing :
Nco(b, s, y) −→ Nco(b, s, y) S sh(b, s, y) (VI.12)
Le modèle CF shadowing a été utilisé par les auteurs de [86] au RHIC. Notons qu’au
SPS, une telle correction par S sh(b, s, y) est inutile vu que le shadowing y est négli-
geable. Par contre, il faut y tenir compte de l’absorption (rappelons qu’à l’énergie du
RHIC, les mêmes auteurs argumentent qu’elle est nulle). La raison est la suivante :
dans le modèle des co-voyageurs, seuls les charmonia qui ont survécu au passage
dans la matière nucléaire peuvent ultérieurement souffrir des interactions avec le mi-
lieu créé, peuplé de co-voyageurs hadroniques.
La figure VI.19 montre la dépendance en centralité de la suppression du J/ψ
prédite aux énergies du RHIC dans les collisions Au + Au. Le comportement prédit
dans les collisions Cu + Cu est très proche de celui évalué dans le cadre du modèle
pour un même Npart. Le modèle fournit une évaluation de la suppression à mi-rapidité
et à rapidité avant, ainsi que l’effet de la diminution de la densité initiale de co-
voyageurs (−20%) à mi-rapidité. Nous pouvons constater que :
– Le modèle donne une estimation de la suppression trop pessimiste à mi-
rapidité, en comparaison des données, et trop optimiste à rapidité avant.
Or rappelons que le CF shadowing est quasi-indépendant de la rapidité dans le
cas de collision d’ions symétriques. En conséquence, la dépendance de l’am-
plitude de la suppression avec la rapidité reflète la dépendance de la probabilité
de survie du J/ψ associée aux seules interactions avec les co-voyageurs. Cela
est cohérent avec le fait que la densité initiale de co-voyageurs est plus im-
portante à mi-rapidité, où la multiplicité de particules est la plus élevée,
qu’à rapidité avant. Ce résultat peut d’ailleurs être généralisé à tout mo-
dèle de suppression fondé sur la densité initiale (que ce soit de co-voyageurs
hadroniques ou de partons déconfinés), puisque la densité à mi-rapidité est tou-
jours supérieure à celle à rapidité avant.
– Une diminution de 20% de la densité initiale de co-voyageurs permet à la
prédiction à mi-rapidité du modèle d’être en meilleur accord avec la limite
inférieure des données Au + Au à mi-rapidité.
Dissociation due à des gluons thermiques durs
Cette catégorie de modèles repose sur les idées suivantes. L’énergie de liaison
du J/ψ est élevée. Elle peut être estimée [21, 19] selon la différence de masse exis-
tant entre le seuil de production du charme ouvert et la masse du J/ψ : ∆EJ/ψ =
2MD − MJ/ψ ' 0, 64 GeV, ce qui est significativement supérieur à ΛQCD. En consé-
quence, la taille du J/ψ est bien plus faible que celle d’un hadron typique : rJ/ψ '
0, 2 fm  Λ−1QCD ' 1 fm. Ceci implique qu’une fois formé, le J/ψ ne peut être disso-
cié que par des gluons suffisamment durs, d’énergie au moins de l’ordre de ∆EJ/ψ. Or
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l’impulsion moyenne des gluons au sein d’un hadron n’est que d’environ un dixième
de GeV, ce qui indique que la contribution de ces gluons à la dissociation du J/ψ est
marginale13. En comparaison, l’impulsion portée en moyenne par les gluons issus
d’un mileu déconfiné est de l’ordre de 3T : pour une température T > 1, 15Tc, les
gluons peuvent donc dissocier le J/ψ (et à moindre température, le le ψ(2S ) et le χc),
suivant la réaction
g + Ψ→ c + c¯ (VI.13)
où Ψ désigne un charmonium générique.
Cette réaction se produit à un taux qui est fonction de la distribution de l’im-
pulsion k des gluons fg(k,T ) dans le milieu déconfiné et de la section efficace σdiss
associée au processus. Les gluons sont supposés thermalisés, de sorte que ces mo-
dèles sont applicables à un temps τ0 à partir duquel le QGP est thermalisé. Typi-
quement, τ0 ' 0, 6 fm/c au RHIC, et τ0 ' 1 fm/c au SPS. La section efficace σdiss
peut être calculée suivant la pQCD [130] et est de l’ordre de 1, 5 mb [131]. Nous
comparons ci-après trois exemples de modèles différents, abondamment cités dans
la littérature. Les modèles de Xu [130] et de Thews [132, 133] utilisent la valeur
de σdiss calculée lorsque le processus (VI.13) se produit dans le vide. Le modèle de
Rapp [134, 135, 131] considère que σdiss dépend de l’énergie de liaison du Ψ dans le
milieu, cette énergie de liaison est à son tour dépendante de la température du milieu.
Par exemple, pour le ψ(2S ) et pour le χc, l’énergie de liaison est approximativement
nulle au-dessus de Tc. Pour le J/ψ, ∆EJ/ψ = 250 MeV à T ' 170MeV, elle décroît
à ∆EJ/ψ ' 100 MeV à T = 230MeV, et s’annule vers T ' 360MeV. Dans ce cas,
la section efficace de la gluo-dissociation (VI.13) devient inefficace et le processus
dominant est plutôt la dissociation « quasi-libre »
p + Ψ→ p + c + c¯ (VI.14)
où p désigne un parton quelconque (quark, anti-quark ou gluon). Les réactions de
dissociation mènent à une décroissance du nombre de Ψ en fonction du temps propre
selon :
dNΨ
dτ
= −ΓdissNΨ(τ) (VI.15)
où le taux de dissociation Γdiss dépend de la température T (τ) du milieu. Lorsque
T≥Tc, le taux de dissociation est celui dû aux processus (VI.13) ou (VI.14). Par
exemple, selon Rapp, Γdiss s’écrit :
Γdiss =
∑
i=q,q¯,g
∫ ∞
kmin
d3k
(2pi)3
fi(k,T ) vrel σdiss(s) (VI.16)
où kmin est l’impulsion minimale nécessaire au parton pour pouvoir dissocier le Ψ, et
s le carré de l’énergie disponible dans le centre de masse de la réaction de dissocia-
tion, et vrel est la vitesse relative initiale des participants à la réaction. Les expressions
13Notons que c’est là un argument de poids formulé à l’encontre du modèle des co-voyageurs ha-
droniques.
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du taux de dissociation utilisées par Xu et par Thews sont similaires. La densité de
partons dans le milieu intervient grâce à fi(k,T). Le taux de dissociation est donc
plus important lorsque cette densité est plus forte. Ces modèles impliquent donc
une suppression du J/ψ plus importante au RHIC qu’au SPS. La probabilité de
survie du Ψ est déduite du taux de dissociation selon :
S ΨQGP(τ) = exp
[
−
∫ τ
τ0
ΓΨdiss(τ
′)dτ ′
]
(VI.17)
La température T (τ), quant à elle, dépend de la température initiale T0 à τ0 et de
l’évolution du système. Après le temps τ0, le QGP subit une expansion isentropique
VT 3 = constante dans le modèle de Rapp et de Thews ; dans celui de Xu, l’évolu-
tion du QGP est gouvernée par les équations hydrodynamiques obtenues en consi-
dérant une expansion longitudiale et des conditions initiales invariantes par boost de
Lorentz. Notons qu’en raison de ces approximations, ces modèles ne sont valables
qu’à rapidité nulle. Cependant, comme la densité de partons participants aux ré-
actions de dissociation décroît avec la rapidité, la suppression correspondante
de J/ψ sera plus importante à mi-rapidité qu’à plus grande rapidité, ce qui est
justement le contraire de ce qui est observé au RHIC.
Notons également la particularité suivante du modèle de Xu : celui-ci inclue des
équations de transport classiques (par opposition aux équations de transport relati-
vistes) du Ψ dans le QGP.
Les prédictions de suppression du J/ψ (les désintégrations des résonances de
masse supérieure au J/ψ étant incluses) sont présentées en fonction de Npart sur la
figure VI.20(a) pour le modèle de Thews et sur la figure VI.20(b) pour les modèles
de Rapp et Xu. Les prédictions présentées pour le modèle de Thews correspondent à
deux températures initiales distinctes T0 = 500 MeV et T0 = 350 MeV : la sensibilité
du modèle à la température initiale est impressionnante. Nous voyons que dans le pre-
mier cas, les J/ψ sont quasiment tous supprimés dès les collisions périphériques, ce
qui est bien trop pessimiste en regard des résultats expérimentaux au RHIC. Dans le
cas d’une température initiale plus modérée, la suppression annoncée s’accorde aux
données Au + Au à mi-rapidité jusqu’à Npart ∼ 150, puis devient trop optimiste par
rapport à la suppression dont témoignent ces mêmes données. Quant aux modèles de
Rapp et Xu, la dissociation prédite est une surestimation de la suppression effec-
tivement observée dans les données Au + Au à mi-rapidité au RHIC. Ceci et le
fait que ce type de modèle prédit plus de suppression à mi-rapidité qu’à grande
rapidité indiquent qu’un mécanisme supplémentaire affecte la production du
J/ψ au RHIC. Ce mécanisme doit être capable de compenser la suppression de
manière différentielle avec la rapidité. Il s’agit de la recombinaison, que nous al-
lons aborder dans la section suivante.
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partN
50 100 150 200 250 300 350 400
A
A
R
0
0.2
0.4
0.6
0.8
1
1.2
 8 %±[1.2,2.2] global syst. = ∈Cu+Cu |y|
 12 %±Au+Au |y|<0.35       global syst. = 
 7 %±[1.2,2.2] global syst. = ∈Au+Au |y|
Thews, hep-ph/0609121, y=0
=500 MeV
0
dissociation only, T
=350 MeV
0
dissociation only, T
(a) Comparaison aux données de la suppression par gluo-dissociation du J/ψ dans le
QGP au RHIC prédite par le modèle de Thews [132, 133]. Les courbes correspondent à
deux températures initiales différentes.
partN
50 100 150 200 250 300 350 400
A
A
R
0
0.2
0.4
0.6
0.8
1
1.2
 12 %±Au+Au |y|<0.35       global syst. = 
dissociation, y=0
Rapp hep-ph/0608033
Xu nucl-th/0608010
(b) Comparaison aux données de la suppression par gluo-dissociation ou par dissocia-
tion quasi-libre du J/ψ dans le QGP au RHIC respectivement prédites par le modèle de
Xu [130] et celui de Rapp [134, 135, 131].
F. VI.20: Dépendance en centralité de la suppression du J/ψ observée au RHIC
comparée aux prédictions de différents modèles de dissociation du J/ψ de manière
dynamique par les partons du bain thermique du QGP.
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VI.4.3.2 De la recombinaison à RHIC ?
Principe et signatures de la recombinaison
L’idée. – Tous les modèles considérés jusqu’ici reposent sur l’idée que le charme
n’est produit qu’aux premiers instants de la collision, et ce en raison de sa masse
élevée : la densité d’énergie diminuant avec l’expansion du milieu, elle est supposée
très vite insuffisante pour que la production de charme puisse encore avoir lieu. Se-
lon cette hypothèse, le nombre de J/ψ initial ne peut donc que décroître suite à un
écrantage de couleur ou à une gluo-dissociation par le QGP (ou suite à l’interaction
du J/ψ avec les co-voyageurs). Mais aux énergies du RHIC, un nombre Ncc¯ élevé de
paires cc¯ (environ 10) sont produites dans les collisions Au + Au les plus centrales.
Ce constat, associé au fait que les quarks lourds peuvent se mouvoir librement dans
le milieu déconfiné, conduit à explorer un nouveau mécanisme de production du J/ψ
aux énergies du RHIC : la recombinaison de quark c et c¯ issus de collisions diffé-
rentes (cette production procède par quarks dit « non-diagonaux », en opposition au
cas où la paire de quarks « diagonaux » qui forment la résonance ont été produits lors
d’une même collision).
La recombinaison en compétition avec les processus de dissociation. – Le nombre
de J/ψ produits par recombinaison va comme le nombre de combinaisons de quarks
charmés possibles, autrement dit en N2cc¯. Ce mécanisme peut donc très vite devenir
dominant lorsque Ncc¯  1. Ce nombre de paires cc¯ augmentant avec la centralité,
la composante en J/ψ issus de la recombinaison augmente également en fonction
de la centralité. De plus, comme le nombre de paires cc¯ initiales disponible est
plus important à mi-rapidité qu’à rapidité avant, le nombre de J/ψ issus de
la recombinaison sera plus important à mi-rapidité qu’à rapidité avant, ce qui
pourrait permettre d’expliquer pourquoi une suppression moindre est observée
au RHIC à mi-rapidité comparée à la suppression à rapidité avant. Une autre
manière de voir la recombinaison est de dire que les processus de gluo-dissociation
(et de dissociation quasi-libre) sont réversibles. Il y aura donc compétition entre le
taux de dissociation et le taux de formation. L’évolution du nombre de ψ en fonction
du temps est alors de la forme [132, 133] :
dNΨ
dτ
= λF NcNc¯ [V(τ)]−1 − λDNJ/ψρg (VI.18)
où
– λF et λD correspondent respectivement à la « réactivité » du processus de for-
mation et de dissociation, la réactivité étant définie comme la valeur moyenne
〈σF,D.vrel〉 du produit de la section efficace de formation ou de dissociation
avec la vitesse relative des participants en entrée de la réaction ;
– ρg est la densité de gluons, égale à la valeur prise à l’équilibre thermique dans
le milieu pour chaque température considérée ;
– V(τ) est le volume du milieu déconfiné (en expansion) ;
– Nc et Nc¯ représentent le nombre de c et de c¯ présents initialement.
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Sources d’incertitudes dans les modèles. – L’évolution du nombre de J/ψ issus de
la recombinaison dépend de manière cruciale du nombre de paires cc¯ initialement
présentes (cf équation (VI.18)). Ici intervient donc la section efficace de production
du cc¯, dont les estimations sont entâchées d’une large barre d’erreur aujourd’hui,
comme nous pouvons le constater sur la figure VI.21. La section efficace de produc-
tion du charme obtenue par le calcul dans le cadre de la pQCD [136] est indiquée en
trait plein, avec une marge d’erreur importante matérialisée par la bande jaune. Elle
vaut dσpQCDcc¯ = 63, 7
+95,6
−42,3 µb. Dans PHENIX, la section efficace de production du
charme est déduite de la mesure du taux de production de charme ouvert à partir des
électrons non-photoniques résultants de la désintégration semi-leptonique des mé-
sons D, une fois que les électrons photoniques ont été soustraits (ces électrons sont
dus à la désintégration Dalitz des mésons neutres légers, suivie de la conversion des
photons résultants en électrons lors du passage dans la matière constituant les détec-
teurs). La mesure récente de dσ/dy = 123 ± 47 µb à mi-rapidité par PHENIX [137]
est en accord avec les résultats de pQCD. Quant à STAR [138], la section efficace de
production du charme est obtenue à partir du taux de production des mésons D0 et D¯0
qui sont directement reconstruits. Les barres d’erreurs sont importantes ; le résultat
de STAR est cependant en désaccord avec celui de PHENIX et avec les résultats de
pQCD : 300 ± 98 µb.
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F. VI.21: Dépendance en rapidité de la section efficace de production du charme
dans les collisions p + p, calculée selon pQCD [136] ou mesuré par PHENIX [137]
et STAR [138]. Figure extraite de [139].
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Une autre source d’erreur dans les modèles concerne la distribution en impul-
sion des quarks c et c¯ initialement produits. Selon qu’ils soient thermalisés ou pas,
l’importance du processus de recombinaison diffère. Les modèles estiment l’incer-
titude associée en calculant l’importance de la recombinaison dans ces deux cas de
figure extrêmes. Dans le deuxième cas, la distribution en impulsion peut être calculée
d’après pQCD [130] via des diagrammes d’ordre α3s . L’impulsion ainsi obtenue est
éventuellement augmentée d’un kick [133] en impulsion transverse k2T pour prendre
en compte de manière phénoménologique l’augmentation de la valeur moyenne 〈k2T 〉
due aux diffusions multiples des partons initiaux.
Différents modèles de recombinaison. – Les modèles de recombinaison diffèrent
essentiellement sur :
– la fraction de J/ψ initialement présents et qui sont détruits avant d’être recom-
binés (ils sont tous détruits [139] ou partiellement détruits [130, 133] avant que
le processus de recombinaison ne débute) ;
– le fait que le processus de recombinaison se fait majoritairement de manière
continue [130, 133] (du moins tant que le milieu déconfiné existe), en sui-
vant l’équation (VI.18), ou de manière « soudaine », c-à-d. de manière statis-
tique [139, 135] au moment de l’hadronisation et selon la densité et la proxi-
mité dans l’espace des phases des quarks c et c¯. Les premiers modèles sont
dits cinétiques, et les seconds sont dits statistiques. La condition d’équilibre
thermique du QGP est indispensable aux modèles statistiques.
La particularité des modèles statistiques [139] est de considérer qu’aucun char-
monia n’est produit avant le temps de formation τ0 du QGP ou que tous les charmo-
nia produits avant τ0 ont été dissouts dans le QGP.
Tester la recombinaison
Dépendance en centralité. – Une preuve flagrante de la recombinaison serait que la
suppression du J/ψ en fonction de la centralité se transforme en une augmentation
dès que le nombre de paires cc¯ produites initialement est suffisamment important
pour que la production du J/ψ par recombinaison domine la suppression par le QGP.
Ce n’est certes pas le cas aux énergies du RHIC14. Il reste donc à estimer la frac-
tion de J/ψ issus de la recombinaison, et voir si la somme de la suppression et de la
recombinaison permet de rendre compte des données mieux que ne l’ont fait les mo-
dèles uniquement basés sur la dissociation du J/ψ dans le QGP. Les figures VI.22(a)
et VI.22(b) illustrent la dépendance en centralité obtenue selon deux modèles dif-
férents de dissociation et de recombinaison, le modèle de Thews [132] et celui de
Rapp [134]. Les processus de dissociation au sein des deux modèles ont déjà été ex-
pliqués précédemment (cf page 195). Dans le modèle de Thews, la recombinaison est
cinétique. Celui de Rapp est un modèle « hybride », où la recombinaison est décrite
14Mais de nombreuses prédictions dans ce sens existent par contre aux énergies du LHC où le
processus de recombinaison devrait être dominant.
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de manière statistique, mais où les J/ψ produits initialement ne sont pas tous dé-
truits avant que ne débute la recombinaison. Ces figures montrent que l’ajout d’une
composante de recombinaison améliore sensiblement l’accord des modèles avec les
données.
Dépendance en rapidité. – Le nombre de paires cc¯ initialement produites est plus
élevé à mi-rapidité qu’à grande rapidité. En conséquence, la distribution en rapidité
du taux de production du J/ψ sera plus étroite dans le cas où le processus de recom-
binaison est activé qu’en son absence. Elle sera donc plus étroite dans les collisions
d’ions que dans les collisions p + p où la recombinaison n’est pas attendue. Cela est
illustré de manière qualitative sur la figure VI.23. Comme ce nombre augmente avec
la centralité, nous nous attendons aussi à ce que la distribution en rapidité du taux
de production de J/ψ rétrécisse avec la centralité de la collision, plus précisément
avec Npart dans le cas d’une comparaison de deux systèmes différents. Ces prédic-
tions peuvent être comparées à ce que nous savons en Cu + Cu et en Au + Au (cf
section VI.3.2, page 176) de l’évolution en Npart de :
1. la largeur de BdN/dy en fonction de la rapidité ;
2. l’allure de la dépendance du RAA en fonction de la rapidité.
Concernant #1, l’absence des données à mi-rapidité en Cu + Cu rend difficile
l’estimation de la largeur de la distribution en terme de RMS. Quant aux données
Au + Au, l’importance des barres d’erreurs implique que le scénario de recombinai-
son n’est pas exclu.
Concernant #2, la figure VI.10 (page 179) montre que le RAA en fonction de y
passe d’une forme en V à une forme convexe : à mesure que Npart augmente, la
suppression à grande rapidité s’accentue plus vite que la suppression à mi-rapidité,
autrement dit BdN/dy mesuré dans les collisions d’ions rétrécit avec Npart comparé
à la forme de référence en p + p. Cela est en faveur de l’existence du processus de
recombinaison au RHIC.
Dépendance en impulsion transverse. – Dans un grand nombre de modèles, le 〈p2T 〉
intrinsèque des J/ψ produits aux premiers instants de la collision provient de l’im-
pulsion transverse gagnée par les partons initiaux en raison de leur diffusion multiple
(marche aléatoire). Dans cette interprétation, le 〈p2T 〉 croît avec la centralité, condui-
sant ainsi à ce qu’il est convenu d’appeler l’élargissement du 〈p2T 〉.
Dans le cas de la recombinaison, il faut considérer le fait que les paires cc¯ initiales
sont préférentiellement produites à basse impulsion transverse pT < 2 GeV/c. En
conséquence, la recombinaison procède plus souvent avec des quarks c et c¯ de bas
pT . Les J/ψ résultants ont un 〈p2T 〉moyen plus faible que lorsqu’ils sont produits aux
premiers instants de la collision.
La figure VI.24 compare aux données les prédictions de l’évolution du 〈p2T 〉 des
J/ψ en fonction de la centralité, selon que les J/ψ soient issus des premiers ins-
tants de la collision ou qu’ils ont été produits par recombinaison. Il est difficile de
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(a) Modèle de Thews [132]. Le nombre total de J/ψ obtenus peut varier de manière si-
gnificative selon que la distribution d’impulsion des quarks c et c¯ initiaux est thermiques
ou issue de calculs pQCD. Le total obtenu dans chaque cas est reporté sur la figure.
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(b) Modèle de Rapp [134].
F. VI.22: Compétition entre les processus de suppression et de recombinaison
du J/ψ dans le QGP, tels qu’ils sont décrits par deux modèles différents, et compa-
raison de leur somme au facteur de modification nucléaire du J/ψ mesuré dans les
collisions Au + Au à mi-rapidité au RHIC.
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F. VI.23: Comparaison de la distribution en rapidité de la production du J/ψ en
l’absence de recombinaison (triangles rouges) et dans le cas extrême où toutes les
J/ψ sont formés par recombinaison (cercles bleus). Figure extraite de [133].
conclure. Dans les deux cas, les prédictions théoriques sont entachées d’une erreur
importante. Mais le fait que le 〈p2T 〉 en fonction de Ncoll s’avère plutôt plat en regard
de l’ensemble des données (en particulier les données p + p et Cu + Cu bénéficiant
d’une grande précision) semble plutôt en faveur de la recombinaison. L’incertitude
sur les prédictions théoriques indiquées sur la figure montre que les mesures réalisées
dans les deux dernières tranches des collisions Au + Au les plus centrales sont dé-
terminantes pour discriminer les deux scénarios. Mais ce propos doit être fortement
nuancé par le fait que l’élargissement du 〈p2T 〉 tel qu’il est décrit par la théorie repose
sur l’extrapolation à grand Ncoll de l’élargissement constaté entre le 〈p2T 〉 mesuré à
rapidité avant dans les collisions p + p recueillies durant le Run 3 [91] et les collisions
d + Au. Or les données récemment publiées du Run 5 p + p [73], bénéficiant d’une
plus grande statistique et d’un meilleur contrôle des erreurs systématiques, indiquent
que le 〈p2T 〉mesuré dans les collisions p + p est du même ordre que celui mesuré dans
les collisions d + Au, autrement dit l’élargissement du 〈p2T 〉 est marginal lorsque nous
passons de p + p à d + Au. Nous devons donc souligner ici qu’une réévaluation de
l’évolution du 〈p2T 〉 avec Ncoll est en conséquence nécessaire dans le scénario sans
recombinaison avant de pouvoir émettre des conclusions plus prononcées en faveur
ou non de la recombinaison.
VI.4.3.3 Retour aux sources : la dissociation séquentielle des charmonia
L’idée
La formulation originale [40] du J/ψ comme sonde du milieu est la suivante :
étant donnée l’importance de l’énergie de liaison du J/ψ, celui-ci ne peut être dis-
socié par les gluons mous des hadrons, mais le serait par les gluons suffisamment
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F. VI.24: Évolution du 〈p2T 〉 des J/ψ en fonction de Ncoll mesuré dans divers
types de systèmes à RHIC et comparé à l’évolution prédite par [132] selon que les
J/ψ soient produits par recombinaison (en trait plein) ou pas (en pointillé).
durs qui peuplent l’état déconfiné. La suppression du J/ψ devient ainsi une signature
non-équivoque du plasma. Plus récemment, les derniers résultats de la QCD sur ré-
seau indiquent que le J/ψ peut survivre jusqu’à environ 1, 5 à 2Tc. Parmi les autres
charmonia, le sort du ψ(2S ) et du χc nous intéressent particulièrement vu que, par
leur désintégration en J/ψ, ils participent à sa production indirecte. Ces charmonia
sont aussi dissociés par le QGP, mais à des températures inférieures à celle de dis-
sociation du J/ψ en raison de leur plus faible énergie de liaison. Le tableau VI.6
résume les propriétés ainsi évoquées de ces trois états du charmonium. Ce tableau
montre que la dissociation des charmonia se produit de manière séquentielle avec
la montée en température du QGP ou, de manière équivalente, avec l’augmentation
de la densité d’énergie15 : il s’agit donc d’un effet de seuil. En conséquence, leurs
fontes successives peuvent servir de « thermomètre » du milieu déconfiné créé, et ce
par l’intermédiaire de la mesure de la fraction de J/ψ qui subsiste après suppression.
Ce modèle de dissociation séquentielle [140] implique que la probabilité de survie
du J/ψ s’écrit :
S = FJ/ψ . S J/ψ + Fχc . S χc + Fψ(2S ) . S ψ(2S ) (VI.19)
où :
– S i désigne la probabilité de survie de chaque charmonium dans le milieu, c-à-
d. le J/ψ produit de manière directe, le ψ(2S ) et le χc ;
– Fi représente les différentes fractions de la production du J/ψ due aux char-
monia sus-cités.
15Rappelons que la densité d’énergie ε augmente en T 4.
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Les mesures actuelles de Fi ont été commentées dans la section II.1.2. Nous rap-
pelons ci-après les valeurs obtenues. Il subsiste une incertitude importante sur Fχc ,
les dernières mesures plus précises de HERA-B et de CDF indiquant qu’elle se si-
tue dans la fourchette 25 − 30%. La mesure de la fraction Fψ(2S ) est plus précise :
Fψ(2S ) = (8, 1 ± 0, 5)%. La fraction de J/ψ produits de manière directe est évaluée à
FJ/ψ = (71 ± 5)% à HERA-B, à comparer à FJ/ψ = (64 ± 6)% mesuré par CDF.
état J/ψ χc ψ(2S )
∆E [GeV] 0,64 ∼ 0, 22 0,05
Td/Tc 2,10 1,16 1,12
T. VI.6: Énergie de liaison ∆E de différents charmonia et leur température Td
de dissociation respective dans le QGP. L’energie de liaison est estimée comme la
différence entre seuil d’énergie nécessaire pour la création du charme ouvert et la
masse de l’état lié. La température Td est en unité de la température critique Tc de
création du plasma. Les valeurs de ∆E pour les trois états du chic sont différentes.
Celle mentionnée ici l’est à titre indicatif, pour donner un ordre de grandeur. Va-
leurs extraites de [19].
Probabilité de survie du J/ψ : du SPS au RHIC
La question en suspens dans le modèle de dissociation séquentielle est celle-
ci : si le QGP est formé au SPS et au RHIC, la densité d’energie atteinte est-elle
assez importante pour faire fondre le J/ψ produit de manière directe ? Si tel n’est pas
le cas, alors la suppression mesurée du J/ψ ne peut dépasser la valeur limite S =
FJ/ψ . S J/ψ. Afin de tirer un maximum d’informations de la mesure de la suppression
du J/ψ au SPS et au RHIC, nous présentons la suppression en terme de RAA/CNM,
autrement dit en ayant soustrait les effets nucléaires froids. De plus, la dissociation
séquentielle des charmonia étant liée à un effet de seuil dans la densité d’énergie,
nous devons également échanger Npart pour la densité d’énergie ε. Celle est estimée
selon la formule de Bjorken (I.19), rappelée ci-dessous pour plus de commodité :
εB j =
1
A⊥τ0
dET
dy
∣∣∣∣∣
y=0
où A⊥ est la surface transverse de recouvrement des noyaux qui dépend du paramètre
d’impact de la collision, τ0 est le temps de formation du QGP et ET est l’énergie
transverse. Celle-ci a été mesurée à mi-rapidité par tranche de centralité des colli-
sions Au + Au par PHENIX [129]. De ces mesures ont été déduites les valeurs de
εB j × τ0 en fonction de la centralité, et donc en fonction de Npart dans les collisions
Au + Au. L’article [129] établit ainsi la corrélation entre εB j × τ0 et Npart dans le
cas des collisions Au + Au à
√
sNN = 200 GeV. Notons que le résultat des mesures
de ET dans les collisions Cu + Cu à la même énergie n’est pas encore disponible.
Cependant, nous avons vu que la distribution de production de particules (chargées)
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en fonction de la pseudo-rapidité est identique en Au + Au et Cu + Cu pour un même
Npart (cf figure I.13(b), page 25), ce qui indique que la densité d’énergie correspon-
dante est approximativement la même dans les deux systèmes pour un même Npart.
Nous utiliserons donc en Cu + Cu la corrélation entre εB j × τ0 et Npart mesurée en
Au + Au et publiée dans [129]. La suppression RAA/CNM normalisée par les effets
froids en fonction de εB j × τ0 ainsi obtenue est illustrée par la figure VI.25(a) pour
les collisions Au + Au à mi-rapidité au RHIC, et par la figure VI.25(b) à rapidité
avant dans les collisions Cu + Cu et Au + Au au RHIC. Les valeurs de RAA/CNM
mesurées à mi-rapidité dans les collisions In + In et Pb + Pb au SPS ont également
été reportées sur ces figures. Elles montrent que :
– comme précédemment, un très bon accord est observé entre les résultats Cu+Cu
et Au+Au à rapidité avant. La suppression va jusqu’à un facteur d’environ
0,25, ce qui pourrait impliquer que le J/ψ produit de manière directe est effec-
tivement dissocié au RHIC.
– A mi-rapidité, moyennant leurs grandes barres d’erreur, les résultats Au+Au
semblent encore compatibles avec les données Pb+Pb. La suppression va jus-
qu’à environ 0,4, ce qui pourrait impliquer, là encore, que le J/ψ produit de
manière directe est dissocié au RHIC.
La densité d’énergie atteinte au RHIC semble donc suffisante pour faire fondre le
J/ψ produit de manière directe.
VI.5 Conclusion
Les résultats présentés dans ce chapitre mettent en évidence les faits suivants :
– Le facteur de modification nucléaire RAA mesuré dans les collisions Cu+Cu est
proche de l’unité pour les collisions périphériques ; il décroit à mesure que la
centralité augmente jusqu’à atteindre une valeur proche de 0,5. De plus, il re-
produit le facteur de modification nucléaire mesuré dans les collisions Au+Au
périphériques et montre que la suppression est continue dans cette région de
centralité.
– Sans prendre en compte les effets nucléaires froids, les facteurs de modification
nucléaire mesurés dans les collisions Cu + Cu et Au + Au semblent compa-
tibles avec les résultats obtenus au SPS dans les collisions S + U et Pb+Pb
respectivement. Après soustraction des effets nucléaires froids et considérant
les grandes erreurs associées à leur détermination dans les collisions d+Au,
à rapidité moyenne, les résultats obtenus dans les collisions Au+Au semblent
encore compatibles avec les données Pb+Pb.
– Les modèles qui rendent compte des données du SPS ne permettent pas de
reproduire les résultats obtenus au RHIC. La recombinaison pourrait apporter
une alternative crédible ; il reste cependant plusieurs points à préciser tels que
les dépendances en rapidité et en impulsion transverse. Quant à l’hypothèse
de la dissociation séquentielle, une plus grande précision dans la mesure du
facteur de modification nucléaire est nécessaire à grande énergie pour pouvoir
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(a) Résultats obtenus dans les collisions Au + Au à mi-rapidité au RHIC, et dans les colli-
sions In + In et Pb + Pb à mi-rapidité au SPS.
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(b) Résultats obtenus dans les collisions Cu + Cu et Au + Au à rapidité avant au RHIC.
F. VI.25: Dépendance de la suppression RAA/CNM du J/ψ, normalisée par les
effets froids, avec la densité d’énergie εB j × τ0 multipliée par le temps initial τ0 au
RHIC et au SPS.
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tirer une conclusion.
Finalement, les résultats que nous avons présentés dans ce chapitre, enrichis des ré-
sultats obtenus à plus basse énergie, semblent encore hors de portée d’une interpréta-
tion globale satisfaisante. Le manque de précision des données d+Au notamment est
un handicap important. Il conviendra dans le futur d’effectuer des mesures plus pré-
cises de la production du J/ψ dans les collisions d+Au (ainsi que dans les collisions
Au+Au) afin de mieux maîtriser les effets nucléaires froids au RHIC.
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Conclusion générale
Le travail présenté dans cette thèse a porté sur l’étude de la production du J/ψ
mesuré par l’expérience PHENIX dans les collisions Cu+Cu à 200 GeV par paire de
nucléons.
Ces résultats ont permis de décrire de manière plus précise la suppression du J/ψ
qui avait été précédemment observée dans les collisions périphériques Au+Au à 200
GeV, apportant ainsi une contrainte forte sur l’allure de la suppression du J/ψ jusqu’à
un nombre de nucléons participants Npart ∼ 100.
Ces résultats, associés aux résultats obtenus dans les collisions Au + Au, ont été
mis en regard des résultats obtenus à plus basse énergie au SPS. Au-delà de la sur-
prenante similitude observée entre la suppression à 200 GeV et celle à 20 GeV (qui,
notons le, peut provenir du manque de connaissance précise des effets nucléaires
froids à l’énergie du RHIC), il apparait clair que ces mesures sont tout à fait complé-
mentaires et permettent de fortement contraindre les modèles théoriques. En effet, la
faible différence observée à ces deux énergies, enrichie du fait que la suppression ob-
servée à mi-rapidité en Au + Au est moins importante que celle observée vers l’avant,
met en défaut la plupart des modèles théoriques qui rendent compte des données du
SPS. Il semble que pour réconcilier les mesures effectuées à ces deux énergies, il
faille introduire de nouveaux phénomènes tels que la recombinaison. Les données
expérimentales actuelles ne fournissent pas suffisamment d’information pour pou-
voir tirer une conclusion claire ; il conviendrait de pouvoir mesurer de manière plus
précise la production du charme ouvert afin d’établir des contraintes plus solides sur
les modèles de recombinaison ; des projets de détecteurs de vertex sont en cours de
réalisation afin de pouvoir étudier ces processus dans PHENIX.
De nouvelles campagnes de prise de données sont programmées au RHIC. A
l’heure où nous écrivons ces pages, une campagne de prise de données Au+Au est
en cours et devrait fournir une luminosité quatre fois supérieure à celle qui a per-
mis d’obtenir les résultats que nous avons présentés dans cette thèse. L’année 2008
devrait quant à elle être dédiée à une campagne de prise de données d+Au, offrant
ainsi l’opportunité d’extraire des résultats qui permettront de mieux contraindre les
effets nucléaires froids. Toutes ces nouvelles mesures viendront apporter des infor-
mations plus précises sur la production du J/ψ et devraient permettre de contraindre
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plus fortement les modèles discutés dans cette thèse.
Dans un futur proche (à l’horizon 2009) de nouvelles données Pb + Pb seront
prises auprès du LHC à une énergie de 5,5 TeV par paire de nucléons, permettant ainsi
d’étudier la production du J/ψ ainsi que celle d’autres états liés tels que les bottomia à
des énergies près de trois cent fois supérieures à celles qui étaient accessibles au SPS.
À la lumière des résultats obtenus au SPS et au RHIC, l’étude de la production du J/ψ
dans les collisions d’ions lourds au LHC ne peut être qu’attendue avec impatience par
la communauté.
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AModèle de Glauber, Npart et Ncoll
A.1 Description du modèle de Glauber
Le modèle géométrique de Glauber [29, 141] permet de relier le paramètre d’im-
pact au nombre moyen 〈Npart〉 de nucléons participants à la collision ainsi qu’au
nombre moyen 〈Ncoll〉 de collisions binaires nucléon-nucléon. Ce modèle décrit les
collisions noyau-noyau comme une superposition de collisions nucléon-nucléon élé-
mentaires : chaque collision nucléon-nucléon est supposée être indépendante et elle
se produit avec une section efficace inélatisque σNN = 42 mb (mesurée dans les
collisions p + p à
√
sNN = 200 GeV). La trajectoire des nucléons est supposée être
rectiligne ; cette approximation est raisonnable dans le cas de collisions relativistes
où l’énergie incidente est telle que l’effet du potentiel de répulsion coulombien est
négligeable. Les nucléons sont distribués dans chaque noyau selon le profil de den-
sité nucléaire de Woods-Saxon [106] qui est fonction de la distance r par rapport au
centre du noyau :
ρ(r) = ρ0
1
1 + exp( r−Ra )
(A.1)
où ρ0 = 0, 17 nucléon/fm3 est la densité nucléaire, R est le rayon du noyau et a le
facteur paramétrisant la diffusivité de la surface. La densité nucléaire est normalisée
de sorte que
∫
d3r ρ(r) = A pour un noyau de masse A. Pour le cuivre, R = 4, 21 fm
et a = 0, 60 fm ; pour l’or, R = 6, 38 fm et a = 0, 54 fm. L’équation (A.1) n’est pas
valable pour les noyaux légers.
Considérons la figure A.1 où les deux noyaux sont vus dans le plan transverse
(orthogonal à l’axe z du faisceau). Les noyaux étant très applatis selon z en raison
de la contraction de Lorentz, toutes les quantités à considérer seront intégrées sur z.
C’est notamment le cas du nombre TA(s) de nucléons (par unité de surface transverse)
à une position ~s donnée dans le noyau A [142] :
TA(s) =
∫ +∞
−∞
dz ρA(
√
s2 + z2) (A.2)
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F. A.1: Vue dans le plan transverse d’une collision d’ions lourds à un paramètre
d’impact ~b quelconque.
~s est un vecteur à deux dimensions dans le plan transverse. Ainsi, à la posi-
tion ~s par rapport au centre du noyau (modulo la symétrie sphérique), TA(s) défi-
nit « l’épaisseur » du noyau selon la direction z et
∫
d2s TA(s) = A où A désigne le
nombre de masse du noyau considéré. L’ordre de grandeur naturel pour TA(s) est
A/piR2A. Physiquement, σNNTA(s) donne le nombre de collisions binaires nucléon-
nucléon subies par un nucléon quand il traverse le noyau A au paramètre d’impact s.
Pour un paramètre d’impact b donné entre les deux noyaux A et B, nous pouvons
définir l’intégrale suivante qui court sur la surface transverse de recouvrement des
noyaux (cf. figure A.1) [142] :
TAB(b) =
∫
ds2 TA(s)TB(|~b − ~s |) (A.3)
où ds2 = 2pisds et
∫
d2b TAB(b) = AB. En raison de cette définition, TAB(b) est
connue sous le nom d’intégrale de recouvrement nucléaire. De même, l’ordre de
grandeur1 naturel pour TAB(b) est AB/pi(RA + RB)2, et le nombre de collisions bi-
naires nucléon-nucléon obtenues quand le noyau A traverse le noyau B au paramètre
d’impact b est proportionnel à TAB(b) :
Ncoll(b) = σNN TAB(b) (A.4)
Ceci revient à compter une collision nucléon-nucléon pour chaque paire de nu-
cléons dans la zone de recouvrement lorsque la distance d entre les deux nucléons
est telle que pid2 < σNN .
Le nombre de nucléons participants est donné par [143] :
1Dans la paramétrisation de Woods-Saxon, pour une collision de deux noyaux de la même espèce,
TAA(0) ' αA2/piR2A où α est pratiquement égal à 1 pour A ≈ 200 ; il est inférieur 1 pour des noyaux plus
petits et approche 9/8 lorsque RA >> a [142].
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Npart(b) =
∫
d2s TA(s)
1 −
1 − σNNTB( |~b − ~s |)B
B

+
∫
d2s TB( |~b − ~s |)
1 −
[
1 − σNNTA(s)
A
]A (A.5)
En effet, nous avons remarqué plus haut que σNNTA(s) est la probabilité2 qu’un
nucléon (du noyau B) interragisse avec le noyau A étant donné le paramètre d’im-
pact s. La probabilité que ce même nucléon n’interragisse pas avec un nucléon choisi
au hasard parmi les A nucléons est de P¯ = 1 − σNNTA(s). La probabilité que ce nu-
cléon n’interragisse avec aucun des A nucléons est P¯ A. Ce nucléon est un nucléon
participant s’il a interragit, ce qui se produit donc avec la probabilité P = 1− P¯ A. Fi-
nalement, le nombre de nucléons du noyau B qui participent à la collision est obtenu
par convolution de P avec TB( |~b − ~s |).
En pratique, le modèle de Glauber est implémenté en appliquant une méthode
Monte-Carlo [141] : la position des nucléons pour chaque noyau est générée aléa-
toirement (en suivant le profil de densité nucléaire de Woods-Saxon), ainsi que le
paramètre d’impact (en suivant une distribution en 2pibdb). Nous pouvons donc dé-
terminer Ncoll et Npart événement par événement.
Les valeurs moyennes 〈Nicoll〉, 〈Nipart〉 et 〈bi〉 sont obtenues en sélectionant la ième
tranche de centralité en se basant sur la modélisation de la réponse du BBC (cf.
section III.3.3). Les deux principales contributions aux erreurs systémtiques sur ces
valeurs moyennes sont obtenues :
– en faisant varier les paramètres de Woods-Saxon, i.e. en prenant pour le Cu
(R, a) = (4, 4064; 0, 6277) puis (R, a) = (4, 0064; 0, 5677) exprimés en fm ;
– en faisant varier la section efficace inélatisque de collision nucléon-nucléon ,
i.e. en prenant σNN = 39 mb puis σNN = 45 mb.
A.2 Valeurs de 〈Ncoll〉, 〈Npart〉 et 〈b〉 en Cu + Cu et Au + Au
Les valeurs moyennes 〈Nicoll〉, 〈Nipart〉 et 〈bi〉 par tranche de centralité dans les
collisions Cu + Cu [105] et Au + Au sont reportées ci-après.
2En fait, en raison de la normalisation (A.2) de TA(s), il faut diviser cette quantité par A pour
effectivement obtenir une probabilité.
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centralité Npart syst. err. Ncoll syst. err. b (fm) syst. err.
0- 10% 325.2 3.3 955.4 93.6 3.2 0.2
10- 20% 234.6 4.7 602.6 59.3 5.7 0.3
20- 30% 166.6 5.4 373.8 39.6 7.4 0.3
30- 40% 114.2 4.4 219.8 22.6 8.7 0.4
40- 50% 74.4 3.8 120.3 13.7 9.9 0.4
50- 60% 45.5 3.3 61.0 9.9 11.0 0.4
60- 70% 25.7 3.8 28.5 7.6 11.9 0.5
70- 92% 9.5 1.9 8.3 2.4 13.5 0.5
T. A.1: Valeurs moyennes 〈N icoll〉, 〈N ipart〉 et 〈bi〉 par tranche de centralité dans
les collisions Au + Au obtenues dans le modèle de Glauber hybride de PHENIX
(avec une fonction de réponse du BBC).
centralité Npart syst. err. Ncoll syst. err. b (fm) syst. err.
0- 10% 98.2 2.4 182.7 20.7 2.4 0.1
10- 20% 73.6 2.5 121.1 13.6 4.0 0.2
20- 30% 53.0 1.9 76.1 8.5 5.2 0.3
30- 40% 37.3 1.6 47.1 5.3 6.2 0.3
40- 50% 25.4 1.3 28.1 3.4 7.1 0.4
50- 60% 16.7 0.9 16.2 1.9 7.8 0.4
60- 70% 10.4 0.6 9.0 1.0 8.6 0.4
70- 80% 6.4 0.5 4.9 0.6 9.3 0.5
80- 94% 3.6 0.3 2.4 0.3 10.0 0.5
T. A.2: Valeurs moyennes 〈N icoll〉, 〈N ipart〉 et 〈bi〉 par tranche de centralité dans
les collisions Cu + Cu obtenues dans le modèle de Glauber hybride de PHENIX
(avec une fonction de réponse du BBC).
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BCorrections
d’acceptance × efficacité : études
menées avec le run de référence
Nous détaillons dans cet appendice, sur l’exemple du run de référence, les diffé-
rentes étapes nécessaires dans la procédure d’évaluation des corrections d’acceptance×
efficacité. Les résultats obtenus avec ce run sont également commentés.
B.1 Mise en œuvre
Nous décrivons ci-après les étapes successives de l’évaluation des corrections
d’acceptance × efficacité. Dans un premier temps, nous devons pourvoir un échan-
tillon de données réelles qui peut servir de bruit de fond dans lequel enchâsser les
J/ψ Monte Carlo. Ces derniers sont obtenus grâce à un générateur d’événements.
La propagation des muons de désintégration dans les différentes parties du détecteur
est simulée (perte d’énergie, déviation magnétique, trajectoire), ainsi que la réponse
des bras muons (signaux dans le détecteur). Les hits1 Monte Carlo ainsi obtenus
sont superposés, événement par événement, aux hits issus des données réelles. L’en-
semble subit un traitement en tout point similaire à celui des données du Run 5
Cu + Cu, à savoir le filtrage par les systèmes de déclenchement (MUIDLL1 et
MuTr-Lvl2), la reconstruction et l’extraction du signal. La valeur des corrections
d’acceptance × efficacité est alors donnée par la fraction de J/ψ Monte Carlo survi-
vants à ce procédé.
1Nous écrirons hit plutôt que « coup »lorsque nous faisons référence non au signal physique, pro-
voqué par le passage de la particule dans le détecteur, mais à l’information correspondante telle qu’elle
est manipulée lors de la simulation ou au niveau du format de données de PHENIX, ou encore au niveau
de l’algorithme de reconstruction.
219
B. C ’acceptance × ´ : ´ ´   run  ´´
B.1.1 Obtention du bruit de fond réaliste
La première étape consiste à se procurer un « bruit de fond » réaliste en terme de
nombre de traces par événement en utilisant de vraies données dites de biais mini-
mum, i.e. prises en coïncidence avec le système de déclenchement BBCLL1. Nous
choisissons pour cela un run particulier, le run 152099, qui doit être aussi représen-
tatif que possible de la période de prise de données. Ce run est désormais dénommé
« run de référence ». Le critère de sélection est la configuration du détecteur : la
configuration rencontrée pour ce run est la plus fréquente, que ce soit en terme de
modules d’électronique de lecture (FEM) non-opérationnels ou en terme d’anodes
désactivées2. Le nombre de FEM non-opérationnelles pour ce run est reporté dans le
tableau B.1.
numéro de run Sud Nord
152099 0 2
T. B.1: Nombre de modules électroniques non opérationnels pour le MuTr (bras
Sud et Nord) pour le run de référence utilisé pour l’évaluation des corrections
d’acceptance et d’efficacité.
Notre souci premier est de coller au plus près du chemin suivi par les données du
Run 5 (cf. chapitre IV). Nous appliquons donc aux événements du run de référence le
même procédé de sélection des événements de biais minimum que celui utilisé pour
l’analyse des données du Run 5. Nous rappelons ces critères ci-après :
– la position zvtx du vertex de la collision le long de l’axe du faisceau est telle
que |zvtx| < 30 cm, étant donné que c’est l’intervalle pour lequel la distribution
en centralité est plate ;
– si le nombre moyen de coups dans la première station du MuTr est anormale-
ment élevée par rapport à la charge relevée dans le BBC, l’événement est rejeté
car il est probablement pollué par des traces qui ne viennent pas du vertex de
la collision mais plutôt des interactions des particules avec le gaz résiduel du
tube à vide du faisceau ;
– si l’événement a été enregisté en dehors des croisements physiques des paquets
d’ions lourds, il est également rejeté.
Les figures B.1 montrent les distributions du vertex et de la centralité de l’en-
semble des événements retenus. La liste des valeurs de vertex et de centralité sera
utilisée à l’étape suivante qui est la génération de J/ψ Monte Carlo.
2Les données du Run 5 Cu + Cu se répartissent en 261 bons runs : 122 runs ont le même nombre
et les mêmes identités de FEM non-opérationnelles que le run de référence. Celui-ci compte également
un minimum d’anodes désactivées, soit 52 anodes en tout dans le bras Sud du MuTr et 56 dans le bras
Nord. Cette configuration est également la plus fréquente : 111 runs pour le bras Sud et 162 pour le
Nord. Pour de plus amples informations, se référer à la section IV.1.4, page 100
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F. B.1: Distributions de la centralité et du zvtx pour le run de référence 152099
utilisé pour l’évaluation de l’acceptance × efficacité.
B.1.2 Génération de J/ψ Monte Carlo
Nous utilisons PYTHIA3 comme générateur Monte Carlo de collisions nucléon-
nucléon. Les partons sont décrits par leur fonction de distribution (ici, GRV94 L). Le
seul processus autorisé est p + p → J/ψ à √s = 200 GeV, les J/ψ étant engendrés
sur tout l’angle solide et forcés à se désintégrer en dimuon. Pour chaque événement,
toutes les propriétés cinématiques du J/ψ et de ses muons de désintégration sont ainsi
disponibles. Un J/ψ est accepté si ses muons de désintégration se trouvent dans une
fenêtre légèrement plus grande4 que l’ouverture géométrique des bras muons. Nous
avons ainsi engendré 249, 4 mille événements.
Par défault, PYTHIA met la position du vertex à l’origine. Or l’acceptance ×
efficacité dépend (légèrement) de la distribution en zvtx [122, 123]. Par conséquent,
nous devons assigner à chaque J/ψ accepté le zvtx de l’événement de données réelles
dans lequel il sera prochainement inséré : la concordance, événément par événement,
est ainsi parfaite. Nous connaissons aussi la correspondance univoque entre chaque
J/ψ accepté et la centralité de l’événement dans lequel il sera enchâssé. Les pro-
priétés de tous les J/ψ engendrés, d’une part, et acceptés, d’autre part, sont mises
en mémoire dans des ntuples ROOT distincts. Ceci nous permettra ultérieurement
de connaître le nombre de J/ψ engendrés par PYTHIA dans une tranche donnée en
centralité, en rapidité ou en impulsion transverse. À ce propos, les figures B.2 illus-
trent les distributions en rapidité et en impulsion transverse de l’ensemble des J/ψ
engendrés et du sous-ensemble de J/ψ acceptés.
Les propriétés des J/ψ acceptés, plus précisément celles de ses muons de désin-
tégration, sont utilisées en entrée de PISA5, le programme de simulation du détecteur
3La version utilisée ici porte le numéro 6.205. Elle est disponible sur
http ://www.thep.lu.se/t˜orbjorn/Pythia.html
4Cela est indispensable por tenir compte de la variation de la coordonnée longitudinale zvtx du
vertex de la collision.
5PISA est l’acronyme de PHENIX Integrated Simulation Application.
221
B. C ’acceptance × ´ : ´ ´   run  ´´
PHENIX. PISA est fondé sur le programme GEANT36 développé au CERN. La par-
tie « statique » de PISA consiste en une description précise de la géométrie et des
matériaux composant le détecteur, ainsi que d’une carte précise du champ magné-
tique. L’autre partie, tout aussi importante, est une implémentation logicielle des in-
teractions des différents types de particules avec toute une variété de matériaux. Ainsi
équipé, PISA propage les muons dans les parties sensibles du volume du détecteur
en simulant les interactions et les pertes d’énergies occasionnées par la traversée des
matériaux. PISA permet ainsi de générer des coups dans les bras muons. Pour chaque
coup sont connues les coordonnées et les trois composantes de l’impulsion.
La dernière étape consiste à convertir les coups Monte Carlo ainsi obtenus dans
le format DST utilisé pour les données réelles, ce qui est un prélude indispensable
pour pouvoir les y insérer mais aussi pour les reconstruire en utilisant le code et les
librairies de PHENIX. C’est à ce moment que sont introduits les désalignements7
relatifs entre le MuID et le MuTr, auparavant non pris en compte, et qui permettent
un meilleur accord entre Monte Carlo et vraies données p + p pour des variables
telles que DG0 (cf. section IV.3.1). En effet, la description de la géométrie des dé-
tecteurs implique de connaître au mieux leurs positions relatives. L’efficacité de la
reconstruction dépend entre autres de la précision de cette description : ainsi, la pro-
jection d’une route du MuID vers le MuTr afin d’y rechercher les traces associées
peut souffrir de l’ignorance des positions relatives entre ces deux parties du bras
muon. Celle-ci conduit à une surestimation de la distance séparant une trace de la
route associée, ce que reflètent précisément les variables telles que DG0. Toujours
dans l’idée d’améliorer l’accord entre Monte Carlo et donnée réelles, une librairie
dite Monte Carlo (détaillée dans la section suivante) a été utilisée à cette étape ainsi
qu’à toutes les étapes suivantes de la simulation (réponse du détecteur, enchâssement
des J/ψ Monte Carlo dans de vraies données, reconstruction).
B.1.3 Réponse des bras muons et insertion des J/ψ Monte Carlo dans
des données réelles
Ces deux étapes sont effectuées de manière simultanée.
Réponse des bras muons. Les coups Monte Carlo dans le volume actif du détec-
teur sont traduits en signaux analogues à ceux réellement délivrés en ligne lorsque
le détecteur est sollicité. Cela suppose donc de simuler au plus près la réponse du
détecteur, autrement dit :
– Il est nécessaire d’utiliser une description réaliste de la géométrie du MuID et
du MuTr.
6Cf http ://wwwasd.web.cern.ch/wwwasd/geant/
7Les désalignements auxquels nous faisons référence ici sont évalués en utilisant des données
récoltées sans champ magnétique. Les trajectoires des particules sont rectilignes et donc aisément pré-
visibles. La différence entre la position attendue des coups dans le plan de mesure et la position réelle
donne une correction de premier ordre à la position du détecteur.
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F. B.2: Distributions cinématiques de l’ensemble des J/ψ engendrés par PY-
THIA et du sous-ensemble dont les muons de désintégration pointent vers l’accep-
tance géométrique des bras muons (en grisé).
– Nous devons connaître les efficacités des bi-packs de tubes Iarocci du MuID.
Leur efficacité est affectée par les variations des hautes tensions autour de
la valeur nominale. Ces efficacités sont dérivées d’études sur des données
réelles [144] qui ont été conduites sur l’ensemble de la période de prise de
données du Run 5 et non sur un run en particulier. Nous utiliserons donc ces
efficacités moyennes bien que l’embedding ne soit réalisé qu’à partir des don-
nées réelles d’un run en particulier.
– La connaissance de la configuration des hautes tensions pour le MuTr (anodes
volontairement éteintes ou définitivement endommagées et anodes éteintes de
temps à autre) est nécessaire pour simuler le volume actif de détection. Cette
configuration est répertoriée au sein d’un fichier où ne sont mentionnées que
les anodes qui n’apparaissent pas suffisamment réactives en terme de fraction
de temps (le minimum requis est de 70% du temps qu’a duré le run).
– Les gains et piédestaux obtenus à partir de la calibration permettent de repro-
duire la numérisation des charges (déposées sur les cathodes) par les ADC du
MuTr.
– Les modules d’électronique de lecture non-opérationnels du MuTr occasionnent
des pertes d’acceptance. Les modules problématiques sont répertoriés (quo-
tiennement) lors de la calibration.
La partie « réponse » de la librairie Monte Carlo utilisée à cette étape a été amé-
liorée pour que la simulation s’accorde mieux à la réalité. Le reste, la partie « re-
construction » du code (indépendante de la partie « réponse ») est rigoureusement
identique à la librairie utilisée pour reconstruire les données (librairie officielle de
PHENIX pro.65). Les améliorations apportées pour le MuTr sont citées ci-après :
– Une efficacité réaliste des chambres a été utilisée (98%, ce qui est conforme à
ce qui est mesuré à partir des données réelles, au lieu des précédents 100%).
– La suppression des piédestaux a été ajustée pour coïncider avec celle utilisée
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lors de l’acquisition en ligne des données.
– Les paramètres de la distribution de Landau, utilisée pour décrire la forme du
dépôt de charge le long d’une piste de cathode, ont été ajustés de sorte que
la distribution totale des charges sur les cathodes adjacentes (clusters) soit en
accord entre le Monte Carlo et les données réelles. Ce processus itératif a été
réalisé pour le Run 4 Au + Au, en comparant le Monte Carlo avec les données
du Run 4 p + p. Dans la présente étude, nous utilisons toujours les valeurs
des paramètres de Landau issues du Run 4. Cependant, nous avons vérifié que
l’accord entre le Monte Carlo, les données réelles du Run 5 p + p et les données
réelles du Run 5 Cu + Cu pour la tranche des collisions les plus périphériques
(i.e. centralité 80 − 94%) est toujours satisfaisant (cf. Fig B.3 pour le bras Sud
du MuTr et Fig B.4 pour le bras Nord du MuTr).
– La résolution spatiale intrinsèque du MuTr est meilleure pour le Monte Carlo
que celle qui est constatée sur les données réelles. Cette résolution est évaluée
en comparant la position obtenue par ajustement de la trace (pour une cathode
donnée) à la position du cluster associé. La résolution étant meilleure dans le
cas du Monte Carlo, les hits constitutifs d’une trace contribuent moins au χ2trk
dérivé de l’ajustement de la trace par l’algorithme de Kalman. Pour restaurer
l’accord avec les données réelles, du bruit aléatoire a été ajouté aux charges
déposées lors de la simulation sur les pistes de cathodes. Il en résulte un accord
satisfaisant entre les distributions Monte Carlo et données réelles du χ2trk [117,
124].
Insertion des J/ψ Monte Carlo dans des données réelles (embedding). Durant cette
étape, les hits laissés dans le détecteur par les muons des J/ψ Monte Carlo sont
superposés, événement par événement, aux hits provenant des données réelles. Cette
procédure va permettre de reproduire de manière réaliste le taux d’occupation dans le
détecteur. Les événements ainsi obtenus sont enregistrés sous le format d’une DST,
qui en l’état, est tout-à-fait reconstructible donc prête à être utilisée à la prochaine
étape. Cependant, le code du système de déclenchement de niveau 2 (MuTr-Lvl2)
a été écrit pour qu’il soit exécuté quasiment en ligne sur le format PRDF natif des
prises de données. Nous l’exécutons donc sur le fichier PRDF produit en parallèle
avec la DST reconstructible. Il en résulte une DST-Lvl2 contenant uniquement les
informations relatives au niveau 2 du système de déclenchement.
B.1.4 Décision des systèmes de déclenchement et reconstruction
La DST-Lvl2 et la DST reconstructible obtenues à l’étape précédente sont simul-
tanément passées dans la chaîne du code de reconstruction hors ligne de PHENIX, ce
code étant identique à celui utilisé pour la reconstruction des données réelles. L’ému-
lateur du système de déclenchement MUIDLL1 fonctionne également à ce stade.
L’ensemble produit une nanoDST contenant les informations muon, les décisions du
MUIDLL1 et les informations du système de déclenchement de niveau 2. L’émula-
teur du MUIDLL1 effectue une reconstruction rapide de routes unidimensionnelles.
Pour chaque orientation, la reconstruction d’une route unidimensionnelle nécessite
un coup dans au moins un des deux premiers plans de mesure, et au moins un autre224
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F. B.3: Distribution gap par gap (de gauche à droite) des charges totales sur
les clusters pour chaque station (de haut en bas) du MuTr Sud. La ligne rouge en
trait continu représente la distribution obtenue avec des J/ψ Monte Carlo « purs »,
la ligne noire en trait continu représente la distribution obtenue avec des données
réelles du Run 5 p + p et la ligne bleue en trait discontinu correspond à celle
obtenue avec des données réelles du Run 5 Cu + Cu pour la classe de centralité la
plus périphérique (80-94%).
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F. B.4: Distribution gap par gap (de gauche à droite) des charges totales sur
les clusters pour chaque station (de haut en bas) du MuTr Nord. La ligne rouge en
trait continu représente la distribution obtenue avec des J/ψ Monte Carlo « purs »,
la ligne noire en trait continu représente la distribution obtenue avec des données
réelles du Run 5 p + p et la ligne bleue en trait discontinu correspond à celle
obtenue avec des données réelles du Run 5 Cu + Cu pour la classe de centralité la
plus périphérique (80-94%).
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Effet des efficacités finales pour les tubes du MuID
dans les deux derniers. Il faut également un nombre minimum de plans de mesure
touchés. Rappelons que, durant le Run 5 Cu + Cu à
√
sNN = 200 GeV (où est utilisé
en ligne pour la première fois le MUIDLL18), ce nombre a été fixé à quatre plans de
mesure touchés sur cinq pour près de la première moitié de la luminosité enregistrée.
Pour la deuxième moitié, ce nombre a été ramené à trois plans touchés sur cinq. La
première condition est dénommée « MUIDLL1 4/5 » et la deuxième « MUIDLL1
3/5 ». Deux librairies Monte Carlo, une pour chaque disposition du MUIDLL1, ont
été utilisées, de sorte que la reconstruction a été réalisée deux fois pour le run de
référence.
B.1.5 Évaluation de l’acceptance × efficacité
Nous utilisons ici les nanoDST obtenues à l’issue de la reconstruction. Les muons
reconstruits passent l’étape ultime d’extraction du signal, en tout point identique à
celle que subissent les données réelles : coupures d’analyse, soustraction du bruit
de fond, comptage du nombre de J/ψ grâce à différents ajustements réalisés sur le
spectre de masse (tout cela est détaillé dans la section IV.3, page 107). Le nombre de
J/ψ trouvés est alors comparé au nombre de J/ψ engendrés pour obtenir les correc-
tions d’acceptance × efficacité.
B.2 Effet des efficacités finales pour les tubes du MuID
Sur la Fig B.5, nous comparons les corrections d’acceptance×efficacité obte-
nues en utilisant dans la simulation les valeurs préliminaires ou finales des effica-
cités des tubes du MuID. Étant donné que les valeurs finales sont en moyenne infé-
rieures aux valeurs préliminaires (de 2%, cf. Table B.2), les nouvelles corrections
d’acceptance×efficacité devraient être plus basses. Nous constatons effectivement
une diminution de 5% en moyenne (intégrée sur tout l’intervalle en centralité).
MuID gap 0 gap 1 gap 2 gap 3 gap 4 moyenne
Sud préliminaire 0.944 0.944 0.967 0.960 0.943 0.952
final 0.930 0.928 0.956 0.947 0.909 0.934
Nord préliminaire 0.954 0.932 0.943 0.949 0.944 0.945
final 0.943 0.917 0.929 0.932 0.908 0.926
T. B.2: Efficacités moyennes par bi-pack de tubes du MuID calculées pour
chaque plan de mesure à partir des fichiers préliminaires puis finals décrivant les
efficacités de tous les bi-packs. Les nouvelles efficacités sont en moyenne infé-
rieures de ∼ 2% aux anciennes.
8Une version moins sophistiquée de système de déclenchement de niveau 1, associé au MuID, était
utilisée dans les précédentes prises de données. Ce système de déclenchement, nommé BLT (Blue Logic
Trigger), ne réalisait pas de reconstruction de routes.
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(a) Condition MUIDLL1 4/5. En haut (bas) : bras Nord (Sud).
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F. B.5: Corrections d’acceptance×efficacité en fonction de la centralité (huit
tranches en centralité), obtenues en utilisant les valeurs préliminaires (triangles)
et finales (carrés) des efficacités pour les tubes du MuID pour chacune des deux
conditions du MUIDLL1. Erreurs statistiques uniquement.
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Résultats
B.3 Résultats
Dans cette section, nous ne faisons référence qu’aux valeurs AεJ/ψ qui sont les
moyennes pondérées des corrections obtenues en utilisant la condition 3/5 puis 4/5
pour le MUIDLL1, la pondération étant la luminosité relative associée aux données
prises avec chaque disposition du système de déclenchement.
Dépendance en centralité. Dans la Table B.3 figurent les valeurs AεJ/ψ en fonction
de la centralité (intégrées sur tout l’intervalle en rapidité |y| ∈ [1, 2; 2, 2] et en pT ).
Elles peuvent être comparées avec la moyenne obtenue en déterminant les corrections
d’acceptance×efficacité de manière individuelle pour tous les runs de la prise de
données (cf. section V.4.6) : les valeurs sont compatibles dans les barres d’erreurs
statistiques pour le bras Nord ; la différence est perceptible dans le bras Sud.
centralité bras Sud bras Nord
[0, 10] 0.0658 ± 0.0011 0.0499 ± 0.0010
[10, 20] 0.0681 ± 0.0011 0.0532 ± 0.0011
[20, 30] 0.0710 ± 0.0011 0.0575 ± 0.0011
[30, 40] 0.0723 ± 0.0011 0.0571 ± 0.0011
[40, 50] 0.0756 ± 0.0011 0.0606 ± 0.0011
[50, 60] 0.0784 ± 0.0012 0.0607 ± 0.0011
[60, 70] 0.0762 ± 0.0011 0.0631 ± 0.0012
[70, 94] 0.0787 ± 0.0008 0.0629 ± 0.0007
T. B.3: Correction d’acceptance×efficacité (moyenne des valeurs obtenues pour
chaque disposition du MUIDLL1) en fonction de la centralité (huit tranches en
centralité). Erreurs statistiques uniquement.
Dépendance en pT . La Fig B.6 montre la dépendance en implusion transverse pT
des corrections d’acceptance×efficacité (en considérant la totalité de l’intervalle en
centralité et en rapidité) : l’évolution des corrections d’acceptance×efficacité en fonc-
tion de pT est d’abord décroissante puis croissante, le minimum étant atteint autour
de 2, 5 GeV/c. Il nous faut mentionner ici que, en raison de la forme de la distri-
bution en pT utilisée par PYTHIA, nous avons dû engendrer un lot additionnel de
249, 4 mille J/ψ Monte Carlo avec un pT > 2, 5GeV/c. Ceci nous permet de dispo-
ser de dix fois plus de statistique pour les deux derniers intervalles en pT et donc
de diviser par un facteur de l’ordre de trois notre erreur statistique. Ce lot addition-
nel est d’autant plus crucial que nous souhaitons aussi examiner la dépendance en
pT par tranche de centralité. Celle-ci est montrée sur la Fig B.7 : en règle générale,
l’évolution des corrections d’acceptance×efficacité en fonction de pT est similaire
d’une tranche de centralité à l’autre. Cependant, pour le bras Nord, la valeur mesurée
dans le dernier intervalle en pT pour la tranche 20−40% en centralité se démarque de
l’évolution attendue. Nous n’avons pas identifié de bug évident au niveau des calculs.
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F. B.6: Correction d’acceptance×efficacité (moyenne des valeurs obtenues pour
chaque disposition du MUIDLL1) en fonction de l’impulsion transverse (cinq
tranches en pT ), pour le bras Nord (carrés noirs) et le bras Sud (cercles rouges).
Erreurs statistiques uniquement.
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F. B.7: Correction d’acceptance×efficacité (moyenne des valeurs obtenues
pour chaque disposition du MUIDLL1) en fonction de l’impulsion transverse
(cinq tranches en pT ), pour quatre tranches en centralité, pour le bras Nord (en
haut) et le bras Sud (en bas). Erreurs statistiques uniquement.
230
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Dépendance en rapidité. La Fig B.8 montre la dépendance en rapidité des correc-
tions d’acceptance×efficacité, tandis que la Fig B.9 montre cette dépendance pour
chaque tranche en centralité. La différence d’acceptance×efficacité entre le bras Nord
et le bras Sud apparait ici bien mieux qu’ailleurs : bien qu’ils couvrent le même do-
maine en rapidité, l’efficacité dans le bras Nord est nettement inférieure à celle du
bras Sud. Des études précédentes [123] ont montré que des différences de multiplicité
sont constatées d’un bras à l’autre, le Nord bénéficiant d’une plus grande multiplicité.
Comme l’algorithme de reconstruction est de moins en moins efficace lorsque la mul-
tiplicité augmente, ceci justifie en partie la différence d’acceptance×efficacité obser-
vée ici. L’effet est ici amplifié par le problème matériel rencontré pour le MUIDLL1
dans le bras Nord.
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F. B.8: Correction d’acceptance×efficacité (moyenne des valeurs obtenues pour
chaque disposition du MUIDLL1) en fonction de la rapidité (quatre tranches en
rapidité), pour le bras Nord (carrés noirs) et le bras Sud (cercles rouges). Erreurs
statistiques uniquement.
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F. B.9: Correction d’acceptance×efficacité (moyenne des valeurs obtenues pour
chaque disposition du MUIDLL1) en fonction de la rapidité (quatre tranches en
rapidité), pour quatre tranches en centralité, pour le bras Nord (en haut) et le bras
Sud (en bas). Erreurs statistiques uniquement.
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CValeurs tabulées des corrections
d’acceptance × efficacité
moyennées sur tout le Run 5
Cu + Cu
Nous reportons ci-après, sous forme de tableaux, les valeurs moyennes pondérées
par la luminosité run par run des corrections d’acceptance×efficacité déterminées sur
l’ensemble de la prise de données du Run 5 Cu + Cu. Elles ont été évaluées selon la
méthode exposée à la section V.4 (page 128). Seules sont reportées la dépendance en
impulsion transverse et celle en rapidité (les valeurs tabulées par tranche de centralité
ont déjà présentées dans la section sus-citée).
C.1 Dépendance en impulsion transverse
pT (GeV/c) bras Sud bras Nord
[0, 1] 0.0767 ± 0.0010 0.0632 ± 0.0010
[1, 2] 0.0693 ± 0.0008 0.0567 ± 0.0008
[2, 3] 0.0647 ± 0.0011 0.0541 ± 0.0012
[3, 4] 0.0715 ± 0.0009 0.0585 ± 0.0009
[4, 5] 0.0714 ± 0.0027 0.0653 ± 0.0028
T. C.1: Corrections d’acceptance × efficacité moyennées sur tous les bons runs
en fonction de l’impulsion transverse (cinq tranches en pT ). Erreurs statistiques
uniquement.
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C. V ´  AεJ/ψ ´    Run 5 C + C
centralité pT (GeV/c) bras Sud bras Nord
[0, 20] [0, 1] 0.0649 ± 0.0020 0.0529 ± 0.0020
[1, 2] 0.0582 ± 0.0015 0.0444 ± 0.0015
[2, 3] 0.0544 ± 0.0023 0.0436 ± 0.0023
[3, 4] 0.0617 ± 0.0057 0.0423 ± 0.0053
[4, 5] 0.0468 ± 0.0144 0.0651 ± 0.0190
[20, 40] [0, 1] 0.0701 ± 0.0021 0.0586 ± 0.0021
[1, 2] 0.0623 ± 0.0016 0.0523 ± 0.0016
[2, 3] 0.0592 ± 0.0024 0.0479 ± 0.0024
[3, 4] 0.0692 ± 0.0060 0.0513 ± 0.0059
[4, 5] 0.0538 ± 0.0157 0.1381 ± 0.0258
[40, 60] [0, 1] 0.0752 ± 0.0021 0.0598 ± 0.0021
[1, 2] 0.0661 ± 0.0016 0.0534 ± 0.0016
[2, 3] 0.0636 ± 0.0025 0.0504 ± 0.0024
[3, 4] 0.0749 ± 0.0062 0.0624 ± 0.0064
[4, 5] 0.1032 ± 0.0209 0.0624 ± 0.0184
[60, 94] [0, 1] 0.0734 ± 0.0016 0.0626 ± 0.0017
[1, 2] 0.0685 ± 0.0013 0.0567 ± 0.0013
[2, 3] 0.0627 ± 0.0019 0.0549 ± 0.0019
[3, 4] 0.0737 ± 0.0047 0.0511 ± 0.0044
[4, 5] 0.0921 ± 0.0153 0.0695 ± 0.0148
T. C.2: Corrections d’acceptance × efficacité moyennées sur tous les bons runs
en fonction de l’impulsion transverse (cinq tranches en pT ) pour quatre tranches
en centralité. Erreurs statistiques uniquement.
C.2 Dépendance en rapidité
rapidité acceptance × efficacité
[−2.20,−1.95] 0.0445 ± 0.0009
[−1.95,−1.70] 0.1164 ± 0.0013
[−1.70,−1.45] 0.0928 ± 0.0011
[−1.45,−1.20] 0.0321 ± 0.0007
[1.20, 1.45] 0.0240 ± 0.0006
[1.45, 1.70] 0.0858 ± 0.0012
[1.70, 1.95] 0.0858 ± 0.0013
[1.95, 2.20] 0.0385 ± 0.0010
T. C.3: Corrections d’acceptance × efficacité moyennées sur tous les bons runs
en fonction de la rapidité (quatre partitions en y pour chaque bras). Erreurs statis-
tiques uniquement.
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Dépendance en rapidité
centralité rapidité acceptance × efficacité
[0, 20] [−2.20,−1.95] 0.0367 ± 0.0019
[−1.95,−1.70] 0.0985 ± 0.0027
[−1.70,−1.45] 0.0794 ± 0.0023
[−1.45,−1.20] 0.0256 ± 0.0013
[1.20, 1.45] 0.0305 ± 0.0016
[1.45, 1.70] 0.1071 ± 0.0029
[1.70, 1.95] 0.1120 ± 0.0032
[1.95, 2.20] 0.0475 ± 0.0024
[20, 40] [−2.20,−1.95] 0.0403 ± 0.0020
[−1.95,−1.70] 0.1085 ± 0.0028
[−1.70,−1.45] 0.0831 ± 0.0024
[−1.45,−1.20] 0.0278 ± 0.0013
[1.20, 1.45] 0.0331 ± 0.0016
[1.45, 1.70] 0.1167 ± 0.0030
[1.70, 1.95] 0.1159 ± 0.0033
[1.95, 2.20] 0.0510 ± 0.0024
[40, 60] [−2.20,−1.95] 0.0449 ± 0.0021
[−1.95,−1.70] 0.1114 ± 0.0029
[−1.70,−1.45] 0.0903 ± 0.0025
[−1.45,−1.20] 0.0312 ± 0.0014
[1.20, 1.45] 0.0370 ± 0.0017
[1.45, 1.70] 0.1202 ± 0.0031
[1.70, 1.95] 0.1262 ± 0.0034
[1.95, 2.20] 0.0574 ± 0.0026
[60, 94] [−2.20,−1.95] 0.0441 ± 0.0016
[−1.95,−1.70] 0.1117 ± 0.0022
[−1.70,−1.45] 0.0897 ± 0.0019
[−1.45,−1.20] 0.0331 ± 0.0011
[1.20, 1.45] 0.0362 ± 0.0013
[1.45, 1.70] 0.1200 ± 0.0023
[1.70, 1.95] 0.1248 ± 0.0026
[1.95, 2.20] 0.0607 ± 0.0020
T. C.4: Corrections d’acceptance × efficacité moyennées sur tous les bons runs
en fonction de la rapidité (quatre partitions en y pour chaque bras) pour quatre
tranches en centralité. Erreurs statistiques uniquement.
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DModélisation des effets nucléaires
froids
Dans le cadre de l’étude des effets nucléaires froids, nous avons développé un
programme Monte Carlo qui s’appuie sur le modèle de Glauber (cf annexe A) et dont
l’objectif est de reproduire ces effets en s’appuyant sur les distributions mesurées du
J/ψ dans les collisions p + p. Dans cette annexe, nous présentons le principe de la
méthode : dans un premier temps, nous décrirons le principe de la création d’une
collision noyau-noyau, puis nous aborderons le problème de la création du J/ψ et de
l’introduction des effets de shadowing dans le cadre du modèle CF.
Dans le cadre de la simulation Monte Carlo, une collision noyau-noyau est pro-
duite en suivant trois étapes :
1. Génération aléatoire du paramètre d’impact à partir de la distribution 2pibdb et
positionnement des noyaux A et B.
2. Positionnement des nucléons dans le noyau par tirage aléatoire sur les profils
de densité des noyaux.
3. Pour chaque nucléon du noyaux A, déterminer si une des interactions a eu
lieu avec un ou plusieurs nucléons du noyau B. Une interaction a lieu entre le
nucleon i du noyau A et le nucleon j du noyau B si
pi ×
[
(xiA − x jB)2 + (yiA − y jB)2
]
< σNN
En s’appuyant sur ce schéma, il est possible de calculer pour une collision noyau-
noyau donnée, le nombre de participants Npart et le nombre de collisions Ncoll. Le
profil de densité des noyaux est défini à l’aide des fonctions de Woods-Saxon 2pF
(voir annexe sur le modèle de Glauber) :
ρ(r) =
ρ0
1 + e(r−R)/a
(D.1)
A titre indicatif, les paramètres standards utlisés dans le cadre des fonctions de
Woods-Saxon sont donnés dans le tableau D.1.
La production du J/ψ est effectuée en utilisant les distributions expérimentales
de la rapidité y et de l’impulsion transverse pT telles qu’obtenues dans les collisions
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Al Cu Au W Pb U
R (fm) 2.84 4.21 6.38 6.51 6.62 6.81
a (fm) 0.57 0.59 0.54 0.54 0.55 0.61
T. D.1: Paramètres de Woods-Saxon pour différents noyaux
p + p, ainsi que les effets de shadowing et d’absorption par la matière nucléaire. Ici
encore, nous procédons en trois étapes :
1. Pour chaque collision nucléon-nucléon, création d’un candidat J/ψ.
2. Pour chaque candidat, calcul de la section efficace effective de production et
vérification de la production éventuelle d’un J/ψ.
3. Pour chaque J/ψ produit, test de son absorption par la matière nucléaire.
D.1 Création d’un J/ψ
À
√
s = 200 GeV, l’expérience PHENIX a mesuré la production du J/ψ dans
les collisions p + p, fournissant les sections efficaces differentielles de production du
J/ψ à la fois en fonction de l’impulsion transverse et de la rapidité. En s’appuyant
sur ces deux distributions, nous pouvons créer un échantillon de J/ψ possédant les
bonnes caractéristiques cinématiques. En tirant aléatoirement y et pT , on détermine
l’impulsion comme suit :
px = pT × cos φ py = pT × sin φ pz = MT ∗ sinh(y) (D.2)
où φ est l’angle azimuthal dans le plan transverse (de l’impulsion transverse) et
est généré aléatoirement dans l’intervalle [0 : 2pi] et où MT est la masse transverse
avec MT =
√
p2T + M
2. Afin de nous restreindre au domaine physique de l’espace
des phases, nous imposons pour chaque événement la condition cinématique suivante
pz <
√
s
4
− M2 (D.3)
pour s’assurer qu’aucun J/ψ n’aurait une énergie longitudinale supérieure à
√
s/2.
Si, pour un J/ψ, cette condition n’est pas satisfaite, de nouvelles valeurs de y, pT et
φ sont à nouveau générées.
D.2 Production effective d’un J/ψ
Comme précédemment mentionné, pour chaque collision nucléon-nucléon, un
candidat J/ψ est produit. Dans cette section, nous décrivons le processus qui conduit
à la production effective du J/ψ. Nous montrerons aussi comment les effets de sha-
dowing sont pris en compte.
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Production effective d’un J/ψ
D.2.1 Principe de la méthode
Pour chaque collision nucléon-nucléon, un J/ψ est produit si
Rand[0 : 1] < σJ/ψ/σNN
où :
– Rand[0 : 1] est un nombre aléatoire pris dans l’intervalle [0 : 1] ;
– σJ/ψ est la section efficace de production du J/ψ ;
– σNN est la section efficace d’interaction inélastique nucléon-nucléon.
Le rapport σJ/ψ/σNN n’est en fait que la probabilité de produire un J/ψ dans une
collision nucléon-nucléon donnée. Si ce rapport est plus grand que Rand[0 : 1], le
J/ψ est produit.
En pratique, puisque la section efficace de production du J/ψ est proportionnelle
au nombre de collisions, nous prenons σJ/ψ = 20 mb. Ceci nous permet ainsi de
produire une quantité importante de J/ψ en utilisant un temps de calcul raisonnable.
Notons cependant qu’afin d’éviter des effets de bord, σJ/ψ est prise moins d’un fac-
teur deux plus petite que σNN (42 mb).
D.2.2 Prise en compte des effets de shadowing
Notre modélisation du shadowing s’appuie sur trois considérations :
1. Les effets de shadowing sont fonctions de y et pT (ou de x et Q2). En consé-
quence la section efficace effective de production du J/ψ dépendra de la rapi-
dité et de l’impulsion transverse du candidat J/ψ.
2. Les effets de shadowing affectent les fonctions de structure nucléaires dans un
noyau donné. Par conséquent, dans les collisions noyaux-noyaux, la correction
globale peut être factorisée comme suit : Rshadow = RAshadow × RBshadow où A et
B sont les noyaux considérés.
3. Les effets de shadowing dépendent de l’environnement nucléaire du parton
interagissant. Ils dépendent donc de la position du parton dans le noyau.
Toutes ces considérations sont contenues dans le facteur de shadowing Rshadow(y, pT ,~r)
qui affecte la production du J/ψ comme suit :
σ
J/ψ
e f f ective = σ
J/ψ × Rshadow(y, pT ,~r) (D.4)
où σJ/ψe f f ective est la section efficace de production du J/ψ qui contient les effets de
shadowing. Dans ce contexte, pour une collision nucléon-nucléon donnée, un J/ψ
est produit si : Rand[0 : 1] < σJ/ψe f f ective/σNN .
CF shadowing. – Dans le cadre du modèle CF, les effets de shadowing sont intro-
duits comme suit :
RAshadow(b) =
1
1 + A F(y, pT ) TA(b)
(D.5)
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où RAshadow(b) correspond au facteur de shadowing pour un noyau A et F(y, pT ) est
la fonction de shadowing du modèle. Par ailleurs, dans cette équation, ATA(b) cor-
respond au nombre de nucléons vus par un nucléon donné situé à une distance b.
Ce nombre dépend de la position du nucléon considéré dans le noyau ; les nucléons
centraux « voient » plus de nucléons environnant que les nucléons périphériques.
Dans notre modèle, ce nombre peut être calculé événement par événement. En
définissant NS le nucléon qui subit le shadowing et d la distance entre NS et un
nucléon N appartenant au même noyau, NS subit l’influence de N si pid2 < σsur f , où
σsur f est la surface transverse du nucléon. Puisque la densité moyenne de nucléons
dans un noyau est ρ0 = ( 43pir
3)−1 = 0, 17nucléons/fm3, nous prenons σsur f = pir2 =
3, 94 fm2. Finalement, en considérant Nsur f le nombre de nucléons qui contribuent
aux effets de shadowing sur NS , nous trouvons :
Rshadow = RAshadow × RBshadow =
1
1 + NAsur f F(y, pT )
× 1
1 + NBsur f F(y, pT )
(D.6)
où F(y, pT ) est la fonction de shadowing telle que définie dans le modèle CF et y et
pT sont respectivement la rapidité et l’impulsion transverse du candidat J/ψ.
Rshadow étant donné, nous pouvons alors calculer la section efficace effective de
production du J/ψ suivant l’équation (D.4) et tester si le J/ψ est produit suivant
l’équation (D.5).
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