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Abstract
We calculate initial conditions for the hydrodynamical evolution in ultra-
relativistic heavy-ion collisions at the LHC and RHIC in an improved next-to-
leading order perturbative QCD + saturation framework. Using viscous rela-
tivistic hydrodynamics, we show that we obtain a good simultaneous description
of the centrality dependence of charged particle multiplicities, transverse mo-
mentum spectra and elliptic flow at the LHC and at RHIC. In particular, we
discuss how the temperature dependence of the shear viscosity is constrained
by these data.
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1. Introduction
In this talk we report the results from the recent studies [1, 2], where we
have extended the EKRT model [3] to next-to-leading order (NLO) in pertur-
bative QCD (pQCD), and shown the viability of the model in describing the
initial energy density of the produced quark-gluon plasma (QGP) in A+A colli-
sions at the LHC and RHIC. Our updated framework combines a rigorous NLO
pQCD computation of the minijet transverse energy (ET ) production with the
saturation of gluons and hydrodynamics. Latest knowledge of NLO nuclear par-
ton distributions (nPDFs) [4, 5] is utilized. Identifying the key parameters and
charting the uncertainties of the model, we obtain a good simultaneous agree-
ment with the charged particle multiplicities and hadron transverse momentum
(pT ) spectra measured in Au+Au collisions at RHIC and Pb+Pb at the LHC.
The write-up is organized as follows: In Sec. 2 we present the updated NLO
pQCD + saturation framework for the calculation of the minijet ET . In Sec.
3, we discuss the saturation-wise transversally averaged initial conditions in
the 5% most central collisions [2]. Finally, in Sec. 4, we discuss the extension
to local saturation, which allows us to calculate the initial density profiles at
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all centralities [1], and through viscous hydrodynamics, study the temperature
dependence of shear viscosity.
2. Minijet ET production
The minijet ET produced into a rapidity region ∆y in A + A collisions at
an impact parameter b and above a pT scale p0, can be computed as
dET
d2s
= TA(s+
b
2
)TA(s − b
2
)σ〈ET 〉p0,∆y,β, (1)
where s = (x, y) is the transverse location, and TA(s) the nuclear thickness
function with the Wood-Saxon nuclear density profile. The first ET -moment of
the minijet ET distribution σ〈ET 〉p0,∆y,β in NLO is computed as [6, 7, 2]
σ〈ET 〉p0,∆y,β =
3∑
n=2
1
n!
∫
[DPS]n
dσ2→n
[DPS]n
S˜n, (2)
where the integrations take place in 4−2ǫ spacetime dimensions, and the 2→ n
differential partonic cross sections are denoted as dσ2→n/[DPS]n. The infrared
(IR) and collinear (CL) divergencies present in the partonic NLO cross sections
can be regulated by computing the ultraviolet (UV) renormalized squared 2→ 2
and 2 → 3 scattering matrix elements of order α3s, in 4− 2ǫ dimensions and in
the MS scheme [8] (see also [9]). In getting from the IR/CL regulated and
UV renormalized squared matrix elements to the physical quantities we apply
the procedure by S. Ellis, Kunszt and Soper [10]. The nPDFs [4, 5] together
with the CTEQ6M parton distributions [11] are used in the computation of
σ〈ET 〉p0,∆y,β. The measurement functions
S˜n = Θ(
n∑
i=1
pT,i ≥ 2p0)ET,nΘ(ET,n ≥ βp0), (3)
where ET,n =
∑n
i=1Θ(yi ∈ ∆y)pT,i and Θ is the step function, define the total
minijet ET produced in ∆y, and the hard scattering in terms of the minijet
transverse momentum pT,i and the cut-off scale p0. The hardness-parameter β
defines the minimum ET required in the interval ∆y. As discussed in [2], any
β ∈ [0, 1] is acceptable for the rigorous, IR and CL safe, NLO computation.
The saturation criterion for the minijet ET production in A+A collision
at non-zero impact parameters is formulated as [1] (see also the discussion in
[2, 12])
dET
d2s
(p0,
√
sNN,∆y, s,b, β) =
Ksat
π
p30∆y, (4)
with an unknown proportionality constant Ksat ∼ 1. For given Ksat, β and cms-
energy
√
sNN , we solve the above equation for p0 = psat(
√
sNN , A, s,b;Ksat, β)
and obtain the total dET (psat)/d
2s produced in a rapidity region ∆y.
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Figure 1: (Color online) Left panel: The computed NLO minijet ET , as a function of the
pT cut-off p0 (l.h.s. of Eq. (5)). The rising curves are the r.h.s. of Eq. (5). Right panel:
Computed charged-particle multiplicity dNch/dη with β = 0.75 and Ksat = 1, compared with
the RHIC and LHC data. From [2].
3. pQCD + average saturation + ideal hydrodynamics
Let us first discuss the NLO pQCD + averaged (non-local) saturation and
ideal hydrodynamics framework introduced in [2]. The average saturation cri-
terion for central (b = 0) A+A collisions is obtained by integrating over the
transverse plane d2s in Eq. (4):
ET (p0,
√
sNN ,∆y, β) = KsatR
2
Ap
3
0∆y, (5)
where RA is the nuclear radius. Once the average saturation momentum scale
p0 = psat(
√
sNN , A;Ksat, β) fulfilling the average saturation criterion above is
found, the saturated minijet ET (psat) is converted into the initial QCD matter
energy density as
ǫ(τ0) =
dET
d2s
1
τ0∆y
, (6)
by assuming that the system thermalizes at formation, τ0 = 1/psat. Furthe-
more, since the transversally-averaged saturation considered here does not fix
the transverse profile for the produced initial energy density, we use either a
binary collision (BC) or wounded nucleon (WN) transverse profile. The corre-
lated parameters of the NLO pQCD calculation, β and Ksat, can be fixed based
on the measured charged-particle multiplicity at one given cms-energy. When
β and Ksat are fixed, the initial conditions for any other cms-energy can be
calculated.
In the left panel of Fig. 1 we show the average NLO minijet ET computed
in the mid-rapidity acceptance ∆y = 1 with several different (Ksat, β) pairs for
the 5 % most central Au+Au collisions at the RHIC energy
√
sNN = 200 GeV
and Pb+Pb collisions at the LHC energy
√
sNN = 2.76 TeV, as a function of
the p0 scale. For the implementation of the centrality selection here see [2]. The
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Figure 2: (Color online) The computed pT spectra of pi
+,K+, p and p¯ at RHIC (Left), com-
pared with the PHENIX, STAR and BRAHMS data, and at the LHC (right), compared with
the ALICE data. From [2].
red bands show the range of values for ET and p0 that reproduce the measured
charged particle multiplicities [13, 14] (LHC) and [15, 16, 17] (RHIC) after
an ideal-hydrodynamic evolution. Figure 1 shows directly that there are several
different correlated parameter pairs (Ksat, β) that reproduce the measured LHC
and RHIC charged-particle multiplicites simultaneously.
Using then one possible parameter combination, β = 0.75 and Ksat = 1, we
show in Fig. 1 (right) the computed charged-particle multiplicity dNch/dη and
in Fig. 2 the pT spectra of π
+,K+, p and p¯ in 5% most central Au+Au collisions
at RHIC and Pb+Pb collisions at the LHC. Also, the comparison with the data
measured at RHIC [16, 18, 19] and at the LHC [20] is shown.
4. pQCD + local saturation + viscous hydrodynamics
Next, we discuss the results obtained in our recent study [1], where the initial
energy density profile for any centrality and impact parameter was computed by
using the new pQCD + local saturation + viscous hydrodynamics framework.
Once the solution p0 = psat(s) of the transversally local saturation criterion,
Eq. (4), is known for given Ksat and β, the local energy density is obtained as
ǫ(s, τs) =
dET
d2sτs∆y
=
Ksat
π
p4sat, (7)
where the local formation time is τs = 1/psat. Note that the formation time
τs is different at different points in the transverse plane. However, for the
hydrodynamical evolution, we need the initial state at a fixed τ0. For this
reason we need to evolve the energy density at all points to the same fixed τ0.
Our strategy is as follows: First, we choose a minimum scale pminsat = 1 GeV,
4
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Figure 3: (Color online) Parametrizations of shear viscosity to entropy density ratio. From
[1].
corresponding a maximum time τs = 1/p
min
sat , for which we assume that we can
still trust the pQCD calculation. Second, we evolve the energy densities from
τs to τ0 using either Bjorken free streaming (FS) or the Bjorken hydrodynamic
scaling solution (BJ). We take these two limits to represent the uncertainty in
the evolution: In the free streaming case the transverse energy is preserved,
while the other limit corresponds the case where a maximum amount of the
transverse energy is reduced by the longitudinal pressure. The region below the
minimum scale pminsat is considered as a boundary. To obtain the energy density
in this region we use an interpolation, which smoothly connects the FS/BJ-
evolved pQCD energy density to the binary profile ǫ ∝ TATA at the dilute edge.
For more details see Ref. [1].
For the hydrodynamical evolution, we take the 2+1 D setup introduced in
[21]. We use the lattice QCD and hadron resonance gas based equation of state
s95p-PCE-v1 [22] with a chemical freeze out temperature Tchem = 175 MeV. The
freeze-out temperature is here always Tdec = 100 MeV. The parametrizations
of the temperature dependent shear viscosity η/s(T ), for which we show the
following results, are shown in Fig. 3. The shear-stress and transverse flow are
initially set to zero.
In Fig. 4a and 4b we show the computed centrality dependence of the charged
hadron multiplicity in Pb+Pb collisions at
√
sNN = 2.76 TeV and in Au+Au
collisions at
√
sNN = 200 GeV compared with the ALICE (LHC) [13], PHENIX
[15] and STAR [16] (RHIC) data. In practice, the calculation in Figs. 4a and 4b
are performed for each fixed {β,BJ/FS, η/s(T )}, and the remaining parameter
Ksat is always tuned such that the multiplicity in the 0-5%most central collisions
at the LHC is reproduced. Next, the obtained centrality dependence of the
computed pT -spectra of charged hadrons are shown in Figs. 4c for the LHC
and in Fig. 4d for RHIC. The data are from [23] and [24, 25], correspondingly.
Finally, in Figs. 4e and 4f we show the elliptic flow coefficients v2(pT ) at the
LHC and RHIC, respectively. The data are from [26] (LHC) and [27] (RHIC).
All the selected parameter combinations give a good description of the pT
spectra simultaneously at the LHC and RHIC. The elliptic flow coefficients
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depend strongly on the η/s(T ) parametrization: an ideal fluid description would
not give the correct v2(pT ), while with both η/s(T ) parametrizations considered
here we get a good agreement with the data. Before engaging in a more complete
global analysis for η/s(T ), the initial event-by-event density fluctuations need
to be considered in this framework. This is work in progress.
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Figure 4: (Color online) Centrality dependence of the charged hadron multiplicity at the LHC
(a) and RHIC (b). pT spectra of charged hadrons at the LHC (c) and RHIC (d), in the same
centrality classes as the ALICE data in panel (a), and scaled down by increasing powers of 10.
Elliptic flow coefficients v2(pT ) at the LHC (e) and RHIC (f), compared with the measured
4-particle cumulant v2{4}(pT ). Labeling of the theory curves in each panel is identical, and
the parameter sets {Ksat, β,BJ/FS, η/s(T )} are indicated. The labels H and L refer to Fig. 3.
From [1].
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