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Abstract
We obtain the symplectic group Sp(V ) as the universal completion of an amalgam of low rank subgroups
akin to Levi components. We let Sp(V ) act flag-transitively on the geometry of maximal rank subspaces
of V . We show that this geometry and its rank  3 residues are simply connected with few exceptions. The
main exceptional residue is described in some detail. The amalgamation result is then obtained by applying
Tits’ lemma. This provides a new way of recognizing the symplectic groups from a small collection of small
subgroups.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In the revision of the classification of finite simple groups one of the important steps requires
one to prove that if a simple group G (the minimal counterexample) contains a certain amalgam
of subgroups that one normally finds in a known simple group H then G is isomorphic to H .
A geometric approach to recognition theorems was initiated in [BGHS03,BeSh04] and named
Curtis–Phan–Tits theory. The present paper uses a natural generalization to this theory to provide
a new recognition theorem for symplectic groups.
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group G which is either semi-simple of Lie type or a Kac–Moody group. Let T = (B+,B−)
be the associated twin-building. We first define a flip to be an involutory automorphism σ of
T that interchanges the two halves, preserves distances and codistances and takes at least one
chamber to an opposite. Given a flip σ , construct Cσ as the chamber system whose chambers are
the pairs of opposite chambers (c, cσ ) of T . Let Gσ be the fixed subgroup under the σ -induced
automorphism of G. Whenever the geometry Γσ is simply connected one obtains Gσ as the
universal completion of the amalgam of maximal parabolics for the action of Gσ on Γσ .
We now exhibit a limitation of the Curtis–Tits–Phan setup using the building T of type An
associated to G= PSLn+1(F) for some field F. In this setting a flip σ is induced by a polarity. The
objects of the geometry Γσ are the non-degenerate subspaces with respect to this polarity. The
requirement that σ -invariant pairs of opposite chambers exist enforces that at least one 1-space p
does not intersect its polar hyperplane: that is, p is non-absolute. Polarities are classified by the
Birkhoff–Von Neumann theorem and those with non-absolute points correspond to orthogonal
or unitary forms. Thus Curtis–Phan–Tits theory applied to the An building only yields amalgams
for orthogonal and unitary groups.
Our setup deviates from the general Curtis–Phan–Tits setup in the following way. We still
start with the building of type An, but we relinquish the requirement that Γσ should consist of
pairs of opposite chambers in T . Instead we consider pairs of almost opposite chambers (c, cσ )
corresponding to each other under a symplectic polarity σ . Note that σ is not a flip since sym-
plectic polarities have no non-absolute points. We shall construct a geometry Γ similar to Γσ
and obtain a presentation of the symplectic group.
There are several reasons why this setup and our result are interesting. Recently it has be-
come clear [DeMu,BlHo] that in order to study (simple-) connectedness of Curtis–Phan–Tits
geometries related to non-spherical twin-buildings one seems forced to study complexes of pairs
of almost opposite chambers corresponding to each other under some involutory automorphism.
Our result involves a detailed study of just such a complex.
The geometry Γσ , which presented itself naturally to the authors as a quasi Curtis–Tits–Phan
geometry, is not new to the literature [Cu94,Ha88,Ha89,G04]. This indicates that this geometry
is worth investigating for its own sake.
The fact that the geometry Γσ has higher rank than the usual Cn building geometry will cause
the parabolic subgroups in our amalgam presentation to be smaller than those appearing in the
amalgam of rank 2 Levi-components. This is a benefit by itself, but it will in particular yield an
amalgam presentation for Sp4(q), a group that in the Curtis–Phan–Tits approach would be of
rank 2 itself and not admit an amalgam.
The main result
We shall now briefly describe the main result. Let V be a vector space of dimension 2n 4
over a field F endowed with a symplectic form s of maximal rank. Let I = {1,2, . . . , n}. More-
over consider H = {ei, fi}i∈I a hyperbolic basis of V . The group of linear automorpisms of V
preserving the form s will be called the symplectic group of V and is denoted G = Sp(V ).
We shall define a geometry Γ on the subspaces of V whose radical has dimension at most 1.
This geometry is transversal, residually connected, and simply connected. Moreover, G acts
flag-transitively on Γ . This then gives a presentation of G as the universal completion of the
amalgam A of its maximal parabolic subgroups with respect to its action on Γ . Induction allows
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subgroups of rank at most 2. A refinement of the amalgamA2 then leads to the following setup.
Consider the following amalgam Aπ = {Mπi ,Sπj ,Mπik, Sπjl,Qπij }j,l∈I ;i,k∈I−{n}, whose groups
are characterized as follows:
• Sπi is the stabilizer in G of all elements of H− {ei, fi} and the subspace 〈ei, fi〉,• Mπi is the stabilizer in G of all elements of H − {fi, fi+1} and the subspace 〈ei, fi,
ei+1, fi+1〉,
• Mπij = 〈Mπi ,Mπj 〉, Sπij = 〈Sπi , Sπj 〉, Qπij = 〈Mπi ,Sπj 〉.
We describe these groups in more detail in Section 6. In particular, in Lemma 6.8 we show that
the groups in this amalgam are very small. For instance,
Sπi
∼= Sp2(F),
Mπi
∼= F3.
Our main result is the following.
Theorem 1.1. If |F| > 2 and V is a symplectic space of dimension 2n  4 over F then the
symplectic group Sp(V ) is the universal completion of the amalgam Aπ . Moreover for any field
F the symplectic group is the universal completion of the amalgam A from Section 5.2.
Corollary 1.2. The group Sp4(F) is the universal completion of the following amalgam.
{Sπ1 , Sπ2 ,Mπ1 , Sπ12,Qπ11,Qπ12}. Here, Sπ12 ∼= Sp2(F)× Sp2(F) and Qπ11 ∼=Qπ12 ∼= F3  Sp2(F).
  
Sπ1
Qπ11
Mπ1
Qπ12
Sπ2
Organization of this paper
In Section 2 we review some basic notions on geometries and some relevant facts about sym-
plectic spaces. In Section 3 we introduce a geometry Γ on the almost non-degenerate subspaces
of V with respect to some symplectic form of maximal rank and describe its residues. We prove
that this geometry is transversal and residually connected. In Section 4 we show that the geom-
etry and all residues of rank at least 3 are simply connected with one exception. We show that
in the exceptional case the residue has a simply connected 2-cover. In Section 5 we describe the
flag-transitive action of Sp(V ) on Γ and its rank 3 residues. We describe the parabolic subgroups
in some detail and prove that Sp(V ) is the universal completion of the amalgamA2 of parabol-
ics of rank at most 2 for its action on Γ . In Section 6 we define a slim version of the amalgam
A2 by removing most of the Borel subgroup (for the action under consideration) from each of
its groups. Finally, in Section 7 we define the amalgam Aπ and prove Theorem 1.1.
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2.1. Geometries
For our viewpoint on geometries we will use the following definitions from Bueken-
hout [Bu95].
Definition 2.1. A pre-geometry over a type set I is a triple Γ = (O, typ, ), where O is a col-
lection of objects or elements, I is a set of types,  is a binary symmetric and reflexive relation,
called the incidence relation and typ:O→ I is a type function such that whenever X  Y , then
either X = Y or typ(X) = typ(Y ).
The rank of the pre-geometry Γ is the size of typ(O). A flag F is a (possibly empty) collection
of pairwise incident objects. Its type (respectively cotype) is typ(F ) (respectively I − typ(F )).
The rank of F is rank(F ) = |typ(F )|. The type of F is typ(F ) = {typ(X) | X ∈ F }. A chamber
is a flag C of type I .
A pre-geometry Γ is a geometry if typ(O) = I and if Γ is transversal, that is, if any flag is
contained in a chamber.
The incidence graph of the pre-geometry Γ = (O, typ, ) over I is the graph (O, ). This is
a multipartite graph whose parts are indexed by I . We call Γ connected if its incidence graph is
connected.
The residue of a flag F is the pre-geometry ResΓ (F )= (OF , typ |OF , |OF ) over I − typ(F )
induced on the collection OF of all objects in O − F incident to F . We call Γ residually con-
nected if for every flag of rank at least 2 the corresponding residue is connected.
For a subset K ⊆ I the K-shadow of a flag F is the collection of all K-flags incident to F .
We will mostly be working with connected, residually connected geometries over a set I . All
our geometries will have a string diagram. This means that these geometries have a diagram as
in Buekenhout [Bu95] and this diagram will look like a string, or a simple path. For convenience
of the reader we will give the following equivalent ad-hoc definition here.
Definition 2.2. We say that a geometry has a string diagram if there is a total ordering on its
type set I such that for any three types i, j, k ∈ I with i < j < k we have the following. If X, Y ,
Z are objects of type i, j , and k respectively such that X and Z are incident with Y , then X is
incident with Z.
Note that if a geometry has a string diagram, then so does every residue.
After choosing such a total ordering on I , we shall call the objects whose type is minimal in
I points and those objects whose type i is minimal in I − {i} are called lines.
2.2. Automorphism groups and amalgams
Definition 2.3. An automorphism group G of a pre-geometry Γ is a group of permutations of
the collection of objects that preserves type and incidence. We call G flag-transitive if for any
J ⊆ I , G is transitive on the collection of J -flags.
Let G be a flag-transitive group of automorphisms of a geometry Γ over an index set I . Fix a
chamber C. The standard parabolic subgroup of type J ⊆ I is the stabilizer in G of the residue
of type J on C.
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(B,≺) be a meet-semilattice with minimal element 0ˆ in which every maximal chain has length s.
An amalgam over (B,≺) is a collection of groups A = {Aβ | β ∈ B} together with a system
of homomorphisms Φ = {ϕβ,γ :Aβ → Aγ | β ≺ γ } satisfying ϕγ,δ ◦ ϕβ,γ = ϕβ,δ whenever β ≺
γ ≺ δ. The number s is called the rank of A.
The universal completion or amalgamated sum of A is then a group Ĝ whose elements are
words in the elements of the groups in A subject to the relations between the elements of Aβ for
any β ∈ B and in which for each β ≺ γ each a ∈ Aβ is identified with ϕβ,γ (a) ∈ Aγ . We then
have a homomorphism ·ˆ :A→ Ĝ.
We note that for the appropriate choice of (B,≺) this definition of an amalgam and universal
completion coincides with those given in [Se80,Ti86b].
Note 2.5.
(i) For each β ∈ B we have a homomorphism ·ˆ :Aβ → Âβ  Ĝ, which is surjective, but not
necessarily injective.
(ii) For β,γ ∈ B with β ≺ γ we have Âβ  Âγ .
(iii) For β,γ ∈ B we have Âβ∧γ  Âβ ∩ Âγ , but we do not a priori assume equality here.
Example 2.6. Let G be a group acting flag-transitively on a geometry Γ over an index set I .
Let C be a chamber and, for every subset J ⊆ I with |J |  2 let PJ be the standard parabolic
subgroup of type J in G. Then, for M ⊆ K we have the natural inclusion homomorphisms
ϕM,K :PM → PK . Hence A= {PJ | J ⊆ I, |J | 2} is an amalgam over B = {J ⊆ I | |J | 2}
where M ≺ K ⇔ M ⊂ K . For the universal completion Ĝ of A we clearly have a surjective
homomorphism τ : Ĝ→G.
2.3. Simple connectedness and amalgams
In order to introduce the main tool of this paper, namely Lemma 2.9 we need the notions of
(closed) paths (universal covers), simple connectedness, and the fundamental group.
In [Ti86b,Fo66,Ba80,Qu78] these notions are introduced in the context of (the face poset
of) a simplicial complex in such a way that many classical results, such as can be found in
[Sp81] continue to hold. In the present paper we use definitions geared towards geometries. They
are equivalent to those for the (face poset of) the simplicial complex, called the flag complex
consisting of all flags of Γ ordered by inclusion. For a more extensive treatment of related issues
see e.g. [Ti86a,Pas94].
Let Γ be a connected geometry over the finite set I . A path of length k is a path x0, . . . , xk
in the incidence graph. We do not allow repetitions, that is, xi = xi+1 for all 0 i < k. A cycle
based at an element x is a path x0, . . . , xk in which x0 = x = xk . Two paths γ and δ are homotopy
equivalent if one can be obtained from the other by inserting or eliminating cycles of length 2
or 3. We denote this by γ  δ. The homotopy classes of cycles based at an element x form a
group under concatenation. This group is called the fundamental group of Γ based at x and is
denoted Π1(Γ, x). If Γ is (path) connected, then the isomorphism type of this group does not
depend on x and we call this group simply the fundamental group of Γ and denote it Π1(Γ ). We
call Γ simply connected if Π1(Γ ) is trivial.
R.J. Blok, C. Hoffman / Journal of Algebra 319 (2008) 4662–4691 4667Given k ∈ N1, a k-covering is an incidence and type preserving map π :Γ → Γ , where Γ
and Γ are geometries such that:
(CO1) For any non-empty J -flag F in Γ the fiber π−1(F ) consists of exactly k distinct and
disjoint J -flags.
(CO2) Given a non-empty flag F in Γ and some flag F in Γ such that π(F ) = F , then the
restriction π : Res(F )→ Res(F ) is an isomorphism.
We call Γ a k-cover of Γ .
The key consequence of this definition in terms of proving several classical results on covers
is that they possess the unique path lifting property:
(L) Let x = x0, . . . , xn be a path in Γ and suppose x ∈ Γ satisfies π(x) = x. Then, there is a
unique path x = x0, . . . , xn in Γ such that πxi = xi for all i = 0,1, . . . , n.
We call a cover of Γ universal if it is universal in the category of coverings of Γ and mor-
phisms.
Theorem 2.7. Given a connected geometry Γ and a covering π :Γ → Γ . Then, the space Γ is
universal among all covers of Γ , if and only if Γ is simply connected.
By a general categorical argument, a universal cover for Γ is unique up to isomorphism.
Therefore Γ is its own universal cover if and only if Π1(Γ ) is trivial.
We can use the unique path lifting property to let Π1(Γ ) act on Γ as follows. Let δ =
x0, . . . , xn and x be as in (L) and denote by [δ] the homotopy class of δ. Then we define
[δ] · x0 = xn. This action has the following property (see [Sp81, Chap. 6, Lemmas 1–4] and
[Pas94, Lemma 12.2]).
Lemma 2.8. Let Γ be a geometry with universal cover (Γ ,π) and let x be an object. Then the
fundamental group Π1(Γ ) acts regularly on π−1(x).
In Section 4 we show that for some space Γ we have Π1(Γ ) ∼= Z2. In view of the fact that
Π1(Γ ) is independent of the chosen base point, by Lemma 2.8 this is equivalent to saying that
the universal cover of Γ is a 2-cover.
The following result, which will be referred to as Tits’ lemma, is a consequence of [Ti86b,
Corollaire 1].
Lemma 2.9. Given a group G acting flag-transitively on a geometry Γ . Fix a maximal flag C.
Then G is the universal completion of the amalgam consisting of the standard maximal parabolic
subgroups of G with respect to C if and only if Γ is simply connected.
We conclude this subsection with some methods to show that a geometry Γ is simply con-
nected. This requires showing that any cycle based at a given element x is homotopy equivalent
to a cycle of length 0. We call such a cycle trivial or null-homotopic.
Lemma 2.10. If Γ is a geometry, then any cycle all of whose elements are incident to a given
element A is null-homotopic.
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homotopic. 
Lemma 2.11. Let Γ be a connected, residually connected geometry over a set I and let i, j ∈ I
be distinct. Then, every cycle based at x is homotopy equivalent to a cycle consisting of objects
of type i and j only.
Proof. Let x0, x1, . . . , xn = x0 be a cycle. By transversality we may assume that x0 is an i-
object. We proceed by induction on the number N of objects of type k = i, j . If N = 0 we are
done. Suppose N  1 and let l be minimal so that X = xl has type different from i and j . By
transversality we may assume that xl+1 is of type i or j . By an easy induction argument one
can show that since Γ is residually connected, the incidence graph induced on the collection
X{i,j} of all objects of type i and j incident to X is connected. Let xl−1 = y0, . . . , ym = xl+1
be a path in X{i,j}. Then xl−1, xl, xl+1 and y0, . . . , ym are homotopy-equivalent by Lemma 2.10
since all these objects are incident to X. Thus we can replace x0, x1, . . . , xl, . . . , xn = x0 by the
homotopic path x0, . . . , xl−1 = y0, y1, . . . , ym = xl+1, . . . , xn = x0 which contains only N − 1
objects of type different from i, j . By induction we are done. 
3. A geometry for the symplectic group
Let V be a vector space of dimension n over a field F endowed with a symplectic form s of
maximal rank. We first need some notation to describe how s restricts to the various subspaces
of V . Let ⊥ denote the orthogonality relation between subspaces of V induced by s. Thus, for
U,W  V we have
U ⊥W ⇔ s(u,w)= 0 for all u ∈U,w ∈W.
We write
U⊥ = {v ∈ V ∣∣ s(u, v)= 0 ∀u ∈U} V.
The radical of a subspace U is the subspace Rad(U)=U ∩U⊥. The rank of U is rank(U)=
dimU − dim Rad(U). Note that since s is symplectic, we have s(v, v) = 0 for all v ∈ V and so
V has no anisotropic part with respect to s.
Let 2r = rank(U) and d = dim(U)− 2r . A hyperbolic basis for U is a basis {ei, fj | 1 i 
r + d, 1 j  r} such that
(i) for all 1 i, j  r ,
s(ei, ej )= s(fi, fj )= 0,
s(ei, fj )= δij , and
(ii) {er+i | 1 i  d} is a basis for Rad(U).
Lemma 3.1. Suppose that W  U − Rad(U). Then, any hyperbolic basis for W extends to a
hyperbolic basis for U .
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Lemma 3.2. Suppose that W  U − Rad(U) and r = rank(U). If dim(W) = 2r , then U =
W ⊕ Rad(U) and W is non-degenerate.
Proof. That U = W ⊕ Rad(U) is simple linear algebra. As a consequence, and since
Rad(U)⊥U , we have Rad(W) Rad(U). Thus Rad(W) Rad(U)∩W = {0}. 
The quasi Curtis–Phan–Tits geometry
The quasi-Phan geometry Γ = Γ (V ) is a geometry over I = {0,1, . . . , n − 1} defined as
follows. For i ∈ I , the i-objects, or objects of type i, are the i-spaces U  V − Rad(V ) such that
dim(Rad(U)) 1. More explicitly, since s is symplectic, this means that
dim
(
Rad(U)
)= {0 if i is even,
1 if i is odd.
We say that two objects X and Y are incident whenever X ⊆ Y − Rad(Y ) or vice versa.
Note 3.3. The geometry Γ defined above can also be defined simply using points and (hy-
perbolic) lines. The objects of type i  3 are then generated by i points placed in suitable
configuration (see for instance Lemma 3.2 in Blok [Bl07]). As such these geometries have been
studied by Hall [Ha88,Ha89], Cuypers [Cu94], and Gramlich [G04].
It is not too difficult to see that Sp(V ) is an automorphism group for Γ . In fact, Lemma 5.1
shows that it acts flag-transitively on Γ .
Corollary 3.4. Any hyperbolic basis for V gives rise to a unique chamber of Γ and, conversely,
any chamber gives rise to a (not necessarily unique) hyperbolic basis for V .
Proof. Let C be a chamber. Then, for any two consecutive objects W,U ∈ C ∪ {V } we have
W U − Rad(U). Hence, using Lemma 3.1 repeatedly we find a hyperbolic basis H for V such
that, for any X ∈ C, H ∩X is a hyperbolic basis for X.
Conversely, let H be a hyperbolic basis for V . Set d = dim(Rad(V )). We have H= {ei, fj |
1  i  r + d,1  j  r}. For 1  i  r + d , let h2i−1 = ei and, for 1  j  r , let h2j = fj .
Then, setting Cl = 〈h1, h2, . . . , hl〉V , the collection C = {Cl}n−1l=1 is a chamber of Γ . 
In the remainder of this paper we shall use the following standard setup. Let 2r = rank(V )
and let d = dim(Rad(V )) 1, so that n= 2r + d . We fix a hyperbolic basis
H= {ei, fj | 1 i  r + d, 1 j  r}.
Alternatively we write
H= {hk}nk=1, where
hk =
{
ei if k = 2i − 1,
fj if k = 2j .
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associated to H as in Corollary 3.4. That is, Ck = 〈h1, h2, . . . , hk〉V , for all 1 k  n− 1.
Lemma 3.5. The pre-geometry Γ is transversal and has a string diagram.
Proof. Let F be a flag. Then, for any two consecutive objects W,U ∈ (F ∪ {V }) we have W 
U − Rad(U). Hence, using Lemma 3.1 repeatedly we find a hyperbolic basis H for V such that,
for any X ∈ C, H ∩ X is a hyperbolic basis for X. According to Corollary 3.4, H defines a
unique chamber C. One verifies that F ⊆ C. The natural ordering on I provides Γ with a string
diagram. 
Lemma 3.6. The pre-geometry Γ is connected. More precisely, the collinearity graph of the
{1,2}-shadow geometry has diameter at most 2 with equality if n 3.
Proof. Let X, Z be 1-spaces in V − Rad(V ). If X and Z span a non-degenerate 2-space, then
we are done. In particular, if n= 2, then this diameter is 1.
Other wise let W be a point on 〈X,Z〉 different from X and Z. In case 〈X,Z〉 ⊇ Rad(V ),
let W = Rad(V ). Since V/Rad(V ) is non-degenerate, there is a point Y in W⊥ that is not in
〈X,Z〉⊥. Then clearly X,Z ⊆ Y⊥ and so X,Y,Z is a path in Γ from X to Z. Thus the collinear-
ity graph of the {1,2}-shadow geometry has diameter at most 2. Clearly equality holds. 
3.1. Residual geometries
Let C = {Ci}i∈I be the standard chamber of Γ associated to the hyperbolic basisH. For every
J ⊆ I the standard residue of type J , denoted RJ , is the residue of the (I − J )-flag {Ci}i∈I−J .
Let
⊎M
m=1 Jm be the partition of J into maximal contiguous subsets. (We call K ⊆ I contiguous
if, whenever i, k ∈K and i < j < k, then j ∈K .)
In this case, RJ = RJ1 × RJ2 × · · · × RJM since Γ has a string diagram. It now suffices to
describe RJ , where J is contiguous. Let a = minJ and let b = maxJ . There are two cases
according as a is even or odd.
For odd a, the residue is the geometry Γ (Cb+1/Ca−1) ∼= Γ ((C⊥a−1 ∩ Cb+1)/Ca−1) of rank
b − a + 2. We set C0 = {0} and Cn = V for convenience.
For even a, we may assume that V = (C⊥a−2 ∩Cb+1)/Ca−2 and that a = 2. Thus we need to
describe the residue of C1. We will show that ResΓ (C1) is isomorphic to a geometry Π(p,H)
defined as follows.
Definition 3.7. Note that dim(Rad(V )) 1. Let p be a 1-dimensional subspace of V − Rad(V )
and let H be some complement of p in V containing Rad(V ). Note that Rad(H) if it is non-
trivial, is not contained in p⊥. Namely, Rad(H)∩ p⊥ ⊆ Rad(V ), which is 0 if dim(V ) is even.
Then we define Π(p,H) to be the geometry on the following collection of subspaces of H :{
U H
∣∣ Rad(V ) ⊆U, dim(Rad(U)) 2 and Rad(U)= {0} or Rad(U) ⊆ p⊥}.
Let U and W be in Π(p,H) with dimU < dimW . We say that U is incident to W if either
dim(W) is odd and U ⊆W or dim(W) is even and U ⊆W − Rad(W ∩ p⊥).
More precisely, the objects are subspaces U H not containing Rad(V ) with the following
properties
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(2) If U is even-dimensional then U is either non-degenerate or Rad(U) has dimension 2 and is
not contained in p⊥.
Lemma 3.8. The map given by
ϕ : ResΓ (p)→Π(p,H),
X →X ∩H
is an isomorphism.
Proof. We first show that X ∈ ResΓ (p) if and only if X ∩ H ∈ Π(p,H). Note that since
p is isotropic, p⊥ ∩ H is a codimension 1 subspace of H . Note that if X ∈ ResΓ (p), then
since X ∈ Γ , Rad(V ) ⊂ X. Moreover X ∩ H is a complement of p in X so Rad(X ∩ H)
cannot have dimension more than two. Also Rad(X ∩ H) ∩ p⊥  Rad(X) and so if X is even-
dimensional Rad(X∩H)∩p⊥ = {0} and if X is odd-dimensional and X∩H is degenerate then
Rad(X ∩H) ⊆ p⊥.
Conversely if U ∈Π(p,H) it is easy to see that X = 〈U,p〉 is in ResΓ (p). Indeed if U is odd-
dimensional, since p is not perpendicular to Rad(U), the space X is non-degenerate. If U is even-
dimensional and non-degenerate then the space X is of maximal possible rank, p is not in Rad(X)
and Rad(V ) ⊆ X. Finally, if U is even-dimensional and Rad(U) has dimension 2, then, since p
is not perpendicular to the whole of Rad(U), we have Rad(X)= Rad(U)∩p⊥ = Rad(V ), p and
so X ∈ ResΓ (p).
Suppose that X and Y are incident elements of ResΓ (p) and dim(X) < dim(Y ). If dim(Y )
is even then incidence is containment in both geometries. If dim(Y ) is odd then we need to
prove that Rad(Y ) ⊆ X iff Rad(Y ϕ ∩ p⊥) ⊆ Xϕ . We note that for any Z ∈ ResΓ (p), we have
Rad(Z)ϕ = Rad(Zϕ ∩ p⊥) and so the conclusion follows. 
Lemma 3.9. Two points p1, p2 of Π(p,H) are collinear iff Rad(V ) ⊆ 〈p1,p2〉. In particular if
dim(V ) is even then the collinearity graph of Π(p,H) is a complete graph and if dim(V ) is odd
then the collinearity graph has diameter two.
Proof. If p1, p2 are two points in Π(p,H), then 〈p1,p2〉 is either totally isotropic but not
contained in p⊥ or non-degenerate. So this is a line of Π(p,H) if and only if Rad(V ) ⊆ 〈p1,p2〉.
Therefore the conclusion follows. 
Lemma 3.10. The pre-geometry Γ is residually connected.
Let J ⊆ I and let RJ be the residue of the (I − J )-flag {Ci}i∈I−J . Let ⊎Mm=1 Jm be the
partition of J into contiguous subsets. If M  2, then the residue is connected since it is a direct
product of geometries. Otherwise, the residue is isomorphic to Γ (V ) for some vector space V of
dimension at least 3, or to Π(C1,H) inside some Γ (V ) for some vector space V of dimension
at least 4. Thus the connectedness follows from Lemmas 3.6 and 3.9.
Corollary 3.11. The pre-geometry Γ is a geometry with a string diagram.
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residually connected. 
4. Simple connectedness
In this section we prove that the geometry Γ and all of its residues of rank at least 3 are simply
connected. Note that Γ and all its residues are geometries with a string diagram. Therefore by
Lemma 2.11 it suffices to show that all point-line cycles are null-homotopic.
Lemma 4.1. If |F| 3 or dim(V ) is even, then any point-line cycle of Γ is null-homotopic.
Proof. Let γ be a point-line cycle based at a point x. We identify γ with the sequence x0, . . . , xk
of points on γ (so γ is in fact a 2k-cycle). We show by induction on k that γ is null-homotopic.
If k  3, then U = 〈x0, x1, x2〉V is non-isotropic as it contains the hyperbolic line 〈x0, x1〉V .
If Rad(V ) ⊆U , then it is an object of the geometry and so by Lemma 2.10, γ is null-homotopic.
If Rad(V ) ⊆ U , then since |F|  3 there is a point x such that x is collinear to x0, x1, and x2.
Namely, consider the points Rad(V )xi in the non-degenerate space V/Rad(V ). These are 3
distinct points on the non-degenerate 2-space U/Rad(V ). Take a fourth point y on this line.
Since V/Rad(V ) is non-degenerate, there is a point x orthogonal to y but not to any other point
on U/Rad(V ).
Now let k  4. If two non-consecutive points xi and xj in γ are collinear, then let γ1 =
δ1 ◦ δ2 ◦ δ−11 and γ2 = δ1 ◦ δ3, where
δ1 = x0, . . . , xi,
δ2 = xi, xi+1, . . . , xj−1, xj , xi,
δ3 = xi, xj , . . . , xk.
Clearly γ1◦γ2 is homotopic to γ . Also, the cycles δ2 and γ2 are both shorter than γ . By induction,
δ2 and γ2 are null-homotopic and hence so are γ1 and γ itself.
Therefore we may assume that no two non-consecutive elements in γ are collinear. In par-
ticular x1 ⊥ xk−1 and xk−2 ⊥ x0. The line 〈xk−1, xk〉V has at least three points. Take any
y ∈ 〈xk−1, xk〉 − {xk−1, xk}. Then, y ⊥ x1, xk−2. Thus, since x1 ⊥ xk = x0 and x1 ⊥ xk−1, the
point y is collinear to x1. By the same reasoning y is collinear to xk−2.
Now let γ1 = δ1 ◦ δ2 and γ2 = δ−12 ◦ δ3 ◦ δ2 and γ3 = δ−12 ◦ δ4 ◦ δ2, where
δ1 = x0, x1, y,
δ2 = y, x0,
δ3 = y, x1, x2, . . . , xk−2, y,
δ4 = y, xk−2, xk−1, y.
Then,
γ  γ1 ◦ γ2 ◦ γ3  γ2  0,
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since γ2  0 by induction. 
Proposition 4.2. The geometry Γ is simply connected.
Proof. First of all, Γ is connected by Lemma 3.6. Thus it suffices to show that any cycle is
null-homotopic. By Lemma 2.11 such a cycle is homotopic to a point-line cycle. Finally, by
Lemma 4.1 point-line cycles are null-homotopic and the result follows. 
4.1. Residual geometries
We shall now prove that, apart from one exception, all residues of rank at least 3 are simply
connected. As we saw above any residue is either isomorphic to Γ (V ) for some V , or to Π(p,H)
for some point p inside Γ (V ) for some V or it is a direct product of such geometries and possibly
rank 1 residues.
We already proved that Γ (V ) is simply connected. We shall now prove that, apart from one
exception, Π(p,H) is a simply connected geometry. By Lemma 3.9, if n is even, then the
collinearity graph of Π(p,H) is a complete graph and so we only have to show that all tri-
angles are null-homotopic. If n is odd, then the diameter of the collinearity graph is 2 and so all
k-cycles can be decomposed into cycles of length 3, 4, and 5.
Lemma 4.3. Suppose that dim(V ) is odd. Then any cycle of length 4 or 5 can be decomposed
into triangles.
Proof. We first note that two points p1 and p2 are at distance 2 only if 〈p1,p2〉 ⊇ Rad(V ).
Therefore, if p1, p2, p3, p4 is a 4-cycle, then Rad(V ) ⊆ 〈p1,p3〉, 〈p2,p4〉. Since |F| 2 there
exists a line L on Rad(V ) different from these two lines and any point of L− p⊥ is collinear to
all of p1, p2, p3, p4. Thus we decompose the 4-cycle into triangles. Now suppose p1, p2, p3,
p4, p5 is a 5-cycle. Then Rad(R) lies on at most 1 of p1p3 and p1p4 and so one of these lines is
in fact a line of the geometry. Thus, we can decompose the 5-cycle into shorter cycles. 
Lemma 4.4. Consider a hyperplane W of H . If dim(V ) is even, then W ∈ Π(p,H). If dim(V )
is odd, then W ∈Π(p,H) if and only if Rad(V ) ⊆W .
Proof. Let dim(V ) be even and let S = Rad(H). Then dim(S)= 1 and S ⊆ p⊥. If S ⊆W , then
W is non-degenerate and so it belongs to Π(p,H). If S ⊆ W , then S ⊆ Rad(W), which has
dimension 2 and so Rad(W) ⊆ p⊥. So again W ∈Π(p,H).
Now let dim(V ) be odd and let R = Rad(V ). Then R ⊆ Rad(H), which has dimension 2
and is not included in p⊥. Now since W is a hyperplane of H it either contains Rad(H) or it
intersects it in a 1-dimensional space. In the former case, R ⊆ Rad(W) and W /∈Π(p,H). In the
latter case, either R ⊆ Rad(W) and W /∈Π(p,H), or Rad(W) ⊆ p⊥ and W ∈Π(p,H). 
Lemma 4.5. If dim(V ) is odd, then any triangle of Π(p,H) is null-homotopic.
Proof. Take a triangle on the points p1, p2, p3. Note that this means that R = Rad(V ) does not
lie on any of the lines pipj . Let U = 〈p1,p2,p3〉. We have two cases: (1) R ⊆ U . Then pick
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since dim(W) is odd it is incident to each of the lines pipj .
(2) R ⊆ U . Let S be a point of Rad(H) − R. Then S ⊆ p⊥. Also note that for any i and j ,
pi,pj , S is a triangle of type (1), so the triangle p1,p2,p3 is null-homotopic. 
Lemma 4.6. Suppose dim(V ) 7 or |F| 3. Then any triangle of Π(p,H) is null-homotopic.
Proof. If dim(V ) is odd, then we are done by Lemma 4.5. So now let dim(V ) = n be even. Let
Q = Rad(H). Take a triangle on the points p1, p2, p3 and let U = 〈p1,p2,p3〉. If U is a plane,
then we are done by Lemma 2.10. From now on assume this is not the case. So U is either totally
isotropic, or it has rank 2 and T = Rad(U) is contained in p⊥ ∩H .
Let L = U ∩ p⊥. For 1 i < j  3, let Lij = pipj and qij = Lij ∩L. Our aim is to find an
object W of Π(p,H) that is incident to all lines Lij . Then, by Lemma 2.10 we are done.
Suppose we can find a point r in p⊥ ∩H such that r⊥ ⊇ L. For such a point let W = 〈r⊥ ∩
p⊥ ∩ H,U 〉. First note that dim(r⊥ ∩ p⊥ ∩ H) = n − 3. This is because p⊥ ∩ H is a non-
degenerate symplectic space of even dimension n− 2. Clearly r⊥ ∩ p⊥ ∩H has radical r .
Note that L ⊆ r⊥ ∩ p⊥ ∩H . Also, since U ⊆ p⊥ ∩H and U ∩ p⊥ = L we have U ∩ (W ∩
p⊥)= L and W ∩ p⊥ = r⊥ ∩ p⊥ ∩H . Hence W = 〈(W ∩ p⊥),U 〉 and so dim(W)= dim(W ∩
p⊥)+ dim(U)− dim(L)= n− 2. Thus W is an object of Π(p,H) by Lemma 4.4 as required.
We now show that we can find such a point r that is different from q12, q13, and q23. Then,
since r = Rad(W ∩ p⊥), all lines Lij are incident to W as required.
There are two cases. (1) n = 6 and |F|  3. Since |F|  3 we can find a point r ∈ L −
{q12, q13, q23}. Note that L is totally isotropic and so L⊆ r⊥, as required.
(2) n 7. Note that in this case in fact n 8 since we assume that n is even. We find a point r
in L⊥ ∩p⊥ ∩H −L. This is possible since p⊥ ∩H is non-degenerate and L is a 2-space so that
dim(L⊥ ∩ p⊥ ∩H)= (n− 2)− 2 4 > dim(L)= 2. Again we have found r as required. 
Proposition 4.7. If |F| 3 then the residues of rank at least 3 are simply connected.
Proof. Let J ⊆ I and let RI−J be the residue of the J -flag {Cj }j∈J . Set r = |I − J |. Let⊎M
m=1 Im be the partition of I − J into contiguous subsets. If M  2, then the residue is a
direct product of two geometries, at least one of which is a residue of rank at least 2. Such rank
2 residues are connected by Lemma 3.10. Therefore R is simply connected in this case. Other-
wise, the residue is isomorphic to Γ (V ) for some vector space V of dimension at least 3, or to
Π(p,H) for some point p inside some Γ (V ) for some vector space V of dimension at least 4.
Therefore the simple connectedness follows from Lemmas 4.6, 4.5 and Proposition 4.2. 
4.2. The exceptional residue
We are now left with the intriguing case n = 6, |F| = 2. Let us first describe the geometry
Π(p,H). The points are the 16 points of H − p⊥. The lines are those lines of H not contained
in p⊥. Thus there are two types of lines, totally isotropic and hyperbolic ones. Each line has
exactly two points and any two points are on exactly one line.
The planes of Π(p,H) are those non-isotropic planes of H whose radical is not contained
in p⊥. Such a plane has rank 2 and its radical is a point of Π(p,H), i.e. it is in H − p⊥. Each
plane has exactly 4 points. A plane may or may not contain Rad(H). Any point or line contained
in a plane is incident to that plane.
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a radical of dimension 2 that is not contained in p⊥. A 4-space W is incident to all 8 points
it contains and is incident to any line or plane it contains that does not pass through the point
Rad(W ∩ p⊥). Thus in fact W is incident to all planes Y of Π(p,H) contained in W . Namely,
if Rad(W ∩p⊥) Y , then p⊥ ∩ Y is a totally isotropic line, implying that Rad(Y ) p⊥, a con-
tradiction.
The geometry Π(p,H) is not simply connected. To see this, we construct a simply connected
rank 4 geometry Π(p) which is a degree two cover of Π(p,H). Let us now describe the geom-
etry Π(p). A point q ∈ Γ is a point of Π(p) if the line pq is non-degenerate. In particular the
points of Π(p,H) are among the points of Π(p). We construct a map, which on the point set of
Π(p) is given by
ψ :Π(p)→Π(p,H),
q → 〈p,q〉 ∩H.
This map is two-to-one and for any q ∈ Π(p,H) we set q− = q and denote by q+ the point of
Π(p) such that ψ−1(q)= {q−, q+}. We extend this notation to arbitrary point sets S of Π(p,H)
by setting S = {q | q ∈ S} for  = ±.
We now note that every object of Π(p,H) can be identified with its point-shadow. It follows
from the above description of Π(p,H) however that inclusion of point-shadows does not always
imply incidence.
In order to describe Π(p), we shall identify objects in Π(p,H) and Π(p) with their point-
shadow. We denote point-shadows by roman capitals. If we need to make the distinction between
objects and their point-shadows explicit, we will use calligraphic capitals for the objects and the
related roman capitals for their point-shadows. Thus X may denote an object of Π(p,H) (or
Π(p)) whose point-shadow is X.
For any object X of Π(p,H) we will define exactly two objects X− and X+ in Π(p) such
that ψ(X−)=ψ(X+)=X as point-sets. We then define objects X and Y of Π(p) to be incident
whenever X ⊆ Y or Y ⊆X and ψ(X ) and ψ(Y) are incident in Π(p,H).
We shall obtain X− and X+ by defining a partition X0 unionmultiX1 of the point-set of X and setting
X+ =X+0 unionmultiX−1 and X− =X−0 unionmultiX+1 .
First let X be a line. If X is non-degenerate, then X0 = X and X1 = ∅ so that X+ = X+
and X− = X−. If X is isotropic, then X = {x0} and X1 = {x1} so that X− = {x−0 , x+1 } and
X+ = {x+0 , x−1 }.
Next, let X be a plane. Then X0 = {Rad(X)} and X1 = X − X0. Note that for every line Y
incident to X the partition Y0 unionmulti Y1 agrees with the partition X0 unionmultiX1. Hence if Y is a line and X
is a plane in Π(p) such that ψ(Y) is incident to ψ(X ), then either Y ⊆X or Y ∩X = ∅.
Finally, let X be a 4-space. Let r = Rad(X ∩ p⊥). Note that the projective lines Li (i =
1,2,3,4) of X on r meeting H − p⊥ are not incident to X in Π(p,H).
First let X be non-degenerate. Then Li is non-degenerate for all i. For i = 1,2,3,4, let Li =
{r,pi, qi} such that qi = p⊥1 ∩Li for i = 2,3,4. Note that this implies the fact that if i = j , then
pi ⊥ qj but qi ⊥ qj and pi ⊥ pj . Then X0 = {p1, . . . , p4} and X1 = {q1, . . . , q4}. We now claim
that for every line Y incident to X the partition Y0 unionmulti Y1 agrees with X0 unionmulti X1. Thus we must
show that if Y is non-degenerate, then Y ⊆X0 or Y ⊆X1 and if Y is isotropic, then Y intersects
X0 and X1 non-trivially. First, since X is non-degenerate, the lines qiqj are all non-degenerate
for 2  i < j  4. Moreover, q1qi is non-degenerate as well, for i = 2,3,4 since otherwise Li
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by interchanging the pi ’s for qi ’s we see that pipj is non-degenerate for all 1  i < j  4.
Considering the non-degenerate lines Li and Lj we see that piqj must be isotropic for all 1
i = j  4. We have exhausted all lines incident to X and it is clear that the claim holds.
If X is degenerate, then it has a radical R = Rad(X) of dimension 2 passing through the
radical r = Rad(X ∩ p⊥). In this case the lines Li are all totally isotropic. Let R = L1. Then
X0 = {p1, q1} and X1 = {pi, qi | i = 2,3,4}. We now claim that for every line Y incident to
X the partition Y0 unionmulti Y1 agrees with X0 unionmulti X1. Clearly every line meeting X0 and X1 is totally
isotropic. Next consider a line Y meeting Li and Lj in X1. If Y were totally isotropic, then
X = 〈L1,Li,Lj 〉 is totally isotropic, a contradiction. We have exhausted all lines incident to X
and it is clear that the claim holds.
Next we claim that for every plane Y incident to X the partition Y0 unionmultiY1 agrees with X0 unionmultiX1.
First note that Y does not contain Rad(X∩p⊥), because that would make Y ∩p⊥ totally isotropic
and Rad(Y )  p⊥ contrary to the description of planes of Π(p,H). As a consequence, if L is
a line incident to Y , then it does not meet Rad(X ∩ p⊥) and so is incident to X as well. Hence
since for every line L incident to Y , the partition L0 unionmulti L1 agrees with the partition X0 unionmultiX1 as
well as with the partition Y0 unionmulti Y1, also the latter two partitions agree. We can conclude that if Y
is a point, line or plane and X is a 4-space of Π(p) such that ψ(Y) and ψ(X ) are incident, then
either Y ⊆X or Y ∩X = ∅.
Let Ψ be the extension of ψ to the entire collection of objects in Π(p).
Lemma 4.8.
(a) The map Ψ :Π(p) → Π(p,H) is 2-to-1 on the objects. For any object X of Π(p,H), if
Ψ−1(X )= {X−,X+}, then ψ−1(X)=X− unionmultiX+.
(b) Two objects X and Y of Π(p) are incident if and only if Ψ (X ) and Ψ (Y) are incident and
X ∩ Y = ∅.
(c) For any non-empty flag F• in Π(p), the map Ψ : Res(F•)→ Res(Ψ (F•)) is an isomorphism
of geometries.
(d) The map Ψ :Π(p)→Π(p,H) is a 2-cover.
(e) The pre-geometry Π(p) is transversal.
Proof. (a) This clear from the construction of Π(p).
(b) By definition of incidence in Π(p), X and Y can only be incident if Ψ (X ) and Ψ (Y)
are incident. The preceding discussion has shown that in this case either X ∩ Y = ∅ or X ⊆ Y or
Y ⊆X. Now X and Y are defined to be incident precisely in the latter case.
(c) Let X• and Y• denote objects of Π(p). Also, let X = Ψ (X•), Y = Ψ (Y•) and F = Ψ (F•).
By definition of the objects in Π(p), ψ :X• → X is a bijection of points. Therefore if Y is
incident with X , then X• is incident with exactly one object in Ψ−1(Y). Let Y be incident
with F . Then by the same token F• is incident with at most one object in Ψ−1(Y). We now show
that there is at least one such object. Suppose that Y• is incident to at least one object Z• of F•.
Without loss of generality assume Y• ⊆ Z•. If X• is an element of F• and Z• ⊆ X• then Y• is
incident to X• as well. Now assume X• ⊆ Z•. Since X and Y are incident, Y• must be either
incident to X• or to the object in Ψ−1(X ) different from X•. In the latter case it follows that Z•
is incident to both objects in Ψ−1(X ), a contradiction. A similar argument holds when Z• ⊆ Y•.
We conclude that Ψ : Res(F•)→ Res(F ) is a bijection. Clearly incidence is preserved by Ψ , but
we must show the same holds for Ψ−1 : Res(F )→ Res(F•). Let X ,Y ∈ Res(F ) be incident and
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q ∈X• ∩ Y• and by (b) we find that X• and Y• are incident.
(d) This follows from (a) and (c).
(e) This is immediate from (c). 
Lemma 4.9. The pre-geometry Π(p) is connected. Any two points are at distance at most 2,
except the points Rad(H)±, which are at distance 3 from one another.
Proof. Let  ∈ {+,−}. Let Q= Rad(H). Then for any point q =Q, since the line qQ is totally
isotropic, Q is collinear to q− but not to q . In particular any two points with the same sign
are at distance at most 2. It is also clear that Q+ and Q− have no common neighbors and are at
distance at least 3.
Now consider two points q1, q2 = Q. If the line q1q2 is totally isotropic, then q1 is collinear
to q−2 in Π(p). If the line q1q2 is non-degenerate, we claim that there exists q3 ∈Π(p,H) with
q1 ⊥ q3 ⊥ q2. Namely, we must show that q⊥1 − (q⊥2 ∪p⊥) = ∅. However, this is clear since both
p⊥ and q⊥2 define proper hyperplanes of the 4-space q⊥1 . Since no linear subspace of V is the
union of two of its hyperplanes our claim follows. In Π(p) we find both q1 and q
−
2 collinear to
q−3 so again q1 and q2 are at distance at most 2.
Finally consider Q+ and Q−. Let q1 be a point of Π(p,H) and let q2 be a point of Π(p,H)
in q⊥1 − {Q}. Then Q−, q+1 , q−2 , Q+ is a path of length 3. 
Lemma 4.10. The pre-geometry Π(p) is residually connected.
Proof. By Lemma 4.9, Π(p) is connected so it suffices to show that every residue of rank at
least 2 is connected. This follows immediately from Lemmas 4.8 and 3.10. 
Lemma 4.11. The pre-geometry Π(p) is a geometry with a string diagram.
Proof. By Lemma 4.8 it is transversal and by Lemma 4.10 it is residually connected. Therefore
it is a geometry. That it has a string diagram is clear since it is a cover of Π(p,H), which does
have a string diagram. 
Lemma 4.12. The geometry Π(p) is simply connected.
Proof. By Lemma 4.11 and 2.11 it suffices to show that any point-line cycle is null-homotopic.
Let Q = Rad(H). For any point q ∈ Π(p,H), let q∗ denote one of q+, q−. We claim that
any k-cycle with k  5 can be decomposed into triangles, quadrangles, and pentagons. Namely,
let γ = q∗1 , q∗2 , . . . , q∗k , q∗1 be a k-cycle in Π(p). If q1 and q4 are not both Q, then they are at
distance at most 2 by Lemma 4.9 and so we can decompose γ as (q∗1 , q∗2 , q∗3 , q∗4 ) ◦ δ ◦ δ−1 ◦
(q∗4 , . . . , q∗k , q∗1 ), where δ is a path from q∗1 to q∗4 of length at most 2. Thus we can decompose
the k-cycle into a (k − 1)-cycle and a quadrangle or pentagon. If q1 and q2 are both Q, then
replacing q1 and q4 by q2 and q5, we can again decompose the k-cycle into a (k − 1)-cycle and
a quadrangle or pentagon.
We shall now analyze the triangles, quadrangles, and pentagons case by case.
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The points of a triangle q∗1 , q∗2 , q∗3 either all have the same sign or one has a sign different
from the others. Note that a point that is collinear to another point with the same sign cannot
cover Q. In both cases X = 〈q1, q2, q3〉 has dimension 3. Also, X is non-isotropic because at
least one of the lines is. We will show that r = Rad(X) does not lie in p⊥. In the former case
q1, q2, q3 form a triangle in Π(p,H) whose lines are non-degenerate. In particular r does not
lie on any of these lines. The three remaining points on these lines are X ∩ p⊥. In the latter case
this is because r is covered by the point of the triangle with the deviating sign. Thus X is a plane
of Π(p,H) and q∗1 , q∗2 , q∗3 belong to a plane of Π(p).
Quadrangles
Next we consider a quadrangle q∗1 , q∗2 , q∗3 , q∗4 . There are four cases. Let  ∈ {+,−}.
(1) All points have the same sign, say . As we saw with the triangles, none of these is Q .
Hence Q− is connected to all 4 points and so the quadrangle decomposes into triangles.
(2) All points but one, have the same sign, say +. Note that again the points on the same
level do not cover Q, but are all collinear to Q−. This decomposes the cycle into triangles and a
quadrangle with two points of each sign.
(3) There are two points of each sign and these points are consecutive. Without loss of gen-
erality let q−1 , q
−
2 , q
+
3 , q
+
4 be the quadrangle. We first note that the points q1, q2, q3, q4 are
all distinct. This is because no point of Π(p) is collinear to both covers of the same point in
Π(p,H). Also note that q1q4 and q2q3 are totally isotropic, but q1q2 and q3q4 are not. We may
also assume that q1q3 and q2q4 are non-degenerate, for otherwise we can decompose the quad-
rangle into triangles. Consider the space Y = q⊥1 ∩ q⊥2 ∩H . It is a 3-dimensional space of rank
2 whose radical is Q. Now both q⊥3 ∩ Y and q⊥4 ∩ Y are lines of Y through Q. Note that p⊥ ∩ Y
is a line of Y not through Q. Hence there is a point q ∈ Y − q⊥3 − q⊥4 − p⊥. We find that q+
is collinear to all points on the quadrangle q−1 , q
−
2 , q
+
3 , q
+
4 , which therefore decomposes into
triangles.
(4) There are two points of each sign and these points are not consecutive. Without loss of
generality let q−1 , q
+
2 , q
−
3 , q
+
4 be the quadrangle. Let X = 〈q1, q2, q3, q4〉. We first note that
we can assume that the points q1, q2, q3, q4 are all distinct. No two consecutive ones can be
the same so if for example q1 = q3 then the quadrangle is just a return. Hence dim(X) = 3,4.
Note that if either q1q3 or q2q4 is non-degenerate, then we can decompose the quadrangle into
triangles. Therefore all lines qiqj are totally isotropic and it follows that X is a totally isotropic
3-space. This means that Q = qi for some i, which we may assume to be 4. Consider a totally
isotropic 3-space Y on q2q4 different from X. Then q2q4 and p⊥ ∩ Y are intersecting lines of Y
and so there is a point q ∈ Y − q2q4 − p⊥. Note that q ⊥ q1, q3 for otherwise 〈q,X〉 is a totally
isotropic 4-space. We find that q− is collinear to all points of the quadrangle q−1 , q
+
2 , q
−
3 , q
+
4 ,
which therefore decomposes into triangles.
Pentagons
We first note that we may assume that a pentagon has no more than 2 consecutive points of
the same sign. If it contains 4 or more of sign , then these points are all collinear to Q− which
then yields a decomposition of the pentagon into triangles and quadrangles. If it contains exactly
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pentagon that contains no more than 2 consecutive points at the same level.
Therefore we may assume without loss of generality that the pentagon is q−1 , q
−
2 , q
+
3 , q
−
4 , q
+
5 .
If the point q4 = Q then we can pick q ′4 to be the fourth point of 〈q3, q4, q5〉 − p⊥ and decom-
pose the pentagon into the quadrangle q ′−4 , q
+
5 , q
−
4 , q
+
3 and the pentagon q
−
1 , q
−
2 , q
+
3 , q
′−
4 , q
+
5 .
We therefore can assume that q4 = Q. Moreover modifying this pentagon, if necessary, by the
quadrangle q−2 , q
+
3 , q
−
4 ,Q
+
, we may assume that q3 =Q. But then q+3 is collinear to q−1 as well
and we can decompose the pentagon into the triangle q−1 , q
−
2 , q
+
3 and the quadrangle q
−
1 , q
+
3 ,
q−4 , q
+
5 . 
Corollary 4.13. If |F| = 2 and n= 6 then the fundamental group of Π(p,H) is Z/2Z.
Proof. The geometry Π(p,H) has a 2-cover Π(p) by Lemma 4.8. This 2-cover is simply con-
nected by Lemma 4.12. Therefore Π(p) is the universal cover of Π(p,H) and the fundamental
group is Z/2Z. 
5. The group action
5.1. The classical amalgam
In this section we shall prove that G = Sp(V ) is the universal completion of subgroups of
small rank. Our first aim is to prove Theorem 5.3 using Tits’ Lemma 2.9. To this end, we proved
in Section 4 that the geometry Γ is simply connected. The other result we shall need is the
following.
Lemma 5.1. The symplectic group Sp(V ) acts flag-transitively on Γ .
Proof. Let F1 and F2 be two flags of the same type. We prove the lemma by induction on
|F1| = |F2|. Let Mi be the object of maximal type in Fi for i = 1,2. These objects have the same
isometry type since their dimensions are equal. Since neither of them intersects R = Rad(V ), by
Witt’s theorem (see e.g. [Ta92]) there is an isometry g ∈ Sp(V ) with gM1 =M2.
By induction, there is an element in Sp(M2) sending gF1 to F2. Again by Witt’s theorem, this
local isometry can be extended to an isometry h ∈ Sp(V ). Thus, the element hg ∈ Sp(V ) sends
F1 to F2, as desired. 
Definition 5.2. Our next aim is to describe the stabilizers of flags of Γ in G = Sp(V ). Let
I = {1,2, . . . , n − 1}. Let C = {Ci}i∈I be a chamber of Γ . For any J ⊆ I , let RJ be the J -
residue on C and let FJ be the flag of cotype J on C. We set
PJ = StabG(RJ ),
B = StabG(C).
Note that PJ = StabG(FJ ) and B = P∅ =⋂J⊆I PJ . The group B is called the Borel group for
the action of G on Γ .
Theorem 5.3. The group Sp(V ) is the universal completion of the amalgam of the maximal
parabolic subgroups for the action on Γ .
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is simply connected and now the result follows from Tits’ Lemma 2.9. 
Corollary 5.4. The parabolic subgroup PJ acts flag-transitively on the residue RJ .
Proof. This follows immediately from Lemma 5.1 and the definition of PJ and RJ . 
Theorem 5.5. Assume |F|  3. Let J ⊆ I with |J |  3. Then, the parabolic PJ of Sp(V ) is
the universal completion of the amalgam {PJ−{j} | j ∈ J } of rank (r − 1) parabolic subgroups
contained in PJ .
Proof. The group PJ acts flag-transitively on the residue RJ by Corollary 5.4. By Proposi-
tion 4.7 the residue RJ is simply connected if |J |  3. Again the result follows from Tits’
Lemma 2.9. 
Corollary 5.6. Let |F|  3 and dim(V )  4. Then, Sp(V ) is the universal completion of the
amalgam A2 = {PJ | |J | 2} of rank  2 parabolic subgroups for the action on Γ .
Proof. This follows from Theorems 5.3 and 5.5 by induction on the rank. 
The remainder of this paper is devoted to replacing even the rank  2 parabolics in the amal-
gamation result above by smaller groups.
5.2. Parabolic subgroups
In this section we analyze the parabolic subgroups of rank  2 of Sp(V ), where V is non-
degenerate over a field F with |F| 3. These are the groups in the amalgamA2 of Corollary 5.6.
In order to study these groups in some detail we will use the following setup. Let n = 2r and
H= {ei, fj | 1 i  r,1 j  r} be a hyperbolic basis corresponding to C as in Corollary 3.4.
That is, if we relabel H such that
h2i−1 = ei for 1 i  r,
h2j = fj for 1 j  r,
then, C = {Cl}l∈I , where Cl = 〈h1, h2, . . . , hl〉V . For i = 1,2, . . . , r , let Hi = 〈ei, fi〉V We will
use this setup throughout the remainder of the paper.
Let
E =
(
0 1
−1 0
)
.
The matrix defining the symplectic form with respect to the basis H is
S =
⎛⎜⎜⎜⎜⎝
E 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 E
⎞⎟⎟⎟⎟⎠ .
R.J. Blok, C. Hoffman / Journal of Algebra 319 (2008) 4662–4691 4681Since the Borel group is contained in all parabolic subgroups, even the ones of rank  2, we
must know exactly what it looks like.
Lemma 5.7. We have
B ∼= (F  GL1(F))(n/2)
where, for j = 1,2, . . . , r , F  GL1(F) is realized on 〈ej , fj 〉 as
Bj =
{(
aj bj
0 a−1j
) ∣∣∣ aj ∈ F∗, bj ∈ F} .
Also, the kernel of the action of G on Γ is H = {±1}.
Proof. First note that if n= 2, then G= SL2(F) and the stabilizer of C is the usual Borel group
B1 =
{(
a1 b1
0 a−11
) ∣∣∣ a1 ∈ F∗, b1 ∈ F} .
Clearly, B1 ∼= F  GL1(F).
Now let n  3. We observe that, if g ∈ G stabilizes C, then it also stabilizes C⊥l ∩ Cm for
any 1  l  m  n − 1. Hence, g stabilizes the subspaces spanned by ei and it stabilizes the
subspaces spanned by {ei, fi} for all 1 i  r . Thus
g =
⎛⎜⎜⎜⎜⎝
g1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 gr
⎞⎟⎟⎟⎟⎠
where if j = 1,2, . . . , r we have
gj =
(
aj bj
0 a−1j
)
for some aj ∈ F∗ and bj ∈ F.
The kernel of the action is given by
⋂
x∈G xBx−1. This means that if g is described as above,
then, for all 1  j  r we have bj = 0 and aj = a−1j = a for some fixed a ∈ F∗. This means
a = ±1. The result follows. 
We now focus on the parabolic subgroups of rank  2. Since we want to make a distinction
between the various rank  2 parabolic subgroups, we shall give them an individual name.
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Sj = P2j−1 for 1 j  r,
Mi = P2i for 1 i  r − 1,
Sij = P2i−1,2j−1 for 1 i < j  r,
Mij = P2i,2j for 1 i < j  r − 1,
Qij = P2i,2j−1 for 1 i  r − 1 and 1 j  r.
Thus the collection of groups in the amalgam A2 is {Mi,Sj , Sjl,Mik,Qij | 1  i, k  r − 1
and 1 j, l  r}.
Definition 5.9. In order to describe the groups in A2 abstractly and as matrix groups we define
the following matrix groups:
M =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
a1 b1 0 w
0 a−11 0 0
0 a−11 wa2 a2 b2
0 0 0 a−12
⎞⎟⎟⎠
∣∣∣∣∣ a1, a2 ∈ F∗, b1, b2,w ∈ F
⎫⎪⎪⎬⎪⎪⎭ ,
S = SL2(F)∼= Sp2(F)=
{(
a b
c d
) ∣∣∣ a, b, c, d ∈ F, where ad − bc = 1} ,
M∗ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 b1 0 w1 0 0
0 a−11 0 0 0 0
0 a−11 w1a2 a2 b2 0 w3
0 0 0 a−12 0 0
0 0 0 a−12 w3a3 a3 b3
0 0 0 0 0 a−13
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣ a1, a2, a3 ∈ F∗,b1, b2, b3,w1,w3 ∈ F
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
,
Q− =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
a1 b1 0 w1
c1 d1 0 w2
v2 v1 a2 b2
0 0 0 a−12
⎞⎟⎟⎠
∣∣∣∣∣
a1, b1, c1, d1,w1,w2, v1, v2, a2, b2 ∈ F such that
a1d1 − b1c1 = 1,
a1w2 − c1w1 + v2a−12 = 0,
b1w2 − d1w1 + v1a−12 = 0
⎫⎪⎪⎬⎪⎪⎭ ,
and
Q+ =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
a2 b2 v2 v1
0 a−12 0 0
0 w1 a1 b1
0 w2 c1 d1
⎞⎟⎟⎠
∣∣∣∣∣
a1, b1, c1, d1,w1,w2, v1, v2, a2, b2 ∈ F such that
a1d1 − b1c1 = 1,
a1w2 − c1w1 + v2a−12 = 0,
b1w2 − d1w1 + v1a−12 = 0
⎫⎪⎪⎬⎪⎪⎭ .
Lemma 5.10.
(a) For all indices that apply, we have the following isomorphisms:
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Mi ∼=M ×Πj =i,i+1Bj ,
Sij = 〈Si, Sj 〉G,
Mij = 〈Mi,Mj 〉G,
Qij = 〈Mi,Sj 〉G.
Moreover, we have the following isomorphisms,
(b) Mij ∼=
{
M∗ ×Πk =i,i+1,j,j+1Bk if |i − j | = 1,
M ×M ×Πk =i,i+1,j,j+1Bk if |i − j | 2,
(c) Sij ∼= (S × S)×Πk =i,jBk,
(d) If j /∈ {i, i + 1}, then
Qij ∼= (M × S)×Πk =i,i+1,jBk.
Furthermore,
Qii ∼=Q− ×Πk =i,i+1Bk,
and
Qii+1 ∼=Q+ ×Πk =i,i+1Bk.
Proof. (a) By definition Si is the stabilizer of the flag of type I − {2i − 1} on the standard
chamber C. Therefore it acts on Hj as Bj for all j = i and it stabilizes and acts as S ∼= Sp2(F)
on Hi . Similarly, by definition, Mi acts on Hj as Bj for all j = i, i + 1 and it stabilizes 〈ei〉
and 〈ei, fi, ei+1〉 and Hi ⊕Hi+1. Therefore it acts as M on Hi ⊕Hi+1. The last three equalities
follow from the fact that rank 2 residues are connected.
The remaining isomorphisms follow from similar considerations. The parabolic subgroup un-
der consideration acts as Bj on Hj for all but 2, 3, or 4 values of j . Then the action on the
subspace generated by the remaining Hj determines the non-Borel part (S,M,M∗,Q−,Q+) of
the group. 
6. The slim amalgam
In this section we define a slim version Aπ of the amalgam A2 by eliminating a large part
of the Borel group from each of its groups. More precisely, the collection of groups in Aπ is
{Xπ | X ∈ A2}, where Xπ is given in Definitions 6.1 and 6.3. Note that the groups Xπ are
subgroups of G and the inclusion maps for the amalgam Aπ are the inclusion maps induced
by G. In Section 7 we shall construct an abstract version ofAπ , whose groups are not considered
to be subgroups of G.
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and a generic element acts on Hi ⊕Hi+1 as
m(b1,w,b2)=
⎛⎜⎜⎝
1 b1 0 w
0 1 0 0
0 w 1 b2
0 0 0 1
⎞⎟⎟⎠ , where w,b1, b2 ∈ F.
For 1 j  r , the group Sπj fixes every vector in Hk , for every k = j and acts on Hj as Sp(Hj )∼=
Sp2(F). A generic element of Sπj is denoted
s(a, b, c, d)=
(
a b
c d
)
,
where the matrix defines the action on Hj with respect to the basis {ej , fj }.
Note 6.2. We note that Sπj is generated by two opposite long-root groups.
Definition 6.3. For 1 i < j  r , let
Sπij =
〈
Sπi , S
π
j
〉
G
.
For 1 i < j  r − 1, let
Mπij =
〈
Mπi ,M
π
j
〉
G
.
For 1 i  r − 1 and 1 j  r , let
Qπij =
〈
Mπi ,S
π
j
〉
G
.
Definition 6.4. For any i = 1,2, . . . , r , we set
Uπi =
{
Mπi ∩ Sπi if 1 i < r ,
Mπi−1 ∩ Sπi if i = r ,
and
Bπi =NSπi
(
Uπi
)
.
Moreover,
Bπ = 〈Bπ1 , . . . ,Bπr 〉∼= Bπ1 × · · · ×Bπr .
Definition 6.5. In order to describe the groups in Aπ abstractly and as matrix groups we define
the following matrix groups:
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⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1 b1 0 w
0 1 0 0
0 w 1 b2
0 0 0 1
⎞⎟⎟⎠
∣∣∣∣∣ b1, b2,w ∈ F
⎫⎪⎪⎬⎪⎪⎭ ,
Sπ = S,
Mπ∗ =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎜⎝
1 b1 0 w1 0 0
0 1 0 0 0 0
0 w1 1 b2 0 w3
0 0 0 1 0 0
0 0 0 w3 1 b3
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣ b1, b2, b3,w1,w3 ∈ F
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
,
Qπ− =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
a1 b1 0 w1
c1 d1 0 w2
v2 v1 1 b2
0 0 0 1
⎞⎟⎟⎠
∣∣∣∣∣
a1, b1, c1, d1,w1,w2, v1, v2, b2 ∈ F such that
a1d1 − b1c1 = 1,
v2 = −a1w2 + c1w1,
v1 = −b1w2 + d1w1
⎫⎪⎪⎬⎪⎪⎭ ,
and
Qπ+ =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1 b2 v2 v1
0 1 0 0
0 w1 a1 b1
0 w2 c1 d1
⎞⎟⎟⎠
∣∣∣∣∣
a1, b1, c1, d1,w1,w2, v1, v2, b2 ∈ F such that
a1d1 − b1c1 = 1,
v2 = −a1w2 + c1w1,
v1 = −b1w2 + d1w1
⎫⎪⎪⎬⎪⎪⎭ .
Lemma 6.6. For i = 1,2, . . . , r − 1 and j = 1,2, . . . , r , the sets Mπi and Sπj are subgroups of
Sp(V ) and
(a) Mπi ∼=Mπ ∼= F3,
(b) Sπj ∼= Sπ ∼= Sp2(F).
Proof. For m = m(b1,w,b2) one verifies easily that (mei,mfi) and (mei+1,mfi+1) are two
orthogonal hyperbolic pairs. Hence m is a symplectic matrix. Clearly Sπj = StabSp(V )(Hj ) is a
subgroup of Sp(V ).
(a) It is straightforward to check that Mπi is an abelian group isomorphic to F3.
(b) This is true by definition. 
Lemma 6.7. For all indices i = j that apply, we have
(a) Mπij ∼=
{
Mπ∗ if |i − j | = 1,
Mπi ×Mπj if |i − j | 2.
(b) Sπij ∼= Sπi × Sπj .
(c) If j /∈ {i, i + 1}, then
Qπij
∼=Mπi × Sπj .
Furthermore,
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∼=Qπ−,
Qπii+1 ∼=Qπ+.
Proof. Part (a) and (b) are straightforward. As for part (c), if j /∈ {i, i = 1}, then clearly Mπi and
Sπj commute and intersect trivially.
We now turn to the cases Qπii and Q
π
ii+1. First note that conjugation by the permutation matrix
that switches (ei, fi) and (ei+1, fi+1), interchanges Sπi and S
π
i+1, but fixes every element in M
π
i .
Thus it suffices to prove the claim for Qπii .
We consider Qπ− to be represented as a matrix group with respect to the basis {ei, fi,
ei+1, fi+1}. We shall now prove that with this identification Qπ− = Qπii . To this end we show
that Qπ− is the stabilizer of the vector ei+1 in Sp(Hi ⊕ Hi+1). It is clear from the shape of the
third column that Qπ− stabilizes ei+1. On the other hand, any matrix A in Sp(Hi ⊕ Hi+1) sta-
bilizing ei+1 must have such a third column. It must also have zeroes in the last row as in Qπ−
since in fixing ei+1 it must also stabilize e⊥i+1. Any such matrix A must satisfy the conditions on
the entries as indicated in the description of Qπ− since {Aei,Afi, ei+1,Afi+1} must be isometric
to {ei, fi, ei+1, fi+1} in order for A to be symplectic. Therefore Qπ− equals this stabilizer and
hence is a group.
Clearly Qπ− contains Sπi and M
π
i . We now show that 〈Sπi ,Mπi 〉 = Qπ−. We note that if m =
m(0,w,b2) and s = s(a, b, c, d), s′ = s(a1, b1, c1, d1) then sms−1s′ is the following matrix:⎛⎜⎜⎝
a1 b1 0 aw
c1 d1 0 cw
v2 v1 1 b2
0 0 0 1
⎞⎟⎟⎠ ,
where v1, v2 are as in the definition of Qπ−. Therefore all the elements of Qπ− can be obtained
that way. 
Lemma 6.8. We have
(a) Mπij ∼=
{
F5 if |i − j | = 1,
F6 if |i − j | 2.
(b) Sπij ∼= Sp2(F)× Sp2(F).
(c) If j /∈ {i, i + 1}, then
Qπij
∼= F3 × Sp2(F).
Furthermore,
Qπii
∼= (U × V ) Sπi ∼= F3  Sp2(F).
Here, taking the labeling as in Lemma 6.7 we have
U =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 b2
0 0 0 1
⎞⎟⎟⎠
∣∣∣∣∣ b2 ∈ F
⎫⎪⎪⎬⎪⎪⎭∼= F,
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⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
1 0 0 w1
0 1 0 w2
v2 v1 1 0
0 0 0 1
⎞⎟⎟⎠
∣∣∣∣∣
w1,w2, v1, v2 ∈ F such that
v2 = −w2,
v1 =w1
⎫⎪⎪⎬⎪⎪⎭∼= F2,
Sπi =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
a1 b1 0 0
c1 d1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎠
∣∣∣∣∣ a1, b1, c1, d1 ∈ F such thata1d1 − b1c1 = 1
⎫⎪⎪⎬⎪⎪⎭∼= Sp2(F).
Moreover, the action of Sπi on V by conjugation is the natural action from the left of Sp2(F)
on V . Also U = Z(Qπii).
Finally,
Qπii+1 ∼=Qπii
where the isomorphism is given by the labeling of the entries.
Proof. (a) and (b): This is straightforward. As for (c), if j /∈ {i, i + 1}, then the result follows
from the corresponding part in Lemma 6.7.
Since Mπi  V Qπii and U Qπii , we have Qπii = 〈Mπi ,Sπi 〉 = 〈V,Sπi 〉 = 〈U,V,Sπi 〉. Also,
U ∩ V = 1 and 〈U,V 〉 is abelian so that 〈U,V 〉 ∼= U × V . Furthermore, 〈U,V 〉 ∩ Sπi = 1 and
Sπi NQπii (〈U,V 〉). In fact Sπi CQπii (U) and one calculates that conjugation of V by Sπi is the
natural action from the left of Sp2(F) on F2 = V .
We now show that U = Z(Qπii). This follows from a general argument about semidirect prod-
ucts using the fact that Sπi acts faithfully and fixed point free on V .
Finally, the isomorphism Qπii ∼= Qπii+1 is given by conjugation as in the proof of Lem-
ma 6.7. 
7. The concrete amalgam
Definition 7.1. We will define a concrete amalgam A◦. Its set of subgroups is {M◦ij ,Q◦ik, S◦kl,
M◦i , S◦k | 1 i, j  r − 1, 1 k, l  r}, where for each X ∈A2, X◦ is a copy of Xπ and the
inclusion homomorphisms are as follows:
ϕPi,{i,j} :M◦i →M◦ij ,
ϕPj,{i,j} :M◦j →M◦ij ,
ϕSk,{k,l} :S
◦
k → S◦kl,
ϕSl,{k,l} :S
◦
l → S◦kl,
ϕ
PQ
i,{i,k} :M
◦
i →Q◦ik,
ϕ
SQ
k,{i,k} :S
◦
k →Q◦ik.
These inclusions are given by the presentations of Xπ as matrix groups as given in Defini-
tions 6.1 and 6.3. We denote the universal completion of A◦ by G◦.
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isomorphic copy, Xπ , in G. Thus the image of A◦ under π is Aπ .
Lemma 7.3. For any element X ∈A2, the map π :X◦ →Xπ is an isomorphism.
Proof. This is true by the definition of π . 
It then follows that the map π extends to a surjective map from the universal cover G◦ to G.
Lemma 7.4. If i  2 then U◦i = S◦i ∩M◦i = S◦i ∩M◦i−1 =M◦i ∩M◦i−1.
Proof. Note that the above are true for the images under π . By definition the group Mπi stabilizes
the spaces Hk if k = i, i + 1 and it also stabilizes ei and ei+1. Moreover Sπi stabilizes all the Hk
for k = i. Therefore Sπi ∩ Mπi stabilizes all vectors in Hk for k = i and it also stabilizes ei .
Similarly for Sπi ∩ Mπi−1 and Mπi ∩Mπi−1. We notice that π is an isomorphism when restricted
to A◦ and so the conclusion follows. 
Definition 7.5. For i = 1,2, . . . , r , we define the following subgroup of S◦i ∈A◦: B◦i =NS◦i (U◦i ).
Furthermore, we set B◦ = 〈B◦i | i = 1,2, . . . , r〉 as a subgroup of B◦.
Lemma 7.6. For i = 1,2, . . . , r , we have
(a) Uπi = π(U◦i ) and Bπi = π(B◦i ).
(b) U◦i =
{(
1 b1
0 1
) ∣∣∣ b1 ∈ F }∼= F.
(c) B◦i =
{(
a1 b1
0 d1
) ∣∣∣ a1, b1, d1 ∈ F such that
a1d1 = 1
}
∼= F  F∗.
Lemma 7.7. For X ∈A2, B◦ normalizes X◦. The action of B◦i on the rank 2 parabolics Q◦ii ,
Q◦ji (j = i) as well as the action on S◦ij is given by conjugation. Therefore,
(a) [B◦i , S◦j ] = 1 if i = j and B◦i acts on S◦i as inner automorphisms.
(b) [B◦i ,M◦j ] = 1 if j = i, i − 1. Moreover, B◦i acts on M◦i as the conjugation in Q◦ii and B◦i+1
acts on M◦i as the conjugation in Q◦ii+1.
(c) The action of B◦i on the rank 2 parabolics M◦ij is given by the action on its subgroups M◦i
and M◦j .
Proof. Note that the actions are as above for the Bπi  Sπi acting on the various Xπ . Moreover
the map π is an isomorphism when restricted to the various X◦ ∈A◦. Therefore, the action of
B◦i on any (subgroup of) a rank 2-parabolic X◦ containing S◦i is the same as the action of Bπi on
the (corresponding subgroup of) the corresponding rank 2-parabolic Xπ . This explains the action
of B◦i on the following groups: (1) S◦ij and its subgroups S◦i , S◦j , (2) Q◦ii and its subgroup M◦i ,
(3) Q◦ji and its subgroup M◦j (j = i). This settles parts (a) and (b).
Part (c) follows immediately since the groups in A◦ are all embedded in G◦. 
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(a) The group B◦ is the internal direct product
B◦ = B◦1 ×B◦2 × · · · ×B◦r ,
(b) π :B◦ → Bπ is an isomorphism.
Proof. For any 1  i < j  r , we have B◦i  S◦i and since S◦ij = S◦i × S◦j we have 〈B◦1 ,B◦j 〉 =
B◦i ×B◦j . 
Lemma 7.9. For X ∈A2 we have 〈Bπ,Xπ 〉G =X.
Proof. This is an easy calculation inside G. 
Lemma 7.10. For any X ∈A2, π(X◦ ∩B◦)=Xπ ∩Bπ .
Proof. The inclusion ⊆ is trivial. We now prove ⊇. We do this case by case for any X ∈A.
Let X = Si . Then Xπ ∩ Bπ = Bπi and since B◦i  S◦i ∩ B◦, we find π(X◦ ∩ B◦) ⊇
π(B◦i )= Bπi .
Let X = Pi . Then Xπ ∩ Bπ = Uπi × Uπi+1 and since U◦i × U◦i+1  M◦i ∩ B◦, we find
π(X◦ ∩B◦)⊇ π(U◦i ×U◦i+1)=Uπi ×Uπi+1.
Let X = Sij . Then Xπ ∩Bπ = Bπi ×Bπj and since B◦i ×B◦j  S◦ij ∩B◦, we find π(X◦ ∩B◦)⊇
π(B◦i ×B◦j )= Bπi ×Bπj .
Let X = Qij . Then Xπ ∩ Bπ = 〈Uπi ,Uπi+1,Bπj 〉 and since 〈U◦i ,U◦i+1,B◦j 〉 Q◦ij ∩ B◦, we
find π(X◦ ∩B◦)⊇ π(〈U◦i ,U◦i+1,B◦j 〉)= 〈Uπi ,Uπi+1,Bπj 〉.
Let X = Pij . Then Xπ ∩ Bπ = 〈Uπi ,Uπi+1,Uπj ,Uπj+1〉 and since 〈U◦i , U◦i+1, U◦j , U◦j+1〉 
M◦ij ∩B◦, we find π(X◦ ∩B◦)⊇ π(〈U◦i ,U◦i+1,U◦j ,U◦j+1〉)= 〈Uπi , Uπi+1, Uπj , Uπj+1〉. 
Our next aim is to define a map χ :A2 →G◦ extending π−1 :Xπ →X◦ for every X ∈A2.
Lemma 7.11. χ is well-defined on Xπ ∩Bπ for all X ∈A2.
Proof. This follows from Lemma 7.10 
Define χ on X = BπXπ for any X ∈A2 as follows: χ(bx)= χ(b)χ(x).
Lemma 7.12. χ is well-defined and injective on X.
Proof. Note that if b, b′ ∈ Bπ and x, x′ ∈ Xπ then bx = b′x′ ⇒ b−1b′ = xx′−1 ∈ Bπ ∩ Xπ .
Moreover by Lemma 7.11 χ(b−1b′)= χ(xx′−1) and so χ(bx)= χ(b′x′) and χ is well defined.
Also if bx ∈ X with χ(bx) = 1 it follows that χ(b) = χ(x)−1 ∈ B◦ ∩ X◦ (because χ is the
inverse of π when restricted to Bπ and Xπ ). Therefore b = π(χ(b)) and x = π(χ(x)) are both
in π(X◦ ∩B◦)=Xπ ∩Bπ . But χ is a bijection when restricted to Xπ ∩Bπ and so b = x−1 and
χ is injective. 
Lemma 7.13. χ is an embedding of the amalgam A2 into G◦.
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b′x′ ∈ X then χ(b′x′bx) = χ(b′b)χ(b−1x′bx) = χ(b′b)χ(b−1x′b)χ(x). Also χ(b′x′)χ(bx) =
χ(b′)χ(x′)χ(b)χ(x) = χ(b′)χ(b)χ(b−1)χ(x′)χ(b)χ(x). So we only need to prove that
χ(b−1)χ(x′)χ(b) = χ(b−1x′b) which is equivalent to the fact that the action of Bπ on Xπ
is the same as the action of B◦ on X◦. This follows from Lemma 7.7. 
As a consequence, we find the following result.
Proposition 7.14. The map χ extends to a surjective homomorphism G → G◦ which we also
denote by χ .
Proof. By Lemma 7.13 the map χ extends to a homomorphism G → G◦ whose image con-
tains the subgroup of G◦ generated by the subgroups in A◦. Since 〈A◦〉 = G◦, the conclusion
follows. 
Proof of Theorem 1.1. By Corollary 5.6 G is the universal completion of the amalgam A2.
The map π :A◦ →G given by π :X◦ →Xπ for all X ∈A2 extends to surjection π :G◦ →
Hπ where Hπ is the subgroup of G generated by the subgroups inAπ . By Lemma 7.9 Hπ =G,
and so π :G◦ →G is surjective.
By Proposition 7.14 there is a surjective map χ :G→G◦, which by Lemma 7.12 is injective
on the subgroups of A2.
The composition χ ◦ π :G◦ → G◦ is a surjective homomorphism which is the identity on
every subgroup in the amalgam A◦. Since G◦ is the universal completion of A◦, the only such
map is the identity.
Hence π :G◦ →G is an isomorphism. 
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