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We investigate the routing and performance of sparse crossbar packet concen-
trators under a buffered network model. The concentration property in packet
switching concentrators is defined with respect to packets instead of input/output
ports. This allows such concentrators to function as generalized connectors (with
some constraints). This altered functionality for a packet concentrator over its
circuit switched counterpart translates into differences in performance measures
like complexity and delay.
A model for constructing sparse crossbar packet switching concentrators with
optimal cross point complexity has been introduced in literature. We use this con-
struction to model the performance of a sparse crossbar packet concentrator and
relate performance measures to its complexity, connectivity and buffer require-
ments.
In this thesis, we address issues of routing and performance evaluation over
such optimal sparse crossbar fabrics, in particular their relation to complexity and
buffer requirements. We present an analysis of the packet loss suffered in such
concentrators when excess packets are dropped. We go on to analyze the best
performance possible when packets are stored and serviced in FIFO order. These
results lead us to formulate a routing algorithm which tries to emulate the best case
performance on the sparse crossbar. We present theoretical and simulation results
for the best case performance and the algorithm. We find that the algorithm is
efficient and allows concentration to be done with negligible loss of performance
on the sparse crossbar.
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Concentration is typically used to refer to the process of combining many low-speed
input lines into a few high-speed output lines. A circuit switched concentrator is
defined as a device with n inputs and m outputs (m 6 n) that can connect any k
inputs (k 6 m) to some k outputs. No two inputs share an output and vice-versa.
A particular connection pattern of a 6 input, 5 output circuit switched con-
centrator is shown in Figure 1.1. Note that there is a one-to-one correspondence
between the inputs and the outputs to which they are concentrated. Concentration
occurs as long as an input is connected to an output, irrespective of the address of
the output. This observation enables us to view an n input, m output concentra-
tor as a n × m switch in which an active input connects to any available output















Figure 1.1: A circuit switched concentrator.
A packet switched concentrator, on the other hand, is a device with n in-
puts and m outputs which can route up to c packets to its outputs, c is called
the concentration capacity. Thus, the maximum number of packets which can be
concentrated at a time is c. In the following discussion, the time taken for concen-
trating all the possible “concentratable” packets from the inputs is called a cycle.
A packet may not be “concentratable” when more than c packets arrive in a cycle
or there is internal blocking in the concentrator fabric. Usually it is assumed that
the input and output ports have a packet rate of 1 packet per cycle and c = m.
Since concentration is now defined with respect to packets transferred to the
outputs, there is no restriction regarding the one-to-one correspondence between
the inputs and the outputs to which they are concentrated. In fact, in a packet
concentrator such a restriction would cause blocking, severely limiting the concen-
tration capability and reducing the bandwidth flexibility gained by the statistically
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Figure 1.2: A packet switched concentrator with concentration capacity c = 4.
In a cycle, as shown in Figure 1.2, a single input can connect to multiple outputs
(input 4 sends packets b and c to outputs 2 and 4 respectively), a single output
can get packets from multiple inputs (output 4 gets packets a and c from inputs
2 and 4 respectively) and one input can connect to a single output as well (input
6 sends packet d to output 3). The maximum number of packets an input can
potentially send (or an output can receive) in a single cycle is only limited by the
input (output) packet rate. In Figure 1.2 this rate is equal to 2 packets per unit
time at both the inputs anf the outputs. The actual number of packets transferred
by an input, however, depends on the concentration capacity, the distribution of
packets at the inputs, the crosspoint pattern in the concentrator fabric (which
in the optimal case is sparse and determined by the input/output rates and the
capacity) and the algorithm used to assign packets to the outputs. In Figure 1.2,
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the internal connectivity of the concentrator fabric is assumed to be such that all
the outputs together cannot accommodate more than 4 packets in a unit time even
though the output rate at each output is 2 packets per unit time. Thus, packet e is
not “concentratable” i.e. input 6 cannot send packet e in this cycle as the capacity
of 4 packets has already been met.
1.1.2 Concentration in Network Switching
1.1.2.1 Traffic Aggregation at the Outputs
The need for concentration arises from a lack of sufficient bandwidth to carry all
of the traffic at once over a network. In circuit switched communication networks
concentrators were initially used to combine and redirect calls, later this function-
ality was extended to include data when data began to be transferred via switched
public networks. The advent of switched data networks led to the development of
routers and switches meant specifically for data. It was realized that switching ba-
sically consisted of distributing and then concentrating traffic. Thus, conceptually
a switch (especially a space division switch) can be expressed as a combination of
distributors and concentrators. Distributors serve to separate the traffic streams
at an input to the different outputs and concentrators collect the different streams
coming to an output. Figure 1.3 illustrates this conceptually. In fact, even the set
of cross points which access an output in a crossbar can be considered to constitute










Figure 1.3: An abstract reference model for space-division switches [1].
tention resolution scheme [1]. Many switches explicitly incorporate concentrators
and distributors as physical devices to achieve this function. The Multinet packet
switch in [3], [4] and the circuit switch in [5] are examples of such switch designs.
1.1.2.2 The Knockout Concept
Concentrators are used extensively in high-speed packet switching architectures
where they serve another important function apart from simply aggregating traffic.
It is known that output buffered and shared memory switches achieve the best
throughput/delay performance but the speedup required for routing presents a
bottleneck [6]. This problem is solved in many proposed architectures [7], [8], [9],
[10], [11], [12] by using packet concentration which reduces the requirement of both
speedup and simultaneous buffer requirements.
The logic behind using concentrators within switches is that at any time it is
highly unlikely that more than a certain number of inputs (say k) will have packets
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addressed to a single output. Thus, up to k packets can be concentrated at each
output and if in the unlikely event more than k packets arrive, packets can be either
be buffered for later transmission or discarded (“knocked out”) while maintaining
a low probability of loss. This is in general referred to as the knockout principle
and is the basis for building output queued switches without requiring significant
speedup [12].
1.2 Motivation
There is an extensive body of work on the analysis of circuit switched concentra-
tors. Many bounds have been derived for quantities like crosspoint complexity and
routing delay [13], [14] and the structures required achieving for such bounds are
well-understood in terms of their complexity.
Despite the significance of concentration in packet switching architectures, the
literature on it is limited. Work related to packet concentrators has mainly been
done on two tracks:
1. Performance Analysis Related to Switching
Recent efforts have refined the knockout concept [15] and introduced more
efficient switching fabrics [16] with similar packet loss properties, but all
the analysis has been done in the context of using concentrators as part
of a switch based on some form of the knockout principle. Research has
focused mainly on determining the queuing delay, throughput and other
6
performance measures for overall switch structures of which concentration
forms only one part [17], [18]. In a concentrator, the incoming packets do
not need to be routed to a specific output, concentration is carried out as
long as they are routed to some output, and in this respect, concentrators
fundamentally differ from switches and this affects basic measures like the
probability of loss and average packet delay. Moreover, concentration is an
important operation in routing traffic and needs to be analyzed independent
of its role in a network switch. A particular solution to multiple server
queues with application to ATM concentrators has been found in [19], but
no study has been done of the performance of a packet concentrator by itself,
which takes into account different input, switching and output speeds and
the related connection pattern.
2. Construction of Concentrator Structures
Explicit constructions for packet concentrators are few, and even these re-
late to specific topologies like the knockout concentrator [12], or shared
buffer concentrators [3]. There has been little attempt to build a theo-
retical basis for arriving at packet concentrator structures in a methodical
way. A buffered network model suitable for constructing a specific class of
such concentrators viz sparse crossbars has been introduced only recently by
Gündüzhan and Oruç [2]. This model considers bulk arrivals and difference
in input and output packet rates and switching speeds, leading to cross-
bar concentrator structures that minimize crosspoint complexity. Since the
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construction is in terms of crosspoints it can be used as a basis for modeling
even non-optimal physical implementations like the knockout concentrator
constructions of [15] and [20]. But the authors of [2] have left the issue
of quantifying the packet loss open when the concentration capacity c is
exceeded. Since the model is for minimum complexity crossbars, the con-
nection pattern is sparse and non uniform. Thus, contention amongst inputs
for an output can develop due to non availability of crosspoints. In such a
situation the specific scheme used for concentration of packets and buffering
of excess packets greatly affect the performance, these issues are also left
unaddressed.
1.3 Contributions
In this thesis we present an analysis of the performance of sparse crossbar packet
concentrators. This analysis is based on a theoretical model [2] which formulates
explicit optimal constructions for packet concentrators with design parameters as
number of inputs, number of outputs, input packet rates, output packet rates and
concentration capacity c. Therefore, we are able to relate all these quantities and
the structure to the performance of the concentrator. Firstly, we relate the degree
of sparseness to packet loss by quantifying the packet loss (when excess packets
are simply dropped) in two situations:
(a) An arbiter/controller routes the packets to fully utilize the available out-
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put capacity and crosspoints on the sparse crossbar.
(b) The packets are sent randomly to any output without any control on the
routing but the connection fabric is a full crossbar.
An analysis of the best possible performance of the concentrator when excess
packets are buffered at the inputs is developed for independent arrivals and FIFO
service discipline at the inputs. We show that this system is the same as a shared
buffer implementation of the concentrator which can be mathematically repre-
sented as a multi-server discrete time queue. An algorithm is developed which
emulates the shared buffer to the maximum extent possible under the sparse con-
nection constraint using a round robin token passing scheme. The performance of
both the shared buffer and the algorithm is evaluated via simulations in C. Com-
parison of their performance suggests that the algorithm is able to emulate the
shared buffer very closely.
1.4 Organization of the Thesis
The rest of the thesis is as follows. In Chapter 2 the buffered packet concentrator
model is described. Chapter 3 presents the loss analysis for the case when excess
packets are dropped. In Chapter 4, simulation results are discussed and analysis
is given for the case when excess packets are buffered. In Chapter 5 the algorithm
for routing the packets over the concentrator is developed and results from its




2.1 Buffered Network Model
The buffered network model in [2] is used to investigate the crosspoint complexity
of networks with certain connection specifications between their inputs and out-
puts. The basic problem can be stated as follows: A collection of sets of callers,
Ci, 1 6 i 6 p generate packets into buffers Xi, 1 6 i 6 p of size v which are
then routed over a network to a collection of sets of receivers Ri, 1 6 i 6 q which
consume these packets from buffers Yi, 1 6 i 6 q of size w as shown in Figure 2.1.
Assuming that the callers in any Ci can generate at most v packets/unit time
and the receivers in any Ri can consume packets at least w packets/unit time,
determine the crosspoint and/or buffer complexity of a network that can achieve a
specified set of connections between the callers and receivers. The network portion
of the model is composed of a set of switches (or equivalently crosspoints) and a
set of buffers connected by some fixed topology. Its crosspoint complexity is given
by the total number of crosspoints in all of its switches, and its buffer complexity
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is given by the sum of the size (in terms of number of packets) of all its buffers.
As long as buffers are not overloaded, packets are delivered to their destinations.
Buffers not only store packets but also redirect them to their destinations under the
bounds of packet generation and consumption rates. For example, in Figure 2.1(b),
it is easily verified that any seven of the eight packets at the inputs can be permuted
to the seven buffer locations at the outputs assuming that the buffer locations
are randomly accessible. For v = w = 1, we get the extensively studied space
division networks like concentrators, generalizers, and rearrangeable and strictly
nonblocking networks.
2.1.1 Concentrator Model
A buffered (n, m, v, w, c)-concentrator, denoted by Q(n, m, v, w, c), is an n-input,
m-output network with a buffer of size v at each input and a buffer of size w at
each output. The parameters should satisfy c 6 mw 6 nv. In a Q(n, m, v, w, c)
any p 6 c packets at any p input buffer locations can be routed to some p output
buffer locations. When c = mw, the network is called a full capacity buffered
concentrator, and is denoted by Q(n, m, v, w). A special case of a buffered concen-
trator, called a buffered sparse crossbar concentrator arises when we restrict the
number of switches between the input buffers and output buffers to 1.


































2.1(b): A buffered network. The dark circles correspond to the switches and
the numbers in the rectangles represent the buffer sizes.
Figure 2.1: The buffered network model [2].
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(a) When the number of packets are fixed or the time is fixed with no new
packets coming in (i.e. we are looking at a snapshot of the arrival pro-
cess), we interpret the input and output buffers as memories which store
v packets and w packets respectively.
(b) In the dynamic case when new packets are constantly arriving, we inter-
pret the input and output buffer parameters as the packet rates seen at
the inputs and outputs. Thus the input packet rate, v packets per unit
time, is the maximum number of packets which can arrive at an input
in one unit of time (the unit of time chosen is arbitrary, we can scale the
number of packet arrivals according to it). Similarly, the output packet
rate, w packets per unit time, is the maximum number of packets which
can arrive at an output in one unit of time.
2.2 Buffered Concentrator Complexity Bounds and Con-
struction
The following lower bound on the crosspoint complexity of a sparse crossbar
Q(n, m, v, w, c) is derived in [2]:
Theorem 1 A buffered sparse crossbar Q(n, m, v, w, c) has a crosspoint complexity:

















, if c/v ∈ Z
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For the full capacity case (c = mw), the bound in Theorem (1) becomes:










The bound is tight for the full capacity case. This is shown by constructing a
concentrator which has crosspoint complexity equal to the right hand side of (2.1).
The concentrator is constructed as follows [2]:
















inputs remain. Denote the set of inputs connected in
this section by I1.
ii. If w/v ∈ Z, then go to step (iii). Otherwise, connect each output to a pair













which is the minimum number of empty spaces at each output buffer after
all packets coming from I1 have been routed. Now suppose we divide a
line of length mz into (open) intervals of length v, corresponding to the
inputs to be connected to except the last one. Call these intervals Ai,
i = 1, . . . , mz/v. We also divide the same line into (open) intervals of
length z, corresponding to the outputs, and call them Bj, j = 1, . . . , m.
Connect the input corresponding to Ai to the output corresponding to each
Bj if Ai ∩ Bj 6= ∅. Finally, connect the last input to all outputs which
have only one input connected to them in this step. This step requires
2m crosspoints, and n − mw
v
− 1 inputs remain. Denote the set of inputs
1Note that mw
v
is an integer since c = mw and v|c.
14
connected in this step by I2.
iii. Connect each of the remaining inputs to all outputs, and denote these inputs
by I3.






















crosspoints otherwise. But in both cases these expres-
sions match the lower bound in (2.1). This concentrator construction is illustrated
in Figure 2.2 for some values of n, m, v and w.
2.3 Structure of the Concentrator Construction
We make some relevant observations about the structure of the concentrator fabric
obtained from the procedure described in Section 2.2. It will be important to
keep these properties in mind when we formulate a scheduling algorithm for the
concentrator in Chapter 5.
1. Each output is connected to an equal number of inputs. This implies that
the number of crosspoints seen in each row of the constructions seen in
Figure 2.2 is equal. We call this this the output port connectivity and
denote it by α. From the formula for the total number of crosspoints given































































2.2(d): n=12, m=5, v=5, w=3, z=3
Figure 2.2: Full capacity buffered concentrators [2].
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2. Based on the crosspoint connection pattern the inputs can be divided into
three distinct sections, each corresponding to one step in the construction
procedure.
• The slim (disjoint) section: This is the group of inputs corresponding





> 1, i.e., when the output port rate w is greater than or equal to
the input rate v. Here each input is connected to at most one output,
and no two outputs share an input. Thus, the connection pattern in
this region allows an input to access only one output.
• The ladder section: This is the group of inputs corresponding to region




w is not a multiple of v. In this section outputs can share inputs, so
the structure is not fully disjoint, but it is also not fully connected. We
can view this region as a transition between the sparse, fully disjoint
slim section and the fully connected fat section (see next item).
• The fat section: This is the group of inputs corresponding to region
I3 in Section 2.2. This section is a fully connected crossbar, so every
input in this section can connect to every output. Hence, there is no
blocking constraint for these inputs.
These three sections are outlined for a Q(12, 6, 3, 5) in Figure 2.3. In the
rest of the discussion we refer to inputs in the slim section as slim inputs,
17









In this chapter we present an analysis of the packet loss in the concentrator.
3.1 Input-Output Model
There are n input ports and m output ports in the concentrator. We consider
a slotted discrete-time structure for the packet arrivals, with time divided into
equal length time slots. All packets are also of equal length (called cells in ATM
terminology). We assume bulk arrivals throughout the rest of the analysis. In
consonance with the model given in Section 2.1 and the dynamic case interpretation
of the input buffers in item (b) on Page 13, there are up to v cell arrivals in a
time slot. The (up to v) new arrivals in a slot can in concept be interpreted as
constituting a new batch arriving in that slot. More specifically, the probability
that any position out of the maximum possible v positions in a batch is occupied
by a cell is p. The probability that at input j (1 6 j 6 n), in slot t (t = 0, 1, 2, . . . ),
position i in a batch (1 6 i 6 v) is occupied by a cell, is equal to p ∀ j, i, and t.
19
In other words, the probability of a particular position being occupied in a batch
is statistically independent of its position, subsequent and previous batches and




Figure 3.1: Concentrator model with v = 3 and w = 4.
Any internal crosspoint in the fabric has to route up to min{v, w} cells in
one time slot and each output can accept up to w cells in the same time (see
Figure 3.1). Thus, the crosspoints have to able to switch w times per slot as up
to m accesses to an output may be required in a single slot. We assume a full
capacity (c = mw) sparse crossbar Q(n, m, v, w) with a structure described in
Section 2.2, unless stated otherwise. We also define the concentration ratio (λ) as
the ratio between the maximum number of input cells to the maximum number of
cells concentrated in a single time slot. Hence, λ = nv/mw1.
This model is analogous to input smoothing described in [6], where frames of b
1λ > 1 as mw 6 nv.
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cells are formed and then demultiplexed to b inputs by the internal fabric switches
at 1/b times the input rate. However, unlike the model in [6], in this model, the
crosspoints can switch multiple cells (min{v, w}) in a time slot and so, multiple
(up to v) cells in a particular slot enter the concentrator on a single input rather
than multiple inputs. Clearly, this reduces the crosspoint complexity.
3.1.1 Routing Schemes
As stated earlier, the incoming cells do not need to be routed to a specific output,
concentration is carried out as long as they are pushed to some output. Even
without output specific routing, some routing control needs to be applied to prevent
too many inputs from connecting to an output, leading to overflow and loss of cells
while other outputs may have empty space. In the sparse crossbar fabric, certain
inputs (in the slim region of the crossbar) have access to lesser number of outputs
as compared to other inputs (in the fat region of the crossbar). The cells have to
be assigned to outputs in a fashion which ensures that all inputs get a fair share of
the available bandwidth i.e. the lower connectivity of some inputs should not affect
the availability of output space for them. Thus, it is to be expected that routing
strategy also affects the cell loss probability. With these assumptions in place, we
consider three concentration schemes based on the routing strategy employed and
the delay incurred in calculating the routes. The first two cases consider schemes
which route cells taking into account the structure of the crossbar fabric and hence,
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are referred to as deterministic schemes. In the third case we send cells at random
to the outputs irrespective of whether they can accept more cells or not over a
fully connected crossbar, hence we call it randomized routing. The different cases
are described below:
3.1.1.1 Case I (Instantaneous Routing)
The routing is assumed to be very fast so that the time taken to route all the
incoming cells at all the inputs in one slot is negligible compared to the frame
period. Hence, we call this instantaneous routing. The concentrator fabric can be
viewed as having pipeline buffers to store the cells while calculating their routes
and then routing them within one time slot. In Figure 3.2, the pipeline buffers (as
dashed boxes) are shown outside the concentrator for clarity. The parallel transfer
of cells to the buffers indicates the fast routing speed. Alternatively, it can be
assumed that the concentrator is self-routing, similar to those described in [12],
[18]. Due to fast routing, the incoming cells in the subsequent time slot do not
experience any blocking at the concentrator inputs and thus there is no additional
loss due to time taken in routing cells.
3.1.1.2 Case II (Routing with Finite Delay)
The route calculation is slower in this case. The input buffer storing the cells
while routes are calculated has a capacity equal to v and it is assumed that it
takes an additional t slots to process and route all the cells arriving in one slot,
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see Figure 3.9. Since there is no buffer space to store any new cells arriving during
the time cells in the input buffer are being processed, all the cells at the inputs in
the next t time slots are lost. This sort of scenario can occur in routing over large
concentrators (large values of m and n) with centralized routing control because if
the routing algorithm is not efficiently scalable then routing the cells may require
more than one time slot.
3.1.1.3 Case III (Randomized Routing)
The inputs route the cells randomly to the outputs independent of whether an
output port is full to its capacity or not. In other words, there is no deterministic
control over routing the cells, and hence we call it randomized routing (see Fig-
ure 3.10). Under this assumption, an input port sends cells with equal probability
to the output ports to which it is connected. Since full randomization of routing
cannot occur in the optimized crossbar construction, we assume a full crossbar fab-
ric in this case, unlike in the previous two cases with deterministic routing. This
case is analyzed to get an estimate of how adversely the cell loss is affected by sim-
ply pushing cells to the outputs. Since we are using a full crossbar construction,
we hope to get an estimate of the tradeoff between the crosspoint complexity and
ease of routing for achieving a certain probability of loss by comparing this loss
with that in the previous two cases. Also, it will be good to check how packet loss
will be impacted by randomly setting crosspoints over an optimized concentrator
fabric.
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3.2 Packet Loss Analysis
We now present the packet loss analysis for the three cases discussed in Sec-
tion 3.1.1.
3.2.1 Case I: Deterministic Routing with no Delay (Instantaneous
Routing)
Key assumption: The cell routing inside the concentrator is instantaneous or it














Figure 3.2: Case I: Deterministic routing with no delay (Instantaneous routing).
Let the random variable Ni represent the total number of cell arrivals at the
ith input in one slot. Then by the preceding assumptions:





pk(1 − p)v−k (3.1)
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For the combined process at all the n inputs, define NT =
∑n
i=1 Ni. Then,





pj(1 − p)nv−j (3.2)
Since the routing is instantaneous and the capacity of concentration is mw, we get
probability of cell loss (pL):















A simple application of the Markov inequality
Pr[NT > x] 6 E[NT ]/x (3.4a)
gives a bound on pL:
pL 6 nvp/(mw + 1) (3.4b)
It is relevant to note that this inequality gives meaningful results only for low
concentration ratios (nv/mw) and/or low input rate (p) because for other cases,
the right side is greater than one and the inequality is trivial. A more refined
version of the inequality is obtained from the Chernoff Bound [21]:









esj pj(1 − p)nv−j
= e−s(mw+1)(1 − p + pes)nv, s > 0
(3.5)
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where a = mw + 1 and H(p) = −p ln p − (1 − p) ln(1 − p) is the entropy function.
However, the above inequality is valid only for p < (mw + 1)/nv
We can get tighter bounds by using some specific properties of the binomial

















pa(1 − p)nv−a, a = mw + 1 (3.7b)
Note that the above probability of loss is equal to the fraction of slots in which
cell loss occurs. The plots of the exact probability of loss and the upper and
lower bounds are given in Figure 3.3, Figure 3.4 and Figure 3.5 respectively. This
probability of loss is not the ratio of number of cells lost to the total number of
incoming cells. That is better represented by the loss ratio or is complementary
quantity, throughput. This is the probability of loss as defined in other papers in
the literature [6].










pj(1 − p)nv−j (3.8)
Since 1 6 j − mw 6 (nv − mw), from the above equation we get
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Figure 3.5: Lower bound for pL, instantaneous routing, nv = 50.
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where pL is the probability of loss defined earlier.
Throughput, ρ = 1 − E[Nlost]/E[NT ]. Therefore, from (3.9)
max
{
0, 1 − pL(nv − mw)
nvp
}
6 ρ 6 1 − pL
nvp
(3.10)
The plots of throughput and the upper and lower bounds are shown in Fig-



























Figure 3.6: Throughput, ρ, instantaneous routing, nv = 50.
3.2.2 Case II: Deterministic Routing with Finite Delay
Key assumption: There are no buffers to store cells lost due to cell processing

























































































Figure 3.9: Case II: Deterministic routing with finite delay.
The probability of cell loss is:
Pr[cell loss] = 1 − Pr[NT > mw and 0 cells arrive in the next t frames]
Arrivals in different slots are independent, therefore
Pr[cell loss] = qL = 1 − (1 − pL)(1 − p)tnv (3.11)
where p and pL are as defined previously. This is the probability of loss for t + 1
slots combined
Thus, the expected number of cells lost per frame slot is
E[number of cells lost/slot] =
tE[NT ] + E[Nlost]
t + 1
=





From the above expression, the intuitive result that the number of cells lost per
slot approach nvp (which is equal to the expected number of arrivals in a slot) as
the processing delay is increased linearly is readily seen.
33
3.2.3 Case III: Randomized Routing
In this case it is assumed that the inputs route the cells randomly to the outputs
irrespective of whether an output port is full to its capacity or not. Every input is
connected to all the m output ports and that each cell at the input is equally likely
to go to any of these m output ports. So here as already stated in Section 3.1.1.3
we are assuming a fully connected bipartite concentrator, unlike the optimized
construction in the previous two cases. So a cell loss could occur for even less
than mw cells/slot at the input because now a single output port can receive w
cells/slot even when only w cells/slot come at all the n inputs combined. This is
not the way a real concentrator would work but we are looking at this scenario as
a worst case situation in terms of routing and thus derive an upper bound for the
cell loss probability as the number of input ports increases linearly. The basic idea
here is to look at a tagged output port and see the losses at that port when the

















Figure 3.10: Case III: Randomized (Distributed) routing.
34
It is easy to see that the probability that a cell comes to the tagged output in
a sub-slot is p/m. Let M be the number of cells arriving at an output port in one
slot.
The distribution of M , assuming binomial distribution at the inputs as before
is:




























Taking the limit n → ∞, while keeping the concentration ratio, λ (= nv/mw)
constant we obtain after some manipulation (See Appendix A)
lim
n→∞





where P̂ (j) = e−λwp
(λwp)j
j!
As expected, the resulting distribution in (3.15) is Poisson with parameter λwp.

















Again, taking the limit n → ∞, while keeping λ constant we get
lim
n→∞








+ (λwp) P̂ (w) (3.17)
35
Define loss ratio lr as the ratio of the expected number of cells lost to the






















Note throughput, ρ = 1 − lr.
As n → ∞
lim
n→∞







































Figure 3.11: Loss ratio lr, λ = 1.
The variation of the loss ratio lr with output buffer capacity (w) and rate of
traffic at the input (p) is shown in Figure 3.11, Figure 3.12 and Figure 3.13 for
λ = 1, λ = 2 and λ = 3 respectively. Figure 3.14 shows the change in the variation
of lr versus p for different λ. These figures reflect the expected behavior of loss.
As we increase the concentration ratio (λ), the loss (lr) increases for a given value

























































Figure 3.13: Loss ratio lr, λ = 3.
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Figure 3.14: Loss ratio lr for different λ, w = 10.
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at a particular input rate p is higher for larger concentration ratios. This reflects
the fact that an increase in net traffic at the inputs as compared to the capacity




In Chapter 3, the cell loss in a sparse crossbar Q(n, m, v, w) was analyzed. There
we assumed that the cells which cannot be concentrated are dropped. This is the
worst case scenario because we can obviously get lower losses by queuing (storing)
the excess or “unconcentrated” cells and concentrating them later. Therefore, it
is of interest to characterize the performance of the concentrator when cells are
queued to prevent excessive loss.
The first question to consider when queuing the cells is where to place the
buffers for storing the excess cells. It is known that, for switches, output queuing
can achieve high throughput, but it also requires a speedup equal to the number of
inputs i.e for an N × M switch a speedup of N is required [6]. For concentration,
the minimum average output speedup 1 required for an nv × mw packet concen-
trator is equal to nv
mw
. For a Q(n, m, v, w) described in Section 2.1.1 the maximum
1Average output speedup is equal to the ratio of the maximum number of cells which can
arrive in one slot to the maximum number of cells routed by the non-ouput queued concentrator
in one slot.
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speedup required would be αv
w
, where α is the connectivity, i.e., the number of
inputs connected to an output, as defined in Section 2.3. Note that since the






= nv/mw by assigning the excess cells uniformly across all
the outputs. The first term in the numerator on the left hand side in the previ-
ous expression accounts for the excess cells which are delivered to an output. the
sparse Since this implies a further speedup of the already fast crosspoints, output
queuing is not considered.
Input queuing, on the other hand allows the buffers used for storing excess cells
to operate without any speedup requirement. The buffers at the input ports accept
cells at the rate of v cells per slot, and hence operate only as fast as the input port
speed. The limitation is that we do not get throughput as high as that for the
output queued case. In the next section we develop a Markov chain model for the
input queued concentrator and analyze it using results from queuing theory.
4.1 Queuing Model
We consider a slotted discrete time system similar to that introduced in Section 3.1.
To recap, the arrivals at the input occur in batches, one batch per slot, with a
maximum batch size of v cells and the outputs can sink up to w cells per slot. We
will consider the combined queue state for all the inputs together. We define some
terms which will be used throughout the following discussion:
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Sit Number of cells in the system at input i at the end of time slot t.






Qit Number of cells in input queue i (excluding those in service) at the end
of time slot t.
Qt Number of cells in all the input queues (excluding those in service) at the





Ait Number of cells in the batch arriving at input queue i in time slot t.





Dit Number of cells serviced at input queue i in time slot t, i.e., number of
cells leaving the ith input queue in time slot t.





The following assumptions are used in the queuing model for the concentrator.
1. The input queues have unlimited storage capacity.
2. The input queues are emptied through the transmission of the cells they
contain. The total number of output spaces via which the cells are removed
(i.e., the number of servers in the queuing model for all the inputs combined
together) is equal to mw > 0.
3. Time is divided into fixed length intervals, referred to as slots, such that
one slot suffices for the transmission of w cells via each output link. The
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transmission of a cell via an output channel of a queue starts at the be-
ginning of a slot and ends at the end of this slot. Cells cannot leave the
queue at the end of the slot during which they arrived in the queue. This
is referred to as the late arrival assumption. See Figure 4.1.
Note that, in this case, when a new cell arrives (say at the end of the lth
slot) to find an empty queue and its service begins in the next slot (i.e.,
the (l + 1)th slot), then the time spent in the queue is measured from the
(l + 1)th slot. So, in Figure 4.1, if the cells in batch At−1 arrive to find
an empty queue, i.e., Qt−1 = 0, then the cells from this batch which are
serviced between time instants t and t + 1 will have delay equal to 0.
4. New cells enter the input queues according to independent batch arrival pro-
cesses. The number of cells arriving in the input queue i during consecutive
slots are modeled as i.i.d. random variables with a probability distribution,





t t + 1
Figure 4.1: Late arrival model.
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4.1.1 System and Queue Contents




t − Dit + Ait (4.1)
where 0 6 Ait 6 v, S
i




t > 0, ∀ i, t.
If the routing control can always concentrate k, (k 6 mw) cells to the outputs
when there are a total of k cells in all the input buffers, then the concentration
property is always satisfied and we get a work-conserving nv × mw concentrator.
Since this concentrator always concentrates the maximum number of cells possible,
it should give the lowest delay and queue length when compared with all other
concentrators which can concentrate upto mw cells in a slot. Specifically, for the





Dit = min(St, mw) ∀ t > 0 (4.2)
Using (4.1) and (4.2) we get
St+1 = max(0, St − mw) + At
= Qt + At
(4.3)
Here Qt = max(0, St −mw) are the cells waiting in the queue (excluding those in
service) in slot t, as defined in Section 4.1. This expression is apparent from the
late-arrival assumption stated in Section 4.1. Let limt→∞ Pr(St = k) = πk denote
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the steady-state probabilities for the distribution of St




























since St and At are independent. Since we are analyzing the steady state proba-
bilities of St, At and Qt with respect to t, we will refer to limt→∞ St, limt→∞ At
and limt→∞ Qt as S, A and Q and the steady state, i.e., t → ∞ limits of the
p.g.fs Sk(z), Ak(z) and Qk(z) as S(z), A(z) and Q(z) respectively. Taking the







































Pr(A = j)zj (4.6)
Since in our case Pr(A > nv) = 0, therefore, the summation in the third term
only goes upto nv. Set A(z) =
∑nv
j=0 Pr(A = j)z
j as the p.g.f. for the arrival






























2The steady state exists if E[A] < mw. This is explained in more detail on Page 47.
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zmw − A(z) (4.8)
This is a standard approach in queuing analysis (see, for example [22]). Now (4.3)





zmw − A(z) (4.9)
Equation (4.9) contains mw unknown constants πj for 0 6 j 6 mw − 1. These
can be determined by invoking the analyticity of S(z) and Q(z) inside the unit
disk of the complex z plane and by using Rouché’s theorem (see e.g., Appendix B
Section B-2 on Page 86 and section 3.2.3.6, Appendix 3.A in [22]).
Using Rouché’s theorem, one can show that the characteristic equation (CE),
zmw −A(z), has exactly mw roots on and inside the unit circle |z| = 1. Note that
these mw roots must coincide with those of the numerator because of the analyt-
icity of Q(z) in |z| 6 1. Now, A(z) is a polynomial of degree nv (because not more
than nv cells can arrive in a single slot). For the concentrator nv > mw. Therefore,
after canceling the mw factors in Q(z) and using Q(1) = 1 =
(
∑∞
i=0 Pr (Q = i)
)
,










where zj, 1 6 j 6 nv −mw, are the roots of the CE, zmw −A(z) = 0, outside the
unit circle [23]. Bruneel and Kim [section 4.1.2 in [22]] also give an expression for
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Q(z) in terms of the mw roots inside and on |z| = 1, say z∗j , 1 6 j 6 mw− 1 (and
z = 1) as follows













= E [A]. The model developed so far corresponds to
a GI/D/mw queuing system. If the input process is binomial (similar to the
one considered in Chapter 3) then the probability distribution and the generating
function for A are





pk (1 − p)nv−k (4.12)
and






= (1 − p + pz)nv
(4.13)
Each batch of v arrivals at the input can be viewed to comprise v “spaces” or
positions which the cells of that batch occupy. The parameter p corresponds to
the probability that an arbitrary position is occupied in any batch at any input, this
is the same interpretation for p as that described in Section 3.1. With A and A(z)
as described in (4.12) and (4.13), the GI/D/mw system becomes a Binom/D/mw
system. A steady state for the GI/D/mw system exists only if
E[A] = A′(1) < mw (4.14)
for the Binom/D/mw system this becomes




where ρ is the normalized offered load.















A(z) = eρmw(z−1) (4.17)
which is the p.g.f. for a Poisson process with parameter ρmw , i.e., A is a
Poisson(ρmw) random variable.
The moments of the steady-state queue contents can be easily obtained from
(4.10) by calculating derivatives on the unit circle. Accordingly, The mean steady-













Note that Wq is the delay encountered by the cell while it is in the queue waiting
to be serviced. It does not include the delay while the cell is being served. The
total delay W , suffered by a cell is the sum of Wq and the time it takes to be







= 1 + E[Wq] (4.20)
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V ar(S) = V ar(A) + V ar(Q) (4.21b)
4.1.2 Probability Distributions and Tail Probabilities
The roots zj and z
∗
j in (4.10) and (4.11) can be easily calculated by numerical
techniques. The probability mass function (PMF) for Q can be obtained by taking
the inverse z-transform of (4.10) or (4.11). Similarly, we can get the PMF of
S, {πi} , from the inverse z-transform of A(z) · Q(z). It is easier and faster to
apply numerical inversion to (4.10) to get the PMF for Q. The PMF for the
system delay W can then be calculated from the following relation derived in [23]














where Pr(A∗ = i) = Pr(A > i)/E[A] ∀ i > 1.
It should be noted that this expression is true for service time equal to one slot
and geometric inter-arrival times, and these conditions are satisfied in our case for
the binomial arrival process.
Although we can get the entire probability distributions for Q and S from the
inverse z-transform of Q(z) and S(z) respectively, usually it is of interest to get
an estimate of the tail of the PMFs for finding loss probabilities. This helps in
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estimating the buffer size for a given loss probability and input rate. Specifically,
we can get closed form expressions for the tail probabilities and of the queue
contents and cell delay without calculating the entire PMF. These formulas turn
out to be extremely accurate and easy to evaluate. The method for this is outlined
below.
The probabilities Pr(Q = n) can be determined, in principle, by applying the
inversion formula for z-transforms and Cauchy’s residue theorem on Q(z) in (4.10)
or (4.11). Other methods to do this include direct series expansion or partial
fraction decomposition (e.g., see Appendix B Section B-3 for a derivation using
partial fractions). We concentrate on the residue method here. Using this method
Pr(Q = n) is obtained as the negative sum of the residues of Q(z) · z−n−1 in the
poles of Q(z). It can be seen, however, this sum is dominated, for large values of n
by the term associated with the pole of Q(z) with the smallest absolute value. The
poles of Q(z) are the roots of A(z) = zmw outside the unit disk ({zj} in (4.10)) in
the complex z-plane. This equation can be shown to have the following properties
if ρ < 1 , i.e., if the equilibrium condition for the steady-state is met:
1. A(z) = zmw has exactly one real positive root, say z0, larger than 1 and the
multiplicity of z0 is one.
2. A(z) = zmw has no roots outside the unit disk with absolute value less than
z0.
3. No other root exists with absolute value equal to z0 if A(z) is not a function
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of zM for some M > 1, M ∈ Z, such that gcd(M, mw) > 1.
Pr(Q = n) is equal to the coefficient of zn in Q(z). We know from complex
analysis that the coefficient of zn can be obtained as the negative sum of residues
of Q(z) · z−n−1 in the poles of Q(z), zj, j = 1, . . . , nv − mw. From the preceed-
ing discussion we can see that the dominant term in the expression for Pr(Q = n)
(coefficient of zn in Q(z)) is the residue of Q(z)·z−n−1 in the pole z0. The character-
istic equation, A(z) = zmw, can be solved numerically to get z0 easily. Since z0 has
multiplicity one, the residue at z0 is simply equal to limz→z0(z−z0) Q(z) z−n−1. As
a result, the following approximation for the tail probability of the queue contents
is obtained:
Pr(Q = n) ' −bqz−n−10 , (4.23)
where








Here, bq = limz→z0(z − z0) Q(z), is the residue of Q(z) at z0. Therefore, the prob-
ability that the queue contents exceed a given threshold Q0 obtained by summing
(4.23) over appropriate values of n, gives for large n







4.2 Theoretical and Simulation Results
To evaluate the performance of a Binom/D/mw system simulation experiments
were also done to verify the theoretical results. The simulations were executed
until the estimate of the average cell queuing delay (W̄q) and the average queue
length (Q̄) reached with probability 0.95 a relative width of the confidence interval
equal to 5%. The estimation of the confidence interval width was obtained by the
replication method [24]. The simulator was written in C.
All the results discussed below are for a concentrator with nv = 8. First we fo-
cus our attention on the statistics for Q. The plot for the theoretical value of mean
queue delay Q̄, is given in Figure 4.2(a) for different values of mw. Figure 4.2(b)
shows the plot for simulated values of Q̄ for comparison. Note that the x-axis has
been normalized to ρ = nvp/mw for ease of comparison between different mw.
The theoretical values for the variance of the queue size Var(Q) for different mw
are shown in Figure 4.2. We show only the values for large traffic loads (ρ > 0.8)
as at lower loads Q̄, W̄q and Var(Q) have very low (< 1) values. We note that the
analytical and simulated results are in good agreement. The influence of nv on Q̄ is
shown in Figure 4.4 for a fixed mw = 4. The plot for nv → ∞ was obtained using
the Poisson p.g.f. in (4.17). The figure reveals that, on the average, more buffer
space is occupied as nv gets larger, but the influence of nv becomes negligible as
soon as nv gets sufficiently large. We can explain this phenomenon by considering
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the variance of the arrival process in terms of ρ
Var[A] = A′′(1) + A′(1) − [A′(1)]2 = nvp(1 − p)




This shows that the arrival variance and hence the congestion in the input buffer
increases with nv but the rate of increase reduces steadily as nv becomes larger.
Also, the increase is most significant for large values of ρ and mw.





and 10−9 for mw = 1, 3, 5 and 7 is shown in Figure 4.5(a) and Figure 4.5(b)
respectively. All these plots are for nv = 8. From Figure 4.5(a) we can obtain the
buffer size (Q0 + mw) required to attain tail probability of 10
−6. For instance if
ρ = 0.9 the required buffer size is given by 59, 45, 31 and 16 for mw = 1, 3, 5 and
7 respectively. These values are calculated for the infinite buffer capacity case. It
can be shown that these values accurately approximate the loss ratio for finite size
queues [22]. Specifically, these values are slightly larger than the finite capacity




traffic loads, whereas the inverse holds true
at light loads.
Figure 4.6 shows the probability of having queue contents greater than X ,i.e.,
Pr(Q > X) versus the total required buffer space X + mw for different input
loads ρ, here Pr(Q > X) is the exact probability distribution function, not an
approximation of the tail (See Appendix B Section B-3). We can see that these
results are almost identical to those in Figure 4.5(a) and Figure 4.5(b). This shows
that the tail approximation is extremely tight.
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4.2(a): Calculated mean queue length, Q̄























4.2(b): Simulated mean queue length, Q̄
Figure 4.2: Mean queue length, Q̄, at various output capacities (mw)
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Figure 4.3: Calculated queue length variance, Var(Q)
























Figure 4.4: Mean queue length variation with nv, mw = 4
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4.5(a): Queue size (Q0) for Pr(Q > Q0) = 10−6













4.5(b): Queue size (Q0) for Pr(Q > Q0) = 10−9
Figure 4.5: Buffer size (Q0) vs. input load (ρ) for a fixed probability of loss
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4.6(a): Pr(Q > X) vs. total buffer size, mw = 1





















4.6(b): Pr(Q > X) vs. total buffer size, mw = 3
Figure 4.6: Probability of cell loss, Pr(Q > X) for mw = 1, 3
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Now we focus on the delay characteristics of the concentrator. The analytical
and simulated mean cell queuing delay W̄q is shown in Figure 4.7(a) and Fig-
ure 4.7(b) respectively for different values of mw. These figures show the same
behavior for W̄q as that for Q̄. The tail probabilities of the queuing delay Wq
derived from (4.22) are shown for mw = 1 and mw = 3 are given in Figure 4.8(a)
and Figure 4.8(b). These curves can be used to characterize the delay jitter or
the degree of variability in the cell inter-departure times of the concentrator in
terms of the 10−k quantile of the queueing delay, i.e., the value of X∗ such that
Pr(Wq > X
∗) = 10−k. Such measures are important for quantifying performance
of real-time streaming data like voice and video.
As all these figures illustrate, the queue size and the cell delay increase expo-
nentially fast near the saturation region, ρ = 1. As the buffers fill up fast near
ρ = 1, the buffer size required to maintain a given loss probability also increases.
We can also make the observation that the average delay and queue size for a fixed
ρ, decrease as mw increases, which is obvious considering that the total output
capacity increases.
4.3 Outline of Analysis for Delayed Service
Throughout the previous discussion in this chapter we have assumed that the cells
at the input get served in one time slot. Now we briefly outline the modification
in analysis for the case when the service for a cell is deterministic but equal to d
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4.7(a): Calculated mean queue delay, W̄q























4.7(b): Simulated mean queue delay, W̄q
Figure 4.7: Mean queue delay, W̄q, at various output capacities (mw)
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4.8(a): Pr(Wq > X), mw = 1





















4.8(b): Pr(Wq > X), mw = 3
Figure 4.8: Tail probability of cell queuing delay
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slots, where d > 1, d ∈ Z. In such a case, the equation for the system contents
is modified as follows:
St+1 = max(0, St+1−d − mw) + At + At−1 + · · ·+ At−d+1






This equation is apparent. Consider the system state in slot t + 1. Since it
takes d slots for a cell to get serviced, the arrivals for the d − 1 most recent slots,
i.e., {t − d + 1, · · · , t}, wait in the queue while the cells from the slot d slots ago,
t+1− d, get serviced and leave the system. Following the same derivation as that
given in Section 4.1.1 we can derive the p.g.f. for S and Q:






zmw − [A(z)]d (4.28b)
Note the change in the denominator of Q(z). The stability criterion for the
















where zj, 1 6 j 6 nvd−mw, are roots of the CE, zmw − [A(z)]d = 0, lying outside
the unit circle in the complex-z plane. We can obtain the PMF for Q by taking
the inverse z-transform of Q(z) as given in (4.30). The PMF for S can then be
determined by using (4.28a) and (4.30). The behavior of the various performance




5.1 Packet Concentrator as a Shared Buffer
In the previous chapter we evaluated the performance of the input queued crossbar
concentrator. It was shown that under assumptions of i.i.d. arrivals and a discrete
time scale an input queued nv×mw concentrator can be modeled by a GI/D/mw
queue, in particular, by a Binom/D/mw queue for a Bernoulli process. These
results were obtained assuming a work conserving queuing system i.e. min(k, mw)
input cells are always concentrated in a slot if there are k, k > 1, cells at the
input queues. A concentrator with capacity mw cannot do better than this as the
maximum number of cells which can be accommodated at the outputs in one slot
is mw. Thus, this analysis illustrates the best case performance possible for such
a concentrator under identical input traffic streams.
Thus, the queuing model indicates that a shared buffer with an output rate of
mw cells per slot would give the best performance for a nv×mw concentrator. An
obvious way to achieve this performance is to put a shared buffer with the concen-
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trator. However, a physical implementation of such a shared buffer is not scalable.
It is easily seen that such a buffer would need to operate mw/w = m times faster
than the outputs and nv/v = n time faster than the inputs. To overcome these
speed limitations shared buffers are usually implemented as concentrators by par-
allel independent buffers filled in a round-robin (cyclic sequential) manner. The
sequential assignment of cells across parallel input queues is enabled by additional
structures like reverse banyan networks [3] or running adders [25]. All such meth-
ods increase the complexity of the concentrator and thus negate the advantage
gained by reducing the complexity of the connection fabric in the sparse crossbar
Q(n, m, v, w).
This naturally leads to the question of how to achieve or to approach as close
as possible to the performance of a shared buffer system using independent buffers
and the sparse crossbar fabric. Obviously, this would involve a scheme or algorithm
to assign output addresses to the cells at the inputs so that they can then be routed
over the crossbar, if we do not want to increase the complexity by adding more
hardware. Moreover, in addition to the constraint of trying to emulate a shared
buffer, any such scheme also has to take into account the limitations posed by the
asymmetric nature of the sparse fabric. Before formulating an algorithm which
can route the cells we evaluate the limitations on routing posed by the sparse
crosspoint structure.
64
5.2 Routing on Sparse Crossbar Structures
Recall from Section 2.3 that the minimum complexity connection fabric for any
Q(n, m, v, w) can be divided into three sections viz. the slim, ladder and fat
sections. A sparse crossbar Q(n, m, v, w) guarantees the concentration of any mw
cells out of nv cells at the head of the input queues where each of the n inputs
contributes not more than v cells.The structure in Chapter 2 was developed without
considering packet losses or buffering, so each input cannot have more than v cells
(equal to the maximum input rate) in a slot for concentration. But if we buffer
the cells then it is possible that an input has more than v cells buffered while the
total number of cells at all the inputs together, say x, is less than mw. If the
input with more than v cells does not have the connectivity to transfer all its cells
to the outputs then we cannot get the concentration of these x cells even though
x < mw, thus, a shared buffer cannot be emulated in such a case. This is more
likely at a slim input because of its lower connectivity. Such a situation is depicted
in Figure 5.1.
In Figure 5.1 input 1 (I1) and input 3(I3) have 5 and 2 cells respectively in their
queues. All the other input queues are empty. The outputs can sink 4 packets/slot
and the inputs can have amaximum batch arrival size of 2 i.e. w = 4 and v = 2.
Assume capacity c = mw > 7. Thus, we see that even though the total number
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Figure 5.1: Blocking due to sparse connectivity
outputs 1. We observe that this situation will arise more often when the more
sparsely connected inputs have large queue sizes while other input buffers have a
low occupancy. Thus, this observation indicates that the routing should be done
in a fair manner for all the inputs. When no input gets a lower/higher share of
service than rest of the inputs, then for identical traffic arrival patterns all the
input queue legths remain balanced and hence the inputs with lesser connectivity
are not adversely affected. Since we will consider identical traffic at all inputs, a
simple cyclic scheme should suffice to ensure fairness.
1Note that according to our model each input routes not more than v cells per slot and hence
input 1 routes only 2 cells to output 1. Even if input 1 could route faster (with faster crosspoints),
it can never route more than 4 cells to output 1 in any case, and so capacity, c, is not achieved.
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Now, if we assume that a scheduling algorithm proceeds in a cyclic round-robin
fashion to ensure fairness amongst the inputs, then another kind of blocking can
occur when, in a slot, we start the scheduling of cells from the fat or ladder section
and proceed in a cyclic fashion. The inputs in the fat section can access any output
and so could easily fill up the output which can be accessed by a slim (ladder) input
if they assign outputs to cells randomly. This can be illustrated by the situation
shown in Figure 5.2.
In Figure 5.2(a) we consider a Q(n, m, v, w) with capacity c (= mw) > 2v.
Assume that the slim input i has v cells to be scheduled in this slot and the fat
input j also with v cells to be scheduled in this slot and all other inputs have no
cells to be scheduled. The only output accessible to input i is output k, whereas
input j is fully connected and can access all outputs. We start the scheduling cycle
for this slot from input j as the cycle ended at input j − 1 in the previous slot. If
we assign all the v cells at input j to output k then it is easy to see that input i
can not concentrate all its cells to the output side even though the concentration
capacity is not exceeded, i.e. the total number of cells at the inputs is less than
c. Thus, even though the structure of the concentrator allows up to c cells at the
inputs to be concentrated, we are not able to do that due to injudicious scheduling
of input cells. The situation can easily be rectified by assigning the cells at input
j to an output other than k as seen in Figure 5.2(b).
But we have to note that input j has no way of knowing the queue state (number
of cells) of any of the slim inputs, if j is accessed before i in a slot. Hence, it does
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c = mw > 2
5.2(a): Cell blocking.



























c = mw > 2
5.2(b): Cell reassignment to prevent blocking.
Figure 5.2: Cell blocking in a Q(n, m, v, w).
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not know at which output blocking can occur. This situation can be eliminated by
“marking” the requisite cells at input j for routing after the cells which have to be
concentrated at the other inputs are routed. Note that the “marked” cells are not
routed in the next slot, they are routed in the same slot but after the more sparsely
connected inputs have been allowed to route cells. Thus, the routing algorithm
needs to incorporate some sort of a cell marking scheme or in other words a priority
scheme among the inputs whose cells are concentrated in the same slot with the
most sparsely connected inputs getting the highest priority.
5.3 The Routing Algorithm
To summarize the previous section we list the properties the algorithm should
possess to prevent blocking due to the fabric interconnection pattern and hence
achieve good performance:
1. Fairness: All the inputs should see uniform service, which in the case of
identical traffic means that the routing algorithm should cycle through the
inputs in a round-robin fashion while assigning output addresses.
2. No blocking: The inputs should be given routing priority for concentration
within a slot in proportion to the sparseness of their connections to the
outputs to prevent the slim and ladder inputs from encountering blocking
at the outputs. This means that the algorithm should first concentrate cells
a the slim and ladder inputs in any given slot.
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5.3.1 A Block-Packing Model
We show that an algorithm with the above properties can be mapped onto a
block-packing problem. Within this framework, we can describe the concentration
algorithm in an intuitive and geometric fashion. First, we define some terms used
in the discussion below:
Ii Input i, 1 6 i 6 n.
Oj Output j, 1 6 j 6 m.
X Incidence matrix for the sparse crossbar connection fabric. This is a m×n
matrix with Xij = 1 if input j is connected to output i and Xij = 0
otherwise.
Ri The set of all outputs which can be accessed by input i. Formally, Ri =
{k : Xki = 1} ∀i = 1, 2, · · · , n. Ii can access Oj only if j ∈ Ri.
Consider a box of width m and height w, so that it can hold a maximum of
mw blocks. Every input cell is mapped onto a block. Upon being scheduled for
concentration, up to v cells at the head of an input buffer are dropped into the
compartmentalized box. See Figure 5.3 which shows a box for a Q(12, 6, 2, 3). Each
of the m columns of the box holds cells destined for a specific output i.e. column j
holds cells routed to Oj. The label on a cell denotes the input port from which it
has arrived. Note that cells with label i can only be dropped in columns belonging
to Ri. We will drop cells into this box to show the output address assignment
scheme. The cells in the bottom row of the box in Figure 5.3 at columns 1, 2 and
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3 are cells from inputs 1, 2 and 8 assigned for concentration to outputs 1, 2 and 3
respectively.
Let the output port assignment of cells in slot t begin from I1, a slim input. At
each input we consider the first v cells at the head of the queue for concentration
in any given slot. A cell counter keeps track of the number of cells pushed into the
box in one slot.
The first v cells at the buffer of I1 are now dropped into the box in columns
corresponding to its range R1.
2 The cell counter is updated by the total number of
cells dropped in the box. Now we move to I2 and drop the first v cells in its buffer
into the columns corresponding to R2, update the cell counter by the number of
cells dropped and proceed to the next input. If an input is in the fat or ladder
section then the cells are not immediately dropped but are “marked” i.e. reserved
for being dropped into the box at the end of the slot and the cell counter increased
by the number of cells marked. We go on until the cell counter equals mw or we
return back to I1. If there are any marked cells, then starting from the marked cells
at the ladder inputs and proceeding towards the fat inputs, the marked cells are
dropped into the remaining empty spaces. The column in which a cell is dropped
corresponds to the output to which it is assigned. All the columns are cleared
at the end of the slot by routing the cells to their outputs. Let the last input in
2If the number of cells in the buffer are less than v then all the cells in the buffer are dropped
in the box. Since I1 is slim, there is only one column in its range and we can route to it
unambiguously.
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this cycle be denoted by Ilast. In slot t + 1, the round is started from the input
immediately after Ilast in cyclic order i.e. if Ilast = n, then in t + 1 concentration
starts from input 1. There is an exception to this rule when Ilast has k, k 6 v cells
at the head of its buffer but can drop only some of them, say k′, k′ < k into the
box because the box fills up to its capacity. In such a situation in slot t + 1 we
start from Ilast itself and drop the first k − k′ cells into the box or mark them,
depending on whether Ilast is a slim or ladder/fat input. These k − k′ cells are
referred to as the residue.
By applying this algorithm to the example of Figure 5.3(a) it is easy to see
that when we start from input 1 in slot t, Ilast = input 12 and one cell from input
12 cannot be put into the box. Thus, in slot t+1, we will start from input 12 itself
and this excess cell will be marked and dropped into the box only after the slim
and ladder inputs have been served. See Figure 5.3(b). We can see that if the cell
from input 12 in Figure 5.3(b) is not marked and instead routed to either of the
outputs among {1, 3, 4, 5} then one input cell from inputs in the set {1, 3, 4, 5}
is blocked.
We now give a heuristic to implement the algorithm outlined above. In the
discussion below, scheduling of a cell at an input refers to routing of that cell to
its output if the input is slim, and marking of a cell for subsequent routing at the
end of the slot if the input is in the fat/ladder section. The sequence of steps is
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5.3(b): Time = t + 1.
Figure 5.3: Block-packing analogy.
73
1. Go to the starting input.
2. If the current input is the starting input and it has a residue from slot t− 1
then schedule the first min(mw, size of residue) cells in the buffer.
else schedule the first min(kt, v, mw − Nt) cells at the head of the current
input’s buffer where kt is the total number of cells in the current buffer in
slot t and Nt is the number of cells scheduled at all inputs till now in slot t.
3. If (Nt < mw and the starting input for slot t is not accessed a second time)
go to the next input in cyclic order and repeat step 2 else proceed to step 4.
4. If mw cells have been scheduled i.e. Nt = mw and if a residue exists at the
last input accessed in slot t (Ilast) then set starting input for slot t + 1 as
Ilast.
else if Nt = mw and no residue exists at Ilast then set starting input for
t + 1 as the next input in cyclic order after Ilast.
else (starting input is accessed a second time) if current input (which is
the starting input) buffer being accessed is non empty and has less than v
cells scheduled for slot t then schedule additional cells at this input until
Nt = mw or the buffer has no more cells, whichever comes first. Set the
starting input for slot t + 1 as the next input in cyclic order.
5. Route all the marked cells for slot t to empty spaces. Advance time to t+1
and repeat from step 1.
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This algorithm ensures that the concentration capability of the crossbar struc-
ture is fully utilized in the sense that whenever there are k 6 mw cells in the first
nv locations at the input buffers, they are always concentrated in one slot. Note
that this algorithm is not always work conserving as we do not consider more than
v cells for concentration at one input in any slot. This is due to the limitation
on the speed of the internal cross-points, if we can speedup the fabric then work
conserving schemes can be implemented in the same fashion by considering more
than v cells at an input for concentration in a slot.
Another observation which can be made is that we can use the concept of
marking cells in a more general fashion to reserve output bandwidth for selected
inputs. This can be achieved by using a suitable criterion, like a weight assignment
to inputs based on a cost function to mark more cells at some inputs as compared
to others.
5.4 An Approximate Analysis
We now present an approximate analysis of the Q(n, m, v, w) with routing of cells
according to the presented algorithm for saturated inputs. By saturation we mean
that a new cell is always available to fill up the buffer as soon as a cell is routed
to the outputs. It is easy to see that in the saturated case all the nv locations
at the head of the input buffers will be full. Hence, we will always be able to
find mw cells for concentration in a slot which in turn means that the system is
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work conserving. Thus, we expect the statistics for the queue size and delay to
approach the results derived for the shared buffer in Chapter 4 when the queues
are saturated.
A polling model is used to analyze our routing algorithm in the saturated case.
A polling model is a multiple queue (n queues in our case) cyclic service system
where a server polls the queues for service in cyclic order [26]. Some terms used in
describing polling systems are:
• Cycle time (C)–The time taken (in terms of number of slots in our case)
between two successive pollings of the same input queue.
• Walk time or switch-over time (si)–The amount of time taken to switch from
input i to input i + 1 in cyclic order.
• Gated system–A polling system is called a gated system when an input port
transmits all the cells in its buffer when it is polled, but none of the messages
that arrive after it is polled.
• Limited service–A limit is placed on the maximum number of cells which can
be transmitted before the next input in sequence is polled.
Therefore, our system is best described by a v-limited gated service polling
system. Note that in our system there is no time taken to switch from one input
to the next except at the slot boundaries. For a gated limited system the following




ρi = ρ < 1 (5.1a)
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where ρi is the offered load at input i and ρ is the total offered load, ρi = λih̄i
where λi is the input cell rate and h̄i is average service time for input i.
λis̄
1 − ρ < ki (5.1b)
where ki is the maximum number served at input i and s̄ =
∑n
i=1 s̄i is the mean
ring latency.
For the symmetric system of the concentrator ki = v ∀ 1 6 i 6 n and for the




1 − ρ (5.2)
Substituting (5.2) in (5.1b) we get
vp · E[C] < v
⇒ E[C] < 1
p
(5.3)









Recall that this is the same criterion for stability as derived in (4.15) for the
shared buffer system. Also, even from (5.1a) we again get the same result as that
in (5.5). Thus, we see that our system approaches the work conserving system of
Chapter 4 near saturation.
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5.5 Simulation Results
We simulated the performance of the proposed routing algorithm for a Q(8, 6, 1, 1).
The results were again executed until the estimate of the average queue length
reached with probability 0.95 a relative width of the confidence interval equal to
5%. The estimation of the confidence interval width was obtained by the replication
method.
The plots for the average queue length at an input Q̄ and the average queuing
cell delay at an input W̄q analogous to those defined in Chapter 4 are given in
Figure 5.4 and Figure 5.5 respectively. The equivalent shared buffer quantities are
also plotted for comparison. Obviously, the average queue length at an individual
input is 1/n times the value for Q̄ derived in Chapter 4 for the total queue, while
the average delay, W̄q is the same. Therefore, for the case of routing using our
algorithm we have added the average queue lengths for all the n inputs and then
plotted the result to enable a comparison. We see that the two plots are almost
identical. This shows that the algorithm is able to successfully emulate the shared
buffer to a good degree.
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Figure 5.4: Mean queue length, Q̄ for a Q(8, 6, 1, 1)
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Indep. buffers with routing algorithm
Figure 5.5: Mean queue delay, W̄q for a Q(8, 6, 1, 1)
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Chapter 6
Conclusions and Future Work
Packet-switching concentrators having multiple packets being sourced at inputs
and routed to outputs have a more generalized connection pattern than the tra-
ditional circuit-switched concentrators. Thus, it is of interest to investigate the
construction and performance of such structures. In this thesis we started with a
presentation of the construction of optimal complexity sparse-crossbar concentra-
tor fabrics. In the subsequent development a few bounds were derived for packet
loss when packets in excess of the concentrator capacity are simply dropped at
the inputs. Here we considered cases when the routing over the concentrator is
both random and deterministic. It was shown that for purely random routing
the bounds converge to a limit when the concentration ratio is kept constant and
the number of inputs is unbounded. After this we developed a statistical queuing
model for the concentrator when excess packets are buffered at the inputs to re-
duce packet loss. It was shown that under the assumption of statistically identical
traffic patterns at the inputs and a FIFO work conserving service discipline, the
input queued concentrator behaves as a shared buffer. This analysis quantified
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the best performance possible for the concentrator and gave us a yardstick with
which to measure the goodness of any specific routing scheme for the concentrator.
Finally, we tackled the problem of designing a routing algorithm which enables a
sparse-crossbar concentrator with independent buffers at the inputs to emulate the
performance of the shared buffer. A heuristic routing algorithm for the concen-
trator was developed after deriving the necessary features of the algorithm from
certain key observations about the sparse crosspoint structure. It was shown that
for identical input traffic patterns this algorithm is basically a round-robin polling
scheme. Results were derived from simulation to show that such a routing scheme
comes close to achieving the best performance possible. A few directions for further
research and investigation include:
• Distributed routing: The round-robin polling structure of the proposed al-
gorithm inherently makes it a centrally controlled scheme. It would be in-
teresting to see how it can modified to enable a distributed implementation.
• Implementation complexity: The crosspoint fabric gives us gains in terms
of reducing the cross-point complexity, but we have not made an attempt
in this thesis to quantify the complexity of the proposed routing scheme so
that the overall tradeoff between the routing and the fabric structure can be
fixed.
• Asymmetric traffic: Certain asymmetric traffic patterns may be efficiently
concentrated by the sparse crosspoint fabric as it is itself inherently asym-
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metric. Therefore, another direction for further investigation is determining
the kind of traffic patterns which have a good match with the concentrator
fabric. Equivalently, a weighting cost function could be assigned to inputs
to model some quality of service criterion to vary the service provided to




Consider a random variable X ∼ Binom(nv, p/m). We now show that the proba-
bility distribution of X is Poisson(λwp) in the limit n → ∞ where λ = nv/mw.
A-1 Proof
Since X is Binomially distributed with parameters (nv, p/m)




















































Using the limit, limy→0 (1 + y)
1
















1 + o (k/n)
)
(A-4)
Thus we see that as n → ∞




In other words, X
D−→ Poisson(λwp), i.e., X converges to a Poisson(λwp) ran-
dom variable in distribution.
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Appendix B
We derive an expression for the p.g.f. of the queue contents (Q(z)) of a GI/D/mw
system with batch arrivals in terms of the roots of the characteristic equation
(CE), zmw − A(z) = 0, where A(z) is the p.g.f. of the i.i.d. batch arrival process.
A closed form expression for the steady-state probabilities of the system contents is
also derived in terms of the roots of the CE lying outside the unit disk in comlex-z
plane. Before proceeding to the proof, we list some general properties of p.g.fs.
B-1 Properties of Probability Generating Functions
A discrete random variable, X, which takes non-negative integer values, has a







































i(i − 1) Pr(X = i) = E[X2] − E[X] (B-4)
Therefore, the variance of X can be written in terms of the derivatives of X(z) as
V ar(X) = E[X2] − (E[X])2 = X ′′(1) + X ′(1) − (X ′(1))2 (B-5)
Now we show that X(z) is analytic inside and on the unit disk in the complex-z































The inequality becomes an equality when z = 1. Since the power series is absolutely
summable, ∀ C described above, X(z) is analytic in the region |z| 6 1.
B-2 Probability Generating Functions for S and Q
We now derive closed form expressions for the system occupancy probabilities in
steady-state for a GI/D/mw system with batch arrivals.
Let S, A, and Q be the random variables for the number of cells in the system,
arrivals in a single slot, and number of cells awaiting service in the queue in the
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steady-state. See Section 4.1 for a more complete description of the definitions
and underlying assumptions.







where ai , Pr(A = i), i = 1, 2, . . . . If the maximum batch size is nv then ai =







Therefore, A(z) is now a polynomial of degree nv. It was shown in Section 4.1.1





zmw − A(z) (B-9)
where πj , Pr(S = j), j = 0, 1, 2, . . . are the steady-state system state probabili-
ties. We now state a key result used to derive the final result.
Theorem B-2.1 (Rouché’s Theorem) If f(z) and g(z) are analytic functions of z
inside and on a closed contour C, and |g(z)| < |f(z)| on C, then f(z) and f(z)+g(z)
have the same number of zeros inside C.
From (B-2) we know that zmw − A(z) = 0 has z = 1 as a root. Apply The-
orem (B-2.1) to the CE, zmw − A(z) = 0. Let g(z) = −A(z), f(z) = zmw and
C = {|z| = 1} − {z = 1}. We know from (B-6) that |g(z)|z∈C < 1 and obvi-
ously |f(z)|z∈C = 1. Thus we see that both f(z) and g(z) are analytic on C and
|f(z)| > |g(z)| on C. Therefore, from Rouché’s theorem both f(z) and f(z) + g(z)
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have the same number of zeros inside C. It is obvious that f(z) = zmw, has mw−1
zeros inside and on C with another zero at z = 1. Therefore, we can make the
following statement:
The characteristic equation, zmw−A(z) = 0, has mw zeros in the region |z| 6 1.
Further, one of these zeros is at z = 1.
We know from (B-8) that the denominator of S(z) is a polynomial of degree
nv (as nv > mw for a concentrator). Let the zeros of the CE, zmw − A(z) = 0,
in increasing order of magnitude be z1, z2, . . . , zmw, . . . , znv. Thus, |zi| < 1, i =
1, . . . , mw − 1, zmw = 1, and |zi| > 1, i = mw + 1, . . . , nv. Also, let the zeros of
the numerator be αi, i = 1, . . . , mw.








where C is a constant which willbe determined later on. Now since S(z) is a p.g.f.,
we know from (B-6) that it is analytic in the region |z| 6 1. This means that there
can be no poles for S(z) inside and on the unit disk. This in turn implies that the
zeros of the numerator and the denominator in (B-9) lying in and on the unit disk













(1 − zj) (B-12)








Renaming the zjs lying outside the unit disk as z1, . . . , znv−mw and using S(z) =








Note that here |zj| > 1 as we have reordered the zjs.
B-3 Steady-State Probability Distribution
The expressions for S(z) and Q(z) as given in (B-13) and (B-14) respectively
can be used to obtain closed form expressions for the steady state probabilities

















k 6=j(zj − zk)
(B-16)
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i and comparing the coefficient of zk on both
sides of (B-17) we get the following closed form expressions for the steady-state















j k = 0, 1, 2, . . . (B-18)












The roots of the CE, zjs, are easily obtained by using numerical methods like
Newton-Raphson and then these formulas can be used to obtain the steady-state
probability distributions for S and Q.
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