Notation and history.
This section merely includes the notation necessary to state our main theorems. All other notation is defined where it first appears.
A real-valued function f is said to be additive if f (mn) = f (m) + f (n) for all m and n that are coprime. Throughout this paper, f will denote an additive function, and g the multiplicative function defined by g(n) = e itf (n) , unless otherwise stated. Moreover, p and q will denote prime numbers while x and y will be real numbers with y greater than 8. The variable w will denote a sufficiently large power of log x. Throughout the paper, we shall impose finitely many conditions on w. We choose w to be the largest power of log x necessary to satisfy all the conditions. Also, for any fixed nonzero integer a, any positive even integer γ < x, and any real number h, define Ω γ (x) = {p ≤ x : p and p + γ are primes},
The absolute value denotes the cardinality of the enclosed set. Since γ remains fixed for a majority of the paper, we shall generally suppress the dependence of Q h on x and γ.
The function sup h Q h is nearly a concentration function of the additive function f evaluated on shifted γ-twin primes. It would, in fact, be a concentration function if the number of γ-twin primes grew asymptotically as Ψ γ (x). The last statement, of course, is unproven.
Concentration functions of additive functions have been the object of much research in number theory. Ruzsa studied the concentration function on integers:
In 1980, Ruzsa [7] showed that sup h Q h (x), the concentration function on integers, is
. Timofeev [8] conducted the pioneering work on the concentration function of shifted primes in the early 1990s. He obtained a result similar to, but weaker than, Ruzsa's result. Then in 1992, Elliott [4] improved on Timofeev's ideas and proved an analog to Ruzsa's result for concentration function on shifted primes. The definition of Q h is adjusted in the obvious way in the shifted primes case.
If π γ (x) denotes the cardinality of Ω γ (x), then A. F. Lavrik proved that the difference between Ψ γ (x) and π γ (x) is small in an averaged sense over γ. P r o o f. This is Lemma 17.3 of [6] .
Observe that 0<γ≤x 0<m,n≤x+γ m−n=γ
Lavrik's theorem thus implies that
If γ were an even integer for which π γ (x) ∼ Ψ γ (x) as x → ∞, then Q h (x, γ) would be precisely the concentration function of the shifted γ-twin primes. Provided such a γ exists, Theorem 1 below shows that the concentration function
. We remove the proviso in Theorem 2 by showing that the concentration functions are small in an averaged sense over γ.
Statement of results
Theorem 1. Let y be an absolute constant not less than 8, w be a sufficiently large fixed power of log x, and w < z ≤ x 1/10 . Then for any additive function f ,
and the bound holds uniformly for all h, x, γ, and f.
Furthermore, the functions Q h satisfy a similar bound on average over γ.
for some absolute constant c. The implied constant depends at most on a.
Preliminary lemmas.
Before embarking on the proof of Theorem 1, we shall require the assistance of the following lemmas.
Lemma 1. Let g(n) be a multiplicative arithmetic function with modulus not greater than one. Let x and T be real numbers greater than two. Define
m(T ) = m(x, T ) = min |t|≤T p≤x p −1 1 − Re g(p) p it .
For any squarefree integer with
P r o o f. Lemma 1 is essentially Lemma 6.10 in Elliott's text [2] on probabilistic number theory. Lemma 1 is a generalization of a result of G. Halász.
The difference in our setting is the presence of the extraneous product terms. This means the multiplicative function in our summand may no longer be bounded by one in absolute value.
The proof of Lemma 6.10 of [2] continues to hold even in our setting. Having an upper bound of one on the summand is not absolutely necessary. However, it is vital that when n is a prime greater than y,
To further streamline notation, we shall use P γ (n) to denote the polynomial (n−a)(n−a+γ), and let γ (k) be the number of solutions to P γ (n) ≡ 0 (mod k) in Z/kZ, for any positive integer k. Thus, for any p γ,
, where ω(k) counts the number of distinct prime divisors of k. Let
Lemma 2 (Selberg). Suppose λ d are real numbers with λ 1 = 1, w < z, and P is a product of distinct primes. Define a multiplicative function g by
Then the quadratic form
is minimized by choosing
and the minimal value is G −1
The constant P above will often be P w,z , with z ≤ x 1/10 , in our applications of this lemma. In that case,
where
P r o o f (of Lemma 2). This lemma is a combination of equations (3.1.4), (3.1.7), and Lemma 4.1 of Halberstam and Richert [5] . In fact, Halberstam and Richert prove a much more general result than the one stated here. Note that for γ < x and w > log x,
log log x. Lemma 4. Let 0 < β < 1, 0 < ε < 1/8, and The modulus D 0 in Lemma 5 is the modulus to which the primitive character in Lemma 3 is defined.
To facilitate notation, for any positive integers m, n, l, let
The dependence on γ will be suppressed in the situations where there is no possible confusion. Further, when l = 1, we shall write G(m, n) instead of G 1 (m, n).
P r o o f (of Lemma 5). For any fixed positive integer l, define a multiplicative function v by the Dirichlet convolution
For p | ∆ and p l,
For any prime p, we have 2
To prove Lemma 5, first suppose that g is completely multiplicative.
since (r, D) = 1. Divide the outer sum into two, one with d ≤ √ x and the other with
we estimate directly. According to inequality (4), this portion of (5) contributes
.
Consequently, (5) is bounded by
Clearly, this bound holds uniformly in l. By selecting l = 1, the lemma is proved in the case when g is completely multiplicative.
To remove the requirement of complete multiplicativity, express g as a convolution of g 1 and g 2 , where g 1 is completely multiplicative and is defined by
Then g 2 (p) = 0, and one verifies by induction on k that
It follows immediately that, for any α > 0 and l = 1,
So, the sum is 1 for α = 1 and is log 2 x for α = 1/2. With these definitions for g 1 and g 2 , we see that for (r, D) = 1,
Similarly,
In view of these two remarks, the difference we wish to estimate in the lemma is
Since g 1 is completely multiplicative, F (x, d, D) is identical to the left-hand side of (5) with l = d. We employ a similar tactic as before by dividing the outer sum in two:
, the result already obtained for completely multiplicative functions shows that this portion of (7) is
From the remarks following inequality (6), this bound is no greater than
Therefore, this portion of (7) is dominated by
Estimate (6) shows that the last expression is
. This concludes the proof of Lemma 5.
For any positive integer m, define
As before, the dependence on γ will be suppressed when there is no possible confusion.
. Then the number of integers not exceeding x and made up entirely of primes not exceeding r is
x exp −12 log x log r + x 14/15 . P r o o f. This is Lemma 13 of [3] .
Lemma 7. Let y > e, and w be a fixed power of log x. Also, let G(P y,w , γ, n), D 0 , and Q be as defined in Lemma 5. As before, for
) in Lemma 5. First, suppose there are no exceptional moduli relative to g. As a consequence of Brun's pure sieve, for any positive integers n and r,
where 0 ≤ α ≤ 1. This is Corollary 2.24 of [5] .
The relatively prime condition (P γ (n), P y,w ) = 1 may be replaced by using the Möbius function. Then the sum we wish to estimate equals
The value of α may depend upon y, w, n, γ, and the polynomial P γ (n). However, since α is bounded between 0 and 1, it causes no difficulties upon taking its absolute value.
Set r = (log log x) 3 . With this choice of r, d ≤ Q and d | P y,w imply ω(d) < r. Consequently, in the first term of (8), the restriction on ω(d) may be omitted. Moreover, if d | P y,w , and ω(d) = r, then d > Q; and so, the second term is void. As for the last two terms, in the range of d, an upper bound of √ x may be used in place of P γ (x). Then the last two terms of (8) are
It is easy to see that the first product is log 2 w. In the second product, divide the interval (Q,
U ], where U = Q and k = 0, 1, 2, . . . Lemma 6 provides a bound on the number of integers not exceeding x which consist only of primes up to w. Applying this lemma on each subinterval, we get
As it requires log x of such subintervals to cover (Q,
Hence, the last two terms of (8) are less than the error term of Lemma 7.
The main contribution arises from the first double sum of (8) .
Since there are no exceptional moduli by assumption, the first term of (8) may be estimated by γ (d) applications of Lemma 4. It equals
By our choice of Q, the quantity in the error term is
Removing the condition d ≤ Q from the main term in (9) introduces an error that is
This estimate may be obtained by appealing to Lemma 6 as before. Therefore, the main term of (9) equals 
Therefore, the middle term in the second estimate of Lemma 7 is
x(log log log x) Proceeding as in the case where there were no exceptional moduli, we get
As a consequence of the Chinese Remainder Theorem, the main term on the right-hand side equals
g(n).
For m = 1 or 2, let c ml , 1 ≤ l ≤ γ (d m ), be the solutions to P γ (n) ≡ 0 (mod d m ). Then, with the aid of the orthogonality properties of characters, (10) may be rewritten as
In view of Lemma 3, inequality (2) only holds for characters induced by a common primitive character χ (mod D 0 ). Suppose ψ is a character modulo d 2 . If χ 1 is not a character induced by χ, then for ψ being principal, χ 1 ψ would not be induced by χ either. On the other hand, if χ 1 and χ 1 ψ are both characters induced by χ, then for any integer n with (n,
The above identity implies ψ must be a principal character because D 0 d 2 . Hence, if χ 1 is induced by χ, then for any nonprincipal ψ, χ 1 ψ cannot be induced by the character χ.
In either case, for any χ 1 , there exists a ψ (mod d 2 ) such that gχ 1 ψ cannot satisfy inequality (2) of Lemma 3. We are, therefore, free to apply Lemma 4 to estimate the sum over gχ 1 in (11). Thus the sum of the g(n)'s that we wish to estimate in Lemma 7 equals (12)
The error term in (12) is x (log x) 1/20 .
As for the main terms in (12), switching the order of summation and using, again, the orthogonality of characters gives
As in the setting where there were no exceptional moduli, we remove the condition that d does not exceed Q. This introduces an error which is x(log log log x) 2 exp(−(log log x) 3/2 ).
Thus the error from eliminating the restriction on the magnitude of d may be absorbed by the error term in Lemma 7.
It is convenient to write P 0 for P y,w /D 0 . Consequently, it follows from (12) that
Converting the sum over d 2 into its product form, the main term becomes
we may apply Lemma 5 to the inner sum over n when m < D 0 . Expression (13) has a representation
Add the term
to the first term of (14) and subtract the same from the second. The first term of (14) plus (15) equals
The inner sum over m equals
So (16) yields the first term in the second estimate of Lemma 7.
The second term in (14) may be expressed as
The last expression is the same as (15) when χ 0 is the principal character modulo D 0 . Thus the difference between the second term of (14) and expression (15) is
where the middle sum is over all characters modulo D 0 which are nonprincipal. To obtain the statement of the lemma, use the identity
When χ 0 is the exceptional primitive character, χ, (17) is precisely the middle term of Lemma 7's second estimate. When χ 0 = χ, the inequality in (2) points in the opposite direction because then these characters cannot be induced by χ. Lemma 1 thus yields
provided y > 8. Consequently, for χ 0 = χ and χ 0 being nonprincipal, (17) is . Lemma 7 is established.
Proof of Theorem 1.
Armed with the above lemmas, we proceed to prove Theorem 1. For any real u,
Hence, the integral is nonnegative for all real u. Moreover,
Thus when |f (n + a) − h| ≤ 1 and
Since 8 ≤ y ≤ z < x, the set of primes p in (z, x] such that p a(a − γ), p + γ is also prime, and h < f (p + a) ≤ h + 1 is a subset of the set of the integers n with (n(n + γ), P y,z ) = 1 which satisfy h < f (n + a) ≤ h + 1. Thus,
We introduce real numbers
, reminiscent of Selberg's sieve method. Because the integral in (18) is nonnegative, for y ≤ w ≤ z, Q h is not more than a constant multiple of
In the sum involving the λ's in (19), when it is clear that j varies from 1 to 2, the condition j = 1, 2 will be omitted.
Following the ideas in Elliott's paper [4] , define the following functions:
The constants A and B will be chosen later; we pick b to be (log x)
6A+15
. It follows from Lemma 5 of Elliott [4] that β j (n) (log x)
, uniformly in n, j. Moreover, for ε > 0, and n > x ε , (20)
Denote the above bounds for β 1 and β 2 by Θ 1 and Θ 2 , respectively.
To realize the inequalities in (20), one examines the Euler product of h * g 1 . It may be shown that for all positive integers k,
The inequalities in (20) follow from this identity.
. Then (19) leads to
Denote the three sums above by I 0 , I 1 , I 2 , respectively. We will show that I 0 is the only term making significant contribution. Define:
uniformly in n, it follows that
. An application of Hölder's inequality shows that the main term of E (t) is not more than (24) (log x)
, where
In the second product of (24), the term
. Thus the second product in (24) may be bounded by the product of x 1/4 (log x) (B+1)/8 and the double sum
To estimate the last double sum, we shall employ the next two lemmas.
, and 0 < δ < 1/2. For any multiplicative function g satisfying |g(n)| ≤ 1 for all n, define the function β as before. Then 
Here
To prove Lemma 9, we essentially apply Lemma 8 γ (D 1 D 2 ) times. Therefore we shall only provide a sketch of the proof.
According to the Chinese Remainder Theorem, for each j in the interval
where α and β are integers with
It follows that
The restrictions on D 1 and D 2 force (b j , D 1 D 2 ) = 1 for each j. Otherwise, there is some prime dividing (a, D 1 D 2 ) or (|a − γ|, D 1 D 2 ) , both of which are impossible. Therefore the sum to be estimated in Lemma 9 may be bounded by
The Cauchy-Schwarz inequality shows that the previous term is not greater than the product of O(log 4 x) and the square root of
the product is
Take square root and utilize Lemma 8 to estimate the remaining double sum. Lemma 9 now follows easily.
Proof of Theorem 1 (continued ). Select B = 2A+5 and w > (log x)

2A+14
. Then Lemma 9 asserts that the second product of (24) is
The error term arising from the removal of the condition (d j , n + a) = 1 is 1 w log 7 x.
Having severed the connection between the d j 's and n, we may apply Lemma 2 to bound the sum over the d j 's. Together, inequalities (20) and (27) show that
where Π 1 is defined in Lemma 2. Recall that Π 1 log log x if γ < x and w > log x.
Choose w to be greater than log 9 x. Then one easily verifies that the second sum in (28) is x ε Ψ γ (x) (log log x) 3 (log x) (B−3)/2 .
As for the first sum in (28), it is
Together, the bounds for the first and the second term of (28) 
+ W (x)
