Abstract. Accurate and automatic segmentation of the right ventricle is challenging due to its complex anatomy and large shape variation observed between patients. In this paper the ability of shape regression is explored to segment right ventricle in presence of large shape variation among the patients. We propose a robust and efficient cascaded shape regression method which iteratively learns the final shape from a given initial shape. We use gradient boosted regression trees to learn each regressor in the cascade to take the advantage of supervised feature selection mechanism. A novel data augmentation method is proposed to generate synthetic training samples to improve regressors performance. In addition to that, a robust fusion method is proposed to reduce the the variance in the predictions given by different initial shapes, which is a major drawback of cascade regression based methods. The proposed method is evaluated on an image set of 45 patients and shows high segmentation accuracy with dice metric of 0.87 ± 0.06. Comparative study shows that our proposed method performs better than state-of-the-art multi-atlas label fusion based segmentation methods.
Introduction
Segmentation of right ventricle (RV) structure in cardiac MRI images is an important task, required in management of most cardiac disorders, e.g. pulmonary hypertension, coronary heart diseases, dysplasia and cardiomypathies [1] . However, automatic segmentation of RV is challenging due to its complex anatomy -caused by highly variable and crescent structure -and adverse shape variation among patients. Moreover, thin and indistinguishable myocardial walls, along with inhomogeneous and ill-defined boundaries makes segmentation more difficult. Thus, while ample amount of research has been done on segmentation of the left ventricle (LV), fewer attempts have been made on RV segmentation. Existing methods mainly falls into three categories: pixels classification-based, statistical shape-based, and atlas-based methods. In pixel classification-based methods, a classifier is generally trained using annotated RV labels, then segmentation is done by grouping the classified pixels. For example, [2] used motion information to detect the region of interest and segmentation was performed using Expectation Maximization based classifier and a Markov Random Field. In another approach [3] , a graph cut based method was used to perform joint segmentation of cardiac RV and LV, using mutual context information. However, in these approaches shape's prior information has not been utilized, although it can improve the segmentation accuracy particularly in the presence of ill-defined and inhomogeneous RV boundary. Statistical shape based methods incorporate shape prior information by encoding expected shape variation using variants of Principal Component Analysis (PCA). For example, [4] modeled both ventricles using Point Distribution Model (PDM) followed by active shape and appearance based optimization [5] . However, such learned shape and appearance models have limited capability to capture the complex RV shape. Moreover, they are sensitive to the initialization due to gradient descent optimization. A number of methods based on multi-atlas label fusion is proposed to segment RV [6] . However, multi-atlas segmentation methods are computationally expensive, also highly dependent on the result of the registration step, therefore any inaccurate alignment in registration adversely affects the ultimate segmentation result.
In this paper, we propose a novel segmentation method of right ventricle in MR images, based on shape regression. In our method, RV shape is represented as a collection of landmark points, and a regression function that maps the image appearance to the target shape, is learned from the training data. Previous works such as [7] used boosting regression for predicting the shape of the left ventricle in echo-cardiogram images. Yet, their method would learn regressors for individual landmarks, and does not takes into account the appearance correlation between landmarks. We, however, propose to use the cascade regression framework based on layer-wise training of regressors to directly regress multidimensional RV shape landmarks from image appearance. Our method takes into account correlations between RV landmarks and uses shape invariant feature selection during regression. Cascade regression framework have been previously used for non-rigid pose estimation [8] and facial landmark points alignments [9] using random fern as a shape regressor. In this paper, we use gradient boosted regression trees to train each regressor at the cascade for supervised feature selection. Moreover, we have proposed a novel data augmentation method to generate synthetic data and demonstrate the positive effect of increasing the training data on segmentation performance. Cascade regression suffers from dependency of prediction to initializations. To make the final segmentation robust towards the initializations, we present a fusion method to combine predictions based on their confidence. Once the regression model is trained, our method does not need optimization in testing phase, hence provides faster segmentation.
Methodology
We represent the right ventricle shape as a collection of p landmark points S = {x 1 , y 1 , · · · x p , y p }. In the cascade regression framework [8, 9] , a strong shape regressor is built by cascading T weak shape regressors F 1 , · · · F T . Given an image I and an initial RV shape S 0 , each regressor in the cascade is trained to predict a shape increment vector ΔS to update the previous shape:
In this framework, each regressor F t computes the feature relative to the previous shape S t−1 . Such relative indexing of features introduces weak geometric invariances into the cascade regression and have been shown to improve the performance when compared with the fixed feature indexing [8, 9] . Moreover, final prediction always lies in the linear subspace of the training data as long as the initial shape S 0 is a valid right ventricle shape. Therefore, this approach automatically incorporates shape constraints in the learning stage.
Given a training examples
where I i is a short-axis MRI image andŜ i is a ground truth shape vector, the goal is to learn the cascade of regressors
In landmark-based shape model, it is important that landmarks on all training samples are located at corresponding locations. To ensure each landmark (x j , y j ) of all the training shapes represents approximately same location in the right ventricle boundary, the first landmark x 1 , y 1 is taken to be the left insert point of the RV and q th landmark point is taken to be the second insert point of the RV. Each training example needs an initial shape to train the regression framework. Next step of our proposed method involves data augmentation process to automatically generate initial shapes, which is explained in the following section.
Data Augmentation
In the cascade regression framework, the cascade needs to learn to predict from different initial shapes, therefore using multiple initial shapes for each training samples have been shown to improve the performance of the regression [8] . In previous approaches [8, 9] , initial shapes have been sampled from the training set. However, existing shapes in the training set may be limited and less diverse. In this paper, we propose a method to generate a collection of initial shapes, based on PDM [5] . First, all training shapes are normalized in common coordinate system using the two RV insert points as references. Then, the normalized training shapes are averaged to obtain a mean shapeS. Next, PCA is performed on the covariance matrix of the normalized training shapes to obtain the B unit eigenvectors v 1 , · · · v B corresponding to the B largest eigenvalues. A new RV shape, can then be generated by adding the mean shape to the weighted combination of the unit eigenvectors:
where b = b 1,··· b j are the weights of each eigenvectors. We learned the bound of b from the normalized training shapes. Hence, by varying the weights within the bound, we can generate large number of initial shapes that lies in the space of the training shapes. For each training example i, we randomly sample the K values of b within the bound and use Equation 2 to obtain K initial shapes. The sampled shapes are then transformed to absolute image coordinates by attaching them to the RV insert points in I i . Therefore, the effective number of training samples in the augmented training set becomes N ag= N * K. Ultimately, the augmented training set to train the first regressor F 1 in the cascade consist of
. Note that, in order to train the t th regressor in the cascade F t , the augmented set is updated to form
is computed using Equation 1.
Feature Extraction
In this section, we describe how to extract the feature vector x t to train the regressor F t in the cascade. Pixels around the RV boundary are likely to contain most discriminative features. In order to select such features, we index the pixels relative to the previously estimated shape S t−1 , rather than the original image coordinates. This leads to better geometric invariance against the shape variation, and in turn helps the regressors to converge more quickly [8] . First, we randomly sample Q pixels locations u 1 , · · · u Q in the space of the mean RV shape where each pixel u j is indexed by its nearest RV shape landmark point l j using an offset vector δ j = (δ x , δ y ). Next, the pixels are transformed to the absolute image coordinate for each image I i in the training set as v 
Training the Regressors

Given the augmented training data
, our goal is to train each regressor F t in the cascade. In doing so, we first compute the shape index feature vector x t i from I i using the previous shape estimate S t i for all i = 1, · · · N ag . Then, the regressor F t is trained to map from the shape indexed feature space x t to the target shape increment vector ΔS
. The regressor F t is thus trained using {x
as follows. We approximate the regressor F t using gradient boosting regression (GBR) [10] with sum of square loss. GBR is an iterative process to build a strong regressor from several weak regressors, which can be expressed in the following additive form:
where F t m is a regressor obtained at m th iteration and f t m is an incremental weak regressor by which F t m−1 should advance in order to minimize the expected value of the given loss function and γ is a shrinkage parameter that determines contribution of weak regressor on the ensemble. The shrinkage parameter 0 < γ ≤ 1 controls the learning rate and selecting γ < 1 helps to prevent overfitting [10] . The gradient boosting regression approximates f t m in the path of the steepest decent, which is given by the residuals of the training samples [10] . For the sum of square loss, residuals of the i th training sample is computed as g m (x . We model the weak regressor f m (x) as the multi-dimensional version of the regression tree which recursively partitions the feature space into L disjoint regions R l,m , l = 1 · · · L. In normal regression tree, each partition is assigned a scalar constant. However, our output shape increment vector ΔS ∈ R P is multidimensional, each of the partition R l,m in the terminal nodes of the tree is represented by a P -dimensional constant response vector. To train the regression tree, we select the best feature dimension and the split at each node by minimizing the sum of the squared deviations about the mean of g m (x t i ) for all i that belongs to the partition denoted by the node. The split can be found very efficiently as the response vector for the candidate partitions resulting from the splits is just a mean of the residuals in the partitions i.e, γ
where N lm is the number of training samples that falls in the partition R l,m .
Prediction
Given a test image, we first generate J initial shapes using the method described in Section 2. . Previous approaches use median of these output without validating the prediction. We, however, compute the confidence score of a prediction using Gaussian distance transform. In doing so, we first detect edges in the test image by thresholding the gradient image to obtain a binary edge map. We then construct a Gaussian distance map E g by convolving the binary edge image with a Gaussian kernel and rescaling the pixel values between 0 and 1. The Gaussian distance map gives the proximity of a pixel to the edge and hence can be used to determine the edge probability of the pixel.
The cost of prediction S is then obtained by computing the mean square error (MSE) of the edge probability values at the points in shape S as
, where P is the number of landmarks in shape S. The cost measures how well the predicted shape S is aligned with the right ventricular edges in the given image. The confidence of prediction ofS j is computed as w(S j ) = exp(−Cost(S j ))/ 
Experiments
Our proposed method is evaluated on the Sunnybrook Cardiac Dataset (SCD) [11] which contains MRI volume of 45 subjects. Since SCD does not include any ground truth segmentation of right ventricle therefore boundaries and left/right insert points of the right ventricle has been manually annotated by our collaborator radiologist. SCD dataset is divided into three groups : training , validation and test set, each on them consists of 15 subjects. Training and parameter selection of our proposed method is done on the training and validation set respectively and evaluation is done on the test set. Our method has three main parameters: number of training samples , number of initial shapes and number of cascade regressor. Fig. 1 (a) shows that increasing the number of training samples using proposed data augmentation method (described in section 2.1) significantly reduces the segmentation error. In the proposed method optimal training sample number is set to 2000. To obtain the optimal number of initial shapes we evaluate the impact of increment in the number of initial shapes on the segmentation accuracy. Fig.1 (b) shows that increasing the number of initial shapes used in our weighted fusion-based prediction reduces the segmentation error. The optimal number of initial shape is set to 50. We set the number of cascade regressors T = 10 as we found that setting T > 10 did not improve the performance. We compare our proposed method with joint label fusion (JLF) [13] and weighted voting label fusion (WVLF) [12] which are multi-atlas segmentation methods. Both method has two steps: registration and label fusion. In the registration step, we use two RV insert points and LV center point to perform affine registration followed by deformable registration [14] to align the atlas subject slices with the corresponding slices of the target subject. In the label fusion step, we evaluate both JLF and WVLF for final segmentation of RV. As shown in Table 1 , mean dice metric (DM) and hausdorff distance (HD) of our proposed method is 0.87 and 6.20 which is significantly better than the results obtained by multi-atlas segmentation methods. Our proposed method shows lower standard deviation for both evaluation metrics compared to multi-atlas label fusion methods, which reflects the stability of our approach. Figure 2 shows the segmentation output of our proposed method and corresponding manual segmentations. The method proposed in this paper has been implemented in Java, and experiments have been performed on an Intel Core i5 CPU @ 3.10 GHz with 8 Gb of memory. Our proposed method took 3 seconds to segment RV in a single volume with 10 slices, which is remarkably faster compared to multi-atlas segmentation methods which took 20 minutes for segmenting the volume.
