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Introduction

47
Wine is a complex matrix composed of water, ethanol and a variety of chemical 48 compounds such as peptides, proteins, carbohydrates, thiols, and phenolic compounds [1] .
49
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140
[30] included in the software developed by Tomasi et al. [31] . MCR-ALS was implemented 141 using the graphical interface provided by Tauler in his web page http://www.mcrals.info/ [32] .
142
Principal component analysis was run using an in-house MATLAB code. All programs were 143 run on a HP Pavilion dv5-2043la microcomputer with an Intel Pentium P6000, 1.86 GHz 144 microprocessor and 6 GB of RAM. UV-Visible data were exported from the HPLC-DAD 
MCR-ALS
156
The first step in MCR-ALS is to roughly estimate the number of components, which (size NK) is a matrix whose rows contain the component spectra and E (size JK) collects 167 the experimental error and the variance not explained by the bilinear model of equation (1).
168
The resolution is accomplished using an iterative ALS procedure [33] [34] [35] . In each 169 iteration, new C and S T matrices are obtained under a series of constraints (non-negativity , 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 8 unimodality, closure, etc.) to give physical meaning to the solutions, to limit their possible 171 number for the same data fitting, and to decrease the extent of possible rotation ambiguities
172
[36]. Iterations continue until an optimal solution is obtained that fulfils the postulated 173 constraints and the established convergence criterion.
174
The procedure described above can be easily extended to the simultaneous analysis of 175 multiple data sets or data matrices if they have at least one data mode (direction) in common. 
187
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243
Among the various algorithms allowing to process sets of data matrices such as those 244 presently studied, one should select a methodology which is able to model the particular data 245 structure at hand. One specific property of the present data is the existence of changes in the 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 Correlation Optimized Shifting (COSHIFT) [31] , etc. All these possibilities were probed to 269 the present data, with optimum results using the latter COSHIFT algorithm, which operates 270 by shifting a data matrix in both the row and column directions, in order to get maximum 
MCR-ALS resolution of LC-DAD data
281
After COSHIFT chromatographic alignment of all samples, MCR-ALS analysis was 282 applied to the row-wise augmented data matrix, namely, an array of 2400 × 4590 data points 283 as explained in Section 3.1. As a first step before data resolution, the number of components 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 13 explained variance, respectively), with results which did not significantly differed from those 291 obtained with 10 components as initial estimate. On the other hand, principal component 292 analysis of the column-wise augmented data matrix, namely, an array of 64800 × 170 data 293 points, as explained in Section 3.1, showed that only 3 components were needed to explain 294 97.39% of the data variance (components 4 and 5 only explained 1.37% and 0.52% 295 respectively), revealing that more components can in principle be resolved in the row-wise 296 augmented data matrix.
297
In order to achieve successful resolution, non-negativity in both spectra and (Fig. 4A ) and a fragment of the augmented spectra corresponding to four selected 304 samples (Fig. 4B) . Figure 4 shows that several sample components were resolved with 305 maxima at ca. 520 nm, corresponding to different anthocyanin compounds. This would not be 306 possible in the usual column-wise augmentation mode, because in the latter mode a single 307 spectrum is retrieved for all anthocyanin compounds, and our intention was to differentiate 308 these important class of compounds from each other. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 14
PCA discrimination using MCR-ALS scores
316
In order to study the relation among the MCR-ALS fingerprint information with the 317 eight wine varietals and the thirteen wineries, the output score matrix was subjected to 318 principal component analysis (PCA). Figure 5A shows a typical score plot of first vs. second 319 principal component (45.40% and 24.06% of variance retained by PC1 and PC2 respectively).
320
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