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Abstract
Modern communication technology has enabled new
ways to exchange information and is one of the main
drivers for citizens participation in disaster response.
During the last decades, so-called spontaneous
volunteers have become an important resource in coping
with disasters. However, their unpredictable behavior
has also led to several problems. Disaster managers
urgently need insights into volunteers behavior to
effectively use the offered potential. To gain and provide
these insights into explaining what drives the decision to
help, we performed a discrete choice experiment based
on previously identified behavior-affecting attributes.
Our results indicate that attributes like the scale of the
disaster and the media coverage are among the most
important factors in the decision to help. The model
correctly predicts volunteers scenario-specific decisions
with an accuracy of 65%. Hence, the experiment offers
valuable insights into volunteers behaviors for disaster
research and is a sound foundation for decision support
for disaster management.
1. Introduction
Modern communication technologies and,
accordingly, the rising interconnection of society
have enabled new ways of information retrieval and
information dissemination. Technologies like social
media have led to new opportunities for businesses
and also the public sector. Since the advent of social
media, this media has also affected the ways how
people perceive disasters and how people interact and
exchange information during disasters. These new
opportunities have also led to a massive increase in
citizens participation in disasters [1]. Consequently,
social media has become a substantial topic in disaster
research.
During the last decade, several disasters have shown
increasing numbers of citizens helping spontaneously in
mitigating disaster scales. These so-called spontaneous
volunteers, sometimes also referred to as emergent
groups, are people who are not affiliated with a disaster
response or humanitarian organization and are, thus,
usually not trained in disaster response [2, 3]. In a
disaster context, spontaneous volunteers assist official
disaster relief forces by, e.g., filling sandbags or clearing
up locations[4, 5].
According to disaster managers, scales of many
disasters would have turned out to be much more
dramatic without the help of spontaneous volunteers
[3, 6]. However, these volunteers often coordinate
their actions mainly based on information retrieved from
social media platforms such as Facebook or Twitter.
This information is often disseminated and collected
by the citizens themselves and are, thus, subjective
or even wrong. Self-coordination has led to several
problems, e.g., overloading operating sites in main areas
while peripheral areas are understaffed [7, 8]. Although
people have been willing to help, they have been rejected
at overloaded operating sites by officials. That has led to
their frustration [2, 9] as well as to a potential decrease
in their willingness to help in future disasters.
Not only have spontaneous volunteers been
frustrated, but also official disaster management has
been confronted by this massive participation and
the inability to intercept this situation [4, 10]. The
undeniable importance of spontaneous volunteers and
the problems related to their self-coordination have
triggered many researchers to develop concepts to
integrate the coordination of spontaneous volunteers
into official disaster management [2, 10, 11, 12].
Additionally, because not all people want to be
or can be led or coordinated by official disaster
management, disaster managers urgently need insights
and information on how spontaneous volunteers act and
react in particular situations to promptly intervene and
plan with these resources instead of being overwhelmed.
To provide these insights, this paper aims to elicit
the preferences of spontaneous volunteers methodically
grounded on discrete choice experiments. The
analysis leads to the identification of effects of
Proceedings of the 53rd Hawaii International Conference on System Sciences | 2020
Page 2157
URI: https://hdl.handle.net/10125/64005
978-0-9981331-3-3
(CC BY-NC-ND 4.0)
behavior-influencing attributes on the willingness to
help as well as to influences on scenario-specific
decision-making. The resulting model can forecast a
volunteer’s decision within different scenarios.
Our results give an understanding of which factors
influence the behavior, which is the main driver
of spontaneous volunteering and how they affect
individuals decisions to help. The model can forecast
an individual’s scenario-specific decision whether and
where to help. Implementing this model and providing
individual decisions within an agent-based simulation
framework [13, 14] enables the observation of the
emergent behavior of citizens in disasters. Hence,
this can serve as a foundation to developing a
decision support system for disaster management that,
e.g., enables the monitoring of disaster-related key
performance indicators, such as operating site utilization
and allows developing strategies for spontaneous
volunteers in the preparedness phase.
2. Theoretical background and related
work
The behavior and especially the motivation of
organized, or affiliated, volunteers have already
intensively been investigated [15, 16, 17, 18, 19].
However, we focus on spontaneous instead of
planned volunteers as their behavior is, at this point,
unpredictable and they have caused problems in past
disasters.
A major part of disaster-related research regarding
citizens’ participation in disasters constitutes the
analysis of citizens behaviors and interactions within
social networks and, thus, focus on so-called digital
volunteers [1, 2, 3, 6, 7]. Whereas the efforts of
spontaneous volunteers that physically help at operating
sites and particularly the analysis of their behaviors
are still relatively unexplored fields, researchers
have discovered that spontaneous volunteers need
proper coordination and an integration in official
disaster management based on the previously described
problems [8, 9, 4, 10]. Therefore, many researchers
have come up with ideas and IT-supported coordination
approaches, which constitute a major part of the research
area. Furthermore, some researchers have already begun
to analyze the drivers of spontaneous volunteering to
provide insights into their behaviors and motivations
[11, 20, 21, 22]. For instance, [14] have identified
25 attributes that affect the behavior of spontaneous
volunteers. Although some researchers have begun to
analyze drivers of spontaneous volunteering to provide
insights, forecasting the behavior and actual actions
of spontaneous volunteers in specific scenarios has, to
the best of our knowledge, not yet been considered in
disaster research. However, these study results serve as
a sound foundation for this paper. Nonetheless, there
are results from psychology and behavioral economics
on the willingness to help in general. For instance,
Amato discusses the influence of personality and social
network involvement on the helping behavior on a
general level [23]. Amato distinguishes between three
types of helping activities: formal planned helping,
informal planned helping, and spontaneous helping
[23]. He concludes that the greatest number of helping
activities is planned. Furthermore, he emphasizes that
the willingness to participate in planned helping is more
predictable than the willingness to help spontaneously.
For this reason, the motivation of our approach is to
improve the predictability of spontaneous volunteering.
Barraket et al. performed a comprehensive
survey that gives first insights into motivational,
intentional, and network-related aspects of spontaneous
volunteering [11]. However, they do so only in a
descriptive way.
Seo et al. strengthen the position that media
can influence the willingness to help after a disaster
[12]. Moreover, they emphasize the importance
of media messages as a mediator to inform the
public about the necessary actions needed to reduce
harm. Besides, economists often investigate charity
and donation behavior in the context of volunteering
behavior. Donation activities are not spontaneous.
Although the general research analyzes the effect of
incentives on helping behavior like blood donation and
investigates the so-called crowding-out effect [24, 25,
26], it only takes a shallow look at the actual triggers to
donate. Considering the huge differences between the
research on affiliated volunteers and that of spontaneous
volunteers [22] the insights from planned helping cannot
be adopted for spontaneous helping. Thus, insights into
spontaneous helping require a comprehensive analysis.
Due to the nature of spontaneous volunteers in the
context of natural disasters, one issue in investigating
spontaneous volunteers behavior is that it is only
observable if disasters occur. In such a situation, it is
not practicable to observe or survey the spontaneous
volunteers behavior and their decision to help. To
overcome this issue, it is required to investigate the
behavior and their decisions in an experimental frame
with realistic simulated scenarios. Therefore, we
propose a discrete choice experiment as an appropriate
method to elicit the preferences of spontaneous
volunteers decisions [27, 28, 29]. Within recent decades,
the use of discrete choice experiments has increased
in areas like health economics, transport economics,
ecological economics, marketing efforts, and many
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more areas [29, 30, 31, 32]. However, there is no
research using discrete choice experiments to identify
the main drivers of potential spontaneous volunteers in
the context of disaster response.
The lack of existing comprehensive investigations
into spontaneous volunteers willingness to help and their
decisions to physically help within different scenarios
has motivated our effort to provide novel insights
into spontaneous volunteer behaviors for research and
practice. Thereby, the results of our discrete choice
experiment can provide comprehensive data for, e.g.,
decision support systems for disaster management.
3. Experimental design
In conducting a discrete choice experiment, there are
several steps to pass through to get valid results [33, 34].
Firstly, we have to decide how many alternatives
will be given in the choice set [34, 35]. Since we
are interested in insights into why people will or will
not help in different scenarios, we also examine the
decision not to help and provide three alternatives:
two scenarios with different combinations of attribute
levels and one opt-out alternative (see Figure 1). The
participant has to choose one alternative: either one of
two helping scenarios or the choice to not help at all.
This allows the examination of the influence of different
attributes on the decision and on the opportunity not
to help. Veldwijk et al. find that including an opt-out
can structurally change the results of the experiment
since this reduces the number of missing data related
to not being able to choose one of the alternatives
[36]. Furthermore, Ryan and Ska˚tun figure out that a
correctly included opt-out alternative is very important
to illustrate a real-life situation [37].
 
   
 
Scenario 1  Scenario 2 
 
     
 I do not know other volunteers.  I do know other volunteers.  
 There is a large extent of media coverage.  There is a small extent of media coverage.  
 There is an extreme impact of the disaster.  There is an extreme impact of the disaster.  
 
I need more than 15 minutes to the disaster area.  I need more than 15 minutes to the disaster area. 
 
 There is a moderate temperature.  There is an extreme cold or hot temperature.  
 It is not raining.  It is raining.  
 It is night.  It is day.  
 
Choice task 1 
In case of a natural disaster, which of the following alternatives would you choose? 
⃝ 
⃝ 
⃝ 
I would help in scenario 1. 
I would help in scenario 2. 
I would not help at all. 
Figure 1. Example of a choice task
Secondly, we have to define the number of and the
attributes themselves. There is an trade-off between
including as many attributes as possible and the feasible
cognitive load of the participants. The number of
attributes, which should be incorporated into this step,
varies in the literature. Maddala et al. propose to include
only the key attributes in a decision task [38]. Louviere
et al. find that the influence of the number of attributes
on completion time is small [39]. Moreover, typically
the number of attributes vary in the range from 4 to 8
[40], whereas more than 6 attributes can decrease the
completion rate [39]. There are several ways to identify
attributes affecting spontaneous volunteers willingness
to help. One way is the identification of attributes based
on a qualitative analysis of a literature review [41].
A literature review on factors that affect spontaneous
volunteers behaviors has already found 25 potential
attributes and serves as the foundation for our study.
To reduce the number of attributes given in the
study, we have firstly excluded attributes that cannot
be measured (e.g. attribute: randomness) or that
do not directly affect the behavior (e.g. attributes:
resources and traveling). To further reduce the number
of attributes, we have secondly surveyed a group
of experts (disaster researchers, people who have
spontaneously helped in disasters before) to identify the
main influences on the decision to help or not help. The
overall process has led to 7 attributes that have been
chosen for our further investigation.
The attributes and their associated levels are shown
in Table 1: the first written level is the reference level.
Table 1. Selected Attributes
attribute levels description
impact small/big How is the scale of the
disaster?
friends no/yes Do friends already help?
exp.time short/long What is the expenditure
of time to get to the
operating site?
daytime night/day The daytime of the
present scenario.
temp extreme/normal The temperature of the
present scenario.
media low/high How is the media
coverage?
rain no/yes Is it raining?
Thirdly, to limit the number of choice sets
appropriately, we decided to give each attribute two
levels [42]. We did so for two reasons: The levels
have to be as relevant and as easy to understand as
possible and, the number of levels should be equal for
all attributes because individuals weigh attributes with
more levels higher [33, 43]. Due to the local conditions
of the respondent’s city, the levels of expenditure of time
have been translated to more resp. less than 15 minutes.
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Therefore, we indicate, as represented in Table 1,
the level of the attribute impact as small and big. Seo
et al. argue that the scale of a disaster is the main
influence on the willingness to help spontaneously [12].
We also include personal connections [11, 21] as an
attribute in the analysis because several psychological
studies emphasize the role of personal connections in the
context of helping. Additionally, the expenditure of time
to get to operating sites [44, 21] is a relevant attribute.
Although the influence of weather conditions and the
time of day is discussed contradictorily in the literature,
we include attributes like temperature, precipitation
and whether the volunteers would be working during
the day or night when help is needed to test if an
influence exists [14]. Seo et al. address the role
of media coverage [12]. For this reason, we also
examine the effect of information by media coverage.
Moreover, we decided to include individual-specific
variables in our analysis. We incorporate the gender
of our participants into the survey to test if there
are any gender-specific differences. Moreover, we
partly deduce the willingness to help by adding the
willingness to install a coordination app as well as
previous experiences in helping and the willingness to
spend time to help on the participants days off.
Lastly, after setting the survey frame, we had to
identify the number and composition of the choice
sets to estimate the main effects of specific attributes.
Therefore, we use the R-package support.CEs [45].
The LMA method is used to create the experimental
design directly from a symmetric orthogonal main-effect
array with M times A columns of L level factors [46].
Hence, we have an orthogonal main-effect array with
2 times 7 columns of 2 levels to create a choice set
with 2 alternatives of 7 attributes with 2 levels. We
do not have to include the opt-out alternative the levels
of the attributes do not vary over the choice sets and,
thus, we only have two alternatives in the main-effect
array. The support.CEs’ function divides the choice set
into subsets of the choice sets [45]. Our experimental
design contains 32 different choice tasks which are
divided into five questionnaires. Figure 1 displays an
example of a choice task. The participants had an
introduction into the topic where we have explained
the given situation and the scenario. We have focused
on a flood scenario to eliminate disaster type effects
and, also, because floods are among the most realistic
disasters at the location of the survey. Furthermore, we
have also explained scenario-related typical tasks like
filling sandbags, distribute food and drinks and clean
up operating sites. We present two alternatives with
their corresponding attributes and levels in boxes and
underline the key characterizations. Underneath the
boxes, the participants have to select which of the three
alternatives they choose (single-choice).
After developing the experimental design we
collected the following data: we conducted two samples,
one in January 2018 (Sample 1) and another one
in October 2018 (Sample 2). In Sample 1, 170
undergraduate students in an introductory statistics
course took part. In general, we had 1360 ternary
decisions which make 4080 observations. Since we
only had a small number of responses where no or
more than one alternative was chosen, we decided to
discard these responses [47]. After reviewing the data,
we ended up with 3492 observations. Additionally, 311
undergraduate students in another introductory statistics
course took part in Sample 2. Hence, we have 2488
ternary choices that result in 7464 observations.
Subsequent to collecting the surveys and sorting out
those with missing data, Sample 1 was used to estimate
the utility function defined in Equation 1. It is used to
evaluate the accuracy of our model that will be presented
in Section 4. To analyze our data, we have to derive a
utility function which captures all possible attributes and
individual aspects that could influence the decision
4. Model framework
Since we are using a discrete choice experiment to
retrieve the attributes that affect spontaneous volunteers
decision to help, we consider that each individual
maximizes her/his utility if she/he faces a decision [48,
49, 28]. These assumptions follow the random utility
framework of McFadden [28]. Hence, each individual
chooses the alternative with the highest personal benefit.
We define the following utility function. The utility of
an individual i in alternative j and choice task t is:
Uijt = α
′
izjt + β
′
jxi + εijt, (1)
where zjt describes a vector of attributes
(alternative-specific variables) and α′i are the
corresponding vectors of coefficients. Since we
have repeated measurements for each individual, we
can take the heterogeneity between individuals into
account. Therefore, we use a step-wise reduction of
random parameters based on likelihood ratio tests. We
end up with 3 random parameters (impact, friends,
daytime).
The other alternative-specific variables are
estimated at the mean. By xi we define the
individual-specific control variables. Here, βj are
the associated coefficients which are estimated for each
alternative. Finally, εijt is the independently identically
extreme-value-type-1 distributed error term. We imply
Page 2160
Table 2. Model evaluation method
predicted outcomes
S1 S2 O
∑
observed
outcomes
S1 TP1 FP21 FN1 Nr1
S2 FP12 TP2 FN2 Nr2
O FP1 FP2 TN Nr3∑
Nc1 Nc2 Nc3 N
that an individual chooses the alternative with the
highest utility in a decision task.
After estimating α′i and β
′
j , we validate our model by
calculating utilities for all alternatives and individuals.
We take the alternative with the highest estimated
utility as the individuals estimated choice. Additionally,
each individual faces three alternatives. This result
is a multinomial outcome variable. To evaluate the
prediction accuracy of our model, we compare the
observed outcomes with the predicted outcomes. Cohen
uses a similar procedure to measure the agreement for
nominal scales [50].
Table 2 shows the possible cases which occur by
comparing the observed and predicted outcomes. We
particularly distinguish between four general results.
TP1, TP2 we consider a true positive situation where
the observed and predicted outcomes match each other
and the prediction is a positive outcome. In our case,
it means that the participant is predicted to help in a
specific situation. In comparison, TN is a true negative
situation. The only difference to a true positive situation
is that the outcome is predicted as a negative one so that
FP and FN (false positive and false negative) define
a result where the observed and predicted outcomes
do not match each other. Furthermore, we derive
four measures to evaluate our model. These measures
are recommended by McFadden [51]. First, we can
calculate the overall predictive precision (accuracy)
which we consider as:
acc =
TP1 + TP2 + TN
N
. (2)
the accuracy that is defined as the matches between
observed and predicted outcomes divided by the number
of observations. Hence, we can accurately interpret the
probability of a true prediction. Second, we can measure
the precision of our model:
pre =
TP1 + TP2
Nc1 +Nc2
. (3)
by constraining on the positive predictions.
Precision is the conditional probability that thethe levels
of the attributes outcome of an individual is predicted
as a positive outcome and, thus, is correctly predicted.
Third, we can examine the sensitivity of our model:
sen =
TP1 + TP2
Nr1 +Nr2
. (4)
In contrast to precision, sensitivity denotes the
conditional probability that an observed outcome of an
individual is correctly predicted as a positive outcome.
And fourthly, we can compute the specificity of our
model:
spe =
TN
Nr3
. (5)
Specificity is the opposite of sensitivity. Therefore,
specificity is defined as the conditional probability that
an observed outcome is correctly predicted as a negative
one. These measures allow us to identify the strengths
and weaknesses of our model. In the next step, we will
take a closer look at the results of our study.
5. Results
Table 3 presents the estimation results of the
attributes and random parameters. We consider the
random parameters as normally distributed. However,
we select only three random parameters (impact,
friends, daytime), based on the results of several
likelihood ratio tests. We set up a 5% significance
level. All parameters are significant because the 95%
confidence interval does not include a zero. The
impact of the disaster has the largest effect, followed by
friends.
Seo et al. emphasize the effect of the disasters
impact [12]. The effect of friends means that if
friends are helping, the probability of the individuals
helping increases. Amato finds a similar result [23]. He
exposed that the social network of a person influences
the spontaneous volunteering behavior. Furthermore,
people prefer to help during the day. Hence, the
probability of helping in a specific situation decreases
if the alternative scenario is defined as helping at
night. Additionally, normal temperatures have a positive
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Table 3. Estimation results of the attributes
Alternative-specific variables:
Coefficients Standard error 95% Confidence interval
impact 0.8237* 0.0807 0.6654 - 0.9819
friends 0.6853* 0.0788 0.5308 - 0.8399
exp.time -0.6321* 0.0782 -0.7853 - -0.4789
daytime 0.5814* 0.0772 0.4302 - 0.7327
temp 0.3001* 0.0706 0.1618 - 0.4385
media 0.2956* 0.0689 0.1606 - 0.4306
rain -0.2370* 0.0726 -0.3793 - -0.0948
Standard deviations of random parameters:
sd.impact 1.0421* 0.1245 0.7980 - 1.2862
sd.friends 0.8621* 0.1219 0.6233 - 1.1010
sd.daytime 0.6583* 0.1198 0.4236 - 0.8931
N 3492
McFadden R2 0.2817
* coefficients significant at the 5% level
impact on the decision to help. Schneider et al. chose
a different approach to identify the temperatures effect
on spontaneous helping. The people were in a specific
environment where the temperature varies directly in
four different treatments. Schneider et al. observed
an unclear effect of temperature in this setting [52].
Furthermore, the extent of the media coverage has a
positive effect. This finding is in line with Seo et al.
who observe that media can increase the willingness to
help [12]. In contrast, only two variables have a negative
impact on the decision to help. The expenditure of time
to get to the disaster area on the one hand and, the
precipitation conditions on the other hand. This means
that if the duration to get to the operating site is high, the
probability to help decreases. We observe an equivalent
effect for a raining situation. The random parameters
indicate that the coefficients of impact, friends and
daytime vary in population. These insights display
that the other parameters (not random) do not vary in
the population so that the effect is the same for each
individual and, therefore, the mean.
The random parameters means and standard
deviations are used to draw a distribution curve for each
random parameter. Figure 2 shows the distributions of
the random parameters. The distributions of the impact
and friends coefficients indicate that the probability to
have a negative effect is 21%. We obtain this probability
by computing the area under the distribution curve
for impact smaller than zero. One explanation for
the impact variable is that a larger disaster results
in higher probabilities of people willing to confront
danger, which could be tested by including an attribute
which illustrates the degree of willingness to put oneself
in danger. The interpretation of the friends variable
is the indication that spontaneous volunteers may
not be aware that there are enough people at a certain
Figure 2. Distributions of the random parameters
operating site. To overcome this issue, we should add an
attribute that indicates information about operating site
utilization. However, the distribution of the daytime
coefficient shows that the probability to have a smaller
coefficient than zero is 19%. Some individuals seem to
prefer helping at night.
Amato found that planned helping behavior is
generally driven by attitudinal, personality, and
demographic variables [53]. This motivates us to take
a closer look at the individual-specific effects displayed
in Table 4. The coefficients are estimated for each
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Table 4. Estimation results of the individual-specific
variables
Individual-specific variables:
S1 S2 O
intercept 0 -0.2804 1.1402*
gender 0 -0.0635 -0.0159
app−maybe 0 0.4940 -0.7305*
app− yes 0 0.1966 -1.5858*
helped 0 -0.4227* -1.0301*
leisure.time 0 0.0397 -0.1696*
* coefficients significant at the 5% level
alternative where Scenario 1 (S1) serves as the reference
level so that all individual-specific coefficients have to
be zero. As Scenario 1 (S1) and Scenario 2 (S2) differ
only in the attribute levels, there should be no significant
differences between S1 and S2. In contrast, there should
be significantly different effects for the opt-out (O)
alternative because the decision to choose between the
reference level S1 and O depends to a large extent on the
individual. We include five individual-specific variables
plus intercept in the model. First of all, we control the
effect of gender on the decision to help. The results
show that there is no difference for male and female.
This is in line with the literature [53, 54, 52]. Secondly,
we look at the willingness to install a spontaneous
volunteer coordination app. This partly captures the
general willingness to help. We observe that the decision
not to help decreases for participants who would maybe
or certainly install such an app. We find a significant
effect at the 5% level for maybe installing the app ,and
for installing the app. For S2, both coefficients are not
significant. Additionally, we include the experience of
the participants with previously helping in a disaster
situation and label it helped. We observe a significant
negative effect for the second alternative. Moreover, the
variable helped has a negative effect on the decision not
to help. This effect also is significant and means the
probability to choose the opt-out alternative decreases if
an individual has already helped in a disaster. Lastly,
we observe a negative effect on choosing the opt-out
alternative for people who report the willingness to help
longer on their days off. This effect differs significantly
from zero. We do not find a significant positive effect
for Scenario 2. The four individual-specific variables
app−maybe, app− yes, helped and leisure.time are
all related to motivation and empathy. There are many
contributions that confirm our findings that empathy and
intrinsic motivation play a major role for explaining
helping behavior [54, 55, 24].
To evaluate the goodness of fit of the model we
can use the McFadden Pseudo-R2 and the methods
explained in Section 4. In Table 3, the McFadden
Pseudo-R2 of the model is reported as approximately
0.28. McFadden determines a Pseudo-R2 between
0.2 and 0.4 as a good fit [51]. The measure can
be interpreted as the ratio of information gain when
dividing the log likelihood of the full model by the
log likelihood of the null model [51]. Because we are
also interested in the predictive accuracy of our model,
we compute the overall predictive accuracy, precision,
sensitivity, and specificity of our utility function.
Table 5. Prediction results of both samples in
percentages
Sample1 Predicted outcomes
S1 S2 O
Observed
outcomes
S1 30.76% 10.05% 1.37%
S2 9.62% 31.53% 1.98%
O 6.01% 5.58% 3.09%
Sample 2 Predicted outcomes
S1 S2 O
Observed
outcomes
S1 31.19% 9.59% 3.49%
S2 12.59% 25.08% 2.95%
O 6.78% 5.38% 2.95%
Table 5 shows the prediction results of Sample 1
which we use to estimate our model and Sample 2 which
we use to validate our model. We illustrate the results in
percentages by multiplying the results with 100. The
frequency for Sample 1 of the TP1 cases is 30.76%
and of the TP2 cases is 31.53%. In comparison, the
frequency for Sample 2 of the TP1 cases is 31.19% and
of the TP2 cases is 25.08%. Hence, there are only small
differences between both samples in frequencies of TP1
and TP2. Moreover, we predict for Sample 2 Scenario 1
a bit better than for Sample 1, whereas we have a loss in
prediction for Scenario 2. Only approximately 3% of all
cases are TN for both samples. In contrast, we observe
that the opt-out alternative was chosen approximately
15% out of all cases. Furthermore, if we compare the
frequencies of the FP and FN cases for both samples,
we find nearly small differences in the range 0.14 to 2.97
percentage points.
Table 6. Evaluation measures in percentages
Sample 1 Sample 2 ∆
acc ·100% 65.38% 59.23% 6.15 pp
pre ·100% 66.57% 62.11% 4.46 pp
sen·100% 73.01% 66.29% 6.72 pp
spc ·100% 21.05% 19.55% 1.50 pp
Finally, we calculate the measures to evaluate our
model. Table 6 displays the evaluation measures.
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We also compute the percentages of the measures by
multiplying them with 100. First of all, we see that
the overall predictive accuracy for Sample 1 is 65.38%.
Therefore, we can improve our prediction accuracy by
assuming the utility function of Equation 1. Out of
a statistical point of view, where the aim usually is
to increase the prediction, the result indicates that the
model works. Moreover, we only have a loss of 6.15
percentage points when we predict the outcomes of
Sample 2 on the basis of the estimation results from
Sample 1. The loss of precision between Samples 1
and 2 is 4.46 percentage points. For this reason, the
conditional probability that a predicted positive outcome
of an individual is correctly predicted as helping in the
right scenario is nearly the same.
The sensitivity is between 66.29% for Sample 2
and 73.01% for Sample 1. Thus, both samples have
a high value of sensitivity. These findings are very
helpful if the interest is to predict an observed outcome
correctly compared to the observed helping scenario.
Additionally, this means that if we want to predict to
which operating site an individual will go, we will have
a high success rate. This can be helpful in coordinating
spontaneous volunteers. However, another result is that
the alternative-specific variables explain especially the
scenarios’ choice whereas the the individual-specific
variables explain the choice of the out-put option.
Lastly, our model performs very poorly in predicting the
opt-out alternative. One reason could be that we cannot
control for all individual-specific attributes which we
have found in the literature. To increase the specificity
of our model, more individual-specific variables need
to be included. Selecting the opt-out alternative
depends mostly on individual-specific variables shown
in Table 4 and selecting scenario 1 or 2 depend on the
alternative-specific variables.
6. Conclusion
Recent disasters have revealed the undeniable
importance of spontaneous volunteers for supporting the
mitigation of disaster scales. However, several problems
regarding the help of spontaneous volunteers have led
to the assumption that official disaster managers require
insights into spontaneous volunteer behaviors to utilize
these volunteers as a valuable resource and to avoid
problems related to their support.
To gain these insights, we have developed and
performed a discrete choice experiment on attributes
that have been identified in a prior study. We
have retrieved a model that can, within the frame
of the experiments, predict the decisions to help in
different scenarios with an accuracy of 65%. The
impact of individual attributes could be analyzed and
compared to previous studies that have only partly
focused on the attributes. Hence, the results can extend
previous study results and give interesting insights into
volunteers behaviors for practice and disaster research.
Furthermore, the retrieved model is necessary to
develop a simulation framework to forecast spontaneous
volunteers’ behaviors since it enables the individuals
decision to help within a given scenario and, thus, allows
observing emergent behaviors.
However, there are some limitations regarding the
proposed experiment and model. Even though students
(along with employees) have been the major group
of spontaneous volunteers in recent disasters [11], we
have exclusively surveyed the attitudes of students,
which, thus, is a limiting factor regarding our outcomes.
Furthermore, 25 behavior-affecting attributes had been
identified within a literature review, but, due to the
limitations of discrete choice experiments, we had to
reduce the number of observed attributes to 7, which we
have done by questioning only some experts. To sum
up, discrete choice experiments deliver accurate results
for a small number of attributes and can, if extended to
a more generic group of participants, deliver even more
valuable insights into spontaneous volunteers behavior.
Nevertheless, an analysis of 7 alternative-specific
plus 5 individual-specific variables has led to a
large improvement in prediction accuracy. Moreover,
according to Reunanen, the increase in accuracy by
adding more variables in the model would probably
be small [56]. Furthermore, the selection of many
behavior-affecting attributes can lead to over-fitting
the model [56]. Certainly, there are opportunities to
improve the model. In order to achieve this goal,
however, one would have to either a) detect the subset
of the most behavior impacting attributes (e.g. step-wise
regression [57]) and perform another discrete choice
experiment with this subset to get a frugal model
preferable for the sake of statistics, or b) one would
have to make use of another statistical method that can
take all attributes into consideration, or c) one would
need to use a combination of both. Also important, the
literature review has proposed deeper investigations on
some of the attributes because it revealed contradictory
statements to some of the attributes, and, thus, the
effect of some attributes is still not clear. A structural
equation model (SEM) seems to be promising since
SEM enables a more flexible model, which also
measures relationships between variables and takes
mediator effects into account. SEM can, moreover,
incorporate latent variables, which are usually mediators
like motivation and empathy.
The analysis provides deep insights into the
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impacts of attributes on the willingness of spontaneous
volunteers to help in disaster situations. These insights
are helpful for practitioners. Furthermore, the proposed
method and the study results are good foundations for
other researchers to extend the investigation or to, e.g.,
implement the results in a decision support system
for disaster managers. For instance, researchers could
also emphasize the role of image concerns as a factor
of motivation for an interesting next approach. We
will address the proposed desiderata within our future
research.
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