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Digital phase-locked loops (DPLLs) are nonlinear feedback-controlled systems that are widely used in elec-
tronic communication and signal processing applications. In most of the applications they work in coupled
mode, however, vast of the studies on DPLLs concentrate on the dynamics of a single isolated unit. In this
paper we consider both one- and two-dimensional networks of DPLLs connected through a practically realistic
nonlocal coupling and explore their collective dynamics. For the one-dimensional network we analytically de-
rive the parametric zone of stable phase-locked state in which DPLLs essentially work in their normal mode of
operation. We demonstrate that apart from the stable phase-locked state, a variety of spatiotemporal struc-
tures including chimeras arise in a broad parameter zone. For the two-dimensional network under nonlocal
coupling we identify several variants of chimera patterns, such as strip and spot chimeras. We identify and
characterize the chimera patterns through suitable measures like local curvature and correlation function.
Our study reveals the existence of chimeras in a widely used engineering system, therefore, we believe that
these chimera patterns can be observed in experiments as well.
PACS numbers: 05.45.Xt, 05.45.Gg, 05.45.Pq
Keywords: digital phase-locked loop, non-local coupling, chimera, spot chimera, 2D-network.
The phase locking is an intriguing phenomenon
observed in the field of physics, biology and en-
gineering. Based on the technique of phase lock-
ing de Bellescize invented the phase-locked loop
(PLL) in 1932, which has been in the heart of the
electronic communication system and signal pro-
cessing. Starting from the analog television re-
ceivers in the late thirties of the previous century,
PLLs are now a days used in applications, such as
hard-disk drives, modems and atomic force mi-
croscopy. With the advent of digital IC tech-
nology, PLLs are rapidly replaced by their dig-
ital counterpart, namely the digital phase-locked
loops (DPLLs). In the initial years, a single unit
of DPLL was sufficient for a particular applica-
tion. However, modern communication systems
demand networking and parallel processing, and
therefore, DPLLs typically have to work in cas-
cade. Being a nonlinear system, a vast amount
of studies have been dedicated to understand
the dynamics of a single DPLL, however, only
a few studies are available on networks of cou-
pled DPLLs. In general, the dynamics of coupled
nonlinear systems are complex and challenging to
understand, especially with the discovery of new
spatiotemporal patterns, like chimera states.
This paper deals with the coupled dynamics of
DPLLs and reports the occurrence of chimeras in
one- and two-dimensional networks of DPLLs un-
der the practical coupling scheme. We show that
apart from the stable phase-locked state, which is
the desired mode of operation of DPLLs, the net-
a)Electronic mail: tbanerjee@phys.buruniv.ac.in
works show several chimera patterns in a broad
parameter space. Our study is significant in the
sense that it established the presence of chimeras
in a widely used engineering system that can be
implemented in hardware.
I. INTRODUCTION
The phenomenon of phase locking has been fascinat-
ing the researchers in the field of physics, biology and
engineering1,2. In the field of engineering, phase-locked
loops (PLLs) are important units of electronic com-
munication and signal processing systems, whose work-
ing principle is essentially based on phase locking tech-
niques3,4. With the advent of digital IC technology,
PLLs are rapidly replaced by digital phase-locked loops
(DPLLs) due to several advantages of the latter5. DPLLs
are nonlinear discrete feedback-controlled systems that
have wide applications in integrated electronic devices
and coherent communication systems3,5,6. They are used
in the receiver segment of a communication system as
data-clock recovery circuit and frequency demodulators7.
Also, DPLL is an important building block of various
electronic systems such as digital signal processors and
hard-disk drives8. Apart from their application poten-
tials, DPLLs (and PLLs) exhibit rich complex phenom-
ena such as bifurcations and chaos9,10, which have widely
been studied in the literature.
In modern applications, typically DPLLs work in cas-
cade, i.e., they operate under coupled condition. Take for
instance the problem of clock skew in clock synchronizers:
in a multiprocessor system under the application of paral-
lel processing where the units are spatially separated the
2propagation time of clock signal to reach different pro-
cessors are different, this is called the clock skew11. In
order to avoid clock skew, in these systems it is essential
to use DPLLs (or PLLs) in coupled mode to synchronize
the units. Therefore, it is absolutely important to under-
stand how an array of coupled DPLLs behave. However,
surprisingly, in the literature only a few studies deal with
the collective behavior of coupled DPLLs: The temporal
behavior of two coupled DPLLs was studied in Ref. 12;
Goldsztein and Strogatz 13 treated coupled DPLLs as
pulse coupled oscillators and derived explicit formulas for
the transient time to lock, stability of the synchronized
state, and the period of the bifurcating solution at the
onset of instability. The collective dynamics of a network
of DPLLs with nearest neighbor coupling topology has re-
cently been reported by the present authors14,15: it was
shown that the network depicts the formation of a variety
of spatial and spatiotemporal patterns, like frozen ran-
dom pattern, pattern selection, spatiotemporal intermit-
tency and spatiotemporal chaos. In an another context,
Rosin, Rontani, and Gauthier 16 studied Boolean phase
oscillators, which are essentially the core of all-digital
phase-locked loops (ADPLLs), and experimentally ex-
plored and characterized their coupled behaviors. Later
on, the study was extended for a larger network (one-
dimensional) and significantly complex spatiotemporal
patterns (including chimera17) were observed in an exper-
imental set up18,19. However, contrary to DPLLs, which
are modeled as discrete time maps, in Refs. 16, 18, and 19
Boolean network was modeled as continuous time phase
oscillators.
In a real network of spatially separated DPLLs local
coupling is weaker to achieve synchronization by over-
coming the disorder caused by the local dynamics. On
the other hand, although global coupling is conducive for
synchronization, however, this form of coupling is mas-
sive and costly to implement in a real network. In this
context, the nonlocal coupling topology is the most gen-
eral one: depending upon the target dynamics one can
make a trade-off between the coupling range and the cou-
pling strength. Apart from coupling topology, dimension-
ality of a network also plays a crucial role in determin-
ing the overall dynamics. In comparison with the one-
dimensional network, a two-dimensional network is much
more general yet relatively less explored in the context of
coupled oscillators. In the case of a DPLL based network
also, a two-dimensional network is a much realistic net-
work structure, however, hitherto its dynamics has not
been studied.
Unlike local coupling14,15, it is expected that a non-
local coupling can give rise to much more complex spa-
tiotemporal behaviors, such as chimera patterns, which
is in the center of recent research. The chimera state,
discovered by Kuramoto and Bottogtokh17, is defined
as the hybrid dynamical spatiotemporal state of a net-
work in which different subsets of identical oscillators
spontaneously divided into two groups, namely, syn-
chronized (coherent) and desynchronized (incoherent)
groups. In the initial years most of the studies ex-
plored several aspects of chimera states using theoret-
ical and numerical analysis (see two recent reviews on
chimera in Ref. 20 and Ref. 21). Later on, chimera
states were also observed experimentally: The first
experimental observation of chimera was reported in
the optical coupled map lattice system22 and electro-
chemical system23. Chimeras have later been observed
experimentally in optoelectronic systems24, mechanical
systems25,26, chemical oscillators27, and Boolean net-
works18. The current interest on the chimera state can
be attributed to its possible connection with the uni-
hemispheric slow-wave sleep of some migratory birds
and aquatic mammals28,29. Several real world systems
also exhibit chimera state, e.g., social networks30, brain
network31, ecological networks32,33, quantum systems34
and SQUID metamaterials35 to name a few. Recent stud-
ies also reveal many interesting chimera patterns in two-
dimensional36,37 and three-dimensional networks38.
In most of the experimental studies on chimeras the
main goal was to observe chimera patterns in man made
systems under certain coupling and initial conditions:
however, bulk of the systems under study (with a few
exceptions) are of academic interest. Therefore, it is a
natural question to ask, whether a real engineering sys-
tem with wide application potentiality, like DPLL, can
show chimera state under its normal coupling condition.
Motivated by the above discussion, in this paper we
study the dynamics of nonlocally coupled DPLLs in one-
and two-dimensional networks. In both the cases de-
pending upon coupling and local dynamics we show that
several chimera patterns emerge. For the 1D case we an-
alytically obtain the condition for the phase-locked state,
which is the normal and desirable mode of operation for
DPLLs. In the case of two-dimensional (2D) network we
observe several interesting 2D chimera patterns, such as
spot and strip chimeras. We characterize the chimera
states by using quantitative measures such as the local
curvature and local correlation function. Finally we also
discuss the importance of our study in the context of
engineering.
II. SYSTEM DESCRIPTION AND MATHEMATICAL
MODEL
A. Isolated ZC1-DPLL
The functional block diagram of a ZC1-DPLL is shown
in the Fig. 1. It consists of a sample and hold block, a dig-
ital filter (DF) and a digital-controlled oscillator (DCO).
Let us assume that a noise free (n(t) = 0) sinusoidal
incoming signal e(t) = A0 sin(ωit+ θ0) is fed to the sam-
ple and hold block (A0: amplitude, ωi: angular frequency
and θ0: initial phase). This signal is sampled by the sam-
ple and hold block at each positive going zero-crossing
edges of the pulse signals from the DCO. The sampled
signal xk = e(tk) at the k
th sampling instant tk is modi-
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FIG. 1. The figure shows the block diagram of an isolated
ZC1-DPLL.
fied by the DF that generates yk (k = 0, 1, 2, · · · ), which
in turn controls the DCO to determine the next sampling
instants of the sample and hold block. The incoming sig-
nal e(t) can be rewritten in terms of the free-running
angular frequency of the DCO, ω0, as
e(t) = A0 sin (ω0t+ θ(t)) = A0 sin(φ(t)), (1)
where θ(t) = (ωi − ω0)t + θ0. The instantaneous time
period of the DCO at the kth instant is determined by7:
Tk = tk − tk−1. The sequence of samples {xk} generate
control sequences {yk} that are employed to determine
the successive time period by the algorithm39: Tk+1 =
T − yk, where T (= 2π/ω0) corresponds to the nominal
period of the DCO. Without any loss of generality we
assume t0 = 0, then the sampling instants are given by
5
tk = kT −
k−1∑
i=0
yi. (2)
The phase error of the incoming signal in Eq. 1 at the kth
sampling instant is φk = φ(tk) = ω0tk+θ(tk) = ω0tk+θk;
then using Eq. (2) we get
φk = ω0
(
kT0 −
k−1∑
i=0
yi
)
+ θk. (3)
The first term ω0kT0 is integral multiple of 2π and the
effective residual phase error becomes
φk = θk − ω0
k−1∑
i=0
yi. (4)
For a first-order ZC1-DPLL the digital filter is a zero-th
order filter with no memory element having a constant
gain G0 (say). Therefore, the control signal is given by
yk = G0xk. Then from Eq. (4) one can get the phase
error equation of the system as
φk+1 = Λ0 + φk −K1ξ sin(φk), (5)
where ξ = ωi/ω0 is the normalized incoming frequency,
Λ0 = 2π(ξ − 1) and K1 = A0ω0G0. K1 is called the
closed loop gain of the ZC1-DPLL. Physically all {φk}s
are modulo 2π quantity that are bounded in the interval
[−π : π]. Eq. (5) represents the system equation of an
isolated ZC1-DPLL.
B. One-dimensional network of ZC1-DPLLs with nonlocal
coupling
We consider a one-dimensional (1D) network of non-
locally coupled N identical ZC1-DPLLs arranged in a
ring topology with periodic boundary condition. Fig-
ure 2 (a) shows the schematic representation of the cou-
pling scheme. The practical coupling architecture in
which a network of coupled ZC1-DPLLs normally works
is shown in Fig. 2(b). According to this scheme the ith
node is coupled with R nearest neighbors on either side
of its position with a normalized coupling strength ǫ2R .
The sampled input signal for the ith ZC1-DPLL is given
by xik, where the spatial position is indexed by the su-
perscript i (i = 1, 2, · · ·N) and the temporal instant is
indexed by a subscript k. The coupling scheme can be
realized by using an weighted adder, that add the sam-
pled signals xi−Rk , x
i−R+1
k . . . . x
i−1
k , x
i+1
k , . . . x
i+R−1
k , x
i+R
k
obtained from the outputs of the sample and hold blocks
of neighboring ZC1-DPLLs. Therefore, the input of the
digital filter of the ith ZC1-DPLL is given by
Zik = x
i
k −
ǫ
2R
i+R∑
j=i−R
(xjk − x
i
k). (6)
The second term in the bracket discards the contribution
due to the self-feedback. The output of the digital filter
is given by yik = G0Z
i
k (cf. G0 is the constant gain of the
digital filter). Using the same method as used for an iso-
lated ZC1-DPLL one gets the following system equation

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FIG. 2. (Color online) The schematic diagram of a 1D net-
work of ZC1-DPLLs with nonlocal coupling. (a) The nonlocal
coupling scheme with periodic boundary condition. We draw
only the coupling links of i = 1st ZC1-DPLL, which is cou-
pled with R ZC1-DPLLs on either side (here R = 2). (b)
The schematic of the practical circuit realization for the ith
ZC1-DPLL in the network. xik is the sampled value for the
ith ZC1-DPLL at the kth sampling instant. Here Zik is ob-
tained from the difference between xik and the weighted sum
of the outputs of sample and hold blocks of other nodes of the
network.
4for the network:
φik+1 = Λ0 + φ
i
k − ξK1 sinφ
i
k
+
ǫξK1
2R
i+R∑
j=i−R
[
sin(φjk)− sin(φ
i
k)
]
. (7)
Interestingly, Eq. (7) takes the standard form of a coupled
map lattice (CML) system40 with nonlocal coupling.
III. STABILITY ANALYSIS
A. Isolated ZC1-DPLL
The steady stare phase-error of the isolated system (5)
is given by: φs = sin
−1
(
Λ0
ξK1
)
. Using |f ′(φs)| < 1, where
f(φ) = Λ0+φ−K1ξ sin(φ) and f
′(φs) = 1− ξK1 cos(φs)
one gets the following condition for the stable phase-
locked state41: 0 < (K1ξ)
2 − Λ20 < 4. For the normal
operation of a DPLL this condition has to be satisfied.
In the context of ZC1-DPLLs, the closed loop gain,
K1, is the most important parameter: larger K1 pro-
vides larger frequency acquisition range, broader track-
ing range and lesser steady state phase errors5. However,
with increasing K1 the system enters into chaotic state
through a period doubling cascade (for a detailed dynam-
ical behavior of the system see Ref. 42). The bifurcation
diagram along with the corresponding Lyapunov expo-
nent spectrum for an isolated ZC1-DPLL are shown in
Fig. 3 for ξ = 1.1 (the Lyapunov exponent is given by:
λ = limn→∞
1
n
∑n
i=1 ln |1− ξK1 cos(φi)|).
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FIG. 3. (Color online) Bifurcation diagram (black points)
along with the Lyapunov exponent spectrum (blue line) of an
isolated ZC1-DPLL (ξ = 1.1).
B. Stability analysis: one-dimensional network of
ZC1-DPLLs with nonlocal coupling
Here we will derive the condition for which all the ZC1-
DPLLs in the network (given by (7)) achieve a synchro-
nized stable phase-locked state. The system equation (7)
is equivalent to a set of N difference equations, which
can be written as: φik+1 = Jφ
i
k, where J is the Jacobian
matrix of the system. One can write the Jacobian matrix
as
J =


∂φ1
k+1
∂φ1
k
∂φ1
k+1
∂φ2
k
∂φ1
k+1
∂φ3
k
. . .
∂φ1
k+1
∂φ
N−1
k
∂φ1
k+1
∂φN
k
∂φ2
k+1
∂φ1
k
∂φ2
k+1
∂φ2
k
∂φ2
k+1
∂φ3
k
. . .
∂φ2
k+1
∂φ
N−1
k
∂φ2
k+1
∂φN
k
∂φ3
k+1
∂φ1
k
∂φ3
k+1
∂φ2
k
∂φ3
k+1
∂φ3
k
. . .
∂φ3
k+1
∂φN−1
k
∂φ3
k+1
∂φN
k
...
...
...
...
...
...
∂φN
k+1
∂φ1
k
∂φN
k+1
∂φ2
k
∂φN
k+1
∂φ3
k
. . .
∂φN
k+1
∂φ
N−1
k
∂φN
k+1
∂φN
k


. (8)
The fixed point of the coupled system (7) is given by
φs = sin
−1
(
Λ0
K1ξ(1− ǫ)
)
. (9)
The Jacobian matrix (8) of the coupled system at the
stable synchronized fixed point can be written as
Js =


a b . . . b 0 . . . 0 b . . . b
b a b . . . b 0 . . . 0 b . . .
b b a b . . . b 0 . . . 0 b
...
...
...
...
...
...
...
...
...
...
b . . . b 0 . . . 0 b . . . b a

 . (10)
For the symmetrical coupling, Js becomes a circulant ma-
trix of order (N ×N). It is noteworthy that the first row
of the above matrix Js has the following symmetry:
a
R terms︷ ︸︸ ︷
b . . . b
N − (2R + 1) terms︷ ︸︸ ︷
0 . . . 0
R terms︷ ︸︸ ︷
b . . . b,
note that, it contains one a term, 2R numbers of b terms
and N − (2R+ 1) terms of 0 (zeros). The next rows can
be obtained by shifting the elements to the right side by
one unit in each step in the circulant form, where the
diagonal terms are
a = 1− ξK1 cos(φs), (11)
and the other non-zero off-diagonal terms are
b =
ǫξK1
2R
cos(φs). (12)
The stability condition of such dynamical system can be
determined by finding the eigenvalues of the Jacobian
matrix Js. Now, Js has N number of eigenvalues, namely
λ1, λ2, . . . , λN . For the stable synchronized state, abso-
lute values of all the eigenvalues should be less than unity,
5i.e., |λl| < 1 for all l ∈ [1 : N ]. This means that the sta-
bility constraint is reduced to
|λmax| < 1, (13)
where λmax is the maximum among all theN eigenvalues.
To determine the eigenvalues of Js we diagonalize the ma-
trix using Fourier matrix as a diagonalization matrix43
(note that, a circulant matrix can be diagonalized by us-
ing Fourier matrix of the same order). The diagonalized
matrix Ud is obtained by the operation
Ud =
1
N
(F−1JnF ), (14)
where F is the Fourier matrix of the order N ×N whose
elements are independent of the matrix to be diagonal-
ized. The elements of the Fourier matrix are given by
Fi,j = ω
(i−1)(j−1), where i and j are, respectively, the
row and column numbers of the respective elements in
the matrix and ω is the N th root of unity. Therefore, the
Fourier matrix takes the following:
F =


ω0 ω0 ω0 . . . ω0
ω0 ω1 ω2 . . . ω(N−1)
ω0 ω2 ω4 . . . ω2(N−1)
ω0 ω3 ω6 . . . ω3(N−1)
...
...
...
...
...
ω0 ω(N−1) ω2(N−1) . . . ω(N−1)(N−1)


, (15)
and the inverse of the above Fourier matrix can be writ-
ten as
F−1 =


ω0 ω0 ω0 . . . ω0
ω0 ω−1 ω−2 . . . ω−(N−1)
ω0 ω−2 ω−4 . . . ω−2(N−1)
ω0 ω−3 ω−6 . . . ω−3(N−1)
...
...
...
...
...
ω0 ω−(N−1) ω−2(N−1) . . . ω−(N−1)(N−1)


.
(16)
Now, all the eigenvalues λi are obtained by finding the
diagonal elements of (14). The general analytical expres-
sion for the diagonal elements and hence the eigenvalues
are found to be
λd(l) = 1−K1ξ cos(φs) +
ǫK1ξ
R
cos(φs)
[
cos(
2π
N
l) + cos(
2π
N
2l) + cos(
2π
N
3l) + · · ·+ cos(
2π
N
Rl)
]
= 1−K1ξ cos(φs) +
ǫK1ξ
R
cos(φs)
R∑
m=1
cos(
2π
N
ml). (17)
Therefore, the largest eigenvalue can be obtained by putting the values of corresponding l and other parameters in
the above expression. Then we use the condition (13) in (17) to determine the parameters for which the network
attains a stable synchronized (phase-locked) state.
IV. RESULTS: ONE-DIMENSIONAL NETWORK
We carry out extensive numerical simulations on the
system equation (7) taking a system size N = 256 (we
also verify our results for a large number of nodes and get
the same qualitative results). In all the simulations we
consider random initial conditions that are distributed
uniformly in the range [−π : π], which are the possible
values of phases, {φ}, of ZC1-DPLLs. We choose the
value of the normalized frequency as ξ = 1.1, which is
the practical value used in the DPLL literature (generally
named as frequency step input condition)5,14. In all the
simulations 5000 initial time steps are discarded to avoid
transients.
A. Phase diagram
Figure 4 presents the phase diagram showing several
spatiotemporal dynamics in the K1 − ǫ parameter space
for an exemplary coupling range R = 105 (note that we
choose the value of R such that 1 < R < N2 ). We map
the parametric zone of occurrence of the following promi-
nent dynamical states40,44: (i) synchronized fixed point
(SFP) solutions, where all the DPLLs in the network are
phase-locked or synchronized with each other to a com-
mon steady-state phase φs (given by (9)), (ii) pattern
selection (PS), where the whole network is subdivided
into several clusters of standing waves having well char-
acterized wavelengths (to be discussed later), (iii) frozen
random pattern (FRP), where cluster forms but unlike
PS there exists no temporal variation of the clusters, (iv)
spatiotemporal chaos (STC), where all the DPLLs show
chaotic behavior both spatially and temporally, and (v)
chimera state, i.e., the spatiotemporal coexistence of co-
herence and incoherence. In the phase diagram we also
plot the boundary corresponding to the SFP state ob-
tained from the analytical expression derived in Eq. (17)
along with Eq. (13). It is apparent that the analytical
and numerical results agree well with each other.
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FIG. 4. (Color online) The phase diagram in theK1−ǫ param-
eter space. The region of different dynamics are shown: SFP:
Synchronized fixed point, FRP: Frozen random pattern, PS:
Pattern selection, STC: spatiotemporal chaos, and chimera
pattern for a network size N = 256, coupling range R = 105
and ξ = 1.1. The thick (magenta) line around the SFP region
gives the stability curve derived analytically in (17) along with
(13): It matches with the numerical results. In the white re-
gion there is no distinguished recognizable regular spatiotem-
poral patterns rather it shows quasiperiodic and chaotic be-
haviors.
B. Chimera state
It is apparent from the phase diagram (Fig. 4) that
chimera pattern occurs in a broad parameter zone. In
Fig.5 we demonstrate the transition from the SFP state
(Fig. 5(a)) to the chimera state (Fig. 5(c)) with the vari-
ation of coupling strength ǫ (at K1 = 2). For ǫ = 0.7
SFP state occurs (Fig.5(a)), where all the DPLLs are
synchronized with a constant φs = 1.258 (as predicted
analytically in (9)). With an increase in ǫ chimera state
emerges: it is shown in Fig. 5(c) for ǫ = 0.8, where we
can observe the coexistence of coherent and incoherent
DPLLs.
To ensure and characterize the emergence of the
chimera state we use the concept of local curvature pro-
posed recently by Kemeth et al. 45 . It characterizes the
spatial coherence among the neighboring sites45. The lo-
cal curvature in one dimensional systems is defined as the
second derivative of the local attributes (phase states) of
the network with the space coordinate. In our present
case it is defined as
∇(∇φ
(i)
k ) = ∇φ
(i)
k −∇φ
(i−1)
k ,
= {φ
(i+1)
k − φ
(i)
k } − {φ
(i)
k − φ
(i−1)
k },
= φ
(i+1)
k − 2φ
(i)
k + φ
(i−1)
k . (18)
The local curvature for the SFP and the chimera states
are shown in Fig. 5(b) and Fig. 5(d), respectively (at
K1 = 2 and R = 105): for the coherent domain it be-
comes zero whereas in the incoherent domains it fluctu-
ates randomly with non zero values.
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FIG. 5. (Color online) The transition from synchronized fixed
point (SFP) to chimera state with the increase in coupling
strength ǫ. (a),(b): SFP pattern with ǫ = 0.7. (c),(d):
chimera pattern with ǫ = 0.8. Snapshot of φik (at k = 5100)
[(a) and (c)] of all the nodes, and the corresponding local
curvature given by (18) [(b) and (d)] demonstrate the coexis-
tence of coherent and incoherent states in the chimera state
and spatial synchrony in the SFP state. Other parameters:
K1 = 2 and R = 105.
To get an idea of the parameter zone of local dynamics
where chimera occurs we plot the bifurcation diagram for
the coupled network with the variation of gain parame-
ter K1 (shown in Fig. 6 for ǫ = 0.4 and R = 105). The
shaded zone in Fig. 6 indicates the zone of K1 where
chimera pattern emerges: it shows that in the chimera
state the local temporal dynamics is chaotic (we also
verify it by computing Lyapunov exponents of the whole
network–results not shown here). This zone is also in-
structive for the choice of K1 in search of chimera in the
2D network of DPLLs (discussed in the next section).
For other values of R the qualitative structure of the bi-
furcation structure remains the same.
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FIG. 6. (Color online) The bifurcation diagram for the whole
network with the variation of gain K1 (R = 105 and ǫ = 0.4).
The shaded zone indicates the parametric zone of occurrence
of chimera.
7Further, we study how the coupling range R affects
the spatiotemporal patterns. For this we investigate the
pattern selection (PS) dynamics and its dependence on
the coupling range R: these are shown in Fig. 7(a) and
Fig. 7(b), respectively. In the PS state the network is
subdivided equally into several domains forming stand-
ing wave pattern and the dimension of each domain is
equal to the wavelength of the formed standing wave.
The number of wavelengths in the network is called wave
numbers40. Figure 7(a) shows the standing wave pattern
for R = 50 showing eight domains. As coupling range R
increases the number of standing waves decreases: this
is shown in the Fig. 7(b). This means that a larger R
prefers the SFP pattern (i.e., zero wave number), there-
fore, it leads to global phase-locked condition. It is quite
expected as larger R means near global coupling, which
is conducive for the global synchrony. We verify that an
intermediate range of R supports chimera pattern to oc-
cur: lower R leads to asynchrony and larger R leads to
global synchrony.
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FIG. 7. (Color online) (a) The pattern selection (for R = 50).
The spatial domain is subdivided into eight domains. (b) The
variation of wave number with R: the wave number decreases
with increasing R. Other parameters: K1 = 2.75, ǫ = 0.73.
V. 2D NETWORK: COUPLING SCHEME AND
MATHEMATICAL MODEL
We consider a two-dimensional (2D) network of cou-
pled ZC1-DPLLs with orthogonal mesh of dimension
(N ×N). Figure 8 shows the representative spatial lay-
out of the 2D network with ZC1-DPLLs at each node of
the mesh. We consider the toroidal boundary condition
with nonlocal coupling scheme, i.e., a periodic bound-
ary condition which is compatible with the 2D network
structure. Each ZC1-DPLL at the nodes of the network is
non-locally coupled with their neighbors that are located
within the circle of influence whose area is determined
by the radial distance from the node in consideration.
Therefore, a ZC1-DPLL at the spatial position (i, j) is
coupled with those ZC1-DPLLs that are inside the circle
of radius R (in the unit of lattice constant of the mesh or
lattice) centered at the position (i, j). Here R is called
the coupling range: R = 1 corresponds to the nearest
neighbor coupling whereas R = 0 refers to the condi-
tion of no coupling and the system is considered to be an
ensemble of isolated N2 number of ZC1-DPLLs.
FIG. 8. (Color online) The representative schematic diagram
of the coupling scheme of a 2D network of nonlocally cou-
pled ZC1-DPLLs. We show it for N = 10 and coupling range
R = 3. Each node of the mesh contains a ZC1-DPLL (shown
with filled square) coupled with neighboring sites with pe-
riodic boundary condition (or toroidal boundary condition).
The indices i and j represent the spatial co-ordinates in two
mutually perpendicular direction of the 2D matrix. The cou-
pling topology is shown for a particular site i = j = 5 (de-
picted by the red solid circle). The node with i = j = 5
is coupled with those nodes, which fall within the circle of
influence (shown with (yellow) shading) with a fixed radial
distance. The nodes that are coupled with the (i, j) = (5, 5))-
th site are encircled by red hollow circles.
We derive the system equation of the 2D network of
nonlocally coupled ZC1-DPLLs by using the method used
in Sec. II B: it is given by
φi,jk+1 = Λ0 + φ
i,j
k − ξK1 sinφ
i,j
k
+
ǫξK1
NR − 1
∑
m,n
[
sin(φm,nk )− sin(φ
i,j
k )
]
. (19)
The indices i and j, indicating the spatial coordinates in
the two mutually perpendicular directions, are bounded
in the interval i, j ∈ [1 : N ] having only integer values.
The index k represents temporal sequences of the evolu-
tions. The indices m and n are used to include the effect
of the coupling topology. The values of m and n for the
(i, j)-th site is such that the coupling is realized within a
circular region of radius R centered at the (i, j)-th site;
Therefore36,
m,n ∈ [(m− i)2 + (n− j)2 ≤ R2], (20)
and
NR = 1 + 4
∞∑
p=0
(
⌊
R2
4p+ 1
⌋ − ⌊
R2
4p+ 3
⌋
)
, (21)
where NR is the number of ZC1-DPLLs which are cou-
pled to a particular node of the network when the cou-
pling radius is R. Here p can take only integer values.
8FIG. 9. (Color online) (a1)–(d1) Plot of phase φi,jk (taken at
k = 5100); (a2)–(d2) Respective plots of the absolute values
of the local correlation coefficient and (a3)–(d3) Respective
local curvatures. The figure shows the transition from SFP
(a1-a3) for ǫ = 0.2→ grid chimera (b1-b3) for ǫ = 0.3→ strip
chimera (c1-c3) for ǫ = 0.4 → wavy strip chimera (d1-d3) for
ǫ = 0.5. Here K1 = 2.75, R = 25.
From Fig. 8 the number of ZC1-DPLLs within the yel-
low shaded region is NR = 29 (including the red circle)
with R = 3. The symbol ⌊·⌋ represents the floor function
that produces the largest integer less than or equal to its
argument.
VI. RESULTS
Numerical simulations are carried out on the 2D-
network of (100× 100) sites with toroidal boundary con-
ditions. Similar to the 1D case here also we consider ran-
dom initial conditions uniformly distributed in the range
[−π : π], and we take ξ = 1.1. To discard the transients,
all the plots are presented after discarding k = 5000 it-
erations.
Our simulation results reveal that there exist several
2D spatiotemporal patterns, which can be broadly clas-
sified into two categories, namely chimera patterns and
non-chimera patterns. The typically observed chimera
patterns are grid chimera or spot chimera, strip chimera
and wavy strip chimera. Figures 9(a1)-(d1) illustrate
the transition from the synchronized fixed point (SFP)
pattern to several chimera patterns with the increase of
coupling strength (ǫ) for a fixed coupling range R = 25
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FIG. 10. (Color online) The cross sectional view of
Figs. 9(b1)–(b3) along j = 50. (a) Snapshot of spatial varia-
tion of phase at k = 5100, (b) absolute value of local corre-
lation coefficient (c) the local curvature D. Parameter values
are: R = 25, ǫ = 0.3, K1 = 2.75 and L = 1.
(guided by Fig. 6 we take K1 = 2.75, which lies within
the blue shaded region). Figure 9(a1) shows the SFP
state for ǫ = 0.2: in this state all the DPLLs are phase-
locked with each other. With an increase in ǫ grid or spot
chimera pattern appears. This is shown in Fig. 9(b1) for
ǫ = 0.3: here incoherent spots emerge in the background
of synchronized pattern (later we will see that diameter of
these spots depend upon the coupling range R). Further
increase of ǫ results in strip chimera pattern as shown in
Fig. 9(c1) for ǫ = 0.4: we see that here the incoherent
domains exhibit strips of certain width (later we will see
that width of the strip increases with increasing R). Fi-
nally, for a larger value of ǫ we get wavy strip chimera
patterns (Figure 9(d1) for ǫ = 0.5): here, interestingly,
the incoherent domains (and thus the coherent domains)
show a wave like pattern in spatial landscape. For a
better understanding of the coherent-incoherent struc-
ture of the chimera pattern we show the cross section
of Fig. 9(b1) (i.e., the spot chimera) along j = 50 in
Fig. 10(a1): one can see three incoherent regions corre-
sponding to the three incoherent spots of Fig. 9(b1).
To ensure the occurrence of chimera patterns we in-
troduce two quantifiers that measures the spatial corre-
lation among the different sites, namely the local cor-
relation coefficient14,46 and the local curvature45. Both
these measures provide the degree of coherence among
the nodes and therefore are capable of distinguishing co-
herent and incoherent domains. The local correlation
coefficient is defined as46,
(ei,jk )L =
∑
m′,n′ φˆ
i,j
k φˆ
m′,n′
k∑
m′,n′(φˆ
m′,n′
k )
2
, (22)
where m′, n′ refers to the sites that are within a circle of
radius of L centered at the site having index (i, j). So,
m′, n′ ∈ (m′ − i)2 + (n′ − j)2 ≤ L2, (23)
L is called the degree of correlation. For first order (lo-
cal) correlation, L = 1, the correlation is totally with
the nearest neighbors; whereas for second order, L = 2,
includes the second nearest neighbors and so on. The
deviation of phases of the ZC1-DPLLs in the equation
(22) are follows:
φˆi,jk = φ
i,j
k − < φ
i,j
R >k (24)
9is the deviation of phase of the (i, j)-th site. Whereas
φˆm
′,n′
k = φ
m′,n′
k − < φ
i,j
R >k (25)
is the deviation of phases of those sites that are within the
range of order of correlation. For local correlation this
range is a unit circle centered at (i, j)-th. Here < φi,jR >k
is the average of the local phases up-to the coupling range
R of the system for the spatial index (i, j) and is given
by
< φi,jR >k=
1
NR
∑
m,n
φm,nk , (26)
where m,n and NR are given in Eqns. (20) and (21), re-
spectively. The value of the local correlation co-efficient
abs
(
(ei,jk )L
)
= 1 corresponds to the local synchroniza-
tion, and the deviation of the value from unity means
local incoherence.
Next, we use the measure of local curvature45. In the
1D case, the general Laplacian is simply a second deriva-
tive as used in (18), however, for the 2D case the second
order difference equation, i.e., the local curvature D be-
comes
D = ∇(∇φ
(i,j)
k ) = ∇
2
iφ
(i,j)
k −∇
2
jφ
(i,j)
k ,
= φ
(i+1,j)
k + φ
(i−1,j)
k + φ
(i,j+1)
k + φ
(i,j−1)
k ,
− 4φ
(i,j)
k , (27)
which is symmetric with respect to the center element
φ
(i,j)
k . D = 0 corresponds to the coherent and D 6= 0
refers to the incoherent domains. These two measures
are shown in Figs. 9 to support our results: the middle
column [Figs. 9(a2)–(d2)] represents the absolute value
of the local correlation coefficient and the right most col-
umn [Figs. 9(a3)–(d3)] shows the local curvature D. In
Figs. 9 (a2)–(d2) the coherent nodes have the (absolute)
local correlation coefficient equal to unity [shown in light
gray (yellow) shading], whereas the incoherent nodes dif-
fer from unity [see the color map in Figs. 9(a2)–(d2)].
Equivalently, in Figs. 9(a3)–(d3) the local curvature D
for the coherent nodes is zero and that for incoherent do-
mains are nonzero. Fig. 10(b) and Fig. 10(c) represent
this scenario clearly along the cross section of Fig. 9(b1)
at j = 50 for the spot chimera: in the incoherent zones
the local correlation coefficient attains a value less than
unity whereas the local curvature D jumps from its zero
value to larger nonzero values.
Next, we investigate the dimension of incoherent re-
gions in the case of grid (spot) and strip chimeras. We
find that in the case of grid chimera, the dimension of
the incoherent spot increases with coupling range R. The
diameter of a grid is measured as the fractional percent-
age with respect to the dimension of 2D space lattice.
Therefore, the number of incoherent spots decreases with
an increase in R. This is shown in Fig. 11 (ǫ = 0.3,
K1 = 2.75): two representative patterns of the grid
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FIG. 11. (Color online) Variation of diameter of circular in-
coherent spots with the range of coupling R for fixed ǫ = 0.3
and K1 = 2.75.
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FIG. 12. (Color online) Variation of incoherent strip width
with the coupling range R (shown in points) for fixed ǫ =
0.6 and K1 = 2.75. The curve is fitted with the polynomial
ax2 + bx + c, where a = 0.008128, b = 0.1579 and c = 2.338
(solid line).
chimera for R = 10 and R = 35 are also shown in the
inset showing the increase in spot size with increasing R.
In the case of the strip chimera the width of the inco-
herent strips (therefore, also, that of the coherent strips)
increases with increasing R. The width of the strips are
measured as the fractional percentage with respect to the
dimension of diagonal length of the total 2D space lattice.
This scenario is shown in Fig. 12 (ǫ = 0.6, K1 = 2.75):
it can be seen that the width of the incoherent strips
increases monotonically obeying a quadratic polynomial
function (obtained by numerically fitting the data). Also
shown are two representative strip chimera patterns for
R = 30 and R = 49. Interestingly, we observe that the
dimension of spots or the width of the strips are inde-
pendent of the variation of value of coupling parameter
ǫ and the gain constant K1 (not shown here).
As discussed in the beginning of this section, apart
from chimera patterns we also observed other non-
chimera spatiotemporal patterns: these are spatially ir-
10
regular period-two [Fig. 13(a)], spatially multiple peri-
odic [Fig. 13(b)] and spatial chaos [Fig. 13(c)] patterns
for different choices of R, ǫ and K1. These regular non-
chimera patterns are demonstrated in the Fig. 13 for
some exemplary parameters. The phase diagram of the
parametric zone of occurrence of chimera patterns with
respect to the non-chimera pattern is shown in Fig. 14
in the ǫ − R space at a fixed value of K1. The black
squares represent non-chimera states whereas gray (red)
and light gray (yellow) squares represent grid (spot) and
strip (linear and wavy) chimera patterns, respectively.
It is noteworthy that at much lower value of ǫ chimera
patterns do not appear.
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FIG. 13. (Color online) Non-chimera patterns: (a) spatially
irregular period-two pattern (R = 10, ǫ = 0.10, K1 = 2.75),
(b) spatial multiple periodic solutions (R = 10, ǫ = 0.70,
K1 = 2.70), and (c) spatial chaos (R = 20, ǫ = 0.10, K1 =
2.75).
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FIG. 14. (Color online) The phase diagram representing dif-
ferent spatial patterns in the R − ǫ parameter space (for a
fixed K1 = 2.75). Color code: Black represents non-chimera
patterns, Red represents grid chimera pattern, and Yellow is
for strip (linear and wavy) chimera patterns.
VII. CONCLUSION
In this paper we have studied 1D and 2D networks of
DPLLs with nonlocal coupling and shown that networks
of DPLLs show several spatiotemporal instability includ-
ing chimera states. For the 1D network we have carried
out a linear stability analysis to identify the zone of sta-
ble phase-locked (synchronized) state in which DPLLs
are desired to operate in any real applications. For the
2D network we have demonstrated that outside the zone
of globally synchronized state several chimera patterns,
such as spot and strip chimeras emerge. With suitable
measures like local curvature and local correlation coef-
ficient we have ensured and characterized the occurrence
of the chimera patterns. Note that, in this paper we have
established that a real engineering system even under its
normal coupling condition may show chimera patterns.
From technical point of view, our study clearly set a
road map for the designers to choose the coupling and
system parameters such that a network of ZC1-DPLLs
operates in the normal phase-locked condition. Further,
in the context of control, this study reveals that only bi-
furcation and chaos control in isolated DPLLs are not
sufficient to ensure their normal phase-locked condition,
rather in a network of DPLLs effective control schemes
have to be implemented to tame chimera and other spa-
tiotemporal states.
Interestingly, the experimental chimera pattern was
first observed in a coupled map lattice (CML) system
by Hagerstrom et al. 22 : typically, realization of a CML
system in experiment is itself a challenging task. In this
paper we also propose a system architecture which natu-
rally describes a CML system and shows chimeras. Since
DPLLs can be implemented using inexpensive FPGA and
DSP boards7,16,19, therefore, we believe that chimeras
can also be observed in this network experimentally.
Moreover, the occurrence of chimeras in DPLLs may
arouse the attention of researchers to explore the possi-
bility of exploiting chimeras in electronic communication
and signal processing systems.
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