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We investigate the evolution of self–gravitating either dissipative or non–dissipative systems sat-
isfying the condition of minimal complexity, and whose areal radius velocity is proportional to the
areal radius (quasi–homologous condition). Several exact analytical models are found under the
above mentioned conditions. Some of the presented models describe the evolution of spherically
symmetric dissipative fluid distributions whose center is surrounded by a cavity. Some of them
satisfy the Darmois conditions whereas others present shells and must satisfy the Israel condition
on either one or both boundary surfaces. Prospective applications of some of these models to
astrophysical scenarios are discussed.
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I. INTRODUCTION
In a recent paper [1] a concept aiming to asses the de-
gree of complexity of a self–gravitating spherically sym-
metric static fluid distribution was introduced with the
hope that the variable defining such property could help
to deepen in the study of self–gravitating systems. This
definition was latter on extended to the time dependent
case [2], which required the introduction of a criterium
for a definition of the simplest pattern of evolution. The
presented arguments in [2] strongly suggested that the
homologous condition seemed to be the most suitable
to describe the simplest mode of evolution. The appli-
cations of this concept including systems with different
kind of symmetry and/or other theories of gravity, may
be found in [3–21] and references therein.
In this work we are concerned with the problem of
general relativistic gravitational collapse under the as-
sumption of vanishing complexity factor. The relevance
of the study of gravitational collapse in astrophysics is
illustrated by the fact, that the gravitational collapse of
massive stars represents one of the few observable phe-
nomena where general relativity is expected to play a
relevant role. Ever since the early work by Oppenheimer
and Snyder [22], much has been done by researchers try-
ing to provide models of evolving self–gravitating spheres.
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However this endeavour proved to be difficult and uncer-
tain.
Thus, while it is true that numerical methods enable
researchers to investigate systems which are extremely
difficult to handle analytically, it is also true that purely
numerical solutions usually hinder to catch general, qual-
itative, aspects of the process.
On the other hand, analytical solutions although more
suitable for a general discussion, are sometimes found,
either for too simplistic equations of state and/or un-
der additional heuristic assumptions whose justification
is usually uncertain.
Notwithstanding we shall deal here with analytical so-
lutions which are simple to analyze but still contain some
of the essential features of a realistic situation. Differ-
ent methods for finding such solutions and their analysis
have been presented by many authors in recent years (see
[23–39] and references therein).
In this work we endeavor to find exact solutions de-
scribing either dissipative or non–dissipative fluid spheres
satisfying the condition of vanishing complexity factor,
however in what concerns the condition on the pattern
of evolution, we shall relax the homologous condition as-
sumed in [2] and will assume a much less stringent con-
dition which will be referred to as the quasi–homologous
regime. The motivation to undertake this task is three-
fold. First, it is of interest to find the physical prop-
erties inherent to all dissipative systems characterized
by a vanishing complexity factor. On the other hand,
as we discovered during this research work, the homol-
ogous condition appears to be too stringent, ruling out
2thereby many interesting scenarios from the astrophysi-
cal point of view. Finally, the assumed ansatz provide a
general method for the obtention of analytical solutions
to the Einstein equations, describing evolving fluid dis-
tributions.
Thus, the obtained models follow from the two con-
ditions mentioned above plus some additional restric-
tions on kinematical variables. Some of the presented
models describe fluid distributions with a vacuum cav-
ity surrounding the center of symmetry whereas others
describe fluid distributions filling the whole object. In
the former case matching conditions at both delimiting
surfaces have to be considered. The physical properties
of all these models will be analyzed in detail and their
eventual application to different astrophysical scenarios
will be discussed.
II. THE GENERAL SETUP OF THE PROBLEM:
NOTATION, VARIABLES AND EQUATIONS
We consider spherically symmetric distributions of col-
lapsing fluid, which are bounded by a spherical surface
Σ(e), and, in the case that a cavity is present, are also
bounded from inside by a spherical surface Σ(i). The fluid
is assumed to be locally anisotropic (principal stresses
unequal) and undergoing dissipation in the form of heat
flow (diffusion approximation).
Thus the general line element may be written as
ds2 = −A2dt2 +B2dr2 +R2(dθ2 + sin2 θdφ2), (1)
where the functions A,B,R depend on t and r.
The energy–momentum tensor takes the form
Tαβ = (µ+ P⊥)VαVβ + P⊥gαβ + (Pr − P⊥)χαχβ
+ qαVβ + Vαqβ , (2)
where µ is the energy density, Pr the radial pressure, P⊥
the tangential pressure, qα the heat flux, V α the four
velocity of the fluid, and χα a unit four vector along the
radial direction. These quantities satisfy
V αVα = −1, V αqα = 0, χαχα = 1, χαVα = 0. (3)
It will be convenient to express the energy momentum
tensor (2) in the equivalent (canonical) form
Tαβ = µVαVβ + Phαβ +Παβ + q (Vαχβ + χαVβ) , (4)
with
P =
Pr + 2P⊥
3
, hαβ = gαβ + VαVβ ,
Παβ = Π
(
χαχβ − 1
3
hαβ
)
, Π = Pr − P⊥.
Since we are considering comoving observers, we have
V α = A−1δα0 , q
α = qB−1δα1 , χ
α = B−1δα1 . (5)
It is worth noticing that we do not add explicitly bulk
or shear viscosity to the system because they can be triv-
ially absorbed into the radial and tangential pressures,
Pr and P⊥, of the collapsing fluid (in Π). Also we do
not explicitly introduce dissipation in the free streaming
approximation since it can be absorbed in µ, Pr and q.
A. Einstein equations
Einstein’s field equations for the interior spacetime (1)
are given by
Gαβ = 8piTαβ . (6)
The non null components of (6) with (1) and (2), read
8piT00 = 8piµA
2 =
(
2
B˙
B
+
R˙
R
)
R˙
R
−
(
A
B
)2 [
2
R′′
R
+
(
R′
R
)2
− 2B
′
B
R′
R
−
(
B
R
)2]
, (7)
8piT01 = −8piqAB = −2
(
R˙′
R
− B˙
B
R′
R
− R˙
R
A′
A
)
, (8)
8piT11 = 8piPrB
2 = −
(
B
A
)2 [
2
R¨
R
−
(
2
A˙
A
− R˙
R
)
R˙
R
]
+
(
2
A′
A
+
R′
R
)
R′
R
−
(
B
R
)2
, (9)
38piT22 =
8pi
sin2 θ
T33 = 8piP⊥R2 = −
(
R
A
)2 [
B¨
B
+
R¨
R
− A˙
A
(
B˙
B
+
R˙
R
)
+
B˙
B
R˙
R
]
+
(
R
B
)2 [
A′′
A
+
R′′
R
− A
′
A
B′
B
+
(
A′
A
− B
′
B
)
R′
R
]
, (10)
where dots and primes denote derivative with respect to
t and r respectively.
B. Kinematical variables and the mass function
The three non-vanishing kinematical variables are the
four–acceleration aα, the expansion scalar Θ and the
shear tensor σαβ . The corresponding expressions follow
at once from their definitions.
Thus
aα = Vα;βV
β , (11)
producing
a1 =
A′
A
, a2 = aαaα =
(
A′
AB
)2
, (12)
with aα = aχα.
The expansion Θ is given by
Θ = V α;α =
1
A
(
B˙
B
+ 2
R˙
R
)
, (13)
and for the shear tensor we have
σαβ = V(α;β) + a(αVβ) −
1
3
Θhαβ , (14)
with only one non–vanishing independent component
σ11 =
2
3
B2σ, σ22 =
σ33
sin2 θ
= −1
3
R2σ, (15)
with
σαβσαβ =
2
3
σ2, (16)
being
σ =
1
A
(
B˙
B
− R˙
R
)
. (17)
C. The mass function
Next, the mass function m(t, r) introduced by Misner
and Sharp [40] is given by
m(t, r) =
R3
2
R23
23 =
R
2


(
R˙
A
)2
−
(
R′
B
)2
+ 1

 . (18)
To study the dynamical properties of the system, let
us introduce, following Misner and Sharp the proper time
derivative DT given by
DT =
1
A
∂
∂t
, (19)
and the proper radial derivative DR,
DR =
1
R′
∂
∂r
. (20)
Using (19) we can define the velocity U of the collaps-
ing fluid as the variation of the proper radius with respect
to proper time, i.e.
U = DTR. (21)
Then (18) can be rewritten as
E ≡ R
′
B
=
[
1 + U2 − 2m(t, r)
R
]1/2
. (22)
From (18) we may easily obtain
DRm = 4pi
(
µ+ q
U
E
)
R2. (23)
Equation (23) may be integrated to obtain
m =
∫ r
0
4piR2
(
µ+ q
U
E
)
R′dr, (24)
(assuming a regular centre to the distribution, so m(0) =
0), or
3m
R3
= 4piµ− 4pi
R3
∫ r
0
R3µ′dr+
4pi
R3
∫ r
0
3q
U
E
R2R′dr. (25)
4D. Weyl tensor
TheWeyl tensor is defined through the Riemann tensor
R
ρ
αβµ, the Ricci tensor Rαβ and the curvature scalar R,
as:
C
ρ
αβµ = R
ρ
αβµ −
1
2
R
ρ
βgαµ +
1
2
Rαβδ
ρ
µ −
1
2
Rαµδ
ρ
β
+
1
2
Rρµgαβ +
1
6
R(δρβgαµ − gαβδρµ). (26)
In the general case the Weyl tensor may be expressed
through two tensors denoted as the electric and the mag-
netic part of the Weyl tensor. In the spherically sym-
metric case the magnetic part of the Weyl tensor van-
ishes identically, whereas the electric part of Weyl tensor
is defined by
Eαβ = CαµβνV
µV ν , (27)
with the following non–vanishing components
E11 =
2
3
B2E ,
E22 = −1
3
R2E ,
E33 = E22 sin
2 θ, (28)
where
E = 1
2A2
[
R¨
R
− B¨
B
−
(
R˙
R
− B˙
B
)(
A˙
A
+
R˙
R
)]
+
1
2B2
[
A′′
A
− R
′′
R
+
(
B′
B
+
R′
R
)(
R′
R
− A
′
A
)]
− 1
2R2
. (29)
Observe that we may also write Eαβ as
Eαβ = E
(
χαχβ − 1
3
hαβ
)
. (30)
Using Einstein equations, (18) and (29) we can write
3m
R3
= 4pi (µ− Pr + P⊥)− E . (31)
E. Structure scalars and complexity factor
The structure scalars are quantities obtained from the
orthogonal splitting of the Riemann tensor, which have
been shown to play an important role in the study of
self–gravitating systems. They were defined in [41] , and
are relevant to our discussion since the variable intended
to asses the degree of complexity of the self–gravitating
system (the complexity factor), is one of the structure
scalars (see [1] for details).
Thus, let us define the tensor Yαβ (the electric part of
the Riemann tensor) by
Yαβ = RαγβδV
γV δ. (32)
The tensor Yαβ may be expressed as
Yαβ =
1
3
YThαβ + YTF
(
χαχβ − 1
3
hαβ
)
. (33)
Then from (7)–(10) and (29) we obtain
YT = 4pi(µ+ 3Pr − 2Π), YTF = E − 4piΠ, (34)
and from (31) and (34) we have
YTF = 4piµ− 8piΠ− 3m
R3
, (35)
or, using (25) we obtain
YTF = −8piΠ+ 4pi
R3
∫ r
0
R3
(
µ′ − 3qBU
R
)
dr. (36)
The above equation relates YTF with the matter vari-
ables, however we shall need the expression of this scalar
in terms of metric and kinematical variables, which reads
(see Eq.(45) in [42])
YTF ≡ E−4piΠ = a
′
B
− σ˙
A
+a2− σ
2
3
− 2
3
Θσ−a R
′
RB
. (37)
As in [1] and [2], we shall adopt the above scalar as the
variable measuring the degree of complexity of the fluid
distribution (the complexity factor). Our models will
satisfy the condition of minimal complexity (YTF = 0).
III. THE JUNCTION CONDITIONS
If we wish to avoid the presence of shells on the bound-
ary surfaces delimiting our models, then matching (Dar-
mois) conditions must be imposed. Since, as mentioned
in the Introduction, some of the obtained models describe
fluid distributions with a void (cavity) surrounding the
center, then in this latter case we have to consider the
matching not only on the exterior boundary but on the
inner one as well [43].
Outside Σ(e) we have the Vaidya spacetime (or
Schwarzschild in the dissipationless case), described by
ds2 = −
[
1− 2M(v)
r
]
dv2− 2drdv + r2(dθ2 + sin2 θdφ2),
(38)
5whereM(v) denotes the total mass, and v is the retarded
time. The matching of the non-adiabatic sphere to the
Vaidya spacetime, on the surface r = rΣ(e) = constant,
in the absence of thin shells, implies the continuity of
the first and the second fundamental forms through the
matching hypersurface, producing
m(t, r)
Σ(e)
= M(v), (39)
and
q
Σ(e)
=
L
4pir
Σ(e)
= Pr, (40)
where
Σ(e)
= means that both sides of the equation are eval-
uated on Σ(e) and L denotes the total luminosity of the
sphere as measured on its surface and is given by
L = L∞
(
1− 2m
r
+ 2
dr
dv
)−1
, (41)
where
L∞ =
dM
dv
, (42)
is the total luminosity measured by an observer at rest
at infinity.
In the case when a cavity forms, then we also have to
match the solution to the Minkowski spacetime on the
boundary surface delimiting the empty cavity (Σ(i)). In
this case the matching conditions imply
m(t, r)
Σ(i)
= 0, (43)
q
Σ(i)
= Pr
Σ(i)
= 0. (44)
For some models the Darmois conditions cannot be
satisfied, in which case we must allow the presence of
thin shells on Σ(i) and/or Σ(e), implying discontinuities
in the mass function [44].
IV. THE QUASI–HOMOLOGOUS CONDITION
As mentioned before, for time dependent systems it is
not enough to define the complexity of the fluid distri-
bution. We need also to elucidate what is the simplest
pattern of evolution of the system.
In [2] it was assumed that the homologous evolution
represents the simplest mode of evolution of the fluid
distribution. Here we shall relax this condition since
it appears to be too stringent thereby excluding many
potential interesting scenarios. Instead we shall assume
that the system evolves in a “quasi–homologous” regime,
whose definition is given below.
First of all let us observe that we can write the field
equation (8) as
DR
(
U
R
)
=
4pi
E
q +
σ
R
, (45)
which can be easily integrated to obtain
U = a˜(t)R +R
∫ r
0
(
4pi
E
q +
σ
R
)
R′dr, (46)
where a˜ is an integration function, or
U =
UΣ(e)
RΣ(e)
R−R
∫ r
Σ(e)
r
(
4pi
E
q +
σ
R
)
R′dr. (47)
If the integral in the above equations vanishes we have
from (46) or (47) that
U = a˜(t)R. (48)
This relationship is characteristic of the homologous
evolution in Newtonian hydrodynamics [45–47]. In our
case, this may occur if the fluid is shear–free and non
dissipative, or if the two terms in the integral cancel each
other.
In [2], the term “homologous evolution” was used to
characterize relativistic systems satisfying, besides (48),
the condition
RI
RII
= constant, (49)
where RI and RII denote the areal radii of two concentric
shells (I, II) described by r = rI = constant, and r =
rII = constant, respectively.
The important point that we want to stress here is that
(48) does not imply (49). Indeed, (48) implies that for
the two shells of fluids I, II we have
UI
UII
=
AIIR˙I
AIR˙II
=
RI
RII
, (50)
that implies (49) only if A = A(t), which by a simple
coordinate transformation becomes A = constant. Thus
in the non–relativistic regime, (49) always follows from
the condition that the radial velocity is proportional to
the radial distance, whereas in the relativistic regime the
condition (48) implies (49), only if the fluid is geodesic.
We shall define quasi–homologous evolution as that re-
stricted only by condition (48), implying
4pi
R′
Bq +
σ
R
= 0. (51)
Thus our models will be restricted by (51) and YTF =
0.
6V. THE TRANSPORT EQUATION
In the diffusion approximation we shall need a trans-
port equation to evaluate the temperature and its evo-
lution within the fluid distribution. Here we shall resort
to a transport equation derived from a causal dissipa-
tive theory ( e.g. the Mu¨ller-Israel-Stewart second order
phenomenological theory for dissipative fluids [48–51]).
Indeed, as it is already well known the Maxwell-Fourier
law for heat flux leads to a parabolic equation (diffusion
equation) which predicts propagation of perturbations
with infinite speed (see [52]-[54] and references therein).
This simple fact is at the origin of the pathologies [55]
found in the approaches of Eckart [56] and Landau [57] for
relativistic dissipative processes. To overcome such diffi-
culties, various relativistic theories with non-vanishing
relaxation times have been proposed in the past [48–
51, 58, 59]. Although the final word on this issue has
not yet been said, the important point is that all these
theories provide a heat transport equation which is not of
Maxwell-Fourier type but of Cattaneo type [60], leading
thereby to a hyperbolic equation for the propagation of
thermal perturbations.
In all these theories the relaxation time τ is not ne-
glected, allowing them to study transient regimes.
It is worth mentioning that large relaxation times
(large mean free paths of particles involved in heat trans-
port) does not imply departure from the hydrodynamic
regime, since the latter is related to the mean free path
of the particles forming the fluid, which in general are
different from those responsible for the heat transport,
(this fact has been streseed before [61], but it is usually
overlooked).
Thus the corresponding transport equation for the heat
flux reads
τhαβV γqβ;γ+q
α = −κhαβ(T,β+Taβ)−1
2
κT 2
(
τV β
κT 2
)
;β
qα,
(52)
where κ denotes the thermal conductivity, and T and
τ denote temperature and relaxation time respectively.
Observe that, due to the symmetry of the problem, equa-
tion (52) only has one independent component, which
may be written as
τ q˙ = −1
2
κqT 2
( τ
κT 2
)˙
− 1
2
τqΘA− κ
B
(TA)′ − qA. (53)
In the case τ = 0 we recover the Eckart–Landau equation.
For simplicity we shall consider here the so called
“truncated” version where the last term in (52) is ne-
glected [62],
τhαβV γqβ;γ + q
α = −κhαβ(T,β + Taβ), (54)
and whose only non–vanishing independent component
becomes
τ q˙ + qA = − κ
B
(TA)′. (55)
VI. ANOTHER DEFINITION OF RADIAL
VELOCITY AND SOME KINEMATICAL
RESTRICTIONS
In order to obtain our models, besides the condi-
tion of the vanishing complexity factor and the quasi–
homologous evolution, we need to impose further condi-
tions on the system. Here we analyze additional restric-
tions on some kinematical variables. For doing that let
us first introduce another concept of velocity, different
from U .
In the previous section we defined the variable U
which, as mentioned before, measures the variation of
the areal radius R per unit of proper time. However,
another possible definition of “velocity” may be intro-
duced, as the variation of the infinitesimal proper radial
distance between two neighboring points (δl) per unit of
proper time, i.e. DT (δl). Thus, it can be shown that (see
[43, 63, 64] for details)
DT (δl)
δl
=
1
3
(2σ +Θ), (56)
or,
DT (δl)
δl
=
B˙
AB
. (57)
Then we can write
σ =
DT (δl)
δl
− DTR
R
=
DT (δl)
δl
− U
R
, (58)
and
Θ =
DT (δl)
δl
+
2DTR
R
=
DT (δl)
δl
+
2U
R
, (59)
The “areal” velocity U , is related to the change of areal
radius R of a layer of matter, whereas DT (δl), has also
the meaning of “velocity”, being the relative velocity be-
tween neighboring layers of matter, and is in general dif-
ferent from U .
In [64] it was shown that the condition Θ = 0 requires
the existence of a cavity surrounding the centre of the
fluid distribution. There are however another kinemati-
cal conditions compatible with the formation of a cavity
around the center of symmetry [43].
Indeed, let us consider the condition DT (δl) = 0, but
U 6= 0. From the comments above it is evident why we
shall refer to it as the purely areal evolution condition.
Now, if DT (δl) = 0 then B = B(r) from which a
reparametrization of the coordinate r allows us to write
without loss of generality B = 1 implying R′ = E, and
as it follows from (58) and (59)
σ = −U
R
= −Θ
2
(60)
Then, we can write (45) in the form
σ′ +
σR′
R
= −4piq, (61)
7whose integration with respect to r yields
σ =
ζ(t)
R
− 4pi
R
∫ r
0
qRdr, (62)
where ζ is an integration function of t. It should be ob-
served that in the case where the fluid fills all the sphere,
including the centre (r = 0), we should impose the reg-
ularity condition ζ = 0. However since we consider the
possibility of a cavity surrounding the centre, such a con-
dition is not required.
From (62) it follows that
U = −ζ + 4pi
∫ r
0
qRdr. (63)
Let us notice that the expression above is compatible
with (48) and (51). Indeed, taking the r derivative of
(63) and using (51) we obtain (48). Or, taking the r
derivative of (63) and using (48) we obtain (51).
Then assuming the purely areal evolution condition, if
the fluid fills the whole sphere (no cavity surrounding the
centre), and we have a symmetry centre, we have to put
ζ = 0, and (63) becomes
U = 4pi
∫ r
0
qRdr. (64)
On the other hand, if the centre is surrounded by a
compact spherical section of another spacetime, suitably
matched to the rest of the fluid, e.g. if we choose an
inner vacuum Minkowski spherical vacuole then ζ may
be different from zero. This latter case will be considered
here for reasons that we explain below.
The point is that the appearance of a cavity under
the assumed conditions is suggested by (64). Indeed, in
the case of an outwardly directed flux vector (q > 0), all
terms within the integral are positive and we obtain from
(59) and (64) that Θ > 0 and U > 0. Now, during the
Kelvin-Helmholtz phase of evolution [46], when all the
dissipated energy comes from the gravitational energy,
we should expect a contraction, not an expansion, to be
associated with an outgoing dissipative flux. Inversely, an
inwardly directed flux (q < 0) (during that phase) would
produce an overall expansion instead of a contraction as
it follows from (64). The above comments suggest that
ζ 6= 0.
Thus we have seen that the purely areal evolution con-
dition appears to be particularly suitable to describe the
evolution of a fluid distribution with a cavity surrounding
the centre.
Another possible restriction on the kinematics of the
fluid is provided by the case U = 0 but DT (δl) 6= 0. Thus
the areal radius remains constant but the infinitesimal
proper radial distance between two neighboring points
changes with time. As strange as this case might look
like, we were unable to rule it out by mathematical or
physical arguments, and therefore we shall consider solu-
tions satisfying such a condition. Then it follows at once
from (57) and (58) that, for this latter case, the condition
of quasi–homologous evolution (51) becomes
B˙
AB
= −4piRq
E
, Θ = σ. (65)
It is worth noticing that this kinematical condition does
not force the formation of a cavity surrounding the cen-
ter.
In the next section we shall consider some models sat-
isfying conditions YTF = 0, (51) and either (63) or (65).
VII. MODELS
In what follows we shall present some exact solutions
describing either dissipative or non–dissipative systems
satisfying the vanishing complexity factor condition and
evolving quasi–homologously. Further conditions shall be
necessary in order to fully specify the models, these addi-
tional restrictions will be based on the material exposed
in the previous section.
A. Non dissipative models.
Although in this work we are mainly concerned with
dissipative systems, for the sake of completeness we shall
first consider the non–dissipative case q = 0.
In [2] it was shown that in this case the homologous
condition (48) and (49) implies YTF = 0 and the fluid
is geodesic. Furthermore, there is a unique model evolv-
ing homologously and satisfying YTF = 0, (Friedman–
Robertson–Walker).
We shall now explore the situation when the system
evolves under the quasi–homologous condition (condition
(48) is satisfied but (49) is not).
From (51) it follows at once that q = 0 implies σ = 0,
i.e. the fluid is shear–free. This last condition implies
that
R = rB, (66)
using the above equation we can write (8) as
(
B˙
AB
)′
= 0. (67)
On the other hand the quasi–homologous condition
(48) may be written as
U =
R˙
A
=
rB˙
A
= a˜(t)rB, (68)
which obviously satisfies (67). In other words condition
(68) is compatible with the field equations.
It should be noticed that in this case either restriction
B = 1, or U = 0 would produce a static model. Also,
8the condition that the fluid is geodesic would lead to the
Friedman–Robertson–Walker as in [2].
Next we have to impose the vanishing complexity fac-
tor condition YTF = 0, which using (37) and the condi-
tion σ = 0 reads
a′
B
+ a2 − aR
′
BR
= 0, (69)
or, using (12)
A′′ − 2A
′B′
B
− A
′
r
= 0, (70)
which may be integrated producing
A′ = BRF (t) =
R2
r
F (t), (71)
where F (t) is an arbitrary function of integration.
Next, using (66), (68) and (71), we may rewrite (67)
as
R˙′
R
− R˙R
′
R2
=
R2
r
a˜(t)F (t). (72)
Introducing y = R
′
R , (72) can be written as
y˙′ = y˙
(
2y − 1
r
)
, (73)
which may be transformed further by defining the inter-
mediate variable z = yr, producing
z˙′ =
2zz˙
r
, (74)
or, introducing the independent variable x = ln r, we can
finally write eq.(74) as
dz˙
dx
= 2zz˙. (75)
Using Mathematica to integrate this last equation we ob-
tain
z = −c2 tanh(c1t+ c2 ln r + c3), (76)
and using this expression we have
R =
R˜(t)
cosh(c1t+ c2 ln r + c3)
, (77)
where R˜(t) is an arbitrary function of integration and
c1, c2, c3 are arbitrary constants of integration.
To specify further our model we shall assume a˜(t) =
a˜ =constant, in which case the physical variables become
8piµ = 3a˜2 +
1
R˜2(t)
[
3c22 + (1 − c22) cosh2 u
]
, (78)
8piPr = −3a˜2 + 1
R˜2(t)D
{
˙˜
R(t)
[−c22 + (c22 − 1) cosh2 u]+ R˜(t)c1 tanhu [3c22 + (1− c22) cosh2 u]} , (79)
8piP⊥ = −3a˜2 + c
2
2
R˜2(t)D
(
3R˜(t)c1 tanhu− ˙˜R(t)
)
, (80)
where
u = c1t+ c2 ln r + c3, (81)
and
D ≡ ˙˜R(t)− R˜(t)c1 tanhu. (82)
It is a simple matter to check that for a wide range of
values of the parameters, the above solution is singular–
free, and satisfies the usual energy conditions as well as
the boundary conditions (e.g. c22 = 1, c1 < 0). However
we are not interested in a particular model, but just want
to illustrate the point that once the homologous condi-
tion is relaxed and one assumes the quasi–homologous
one, then a great deal of models satisfying the condition
YTF = 0 are available.
B. Dissipative models with DT (δl) = 0, U 6= 0.
We shall now consider models satisfying the constraint
DT (δl) = 0, which as mentioned before implies B = 1.
These models are endowed with a cavity surrounding the
center, accordingly we should not worry about regularity
conditions at the centre.
In this case the physical variables read
8piµ =
1
A2
R˙2
R2
− 2R
′′
R
− R
′2
R2
+
1
R2
, (83)
8piPr = − 1
A2
(
2R¨
R
− 2A˙
A
R˙
R
+
R˙2
R2
)
+
2A′
A
R′
R
+
R′2
R2
− 1
R2
,
(84)
98piP⊥ = − 1
A2
(
R¨
R
− A˙
A
R˙
R
)
+
A′′
A
+
R′′
R
+
A′
A
R′
R
, (85)
4piq =
1
A
(
R˙′
R
− A
′
A
R˙
R
)
= −σR
′
R
, (86)
and for the kinematical variables we have
σ = − R˙
AR
, Θ =
2R˙
AR
. (87)
Next, imposing the quasi–homologous condition, we
obtain
U = a˜(t)R =
R˙
A
⇒ a˜(t) = R˙
AR
⇒ σ = −a˜(t),
(88)
Θ− σ = 3a˜(t). (89)
On the other hand the condition YTF = 0 produces
YTF =
1
A2
(
R¨
R
− A˙
A
R˙
R
)
+
A′′
A
− A
′
A
R′
R
(90)
= σ2 − σ˙
A
+
A′′
A
− A
′
A
R′
R
= 0. (91)
Thus for this particular case, the conditions of vanishing
complexity factor and quasi–homologous evolution read
A′′ − A
′R′
R
+Aσ2 = σ˙, (92)
and
R˙
R
= −σA, (93)
respectively.
It would be useful to introduce the intermediate vari-
ables (X,Y ),
A = X +
σ˙
σ2
and R = X ′Y, (94)
in terms of which (92) and (93), become
−X
′
X
Y ′
Y
+ σ2 = 0, (95)
X˙ ′
X ′
+
Y˙
Y
= −σX − σ˙
σ
. (96)
In what follows we shall analyze different models sat-
isfying the above conditions, by imposing additional re-
strictions.
1. Subcase with X = X˜(r)T (t)
In this first subcase we assume the function X to be
separable, i.e.
X = X˜(r)T (t). (97)
Then feeding back (97) into (95), and taking t-derivative
we obtain
− X˜
′
X˜
(
Y˙
Y
)′
+ 2σσ˙ = 0. (98)
Likewise, feeding back (97) into (96) and taking the r-
derivative we obtain(
Y˙
Y
)′
= −σX˜ ′T . (99)
The combination of (98) and (99) produces
X˜ ′2
X˜
= −2σ˙T ≡ β
2, (100)
where β is a constant.
Then, from the integration of (100) we have
X˜ =
(βr + c1)
2
4
and T (t) = −2σ˙
β2
, (101)
where c1 is a constant of integration.
Thus, the metric functions for this subcase become
A =
σ˙
2β2σ2
[
2β2 − σ2(βr + c1)2
]
, (102)
R = R˜(t)
β
2
(βr + c1)e
σ2r
4β (βr+2c1), (103)
where R˜(t) is an arbitrary function of time.
Finally using the expressions above in (83)-(86) we find
for the physical variables
8piµ = −3σ2 − 3σ
4
4β2
(βr + c1)
2 − β
2
(βr + c1)2
+
σ2
(βr + c1)2
e
− σ2
2β2
(βr+c1)
2
, (104)
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8piPr = − 4σ
2β2
2β2 − σ2(βr + c1)2 +
β2
(βr + c1)2
+
σ4
4β2
(βr + c1)
2 − σ
2
(βr + c1)2
e
− σ2
2β2
(βr+c1)
2
, (105)
8piP⊥ =
σ2
2
+
σ4(βr + c1)
2
4β2
− σ
2[2β2 + σ2(βr + c1)
2]
2β2 − σ2(βr + c1)2 , (106)
4piq = −σ[2β
2 + σ2(βr + c1)
2]
2β(βr + c1)
. (107)
Let us now consider the possible matching of this model
on Σ(i) and Σ(e). On the former surface, we must have
q = 0, implying σ = 0, on that surface, however since
σ is only function on t, this implies σ = 0 producing a
non–dissipative solution. On the other hand, from the
matching condition q
Σ(e)
= Pr, (105) and (107) we obtain
σ(2 + σ2K2)
K
− 4σ
2
2− σ2K2+
1
K2
+
σ4K2
4
− σ
2
β2K2
e−
σ2K2
2 = 0,
(108)
where K =
βr
Σ(e)
+c1
β .
The algebraic equation above only allows solutions for
constant values of σ depending onK,β, i.e. only for fixed
values of t. Therefore this model has thin shells on either
boundary surfaces Σ(i) and Σ(e).
Finally, we may calculate the temperature for this
model. Using (55), (102) and (107) we obtain
T (t, r) =
β2σ2
2piκ[2β2 − σ2(βr + c1)2]
[(
τ +
1
σ
)
ln(βr + c1) +
3τσ2
4β2
(βr + c1)
2 − σ
3
16β4
(βr + c1)
4
]
+ T0(t), (109)
where T0(t) is an arbitrary function related to the tem-
perature at either one of the boundary surfaces.
2. Subcase with A = A(r).
In this subcase we assume that
A = A(r). (110)
Then, taking the t-derivative of (92) we have
−A′
(
R˙
R
)′
+ 2Aσσ˙ = σ¨, (111)
whereas the r- derivative of (93) produces(
R˙
R
)′
= −σA′. (112)
Combining (111) and (112) we obtain
σ(A′)2 + 2Aσσ˙ = σ¨, (113)
whose solution satisfying (88) and (110) is
σ = −σ0t+ σ1 (σ0, σ1 constants), (114)
and
(A′)2
A
= 2σ0, A =
1
4
(
√
2σ0r + c1)
2. (115)
From the above we find the expression for R which reads
R = R˜(r)e−
1
4 (
√
2σ0r+c1)
2(− σ02 t2+σ1t), (116)
where R˜(r) is an arbitrary function of its argument.
To obtain a specific model, we shall assume R˜ =
constant, then feeding back (115) and (116) into (83)-
(86) we find for the physical variables
8piµ = σ21 −
3σ0
2
(
√
2σ0r + c1)
2
(
−σ0
2
t2 + σ1t
)2
+
1
R˜2
e
1
2 (
√
2σ0r+c1)
2(−σ02 t2+σ1t), (117)
8piPr = −3σ21 + 2σ0σ1t− σ20t2 −
8σ0
(
√
2σ0r + c1)2
+
σ0
2
(
√
2σ0r + c1)
2
(
−σ0
2
t2 + σ1t
)2
− 1
R˜2
e
1
2 (
√
2σ0r+c1)
2(− σ02 t2+σ1t), (118)
8piP⊥ =
σ20
2
t2−σ21−σ0σ1t+
σ0
2
(
√
2σ0r+c1)
2
(
−σ0
2
t2 + σ1t
)2
,
(119)
4piq =
√
2σ0
2
(
√
2σ0r + c1)
(
−σ0
2
t2 + σ1t
)
(−σ0t+ σ1).
(120)
11
As in previous models it is a simple matter to check
that a wide range of values of the parameters allows to
construct singular–free models satisfying the usual en-
ergy conditions.
Let us now check the possibility to satisfy the Darmois
conditions on Σ(i) and/or Σ(e).
Since regularity conditions on the radial pressure (118)
require (
√
2σ0r + c1) 6= 0, then the matching condition
q
Σ(i)
= Pr
Σ(i)
= 0, with (120), implies σ0 = 0, producing a
non–dissipative solution.
For the exterior boundary surface Σ(e), it is imposible
to match to the exterior metric, for any possible R˜ =
R˜(r).
Thus in this model, both the interior and the exterior
boundary surfaces present a thin shell.
Finally, for the temperature of this model we obtain,
using (55), (115) and (120)
T (t, r) = − 1
4piκ
[
τ
(
3
2
σ20t
2 − 3σ0σ1t+ σ21
)
+
(
√
2σ0r + c1)
2
8
(
−σ0
2
t2 + σ1t
)
(−σ0t+ σ1)
]
+ T0(t). (121)
3. Subcase with σ˙ = 0
We shall here present a model satisfying the additional
condition
σ˙ = 0⇒ σ = constant. (122)
Next, introducing the intermediate variable Y defined by
R = A′Y, (123)
we may write (92) and (93) as
A′
A
Y ′
Y
= σ2, (124)
and
A˙′
A′
+
Y˙
Y
= −σA. (125)
Then taking the t-derivative of (124) and the r-derivative
of (125) we obtain(
Y˙
Y
)′
= −
(
A˙
A
)′
σ2
(
A
A′
)2
, (126)
and (
Y˙
Y
)′
= −σA′ −
(
A˙′
A′
)′
, (127)
the combination of which produces
σ2(A′A˙− A˙′A) + σA′3 + A˙′′A′ − A˙′A′′ = 0. (128)
A solution to the equation (128) is
A = βr − β
2
σ
t+ β0, (129)
producing for R
R = R˜0βe
(σ
2
2 r
2−σβtr+σ2β0
β
r+β
2
2 t
2−σβ0t) (R˜0, β, β0 = const).
(130)
Using (129) and (130) in (83)-(86) the physical variables
read for this subcase
8piµ = −σ2 − 3
[
σ2
(
r +
β0
β
)
− σβt
]2
+
e−2(
σ2
2 r
2−σβtr+σ2β0
β
r+ β
2
2 t
2−σβ0t)
(R˜0β)2
, (131)
8piPr = −σ2 + σ4
(
r − β
σ
t+
β0
β
)2
−e
−2(σ22 r2−σβtr+
σ2β0
β
r+β
2
2 t
2−σβ0t)
(R˜0β)2
, (132)
8piP⊥ = σ2 +
[
σ2
(
r +
β0
β
)
− σβt
]2
, (133)
4piq = −σ3
(
r − β
σ
t+
β0
β
)
. (134)
In this case is a simple matter to check that Darmois
conditions cannot be satisfied on either boundary surface
Σ(i) or Σ(e).
For the temperature of this model we obtain
T (t, r) = − βσ
2
4piκ(βr − β2σ t+ β0)
[
τr − σ
3
(
r − β
σ
t+
β0
β
)3]
+T0(t).
(135)
We shall next, turn to our last family of models, charac-
terized by a vanishing U .
C. Dissipative models with DT (δl) 6= 0 and U = 0
Assuming U = 0, it follows that
U =
R˙
A
= 0⇒ R = R(r). (136)
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Then the following condition applies to the kinematical
variables
σ = Θ =
B˙
AB
. (137)
Using the conditions above, together with the quasi–
homologous condition (51), the vanishing of the complex-
ity factor YTF = 0 (eq. (37)), becomes
1
A2
(
B¨
B
− A˙B˙
AB
)
=
1
B2
(
A′′
A
− A
′B′
AB
− A
′R′
AR
)
. (138)
We shall now construct a model satisfying the above
equation, by assuming
B¨
B
− A˙B˙
AB
= 0, (139)
A′′
A
− A
′B′
AB
− A
′R′
AR
= 0, (140)
the integration of which produces
B˙ = Af(r), (141)
A′ = BRF (t), (142)
where f(r) and F (t) are arbitrary functions of integra-
tion.
Then taking the r- derivative of (141) and the t- deriva-
tive of (142) we obtain
B˙′
B
= RFf +
B˙f ′
Bf
, (143)
A˙′
A
= RFf +
A′F˙
AF
. (144)
Combining the two equations above we get
A˙′
A
− B˙
′
B
=
A′F˙
AF
− B˙f
′
Bf
, (145)
whose solution is
A = C
BF
f
, (146)
where C is a constant of integration with units of [length].
Feeding back (146) into (141) it follows that
B˙
B
= CF =⇒ B = B1(t)B2(r), (147)
consequently (using (141)), A is also a separable function
implying (by performing a reparametrization of t) that
A = A(r).
Taking the t-derivative of (146) we get
F˙
F
= − B˙
B
. (148)
On the other hand from (141) and (146) we have
B˙
B
= CF. (149)
Feeding the above expression into (148) and integrating
we obtain
F =
1
Ct+ β
, (150)
where β is a constant of integration with units [length2].
Feeding back (146) into (142) we obtain
A′
A
=
Rf
C
. (151)
Also, using (146) and (150) we get
B =
A(Ct+ β)f
C
, (152)
while from (137), (146) and (149), the shear σ can be
written as
σ =
f
B
. (153)
From all the above expressions we obtain for the phys-
ical variables
8piµ = −σ
2
f2
[
2R′′
R
+
R′2
R2
− 2R
′
R
(
Rf
C
+
f ′
f
)]
+
1
R2
,
(154)
4piq = −σ
2
f
R′
R
, (155)
8piPr =
σ2
f2
(
2fR′
C
+
R′2
R2
)
− 1
R2
, (156)
8piP⊥ =
σ2
f2
(
R′f
C
+
R′′
R
− R
′f ′
Rf
)
. (157)
In order to obtain a simple specific model, let us assume
for A the form
A = bRn ⇒ f = nCR
′
R2
, (158)
where b, n and C are arbitrary constants.
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Then, the physical variables read
8piµ =
σ2R2
n2C2
(2n− 5) + 1
R2
, (159)
8piPr =
σ2R2
n2C2
(2n+ 1)− 1
R2
, (160)
8piP⊥ =
σ2R2
n2C2
(n+ 2). (161)
4piq = −σ
2R
nC
. (162)
Although in general this model does not require the ex-
istence of a Minkowskian cavity surrounding the center,
if we assume that it exists then it follows from (44) and
(155) that σ = 0, producing a non–dissipative model.
On the other hand (155) - (156) together with (40)
imply that
σ =
nC
R2
1√
2n+ 1 + 2nCR
⇒ σ˙ = 0 ⇒ C = 0,
(163)
i.e the solution is static. Thus this model does not satisfy
Darmois conditions. Finally, from (55), (158) and (162)
we obtain for the temperature of this model
T (t, r) =
τC2
2pib2nκR2n(Ct+ β)2
+
C
4pibκ(Ct+ β)
lnR
Rn
+T0(t).
(164)
VIII. CONCLUSIONS
We have studied in detail the consequences emerging
from the vanishing complexity factor condition plus the
quasi–homologous evolution. To obtain specific models
we have introduced further, different conditions on the
kinematical variables defined in Section 6. It has been
shown that one such condition is particularly suitable for
describing the evolution of a fluid distribution endowed
with a cavity surrounding the center.
All equations governing the dynamics under the condi-
tions considered here have been written down and several
models have been presented. Some of them satisfy Dar-
mois conditions on both delimiting hypersurfaces, pre-
cluding thereby the appearance of shells on either of these
hypersurfaces. Other models result from relaxing Dar-
mois conditions and adopting Israel junction conditions
across shells.
We have considered nondissipative as well as dissipa-
tive systems. In the former case it was shown that by
replacing the homologous condition assumed in [2] by
the quasi–homologous condition defined in section 4, we
were able to obtain a great deal of models satisfying the
vanishing complexity factor, in contrast with the unique
model existing under the homologous condition.
In the dissipative case we used a transport equation de-
rived from a causal theory of dissipation, which allowed
us to calculate the explicit expressions of the tempera-
ture for each model. The interest of these expressions
resides in the fact that they contain two type of contri-
butions; on the one hand contributions from the terms
proportional to the relaxation time. These terms are re-
lated to the transient processes occurring before relax-
ation; they play a fundamental role for time scales of
the order of (or smaller than) the relaxation time, but of
course their contribution remain valid for all time scales.
On the other hand there are the contributions from terms
that do not contain τ , these are associated to the station-
ary dissipative regime. Thus the expressions obtained for
the temperature encompass all the thermal history of the
compact object, including the epoch before relaxation.
Two main issues motivated the present work. On the
one hand we wanted to bring out general physical prop-
erties inherent to all dissipative models satisfying condi-
tions (51) and YTF = 0. With respect to this question
our results are not particularly encouraging since we were
unable to detect any distinct physical behaviour charac-
terizing all models.
One the other hand we wanted to use (51) and YTF = 0
as heuristic conditions to find exact analytical solutions
to Einstein equations describing collapsing dissipative
fluid spheres, and which could be used eventually to
model some interesting astrophysical scenarios. In this
case the results are much more promising.
Indeed, one possible application of the presented re-
sults is the modeling of evolution of cosmic voids. These
are underdensity regions observed in the large-scale mat-
ter distribution in the universe (see [65–73] and references
therein). In general voids are neither empty nor spher-
ical. However, for simplicity they are usually described
as vacuum spherical cavities surrounded by a fluid, as we
do here. For cavities with sizes of the order of 20 Mpc
or smaller, the assumption of a spherically symmetric
spacetime outside the cavity is quite reasonable, how-
ever for larger cavities, say on scales equal or larger than
150-300 Mpc., for which the observed universe can be
considered homogeneous, it should be more appropriate
to consider their embedding in an expanding Lemaˆıtre-
Friedmann-Robertson-Walker spacetime (for the specific
case of void modeling in expanding universes see [74], [75]
and references therein).
The relevance of voids in cosmological studies stems
from the fact that it seems that the actual universe has a
spongelike structure, dominated by voids [76]. This pic-
ture is supported by observations suggesting that about
a half of the presented volume of the universe is in voids
of a characteristic scale 30h−1Mpc, where h is the dimen-
sionless Hubble parameter, H0 = 100hkms
−1Mpc−1 [77]
. However, voids of very different scales may be found,
from minivoids [78] to supervoids [79].
We would like to stress that our purpose here has not
been to generate specific models of any observed void, but
rather to call the attention to the potential of the purely
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areal evolution condition for such a modeling, providing
all necessary equations for their description. Models of
voids within the thin wall approximation have also been
considered in [80–82].
Finally, let us mention two additional possible astro-
physical applications of our results:
• Possibly, some of our solutions could be used as toy
models of localized systems such as supernova ex-
plosions. It is worth stressing that for these scenar-
ios, the Kelvin– Helmholtz phase is of the greatest
relevance [83].
• Also, as mentioned in the Introduction the homol-
ogous condition appears to be too stringent, since
in the non–dissipative case it leads to a unique
model. Indeed, for this latter case, the homol-
ogous condition implies YTF = 0 and produces
the simplest configuration (Friedman–Robertson–
Walker), which is the only one evolving homolo-
gously and satisfying YTF = 0. Therefore our ap-
proach which implies a relaxing of the homologous
condition, could lead to more sophisticated models
of the Universe, as for example the one described
in [84].
IX. ACKNOWLEDGMENTS
This work was partially supported by Ministerio de
Ciencia, Innovacion y Universidades. Grant number:
PGC2018–096038–B–I00, and Junta de Castilla y Leon.
Grant number: SA083P17.
[1] L. Herrera, Phys. Rev. D 97, 044010 (2018).
[2] L. Herrera, A. Di Prisco and J. Ospino, Phys. Rev. D 98,
104059 (2018).
[3] L. Herrera, A. Di Prisco and J. Ospino, Phys. Rev. D 99,
044049 (2019).
[4] G. Abbas and H. Nazar, Eur. Phys. J. C 78, 510 (2018).
[5] G. Abbas and H. Nazar, Eur. Phys. J. C 78, 957 (2018).
[6] M. Sharif and I. Butt, Eur. Phys. J. C 78, 688 (2018).
[7] M. Sharif and I. Butt, Eur. Phys. J. C 78, 850 (2018).
[8] L. Herrera, A. Di Prisco and J. Carot, Phys. Rev. D 99,
124028 (2019) .
[9] R. Casadio, E. Contreras, J. Ovalle, A. Sotomayor and
Z. Stuchlik, Eur. Phys. J. C 79, 826 (2019).
[10] H. Nazar and G. Abbas, J.Geo. Meth. Mod. Phys. 16,
1950170 (2019).
[11] M. Sharif and A. Majid, Int.J .Geo. Meth. Mod. Phys.
16, 1950174 (2019) .
[12] S. Khan, S. Mardan, M. Rehman, Eur. Phys. J. C 79,
1037 (2019).
[13] M. Zubair and H. Azmat, Int. J. Mod. Phys. D 29,
2050014 (2020).
[14] Z. Yousaf, M. Bhatti and T. Naseer, Phys. Dark.Univ.
28, 100535 (2020) .
[15] M. Zubair and H. Azmat, Phys. Dark.Univ. 28, 00531
(2020).
[16] Z. Yousaf, M. Bhatti and T. Naseer, Eur. Phys. J. P.
135, 323 (2020).
[17] G. Abbas and H. Nazar, Int. J. Geom. Meth. Mod. Phys.
17, 2050043 (2020).
[18] Z. Yousaf, M. Bhatti and K. Hassan, Eur. Phys. J. P.
135, 397 (2020).
[19] Z. Yousaf, M. Bhatti, T. Naseer, and I. Ahmad, Phys.
Dark.Univ. 29, 100581 (2020).
[20] M. Sharif and A. Majid, Ind. J. Phys. , (2020).
[21] Z. Yousaf, M. Yu. Khlopov, M. Z. Bhatti and T.
Naseer,arXiv: 2005.10697.
[22] J. Oppenheimer and H. Snyder, Phys. Rev. 56, 454
(1939).
[23] A. Di Prisco, N. Falco´n, L. Herrera, M. Esculpi and N.
O. Santos Gen. Rel. Grav. 29, 1391 (1997).
[24] M. Govender and K. Govinder Phys. Lett. A 283, 71
(2001).
[25] S. Wagh, M. Govender, K. Govinder, S. Maharaj, P.
Muktibodh and M. Moodley Class. Quantum Grav. 18,
2147 (2001).
[26] L Herrera, G Le Denmat and N O Santos Int. J. Mod.
Phys. D 13, 583 (2004).
[27] S. Maharaj and M. Govender,Int. J. Modern. Phys. D
14, 667 (2005).
[28] L. Herrera, A. Di Prisco, and J. Ospino, Phys. Rev. D
74, 044001 (2006).
[29] S. Thirukkanesh and S. D. Maharaj, J. Math. Phys. 50,
022502 (2009).
[30] S. Thirukkanesh and S. D. Maharaj, J. Math. Phys. 51,
072502 (2010).
[31] B. Ivanov, Astrophys. Space Sci. 361, 18 (2016).
[32] B. Ivanov, Int. J. Mod. Phys. D 25, 1650049 (2016).
[33] B. Ivanov,Eur. Phys. J. C 79, 255 (2019).
[34] B. Ivanov,Eur. Phys. J. C 79, 520 (2019).
[35] M. Z. Bhatti, Kazuharu Bamba, Z. Yousaf and M.
Nawaz, J. Cosmol. Astropart. Phys. 09, 011 (2019).
[36] S. Khan, H. Shah and Z. Ahmad,I Int. J. Geo. Meth.
Mod. Phys.17,2050026 (2020).
[37] R. Bogadi, M. Govender and S. Moyo, Eur. Phys. J. P.
135, 170 (2020).
[38] R. Ahmed and G. Abbas,Mod. Phys. Lett. A 35, 2050103
(2020).
[39] M. Govender, A. Maharaj, Ksh. Newton Singh and N.
Pant, Mod. Phys. Lett. A 35, 2050164 (2020).
[40] C. W. Misner and D. H. Sharp, Phys. Rev. 136, B571
(1964) .
[41] L. Herrera, J. Ospino, A. Di Prisco, E. Fuenmayor and
O. Troconis, Phys. Rev. D 79, 064025 (2009) .
[42] L. Herrera, A. Di Prisco and J. Ospino, Gen. Relativ.
Grav. 42, 1585 (2010).
[43] L. Herrera, G. Le Denmat and N.O. Santos, Class. Quan-
tum Grav. 27, 135017 (2010) .
[44] W. Israel, Il Nuovo Cimento B 56, 1 (1966) .
[45] M. Schwarzschild Structure and Evolution of the Stars,
(Dover, New York, 1958).
15
[46] R. Kippenhahn and A. Weigert, Stellar Structure and
Evolution (Springer Verlag, Berlin, 1990).
[47] C. Hansen and S. Kawaler, Stellar Interiors: Physi-
cal Principles, Structure and Evolution (Springer Verlag,
Berlin, 1994).
[48] I Mu¨ller Z. Physik 198, 329 (1967).
[49] W Israel Ann. Phys. (NY) 100, 310 (1976).
[50] W. Israel and J. Stewart Phys. Lett. A 58, 213 (1976).
[51] W. Israel and J. Stewart Ann. Phys. (NY) 118, 341
(1979) .
[52] D Joseph and L Preziosi Rev. Mod. Phys. 61, 41 (1989).
[53] D. Jou, J Casas-Va´zquez and G Lebon Rep. Prog. Phys.
51, 1105 (1988).
[54] L Herrera and D Pavo´n Physica A 307, 121 (2002).
[55] W Hiscock and L Lindblom Ann. Phys. (NY) 151, 466
(1983).
[56] C Eckart Phys. Rev. 58, 919 (1940).
[57] L Landau and E Lifshitz, Fluid Mechanics (Pergamon
Press, London) (1959).
[58] D Pavo´n, D Jou and J Casas-Va´zquez Ann. Inst. H
Poincare´ A36, 79 (1982).
[59] B Carter Journe´es Relativistes, ed. M Cahen, R Debever
and J Geheniau, (Universite´ Libre de Bruxelles) (1976).
[60] C Cattaneo Atti Semin. Mat. Fis. Univ. Modena 3, 3
(1948).
[61] L. Herrera and N. O. Santos Mon. Not. R. Astr. Soc.
287, (1997) 161.
[62] J Triginer and D Pavo´n, Class. Quantum Grav. 12, 689
(1995).
[63] M. Demianski, Relativistic Astrophysics (Pergamon
Press, Oxford, 1985).
[64] L. Herrera, N. O. Santos and A. Wang, Phys.Rev. D 78,
084026 (2008) .
[65] Ya. Zeldovich, Astron. and Astrophys. 5, 84 (1970).
[66] P. J. E. Peebles, Astrophys. J. 557, 495 (2001) .
[67] F. Hoyle and M.S. Vogeley, Astrophys. J. 566, 641
(2002).
[68] M. Serpico, R. d’Abrusto, G. Longo and C. Stomaiolo,
Gen. Rel. Grav. 39, 1551 (2007).
[69] R. Giovanelli, arXiv:0909.3448v1.
[70] A. Odrzywolek, Phys. Rev.D 80, 103515 (2009).
[71] J. Gaite, JCAP 0911, 004 (2009).
[72] R. van Weygaert and E. Platen, Int. J. Mod. Phys. Conf.
Ser. 01, 41 (2011) .
[73] Yi-Chao Li, Yin-Zhe Ma, and Seshadri Nadathur,
arXiv:2002.01689v1 [astro-ph.CO].
[74] W. Bonnor and A. Chamorro Astrophys. J. 361, 21
(1990) .
[75] R. Torres, Class. Quantum Grav. 22, 4335 (2005) .
[76] D. L. Wiltshire, arXiv:0712.3984v1.
[77] F. Hoyle and M. S. Vogeley, Astrophys. J. 607, 751
(2004).
[78] A. V. Tikhonov and I. D. Karachentsev, Astrophys. J.
653, 969 (2006) .
[79] L. Rudnick, S. Brown and L. R. Williams, Astrophys. J.
671, 40 (2007).
[80] K. Lake and R. Pim, Astrophys. J. 298, 439 (1985) .
[81] R. Pim and K. Lake, Astrophys. J. 304, 75 (1986).
[82] R. Pim and K. Lake, Astrophys. J. 330, 62 (1988).
[83] A. Burrows and J. Lattimer Astrophys. J. 307, 178
(1986).
[84] E. Kopteva, I. Bormotova, M. Churilova and Z. Stuchlik,
Astrophys. J. 887, 98 (219).
