Étude des propriétés des codes convolutionnels récursifs doublement-orthogonaux by Roy, Éric
UNIVERSITE´ DE MONTRE´AL
E´TUDE DES PROPRIE´TE´S DES CODES CONVOLUTIONNELS RE´CURSIFS
DOUBLEMENT-ORTHOGONAUX
E´RIC ROY
DE´PARTEMENT DE GE´NIE E´LECTRIQUE
E´COLE POLYTECHNIQUE DE MONTRE´AL
THE`SE PRE´SENTE´E EN VUE DE L’OBTENTION
DU DIPLOˆME DE PHILOSOPHIÆ DOCTOR
(GE´NIE E´LECTRIQUE)
DE´CEMBRE 2012
c© E´ric Roy, 2012.
UNIVERSITE´ DE MONTRE´AL
E´COLE POLYTECHNIQUE DE MONTRE´AL
Cette the`se intitule´e :
E´TUDE DES PROPRIE´TE´S DES CODES CONVOLUTIONNELS RE´CURSIFS
DOUBLEMENT-ORTHOGONAUX
pre´sente´e par : ROY E´ric
en vue de l’obtention
du diploˆme de : Philosophiæ Doctor
a e´te´ duˆment accepte´e par le jury d’examen constitue´ de :
M. FRIGON Jean-Franc¸ois, Ph.D., pre´sident
M. HACCOUN David, Ph.D., membre et directeur de recherche
M. CARDINAL Christian, Ph.D., membre et codirecteur de recherche
M. HERTZ Alain, Doct. e`s Sc., membre
M. CHOUINARD Jean-Yves, Ph.D., membre
iii
A` tous mes professeurs . . .
iv
Remerciements
Dans un premier temps, j’aimerais remercier ma seconde famille, qui depuis fort
longtemps croit en moi. Messieurs David Haccoun et Christian Cardinal merci pour
votre aide financie`re, sans elle il m’aurait e´te´ impossible d’accomplir ce travail, et
d’atteindre ce niveau d’excellence. Merci d’avoir cru en mes ide´es. Merci de m’avoir
forme´ et de m’avoir fait de´couvrir une communaute´ de chercheurs extraordinaires.
Merci aussi d’avoir partage´ cette petite ide´e qui naquit il y a pratiquement dix ans
maintenant. J’espe`re avoir pris suffisamment soins d’elle pour que les fruits pre´sente´s
dans ce document puissent eˆtre re´colte´s un jour.
A` ma soeur Annabelle, a` mon fre`re Luc et a` mes parents Claudette et Jean merci
pour vos encouragements.
Un merci particulier a` mon ami David Rogers, qui m’a introduit aux e´tudes
supe´rieures et qui m’a fait de´couvrir le monde fascinant des te´le´communications il
y a quelque treize anne´es de´ja`. Ta de´termination m’a e´te´ d’une grande inspiration.
A` mes amis du laboratoire, plus particulie`rement Wael, Zouheir, Laurent et Gil-
bert, je suis tre`s heureux d’avoir fait votre connaissance, merci d’avoir comble´ le vide
du local M-6407 au pavillon Lassonde pendant ces dernie`res anne´es.
Finalement, merci Marilyne pour ta grande patience et pour tes encouragements
pendant les moments les plus difficiles.
vRe´sume´
Cette the`se propose l’e´tude des codes convolutionnels re´cursifs doublement ortho-
gonaux (RCDO). Ces codes correcteur d’erreur trouvent leur source dans les travaux
de´veloppe´s au cours des dernie`res anne´es a` l’E´cole Polytechnique de Montre´al et ont
pour objectif de corriger les erreurs se produisant lors du transfert de l’information
entre une source et un destinataire. Les codes RCDO repre´sentent une famille de
codes convolutionnels re´cursifs qui offrent des performances d’erreur qui s’approchent
des limites pre´dites par la the´orie pour les canaux de communications conside´re´s dans
cette the`se.
Outre les excellentes performances d’erreur offertes par les codes RCDO, il s’ave`re
que cette famille de codes correcteurs d’erreur peut eˆtre ge´ne´re´e par un encodage qui
est tre`s simple a` re´aliser en comparaison avec des techniques de codage qui offrent des
performances d’erreur similaires. De plus, le de´codage de ces codes s’effectue a` l’aide
d’un de´codeur ite´ratif qui est compose´ d’une chaˆıne successive du meˆme de´codeur. Le
nombre de de´codeurs qui se succe`dent dans la chaˆıne repre´sente le nombre d’ite´rations
effectue´es lors du de´codage. Le fait de re´pe´ter la meˆme structure facilite grandement
la conception du de´codeur ite´ratif, car uniquement la conception d’un seul de´codeur
doit eˆtre prise en compte pour re´aliser l’ensemble du de´codeur ite´ratif. La simplicite´
de mise en oeuvre de la technique de codage propose´e facilite donc les ope´rations
d’encodage et de de´codage et est ainsi adapte´e a` des sources d’information de´livrant
des symboles d’information a` hauts de´bits et qui ne´cessitent de hautes performances
d’erreur.
Les objectifs de cette the`se sont multiples. Dans un premier temps, ce travail
permet d’e´tablir la correspondance entre les codes Low-Density Parity-Check (LDPC)
et les codes RCDO. A` partir de cette correspondance, il devient possible de quantifier
un seuil de convergence asymptotique associe´ a` une famille de codes RCDO. C’est-a`-
dire que sous ce seuil, la probabilite´ d’effectuer une erreur de de´codage ne converge
pas vers ze´ro. Nous avons aussi analyse´ la complexite´ associe´e aux ope´rations lie´es a`
l’encodage et au de´codage des codes RCDO. Suite a` ce travail, il devient donc possible
d’imposer des crite`res de conception mate´rielle et ainsi ge´ne´rer les codes RCDO qui
offrent les meilleurs seuils de convergence the´orique.
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La question de recherche qui a motive´ ce travail est la suivante. Peut-on appro-
cher les limites the´oriques associe´es aux codes correcteurs d’erreur dans des canaux
syme´triques a` l’aide des conditions de double orthogonalite´ des codes convolution-
nels ? Pour cette the`se, les canaux syme´triques e´tudie´s sont : le canal a` bruit additif
blanc et gaussien, et le canal binaire a` effacement.
Pour re´pondre a` notre question de recherche, nous avons effectue´ un lien entre
le graphe biparti de Tanner des codes convolutionnels doublement orthogonaux et
le graphe de Tanner des codes LDPC. A` partir de cette correspondance, nous avons
utilise´ un algorithme appele´, e´volution de la densite´ de probabilite´, qui nous a permis
d’obtenir par des simulations a` l’ordinateur, les seuils de convergence the´orique qui
correspondent aux codes RCDO qui s’approchent le plus pre`s des limites the´oriques.
A` partir des meilleurs graphes bipartis adapte´s aux codes RCDO, nous avons ainsi
ge´ne´re´ des codes RCDO a` l’aide d’heuristiques de recherche. Ces programmes nous
ont permis d’obtenir des codes RCDO qui posse`dent des seuils de convergence qui
s’approchent de la capacite´ des canaux e´tudie´s.
Les re´sultats pre´sente´s dans cette the`se sont fort encourageants et nous permettent
donc de re´pondre par l’affirmative a` notre question de recherche, car les performances
d’erreur obtenues par les codes RCDO pre´sente´s ne se situent qu’a` quelques dixie`mes
de de´cibels de la limite de Shannon pour le canal additif a` bruit blanc et gaussien.
Les re´sultats obtenus avec les codes RCDO de´passent largement les performances
d’erreur des codes convolutionnels non re´cursifs doublement orthogonaux (CDO) de´ja`
existants, et se comparent aux codes LDPC convolutionnels ge´ne´re´s de fac¸on ale´atoire
que l’on retrouve dans la litte´rature. Toutefois, a` la diffe´rence avec ces derniers, la
structure des codes RCDO permet de re´duire le nombre d’ite´rations ne´cessaires lors du
de´codage tout en facilitant l’encodage. Mentionnons que les codes RCDO sont de´finis
par des conditions de double orthogonalite´ bien spe´cifiques tandis que la plupart des
codes LDPC convolutionnels sont ge´ne´re´s de fac¸on ale´atoire. De plus, il s’ave`re meˆme
qu’il existe des codes RCDO qui offrent un gain de codage additionnel d’environ
deux de´cibels par rapport aux codes CDO, et ce, tout en ayant un de´codeur qui
ne´cessite moins de calculs a` effectuer par symbole d’information de´code´. Cependant, le
de´codeur ite´ratif d’un code RCDO ne´cessite, dans son ensemble, un nombre supe´rieur
de de´codeurs a` seuil en comparaison avec un de´codeur ite´ratif CDO. De plus, nous
pre´sentons aussi un sous-ensemble de codes RCDO qui permet d’atteindre plusieurs
taux de codage simultane´ment a` partir d’un code RCDO me`re. Ceci repre´sente un
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grand avantage pour les syste`mes de communications, car en pre´sence d’un canal de
communication me´diocre il est possible de diminuer facilement le taux de codage du
code RCDO me`re. A` l’inverse en pre´sence d’un canal de communication de bonne
qualite´ il est possible d’augmenter le taux de codage.
Les codes propose´s pourraient tre`s bien eˆtre utilise´s au sein de disques durs
e´lectroniques qui ne´cessitent de bonnes performances d’erreur. Nous pourrions aussi
envisager l’utilisation des codes RCDO dans un canal satellitaire permettant ainsi
l’e´change de l’information tout en minimisant la puissance de transmission ne´cessaire
par les satellites. Ceci aurait pour impact d’allonger la dure´e de vie des batteries a`
bord des satellites. Nous pourrions aussi envisager l’utilisation des codes RCDO au
sein de terminaux mobiles. En utilisant les codes RCDO, les terminaux mobiles pour-
raient tirer profit du faible nombre de calculs ne´cessaires pour encoder et de´coder les
symboles d’information transmis, et comme pour les satellites, ceci aurait pour impact
d’allonger l’autonomie des terminaux mobiles. De plus, les terminaux mobiles sont
assujettis a` des canaux qui varient continuellement dans le temps. Par conse´quent, ces
derniers pourraient utiliser des codes RCDO multi taux de codage ce qui permettrait
de changer facilement le taux de codage en fonction de la qualite´ du canal.
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Abstract
This thesis presents Recursive Convolutional Doubly-Orthogonal (RCDO) codes.
These new error correcting codes represent a class of convolutionnal Low-Density
Parity-Check (LDPC) codes that can be easily decoded iteratively. The doubly-
orthogonal conditions of RCDO codes allow the decoder to estimate a symbol with a
set of equations that are independent over two successive iterations. This reduces the
error propagation throughout the iterative decoding process and therefore improves
the error performances. The fondation of this research founds his source in recent
works that has been presented in the last decade at E´cole Polytechnique de Montre´al.
As presented in this document, the error performances of RCDO codes are near
the Shannon capacity for the additive white gaussian noise and the binary erasure
channels. In order to achieve these error performances, only a simple multi shift
registers recursive convolutional encoder is required at the encoder. Moreover, the it-
erative decoder is realized only by concatenating, a certain number of time, the same
simple threshold decoder. Therefore, the complete decoder is a cascade of the same
threshold decoder. It follows that only the design of one simple threshold decoder
is needed for constructing the complete iterative decoder. The implementation sim-
plicities of the encoder and of the iterative decoder of RCDO codes is advantageous
as compared to the implementation complexity of error correcting techniques that
achieve similar error performances.
This thesis has many objectives. First of all, this work presents a bridge between
the family of LDPC block codes and the RCDO codes, indeed both families of codes
are constructed from their parity-check matrix. From this fact, it becomes possible
to identify an asymptotic threshold value that represents the limit above which the
error performances of a family of RCDO codes can converge to zero. Moreover, we
also present the complexity analysis associated to the encoding and to the decoding
of RCDO codes. From this analysis, it becomes now possible to impose material
criterions and to search for an ensemble of RCDO codes that meet all the material
requirements and have the best theoretical threshold value.
The question that motivates this thesis is the following. Is it possible to approach
the theoretical Shannon limits associated to error correcting codes over binary sym-
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metric memoryless channels using the doubly-orthogonal conditions imposed on con-
volutional codes? For this thesis, the symmetric channels are : the Binary Erasure
Channel (BEC) and the Additive White Gaussian Noise (AWGN) channel.
To answer that question, we search for a correspondance between the Tanner graph
of RCDO codes and the Tanner graph of LDPC block codes. From this correspon-
dance, we use the Density Evolution Algorithm to search, by computer simulations,
for RCDO protographs that offer theoretically error performances that converge to
zero near the Shannon limits. This search identifies the set of small bipartite graphs,
called the protograph, that are used to obtained the complete Tanner graphs associ-
ated to an ensemble of RCDO codes. Therefore using an heuristic search, we have
found some RCDO codes and the results from our RCDO codes search shows that
the threshold value of RCDO codes can approach the Shannon limits for the two
considered channels. In particular for the AWGN channel, the error performances of
RCDO codes are only at a few tenths of a decibel from the Shannon limits.
It follows that RCDO codes offer error performances that outperform the error per-
formances of the traditional non recursive Convolutional Doubly-Orthogonal (CDO)
codes. The additional coding gain offered by RCDO codes, as compared to the CDO
codes, is about two decibels. We have also found RCDO codes that require a decoder
that need a smaller number of operations per decoded information symbols than one
CDO decoder. However, the improvement of the RCDO codes error performances
as compared to CDO codes is done at the price of an increase by about 3-fold in
the number of iterations that needs to be performed. We also present in this thesis
a subclass of RCDO codes, namely the nested RCDO codes. These RCDO codes
have the property that the coding rate can be changed easily at the encoder and at
the decoder. The multiple coding rates are obtained from one RCDO mother code.
Therefore when the channel offers poor conditions, it is possible to decrease the cod-
ing rate; at the opposite, when the channel is very good it is also possible to increase
the coding rate.
Practically, the proposed RCDO codes can be used in satellite communication
systems in order to deliver excellent error performances at low signal-to-noise ratios.
One result of this is that the battery life on board the satellites would increase. We
can also think to use the nested RCDO codes in wireless communication systems. In
such case, a mobile device might change the coding rate of the encoder as a function
of the quality of the channel.
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1Chapitre 1
INTRODUCTION
La recherche propose´e dans cette the`se e´tudie un nouveau type de codes correc-
teurs d’erreur permettant de diminuer l’impact des perturbations introduites (bruit)
par un canal de transmission au sein d’un syste`me de communications nume´riques.
L’ide´e est simple et consiste a` ajouter des symboles de parite´ aux symboles d’infor-
mation transmis. En d’autres termes, l’e´metteur transmet plus de bits qu’il n’en faut
pour repre´senter la source nume´rique : les bits d’information et les symboles de parite´.
Les symboles de parite´ sont obtenus a` la sortie d’un codeur de canal qui utilise les
symboles d’information ainsi que certaines re`gles pour ge´ne´rer les symboles de parite´.
Une fois les donne´es code´es, elles sont transmises vers un destinataire. A` la re´ception,
les symboles de parite´ sont utilise´s par un de´codeur pour estimer les symboles d’in-
formation qui sont en fait les symboles utiles. Le but de notre recherche est d’e´tablir
une nouvelle me´thode de codage qui permet de s’approcher pratiquement des limites
annonce´es par la the´orie.
1.1 De´finitions et concepts de base
Les codes correcteur d’erreur envisage´s dans ce projet repre´sentent une fusion
entre deux familles de codes correcteur d’erreur de´ja` existantes : les codes Low Den-
sity Parity Check Codes (LDPC) (Gallager, 1962), (MacKay, 1999) et les codes
convolutionnels beaucoup plus anciens. La combinaison propose´e simplifie grande-
ment l’encodage des codes LDPC en bloc a` cause de la structure convolutionnelle des
codes. Au re´cepteur, le de´codeur estime les symboles d’information a` l’aide d’un al-
gorithme ite´ratif qui, par un me´canisme d’infe´rence probabiliste, prend une de´cision
dure (1 ou 0) sur le symbole d’information transmis par la source. Ce processus
de de´codage ite´ratif est base´ sur l’e´change de messages dans le graphe biparti des
nouveaux codes propose´s. Toutefois, pour effectuer des estimations fiables lors du
de´codage, nous devons nous assurer que, d’une ite´ration a` l’autre, les estimations
2effectue´es soient inde´pendantes les unes des autres. Pour obtenir cette inde´pendance,
les codes convolutionnels re´cursifs multiregistres utilisent le principe de la double
orthogonalite´ de´veloppe´ dans (Cardinal, 2001) et (Cardinal et al., 2003).
La double orthogonalite´ des codes convolutionnels est un concept qui trouve sa
source dans les travaux de Massey (Massey, 1963). Dans les anne´es 1960, James
Massey a eu l’ide´e d’utiliser les codes convolutionnels et d’imposer des conditions
alge´briques a` la position des connexions du codeur convolutionnel. Les conditions im-
pose´es par Massey permettent l’utilisation d’un simple de´codeur a` seuil pour de´coder
les codes convolutionnels. La me´thode de de´codage propose´e par Massey est sous-
optimale. En faisant e´voluer le principe de Massey et en une utilisant des conditions
plus restrictives sur la position des connexions, qui composent le codeur convolu-
tionnel, permet l’utilisation d’un de´codeur ite´ratif qui est compose´ d’une chaˆıne de
de´codeurs identiques a` celui propose´ par Massey. De cette manie`re, en utilisant les
codes convolutionnels doublement orthogonaux (CDO), nous pouvons augmenter le
gain de codage par rapport aux codes convolutionnels de Massey.
L’analyse des structures des codes convolutionnels re´cursifs doublement ortho-
gonaux (RCDO) n’a jamais e´te´ entreprise jusqu’a` pre´sent et nous verrons que les
re´sultats obtenus montrent que les codes pre´sente´s offrent des performances d’erreur
qui se comparent favorablement aux techniques de correction d’erreur les plus perfor-
mantes a` l’heure actuelle.
1.2 E´le´ments de la proble´matique
Cette the`se a pour objectif de re´pondre a` la proble´matique lie´e a` la construction
des codes convolutionnels RCDO et a` leur de´codage. C’est-a`-dire que nous de´sirons
e´tablir une technique de correction des erreurs qui soit simple a` re´aliser tout en offrant
des performances d’erreur proches des limites the´oriques. Pour ce faire, nous devons
e´tablir un moyen d’e´valuer les performances d’erreur a` faible rapport signal sur bruit
dans le but de construire des codes RCDO performants et ainsi les comparer aux
meilleures techniques actuelles. Pour e´tablir les limites the´oriques associe´es aux codes
RCDO, nous devons e´tablir a priori un mode`le qui permet de trouver ces limites.
Une fois ce mode`le e´tabli, nous devons e´valuer les performances d’erreur asymp-
totiques a` faibles rapports signal-sur-bruit des nouveaux codes RCDO. L’e´valuation
des performances d’erreur asymptotiques s’effectue a` l’aide d’un algorithme que nous
3pouvons retrouver dans la litte´rature et qui ne´cessite des simulations par ordinateurs.
A` partir de cet algorithme, nous devons effectuer la recherche des codes RCDO qui
offrent des performances d’erreur aussi pre`s que possible de la capacite´ de Shannon.
Par conse´quent, nous devons aussi effectuer la recherche des codes RCDO. Pour ce
faire, nous avons e´tabli une heuristique de recherche qui permet de ge´ne´rer des codes
RCDO.
1.3 Objectifs de recherche
Les objectifs de la recherche propose´e s’articulent autour de deux axes. Le pre-
mier axe de´finit essentiellement les limites the´oriques tandis que le second axe vise
plutoˆt l’e´laboration de simulateurs qui permettent la recherche des nouveaux codes
RCDO. Dans un premier temps, nous de´sirons e´tablir les limites asymptotiques a`
faibles rapports signal sur bruit qui peuvent eˆtre associe´es aux codes convolutionnels
RCDO. Outre les limites asymptotiques, nous de´sirons aussi e´tablir la complexite´ qui
est rattache´e a` l’encodage et au de´codage ite´ratif de ces codes ce qui nous permet de
comparer la me´thode propose´e a` d’autres techniques modernes de correction des er-
reurs. Les analyses effectue´es dans cette the`se ont pour objectifs d’e´tablir un canevas
qui permet de ge´ne´rer les meilleurs codes RCDO qui satisfont les crite`res mate´riels
impose´s.
1.4 Contributions
Les contributions apporte´es par ce travail de recherche sont les suivantes :
1. E´tablissement d’un lien entre les codes en blocs LDPC et les codes
convolutionnels RCDO.
2. Analyse de la complexite´ lie´e a` l’encodage et au de´codage ite´ratif des
codes convolutionnels RCDO.
3. Recherche des protographes associe´s aux codes RCDO qui permettent
d’approcher la capacite´ des canaux binaires syme´triques et sans me´moire
BEC et AWGN.
44. Conception de programmes permettant la prospection des proto-
graphes associe´s aux codes RCDO.
5. Conception de programmes permettant la recherche des codes RCDO
posse´dant un certain protographe.
6. E´laboration de la de´finition des codes imbrique´s RCDO offrant plu-
sieurs taux de codage.
Toutes les simulations ont e´te´ effectue´es a` l’aide d’ordinateurs munis de pro-
cesseurs AMD PhenomTM II × 4 955 cadence´s a` 3.2 GHz et posse´dant 4 Gb de
RAM sous l’environnement Windows7 R©. Les logiciels de programmation MatlabR© et
MicrosoftVisualStudio R© ont servi a` la conception des simulateurs utilise´s.
1.5 Plan de la the`se
Cette the`se est divise´e en sept chapitres. Le second chapitre pre´sente une revue
de litte´rature dans laquelle nous exposons certaines techniques de codage modernes
qui repre´sentent les fondements sur lesquels repose ce document. Au troisie`me cha-
pitre, nous de´finissons les codes convolutionnels re´cursifs multiregistres doublement
orthogonaux (RCDO). Au quatrie`me chapitre, nous effectuons l’e´valuation de la com-
plexite´ de calculs associe´e a` l’encodage ainsi qu’au de´codage des codes RCDO. Au
chapitre cinq, nous pre´cisons les meilleures structures qui offrent the´oriquement les
meilleures performances asymptotiques a` faible rapport signal-sur-bruit associe´es aux
codes RCDO. Au chapitre 6, nous identifions les codes RCDO me`res qui permettent
de ge´ne´rer des codes RCDO imbrique´s de diffe´rents taux de codage. Au dernier cha-
pitre, nous concluons cette recherche en pre´sentant les limitations de ce travail ainsi
que les ouvertures qui nous semblent les plus prometteuses pour le futur.
5Chapitre 2
REVUE DE LITTE´RATURE
Dans ce chapitre, nous effectuons une revue de la litte´rature qui survole les tech-
niques modernes de correction des erreurs qui ont inspire´ notre travail. Nous discutons
plus pre´cise´ment du the´ore`me du codage de canal de Shannon, des codes Turbo ainsi
que des codes convolutionnels orthogonaux et doublement orthogonaux. Finalement,
nous pre´sentons les codes line´aires en blocs LDPC ainsi que l’algorithme ite´ratif a`
passage de messages.
2.1 Codage de canal
En 1948, Claude Shannon a pre´sente´ le the´ore`me du codage de canal dans un tra-
vail pionnier (Shannon, 1948) qui a de´fini un e´norme domaine de recherche. Non seule-
ment dans ce travail nous pouvons y retrouver les de´finitions associe´es aux diffe´rentes
mesures de l’information, mais nous pouvons aussi y retrouver les limites les plus im-
portantes qui re´gissent les syste`mes de communications nume´riques que nous utilisons
couramment.
A` la Figure 2.1, nous pre´sentons le sche´ma en bloc qui est utilise´ pour mode´liser le
syste`me de communication que nous avons conside´re´ dans cette the`se. En se re´fe´rant a`
cette figure, une source e´met a` chaque instant i des symboles d’information binaires ui
qui correspondent au message a` transmettre vers le destinataire. Shannon a de´montre´
qu’en ajoutant un codeur de canal de taux de codage r = k/n, k < n, il devient pos-
sible de controˆler les erreurs qui peuvent eˆtre provoque´es par le canal de transmission.
Un codeur de canal de taux de codage r = k/n utilise k symboles d’information bi-
naires provenant de la source pour ge´ne´rer a` sa sortie un groupe de n symboles binaires
code´s. Les n symboles code´s forment un mot de code v = (v1, . . . , vn) qui est obtenu
en effectuant une combinaison line´aire de k vecteurs de dimension n. Les symboles
code´s a` la sortie du codeur de canal sont transmis vers un modulateur qui sert a`
convertir les valeurs binaires logiques en signaux analogiques s(t) pouvant eˆtre trans-
6mis dans le canal de transmission. Dans cette the`se, nous conside´rons uniquement un
modulateur BPSK, qui effectue une modulation antipodale. Les symboles si(t) sont
obtenus en utilisant la re`gle d’assignation suivante si(t) = xif(t) ou` xi = (1− 2vi) ou`
f(t) repre´sente une fonction d’e´nergie Es qui est de´finie sur le support 0 ≤ t ≤ T . Ces
symboles sont ensuite transmis vers un canal binaire syme´trique sans me´moire a` bruit
additif blanc et gaussien (AWGN). Le signal rec¸u au re´cepteur ri(t) = si(t) + ni(t)
repre´sente une version du signal si(t) qui est corrompue par un bruit additif ni(t)
qui correspond a` : un processus ale´atoire gaussien de moyenne nulle et de densite´ de
puissance spectrale bilate´rale e´gale a` No/2 (Watt/Hz).
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Figure 2.1 Sche´ma bloc repre´sentant un syste`me de communications nume´riques.
Le de´modulateur produit a` la sortie d’un filtre adapte´ normalise´ une valeur re´elle
yi qui correspond :
yi =
√
Es(1− 2vi) + ni (2.1)
ou` ni repre´sente une variable ale´atoire gaussienne de moyenne nulle et de variance
N0/2. Ces valeurs sont alors utilise´es par le de´codeur dans le but de produire une
estimation uˆi des symboles d’information transmis ui.
L’une des limites e´tablie par Shannon est celle lie´e a` la capacite´ the´orique de
transmission dans un canal additif a` bruit blanc et gaussien de moyenne nulle et de
densite´ spectrale bilate´rale e´gale a` N0
2
. Shannon a montre´ que pour ce type de canal
la capacite´ the´orique en bits/s est e´gale a` :
C = W log2(1 +
P
WN0
) (2.2)
ou` P (Watt) de´signe la puissance des signaux, et W (Hz) repre´sente la largeur de
bande du canal de communication. A` partir de l’e´quation 2.2, Shannon a e´tabli le
7the´ore`me du codage de canal. Ce dernier a` la signification suivante : si le de´bit d’in-
formation a` la sortie de la source est infe´rieur a` la capacite´ du canal C alors il est
the´oriquement possible, en utilisant un code correcteur d’erreur approprie´, d’effectuer
une transmission de l’information sans erreur. Par contre, si le de´bit de la source est
supe´rieur a` la capacite´ du canal alors quelque soit le code correcteur d’erreur utilise´,
il ne sera pas possible d’obtenir une transmission de l’information sans erreur.
Cela dit, le the´ore`me du codage de canal de Shannon est souvent re´fe´re´ comme
e´tant une preuve non constructive au sens ou` il ne nous indique en rien la manie`re dont
nous devons nous y prendre pour atteindre les performances pre´dites par la the´orie.
Le the´ore`me de Shannon nous indique qu’il existe des codes correcteurs d’erreur
ainsi qu’un algorithme de de´codage qui permet de faire tendre la probabilite´ d’erreur
vers ze´ro. Suite a` ces re´sultats, un tre`s grand nombre de chercheurs ont entrepris la
recherche de techniques de codage permettant de s’approcher des limites propose´es
dans (Shannon, 1948). A` partir de l’e´quation (2.2), il est possible d’e´tablir le rapport
signal-sur-bruit Eb
N0
minimum a` partir duquel il est possible de transmettre sans erreur
dans un canal AWGN. Lorsque nous conside´rons une largeur de bande infinie, cette
valeur
(
Eb
N0
)
min
est appele´e la limite de Shannon et correspond a` −1.6 dB (Shannon,
1948). L’interpre´tation de cette limite est qu’il n’existe aucun code correcteur d’erreur
qui permet de faire tendre la probabilite´ d’erreur vers ze´ro lorsque le rapport signal
sur bruit Eb
N0
est infe´rieur a` −1.6 dB. Nous pouvons aussi montrer que le rapport
Eb
N0
minimum varie en fonction du taux de codage r des codes correcteur d’erreur
utilise´s. Le Tableau 1.1 indique la valeur du rapport Eb
N0
minimum lorsqu’on envisage
l’utilisation de codes correcteur d’erreur de taux de codage r = 1/10, 1/4, 1/3, 1/2,
2/3, 3/4 et 4/5 pour un canal binaire syme´trique AWGN a` sortie non quantifie´e. En
se re´fe´rant a` ce tableau, il est the´oriquement possible de de´velopper une technique
correctrice d’erreur de taux de codage r = 1/2 qui permet de faire tendre la probabilite´
d’erreur vers 0 pour des valeurs de Eb
N0
supe´rieures a` 0.188 dB. Nous utiliserons donc
dans cette the`se, les limites de Shannon pre´sente´es au Tableau 1.1 comme valeurs
de re´fe´rence pour comparer les performances d’erreur des codes correcteurs d’erreur
pre´sente´s dans cette the`se.
Il a fallut attendre pre`s de cinquante ans avant de voir e´merger le premier me´canisme
de controˆle des erreurs qui a permis de s’approcher a` quelques dixie`mes de de´cibels
de la capacite´ de Shannon. Ces codes correcteurs d’erreur, appele´s les codes Turbo,
furent pre´sente´s originalement dans (Berrou et al., 1993).
8Tableau 2.1 Limites de Shannon exprime´es en de´cibel en fonction de diffe´rents taux
de codage r, pour un canal AWGN lorsqu’une modulation BPSK est utilise´e (Lin et
Costello, 2004).
Taux de codage
Rapport
Eb
N0
(en dB)
1/10 -1.548
1/4 -0.793
1/3 -0.507
1/2 0.188
2/3 1.021
3/4 1.628
4/5 2.045
2.2 Codes Turbo
Dans cette section, nous re´sumons qualitativement les principes associe´s a` l’enco-
dage et au de´codage ite´ratif des codes Turbo. En nous re´fe´rant a` la Figure 2.2, nous
pouvons de´crire le principe du codage Turbo qui consiste a` encoder une se´quence bi-
naire a` l’aide de deux codeurs convolutionnels en paralle`le. Le premier codeur convo-
lutionnel encode la se´quence binaire provenant directement de la source, tandis que le
second codeur convolutionnel encode la se´quence binaire a` la sortie d’un entrelaceur,
repre´sente´ par le symbole π sur la figure. Le roˆle de l’entrelaceur est de permuter les
bits de la se´quence binaire qui provient de la source. Le but de cette ope´ration est de
faire en sorte que le second codeur convolutionnel encode une se´quence de symboles
qui apparaˆıt diffe´rente de celle encode´e par le premier codeur convolutionnel.
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Figure 2.2 Exemple sche´matique d’un codeur Turbo de taux de codage 1/3.
9A` la Figure 2.3, nous pre´sentons un sche´ma fonctionnel qui explique le de´codage
des codes Turbo. Comme nous pouvons le constater sur cette figure, le de´codeur est
constitue´ de deux de´codeurs qui s’e´changent de l’information. Le premier de´codeur
calcule des valeurs de fiabilite´ a` partir de la se´quence d’information provenant du ca-
nal ainsi qu’a` partir de la se´quence de parite´ provenant du canal qui est ge´ne´re´e par le
premier codeur convolutionnel. Le second de´codeur calcule lui aussi certaines valeurs
de fiabilite´ sur les symboles d’information transmis, mais a` partir de la se´quence d’in-
formation provenant du canal ainsi que des symboles de parite´ provenant du second
codeur convolutionnel. Une fois que les deux de´codeurs ont calcule´ des valeurs de
fiabilite´ sur l’ensemble des symboles d’information, ils s’e´changent l’information ex-
trinse`que qui correspond a` chacun des symboles. Le nombre de fois ou` l’on e´change de
l’information extrinse`que entre les deux de´codeurs correspond au nombre d’ite´rations
effectue´es par le de´codeur.
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Figure 2.3 Exemple sche´matique d’un de´codeur pour les codes Turbo.
L’algorithme utilise´ dans (Berrou et al., 1993) pour calculer les valeurs de fiabi-
lite´ e´change´es lors du de´codage des codes Turbo est l’algorithme BCJR (Bahl et al.,
1976) qui effectue une estimation qui maximise la probabilite´ a posteriori des sym-
boles transmis. Le succe`s des codes Turbo repose essentiellement sur le type et la
taille de l’entrelaceur qui est utilise´ (Lin et Costello, 2004). Ge´ne´ralement, plus la
taille de l’entrelaceur est e´leve´e plus les performances d’erreur de ces codes convo-
lutionnels s’approchent de la limite de Shannon. En contrepartie, une taille e´leve´e
de l’entrelaceur ne´cessite une accumulation d’un tre`s grand nombre de symboles et
par conse´quent ge´ne`re une certaine latence lors de l’encodage et du de´codage de
la se´quence d’information. Or, ceci peut s’ave´rer ne´faste dans certains syste`mes de
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communications sensibles au de´lai.
A` la suite de la de´couverte des codes Turbo, un tre`s grand nombre de cher-
cheurs sont venus dynamiser la recherche dans ce domaine d’expertise. Plusieurs
questions d’inte´reˆts the´oriques ont e´merge´ suite a` cette de´couverte et des re´sultats
the´oriques importants ont e´te´ e´tablis. De plus, plusieurs travaux ont e´te´ rede´couverts.
Par exemple, dans (Wiberg, 1996) on propose de voir les codes line´aires sous une
forme de graphe biparti appele´ le graphe de Tanner (Tanner, 1981). D’ailleurs, c’est
en conside´rant un graphe biparti pour repre´senter un code en blocs que les auteurs
de (MacKay, 1999) et (Luby et al., 1997) ont rede´couvert les codes en blocs LDPC
qui avait e´te´ propose´s par Gallager dans sa the`se de doctorat (Gallager, 1962). Au
meˆme moment, l’ide´e de la double orthogonalite´ des codes convolutionnels naquit et
fut pre´sente´e dans le but d’e´liminer l’entrelaceur qui apparaˆıt dans la technique de
codage Turbo (Cardinal et al., 1998), (Cardinal, 2001).
2.3 Codes convolutionnels simplement et double-
ment orthogonaux
2.3.1 Codes convolutionnels simplement orthogonaux
Dans cette section, nous exposons la de´finition des codes convolutionnels sim-
plement orthogonaux (CSO) pre´sente´e dans (Massey, 1963), et nous pre´sentons les
conditions de la double orthogonalite´ des codes convolutionnels (Cardinal, 2001). A` la
Figure 2.4, nous pre´sentons un codeur convolutionnel syste´matique de taux de codage
1/2. Ce codeur convolutionnel accepte, a` chaque instant i, un symbole binaire u
(1)
i
et ge´ne`re deux symboles binaires v
(1)
i et v
(2)
i . Le codeur convolutionnel est compose´
d’additionneurs modulo 2 et d’un registre a` de´calage ayant ms e´le´ments de de´lai. La
proprie´te´ des codes CSO vient du fait que le symbole v
(1)
i est connecte´ a` certains
e´le´ments de de´lai qui constituent le registre a` de´calage. Nous pouvons caracte´riser
comple`tement un code CSO a` partir de l’ensemble des connexions A = {α1, . . . , α|A|}
ou` la valeur αk repre´sente la k−ie`me connexion entre le symbole v(1)i et le αk−ie`me
e´le´ment de de´lai du registre a` de´calage, αk ∈ N, k = {1, . . . , |A|} et α|A| = ms.
Par exemple, le code CSO de la Figure 2.4 est de´fini par l’ensemble A = {0, 1, 3},
car il y a trois connexions entre le symbole v
(1)
i et le registre a` de´calage. La premie`re
connexion α1 prend la valeur ze´ro, car elle se situe avant le premier e´le´ment de de´lai.
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Figure 2.4 Codeur convolutionnel syste´matique de taux de codage r = 1/2 de´fini
par l’ensemble des connexions {0, 1, 3}.
La seconde connexion α2 est e´gale a` un, car elle est situe´e apre`s le premier e´le´ment
de de´lai, et la dernie`re connexion α3 est e´gale a` trois car elle est connecte´e a` la
suite du troisie`me e´le´ment de de´lai. Avec l’ensemble A, nous pouvons exprimer la
valeur binaire v
(2)
i a` la sortie du codeur convolutionnel. Cette valeur repre´sente une
combinaison line´aire des symboles binaires pre´ce´demment transmis et peut s’e´crire :
v
(2)
i =
|A|∑
k=1
v
(1)
i−αk
(2.3)
ou` la somme dans l’e´quation (2.3) repre´sente une somme modulo 2. Massey a montre´
que nous pouvons utiliser un simple de´codeur a` seuil si la de´finition suivante est
respecte´e par l’ensemble de connexions A qui de´finit le codeur convolutionnel.
De´finition 2.1 : Un code convolutionnel syste´matique est simplement
orthogonal si la position des connexions du codeur est telle que :
Les diffe´rences (αk − αl) sont distinctes, k 6= l, αk, αl ∈ N, l et k ∈
{1, 2, . . . , |A|}.
Cette de´finition permet en fait d’effectuer le de´codage des symboles a` l’aide d’un en-
semble d’e´quations inde´pendantes les unes des autres. C’est-a`-dire qu’il est possible
d’infe´rer la valeur d’un symbole d’information a` partir de |A| e´quations qui font inter-
venir des symboles diffe´rents les uns des autres. Les re´sultats the´oriques et pratiques
nous montrent que les performances d’erreur asymptotiques, a` haut rapport signal
sur bruit, varient en fonction du nombre de connexions qui constituent l’ensemble A.
C’est-a`-dire que pour de grandes valeurs de Eb
N0
, plus le nombre de connexions dans
l’ensemble A est grand plus les performances d’erreur obtenues avec les codes CSO
s’ame´liorent. L’algorithme de de´codage propose´ par Massey est tre`s simple a` re´aliser
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a` partir d’un simple de´codeur a` seuil. Ce type de de´codeur est sous-optimum par rap-
port a` l’algorithme de de´codage de Viterbi qui est ge´ne´ralement utilise´ pour effectuer
le de´codage par se´quence des codes convolutionnels (Lin et Costello, 2004).
2.3.2 Codes convolutionnels doublement orthogonaux
Les conditions de la double orthogonalite´ pre´sente´es dans (Cardinal et al., 1998)
ont pris naissance lorsque les auteurs ont de´cide´ d’utiliser une cascade du de´codeur
a` seuil pre´sente´ par Massey. Cette ope´ration a pour objectif de conserver la struc-
ture ite´rative du de´codage des codes Turbo, mais d’e´liminer les entrelaceurs que l’on
retrouve au sein de la technique de codage Turbo (Cardinal et al., 1998). Pour les
codeurs convolutionnels syste´matiques ne posse´dant qu’un seul registre a` de´calage, les
conditions de la double orthogonalite´ ne peuvent pas eˆtre comple`tement remplies. Ces
codes sont de´finis comme e´tant des codes convolutionnels doublement orthogonaux
simplifie´s (S-CDO) (Roy et al., 2007).
De´finition 2.2 : Un code convolutionnel syste´matique de taux de codage-
1/2 est doublement orthogonal et simplifie´ (S-CDO) si et seulement si
l’ensemble des connexions A = {αk, k = 1, . . . , |A|} re´pond aux conditions
suivantes :
1. Les diffe´rences (αk − αl) doivent eˆtre distinctes,
2. Les diffe´rences de diffe´rences (αk − αl) − (αm − αn) peuvent eˆtre
e´gales,
3. Les diffe´rences ge´ne´re´es par la condition 1 doivent eˆtre distinctes des
diffe´rences de diffe´rences ge´ne´re´es par la condition 2.
ou` k 6= l, m 6= n, k 6= m, l 6= n et αk ∈ N.
A` la Figure 2.7 nous avons indique´ les performances d’erreur d’un code S-CDO de taux
de codage 1/2 apre`s 8 ite´rations (Roy et al., 2007). L’ensemble des connexions A de
ce code comporte 10 e´le´ments et le registre a` de´calage est compose´ de 340 e´le´ments
de de´lai. Comme nous pouvons le remarquer, ce type de code permet d’ame´liorer
grandement les performances d’erreur par rapport au sce´nario sans l’utilisation d’un
code correcteur d’erreur. Pour une probabilite´ d’erreur par bit de 10−4, l’utilisation du
code correcteur d’erreur S-CDO permet un gain de codage d’environ 6 dB par rapport
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au sce´nario sans codage. A` titre comparatif, nous avons reproduit sur la figure les
performances d’erreur du code Turbo, de taux de codage 1/2, pre´sente´ dans (Berrou
et al., 1993). Ces performances d’erreur du code Turbo ont e´te´ obtenues apre`s avoir
effectue´ 18 ite´rations de de´codage et avec un entrelaceur qui effectue la permutation
d’un bloc de 65536 bits. Comme nous pouvons le constater ce code permet de faire
tendre la probabilite´ d’erreur par bit vers ze´ro lorsque le rapport signal-sur-bruit est
supe´rieur a` 0.6 dB. Cette valeur est tre`s pre`s, en se re´fe´rant au tableau 1.1, de la
limite de Shannon pour ce taux de codage. Ge´ne´ralement, les performances d’erreur
obtenues avec les codes S-CDO se retrouvent assez e´loigne´es des performances d’erreur
obtenues avec les codes Turbo. Beaucoup d’efforts ont e´te´ mis sur la recherche de
codes S-CDO. Par exemple, les travaux de recherche qui se retrouvent dans (Baechler
et al., 2000) et (Baechler, 2000) pre´sentent les premiers codes S-CDO. Tandis que
les travaux pre´sente´s dans (Roy et al., 2007) et (Cardinal et al., 2009) ge´ne´ralisent
la de´finition des codes S-CDO. De fac¸on ge´ne´rale, tous les codes S-CDO utilisant
un de´codeur ite´ratif a` seuil comme celui pre´sente´ dans (Cardinal, 2001) ne´cessitent
environ 8 ite´rations de de´codage avant d’atteindre un point de saturation ou` l’ajout
d’ite´rations ne permet plus d’ame´liorer les performances d’erreur.
Contrairement aux codes S-CDO, qui ont e´te´ largement e´tudie´s ces dernie`res
anne´es, les codes convolutionnels syste´matiques re´ellement doublement orthogonaux
(CDO) pre´sente´s dans (Cardinal, 2001) ont e´te´ largement moins e´tudie´s. Les codes
CDO de taux de codage r = b/c sont ge´ne´re´s a` partir de codeurs convolutionnels qui
posse`dent (c − b) registres a` de´calage en paralle`le comme celui pre´sente´ a` la Figure
2.5. A` chaque instant i, le codeur accepte b symboles binaires u
(k)
i ,k ∈ {1, . . . , b} et
ge´ne`re c symboles binaires a` la sortie v
(m)
i , m ∈ {1, . . . , c}.
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Figure 2.5 Exemple d’un codeur convolutionnel non re´cursif compose´ de 3 registres
en paralle`le et d’un taux de codage 3/6.
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Notons que chaque symbole d’information a` l’entre´e du codeur ne peut eˆtre in-
jecte´ plus d’une fois dans le meˆme registre. Cette condition permet de pre´server la
double orthogonalite´ des codes convolutionnels (Cardinal, 2001). Les codes CDO per-
mettent d’estimer un symbole a` l’aide d’e´quations comple`tement inde´pendantes sur
deux ite´rations. Toutefois, les codes CDO offrent des performances d’erreur tre`s si-
milaires a` celles que nous pouvons obtenir avec les codes S-CDO (He et al., 2009).
En fait, c’est en ajoutant des boucles de re´troactions au sein du codeur convolu-
tionnels multiregistres que les meilleurs codes doublement orthogonaux ont e´te´ ob-
serve´s. C’est dans (Cardinal, 2001) que l’on de´finit pour la premie`re fois les codes
re´cursifs doublement orthogonaux et re´cemment ces re´sultats furent publie´s dans
(Cardinal et al., 2008). A` la Figure 2.6, nous pre´sentons un exemple de codeur convo-
lutionnel re´cursif multiregistres. Le fonctionnement du codeur est identique a` celui
du codeur CDO. Toutefois, contrairement au codeur CDO de la Figure 2.5, nous
re´injectons les symboles de parite´ dans les (c− b) registres a` de´calage en paralle`le qui
constitue le codeur RCDO.
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Figure 2.6 Exemple d’un codeur convolutionnel re´cursif compose´ de 3 registres en
paralle`le et d’un taux de codage 3/6.
A` la Figure 2.7 nous pre´sentons les re´sultats de simulations des deux codes RCDO
pre´sente´s dans (Cardinal, 2001). Comme nous pouvons le remarquer, les codes RCDO
A et B offrent des performances d’erreur bien meilleures que celles obtenues par le
code S-CDO. Particulie`rement, le code RCDO-B s’approche a` environ 1dB de la limite
de Shannon. L’auteur de ces codes RCDO a ge´ne´re´ le code B a` partir du code A, en
conservant exactement le meˆme codeur que le code A, mais en e´liminant de fac¸on
ale´atoire des connexions composant le codeur convolutionnel multiregistres. Plusieurs
tentatives infructueuses ont duˆ eˆtre effectue´es pour ge´ne´rer le code RCDO-B, et c’est
en quelque sorte par hasard que de tels re´sultats ont e´te´ obtenus. Un des objectifs de
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cette the`se est pre´cise´ment de re´pondre a` cette proble´matique. Soit celle d’identifier
certaines structures adapte´es aux codes RCDO qui permette d’approcher la limite
de Shannon. Pour identifier ces structures, nous effectuons au chapitre suivant, la
liaison entre les codes RCDO et les codes LDPC en bloc. Mais avant de faire cette
liaison, nous de´finissons d’abord certaines caracte´ristiques associe´es aux codes LDPC
en blocs.
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Figure 2.7 Comparaison des performances d’erreur entre diffe´rentes familles de codes
convolutionnels de taux de codage 1/2.
2.4 Codes LDPC
Les codes LDPC en bloc furent introduits par Robert Gallager dans (Gallager,
1962) et sont de´finis par leur matrice de controˆle qui est creuse. Un code line´aire en
bloc (n, k) LDPC (Low-Density Parity-Check) est de´fini a` partir de sa matrice de
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controˆle HT, qui est de faible densite´ et de dimension (n− k) x n. De fac¸on formelle,
un code C est LDPC si l’ensemble des mots de codes binaires v = (v1, v2, . . . , vn)
repre´sente l’espace nul de HT, c’est-a`-dire C = {v | vHT = 0,v ∈ Fn2}. Autrement
dit, les n symboles binaires formant un mot de code doivent ve´rifier les (n − k)
e´quations de parite´. Un code LDPC est dit re´gulier si HT est compose´e d’un nombre
constant dλ d’e´le´ments non nuls sur chaque ligne, et posse`de aussi un nombre constant
dρ de uns sur les colonnes. Donc chaque symbole vi, i = 1, . . . , n, formant le mot de
code v intervient dans dλ e´quations de parite´ et chaque e´quation de parite´ contient
dρ symboles vi diffe´rents.
Un code bloc LDPC re´gulier peut eˆtre repre´sente´ par un graphe biparti de Tanner
(Tanner, 1981) G = (Vv ∪ Vc, E) ou` E repre´sente l’ensemble des areˆtes du graphe, Vv
repre´sente l’ensemble des n noeuds de´signant les variables (v1, v2, . . . , vn) formant le
mot de code, et Vc repre´sente l’ensemble des (n− k) noeuds de´signant les contraintes
(c1, c2, . . . , cn−k) qui repre´sentent les (n − k) e´quations de parite´. Une areˆte ne relie
qu’un sommet vi ∈ Vv a` un sommet cj ∈ Vc si et seulement si le symbole vi in-
tervient dans l’e´quation de parite´ repre´sente´e par la contrainte cj, cj =
∑n
i=1 vihi,j,
j = 1, 2, . . . , (n − k). Par conse´quent, pour un code re´gulier tous les sommets de Vv
ont un degre´ dλ et tous les sommets de Vc ont un degre´ dρ. Il s’en suit que le nombre
d’areˆtes |E| dans le graphe est donne´ par :
|E| = ndλ (2.4)
= (n− k)dρ (2.5)
En combinant (2.4) et (2.5) on peut exprimer le taux de codage r = k/n du code bloc
LDPC en fonction des degre´s des sommets du graphe biparti :
r = 1− dλ
dρ
(2.6)
La Figure 2.8 montre le graphe biparti ge´ne´ral d’un code bloc LDPC re´gulier ou`
dλ = 3 et dρ = 6. Au centre de la figure, nous retrouvons une boˆıte noire dans laquelle
on retrouve |E| areˆtes qui relient selon une certaine configuration les noeuds variables
aux noeuds de contraintes. Les noeuds variables, repre´sente´s par des cercles, ont tous
un degre´ 3 et les noeuds de contraintes, repre´sente´s par des carre´s, ont tous un degre´
6.
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Figure 2.8 Graphe biparti d’un code bloc LDPC re´gulier
Outre les codes blocs LDPC re´guliers, nous pouvons aussi conside´rer la classe des
codes blocs LDPC irre´guliers. Pour ces codes, les degre´s associe´s aux noeuds variables
(contraintes) peuvent varier d’un noeud a` l’autre. Pour caracte´riser un code LDPC en
bloc irre´gulier (n, k), nous de´finissons la paire de distributions λ(x) et ρ(x) tel que :
λ(x) =
dλ∑
j=2
λjx
j−1 et ρ(x) =
dρ∑
j=2
ρjx
j−1 (2.7)
ou` λi repre´sente la fraction des areˆtes incidentes aux sommets de degre´ i dans Vv
et ρi repre´sente la fraction des areˆtes incidentes aux sommets de degre´ i dans Vc
(Richardson et al., 2001). Notons que le degre´ maximum d’un sommet dans Vv (Vc)
est donne´ par dλ (dρ). En de´finissant le nombre de sommets de degre´ i dans Vv (Vc)
par nvi (n
c
i) nous pouvons e´crire les fractions λi et ρi comme e´tant :
λj =
jnvj
|E| et ρj =
jncj
|E| (2.8)
par conse´quent, λ(1) = ρ(1) =
∑
i λi =
∑
i ρi = 1. A` partir de ces distributions, nous
pouvons de´finir le nombre moyen d’areˆtes incidentes aux noeuds variables :
dλ =
|E|
n
=
1∫ 1
0
λ(x)dx
(2.9)
nous pouvons faire de meˆme pour calculer le nombre moyen d’areˆtes incidentes sur
les noeuds de contrainte :
dρ =
|E|
(n− k) =
1∫ 1
0
ρ(x)dx
(2.10)
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Nous pouvons ainsi exprimer le taux de codage du code LDPC en bloc irre´gulier en
fonction des degre´s moyens :
r = 1− dλ
dρ
(2.11)
Nous remarquons que les codes LDPC en bloc re´guliers repre´sentent un cas particulier
de la classe des codes LDPC en bloc irre´guliers. Il a e´te´ aussi de´montre´ dans (Luby
et al., 2001) et plus re´cemment dans (Richardson et Urbanke, 2001a) et (Richardson
et al., 2001) que seuls les codes en blocs LDPC ayant un graphe biparti irre´gulier
peuvent approcher la limite de Shannon lorsqu’un algorithme ite´ratif a` passage de
messages est utilise´ (Kschischang et al., 2001).
2.5 De´codage ite´ratif
Ge´ne´ralement, le de´codage des codes correcteurs d’erreur s’effectue a` l’aide d’un
de´codeur a` maximum de vraisemblance (MLD). Ce type de de´codeur est optimum,
car il minimise la probabilite´ d’effectuer une erreur lors du de´codage. Pour un code
en blocs line´aire (n, k), un de´codeur MLD doit calculer la distance entre le vecteur
rec¸u du canal y et les 2nr mots de codes possibles. Un de´codeur MLD choisira donc
le mot de code vˆ ∈ C le plus pre`s de y. Ce faisant, pour de´coder un code en bloc avec
un de´codeur MLD il est ne´cessaire de comparer 2nr distances. Il s’ensuit que pour un
taux de codage r fixe´, le nombre de comparaisons devient vite un obstacle lorsque la
valeur de n est e´leve´e.
Pour contourner ce proble`me, Gallager a introduit (Gallager, 1962) deux algo-
rithmes ite´ratifs de de´codage qui se basent sur le passage de messages entre les som-
mets de Vv et de Vc du graphe biparti d’un code LDPC en bloc. Les areˆtes de G
servent a` propager des mesures qui permettent d’estimer les variables. Un message
transmis d’un noeud variable vi vers un noeud de contrainte cj sera note´ mvicj alors
que les messages allant d’un noeud de contrainte vers un noeud variable seront note´s
mcjvi .
En nous re´fe´rant a` la Figure 2.9, nous pouvons de´crire de fac¸on ge´ne´rale le
me´canisme des algorithmes ite´ratifs de de´codage base´s sur la propagation des mes-
sages. A` l’instant initial ℓ = 0, Figure 2.9-a), l’algorithme associe a` chaque noeud
variable vi du graphe biparti, la valeur m
(0)
vi correspondant au message associe´ a` la
variable yi provenant du canal. Ces valeurs sont ensuite propage´es vers les noeuds de
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contrainte. Pour cet instant uniquement, les messages m
(0)
vic prennent la valeur m
(0)
vi ,
c ∈ N (vi). A` ce moment, un noeud de contrainte cj rec¸oit tous les messages prove-
nant des noeuds variables dans son voisinage N (cj). Lorsqu’un noeud de contrainte
cj rec¸oit les messages m
(0)
vcj , v ∈ N (cj), l’algorithme retire alors l’information sur la
variable v′ ∈ N (cj) en utilisant l’information provenant des autres noeuds variables
N (cj)\{v′}. Cette information est par la suite retourne´e vers le noeud v′ via le message
m
(0)
cjv
′ (Figure 2.9-b). Cette e´tape est re´pe´te´e sur l’ensemble des areˆtes incidentes au
noeud de contrainte cj et les messages ainsi produits sont transmis vers l’ensemble des
noeuds variables N (cj), Figure 2.9-c). Par la suite, l’algorithme calcule les messages
m
(1)
vicj en combinant les messages m
(0)
vic′
, c′ ∈ N (vi) \ {cj}, Figure 2.9-d).
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Figure 2.9 E´change des messages dans un graphe biparti
En re´alite´, les messages e´change´s repre´sentent une mesure base´e sur la probabilite´
a posteriori des symboles yi, ou de fac¸on e´quivalente sur le logarithme du rapport de
vraisemblance (LLR) des symboles yi. Les re`gles de mise a` jour des messages s’e´crivent
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donc (Richardson et al., 2001) :
m(ℓ)vicj =
m
(0)
vi , si ℓ = 0,
m
(0)
vi +
∑
c′∈N (vi)\{cj}
m
(ℓ−1)
c′vi
, si ℓ ≥ 1,
(2.12)
ou` les messages m
(ℓ)
c′vi
s’obtiennent selon la relation suivante :
m(ℓ)cjvi = ln
1 +
∏
v′∈N (cj)\{vi}
tanh(m
(ℓ)
v′cj
/2)
1−∏v′∈N (cj)\{vi} tanh(m(ℓ)v′cj/2) (2.13)
L’algorithme associera une valeur binaire dure apre`s avoir effectue´ L ite´rations sur
le symbole de´code´. Cette de´cision s’effectue en comparant le message re´sultant m
(L)
vi
a` un certain seuil. L’organe de de´cision prend donc la de´cision dure base´e sur la re`gle
suivante :
vˆi =
0, si m
(L)
vi ≥ 0,
1, autrement.
(2.14)
ou`
m(L)vi = m
(0)
vi
+
∑
c′∈N (vi)
m
(L)
c′vi
(2.15)
Nous pouvons constater que le type d’algorithme pre´sente´ travaille localement
dans le voisinage des noeuds du graphe biparti d’un code en blocs LDPC. A` la Section
2.4, nous avons pre´sente´, a` la Figure 2.8, le graphe biparti ge´ne´ral d’un code en blocs
LDPC re´gulier sans porter attention a` la configuration des areˆtes dans le graphe. Une
question se pose : Se peut-il que la configuration des areˆtes dans le graphe ait une
incidence sur l’inde´pendance entre les messages propage´s ne´cessaires a` l’estimation
des variables ? En fait, pour que l’ensemble des messages propage´s soit inde´pendant,
il faut que sur les ℓ ite´rations effectue´es, le graphe biparti se comporte localement
comme un arbre au voisinage des noeuds variables (Richardson et Urbanke, 2001a).
Autrement dit, il ne devrait pas y avoir de cycles dans le graphe biparti du code
en blocs LDPC si on de´sire que les performances d’erreur de l’algorithme ite´ratif
convergent vers celles d’un de´codeur MLD.
Trouver un code en blocs LDPC dont le graphe biparti n’a pas de cycles n’est
pas facile. Ge´ne´ralement, on admet plusieurs cycles dans le graphe ce qui rend l’al-
gorithme ite´ratif de de´codage sous-optimum par rapport au MLD. L’objectif devient
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donc d’avoir un graphe biparti dont le plus petit cycle est le plus grand possible. Pour
ce faire, il existe plusieurs me´thodes de recherche des codes comme par exemple, l’al-
gorithme Progressive Edge Growth (PEG) (Sharon et Litsyn, 2006). Cet algorithme
permet de placer les areˆtes dans le graphe biparti de sorte qu’il ne comporte aucun
cycle infe´rieur a` une taille fixe´e.
A` l’origine, Gallager a propose´ les codes en blocs LDPC re´guliers (dλ, dρ). Mais est-
ce que la re´gularite´ des distributions optimise les performances d’erreur du de´codeur ?
Les auteurs de (Luby et al., 1998) et (Luby et al., 1997) ont re´pondu a` cette question
en montrant que si les distributions λ(x) et ρ(x) des codes en blocs LDPC irre´guliers
sont judicieusement choisies, alors l’irre´gularite´ des distributions peut entraˆıner une
ame´lioration des performances d’erreur des codes en blocs LDPC.
Suite a` ces re´sultats, les auteurs de (Richardson et Urbanke, 2001a) et (Richardson
et al., 2001) se sont inte´resse´s a` savoir quel est le rapport signal sur bruit Eb/N0 a`
partir duquel l’algorithme ite´ratif de de´codage peut converger pour une paire de
distributions donne´e. Autrement dit, sous ce seuil l’algorithme de de´codage ne peut
atteindre de bonnes performances d’erreur, et ce, meˆme si le nombre d’ite´rations est
tre`s e´leve´. De plus, les auteurs ont montre´ qu’on ne peut faire tendre les performances
d’erreur vers la limite de Shannon s’il y a des sommets dans le graphe biparti des
codes dont le degre´ est infe´rieur a` deux.
Pour conclure cette section, mentionnons que Sae-Young Chung dans (Chung
et al., 2001) a trouve´ une paire de distributions qui permet the´oriquement de s’ap-
procher a` 0.0045 dB de la limite de Shannon pour un code en blocs LDPC irre´gulier
ayant une longueur de bloc e´gale a` n = 107 et r = 1/2. Ceci se traduit en un proble`me
complexe qui consiste a` rechercher un graphe biparti qui ne posse`de pas de petit cycle,
et qui est compose´ de 107 noeuds variables et de 5 × 106 noeuds de contraintes. De
plus, pour cette paire de distributions, le degre´ maximum dλ d’un noeud variable
dans le graphe biparti est e´gal a` 8000. Dans le chapitre suivant, nous effectuons le
lien entre les codes convolutionnels re´cursifs multiregistres doublement orthogonaux
(RCDO) et les codes en blocs LDPC. Ceci nous permettra par la suite de de´terminer
les paires de distributions adapte´es aux codes RCDO.
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Chapitre 3
Relations entre les codes
convolutionnels re´cursifs RCDO et
les codes LDPC
Dans la premie`re partie de ce chapitre, nous montrons que les codes convolution-
nels re´cursifs multiregistres doublement orthogonaux pre´sente´s dans (Cardinal, 2001)
sont en fait des codes convolutionnels qui se de´finissent par leur matrice de controˆle
creuse. En fait, les codes RCDO repre´sentent une version convolutionnelle des codes
blocs LDPC. A` partir du lien fait avec les codes blocs LDPC, nous repre´senterons
les codes convolutionnels re´cursifs multiregistres a` l’aide de graphes bipartis fonda-
mentaux, appele´es protographes. Les protographes repre´sentent la pierre angulaire de
cette the`se, car ils nous permettront au prochain chapitre d’observer que la com-
plexite´ de calculs lie´e aux codes RCDO de´pend uniquement du protographe. De plus
au Chapitre 5, les protographes seront utilise´s pour e´tablir les limites asymptotiques
associe´es aux codes RCDO.
La seconde partie de ce chapitre nous permet de de´finir la double orthogonalite´ des
codes RCDO. Comme nous le montrons, l’imposition de conditions sur la position des
connexions du codeur convolutionnel permet d’e´liminer les petits cycles inde´sirables
dans la structure du graphe biparti des codes RCDO. Cette proprie´te´ des codes RCDO
permet alors d’effectuer deux ite´rations conse´cutives de fac¸on inde´pendantes les unes
des autres.
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3.1 Codes convolutionnels re´cursifs multiregistres
RCDO
Comme nous l’avons pre´sente´ au chapitre pre´ce´dent, les codes LDPC en blocs
sont ge´ne´re´s a` partir de leur matrice de controˆle. De la meˆme manie`re, les codes
convolutionnels re´cursifs doublement orthogonaux sont, eux aussi, de´finis par leur
matrice de ve´rification. Les codes convolutionnels RCDO sont obtenus a` partir de
codeurs convolutionnels pour lesquels la position des connexions entre les e´le´ments
de de´lais et les additionneurs modulo 2 ne varient pas dans le temps. Un exemple
ge´ne´ral d’un codeur convolutionnel re´cursif qui ge´ne`re un code convolutionnel LDPC
de taux de codage b/c est pre´sente´ a` la Figure 3.1, b < c et b, c ∈ N. Sur cette figure,
la valeur αm,n repre´sente la position de la connexion entre le m-ie`me symbole a` la
sortie du codeur et le αm,n-ie`me e´le´ment de de´lai qui constitue le n-ie`me registre a`
de´calage, n ∈ {1, . . . , (c − b)}, αm,n ∈ N. Pour ce type de codes, a` chaque unite´


   
  

 
 
   
 
   
  

 

















  



u
(1)
i
u
(2)
i
u
(b)
i
v
(1)
i
v
(2)
i
v
(b)
i
v
(b+1)
i
v
(b+2)
i
v
(c)
i
αb,1α2,1α1,1
αb,2α1,2αb+1,2
α2,2
αb,c−b
αb+1,c−b
αc,1
αb+2,c−b α1,c−b
αc,2
αc,1
DD DDDDDDDD
DDDDDDDDDD
DDDDDDDDD
. .
.
. .
.
. .
.
Figure 3.1 Exemple d’un codeur convolutionnel re´cursif compose´ de 3 registres en
paralle`le et d’un taux de codage 3/6.
de temps i, le codeur convolutionnel de taux de codage r = b/c accepte b symboles
binaires u
(1)
i , . . . , u
(b)
i et ge´ne`re a` sa sortie c symboles binaires v
(1)
i , v
(2)
i , . . . , v
(c)
i . Nous
repre´sentons les c symboles a` la sortie du codeur par le vecteur vi qui posse´de c
composantes binaires, vi = (v
(1)
i , v
(2)
i , . . . , v
(c)
i ). Le mot de code v ainsi ge´ne´re´ par
le codeur convolutionnel est obtenu en recueillant l’ensemble des vecteurs ge´ne´re´s a`
chaque instant i, c’est-a`-dire v = (v0,v1, . . .).
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Les symboles binaires a` la sortie du codeur convolutionnel re´cursif de taux de
codage r = b/c sont obtenus selon la relation suivante :
v
(m)
i =
 u
(m)
i , 1 ≤ m ≤ b ;∑(c)
k=1
k 6=m
v
(k)
i−αk,m−b
, b+ 1 ≤ m ≤ c. (3.1)
ou`
∑(c)
k=1
k 6=m
v
(k)
i−αk,m−b
repre´sente la somme modulo 2 de symboles binaires. L’e´quation
(3.1) nous indique que les b premiers symboles a` la sortie du codeur correspondent
aux b symboles d’information a` l’entre´e du codeur convolutionnel, u
(1)
i , . . . , u
(b)
i . Cette
proprie´te´ rend le code convolutionnel syste´matique, et est fortement exploite´e lors
du de´codage. Par ailleurs, les (c − b) dernie`res composantes binaires du vecteur vi
repre´sentent les (c − b) symboles de parite´ ge´ne´re´s par le codeur. Ces symboles de
parite´ sont obtenus en effectuant la somme modulo 2 entre certaines valeurs binaires
qui se retrouvent aux positions αm,n dans les (c−b) registres a` de´calage en paralle`le qui
constituent le codeur convolutionnel. Il est important de mentionner que l’e´quation
(3.1) n’est valide que dans le cas ou` une seule connexion est possible entre le m-ie`me
symbole ge´ne´re´ a` la sortie du codeur v
(m)
i et le n-ie`me registre a` de´calage. Autrement
dit, un symbole a` la sortie du codeur ne peut eˆtre injecte´ plus d’une fois par registre
a` de´calage. Cette proprie´te´ permet d’atteindre la double orthogonalite´ pre´sente´e dans
(Cardinal, 2001).
E´tant donne´ que les codes convolutionnels re´cursifs conside´re´s sont syste´matiques,
a` chaque instant i, nous pouvons cre´er un ensemble de (c−b) e´quations de contraintes.
Le sche´ma fonctionnel de la Figure 3.2 montre comment ces e´quations de contraintes
sont obtenues. Ces contraintes repre´sentent un ensemble d’e´quations dont la somme
modulo 2 est toujours nulle et elles sont de´finies par l’e´quation suivante :
c
(n)
i = v
(b+n)
i +
(c)∑
m=1
m6=b+n
v
(m)
i−αm,n
︸ ︷︷ ︸
codage du symbole v̂
(b+n)
i
, 1 ≤ n ≤ c− b (3.2)
Ces e´quations repre´sentent une comparaison entre le symbole de parite´ v
(b+n)
i ge´ne´re´
par l’e´quation (3.1) et le re´-encodage de ce dernier symbole via la partie syste´matique
du premier codeur convolutionnel. Nous pouvons repre´senter l’ensemble des contraintes
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Figure 3.2 Sche´ma fonctionnel repre´sentant la formation des e´quations
de contraintes.
a` l’instant i par le vecteur ci = (c
(1)
i , . . . , c
(c−b)
i ). Ce faisant l’ensemble des contraintes
associe´es au mot de code v peut s’e´crire c = (c1, c2, . . .).
Le mot de code v ge´ne´re´ par un codeur RCDO est donc valide lorsque l’ensemble
des e´quations de contraintes est ve´rifie´, c’est-a`-dire que la somme modulo 2 de chaque
e´quation de contraintes est e´gale a` ze´ro. Nous pouvons e´crire ce syste`me d’e´quations
sous la forme matricielle suivante :
c = vHT (3.3)
= 0 (3.4)
ou` la matrice HT repre´sente la matrice de controˆle semi-infinie dont les e´le´ments
sont binaires. Un mot de code repre´sente donc l’espace nul de la matrice HT. C’est
cette matrice de ve´rification qui de´finit un code convolutionnel re´cursif LDPC. Les
dimensions de la matrice binaire HT font en sorte qu’il devient difficile d’exprimer
les proprie´te´s d’un code convolutionnel re´cursif LDPC a` partir de sa matrice HT.
Cependant, comme un codeur convolutionnel est un syste`me line´aire, nous pouvons
exprimer l’ope´ration de convolution dans le temps a` l’aide de la transforme´e en D,
(Lin et Costello, 2004). Sous cette transformation, l’ope´ration de convolution est
repre´sente´e par une multiplication de polynoˆmes et permet une repre´sentation de la
matrice HT sous une forme plus compacte. Avec cette repre´sentation, le mot de code
ge´ne´re´ par le codeur peut s’e´crire v(D), v(D) = (v(1)(D), . . ., v(c)(D)). Sous cette
forme, la se´quence binaire associe´e a` la m-ie`me sortie du codeur convolutionnel s’e´crit
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sous la forme polynomiale suivante :
v(m)(D) =
∑
i
v
(m)
i D
i, v
(m)
i ∈ {0, 1} (3.5)
ou` v
(m)
i repre´sente le symbole binaire a` la m-ie`me sortie du codeur convolutionnel a`
l’instant i. Sous cette transformation, la matrice de ve´rification binaire HT peut eˆtre
exprime´e par la matrice de controˆle HT(D) suivante :
HT(D) =

Dα1,1 . . . Dα1,(c−b)
Dα2,1 . . . Dα2,(c−b)
...
...
Dαb,1 . . . Dαb,(c−b)
Dαb+1,1 . . . Dαb+1,(c−b)
...
...
Dαc,1 . . . Dαc,(c−b)

(3.6)
de dimension c × (c − b). En utilisant cette repre´sentation, nous pouvons e´crire le
vecteur de contraintes c(D) qui est e´gal a` (c(1)(D), . . ., c(c−b)(D)) ou`,
c(n)(D) =
∑
i
c
(n)
i D
i, c
(n)
i ∈ {0, 1} (3.7)
et l’e´quation (3.3) devient,
c(D) = v(D)HT(D) (3.8)
En effectuant la multiplication matricielle (3.8), l’e´quation (3.7) devient :
c(n)(D) =
∑
i
c∑
m=1
v
(m)
i D
i+αm,n (3.9)
de sorte qu’en e´galisant le terme en Di du polynoˆme repre´sente´ par l’e´quation (3.7)
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avec les termes en Di de l’e´quation (3.9), nous observons :
c
(n)
i =
c∑
m=1
v
(m)
i−αm,n
= v
(b+n)
i−αb+n,n
+
c∑
m=1
m6=b+n
v
(m)
i−αm,n (3.10)
Nous pouvons remarquer que l’e´quation (3.10) repre´sente bien la relation pre´sente´e a`
l’e´quation (3.2) lorsque la valeur αb+n,n est e´gale a` ze´ro. Comme les valeurs αb+n,n de
(3.10) doivent prendre la valeur ze´ro, il s’ensuit que les e´le´ments formant la diagonale
infe´rieure de la matrice HT(D) sont e´gaux a` 1, 1 ≤ n ≤ (c − b). Remarquons que
la taille de la matrice de ve´rification HT(D) de´pend uniquement du taux de codage
r du code convolutionnel re´cursif, r = b/c, b < c et par conse´quent, du nombre de
registres a` de´calage (c − b). Sous cette transformation, la matrice de parite´ HT(D)
nous permet donc de re´e´crire le syste`me d’e´quations de´fini par l’e´quation (3.3) sous
la forme suivante :
c(D) = v(D)HT(D)
= 0(D) (3.11)
ou` 0(D) repre´sente le vecteur de polynoˆmes nuls. C’est-a`-dire que toutes les e´quations
de contraintes c(n)(D) repre´sente´es par (3.7) sont e´gales au polynoˆme nul 0(D), ou`
0(D)=0 + 0D + 0D2 + . . . .
L’e´quation (3.6) repre´sente le coeur meˆme de cette the`se, a` partir de cette matrice,
nous associerons plusieurs caracte´ristiques aux codes convolutionnels re´cursifs LDPC
a` temps-invariant. Entre autres, c’est en identifiant certaines conditions sur les valeurs
αm,n que nous pouvons de´finir les conditions de la double orthogonalite´ des codes
convolutionnels re´cursifs RCDO. De plus, comme nous le montrons au Chapitre 5,
c’est en controˆlant le nombre d’e´le´ments non nuls dans la matrice de l’e´quation (3.6)
que nous serons en mesure d’e´tablir que certaines configurations de ces e´le´ments
permettent d’approcher les performances d’erreur des codes RCDO de la capacite´ de
Shannon.
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Exemple 3.1− Prenons par exemple un code convolutionnel re´cursif de
taux de codage r = 3/6 qui posse`de 3 registres a` de´calage en paralle`le.
Ce code peut eˆtre ge´ne´re´ a` l’aide d’un codeur convolutionnel comme celui
pre´sente´ a` la Figure 3.3.
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Figure 3.3 Exemple d’un codeur convolutionnel re´cursif compose´ de 3
registres en paralle`le et d’un taux de codage 3/6.
Selon l’e´quation (3.1), a` chaque instant i, un codeur convolutionnel re´cursif
syste´matique produit la partie syste´matique du code qui correspond aux
trois symboles binaires v
(m)
i , 1 ≤ m ≤ 3, qui prennent les valeurs sui-
vantes :
v
(1)
i = u
(1)
i
v
(2)
i = u
(2)
i
v
(3)
i = u
(3)
i
Au meˆme instant, le codeur produit aussi trois symboles de parite´ v
(m)
i ,
4 ≤ m ≤ 6, qui prennent comme valeurs :
v
(4)
i = v
(1)
i−α1,1
+ v
(2)
i−α2,1
+ v
(3)
i−α3,1
+ v
(5)
i−α5,1
+ v
(6)
i−α6,1
(3.12)
v
(5)
i = v
(1)
i−α1,2 + v
(2)
i−α2,2 + v
(3)
i−α3,2 + v
(4)
i−α4,2 + v
(6)
i−α6,2 (3.13)
v
(6)
i = v
(1)
i−α1,3
+ v
(2)
i−α2,3
+ v
(3)
i−α3,3
+ v
(4)
i−α4,3
+ v
(5)
i−α5,3
(3.14)
Les e´quations (3.12) a` (3.14) repre´sentent les e´quations de parite´, sous leur
forme ge´ne´rale, qui sont utilise´es par un codeur convolutionnel re´cursif
pour ge´ne´rer un code convolutionnel syste´matique de taux de codage
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r = 3/6.
Pour le codeur convolutionnel re´cursif pre´sente´ a` la Figure 3.3, ou` les
e´le´ments de de´lais qui constituent les registres a` de´calage sont repre´sente´s
par le symbole D, nous pouvons re´e´crire les e´quations (3.12) a` (3.14) en
remplac¸ant les valeurs αm,n par leur valeur respective. Ce qui nous conduit
aux e´quations :
v
(4)
i = v
(1)
i−7 + v
(2)
i−3 + v
(3)
i + v
(5)
i−9 + v
(6)
i−5 (3.15)
v
(5)
i = v
(1)
i−3 + v
(2)
i−9 + v
(3)
i + v
(4)
i−6 + v
(6)
i−10 (3.16)
v
(6)
i = v
(1)
i−1 + v
(2)
i + v
(3)
i−10 + v
(4)
i−8 + v
(5)
i−4 (3.17)
Par exemple, la valeur α5,3 de l’e´quation (3.14) prend la valeur 4 dans
l’e´quation (3.17), car la connexion entre la cinquie`me valeur en sortie v
(5)
i
et le troisie`me registre a` de´calage se situe a` la suite du quatrie`me e´le´ment
de de´lai de ce registre a` de´calage.
De plus, les trois e´quations de contraintes que nous pouvons associer au
code ge´ne´re´ s’e´crivent :
c
(1)
i = v
(1)
i−7 + v
(2)
i−3 + v
(3)
i + v
(4)
i + v
(5)
i−9 + v
(6)
i−5 (3.18)
c
(2)
i = v
(1)
i−3 + v
(2)
i−9 + v
(3)
i + v
(4)
i−6 + v
(5)
i + v
(6)
i−10 (3.19)
c
(3)
i = v
(1)
i−1 + v
(2)
i + v
(3)
i−10 + v
(4)
i−8 + v
(5)
i−4 + v
(6)
i (3.20)
A` partir des e´quations de contraites, nous pouvons de´duire que la matrice
de ve´rification HT(D) associe´e a` ce code est repre´sente´e par l’e´quation
(3.21).
HT(D) =

D7 D3 D
D3 D9 1
1 1 D10
1 D6 D8
D9 1 D4
D5 D10 1

(3.21)
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3.2 Protographes des codes convolutionnels re´cursifs
multiregistres
La matrice de controˆle HT(D) des codes convolutionnels multiregistres RCDO
dans l’e´quation (3.6) repre´sente une version abstraite d’un code convolutionnel. A`
partir de cette matrice, il devient difficile d’identifier les parame`tres d’inte´reˆts qui ca-
racte´risent les performances d’un code. Cependant, en conside´rant une repre´sentation
graphique de la matrice de ve´rification a` l’aide d’un graphe biparti il devient simple
de de´finir les conditions de double orthogonalite´. En 1981, Tanner a montre´ qu’il est
possible de repre´senter la relation qui existe entre les variables et les e´quations de
contraintes du code a` l’aide d’un graphe biparti (Tanner, 1981). Ces graphes bipartis
sont appele´s graphes de Tanner et certains d’entre eux peuvent eˆtre obtenus a` partir
de plus petit graphes bipartis fondamentaux, appele´s protographes (Thorpe, 2003).
A` l’aide de ces protographes, nous e´tablirons au chapitre cinq, la relation entre les
performances asymptotiques a` faible rapport signal sur bruit des codes RCDO, et la
re´partition des e´le´ments non nuls dans la matrice de controˆle HT(D). De plus, au
prochain chapitre nous e´tablirons facilement a` partir des protographes la complexite´
associe´e au de´codage et a` l’encodage des codes convolutionnels RCDO.
Nous rappelons la de´finition de la matrice de controˆle HT(D) d’un code RCDO
de taux de codage r = b/c sous une forme plus ge´ne´rale :
HT(D) =

h1,1D
α1,1 . . . h1,(c−b)D
α1,(c−b)
h2,1D
α2,1 . . . h2,(c−b)D
α2,(c−b)
...
...
hb,1D
αb,1 . . . hb,(c−b)D
αb,(c−b)
hb+1,1D
αb+1,1 . . . hb+1,(c−b)D
αb+1,(c−b)
...
...
hc,1D
αc,1 . . . hc,(c−b)D
αc,(c−b)

(3.22)
ou` nous avons introduit les coefficients hm,n, hm,n ∈ {0, 1}, pour repre´senter l’existence
d’une connexion entre le m-ie`me symbole a` la sortie du codeur convolutionnel et le
n-ie`me registre a` de´calage. La valeur hm,n prend la valeur un lorsqu’une connexion
existe entre le m−ie`me symbole a` la sortie du codeur RCDO et le n−ie`me registre a`
de´calage. Autrement, la valeur hm,n est e´gale a` ze´ro.
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De´finition 3.1 : Un protographe GP = (V
P
v ∪ V Pc , EP) est un graphe
biparti constitue´ d’un ensemble d’areˆtes EP qui relie les sommets de l’en-
semble V Pv aux sommets de l’ensemble V
P
c .
Nous associons un protographe GP a` une matrice de ve´rification H
T(D) de la
fac¸on suivante, chaque ligne de HT(D) repre´sente un noeud de V Pv et chaque noeud
de l’ensemble V Pc repre´sente une colonne de H
T(D). L’ensemble des noeuds V Pv se
nomme l’ensemble de noeuds variables et le nombre de noeuds dans cet ensemble
|V Pv | est e´gal a` c noeuds, car la matrice HT(D) est compose´e de c lignes. De la meˆme
manie`re, nous notons l’ensemble des noeuds de contraintes V Pc qui contient un nombre
de noeuds |V Pc | e´gal a` (c − b) noeuds qui correspondent aux (c − b) colonnes de la
matrice HT(D). Un noeud de l’ensemble V Pv est relie´ a` un noeud de l’ensemble V
P
c
si et seulement si la valeur hm,n est e´gale a` 1, c’est-a`-dire que l’intersection entre la
m-ie`me ligne et la n-ie`me colonne de HT(D) n’est pas un e´le´ment non nul. Le nombre
d’areˆtes |EP | dans l’ensemble EP est donc e´gal aux nombres d’e´le´ments non nuls
dans la matrice de ve´rification HT(D). De plus, nous noterons d(v(m)) le degre´ du
m-ie`me noeud de l’ensemble V Pv . Le degre´ d’un noeud repre´sente le nombre d’areˆtes
incidentes au noeud v(m) dans le protographe, m ∈ {1, . . . , c}. Cette valeur est donc
e´gale au nombre d’e´le´ments non nuls a` la m-ie`me ligne de la matrice HT(D). De la
meˆme manie`re, le degre´ d(c(n)) repre´sente le nombre d’areˆtes incidentes au noeud c(n)
de l’ensemble V Pc , et correspond au nombre d’e´le´ments non nul de la n-ie`me colonne
de HT(D). On de´finit le degre´ maximum d’un noeud variable dans GP par dλ :
dλ = max
1≤m≤b
(d(v(m)))
et le degre´ maximum d’un noeud de contraintes par dρ :
dρ = max
1≤n≤(c−b)
(d(c(n)))
La Figure 3.4 pre´sente un protographe ge´ne´ral associe´ a` un ensemble de codes
convolutionnels re´cursifs LDPC qui utilisent plusieurs registres a` de´calage en paralle`le.
Sur cette figure, les noeuds de contraintes c(n) de l’ensemble V Pc sont repre´sente´s par
des carre´s tandis que les noeuds variables v(m) de V Pv sont repre´sente´s par des cercles.
Cette figure met en e´vidence deux types de noeuds variables : ceux associe´s aux
symboles d’information v(m), 1 ≤ m ≤ b, et ceux qui repre´sentent les symboles de
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d(c(1))
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} noeuds de contraintes
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Figure 3.4 Protographe ge´ne´ral GP d’un ensemble de code convolutionnels re´cursifs
multi-registres de taux de codager = b/c.
parite´ v(m), b+ 1 ≤ m ≤ c. Les noeuds repre´sentant les symboles d’information sont
repre´sente´s par un cercle blanc et les noeuds correspondant aux symboles de parite´
sont repre´sente´s par des cercles noirs.
De´finition 3.2 : Un graphe non oriente´ G = (V,E) est dit connexe si
quels que soient les sommets u et v de V il existe une chaˆıne de u vers v.
De´finition 3.3 : Un protographe connexe GP = (V
P
v ∪ V Pc , EP) est dit
re´gulier si tous les noeuds de l’ensemble V Pv ont leur degre´ e´gal a` dλ et
tous les noeuds de V Pc ont leur degre´ e´gal a` dρ.
De´finition 3.4 : Un protographe connexe GP = (V
P
v ∪ V Pc , EP) est dit
irre´gulier si GP n’est pas re´gulier.
Pour alle´ger le reste du document, lorsque nous parlons de graphes, nous assumons
implicitement qu’ils sont connexes. De plus, pour le reste de la the`se, nous associerons
a` un protographe certains parame`tres. Les parame`tres d’inte´reˆt sont : −les nombres
de sommets dans les ensembles V vP et V
c
P , −le nombre d’areˆtes |EP | qui le constitue,
−ainsi que les fractions associe´es a` l’incidence des areˆtes aux noeuds variables et de
contraintes. Ces fractions sont repre´sente´es a` l’aide de deux fonctions d’e´nume´ration.
L’une, λ(x) ,correspond aux fractions des areˆtes incidentes aux noeuds variables d’un
certain degre´. Et l’autre, ρ(x), correspond aux fractions des areˆtes incidentes aux
noeuds de contraintes. Un protographe sera donc repre´sente´ par son nombre d’areˆtes
ainsi que par la paire de fonctions (λ(x), ρ(x)) de´finies par :
λ(x) =
dλ∑
j=2
λjx
j−1 et ρ(x) =
dρ∑
j=2
ρjx
j−1 (3.23)
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ou` la valeur λj (ρj) correspond a` la fraction des areˆtes incidentes a` des noeuds variables
(contrainte) de degre´ j de l’ensemble V Pv (V
P
c ). Les fractions λj et ρj s’expriment par :
λj =
jnvj
|EP | et ρj =
jncj
|EP | (3.24)
ou` nvj et n
c
j repre´sentent respectivement le nombre de noeuds variables et de contraintes
de V Pv et V
P
c de degre´ j. Par conse´quent, les valeurs entie`res n
v
j et n
c
j repre´sentent
respectivement, le nombre de lignes et de colonnes de HT(D) qui posse`dent j valeurs
diffe´rentes de ze´ro. Pour simplifier la notation, nous noterons la paire de distributions
(λ(x), ρ(x)) simplement (λ, ρ).
Notons que le protographe peut eˆtre vu comme e´tant une version non temporelle
des e´quations de contraintes de´crites par l’e´quation (3.2). Sans tenir compte de l’indice
temporel des diffe´rentes variables qui apparaissent dans (3.2), nous pouvons e´crire les
e´quations de contraintes non temporelles suivantes :
c(n) = v(b+n) +
(c)∑
k=1
k 6=b+n
v(k) 1 ≤ n ≤ c− b (3.25)
C’est-a`-dire que le protographe repre´sente la relation entre les c diffe´rentes variables
a` la sortie du codeur v(m) et leurs apparitions dans les (c−b) e´quations de contraintes
non temporelles c(n). E´tant donne´ qu’une e´quation de contraintes correspond aussi
a` un registre a` de´calage, il s’ensuit que le protographe nous indique aussi dans quel
registre a` de´calage les variables v(m) sont injecte´es. Par conse´quent, une variable v(m)
qui apparaˆıt dans k e´quations de contraintes non temporelles se voit repre´sente´e par
un noeud variable dans GP qui posse`de un degre´ d(v
(m)) e´gal a` k dans le protographe.
Les k areˆtes incidentes au noeud v(m) sont aussi incidentes a` k noeuds de contraintes
c(n) diffe´rents dans l’ensemble V Pc . Ceci revient a` dire que la variable a` la m-ie`me
sortie du codeur est injecte´e dans k registres a` de´calage diffe´rents.
Exemple 3.2− Pour cet exemple nous montrons que le protographe,
qui caracte´rise le code convolutionnel re´cursif LDPC de la Figure 3.3 de
l’exemple 3.1 est re´gulier. Rappelons que la matrice de ve´rification pour
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ce code est exprime´e par :
HT(D) =

D7 D3 D
D3 D9 1
1 1 D10
1 D6 D8
D9 1 D4
D5 D10 1

Pour ce code, les e´quations de contraintes s’e´crivent selon les e´quations
(3.18) a` (3.20). Par conse´quent, les e´quations de contraintes non tempo-
relles peuvent s’e´crire :
c(1) = v(4) + v(1) + v(2) + v(3) + v(5) + v(6) (3.26)
c(2) = v(5) + v(1) + v(2) + v(3) + v(4) + v(6) (3.27)
c(3) = v(6) + v(1) + v(2) + v(3) + v(4) + v(5) (3.28)
Le protographe GP correspondant a` ce code est donc de´fini par le graphe
biparti de la Figure 3.5.
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c(1) c(2) c(3)
Figure 3.5 Protographe re´gulier qui repre´sente le code convolutionnel
re´cursif de taux de codager = 3/6 de la Figure 3.3.
Comme nous pouvons le constater, chaque e´quation de contraintes fait
intervenir six variables. De ce fait, chaque noeud de contraintes dans le
protographe posse`de un degre´ e´gal a` six. De plus, chacune des variables
a` la sortie du codeur apparaˆıt dans les trois e´quations de contraintes,
par conse´quent chaque noeud variable posse`de trois areˆtes qui lui sont
incidentes. E´tant donne´ que tous les noeuds variables posse`dent un degre´
dλ e´gal a` 3 et que chaque noeud de contraintes posse`de un degre´ dρ e´gal
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a` 6, GP est de´fini comme e´tant re´gulier. De plus, ce protographe re´gulier
posse`de un nombre total d’areˆtes |EP | e´gal a` 18, car HT(D) est compose´e
de 18 e´le´ments non nul.
La paire de distributions des areˆtes (λ, ρ) pour ce protographe est donc
(x2, x5), car tous les noeuds variables sont de degre´ trois et tous les noeuds
de contraintes sont de degre´ six. Remarquons que les paires de distribu-
tions re´gulie`res du type (xdλ−1, xdρ−1) sont comple`tement caracte´rise´es
par les valeurs dλ et dρ. Par conse´quent, pour le reste de ce document,
les paires de distribution re´gulie`res (λ, ρ) seront repre´sente´es soit par le
polynoˆme (xdλ−1, xdρ−1), ou` bien par la paire de degre´s (dλ, dρ). Il s’ensuit
que le protographe de la Figure 3.5 peut aussi eˆtre caracte´rise´ par la paire
de degre´s (3, 6).
Exemple 3.3− Dans cet exemple, nous conside´rons le code convolution-
nel LDPC de taux de codage 3/6 qui est ge´ne´re´ par le codeur convolu-
tionnel de la Figure 3.6. Ce codeur convolutionnel est semblable au codeur
convolutionnel pre´sente´ aux exemples 3.1 et 3.2, mais pour celui-ci nous
avons e´limine´ trois connexions qui relient les symboles ge´ne´re´s par le co-
deur a` certains registres a` de´calage.

   
  

 
 
   
 
   
  

 









u
(1)
i
u
(2)
i
u
(3)
i
v
(1)
i
v
(2)
i
v
(3)
i
v
(4)
i
v
(5)
i
v
(6)
iDD DDDDDDDD
DDDDDDDDDD
DDDDDDDDD
Figure 3.6 Exemple d’un codeur convolutionnel re´cursif compose´ de 3
registres en paralle`le et d’un taux de codager = 3/6.
Les connexions e´limine´es sont : celle entre le sixie`me symbole a` la sortie et
le premier registre a` de´calage, celle entre le quatrie`me symbole en sortie
et le deuxie`me registre a` de´calage et celle entre le cinquie`me symbole a` la
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sortie et le troisie`me registre a` de´calage. Il s’ensuit que les valeurs hm,n de
la matrice de ve´rification HT(D) prennent toutes la valeur 1 a` l’exception
de h6,1, h4,2 et h5,3 qui prennent la valeur 0. C’est-a`-dire que la matrice
de ve´rification pour ce code est donne´e par :
HT(D) =

D7 D3 D
D3 D9 1
1 1 D10
1 0 D8
D9 1 0
0 D10 1

(3.29)
Les e´quations de contraintes intemporelles s’e´crivent donc de la fac¸on
suivante :
c(1) = v(1) + v(2) + v(3) + v(4) + v(5) (3.30)
c(2) = v(1) + v(2) + v(3) + v(5) + v(6) (3.31)
c(3) = v(1) + v(2) + v(3) + v(4) + v(6) (3.32)
Chaque e´quation de contraintes intemporelle pour ce code est donc repre´sente´e
dans le protographe de la Figure 3.7 par un noeud de degre´ e´gal a` cinq,
car chaque e´quation de contraintes contient cinq variables.
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c(1) c(2) c(3)
Figure 3.7 Protographe irre´gulier repre´sentant le code convolutionnel
re´cursif de taux de codage r = 3/6 de la Figure 3.6.
En comparaison avec l’exemple pre´ce´dent, dans cet exemple les noeuds
variables du protographe ne posse`dent pas tous un degre´ constant, car
ils n’apparaissent pas le meˆme nombre de fois au sein des e´quations de
contraintes. Par exemple, la variable en sortie v(1) apparaˆıt dans les trois
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e´quations de contraintes, mais la variable v(4) n’apparaˆıt que deux fois
dans l’ensemble des e´quations de contraintes. Le protographe correspon-
dant a` ce code convolutionnel est donc irre´gulier et posse`de un nombre
total d’areˆtes e´gal a` 15, car HT(D) posse`de 15 e´le´ments non nuls. Comme
il y a six areˆtes incidentes a` trois noeuds variables de degre´ e´gal a` deux et
neuf areˆtes incidentes a` trois noeuds variables de degre´ trois, il s’ensuit que
λ2 = 6/15 et λ3 = 9/15. Comme tous les noeuds de contraintes du proto-
graphe posse`dent un degre´ e´gal a` cinq, ρ5 = 1. La paire de distributions
(λ, ρ) est donc,
λ(x) =
6
15
x+
9
15
x2 et ρ(x) = x4 (3.33)
Notons qu’il existe plusieurs protographes qui peuvent correspondre a` une paire
de distributions (λ, ρ). C’est pour cette raison qu’on associe un ensemble de codes
convolutionnels re´cursifs a` une paire de distributions.
Remarque : Jusqu’a` pre´sent, nous avons pre´sente´ le protographe des codes convo-
lutionnels re´cursifs de taux de codage r = b/c. Cependant, un cas particulier de
la matrice de ve´rification des codes pre´sente´s est celui ou` les e´le´ments de la partie
infe´rieure de la matrice HT(D) sont tous e´gaux a` ze´ro a` l’exception de la diagonale
infe´rieure dont les e´le´ments α(b+n),n prennent la valeur ze´ro, et ou` h(b+n),n est e´gal un.
La matrice de ve´rification pour ce cas de figure est donc celle de´crite par l’e´quation
(3.34).
HT(D) =

h1,1D
α1,1 . . . h1,(c−b)D
α1,(c−b)
h2,1D
α2,1 . . . h2,(c−b)D
α2,(c−b)
...
...
hb,1D
αb,1 . . . hb,(c−b)D
αb,(c−b)
1 0 . . . 0
0 1
...
...
. . . 0
0 . . . 0 1

(3.34)
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Ce cas de figure repre´sente en fait les codes convolutionnels non re´cursifs qui
peuvent eˆtre ge´ne´re´s par un codeur convolutionnel qui utilise plusieurs registres a`
de´calage en paralle`le. Un exemple de ce type de codeur est pre´sente´ a` la Figure
2.5. Pour ce cas particulier, nous pouvons remarquer que tous les noeuds variables
v
(b+n)
i , repre´sentant les symboles de parite´, sont de degre´ e´gal a` un, car les (c − b)
dernie`res lignes de la matrice HT(D) contiennent qu’un seul e´le´ment non nul. Nous
pouvons donc repre´senter ces codes par le protographe de la Figure 3.8. Ce proto-
graphe irre´gulier correspond en fait a` celui qui est associe´ aux codes convolutionnels
doublement orthogonaux de´finis dans (Cardinal, 2001).
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Figure 3.8 Protographe irre´gulier correspondant a` un ensemble de code convolu-
tionnels non-re´cursif multi-registres de taux de codage r = b/c.
Les auteurs de (Richardson et Urbanke, 2001a) ont montre´ que les graphes bi-
partis repre´sentant les codes line´aires doivent eˆtre compose´s de noeuds variables
ayant un degre´ supe´rieur ou` e´gal a` deux si l’on de´sire s’approcher de la capacite´
de Shannon en utilisant un algorithme a` passage de messages. Pour cette raison, nous
n’e´tudierons aucun graphe biparti compose´ de noeuds variables ayant un degre´ e´gal
a` un. D’ailleurs, lorsqu’on repre´sente un code convolutionnel multiregistres par sa
matrice de ve´rification HT(D), la condition sur les degre´s des noeuds pre´sente´e dans
(Richardson et Urbanke, 2001a) fait en sorte qu’il devient obligatoire d’exploiter la
re´cursivite´ des codes convolutionnels multiregistres si l’on de´sire s’approcher de la
capacite´. Pour un code convolutionnel multiregistres tous les noeuds variables ont
leur degre´ au moins e´gal a` deux si chaque symbole a` la sortie du codeur est injecte´
dans au moins deux registres a` de´calage diffe´rents. Cette observation sur le degre´ mi-
nimum des noeuds variables dans le graphe biparti des codes line´aires va dans le sens
des re´sultats obtenus dans (Cardinal, 2001). Comme il a e´te´ pre´sente´ dans (Cardi-
nal, 2001), les codes convolutionnels doublement orthogonaux qui utilisent plusieurs
registres a` de´calage en paralle`le et qui utilisent la re´cursivite´ sont ceux qui se sont
approche´s le plus pre`s de la capacite´ de Shannon pour le canal AWGN.
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3.3 Graphe biparti de Tanner des codes convolu-
tionnels RCDO
Le graphe biparti de Tanner (Tanner, 1981) associe´ a` un code line´aire est un
graphe G = (Vv ∪ Vc, E) qui de´crit la relation de de´pendance temporelle entre les
variables a` la sortie du codeur convolutionnel re´cursif v
(1)
i , . . . , v
(c)
i et les e´quations de
contraintes c
(1)
i , . . . , c
(c−b)
i , i = 0, 1, . . .. Les graphes bipartis de Tanner correspondant
aux codes RCDO non termine´s sont dits semi-infinis, car l’on suppose que l’on de´bute
l’encodage d’une se´quence provenant de la source a` partir de l’instant i = 0, et a` partir
de ce moment, nous conside´rons que la source n’arreˆte jamais de transmettre des sym-
boles. Ce graphe biparti s’obtient a` partir des e´quations de contraintes de´veloppe´es
pre´ce´demment pour les codes RCDO. Ces e´quations sont de´crites par l’e´quation sui-
vante :
c
(n)
i =
c∑
m=1
hm,nv
(m)
i−αm,n , 1 ≤ n ≤ (c− b) (3.35)
ou` la variable c
(n)
i est repre´sente´e par un noeud de l’ensemble Vc dans le graphe
biparti, et ou` chaque variable qui apparaˆıt a` la droite de l’e´quation (3.35) repre´sente
un noeud variable de l’ensemble Vv de G. Par exemple, la Figure 3.9 repre´sente une
partie du graphe de Tanner qui de´crit la relation de de´pendance entre les variables qui
apparaissent dans l’e´quation de contrainte de l’e´quation (3.35). Le graphe de Tanner



 
 
c
(n)
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. . .. . .
. . .. . .
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(n)
i )
v
(m)
i−αm,n
Figure 3.9 Sous-graphe induit par les variables apparaissant dans la n−ie`me
e´quations de contraintes a` l’instant i.
s’obtient donc en e´nume´rant toutes les contraintes dans le temps, et en reliant par une
areˆte les variables qui interviennent dans le calcul des contraintes. En effectuant cette
proce´dure, la n−ie`me contrainte au temps i, c(n)i , posse`de le meˆme degre´ d(c(n)i ) que
les contraintes non temporelles c(n) du protographe correspondant aux codes RCDO.
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3.4 Arbres de calculs associe´s aux codes convolu-
tionnels RCDO
L’arbre de calculs associe´s aux codes RCDO ne repre´sente en fait rien d’autre
que le sous-graphe induit par les noeuds qui se situent dans le voisinage d’un noeud
variable v
(m)
i dans le graphe biparti de Tanner. Ce sous-graphe induit est d’un inte´reˆt
particulier, car il repre´sente les symboles qui interviennent dans le calcul de l’estima-
tion du symbole a` la racine de l’arbre.
Nous noterons Nd(v(m)i ) le voisinage de profondeur d associe´ a` un noeud variable
v
(m)
i . Le sous-graphe induit TNd(v(m)i ) par le voisinage Nd(v
(m)
i ) repre´sente toutes les
chaˆınes du graphe biparti de Tanner de longueurs d, qui de´butent au noeud variable
v
(m)
i . Ce sous-graphe induit est un arbre lorsqu’aucun cycle n’apparaˆıt dans TNd(v(m)i ).
A` partir de l’e´quation (3.35), les Figures 3.10 a) et 3.10 b) repre´sentent respectivement
les sous-graphes induits par les voisinages de profondeur 1, N1(v(m)i ), et de profondeur
2, N2(v(m)i ), du noeud v(m)i .
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Figure 3.10 a) Sous-graphe induit T
N1(v
(m)
i )
b) Sous-graphe induit T
N2(v
(m)
i )
.
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Les feuilles de l’arbre T
N1(v
(m)
i )
de la Figure 3.10 a) repre´sentent en fait les e´quations
de contraintes dans lesquelles le symbole v
(m)
i intervient. En se re´fe´rant a` l’e´quation
(3.35) le symbole v
(m)
i intervient dans un certain nombre d’e´quations de contraintes.
Le nombre d’e´quations de contraintes est e´gal au degre´ d(v
(m)
i ) du noeud variable
qui fait office de racine. Ce nombre est aussi e´gal au nombre d’e´le´ments non nuls
apparaissant a` la m-ie`me ligne de la matrice de ve´rification HT(D) qui de´crit le code
RCDO. L’arbre de profondeur 2 de la Figure 3.10 b) repre´sente le sous-graphe induit
T
N2(v
(m)
i )
. E´tant donne´ que ce sous-graphe induit repre´sente toutes les chaˆınes de
longueur 2 qui de´butent au noeud variable v
(m)
i , il s’ensuit que le sous-graphe induit
T
N2(v
(m)
i )
contient le sous-graphe T
N1(v
(m)
i )
. Les feuilles de T
N2(v
(m)
i )
repre´sentent toutes
les variables qui interviennent dans les e´quations de contraintes qui font intervenir le
symbole v
(m)
i . L’arbre TN2(v(m)i ) de la Figure 3.10 b) repre´sente toute l’information qui
est ne´cessaire a` l’estimation du symbole v
(m)
i . En fait, cet arbre de calculs repre´sente
les ope´rations effectue´es par le de´codeur lors de l’estimation du symbole v
(m)
i pour
chacune des ite´rations. Tel que nous le pre´sentons au prochain chapitre, pour effectuer
une ite´ration de de´codage, le de´codeur RCDO doit imple´menter c arbres de calculs
comme celui pre´sente´ a` la Figure 3.10 b), ou` chacun des c arbres de calculs permet
l’estimation de l’un des c symboles code´s v
(m)
i , m ∈ {1, . . . , c}. Lors du de´codage, les
feuilles de l’arbre T
N2(v
(m)
i )
pre´sente´ a` la Figure 3.10 b) transmettent des messages
vers les noeuds de contraintes. Les noeuds de contraintes rec¸oivent sur leurs areˆtes
incidentes les messages provenant des feuilles et calculent les messages a` transmettre
vers le noeud a` la racine. Ce calcul est effectue´ en utilisant l’e´quation (2.13). Le
noeud a` la racine de l’arbre re´colte les messages provenant des noeuds de contraintes
pour modifier en utilisant l’e´quation (2.12) la valeur de son propre message qui sera
transmis ulte´rieurement aux autres noeuds qui se situent dans son voisinage, c’est-a`-
dire aux noeuds de contraintes.
Exemple 3.4− Dans cet exemple, nous montrons les sous-graphes induits
de profondeur 1 et 2 au voisinage de la variable v
(1)
i du graphe biparti
de Tanner du code convolutionnel de l’exemple 3.1 qui est ge´ne´re´ par la
matrice de ve´rification HT(D) de l’e´quation (3.21). Nous rappelons que
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pour ce code convolutionnel les e´quations de contraintes s’e´crivent :
c
(1)
i = v
(1)
i−7 + v
(2)
i−3 + v
(3)
i + v
(4)
i + v
(5)
i−9 + v
(6)
i−5 (3.36)
c
(2)
i = v
(1)
i−3 + v
(2)
i−9 + v
(3)
i + v
(4)
i−6 + v
(5)
i + v
(6)
i−10 (3.37)
c
(3)
i = v
(1)
i−1 + v
(2)
i + v
(3)
i−10 + v
(4)
i−8 + v
(5)
i−4 + v
(6)
i (3.38)
par conse´quent, les noeuds de contraintes qui repre´sentent les feuilles du
sous-graphe induit T
N1(v
(1)
i )
de la Figure 3.11 a) repre´sentent les e´quations
de contraintes c
(1)
i+7, c
(2)
i+3 et c
(3)
i+1 qui font intervenir la variable v
(1)
i .
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Figure 3.11 Sous-graphes induits T
N1(v
(1)
i )
et T
N2(v
(1)
i )
associe´ a` l’exemple 3.4
Ces e´quations de contraintes sont repre´sente´es par les e´quations suivantes.
c
(1)
i+7 = v
(4)
i+7 + v
(1)
i + v
(2)
i+4 + v
(3)
i+7 + v
(5)
i−2 + v
(6)
i+2 (3.39)
c
(2)
i+3 = v
(5)
i+3 + v
(1)
i + v
(2)
i−6 + v
(3)
i+3 + v
(4)
i−3 + v
(6)
i−7 (3.40)
c
(3)
i+1 = v
(6)
i+1 + v
(1)
i + v
(2)
i+1 + v
(3)
i−9 + v
(4)
i−7 + v
(5)
i−3 (3.41)
Le sous-graphe induit par les noeuds dans le voisinage de profondeur 2
de la variable v
(1)
i , qui est pre´sente´ a` la Figure 3.11 b), contient toutes les
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chaˆınes de longueur 2 de´butantes au noeud v
(1)
i , c’est-a`-dire que les feuilles
de T
N2(v
(1)
i )
repre´sentent les variables, autres que v
(1)
i qui apparaissent dans
les e´quations (3.39), (3.40) et (3.41).
3.5 Conditions d’orthogonalite´
Les codes convolutionnels non-recursifs doublement-orthogonaux CDO sont de´code´s
a` l’aide d’un de´codeur ite´ratif qui est compose´ de L de´codeurs identiques en se´rie.
L’algorithme de de´codage des codes CDO a e´te´ pre´sente´ dans (Cardinal, 2001) et dans
(He et al., 2008). En fait, le de´codeur ite´ratif des codes CDO non re´cursifs utilise l’algo-
rithme a` passage de message pre´sente´ au chapitre pre´ce´dent. Il a e´te´ montre´ dans (He
et Haccoun, 2005) que les messages e´change´s entre les noeuds variables et les noeuds
de contraintes dans le graphe biparti de Tanner des codes CDO sont inde´pendants
les uns des autres sur deux ite´rations successives. Il a e´te´ aussi montre´ dans (He et
Haccoun, 2005) que le graphe biparti de Tanner des codes CDO ne contient aucun
cycle de longueur 4, 6 et 8 lorsque les conditions de la double orthogonalite´ sont res-
pecte´es. Par conse´quent, le choix des connexions αm,n joue un roˆle pre´ponde´rant dans
la re´partition des cycles dans le graphe biparti des codes convolutionnels.
Le but de cette pre´sente section est d’e´tablir l’extension des conditions de la double
orthogonalite´, mais pour des codes convolutionnels re´cursifs. Ces conditions adapte´es
aux codes convolutionnels re´cursifs permettent d’e´liminer les cycles de longueur 4, 6
et 8 dans la structure du graphe de Tanner de ces codes. Dans cette section, nous
de´finissons les conditions de la simple orthogonalite´ et de la double orthogonalite´ que
nous pouvons imposer aux positions des connexions des codeurs convolutionnels multi
registres.
De´finition 3.5 : Un codeur convolutionnel re´cursif multiregistres LDPC
de taux de codage r = b/c est simplement orthogonal si la position des
connexions du codeur est telle que : les diffe´rences (αk,n − αk,m) sont dis-
tinctes des diffe´rences (αs,n − αs,m), k 6= s, m 6= n, k, s ∈ {1, . . . , c} et
m,n ∈ {1, . . . , (c− b)} et αk,m ∈ N.
The´ore`me 3.1 : Tous les codes convolutionnels re´cursifs LDPC simple-
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ment orthogonaux posse`dent un graphe biparti dont la longueur du plus
petit cycle est supe´rieure a` 4.
Preuve : La preuve du The´ore`me 3.1 se retrouve a` l’Annexe A.
Le The´ore`me 3.1 indique que pour une ite´ration donne´e, un code convolutionnel
re´cursif multiregistres, qui posse`de une matrice de controˆle HT(D) dont les e´le´ments
αm,n rencontrent la De´finition 3.5, permet le de´codage des symboles a` l’aide d’un
ensemble d’e´quations de contraintes qui sont constitue´es de variables diffe´rentes.
C’est-a`-dire que les messages re´colte´s pour effectuer l’estimation d’un symbole sont
inde´pendants les uns des autres. Ceci s’ave`re pratique pour ne pas propager les erreurs
lors de l’estimation des symboles. Cependant, un proble`me re´side si nous utilisons un
de´codeur ite´ratif pour de´coder ces codes, l’inde´pendance entre les messages e´change´s
d’une ite´ration a` l’autre n’est pas conserve´e. Dans le but de pallier a` ce proble`me, nous
de´finissons les conditions associe´es aux codes convolutionnels re´cursifs multiregistres
LDPC que nous nommons les codes RCDO. Avec l’ajout de deux nouvelles condi-
tions, il devient possible d’e´changer des messages inde´pendants sur deux ite´rations
successives.
De´finition 3.6 : Un code convolutionnel re´cursif multiregistres LDPC de
taux de codage r = b/c est doublement orthogonal et donc RCDO, si la
position des connexions du codeur est telle que :
1. Les diffe´rences (αk,n − αk,m) sont distinctes des differences (αs,n −
αs,m), k 6= s, m 6= n.
2. Les diffe´rences (αk,l−αk,q) sont distinctes des diffe´rences de diffe´rences
(αs,l − αs,h)− (αr,h − αr,q), k 6= r, k 6= s, l 6= q, h 6= q, s 6= r, h 6= l.
3. Les diffe´rences de diffe´rences (αk,n − αk,q) − (αm,n − αm,p) sont dis-
tinctes des diffe´rences de diffe´rences (αf,p−αf,h)−(αr,q−αr,h), k 6= m,
k 6= r, f 6= m, f 6= r, h 6= p, h 6= q, p 6= n, q 6= n.
ou` k, p, r, s, t ∈ {1, 2, . . . , c} and f, g, l,m, n ∈ {1, 2, . . . , (c− b)} et αk,n ∈
N.
The´ore`me 3.2 : Tous les codes convolutionnels re´cursifs LDPC double-
ment orthogonaux posse`dent un graphe biparti dont la longueur du plus
petit cycle est supe´rieure a` 8.
Preuve : La preuve du the´ore`me se retrouve a` l’Annexe A.
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La re´percussion du The´ore`me 3.2 est qu’il est possible, en ajoutant 2 nouvelles
conditions par rapport a` la de´finition des codes simplement orthogonaux, d’effectuer
un de´codage tel que les messages e´change´s pour estimer une variable sont inde´pendants
sur 2 ite´rations successives.
3.6 Conclusion
Dans ce chapitre, nous avons de´fini la matrice de controˆle HT(D) qui est associe´e
aux codes convolutionnels re´cursifs RCDO. Ces codes convolutionnels sont ge´ne´re´s a`
partir de simples codeurs convolutionnels re´cursifs ayant plusieurs registres a` de´calage
en paralle`le, et dont la position des connexions entre les symboles a` la sortie du codeur
et les diffe´rents e´le´ments de de´lai qui composent les registres a` de´calage ne varient pas
dans le temps. A` partir de cette matrice de controˆle, nous avons associe´ un graphe
biparti appele´ le protographe GP qui est de´fini par une paire de distributions (λ, ρ)
ainsi que par son nombre d’areˆtes. Ce petit graphe biparti permet la ge´ne´ration du
graphe biparti de Tanner une structure encore beaucoup plus grande que celle du
protographe, mais qui posse`de exactement la meˆme paire de distributions (λ, ρ) qui
de´fini le protographe a` partir duquel le graphe de Tanner est ge´ne´re´. Les conditions
d’orthogonalite´ que nous avons de´fini ne repre´sentent en fait rien de moins que la
permutation des areˆtes entre les diffe´rentes copies du protographe. Ceci permet comme
nous l’avons vu d’e´liminer les petits cycles dans la structure du graphe biparti des
codes RCDO, ce qui tend a` minimiser la propagation des erreurs lors du de´codage
des codes convolutionnels.
Au chapitre suivant, nous pre´sentons l’e´tude de la complexite´ lie´e a` l’encodage et
au de´codage des codes RCDO. Comme nous le montrons, les diffe´rents parame`tres
lie´s a` la complexite´ de´pendent des protographes associe´es aux codes RCDO.
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Chapitre 4
Analyse de la complexite´ associe´e
au codage et au de´codage des
codes RCDO
Nous avons e´tabli au chapitre pre´ce´dent les caracte´ristiques associe´es aux graphes
bipartis des codes convolutionnels re´cursifs RCDO. Comme nous l’avons vu, les codes
RCDO posse`dent un protographe qui repre´sente le module de de´part permettant de
ge´ne´rer un graphe biparti de Tanner. Les graphes bipartis de Tanner des codes RCDO
posse`dent deux caracte´ristiques fondamentales. La premie`re caracte´ristique est qu’ils
ne posse`dent aucun cycle de longueur infe´rieure a` 10. La seconde caracte´ristique est
qu’ils posse`dent une paire de distributions (λ, ρ) identique a` celles des protographes
a` partir desquels ils sont ge´ne´re´s.
Comme nous l’avons pre´sente´ au chapitre pre´ce´dent, les codes RCDO forment une
famille de codes construits a` partir de leur matrice de controˆle qui est creuse. Tout
comme pour les codes en blocs LDPC, il n’est pas possible d’utiliser un de´codeur
qui maximise le rapport de vraisemblance pour de´coder les codes RCDO. Pour les
codes convolutionnels ayant une faible longueur de contrainte, l’algorithme de Viterbi
permet d’effectuer ce type de de´codage qui minimise la probabilite´ d’erreur sur la
se´quence transmise. Cependant, la complexite´ de de´codage est de l’ordre O(1
r
2K), ou`
K repre´sente la me´moire totale du codeur convolutionnel et ou` r = b/c repre´sente le
taux de codage du code convolutionnel (Richardson et Urbanke, 2008). Il s’ave`re que
les codes convolutionnels RCDO e´tudie´s posse`dent une longueur de contrainte qui est
ge´ne´ralement beaucoup trop e´leve´e pour envisager ce type de de´codage.
Pour effectuer le de´codage des codes RCDO, nous devons nous rabattre sur un
algorithme ite´ratif qui travaille localement dans le graphe biparti du code. L’objectif
de l’algorithme ite´ratif a` passage de messages est d’infe´rer la valeur d’un symbole a`
la sortie du canal de communication a` partir de l’information provenant des sym-
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boles qui se situent dans le voisinage du symbole a` estimer dans le graphe biparti du
code RCDO. Ce type d’algorithme ite´ratif permet d’obtenir les meˆmes performances
d’erreur que l’algorithme a` maximum de vraisemblance lorsque le graphe biparti de
Tanner d’un code est sans cycle (Richardson et Urbanke, 2008). Toutefois, meˆme si
nous ge´ne´rons un graphe biparti n’ayant pas de cycle, il est facilement de´montrable
que ce type de code ge´ne`re des mots de code ayant une distance de Hamming de
faible poids. Cette proprie´te´ n’est pas propice a` de bonnes performances d’erreur,
car les mots de codes ayant une distance de Hamming de faible poids entraˆınent une
de´gradation des performances d’erreur. Dans le but d’accroˆıtre la distance de Ham-
ming des mots de code, le graphe biparti de Tanner des codes doit contenir des cycles
(Richardson et Urbanke, 2008). Les cycles qui composent alors les graphes bipartis
rendent l’algorithme ite´ratif a` passage de messages sous-optimaux par rapport a` l’al-
gorithme qui maximise le rapport de vraisemblance (Richardson et Urbanke, 2008).
L’objectif de ce chapitre est d’analyser les complexite´s d’encodage et de de´codage des
codes RCDO.
4.1 Complexite´s relatives a` l’encodage des codes
RCDO
Dans cette section, nous montrons que la complexite´ associe´e aux calculs des (c−b)
symboles de parite´ des codes RCDO est proportionnelle a` |EP |, ou` |EP | repre´sente le
nombre d’areˆtes constituant le protographe du code convolutionnel de taux de codage
r = b/c.
4.1.1 Complexite´ de calculs lie´s a` l’encodage des codes RCDO
Pour montrer que la complexite´ de calculs est une fonction line´aire du nombre
d’areˆtes constituant le protographe, il suffit uniquement d’observer qu’a` chaque ins-
tant i, les (c − b) symboles de parite´ ge´ne´re´s a` la sortie d’un codeur convolutionnel
de taux de codage r = b/c sont calcule´s a` partir de l’e´quation suivante.
v
(b+n)
i =
(c)∑
m=1
m6=b+n
v
(m)
i−αm,n , 1 ≤ n ≤ c− b (4.1)
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Comme nous l’avons montre´ plus haut, nous pouvons associer une e´quation de contraintes
a` chacun des symboles de parite´ ge´ne´re´s a` l’instant i :
c
(n)
i = v
(b+n)
i +
(c)∑
m=1
m6=b+n
v
(m)
i−αm,n , 1 ≤ n ≤ c− b (4.2)
Le graphe biparti de la figure 4.1 repre´sente le sous-graphe induit par les noeuds va-
riables et le noeud de contraintes qui apparaissent dans l’e´quation (4.2). Le graphe
biparti de cette figure est dirige´, c’est-a`-dire que les areˆtes du graphe posse`dent une
orientation. Pour de´terminer la valeur du symbole de parite´ v
(b+n)
i il suffit de trans-
mettre vers le noeud de contrainte les messages binaires provenant des variables qui
apparaissent dans la somme de l’e´quation (4.1). Le noeud de contrainte de degre´
d(c
(n+b)
i ) effectue la somme modulo 2 des
(
d(c
(b+n)
i )− 1
)
messages binaires de´ja`
connus et transmet le re´sultat vers le noeud variable v
(b+n)
i qui repre´sente le sym-
bole de parite´ a` la (b+ n)−ie`me sortie du codeur convolutionnel.







c
(b+n)
id(c
(b+n)
i )-1
. . .
v
(b+n)
i︸ ︷︷ ︸
v
(m)
i−αm,n , m 6= (b+ n)
symboles connus
Figure 4.1 Proce´dure d’encodage des symboles de parite´ au temps i.
Par conse´quent, l’ensemble des (c− b) symboles de parite´ est obtenu en effectuant
au total NC∑ additions modulo 2. Cette valeur est e´gale a` :
N c∑ =
(c−b)∑
n=1
(
(d(c
(n)
i )− 1)− 1
)
(4.3)
=
(c−b)∑
n=1
d(c
(n)
i )−
(c−b)∑
n=1
2 (4.4)
= |EP | − 2(c− b) (4.5)
ce qui nous permet de conclure que la complexite´ de calculs lie´e a` l’encodage des codes
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convolutionnels RCDO est de l’ordre O(|EP |) additions modulo 2. Pour un code en
blocs line´aire LDPC de taille n, la complexite´ associe´e a` l’encodage de´pend de plu-
sieurs facteurs. Ge´ne´ralement, si le code en blocs LDPC est ge´ne´re´ de fac¸on ale´atoire
alors la complexite´ pour l’encodage d’un bloc peut atteindre O(n2) (Richardson et
Urbanke, 2001b) ope´rations, cependant dans certains cas cette complexite´ peut eˆtre
re´duite a` O(n
3
2 ) ope´rations en utilisant des techniques spe´cifiques de construction
comme celles pre´sente´es dans (Richardson et Urbanke, 2001b).
4.1.2 Me´moire requise par un codeur convolutionnel RCDO
La me´moire requise par un codeur RCDO correspond au nombre d’e´le´ments de
de´lai requis par chacun des (c− b) registres a` de´calage ne´cessaires a` la conception du
codeur convolutionnel RCDO de taux de codage r = b/c. Tous les e´le´ments de de´lai
qui constituent les registres a` de´calage doivent contenir un bit. Par conse´quent, pour
les codes RCDO de´finis par la matrice de controˆle HT(D), le nombre de bits que nous
devons enregistrer correspond a` la somme des e´le´ments de de´lai qui constituent chacun
des (c − b) registre a` de´calage. En de´finissant δn comme e´tant le nombre d’e´le´ments
de de´lai qui composent le n-ie`me registre a` de´calage, nous pouvons e´crire :
δn = max
m∈{1,...,c}
(αm,n) (4.6)
et la me´moire totale ne´cessaire mtot est donc la somme des de´lais associe´s a` chacun
des registres a` de´calage :
mtot =
(c−b)∑
n=1
δn (4.7)
Si nous notons par ms la valeur du plus grand registre a` de´calage, c’est-a`-dire :
ms = max
n∈{1,...,(c−b)}
(δn) (4.8)
alors une borne supe´rieure sur la me´moire totale s’e´crit :
mtot < (c− b)ms (4.9)
L’e´quation (4.9) nous indique que la me´moire totale ne´cessaire a` la re´alisation d’un
codeur convolutionnel RCDO de taux de codage r = b/c repose essentiellement sur
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le nombre (c − b) de registres a` de´calage en paralle`le, et sur ms la me´moire du plus
grand de ces registres. En comparaison, un code en blocs LDPC de taille n ne´cessite
n bits de me´moire pour effectuer l’encodage d’un bloc. Par conse´quent, un codeur
convolutionnel RCDO offre l’avantage d’utiliser moins de me´moire lorsque la valeur
mtot est infe´rieure a` la taille n d’un code en blocs LDPC.
4.2 Complexite´s associe´es au de´codage ite´ratif des
codes convolutionnels RCDO
Dans cette section, nous analysons la complexite´ des calculs et la latence induite
par les codes convolutionnels RCDO. Nous montrons que la complexite´ des calculs as-
socie´e au de´codage ite´ratif de´pend du nombre d’ite´rations effectue´es lors du de´codage
et du protographe associe´ au code convolutionnel utilise´. La latence introduite pour
le de´codage des codes RCDO de´pend du nombre d’ite´rations et de la me´moire ms du
plus grand registre a` de´calage.
Le de´codage ite´ratif des codes RCDO est effectue´ par une chaˆıne de de´codeurs
identiques ou` le nombre de de´codeurs e´le´mentaires correspond au nombre d’ite´rations
effectue´es. Ce type de de´codeur ite´ratif se distingue du de´codeur ge´ne´ralement associe´
aux codes en blocs LDPC, qui utilisent qu’un seul de´codeur pour effectuer le de´codage
ite´ratif des mots de code. Le de´codeur ite´ratif RCDO pre´sente l’avantage d’eˆtre plus
simple a` re´aliser qu’un de´codeur pour les codes LDPC, car seulement un simple
de´codeur e´le´mentaire doit eˆtre conc¸u pour re´aliser l’ensemble du de´codeur.
A` la Figure 4.2, nous pre´sentons le sche´ma fonctionnel du de´codeur ite´ratif en-
visage´ pour effectuer le de´codage des codes RCDO. Le de´codeur ite´ratif pre´sente´
fonctionne de la manie`re suivante. A` chaque unite´ de temps i, le re´cepteur fournit
a` la sortie de filtres adapte´s aux signaux transmis, un vecteur de c valeurs re´elles
qui correspondent aux messages originaux qui sont utilise´s par le de´codeur ite´ratif.
Nous noterons le message initial correspondant a` la m-ie`me sortie v
(m)
i du codeur
convolutionnel RCDO par m
(0)
v
(m)
i
, m ∈ {1, . . . , c}. Ce message correspond en fait a`
une mesure initiale de la fiabilite´ sur le symbole v
(m)
i apre`s qu’il est e´te´ alte´re´ par
le canal de communication conside´re´. La valeur m
(0)
v
(m)
i
repre´sente le logarithme du
rapport de vraisemblance (LRV) du symbole v
(m)
i transmis. Cette mesure de´pend es-
sentiellement du canal de communication et est de´crite dans le prochain chapitre.
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c LRV
provenant
du canal
c valeurs LRV provenant du canal
sont passe´es au prochain de´codeur
valeurs extrinse`ques correspondant
aux valeurs LRV sont passe´es au prochain de´codeur
estimation finale
des symboles d’information
de´cision
de´codeurde´codeurde´codeur
1er 2e Le vˆi−Lms
m
(0)
vi
m
(1)
vi−ms
m
(2)
vi−2ms
m
(0)
vi−ms
m
(0)
vi−2ms
Figure 4.2 Sche´ma bloc repre´sentant le de´codeur ite´ratif sur L ite´rations des codes
RCDO.
Le premier de´codeur enregistre dans chacun des c registres a` de´calage en paralle`le
la composante du vecteur de messages initiaux m
(0)
vi , m
(0)
vi = (m
(0)
v
(1)
i
, . . . ,m
(0)
v
(c)
i
). Ces c
valeurs correspondent aux c composantes du vecteur vi qui forme une partie du mot
de code transmis. A` la re´ception du vecteur m
(0)
vi , chaque e´le´ment composant chacun
des registres a` de´calage du de´codeur est de´cale´ d’un e´le´ment de de´lai. Le dernier vec-
teur de message qui constitue le contenu des c registres a` de´calage en paralle`le est
transmis au prochain de´codeur dans la cascade, qui accepte ce vecteur et de´cale a`
son tour l’ensemble des messages initiaux stocke´s dans les c registres a` de´calage. Ce
processus de´clenche une certaine re´action en chaˆıne et fait en sorte que tous les mes-
sages initiaux sont de´cale´s dans l’ensemble des c registres a` de´calage des L de´codeurs
e´le´mentaires conside´re´s.
En meˆme temps qu’un vecteur de messages initiaux quitte l’un des L e´tages du
de´codeur ite´ratif, les valeurs extrinse`ques qui correspondent aux vecteurs de messages
originaux m
(0)
vi−ℓms
, ℓ ∈ {1, . . . ,L}, sont transmises au prochain de´codeur. Ces valeurs
extrinse`ques repre´sentent la mesure de fiabilite´ qui provient des variables qui se situent
dans le voisinage de profondeur 2,N2(v(m)i−ℓ ms), dans le graphe biparti des codes RCDO.
A` la dernie`re ite´ration, en utilisant les valeurs initiales provenant du canal m
(0)
vi−Lms
,
ainsi que les valeurs extrinse`ques des variables m
(L)
vi−Lms
une de´cision finale vˆi−Lms est
effectue´e sur la partie du mot de code correspondante au vecteur vi−Lms transmis par
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le codeur convolutionnel RCDO.
4.2.1 Complexite´ de calculs de l’information extrinse`que
L’information extrinse`que associe´e a` un noeud variable se calcule en deux e´tapes
comme nous l’avons pre´sente´ a` la Section 2.5 du Chapitre 2. En se re´fe´rant a` la
Figure 4.3, la premie`re e´tape consiste a` transmettre les messages associe´s aux feuilles
du sous-graphe induit T
N2(v
(m)
i−ℓms
)
vers les noeuds de contraintes. Lors de la re´ception








m
(0)
v
(m)
t
m
(ℓ−1)
v
(k)
t+(αm,n−αk,n)
c
(b)
t+αm,bc
(n)
t+αm,n
c
(a)
t+αm,a
v
(m)
t
m
(ℓ−1)
v
(r)
t+(αm,b−αr,b)
m
(ℓ−1)
v
(w)
t+(αm,a−αw,a)
Figure 4.3 Sous-graphe induit T
N2(v
(m)
t )
de profondeur 2 au voisinage du noeud va-
riable v
(m)
t , t = i− ℓms.
de ces messages les d(v
(m)
i−ℓms
) noeuds de contraintes calculent selon un ope´rateur que
nous appelons R les messages a` transmettre vers le noeud a` la racine de l’arbre.
Cette e´tape est repre´sente´e a` la Figure 4.4, ou` on pre´sente les messages transmis
entre les noeuds de contraintes c
(n)
t+αm,n et le noeud variable v
(m)
t , avec t = i − ℓms.
Nous notons ce message m
(ℓ−1)
c
(n)
t+αm,n
,v
(m)
t
et il est obtenu par la fonctionR
d(c
(n)
t+αm,n
)−1
() qui
utilise
(
d(c
(n)
t+αm,n)− 1
)
messages provenant des feuilles de l’arbre. Cette proce´dure
peut eˆtre e´crite selon l’e´quation ge´ne´rale suivante :
m
(ℓ)
c
(n)
t+αm,n
,v
(m)
t
= R
d(c
(n)
t+αm,n
)−1
(
m
(ℓ−1)
v
(k)
t+αm,n−αk,n
,c
(n)
t+αm,n
: k 6= m
)
(4.10)
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(0)
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t
m
(ℓ−1)
v
(k)
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c
(b)
t+αm,bc
(n)
t+αm,n
c
(a)
t+αm,a
v
(m)
t
m
(ℓ−1)
v
(r)
t+(αm,b−αr,b)
m
(ℓ)
v
(m)
t ,c
(n)
t+αm,n
Figure 4.4 Sous-graphe induit T
N2(v
(m)
t )
associe´ a` un code RCDO.
ou` m
(ℓ−1)
v
(k)
t+αm,n−αk,n
,c
(n)
t+αm,n
repre´sente l’information extrinse`que, calcule´e a` l’ite´ration (ℓ−
1), et qui est transmise entre la feuille de l’arbre v
(k)
t+αm,n−αk,n et le noeud de contrainte
c
(n)
t+αm,n . Le nombre de messages rec¸us par la racine provenant des noeuds de contraintes
est donc e´gal au degre´ d(v
(m)
t ) du noeud et par conse´quent il faut d(v
(m)
t ) ope´rateurs
R pour obtenir ces messages. Il s’ensuit que le nombre de messages a` calculer pour
les c noeuds variables v
(m)
t , m ∈ {1, . . . , c}, ne´cessite un nombre d’ope´rateurs R e´gal
a` la somme de tous les degre´s des c noeuds variables v
(m)
t a` l’instant t. Ce nombre
repre´sente´ par NR est donc e´gal a` :
NR =
c∑
m=1
d(v
(m)
t ) (4.11)
= |EP |
Le nombre d’ope´rateurs R ne´cessaires pour une ite´ration de de´codage est donc e´gal
au nombre d’areˆtes qui composent le protographe du code RCDO. Ge´ne´ralement,
l’ope´rateur R repre´sente soit la re`gle somme-produit, de´fini par l’e´quation (2.13),
soit la re`gle min-somme (Kschischang et al., 2001). La seconde re`gle repre´sente une
approximation de la re`gle somme-produit (Hagenauer et al., 1996). L’analyse de la
complexite´ que nous effectuons dans cette the`se est ge´ne´rale et ne tient pas compte
du type de re`gle utilise´e pour faire la mise a` jour de ces messages. Nous re´fe´rons
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le lecteur aux travaux de (Nemr et al., 2008) pour connaˆıtre la complexite´ associe´e
a` la re´alisation mate´rielle de la re`gle min-somme dans le cas des codes doublement
orthogonaux. Le but de notre analyse est de montrer que peut importe la re`gle uti-
lise´e, le nombre d’ope´rateurs ne´cessaires pour une ite´ration de´pend uniquement du
protographe du code RCDO utilise´.
La seconde e´tape ne´cessaire au calcul de l’information extrinse`que associe´e a` la
m−ie`me variables v(m)t consiste a` effectuer la somme des messages rec¸us m(ℓ−1)
c
(n)
t+αm,n
,v
(m)
t
provenant des noeuds de contraintes dans le voisinage du noeud variable v
(m)
t . La
Figure 4.5 montre comment s’effectue le calcul du message qui exprime l’information
extrinse`que e´change´e entre le noeud variable v
(m)
t et le noeud de contrainte c
(m)
t+αm,n a`
l’ite´ration ℓ. Ce message est repre´sente´ par m
(ℓ)
v
(m)
t ,c
(n)
t+αm,n
et s’obtient selon la relation
suivante (Richardson et Urbanke, 2008) :
m
(ℓ)
v
(m)
t ,c
(n)
t+αm,n
= m
(0)
v
(m)
t
+
(c−b)∑
s=1
s 6=n
m
(ℓ)
c
(s)
t+αm,s
,v
(m)
t
(4.12)
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t+(αm,b−αr,b)
Figure 4.5 Sous-graphe induit T
N2(v
(m)
t )
correspondant a` l’arbre de de´codage du sym-
bole v
(m)
t d¡un code RCDO.
Nous pouvons facilement observer que pour chaque variable v
(m)
t on doit effec-
tuer une mise a` jour de d(v
(m)
t ) messages extrinse`ques, c’est-a`-dire une mise a` jour
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pour chaque areˆte incidente au noeud variable. Chacun des d(v
(m)
t ) messages ex-
trinse`ques ne´cessite, selon l’e´quation (4.12),
(
d(v
(m)
t )− 1
)
additions de nombres re´els.
Par conse´quent, pour une ite´ration donne´e, a` chaque instant il y a c variables pour
lesquelles nous devons effectuer cette mise a` jour de l’information extrinse`que. Pour
faire la mise a` jour de tous les messages extrinse`ques pour l’ensemble des c variables
v
(m)
t , il faut effectuer un total de N
d∑ additions de nombres re´els. Ce nombre est e´gal
a` :
Nd∑ =
c∑
m=1
d(v
(m)
i )(d(v
(m)
i )− 1) (4.13)
=
c∑
m=1
d2(v(m))− |EP | (4.14)
et en utilisant l’e´quation (3.24) nous obtenons,
c∑
m=1
d2(v(m)) =
dλ∑
j=2
j2nlj (4.15)
= |EP |(λ′(1) + 1) (4.16)
en substituant l’e´quation (4.16) dans (4.14) nous obtenons :
Nd∑ = |EP |λ′(1) (4.17)
En re´sume´, pour effectuer la mise a` jour de l’information extrinse`ques des c va-
riables v
(m)
t a` une ite´ration donne´e, il faut utiliser |EP | ope´rateurs R et effectuer
|EP |λ′(1) additions de nombres re´els. Nous mentionnons qu’il est possible d’ame´liorer
le comportement du de´codeur ite´ratif lorsque nous ponde´rons l’e´quation (4.12) a` l’aide
d’un facteur de ponde´ration w, 0 < w ≤ 1. Cette technique a e´te´ utilise´e dans (Cardi-
nal, 2001) et dans grand nombre de travaux. De sorte, que le calcul de l’information
extrinse`que obtenu par l’e´quation (4.12) devient :
m
(ℓ)
v
(m)
i ,c
(n)
i+αm,n
= w
m(0)
v
(m)
i
+
(c−b)∑
s=1
s 6=m
m
(ℓ−1)
c
(s)
i+αm,s
,v
(m)
i
 (4.18)
En utilisant cette me´thode, pour chacune des ite´rations, nous devons ajouter |EP |
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ponde´rateurs, car nous devons ponde´rer les |EP | messages extrinse`ques associe´s aux c
noeuds variables v
(m)
t . Avec cette me´thode, la de´termination du coefficient w devient
primordial dans le but de minimiser la probabilite´ d’erreur a` une ite´ration donne´e.
Dans (Cardinal, 2001) ce coefficient a e´te´ e´value´ a` l’aide de re´seaux neuronaux sans
toutefois donner des re´sultats qui concordent avec les re´sultats pratiques. Depuis
ces travaux, des chercheurs se sont attarde´s au proble`me associe´ a` l’e´valuation du
parame`tre w. Dans (Chen et Fossorier, 2002) et (Kim et Park, 2004) on retrouve deux
me´thodes qui permettent d’e´valuer ce parame`tre. Nous mentionnons que les re´sultats
obtenus avec les codes RCDO semblent concorder avec les re´sultats propose´s dans
(Kim et Park, 2004) pour les codes en blocs LDPC. Nous mentionnons que la valeur
pratique w = 0.82 a e´te´ utilise´e pour ge´ne´rer tous les re´sultats de cette the`se.
4.2.2 De´lai de de´codage
Un parame`tre important lors du choix d’un code correcteur d’erreur est le de´lai
tole´re´ pour pouvoir avoir une estimation sur les symboles d’information transmis
par la source. Pour le de´codeur pre´sente´ pre´ce´demment, le de´lai de de´codage est
proportionnel au nombre d’ite´rations effectue´es ainsi qu’au nombre de symboles que
nous devons enregistrer pour pouvoir calculer les valeurs extrinse`ques des symboles
de´code´s. Le nombre de symboles que l’on doit accumuler pour calculer l’information
extrinse`que a` une ite´ration donne´e est de c(ms+1) symboles. Au total si nous utilisions
L de´codeurs, nous devrions accumuler Lc(ms+1) symboles. Si tous les calculs peuvent
eˆtre effectue´s en paralle`le pour chacun des de´codeurs alors on doit attendre L(ms+1)
unite´s de temps avant de pouvoir prendre une de´cision finale sur le vecteur de messages
provenant du canal m
(0)
vi−Lms
.
4.2.3 Me´moire ne´cessaire a` la re´alisation d’une ite´ration du
de´codeur ite´ratif
Pour calculer l’information extrinse`que des symboles a` la sortie d’un e´tage du
de´codeur ite´ratif, nous devons enregistrer un certain nombre de valeurs. En nous
re´fe´rant a` l’e´quation (4.18), nous pouvons remarquer que nous devons enregistrer en
me´moire les messages provenant du canal m
(0)
v
(m)
i−ℓms
, car le calcul de l’information ex-
trinse`que par rapport a` une variable donne´e ne´cessite les messages initiaux provenant
du canal. Lorsque nous e´valuons l’information extrinse`que par rapport au symbole
57
v
(m)
i−ℓ ms
, on observe qu’il faut avoir accumule´ cℓ(ms+1) messages provenant du canal.
Ces valeurs sont enregistre´es dans c registres a` de´calage en paralle`le. Pour chacune
des ite´rations, chacun des c registres a` de´calage doit pouvoir contenir (ms + 1) mes-
sages. C’est-a`-dire que pour une ite´ration donne´e on doit donc avoir c(ms+1) unite´s
de me´moire pour stocker ces nombres re´els. De plus, comme nous l’avons montre´,
pour chaque variable v
(m)
i−ℓ ms
estime´e nous devons stocker en me´moire un message ex-
trinse`que par areˆte incidente au noeud v
(m)
i−ℓ ms
, c’est-a`-dire que l’on doit enregistrer
d(v
(m)
i−ℓ ms
) valeurs extrinse`ques par symbole de´code´. Comme nous de´codons c symboles
simultane´ment et que le nombre d’e´le´ments de me´moires ne´cessaires a` l’e´valuation des
messages extrinse`que mis a` jour de´pend du degre´ de chacun des noeuds variables, le
nombre total de me´moires ne´cessaires pour stocker les valeurs extrinse`ques retourne´es
par la racine vers les noeuds de contraintes est de´finie par :
mext =
c∑
m=1
d(v
(m)
i−ℓms
) (4.19)
= |EP | (4.20)
il s’ensuit que pour chaque vecteur initial de c composantes re´elles m
v
(0)
i−ℓms
, nous
devons conserver |Ep| messages extrinse`ques. Par conse´quent, la me´moire totale mTot
pour une ite´ration de de´codage peut s’exprimer par l’e´quation (4.21).
mTot = (|EP |+ c)(ms + 1) (4.21)
Si l’on effectue L ite´rations lors du de´codage alors l’ensemble des de´codeurs utilise´s
ne´cessite un total de L(|EP |+ c)(ms + 1) unite´s de me´moires.
4.3 Conclusion
Suite a` l’analyse pre´sente´e dans ce chapitre, nous pouvons revoir le de´codeur
ite´ratif dans son ensemble comme e´tant une structure compose´e de (|EP |+c) registres
a` de´calage en paralle`le chacun pouvant contenir L(ms+1) nombres re´els ou`, L proces-
seurs inde´pendants effectuent la mise a` jour simultane´ment de messages extrinse`ques.
Pour faire la mise a` jour de ces messages, chaque processeur doit lire certaines valeurs
dans les (|EP | + c) registres a` de´calage qui constituent le de´codeur. Les valeurs lues
par le ℓ−ie`me processeur permettent le calcul des mises a` jour de l’information ex-
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trinse`que associe´es aux c symboles v
(m)
i−ℓ ms
, m ∈ {1, . . . , c}, ℓ ∈ {1, . . . ,L}. Le nombre
de messages extrinse`ques calcule´s par un processeur pour l’ensemble des c symboles
v
(m)
i−ℓ ms
ne´cessite le calcul de |EP | messages extrinse`ques. L’e´valuation de ces |EP |
messages extrinse`ques requiert que chaque processeur doit inte´grer |EP | ope´rateurs
R ainsi que |EP | ponde´rateurs en plus de pouvoir effectuer |EP |λ′(1) sommes de
nombre re´els.
La dernie`re analyse nous permet de constater d’une part que tout ce qui a trait aux
calculs lors du de´codage de´pend uniquement des parame`tres associe´s aux protographes
des codes RCDO. D’autre part, nous pouvons aussi remarquer que les conditions
d’orthogonalite´ impose´es aux codes RCDO qui influencent la valeur ms se re´percutent
indirectement sur la me´moire totale ainsi que sur la latence totale associe´e au de´codage
des symboles d’information. Le nombre d’ite´rations influence le nombre de processeurs
requis par le de´codeur ite´ratif ainsi que la me´moire et la latence de de´codage. Notre
contribution dans ce chapitre re´side dans l’analyse effectue´e, ce qui nous permet de
rechercher des protographes qui correspondent aux codes RCDO et qui satisfont les
spe´cifications mate´rielles.
59
Chapitre 5
Limites asymptotiques associe´es
aux performances d’erreur des
codes RCDO
Cette section de la the`se traite des limites asymptotiques, a` faibles rapports si-
gnal, des performances d’erreur associe´es aux codes convolutionnels LDPC a` temps-
invariant. Plus spe´cifiquement, nous analysons celles associe´es aux codes convolution-
nels re´cursifs doublement orthogonaux. Comme nous l’avons indique´ au chapitre 2,
il est possible de de´terminer une valeur du rapport signal sur bruit (Eb
N0
)∗, appele´e
le seuil, a` partir duquel l’algorithme de de´codage ite´ratif permet de faire converger
the´oriquement la probabilite´ d’erreur vers 0 lorsque le graphe biparti du code correc-
teur d’erreur ne contient pas de cycles. Cette valeur de´pend essentiellement du type
de canal de transmission, et de la distribution des areˆtes dans le graphe biparti des
codes correcteurs d’erreur.
L’objectif de la premie`re partie du chapitre est donc de trouver des paires de
distributions (λ, ρ) adapte´es aux codes convolutionnels RCDO que nous avons de´finis
au Chapitre 3. Les paires de distributions pre´sente´es sont celles qui s’approchent le
plus pre`s, a` ce jour, de la capacite´ associe´e au canal binaire a` effacement et au canal
binaire avec bruit additif blanc et gaussien.
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5.1 Seuils de convergence des codes RCDO pour
le canal binaire syme´trique a` effacement
Le canal binaire a` effacement (BEC) fut pre´sente´ en 1954 par P. Elias purement a`
titre d’exemple the´orique d’un canal de communications. De nos jours, le canal BEC
peut servir a` mode´liser plusieurs sce´narios re´els de communications. Par exemple,
lorsqu’un paquet de donne´es est transmis dans le re´seau Internet, il peut eˆtre rec¸u
correctement ou bien il peut eˆtre de´clare´ efface´ au re´cepteur. Si tel est le cas, le
re´cepteur demande une retransmission du paquet de donne´es de la part de l’e´metteur.
Ce faisant, l’application qui traite les donne´es rec¸oit toujours des donne´es correctes
et exemptes d’erreur. La Figure 5.1 pre´sente le canal BEC, ou` la sortie E repre´sente
un effacement.
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Figure 5.1 Canal binaire a` effacement.
Dans (Richardson et Urbanke, 2001a), il est montre´ que pour un canal binaire a` ef-
facement ayant une probabilite´ d’effacement ǫ, la probabilite´ d’observer un effacement
a` l’ite´ration ℓ peut eˆtre exprime´e par la relation :
pℓ = ǫλ(1− ρ(1− pℓ−1)), ℓ ≥ 1 (5.1)
ou` pℓ et pℓ−1 repre´sentent les probabilite´s d’effacement aux ite´rations ℓ et (ℓ − 1)
respectivement, ℓ ∈ {1, . . . ,L}. Et ou` les polynoˆmes,
λ(x) =
dλ∑
j=2
λjx
j−1 et ρ(x) =
dρ∑
j=2
ρjx
j−1 (5.2)
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repre´sentent la paire de distributions (λ, ρ) qui de´crit le graphe biparti du code convo-
lutionnel re´cursif conside´re´, la fraction λj (ρj) repre´sentant la proportion des areˆtes
incidentes aux noeuds variables (contraintes) de degre´s j dans le graphe du code.
La valeur p0 utilise´e dans l’e´quation (5.1) repre´sente la probabilite´ d’effacement
initiale qui est e´gale a` ǫ, c’est-a`-dire, celle du canal a` effacement. Cette e´quation
re´cursive nous indique l’e´volution de la probabilite´ d’effacement lorsque le de´codage
de l’information est effectue´ a` l’aide d’un algorithme ite´ratif a` passage de messages
a` partir d’un graphe biparti sans cycle de´fini par une paire de distributions λ(x) et
ρ(x).
La valeur du seuil ǫ∗, qui est associe´ a` un ensemble de codes convolutionnels
re´cursifs posse´dant une paire de distributions (λ, ρ), repre´sente donc la plus grande
valeur initiale p0, qui permet de faire tendre la probabilite´ d’effacement pℓ vers ze´ro
lorsque nous effectuons un nombre d’ite´rations qui tend vers l’infini,
lim
ℓ→∞
pℓ → 0
La valeur de ce seuil est donc comprise dans l’intervalle [0, ǫSh], ou` ǫSh repre´sente la
capacite´ de Shannon pour un canal a` effacement. Pour ce type de canal de communi-
cation, ǫSh est e´gal a` 1− r, ou` r de´signe le taux de codage des codes convolutionnels
conside´re´s. Notons que la valeur ǫ∗ doit donc eˆtre force´ment infe´rieure ou e´gale a` la
limite de Shannon ǫSh, car il n’est pas possible d’offrir un taux de transmission de
l’information au-dela` de cette limite tout en faisant tendre la probabilite´ d’effacement
the´orique vers ze´ro (Gallager, 1968). L’exemple suivant illustre le me´canisme pre´sente´
ci-dessus pour rechercher la valeur du seuil qui correspond aux codes LDPC re´guliers
posse´dant une paire de distribution (λ, ρ).
Exemple 5.1- Pour cet exemple, nous conside´rons un canal BEC et nous
cherchons a` e´valuer la valeur du seuil ǫ∗, qui est associe´e a` l’ensemble des
codes convolutionnels re´cursifs dont le graphe biparti de Tanner est de´fini
par la paire de distributions (3, 6). Sachant que la capacite´ de Shannon
pour ce canal et donne´e par ǫSh = 1−r et que le taux de codage des codes
conside´re´s est de 1/2 on en de´duit que ǫSh = 1/2. Il s’ensuit que la valeur
du seuil recherche´e ǫ∗ est comprise dans l’intervalle [0, 1/2]. En utilisant
l’e´quation (5.1) nous pouvons e´valuer la probabilite´ d’effacement the´orique
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associe´e a` chacune des ite´rations effectue´es par le de´codeur ite´ratif.
Supposons a priori que la probabilite´ d’effacement du canal ǫ est e´gale a`
0.46. Par conse´quent, la probabilite´ d’effacement the´orique a` la premie`re
ite´ration p1 est e´gale a` ǫλ(1 − ρ(1 − p0)), ou` p0 prend la valeur ǫ. De`s
lors, la valeur p1 est donne´e par l’e´quation 0.46(1− (1−0.46)5)2 = 0.4187.
A` la suite de la seconde ite´ration, la probabilite´ d’effacement p2 devient
e´gale a` 0.46(1 − (1 − 0.4187)5)2 = 0.401. En continuant les calculs, nous
pouvons constater qu’a` partir de la seizie`me ite´ration la probabilite´ d’ef-
facement devient e´gale a` 0.3789 et demeure constante pour toutes les
ite´rations subse´quentes effectue´es par le de´codeur ite´ratif. Nous remar-
quons donc avec cet exemple, que l’ensemble des codes convolutionnels
re´cursifs de´finis par la paire de distributions (x2, x5) ne permet pas de
faire tendre la probabilite´ d’effacement vers ze´ro lorsque la probabilite´
d’effacement associe´e au canal est e´gale a` 0.46.
Cependant, si nous conside´rons une probabilite´ d’effacement initiale e´gale,
par exemple a` ǫ = 0.4294, nous pouvons calculer la probabilite´ d’efface-
ment the´orique comme nous venons de le faire pre´ce´demment, c’est-a`-
dire p0 = 0.4294, p1 = 0.3790, . . . , p50 = 0.2703, . . . , p483 = 0.0017, p484 =
0.000029567. Comme nous pouvons le constater lorsque ǫ = 0.4294, la
probabilite´ d’effacement tend vers ze´ro au fur et a` mesure que le nombre
d’ite´rations augmente. La Figure 5.2 montre l’e´volution de la probabi-
lite´ d’effacement pℓ en fonction du nombre d’ite´rations effectue´es par le
de´codeur ite´ratif pour diffe´rentes valeurs de ǫ lorsque le graphe biparti de
Tanner est de´crit par la paire de distributions (x2, x5). Les re´sultats in-
dique´s par cette figure nous montrent que la probabilite´ d’effacement tend
vers une constante pour l’ensemble des valeurs ǫ supe´rieures a` 0.4294. Ce-
pendant, lorsque la valeur initiale ǫ est infe´rieure ou e´gale a` 0.4294 nous
constatons que pℓ tend vers ze´ro. La valeur du seuil ǫ
∗ est donc de´finie
comme e´tant la plus grande valeur nume´rique ǫ qui permet de faire tendre
la probabilite´ d’effacement vers ze´ro. Dans cet exemple, cette valeur est
e´gale a` 0.4294. On remarque alors que l’ensemble des codes convolution-
nels re´cursifs de´fini par la paire de distributions (x2, x5) peut au mieux
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Figure 5.2 E´volution de la probabilite´ d’effacement pℓ en fonction du
nombre d’ite´rations ℓ effectue´es par le de´codeur ite´ratif.
s′approcher a` 14.12 % de la capacite´ de Shannon.
5.1.1 Paires de distributions adapte´es aux codes RCDO pour
le canal binaire a` effacement
La question de recherche a` laquelle nous tentons de re´pondre dans cette section
est la suivante. Existe-t-il des paires de distributions adapte´es aux codes convolution-
nels re´cursifs doublement orthogonaux qui permettent de s’approcher de la limite de
Shannon pour le canal BEC? L’objectif que nous nous sommes fixe´s est donc de trou-
ver des paires de distributions (λ, ρ) adapte´es aux matrices de controˆle HT(D) des
codes convolutionnels re´cursifs de taux de codage r = b/c, pour lesquelles la valeur
du seuil de convergence de l’algorithme ite´ratif s’approche de la valeur de la capacite´
de Shannon. Dans cette the`se, nous avons effectue´ une recherche exhaustive des cas
possibles pour des graphes bipartis correspondant aux codes en question et dont le
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degre´ des noeuds variables est infe´rieur a` seize et pour lesquels le taux de codage est
e´gal a` 1/2. C’est-a`-dire que nous avons recherche´ des paires de distributions (λ, ρ)
pour des matrices de controˆle HT(D) de dimensions c× (c− b), 4 ≤ b ≤ 15 et c = 2b.
Nous rappelons a` la suite du chapitre 2, que les matrices de controˆle qui de´finissent
les codes convolutionnels re´cursifs doublement orthogonaux sont celles repre´sente´es
par l’e´quation (5.3).
HT(D) =

h1,1D
α1,1 . . . h1,(c−b)D
α1,(c−b)
h2,1D
α2,1 . . . h2,(c−b)D
α2,(c−b)
...
...
hb,1D
αb,1 . . . hb,(c−b)D
αb,(c−b)
hb+1,1D
αb+1,1 . . . hb+1,(c−b)D
αb+1,(c−b)
...
...
hc,1D
αc,1 . . . hc,(c−b)D
αc,(c−b)

(5.3)
Comme il a e´te´ de´montre´ dans (Richardson et Urbanke, 2001a) pour s’approcher de la
capacite´ du canal, les graphes bipartis de Tanner de´finissant les codes convolutionnels
re´cursifs doivent contenir des noeuds variables de degre´ au moins e´gal a` deux. Ceci
se traduit obligatoirement dans notre recherche des paires de distributions pour les-
quelles correspondent une matrice de controˆle HT(D) qui posse`de un certain nombre
de lignes ayant au moins deux e´le´ments non-nul. De plus, en conside´rant la conjecture
pre´sente´e dans (Luby et al., 2001) nous n’avons limite´, le de´veloppement du polynoˆme
ρ(x) qu’a` deux termes, soit ρ(x) = ρix
i−1 + ρi+1x
i, ou` 2 ≤ i ≤ c. Les valeurs choisies
repre´sentent des valeurs pratiques qui nous ont permis d’effectuer la recherche des
graphes bipartis RCDO offrant le meilleur seuil possible dans un temps de recherche
raisonnable.
Les Tableaux 5.1 et 5.2 pre´sentent les meilleures paires de distributions que nous
avons obtenues suite a` notre recherche. Chaque colonne des tableaux indique la
meilleure paire de distributions (λ, ρ) que nous avons trouve´e pour la taille de la
matrice de controˆle indique´e.
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Tableau 5.1 Paire de distributions adapte´e aux codes RCDO de taux de codage
r = b/c e´gal a` 1/2 pour le canal BEC, 4 ≤ b ≤ 10. On indique aussi pour chaque
paire de distributions, la valeur du seuil ǫ∗, ainsi que la diffe´rence entre la capacite´
de Shannon et la valeur du seuil ∆ǫ.
λi | ρi Dimensions de H
T(D) : c× (c− b)
8× 4 10× 5 12× 6 14× 7 16× 8 18× 9 20× 10
λ2 0.4545 0.4 0.4 0.3810 0.3673 0.3509 0.3385
λ3 0.1714 0.2371 0.2857 0.3061 0.2632 0.2769
λ4 0.5455 0.0526
λ5 0.4286
λ6 0.3429 0.0923
λ7 0.3333
λ8 0.3265
λ9 0.3152 0.1385
λ10 0.1538
ρ5 0.4545 0.1429 0.1429
ρ6 0.5455 0.8571 0.8571 1 0.8571 0.6316 0.4615
ρ7 0.1429 0.3684 0.5385
|EP | 22 35 35 42 49 57 65
ǫ∗ 0.4632 0.4675 0.4736 0.4785 0.4806 0.4831 0.4849
∆ǫ 0.0368 0.0325 0.0264 0.0215 0.0194 0.0169 0.0151
La Figure 5.3 synthe´tise les re´sultats importants que nous pouvons de´gager des
re´sultats obtenus. Cette figure nous indique les valeurs des seuils obtenues en fonction
du degre´ maximum des noeuds variables dans le protographe des codes convolution-
nels re´cursifs RCDO de taux de codage 1/2. Le premier constat que nous pouvons
observer est qu’une augmentation du degre´ des noeuds variables permet d’approcher
la valeur du seuil de convergence the´orique ǫ∗ vers la limite de Shannon qui est de 1/2.
Nous pouvons aussi noter que la paire de distributions trouve´e, qui offre le meilleur
seuil a` ce jour, n’est seulement qu’a` environ 2% de cette limite. Il est donc naturel
de se poser la question suivante. Existe-t-il des paires de distributions adapte´es aux
codes RCDO qui offrent de meilleurs seuils que ceux trouve´s ? La re´ponse a` cette
question demeure un proble`me ouvert. Mais la re´ponse est probablement positive, car
nous n’avons parcouru qu’une petite portion du spectre des solutions possibles e´tant
donne´ que nous avons limite´ le nombre de termes qui de´crit le polynoˆme ρ(x).
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Tableau 5.2 Paire de distributions adapte´e aux codes RCDO de taux de codage
r = b/c e´gal a` 1/2 pour le canal BEC, 11 ≤ b ≤ 15. On indique aussi pour chaque
paire de distributions, la valeur du seuil ǫ∗, ainsi que la diffe´rence entre la capacite´
de Shannon et la valeur du seuil ∆ǫ.
λi | ρi Dimensions de H
T(D) : c× (c− b)
22× 11 24× 12 26× 13 28× 14 30× 15
λ2 0.3443 0.3171 0.3076 0.3030 0.2963
λ3 0.2432 0.2560 0.2637 0.2424 0.25
λ4 0.0541
λ5 0.0610 0.1010
λ6 0.0811 0.0732 0.0659 0.1111
λ7 0.0769 0.0707 0.0648
λ8
λ9
λ10
λ11 0.2973
λ12 0.2927
λ13 0.2857
λ14 0.2828
λ15 0.2778
ρ6 0.2432 0.1463
ρ7 0.7468 0.8537 1 0.9192 0.7778
ρ8 0.0808 0.2222
|EP | 74 82 91 99 108
ǫ∗ 0.4868 0.4883 0.4890 0.4897 0.4903
∆ǫ 0.0132 0.0117 0.0110 0.0103 0.0097
Nous pouvons aussi ajouter, qu’il est pre´fe´rable de conside´rer l’ensemble des codes
convolutionnels RCDO dont le graphe biparti est irre´gulier. A` titre comparatif, nous
avons e´value´ les seuils correspondant aux codes re´cursifs dont le graphe biparti est
re´gulier. Les re´sultats obtenus sont rapporte´s au Tableau 5.3. Comme nous pouvons
le constater l’ensemble des codes RCDO re´guliers qui s’approchent le plus pre`s de la
limite de Shannon est celui cite´ a` l’exemple 5.1, ou` λ(x) = x2 et ρ(x) = x5. De plus,
nous pouvons remarquer que tous les seuils associe´s aux codes RCDO irre´guliers des
Tableaux 5.1 et 5.2 offrent un gain de codage substantiel en comparaison avec la paire
de distributions re´gulie`re e´tudie´e a` l’exemple 5.1. D’ou` l’importance du choix de la
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paire de distributions (λ, ρ) des areˆtes dans le protographe d’un code.
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Figure 5.3 Meilleurs seuils trouve´s ǫ∗ en fonction du degre´ maximum alloue´ aux
noeuds variables pour les codes RCDO de taux de codage r = 1/2 pour le cas du
canal binaire a` effacement.
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Tableau 5.3 Paire de distributionss adapte´e aux codes RCDO re´guliers de taux de
codage r = b/c e´gal a` 1/2 pour le canal BEC. Aussi indique´ pour chaque paire de
distributions, la valeur du seuil ǫ∗, le nombre d’areˆtes composant le protographe |EP |
ainsi que la diffe´rence entre la capacite´ de Shannon et la valeur du seuil ∆ǫ.
(xdλ−1, xdρ−1) seuil (ǫ∗) ∆ǫ (ǫSh − ǫ∗)
(x2, x5) 0.4294 0.0706
(x3, x7) 0.3834 0.1166
(x4, x9) 0.3416 0.1584
5.1.2 Re´sultats de simulations des codes RCDO pour le canal
binaire a` effacement
Dans cette section, nous pre´sentons les re´sultats de simulations par ordinateur
de la performance d’erreur des codes convolutionnels re´cursifs doublement ortho-
gonaux de taux de codage 1/2, lorsqu’un canal binaire a` effacement est conside´re´
pour mode´liser la transmission de l’information. Les codes convolutionnels double-
ment orthogonaux ge´ne´re´s ve´rifient tous une des paires de distributions obtenues au
Tableau 5.1.
Notons que les quatres codes dont nous pre´sentons les re´sultats sont tous de taux
de codage r = b/c ou` c = 2b et b ∈ {4, 6, 8, 10}. De plus, pour alle´ger le texte, toutes
les matrices de controˆle que nous avons ge´ne´re´es pour ces quatre codes convolutionnels
re´cursifs sont pre´sente´es a` l’AnnexeC.
Exemple 5.2- A` titre d’illustration, l’e´quation (5.4) pre´sente la matrice
de controˆle du code RCDO de taux de codage r = 4/8, qui posse`de huit
lignes et quatre colonnes. La paire de distributions qui correspond a` cette
matrice est celle de´finie par les polynoˆmes λ(x) = 0.4545x+ 0.5454x3 et
ρ(x) = 0.4545x4 + 0.5455x5.
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HT(D) =

D100 D86 D55 D83
D51 D11 0 0
D74 0 0 D15
D37 D78 D82 D19
1 0 D41 0
D34 1 D17 D54
0 D23 1 0
0 0 D94 1

(5.4)
En fait, les coefficients de ces polynoˆmes correspondent aux valeurs in-
dique´es dans la premie`re colonne du Tableau 5.1. Comme nous pouvons
le constater pour cette paire de distributions, le protographe associe´ au
code posse`de vingt-deux areˆtes ce qui correspond au nombre d’e´le´ments
non nuls de la matrice HT(D) du code RCDO. Pour ge´ne´rer une matrice
de controˆle qui re´pond a` cette paire de distributions, il suffit de ge´ne´rer
une matrice de controˆle qui posse`de nvj lignes posse´dant j e´le´ments non
nuls et nck colonnes avec k e´le´ments non-nul, 2 ≤ j ≤ c et 1 ≤ k ≤ (c− b).
Les valeurs nvj et n
c
k sont de´finies par :
nvj =
|EP |λj
j
et nck =
|EP |ρk
k
(5.5)
Une matrice de controˆle qui correspond a` cette paire de distributions est
celle de l’e´quation (5.6). Pour cette matrice, il y a : nv2 = 5 lignes posse´dant
deux e´le´ments non nuls, et nv4 = 3 lignes posse´dant quatre e´le´ments non
nuls. De meˆme, il y a nc5 = 2 colonnes qui posse`dent cinq e´le´ments non nuls,
et nc6 = 2 colonnes avec six e´le´ments non nuls. Cette matrice de controˆle,
sous cette forme ne re´pond pas a` la de´finition de la double orthogonalite´
des codes convolutionnels re´cursifs pre´sente´e au chapitre pre´ce´dent. Pour
obtenir un code RCDO, il suffit de s’assurer que les valeurs entie`res αm,n de
la matrice de l’e´quation (5.6) re´pondent a` la de´finition des codes RCDO.
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HT(D) =

Dα1,1 Dα1,2 Dα1,3 Dα1,4
Dα2,1 Dα2,2 0 0
Dα3,1 0 0 Dα3,4
Dα4,1 Dα4,2 Dα4,3 Dα4,4
1 0 Dα5,3 0
Dα6,1 1 Dα6,3 Dα6,4
0 Dα7,2 1 0
0 0 Dα8,3 1

(5.6)
Une solution possible est la matrice de controˆle pre´sente´e a` l’e´quation
(5.4). En se re´fe´rant au tableau 5.1, pour ce code RCDO le seuil the´orique
de convergence de l’algorithme de de´codage est donc e´gal a` 0.4632.
A` la Figure 5.4, nous pre´sentons les performances de quatre codes RCDO de taux
de codage 4/8, 6/12, 8/16 et 10/20 auxquels correspondent les seuils indique´s au
tableau 5.4.
Tableau 5.4 Valeurs des seuils correspondant aux diffe´rents codes de la Figure 5.4.
r me´moire (ms) seuil (ǫ
∗) ∆Sh
4/8 100 0.4632 0.0368
6/12 149 0.4736 0.0264
8/16 199 0.4806 0.0194
10/20 300 0.4849 0.0151
A` titre de comparaison, nous avons aussi simule´ les performances d’effacement
d’un code convolutionnel re´cursif syste´matique de taux de codage 4/8 pour lequel les
positions des connexions du codeur convolutionnel ont e´te´ ge´ne´re´es de fac¸on ale´atoire.
Pour assurer une comparaison e´quitable avec le code RCDO de taux de codage 4/8,
nous avons utilise´ la matrice de controˆleHT(D) pre´sente´e a` l’e´quation (5.6), mais sans
exiger que les valeurs αm,n rencontrent la de´finition de la double orthogonalite´. De
plus, nous nous sommes assure´s que la valeur de la me´moire du plus grand registre
a` de´calage ms soit identique et e´gale a` 100 pour les deux codeurs convolutionnels
re´cursifs. Comme nous l’avons pre´sente´ au chapitre pre´ce´dent, cette pre´caution fait
en sorte que les deux de´codeurs ite´ratifs introduisent la meˆme latence de de´codage.
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Les re´sultats de simulations pre´sente´s a` la Figure 5.4, a` la quarantie`me ite´ration,
nous montrent clairement l’avantage d’imposer la double orthogonalite´. Le code RCDO
de taux de codage r = 4/8 offre de meilleures performances que celles du code pour
lequel la position des connexions fut ge´ne´re´e de fac¸on ale´atoire. Ceci peut s’expliquer
par l’introduction de plus petits cycles dans la structure du graphe biparti associe´e
au code convolutionnel re´cursif ale´atoire.
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Figure 5.4 Re´sultats de simulations pour quatres codes RCDO de taux de codage 1/2
pour le canal binaire a` effacement. Le nombre d’ite´rations effectue´s par le de´codeur
ite´ratif e´gal a` quarante.
De plus, nous pouvons aussi constater qu’il existe un e´cart entre les diffe´rents
seuils obtenus et les re´sultats simule´s. Pour tous les codes pre´sente´s, l’e´cart le plus
grand qui se´pare la valeur du seuil the´orique a` la valeur du plancher d’effacement est
d’environ 10%. Cet e´cart peut s’expliquer par le fait que les codes RCDO contiennent
des cycles de longueur 10, mais que la valeur du seuil calcule´e the´oriquement fait
abstraction de ces cycles dans le graphe biparti des codes. Par exemple, le code RCDO
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de taux de codage r = 10/20 offre des performances qui se situent a` environ 9% de
la limite de Shannon tandis que le re´sultat the´orique qui est associe´ a` cette paire
de distribution est a` environ 3% de cette limite. Ne´anmoins, meˆme s’il persiste un
e´cart entre les re´sultats the´oriques et les expe´riences nume´riques, il demeure que les
seuils trouve´s restent un bon indicateur de la convergence des codes RCDO. C’est-
a`-dire, qu’il devient maintenant possible de classer les performances du de´codeur
ite´ratif des codes RCDO en fonction du seuil trouve´ the´oriquement. En effet, on
constate que les re´sultats obtenus par simulations suivent la meˆme tangente que les
re´sultats the´oriques, c’est-a`-dire que les codes RCDO irre´guliers qui posse`dent un
graphe biparti dont le degre´ des noeuds variables est e´leve´ sont plus performants que
ceux qui posse`dent un graphe biparti dont le degre´ des noeuds variables est faible.
Les re´sultats obtenus nous permettent aussi de remarquer un autre phe´nome`ne qui
est celui du plancher d’effacement. Pour tous les codes RCDO pre´sente´s, un plancher
d’effacement apparaˆıt. La cause de ce plancher provient de certains sous-graphes
induits qui composent le graphe biparti des codes. Ces sous-graphes induits sont
appele´s ensembles d’arreˆt, stopping sets. En fait, ces ensembles d’arreˆt empeˆchent
l’algorithme ite´ratif de converger vers une probabilite´ d’effacement qui tend vers ze´ro,
laissant un certain nombre de symboles efface´s. Nous concluons la discussion sur ce
sujet, en mentionnant que nos re´sultats laissent croire qu’augmenter la valeurms ainsi
que les dimensions de la matrice de controˆle HT(D) peuvent permettre la diminution
de ce plancher d’effacement. Comme l’e´tude des ensembles d’arreˆt ne fait pas partie
de cette the`se, nous re´fe´rons donc le lecteur inte´resse´ par ce sujet aux articles suivants
(Orlitsky et al., 2005) et (Richter et Hof, 2006).
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5.2 Seuils de convergence des codes RCDO pour le
canal binaire syme´trique a` bruit additif blanc
et gaussien
Dans cette section, nous conside´rons l’utilisation de codes RCDO, mais cette fois-
ci lorsque la transmission de l’information s’effectue dans un canal binaire syme´trique
a` bruit additif blanc et gaussien (AWGN), ou` la sortie du canal est non quantifie´e. Ce
canal de communication repre´sente bien un canal de communication satellitaire, par
exemple. Tout comme pour le canal BEC, nous cherchons a` savoir s’il existe des paires
de distributions (λ, ρ) adapte´es aux protographes des codes RCDO qui permettent
de s’approcher de la limite de Shannon. Comme nous l’avons pre´sente´ au Tableau
2.1 du chapitre 2, la capacite´ de Shannon pour le canal AWGN est une valeur qui
varie en fonction du taux de codage des codes utilise´s. Notre recherche de paires de
distributions pour ce canal se limitera plus particulie`rement aux codes RCDO de taux
de codage 1/3, 1/2 et 2/3.
Contrairement au canal binaire a` effacement, l’analyse de l’e´volution de la proba-
bilite´ d’erreur pour le canal AWGN non quantifie´ est beaucoup plus difficile. L’algo-
rithme utilise´ pour e´valuer la valeur du seuil de convergence de l’algorithme ite´ratif
de de´codage se retrouve dans (Richardson et Urbanke, 2001a) et (Richardson et al.,
2001). Cet algorithme permet d’e´valuer la distribution de probabilite´ associe´e aux
diffe´rents messages e´change´s dans le graphe biparti des codes lors du de´codage. Sans
de´crire les menus de´tails de l’algorithme en question, nous e´nonc¸ons les diffe´rentes
hypothe`ses ainsi que les e´quations qui permettent d’e´valuer la valeur du seuil qui
correspond a` l’ensemble des graphes bipartis sans cycle de´finis par une paire de dis-
tributions (λ, ρ).
5.2.1 Paires de distributions adapte´es aux codes RCDO pour
le canal additif a` bruit blanc et gaussien
Comme nous l’avons e´nonce´ au chapitre 2, l’algorithme utilise´ pour de´coder les
symboles d’information utilise comme mesure le logarithme du rapport de vraisem-
blance (LRV) pour propager sur les areˆtes du graphe biparti des messages qui servent,
d’une ite´ration a` l’autre, a` estimer les diffe´rents symboles d’information. En conside´rant
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un re´cepteur optimal constitue´ de filtres adapte´s aux signaux transmis, et un bruit
additif blanc et gaussien, on peut montrer que la valeur a` la sortie du filtre adapte´
y
(m)
i correspond a` la somme (Lin et Costello, 2004) :
y
(m)
i = x
(m)
i + n
(m)
i (5.7)
ou` x
(m)
i de´pend de la modulation antipodale choisie, x
(m)
i ∈ {−1,+1}, et ou` n(m)i
repre´sente une variable ale´atoire qui posse`de une densite´ de probabilite´ gaussienne de
moyenne nulle et de variance σ2. Par conse´quent, la valeur y
(m)
i repre´sente une variable
ale´atoire qui posse`de une densite´ de probabilite´ fY gaussienne de moyenne x
(m)
i et
de variance σ2. Si nous conside´rons une transmission e´quiprobable des signaux x
(m)
i ,
alors les valeurs LRV utilise´es par le de´codeur ite´ratif sont repre´sente´es par l’e´quation
suivante (Berrou et al., 1993) :
L(y
(m)
i ) = ln
(
fY (y
(m)
i |x(m)i = +1)
fY (y
(m)
i |x(m)i = −1)
)
= ln
exp(−12 (y(m)i −1)2σ2 )
exp(−1
2
(y
(m)
i +1)
2
σ2
)

=
2
σ2
y
(m)
i (5.8)
Ces LRV sont donc des variables ale´atoires gaussiennes, car y
(m)
i ∼ N (±1, σ2). Pour
analyser l’e´volution de la probabilite´ d’erreur durant le processus de de´codage, nous
conside´rons la transmission du mot de code nul, v = 0. C’est-a`-dire, qu’en conside´rant
la re`gle de correspondance :
x
(m)
i = 1− 2v(m)i (5.9)
les signaux a` la sortie du modulateur x
(m)
i prennent toujours la valeur positive +1.
Sous-cette hypothe`se, l’espe´rance mathe´matique de la variable ale´atoire L(y
(m)
i ) est
donc :
E{L(y(m)i )} = E{2
y
(m)
i
σ2
}
=
2
σ2
E{y(m)i }
=
2
σ2
(5.10)
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et la variance de la variable ale´atoire L(y
(m)
i ) est :
var
(
L(y
(m)
i )
)
= var
(
2
σ2
y
(m)
i
)
=
4
σ4
var
(
x
(m)
i + n
(m)
i
)
=
4
σ4
var
(
n
(m)
i
)
=
4
σ2
(5.11)
Les LRV L(y
(m)
i ) peuvent donc eˆtre repre´sente´s par des variables ale´atoires posse´dant
une densite´ de probabilite´ gaussienne de moyenne 2/σ2 et de variance 4/σ2 de´crit par
l’e´quation :
fL(x) =
σ
2
√
2π
exp
(
−σ
2(x− 2
σ2
)2
8
)
(5.12)
c’est-a`-dire, L(y
(m)
i ) ∼ N (2/σ2, 4/σ2). En notant l’e´nergie d’un bit par Eb et en
conside´rant un code correcteur d’erreur de taux de codage e´gal a` r ainsi qu’un bruit
blanc dont la densite´ spectrale bilate´rale est e´gal a` N0
2
il s’ensuit que σ2 = 1
2r
Eb
N0
(Lin
et Costello, 2004).
L’analyse de l’algorithme pre´sente´ dans (Richardson et al., 2001), nous permet
d’e´valuer nume´riquement la densite´ de probabilite´ des messages des noeuds variables
a` l’ite´ration ℓ pour un code qui posse`de un graphe biparti de´fini par une paire de
distributions (λ, ρ). La densite´ de probabilite´ correspondant aux messages des noeuds
variables peut eˆtre obtenue selon la relation ite´rative suivante (Richardson et al.,
2001) :
f
(ℓ)
L (x) = λ
(
Γ−1
(
ρ(Γ(f
(ℓ−1)
L (x)))
))
⊗ f (0)L (x) (5.13)
ou`,
Γ−1
(
ρ(Γ(f
(ℓ−1)
L (x)))
)
= Γ−1
(∑
i
ρi
(
Γ
(
fL(x)
(ℓ−1)
))⊗i−1)
(5.14)
et
λ
(
Γ−1
(
ρ(Γ(f
(ℓ−1)
L (x)))
))
=
∑
i
λi
(
Γ−1
(
ρ(Γ(f
(ℓ−1)
L (x)))
))⊗i−1
(5.15)
ou` ⊗ de´note l’ope´ration de convolution. De plus, f (0)L (x) repre´sente la densite´ de
probabilite´ initiale associe´e aux messages m
(0)
v
(m)
i
utilise´s a` l’entre´e du de´codeur ite´ratif.
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Cette densite´ de probabilite´ correspond a` la densite´ de probabilite´ de la variable
ale´atoire L(y
(m)
i ) donne´e par l’e´quation (5.12). Les fonctions Γ et Γ
−1 de´pendent de
l’ope´rateur utilise´ pour effectuer la mise a` jour des messages au niveau des noeuds
de contraintes et sont de´finies dans (Richardson et Urbanke, 2008). En e´mettant
l’hypothe`se, que le mot de code nul, v = 0, est celui ge´ne´re´ par le code, il s’en suit
que la probabilite´ d’erreur moyenne par bit peut eˆtre exprime´e par (Richardson et al.,
2001) :
p
(ℓ)
b =
∫ 0
−∞
f
(ℓ)
L (x)dx (5.16)
Exemple 5.3- Cet exemple sert a` illustrer sche´matiquement le principe
associe´ aux e´quations (5.13) a` (5.16). La Figure 5.5 correspond a` l’arbre
de calculs utilise´ pour effectuer l’estimation d’un des noeuds variables qui
compose un graphe biparti sans cycle de´fini par la paire de distribution
(λ, ρ). Si nous conside´rons la transmission du mot de code nul, i.e. v = 0,
alors la densite´ de probabilite´ f
(0)
L correspondant aux noeuds variables
a` l’entre´e du de´codeur est repre´sente´e par une distribution gaussienne
de moyenne 2/σ2 et de variance 4/σ2. Cette densite´ de probabilite´, qui
posse`de une moyenne positive, est associe´e aux feuilles de l’arbre. Ces
valeurs sont donc transmises vers un noeud de contrainte qui transmet-
tra vers un noeud variable un message dont la densite´ de probabilite´ est
donne´e par l’e´quation (5.14). Les variables qui rec¸oivent les messages pro-
venant des noeuds de contraintes posse`dent une densite´ de probabilite´
donne´s par l’e´quation (5.13). A` la fin des L ite´rations, la variable estime´e
est donc repre´sente´e par un message ayant une densite´ de probabilite´ e´gale
a` f
(L)
L .
Comme nous supposons la transmission du mot de code nul, une erreur
de de´codage est effectue´e si la variable de´code´e apre`s L ite´rations prend la
valeur binaire 1. La probabilite´ associe´e a` cet e´ve´nement est donc de´crite
par l’e´quation (5.16). Cette e´quation repre´sente en fait l’aire sous la courbe
qui se trouve a` gauche de l’axe y de la densite´ de probabilite´ du message
qui correspond a` la variable estime´e, soit la racine de l’arbre.
E´tant donne´ que la densite´ de probabilite´ associe´e aux messages initiaux
f
(0)
L de´pend uniquement de la variable σ
2, nous nous inte´ressons donc a`
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Figure 5.5 Exemple sche´matique expliquant le fonctionnement de l’algo-
rithme de l’e´volution de la densite´ de la probabilite´ pour un graphe ayant
une paire de distribution (λ, ρ). a) Cas pour lequel la probabilite´ d’erreur
tend vers ze´ro apre`s avoir effectue´ L ite´rations de de´codage. b) Cas pour
lequel la probabilite´ d’erreur tend vers une constante apre`s avoir effectue´ L
ite´rations de de´codage.
la valeur σ2 minimum qui permet de faire tendre vers ze´ro la probabilite´
d’erreur calcule´e a` l’e´quation (5.16). La valeur σ2 correspond a` 1
2r
Eb
N0
et
par conse´quent, nous nous inte´ressons plus particulie`rement a` l’ensemble
des paires de distributions (λ, ρ) pour lesquelles la valeur de Eb
N0
tend vers
la limite de Shannon lorsque l’e´quation (5.16) tend vers 0. La plus petite
valeur de Eb
N0
qui permet la convergence de l’algorithme ite´ratif est donc le
seuil de convergence the´orique (Eb
N0
)∗. Cette valeur posse`de comme borne
infe´rieure, la limite de Shannon.
Les seuils correspondant aux ensembles de codes RCDO re´guliers de taux de
codage r = 1/2, dont les graphes bipartis de Tanner posse`dent tous des noeuds
variables et de contraintes de degre´s constants e´gaux a` dλ et dρ, sont pre´sente´s au
tableau 5.5. Ce tableau montre qu’il n’y a aucune paire de distributions re´gulie`res
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(xdλ−1, xdρ−1) qui permet la convergence de l’algorithme ite´ratif a` passage de messages
a` moins de 0.92 dB de la limite de Shannon. Les seuils obtenus correspondent aussi aux
seuils obtenus par les codes LDPC en blocs re´guliers lorsque ces derniers posse`dent
des graphes bipartis de Tanner ayant comme paires de distributions (xdλ−1, xdρ−1).
A` la Figure 2.7 de la section 2.3 du chapitre 2, nous avons pre´sente´ les per-
formances d’erreur des deux codes RCDO pre´sente´s dans (Cardinal, 2001). Avec la
repre´sentation adopte´e au chapitre 3, nous pouvons repre´senter la matrice de controˆle
HT(D) du code RCDO-A par l’e´quation (5.17).
HT(D) =

1 D299 1 D142 D1135
1 D320 D146 D107 D794
1 D679 D5 D977 D172
D87 D333 1 D106 D310
1 D418 D60 D123 D99
1 D945 D210 D90 D92
D1135 1 D552 D192 1
D39 D296 1 D1003 D97
D387 D198 D193 1 1
D132 D208 D1073 D3 1

(5.17)
E´tant donne´ que cette matrice posse`de cinq e´le´ments non nuls par ligne et dix e´le´ments
non nuls par colonne, il s’ensuit que le protographe associe´ a` ce code est re´gulier et
chaque noeud variable du protographe posse`de un degre´ dλ e´gal a` cinq et chaque noeud
de contraintes posse`de un degre´ dρ e´gal a` dix. Comme nous pouvons le constater a`
la Figure 2.7 du chapitre 2, le code RCDO-A offre des performances d’erreur qui
tendent vers la valeur ze´ro lorsque le rapport Eb
N0
est supe´rieur a` 2.25 dB. En se
re´fe´rant au Tableau 5.5, on constate que le code RCDO-A n’est qu’a` 0.2 dB du
seuil de convergence the´orique associe´ aux protographes re´guliers ayant la paire de
distributions (x4, x9). Avec la repre´sentation adopte´e, nous sommes en mesure pour la
premie`re fois, de de´crire les performances asymptotiques des codes RCDO pre´sente´s
dans (Cardinal, 2001).
Nous rappelons que le code RCDO-B pre´sente´ a` la Figure 2.7 repre´sente le code
RCDO-A pour lequel l’auteur de (Cardinal, 2001) a e´limine´ certaines connexions au
hasard du codeur RCDO-A. Comme nous l’avons de´crit au chapitre 2, le fait d’e´liminer
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Tableau 5.5 Seuils correspondant aux ensembles de codes RCDO re´guliers de taux
de codage 1/2 posse´dant des graphes bipartis de´crit par la paire de distribution
(xdλ−1, xdρ−1).
(dλ, dρ) seuil (dB) ∆Sh (dB)
(3,6) 1.11 0.92
(4,8) 1.54 1.35
(5,10) 2.01 1.82
des connexions fait en sorte que la matrice de controˆle HT(D) de l’e´quation (5.17)
n’est plus constitue´e que d’e´le´ments non nuls. Ce faisant, le protographe qui repre´sente
la matrice de controˆle HT(D) du code RCDO-B est un protographe irre´gulier. Cette
observation va dans le sens des travaux de (Luby et al., 1997) qui montrent que les
graphes bipartis des codes LDPC irre´guliers offrent de meilleurs re´sultats que ceux
obtenus avec les codes LDPC posse´dant un graphe de Tanner re´gulier.
Cette observation nous conduit donc a` la recherche de paires de distributions
(λ, ρ) adapte´es aux codes convolutionnels doublement orthogonaux de taux de codage
r = b/c. Suite aux re´sultats pre´sente´s dans (Richardson et Urbanke, 2001a) et pour
limiter notre recherche, nous avons uniquement recherche´ des paires de distributions
pour lesquelles la distribution ρ(x) peut s’e´crire sous la forme ρ(x) = ρix
i−1 + ρi+1x
i
avec 2 ≤ i ≤ (c− 1). La Figure 5.6 indique les diffe´rentes valeurs de seuils que nous
avons trouve´es en fonction du degre´ maximum des noeuds variables alloue´s dans le
protographe des codes RCDO de taux de codage 1/3, 1/2 et 2/3 (Roy et al., 2010).
Les trois courbes de la figure repre´sentent les diffe´rentes valeurs des seuils pre´sente´es
aux Tableaux 5.6, 5.7 et 5.8. Nous pouvons remarquer que les meilleurs seuils trouve´s,
pour les trois taux de codage, sont a` moins de 0.5 dB de la limite de Shannon. Pour
le cas du taux de codage 1/2, la paire de distributions irre´gulie`re qui offre le meilleur
seuil the´orique permet un gain de codage supple´mentaire d’environ 0.6 dB par rapport
a` la valeur du meilleur seuil pour un code RCDO re´gulier. Nous avons aussi indique´ les
diffe´rents seuils obtenus dans (Richardson et al., 2001) avec des codes LDPC en blocs
de taux de codage r = 1/2. Comme nous pouvons le constater, les seuils obtenus
pour les codes RCDO irre´guliers sont supe´rieurs d’environ 0.1 dB par rapport a`
ceux des codes LDPC en blocs irre´guliers. Ne´anmoins, meˆme si the´oriquement les
matrices de controˆle pour les codes RCDO offrent de moins bons re´sultats que celles
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Figure 5.6 Meilleurs seuils trouve´s en fonction du degre´ maximum alloue´ aux noeuds
variables pour les codes RCDO de taux de codage r = 1/3, 1/2 et 2/3 pour le cas du
canal AWGN.
des codes LDPC irre´guliers pre´sente´s dans (Richardson et al., 2001), il n’en reste
pas moins que la taille des matrices de controˆle des codes RCDO est de beaucoup
infe´rieure a` la dimension des matrices de controˆle des codes LDPC en blocs, qui est
de 1000000 × 500000. La re´duction de la taille de la matrice de controˆle se traduit
en un avantage majeur lorsqu’il faut e´liminer les cycles dans le graphe biparti du
code. De plus, les matrices de controˆle des codes RCDO sont structure´es ce qui n’est
pas ne´cessairement le cas pour les matrices de controˆle associe´es aux codes LDPC
en blocs. Ge´ne´ralement, l’encodage des codes RCDO est beaucoup plus simple que
celui des codes LDPC en blocs non structure´s. Cependant, il existe des me´thodes de
construction des codes LDPC en blocs qui permettent d’incorporer une structure au
sein du code. Souvent ces codes sont appele´s des codes LDPC quasi-cyclique en bloc.
Nous pouvons retrouver de tels exemples de constructions dans (Tanner et al., 2004).
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A` partir de l’analyse sur la complexite´ effectue´e au chapitre 3, nous pouvons ana-
lyser la complexite´ de calculs associe´e aux meilleures paires de distributions (λ, ρ) des
codes RCDO qui se retrouvent aux Tableaux 5.6, 5.7 et 5.8. D’une part, comme nous
l’avons mentionne´ au chapitre 3, la complexite´ lie´e aux calculs de l’information ex-
trinse`que de´pend du nombre d’areˆtes |EP | composant le protographe du code RCDO
ainsi que de la paire de distributions (λ, ρ) correspondant au protographe. Nous avons
montre´ au chapitre pre´ce´dent, qu’a` chaque instant, un processeur doit effectuer un
nombre d’additions de nombres re´els qui est e´gal a` |EP |λ′(1). Nous avons repre´sente´ a`
la Figure 5.7, le nombre d’additions de nombres re´els requis par un processeur en fonc-
tion du seuil obtenu pour chacune des paires de distributions indique´es aux Tableaux
5.6, 5.7 et 5.8. Chaque point sur cette figure correspond a` une paire de distributions
(λ, ρ) qui se retrouve dans l’un de ces tableaux. Nous pouvons remarquer que les
codes RCDO ayant des protographes irre´guliers posse`dent un seuil asymptotique de
de´codage qui s’approche de la limite de Shannon, mais ce seuil est obtenu au prix
d’une croissance substantielle de la complexite´ de calculs.
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Figure 5.7 Nombre d’additions |EP |λ′(1) requises par ite´ration en fonction du seuil
associe´ aux paires de distributions (λ, ρ) des Tableaux 5.6, 5.7 et 5.8.
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Tableau 5.6 Paires de distributions adapte´es aux codes convolutionnels re´cursifs
doublement-orthogonaux de taux de codage r = b/c e´gal a` 1/3, b ∈ {3, 4, 5}, offrant
de bons seuils de convergence pour le canal AWGN. Pour chaque paire de distribution,
le tableau indique la valeur du seuil (Eb
N0
)∗ en decibel ainsi que le nombre d’areˆtes |EP |
constituant le protographe.
λi | ρi Dimensions de HT(D) : c× (c− b)
9 × 6 9 × 6 12 × 8 12 × 8 15 × 10 15 × 10 15 × 10
λ2 0.4167 0.3846 0.4 0.3889 0.3404 0.3333 0.3333
λ3 0.25 0.2308 0.2571 0.25 0.3191 0.3125 0.3125
λ4 0.3333
λ5 0.3846
λ6 0.3429 0.1667
λ7 0.1944 0.1458
λ8 0.3404 0.1667
λ9 0.1875
λ10 0.2083
ρ4 1 0.6154 0.5714 0.4444 0.2553 0.1667 0.1667
ρ5 0.3846 0.4286 0.5556 0.7447 0.8333 0.8333
|EP | 24 26 35 36 47 48 48
(Eb
N0
)∗ 0.2792 0.1827 0.0590 0.0398 -0.0426 -0.0684 -0.1231
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Tableau 5.7 Paires de distributions adapte´es aux codes convolutionnels re´cursifs
doublement-orthogonaux de taux de codage r = b/c e´gal a` 1/2, b ∈ {4, 5, 6, 7, 8, 9, 10},
offrant de bons seuils de convergence pour le canal AWGN. Pour chaque paire de
distribution, le tableau indique la valeur du seuil (Eb
N0
)∗ en decibel ainsi que le nombre
d’areˆtes |EP | constituant le protographe.
λi | ρi Dimensions de HT(D) : c× (c− b)
8 × 4 10 × 5 12 × 6 14 × 7 16 × 8 18 × 9 20 × 10
λ2 0.3333 0.3226 0.3077 0.2979 0.2909 0.2903 0.2857
λ3 0.1935 0.2308 0.2553 0.2727 0.2903 0.2571
λ4 0.6667 0.0572
λ5 0.4839
λ6 0.4615
λ7 0.4468
λ8 0.4364 0.1291 0.1143
λ9 0.2903
λ10 0.2857
ρ6 1 0.7742 0.4615 0.2553 0.1091 0.0968
ρ7 0.2258 0.5385 0.7447 0.8909 0.9032 1
|EP | 24 31 39 47 55 62 70
(Eb
N0
)∗ 0.8172 0.7463 0.6888 0.6305 0.6011 0.4964 0.4813
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Tableau 5.8 Paires de distributions adapte´es aux codes convolutionnels re´cursifs
doublement-orthogonaux de taux de codage r = b/c e´gal a` 2/3, b ∈ {4, 5, 6, 7, 8, 9, 10},
offrant de bons seuils de convergence pour le canal AWGN. Pour chaque paire de
distribution, le tableau indique la valeur du seuil (Eb
N0
)∗ en decibel ainsi que le nombre
d’areˆtes |EP | constituant le protographe.
λi | ρi Dimensions de HT(D) : c× (c− b)
12 × 4 15 × 5 18 × 6 21 × 7 24 × 8 27 × 9 30 × 10
λ2 0.2162 0.2667 0.2456 0.1944 0.1905 0.1875 0.1739
λ3 0.2433 0.4000 0.3684 0.4167 0.4286 0.4375 0.3913
λ4 0.5405 0.0702
λ5 0.3333
λ6 0.3158
λ7 0.3889
λ8 0.3809
λ9 0.3750
λ10 0.4348
ρ9 0.7297 1 0.4737
ρ10 0.2703 0.5263 0.6944 0.4762 0.3125
ρ11 0.3056 0.5238 0.6875 0.4783
ρ12 0.5217
|EP | 37 45 57 72 84 96 115
(Eb
N0
)∗ 1.6143 1.5256 1.4987 1.4534 1.4076 1.3614 1.3427
86
5.2.2 Re´sultats de simulations des codes RCDO pour le canal
binaire AWGN non quantifie´
Dans cette sous-section, nous pre´sentons les re´sultats de simulations par ordinateur
des codes convolutionnels re´cursifs doublement orthogonaux de taux de codage r =
1/4, 1/3, 1/2 et 2/3 pour le canal AWGN. Le de´codeur ite´ratif utilise´ est l’algorithme
a` passage de messages de´crit au chapitre 3. Notons que toutes les matrices de controˆle
des codes RCDO pre´sente´es dans cette section se trouvent a` l’Annexe C.
Dans un premier temps, nous pre´sentons a` la Figure 5.8 les performances d’erreur
d’un code RCDO de taux de codage 1/2 et de me´moire ms e´gal a` 62. Ce code posse`de
une matrice de controˆle HT(D) de dimensions 16× 8 et un graphe biparti de Tanner
dont les noeuds variables et les noeuds de contraintes sont tous de degre´ constant et
e´gal a` 3 et 6 respectivement. Comme nous l’avons pre´sente´ au Tableau 5.5, les codes
convolutionnels RCDO re´guliers de´finis par la paire de distribution (x2, x5) peuvent
au mieux s’approcher a` 0.92 dB de la limite de Shannon, car l’algorithme ite´ratif de
de´codage converge the´oriquement a` 1.11 dB. Comme nous pouvons le voir sur cette
figure, apre`s avoir effectue´ 25 ite´rations, ce code offre des performances d’erreur qui
se situent a` environ 0.5 dB de la valeur du seuil correspondant au graphe biparti.
A` titre de comparaison, nous avons ajoute´ sur cette figure les re´sultats obtenus par
(MacKay, 1999) d’un code en blocs LDPC re´gulier de taux de codage 1/2 posse´dant
une longueur de bloc n e´gale a` 1008 et un graphe biparti de Tanner posse´dant la paire
de distributions (x2, x5). Nous pouvons remarquer sur cette figure que le code RCDO
offre un gain de codage supple´mentaire d’environ 1 dB par rapport au code LDPC
en blocs de Mackay.
Nous pre´sentons aussi sur cette meˆme figure deux autres codes convolutionnels
re´cursifs de taux de codage r = 1/2, mais pour lesquels les e´le´ments αm,n de la matrice
HT(D) ne re´pondent pas comple`tement aux conditions de la double orthogonalite´.
Le premier code re´pond uniquement a` la premie`re condition de la de´finition de la
double orthogonalite´ tandis que le second code ne re´pond qu’aux deux premie`res
conditions de la de´finition de la double orthogonalite´. Il en re´sulte que le premier code
posse`de des cycles de longueur 6 dans son graphe biparti et le second code contient des
cycles de longueur 8. Ces deux codes posse`dent eux aussi comme le code RCDO une
me´moire e´gal a` 62. De cette fac¸on, tous les codes convolutionnels ne´cessitent la meˆme
complexite´ de de´codage ainsi que la meˆme latence. On peut donc remarquer qu’il
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Figure 5.8 Comparaison entre les performances d’erreur de codes convolutionnels
re´cursifs de taux de codage r = 8/16 avec celles d’un code bloc LDPC (MacKay, 1999)
ou` n = 1008. Pour chaque codes, le graphe biparti posse`de la paire de distribution
(x2, x5).
est possible d’obtenir un gain en probabilite´ d’erreur e´quivalent a` environ un ordre
de grandeur pour chacune des conditions de la double orthogonalite´ ve´rifie´es par le
code convolutionnel re´cursif. D’ou` l’avantage des conditions de la double orthogonalite´
pour ge´ne´rer un code convolutionnel re´cursif LDPC.
A` la Figure 5.9, nous pre´sentons les performances d’erreur obtenues par un autre
code RCDO re´gulier de taux de codage 1/2 posse´dant la paire de distribution (x2, x5).
La me´moire ms de ce code est e´gale a` 149 et la matrice de controˆle est de dimen-
sion (30 × 15). D’une part, nous pouvons remarquer que les performances d’erreur
s’ame´liorent d’une ite´ration a` l’autre et qu’elles s’approchent de la valeur du seuil
pour cette paire de distributions. En fait, apre`s 100 ite´rations, les performances d’er-
reur se situent a` moins de 0.1 dB de la valeur du seuil the´orique et offrent un gain
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de codage additionnel par rapport au code RCDO de la Figure 5.8. En revanche, les
quelques dixie`mes de de´cibel gagne´s par ce code se font au de´triment d’une augmen-
tation substantielle de la complexite´ et de la latence associe´e au de´codage lorsqu’on
le compare avec le code RCDO de me´moire 62. Effectivement, le code RCDO pour
lequel la valeur ms est e´gale a` 149 posse`de un protographe ayant 90 areˆtes tandis que
le protographe correspondant au code RCDO avec ms e´gal a` 62 contient 48 areˆtes. Il
s’ensuit que l’imple´mentation d’une ite´ration de de´codage pour le code RCDO ayant
ms = 149 ne´cessite environ 1.87 fois plus d’ope´rateurs R et d’additions de nombres
re´els que l’imple´mentation d’une ite´ration pour le code RCDO ayant ms = 62.
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Figure 5.9 Performances d’erreur de codes RCDO re´guliers (3,6) de taux de codage
15/30 pour plusieurs ite´rations, ms = 149.
A` la Figure 5.10, nous pre´sentons quatre codes RCDO irre´guliers de taux de
codage r = 1/4, 1/3, 1/2 et 2/3. Notons que tous les codes RCDO pre´sente´s sur cette
figure, a` l’exception du code RCDO de taux de codage 1/4, posse`dent un protographe
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dont le degre´ maximum des noeuds variables est e´gal a` 10 et posse`dent les paires de
distributions indique´es dans les Tableaux 5.6, 5.7 et 5.8. Dans le but d’alle´ger le texte,
les matrices de controˆle de ces quatre codes RCDO se trouvent a` l’Annexe C.
Sur cette figure, nous pouvons remarquer que les codes RCDO, dont le proto-
graphe est irre´gulier, peuvent approcher la limite de Shannon. En comparaison avec
le meilleur code S-CDO (Roy et al., 2007), les codes RCDO offrent un gain de codage
asymptotique supple´mentaire d’au moins 1 dB. De plus, moins de 2.2 dB se´parent
les performances d’erreur du code RCDO, r = 1/4, de la limite absolue de Shan-
non. D’autre part, nous pouvons aussi remarquer que le couˆt associe´ a` l’ame´lioration
des performances d’erreur se traduit par une augmentation de la largeur de bande
ne´cessaire pour transmettre les signaux, ainsi que par une augmentation de la com-
plexite´ lors du de´codage, ainsi que par une augmentation de latence lors du de´codage.
En comparaison avec le cas sans codage, pour une probabilite´ d’erreur fixe´ a` 10−5, le
code RCDO ayant r = 1/4 permet la transmission des signaux avec huit fois moins
de puissance, c’est-a`-dire un gain de codage d’environ 9 dB.
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Figure 5.10 Performances d’erreur de codes convolutionnels RCDO irre´guliers de
taux de codage r = 1/4, 1/3, 1/2 et 2/3.
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5.3 Performances d’erreur associe´es aux codes RCDO
re´guliers (3,6) doublement orthogonaux de faible
complexite´s
Suite aux sections pre´ce´dentes, nous avons entrepris la recherche de codes convo-
lutionnels RCDO a` l’aide d’une heuristique permettant la minimisation de la latence
introduite par une ite´ration de de´codage, c’est-a`-dire que nous avons minimise´ la va-
leur ms, qui repre´sente la longueur du plus grand registre a` de´calage qui compose le
codeur convolutionnel. Nous pre´sentons a` l’Annexe B le pseudo-code qui repre´sente
l’heuristique de recherche qui fuˆt de´veloppe´e. Cet algorithme, a pour but de minimiser
la valeur ms pour une matrice de controˆle H
T(D) de dimensions fixes et qui re´pond
a` une certaine paire de distributions (λ, ρ).
De cette recherche par ordinateurs, nous pre´sentons sept codes doublement ortho-
gonaux pour lesquels nous re´sumons sous forme de tableau les diffe´rents parame`tres
lie´s a` la complexite´ de calculs du codeur et du de´codeur. Dans un premier temps,
le Tableau 5.9 re´sume les diffe´rentes valeurs obtenues suite a` la minimisation du pa-
rame`tre ms en fonction du nombre de registres a` de´calage en paralle`le. Comme nous
pouvons le constater, la taille du plus grand registre a` de´calage tend a` croˆıtre avec la
taille de la matrice de controˆle. Ceci s’explique par le fait qu’il y a plus de connexions
dans une matrice de controˆle plus grande. Par exemple, le code 1 posse`de un proto-
graphe ayant 24 areˆtes et le code 7 posse`de un protographe ayant 60 areˆtes. Il s’en
suit qu’il y a plus de connexions qui doivent ve´rifier la double orthogonalite´ pour le
code 7 qu’il y en a pour le code 1 ce qui fait croˆıtre la valeur ms. Le Tableau 5.10
pre´sente le nombre d’additions modulo 2 ainsi que la me´moire totale ne´cessaire a` la
re´alisation des encodeurs correspondant aux codes RCDO.
Au Tableau 5.11 nous re´sumons les diffe´rents parame`tres lie´s a` la re´alisation d’une
ite´ration de de´codage pour les sept codes RCDO re´guliers pre´sente´s a` l’Annexe−C.
Comme nous pouvons le constater, plus le nombre d’areˆtes composant le protographe
est e´leve´ plus la complexite´ de la re´alisation mate´rielle d’une ite´ration de de´codage
est e´leve´e.
A` la Figure 5.11, nous pre´sentons les performances d’erreur des sept codes RCDO
re´guliers (3, 6) (Roy et al., 2012). Pour cette paire de distribution, le seuil de conver-
gence asymptotique est e´gal a` 1.11 dB. Comme nous pouvons le remarquer, le code
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Tableau 5.9 Codes convolutionnels LDPC re´guliers (3,6) doublement orthogonaux
introduisant une faible latence
Nombre Taille du
code de registres plus grand
RCDO a` de´calage registre
(c− b) ms
code 1 4 33
code 2 5 33
code 3 6 34
code 4 7 34
code 5 8 40
code 6 9 43
code 7 10 49
Tableau 5.10 Complexite´ de calculs et me´moires totales ne´cessaires pour la
re´alisation des codeurs convolutionnels associe´s aux codes du Tableau 5.9
Nombre
code d’additions me´moire
RCDO modulo 2 totale
|EP | − 2(c− b) mtot
code 1 16 113
code 2 20 143
code 3 24 168
code 4 28 200
code 5 32 262
code 6 36 356
code 7 40 417
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Tableau 5.11 Complexite´ associe´e a` la re´alisation mate´rielle d’une ite´ration de
de´codage des codes RCDO du Tableau 5.9.
code nombre de´lai unite´s nombre nombre
RCDO d’areˆtes de de´codage de me´moire d’ope´rateurs R d’additions
|EP | ms + 1 (|EP |+ c)(ms + 1) (c− b)dρ |EP |λ′(1)
code 1 24 34 1088 24 48
code 2 30 34 1360 30 60
code 3 36 35 1680 36 72
code 4 42 35 1960 42 84
code 5 48 41 2624 48 96
code 6 54 44 3168 54 108
code 7 60 50 3999 60 120
RCDO 7 est celui qui offre les meilleures performances d’erreur parmi l’ensemble des
codes RCDO pre´sente´s. Par exemple, pour une probabilite´ d’erreur fixe´e a` 10−5, le
code 7 offre un gain de codage asymptotique additionnel d’environ 0.5 dB par rap-
port au code 1. De plus, nous avons aussi indique´ sur cette figure les performances
d’erreur d’un code en blocs LDPC re´gulier (3, 6) de taux de codage 1/2. La longueur
du bloc n pour ce code LDPC est e´gale a` 1008. Comme nous pouvons le constater
tous les codes RCDO offrent des performances d’erreur supe´rieures a` celles du code
en blocs LDPC, et ce, en effectuant deux fois moins d’ite´rations. Du point de vue
de la complexite´ d’imple´mentation, le code LDPC en blocs ne´cessite un de´codeur qui
utilise 3024 ope´rateurs R tandis que le de´codeur associe´ au code 7 RCDO ne´cessite
au total 1500 ope´rateurs R. Les codes RCDO pre´sente´s sur cette figure permettent
donc de diminuer substantiellement le nombre d’ope´rateurs ne´cessaires a` la mise a`
jour des messages extrinse`ques. Finalement, mentionnons que tous les codes RCDO
re´guliers (3,6) offrent de bien meilleures performances d’erreurs que celles offertes par
les codes non re´cursifs CDO et S-CDO.
A` la Figure 5.11, nous avons reproduit les performances d’erreur, apre`s 100 ite´rations
de de´codage, d’un code re´gulier (3,6) LDPC-C de taux de codage 8/16 ge´ne´re´ selon
la technique pre´sente´e dans (Pusane et al., 2011) et qui posse`de une longueur de
contrainte c(ms+1) e´gale a` 2048. Comme nous pouvons le constater, le code LDPC-
C offre un gain de codage supple´mentaire en comparaison avec les codes (3,6) RCDO
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optimise´s. Ceci s’explique par le fait que la longueur de contrainte c(ms+1) du code
LDPC-C, qui a e´te´ ge´ne´re´ de fac¸on ale´atoire, est plus grande que celle des sept (7)
codes RCDO. Notons qu’a` l’e´quation (5.18) nous pre´sentons la matrice de parite´ qui
ge´ne`re un code RCDO de taux de codage 8/16 ayant ms = 127. Les performances
d’erreur de ce code sont pre´sente´es a` la Figure 5.11 et elles sont note´es RCDO 8.
Comme nous pouvons le constater, le code RCDO 8 permet d’atteindre, pour un
meˆme nombre d’ite´ration, de meilleures performances d’erreur que tous les autres
codes RCDO pre´sente´s sur cette Figure. Ceci s’explique, car la valeur c(ms+1) de ce
code est plus e´leve´e que celle des codes RCDO 1 a` 7. Cependant, lorsque nous effec-
tuons un plus grand nombre d’ite´rations, nous pouvons remarquer que le code RCDO
8 peut offrir des performances d’erreur pratiquement e´gales a` celles du code (3,6)
LDPC-C pour lequel 100 ite´rations ont e´te´ effectue´es. Deux constats peuvent donc
eˆtre effectue´s a` partir de ces re´sultats. Premie`rement, pour une valeur de contrainte
e´gale a` un code LDPC-C ge´ne´re´ de fac¸on ale´atoire, il est possible avec un code RCDO
d’effectuer un moins grand nombre d’ite´rations qu’il n’en faut pour atteindre les
meˆmes performances d’erreur qu’avec un code LDPC-C ge´ne´re´ de fac¸on ale´atoire.
Ceci se traduit donc en une re´duction de l’effort de calcul ainsi qu’en une re´duction
du nombre d’unite´s de me´moire requises pour obtenir des performances d’erreur si-
milaires a` celles du code LDPC-C. Deuxie`mement, le code RCDO permet aussi de
re´duire la latence lors du de´codage, car il ne´cessite deux fois moins d’ite´rations que
le code LDPC-C.
HT(D) =

0 0 D121 D96 0 D21 0 0
0 0 D20 D17 0 D83 0 0
0 0 0 D51 D117 0 0 D45
D127 D78 0 0 D77 0 0 0
0 0 0 D110 0 D3 0 D90
D103 0 D122 0 D101 0 0 0
D114 0 D118 0 D86 0 0 0
0 D11 D58 0 0 D33 0 0
1 0 0 0 D75 0 D12 0
0 1 0 D94 0 0 D99 0
D15 0 1 0 0 D5 0 0
0 0 0 1 0 0 D82 D93
D115 0 0 0 1 0 0 D57
0 D35 0 0 0 1 D116 0
0 D68 0 0 0 0 1 D84
0 D120 0 0 0 0 D4 1

(5.18)
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Figure 5.11 Performances d’erreur pour les codes re´guliers (3,6) RCDO de taux de
codage 1/2 pre´sente´s au Tableau 5.9. Aussi reproduit, les performances d’erreur d’un
code en bloc re´gulier (3,6) LDPC de taux de codage 1/2 ainsi que celles d’un code
CDO ayant ms=1698 et r = 1/2.
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5.4 Conclusion
Dans cette section, nous avons e´tudie´ plus pre´cise´ment l’importance du choix des
distributions sur le degre´ des noeuds des protographes associe´es aux codes convolu-
tionnels RCDO. D’une part, nous avons montre´ qu’il existe des protographes irre´guliers
adapte´s aux codes convolutionnels RCDO qui posse`dent un seuil de convergence
asymptotique qui s’approche de la limite de Shannon. Nous avons montre´ que ceci
e´tait vrai pour les canaux syme´triques et sans me´moire BEC et AWGN. Nous avons
fourni pour ces deux canaux les meilleures paires de distributions adapte´es aux taux
de codage 1/3, 1/2 et 2/3, sous les contraintes que nous avons pre´sente´. Les Tableaux
5.1, 5.2, 5.3, 5.6, 5.7 et 5.8 synthe´tisent ces re´sultats. Pour le canal BEC, la paire de
distributions adapte´e aux codes RCDO de taux de codage 1/2 s’approche au mieux
a` 10.12% de la limite de Shannon. Pour le canal binaire AWGN, la paire de distribu-
tions qui s’approche le plus pre`s de la limite de Shannon posse`de un seuil the´orique
qui est a` environ 0.3 dB. Comme nous l’avons montre´ a` la Figure 5.6 le seuil the´orique
de convergence de l’algorithme ite´ratif des codes RCDO est un peu plus e´leve´ que
celui des codes en blocs LDPC. C’est-a`-dire que the´oriquement les codes en blocs
LDPC peuvent fournir de meilleures performances d’erreur a` faible rapport signal sur
bruit. Cependant, l’e´cart entre les seuils the´oriques des codes RCDO et LDPC est
tre`s faible, et s’explique par le fait que les paires de distributions adapte´es aux codes
LDPC le sont pour des codes LDPC ayant des longueurs de blocs tre`s e´leve´es ce qui
n’est pas le cas pour les codes RCDO pre´sente´s. A` partir de notre analyse sur la com-
plexite´ provenant du chapitre pre´ce´dent, nous avons pu montrer que la complexite´ de
calculs associe´e a` une ite´ration croˆıt tre`s rapidement au fur et a` mesure ou` les seuils
the´oriques de convergence des codes RCDO s’approchent de la limite de Shannon.
En plus d’avoir pre´sente´ les paires de distributions adapte´es aux codes RCDO,
nous avons aussi trouve´ plusieurs codes RCDO. Toutes les matrices de controˆle des
codes RCDO adapte´s aux canaux BEC et AWGN pre´sente´s dans ce chapitre se re-
trouvent a` l’Annexe−C. Nos re´sultats de simulations nous montrent que les condi-
tions de double orthogonalite´ impose´es aux connexions des codeurs RCDO permettent
l’ame´lioration de la convergence du de´codeur ite´ratif, et ainsi ame´liorent les perfor-
mances d’erreur, lorsque nous les comparons avec des codes convolutionnels pour les-
quels les connexions ne respectent pas toutes les conditions de la double orthogonalite´.
Ceci s’explique par le fait que la double orthogonalite´ augmente la taille du plus petit
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cycle dans le graphe de Tanner des codes convolutionnels re´cursifs multiregistres ce
qui ame´liore l’estimation des symboles d’une ite´ration a` l’autre. De plus, nous avons
montre´ qu’il est possible d’approcher la limite asymptotique du seuil de convergence
the´orique associe´ aux codes RCDO ayant un protographe re´gulier (3,6). D’ailleurs,
nous avons aussi pre´sente´ plusieurs codes RCDO re´guliers (3,6) pour lesquels nous
avons minimise´ la me´moire du plus grand registre a` de´calage, afin de re´duire la latence
introduite par le de´codeur ite´ratif. Comme nous l’avons montre´ pour ces codes RCDO
re´guliers, les performances d’erreur s’ame´liorent plus le codeur RCDO posse`de de re-
gistres a` de´calage en paralle`le. Cependant, ce gain en performances d’erreur se traduit
en une augmentation de la complexite´ de calculs lors des ite´rations effectue´es par le
de´codeur ite´ratif. Les codes RCDO re´guliers (3,6) posse`dent des performances d’er-
reur largement supe´rieures a` celles de tous les codes CDO pre´sente´s auparavant. Un
gain de codage additionnel de plus de 1.5 dB a pu eˆtre observe´ en comparaison avec
les meilleurs codes CDO existants. Nous avons aussi montre´ que leurs performances
d’erreur e´taient concurrentes a` celles des codes re´guliers (3,6) LDPC-C construits de
fac¸on ale´atoire lorsque la longueur de contrainte entre les codes RCDO et LDPC-C
e´tait identique. De plus, nos simulations indiquent qu’il est possible d’atteindre ces
performances d’erreur en effectuant deux fois moins d’ite´rations qu’il n’en faut pour
les codes LDPC-C. Ceci se traduit en un avantage en faveur des codes RCDO e´tant
donne´ que la latence de de´codage est plus faible que celle introduite par les codes
re´guliers LDPC-C ayant la meˆme longueur de contrainte.
Nous avons aussi montre´ qu’il est possible d’ame´liorer les performances d’erreur
des codes RCDO re´guliers en utilisant des paires de distributions irre´gulie`res (λ, ρ).
Comme nous l’avons montre´, un gain de codage supple´mentaire d’environ 0.6 dB
peut eˆtre obtenu en utilisant un code RCDO irre´gulier plutoˆt qu’un code RCDO
re´gulier (3,6). Toutefois, ce gain est obtenu au prix d’une plus grande complexite´
d’imple´mentation que celle ne´cessaire pour les codes RCDO re´guliers.
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Chapitre 6
Codes RCDO imbrique´s
Dans ce chapitre, nous pre´sentons les codes RCDO imbrique´s qui permettent d’at-
teindre plusieurs taux de codage a` la fois a` partir d’un seul code RCDO me`re. Cette
proprie´te´ est attrayante, car certains syste`mes de communications en tirent avantage.
Par exemple, les codes RCDO imbrique´s pourraient eˆtre utilise´s dans des syste`mes
de communications sans fil, pour lesquels le canal de transmission sans fil varie dans
le temps. En effet, lorsque le canal est non fiable, il devient possible de diminuer le
taux de codage du codeur RCDO me`re de fac¸on a` mieux prote´ger les symboles trans-
mis. A` l’inverse, lorsque le canal est tre`s fiable, et perturbe peu les signaux transmis,
l’e´metteur peut changer le taux codage du codeur RCDO pour un taux de codage plus
e´leve´. Ce chapitre introduit donc les de´finitions, les concepts et les proble´matiques
relie´s aux design de codes RCDO me`res. De plus, nous pre´sentons certains re´sultats
pre´liminaires qui montrent qu’il est possible de ge´ne´rer des codes RCDO me`res qui
offrent des gains de codage substantiellement plus e´leve´s que ceux obtenus en utilisant
les meilleurs codes perfore´s convolutionnels non re´cursifs doublement orthogonaux
pre´sente´s dans (Haccoun et Cardinal, 2005) ainsi que leur version simplifie´e pre´sente´e
dans (Roy et al., 2007). Notons, qu’a` ce jour, la technique pre´sente´e dans ce chapitre
est, a` notre connaissance, la seule technique de codage permettant d’obtenir des codes
LDPC convolutionnels pouvant atteindre plusieurs taux de codage simultane´ment, et
ce, sans utiliser un me´canisme de perforation.
6.1 Introduction aux codes convolutionnels RCDO
imbrique´s
Les codes RCDO imbrique´s sont simplement des codes RCDO qui s’obtiennent
en changeant le nombre de symboles accepte´s a` l’entre´e d’un codeur RCDO me`re de
taux de codage r = b/c, b < c, b > 1. La Figure 6.1 pre´sente l’exemple d’un codeur
RCDO me`re de taux de codage 3/6, ou` la premie`re entre´e n’accepte aucun symbole
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d’information provenant de la source. Il s’en suit que le codeur RCDO me`re ne ge´ne`re
aucun symbole a` la sortie correspondant a` l’entre´e bloque´e, et le taux de codage
re´sultant devient e´gal a` 2/5. Cette ope´ration vient donc modifier le taux de codage
du codeur RCDO me`re et peut eˆtre facilement re´aliser en utilisant un de´multiplexeur
en entre´e ainsi qu’un multiplexeur a` la sortie du codeur RCDO.
En ge´ne´ralisant a` un codeur RCDO de taux de codage e´gal a` b/c, on peut donc at-
teindre les taux de codage
(
b−k
c−k
)
, 1 ≤ k < b, lorsque k entre´es d’un codeur RCDOme`re
n’admettent aucun symbole. Nous pouvons donc remarquer que le nouveau taux de
codage ge´ne´re´ par la me´thode propose´e est plus faible que celui du code RCDO me`re.
Notons que tous les codes RCDO pre´sente´s dans les chapitres ante´rieurs sont tous
des codes RCDO me`res. Toutefois, comme nous le montrons a` la prochaine section,
certains crite`res supple´mentaires doivent eˆtre pris en compte lors de la construction
de codes RCDO me`res si nous de´sirons atteindre de bonnes performances d’erreur
pour tous les taux de codage que nous de´sirons atteindre avec le codeur RCDO me`re.
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Figure 6.1 Exemple d’un codeur convolutionnel re´cursif compose´ de 3 registres en
paralle`le et d’un taux de codage 3/6 avec lequel il est possible d’atteindre le taux de
codage 2/5.
6.2 Protographes et matrices de controˆle des codes
RCDO imbrique´s
Comme nous l’avons pre´sente´ dans cette the`se, nous pouvons associer des pro-
tographes aux codes convolutionnels re´cursifs RCDO. Ces protographes sont de´finis
entre autres, par leur paire de distributions (λ, ρ), a` partir de laquelle il est pos-
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sible d’e´valuer le seuil de convergence asymptotique du de´codeur ite´ratif. Le chapitre
pre´ce´dent nous a permis d’observer que de toutes les paires de distributions RCDO,
certaines d’entrent elles offrent de meilleurs seuils de convergence asymptotiques que
d’autres paires de distributions RCDO. De cette observation, nous pouvons donc
nous demander quelle est l’impact sur la paire de distributions des codes RCDO
me`res lorsque nous re´duisons le nombre d’entre´es aux codeurs RCDO me`res. Pour
comprendre les effets associe´s a` la re´duction du taux de codage d’un code me`re, nous
pre´sentons dans cette section les matrices de controˆle H˜Tk (D) ainsi que les proto-
graphes G˜Pk qui correspondent aux codes RCDO imbrique´s de taux de codage (
b−k
c−k)
qui sont obtenus en bloquant k entre´es (et sorties) des codeurs RCDO me`res de taux
de codage b/c.
Au Chapitre 3, nous avons montre´ que les e´quations de contraintes associe´es a` un
code RCDO de taux de codage b/c sont repre´sente´s par l’e´quation (6.1).
c
(n)
i = v
(b+n)
i +
c∑
m=1
m6=b+n
v
(m)
i−αm,n , 1 ≤ n ≤ c− b (6.1)
Ces e´quations de contraintes nous permettent de de´finir la matrice de controˆle HT(D)
qui est associe´e aux codes RCDO. Cette matrice de controˆle, de dimension c× (c− b),
est repre´sente´e par l’e´quation (6.2).
HT(D) =

h1,1D
α1,1 . . . h1,(c−b)D
α1,(c−b)
h2,1D
α2,1 . . . h2,(c−b)D
α2,(c−b)
...
...
hb,1D
αb,1 . . . hb,(c−b)D
αb,(c−b)
hb+1,1D
αb+1,1 . . . hb+1,(c−b)D
αb+1,(c−b)
...
...
hc,1D
αc,1 . . . hc,(c−b)D
αc,(c−b)

(6.2)
Notons qu’en n’admettant aucun symbole sur k entre´es d’un codeur RCDO me`re a
pour effet d’e´liminer certains termes de la somme
∑c
m=1
m6=b+n
v
(m)
i−αm,n dans l’e´quation
(6.1). Par exemple, si la premie`re entre´e(sortie) d’un codeur est bloque´e, alors les
termes v
(1)
i ne peuvent plus faire partie de la somme
∑c
m=1
m6=b+n
v
(m)
i−αm,n , car le de´multiplexeur
en entre´e du codeur RCDO ne fournit plus de symbole d’information provenant de
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la source sur cette entre´e du codeur RCDO. Ceci fait en sorte que la matrice de
controˆle H˜Tk (D) d’un code RCDO imbrique´ de taux de codage (
b−k
c−k) est de dimen-
sion (c− k) × (c − b) et est repre´sente´e par l’e´quation (6.3). Cette matrice s’obtient
facilement a` partir de la matrice de controˆle du code RCDO me`re HT(D). En effet,
H˜Tk (D) s’obtient en e´liminant les k lignes de H
T(D) qui correspondent aux k entre´es
bloque´es du codeur RCDO me`re. Par exemple, si la seconde entre´e d’un codeur RCDO
me`re est bloque´e, alors la matrice de controˆle correspondant au code RCDO re´sultant
H˜T1 (D) s’obtient en e´liminant la seconde ligne de la matrice de controˆle H
T(D) du
code RCDO me`re. La matrice H˜Tk (D) est donc imbrique´e dans la matrice H
T(D).
H˜Tk (D) =

h1,1D
α1,1 . . . h1,(c−b)D
α1,(c−b)
h2,1D
α2,1 . . . h2,(c−b)D
α2,(c−b)
...
...
hb−k,1D
αb−k,1 . . . hb−k,(c−b)D
αb−k,(c−b)
hb−k+1,1D
αb−k+1,1 . . . hb−k+1,(c−b)D
αb−k+1,(c−b)
...
...
hc−k,1D
αc−k,1 . . . hc−k,(c−b)D
αc−k,(c−b)

(6.3)
Comme nous l’avons pre´sente´ au Chapitre 3, nous pouvons faire correspondre un
protographe GP = (Vv ∪ Vc, E) aux codes RCDO posse´dant une matrice de controˆle
HT(D), et vice versa. Chaque ligne de la matrice de controˆle repre´sente un noeud de
l’ensemble Vv et chaque colonne repre´sente un noeud de contraintes de l’ensemble Vc.
Un noeud v(m) de Vv est relie´ au noeud c
(n) de Vc par une areˆte em,n si la valeur hm,n
de HT(D) est non nul. Le protographe GP a` gauche de la Figure 6.2 repre´sente le
protographe ge´ne´ral associe´ a` un code RCDO de taux de codage b/c. Le protographe
G˜Pk correspondant a` un code RCDO imbrique´ de taux de codage (
b−k
c−k) repre´sente
simplement le sous-graphe induit G˜Pk = GP \ {
⋃
k v
(k) : k indice du symbole bloque´}
obtenu a` partir du protographe GP du code RCDO me`re. Par exemple, a` la droite de
la Figure 6.2, nous pre´sentons le protographe G˜P (b−1) correspondant au code RCDO
imbrique´ de taux de codage 1
c−b+1
obtenu a` partir du protographe a` la gauche sur la
Figure 6.2.
E´tant donne´ que le protographe G˜Pk est obtenu a` partir du protographe GP as-
socie´ au code RCDO me`re, nous pouvons donc dire en quelque sorte que la paire
de distributions (λ˜, ρ˜)k associe´e au protographe G˜Pk est imbrique´e dans la paire de
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v(1) v(b)︸ ︷︷ ︸
information
v(b+1) v(c)︸ ︷︷ ︸
parite´
v(b)︸︷︷︸
information
v(b+1) v(c)︸ ︷︷ ︸
parite´
. . .. . .
. . .
. . .. . .
. . .
c(1) c(1)c(c−b) c(c−b)
→
GP \ {v(1), . . . , v(b−1)}
Figure 6.2 A` gauche, le protographe ge´ne´ral GP d’un ensemble de codes RCDO. A`
droite, le protographe imbrique´ G˜P (b−1) qui correspond au sous-graphe induit GP \
{v(1), . . . , v(b−1)}.
distributions (λ, ρ) du protographe GP . Nous observons donc que la diminution du
taux de codage du code me`re vient modifier la paire de distributions (λ, ρ), et im-
plicitement vient aussi influencer les proprie´te´s de convergence associe´es du de´codeur
ite´ratif. Par conse´quent, il s’ave`re important d’effectuer judicieusement le design du
protographe des codes RCDO me`res si l’on de´sire obtenir des paires de distributions
imbrique´es (λ˜, ρ˜)k qui offrent de bons seuils asymptotiques de convergence pour tous
les taux de codage que l’on de´sire atteindre a` partir du protographe du code RCDO
me`re.
Par exemple, nous avons pu observer a` partir des re´sultats pre´sente´s aux Tableaux
5.7 et 5.8, que la paire de distributions (0.2162x + 0.2433x2 + 0.5405x3, 0.7297x8 +
0.2703x9) du Tableau 5.8, qui est adapte´e aux codes RCDO de taux de codage 8/12,
peut eˆtre utilise´e pour ge´ne´rer la paire de distributions (0.3333x + 0.6667x3, x5)
du Tableau 5.7, qui est adapte´e aux codes RCDO de taux de codage 4/8. No-
tons que ces deux paires de distributions repre´sentent les paires de distributions
qui offrent les meilleurs seuils de convergence the´orique lorsque le degre´ maximum
d’un noeud variable dans le protographe d’un code RCDO est fixe´ a` 4. Le proto-
graphe GP de la Figure 6.3 est compose´ de 12 noeuds variables, de 4 noeuds de
contraintes ainsi que de 37 areˆtes, ce protographe GP posse`de la paire de distri-
butions (0.2162x+ 0.2433x2 + 0.5405x3, 0.7297x8 + 0.2703x9). Pour obtenir la paire
de distributions (0.3333x+ 0.6667x3, x5) a` partir GP , il suffit simplement d’e´liminer
du protographe GP de la Figure 6.3 les 4 noeuds variables v
(1), . . . , v(4) ainsi que
les 13 areˆtes incidentes aux noeuds variables e´limine´s. Ainsi le protographe G˜P4 =
GP \{v(1), . . . , v(4)} posse`de la paire de distributions de´sire´es (0.3333x+0.6667x3, x5).
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Figure 6.3 Protographe GP d’un code RCDO me`re de taux de codage 8/12 offrant
le meilleur seuil de convergence asymptotique lorsque dλ = 4.
L’observation pre´ce´dente, nous montre qu’il existe des paires de distributions pour
des codes RCDO me`res qui offrent de bons seuils de convergence pour plusieurs taux
de codage. Notons que l’exemple pre´ce´dent fut obtenu par hasard et par conse´quent,
le lecteur inte´resse´ pourrait continuer la recherche de protographes RCDO imbrique´s
qui posse`dent de bon seuils de convergence the´orique. Ceci permettrait la ge´ne´ration
de codeurs RCDO me`res qui offrent de bonnes performances d’erreur pour plusieurs
taux de codage simultane´ment.
6.3 De´codeur ite´ratif me`re pour les codes RCDO
imbrique´s
Le de´codage des codes RCDO imbrique´s de taux de codage ( b−k
c−k) s’effectue a`
partir du de´codeur ite´ratif me`re utilise´ pour de´coder le code RCDO me`re. Du point
de vue du de´codeur me`re, c’est-a`-dire le de´codeur adapte´ au code RCDO me`re de
taux de codage b/c, a` chaque instant i, le de´codeur s’attend a` recevoir c symboles
provenant du canal. Or, pour un code RCDO imbrique´ de taux de codage ( b−k
c−k
),
seulement (c− k) symboles sont ge´ne´re´s par le codeur RCDO. Pour utiliser une seule
structure de de´codage pour tous les taux de codage imbrique´s, il faut adapter le
de´codeur RCDO me`re et attribuer des valeurs virtuelles aux k symboles absents a`
l’entre´e du de´codeur ite´ratif RCDO me`re. La valeur virtuelle choisie pour repre´senter
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les symboles absents a` l’entre´e du de´codeur ite´ratif me`re est la valeur binaire 0. Le
de´codeur ite´ratif doit donc utiliser la me´trique associe´e a` la valeur binaire 0, c’est-
a`-dire la valeur +∞, et l’attribuer aux symboles absents. La valeur absolue de cette
me´trique correspond a` la fiabilite´ du symbole. La valeur infini correspond a` la certitude
absolue de l’information sur le symbole, et le signe de la me´trique utilise´e correspond
a` la polarite´ associe´e au bit 0 lors de la modulation BPSK. Cette me´trique est utilise´e
pour repre´senter les messages initiaux provenant du canal ainsi que les messages
qui correspondent a` l’information extrinse`que des k symboles absents. Comme nous
l’avons spe´cifie´ au Chapitre 3, le calcul de l’information extrinse`que s’obtient en deux
e´tapes. La premie`re e´tape consiste a` transmettre les messages associe´s aux feuilles de
l’arbre vers les noeuds de contraintes dans le graphe de Tanner des codes RCDO, et la
seconde e´tape consiste a` transmettre les messages des noeuds de contraintes vers les
noeuds variables. La Figure 6.4 pre´sente l’arbre de calculs T
N2(v
(m)
i )
utilise´ a` chaque
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Figure 6.4 Sous-graphes induit T
N2(v
(m)
i )
de profondeur deux au voisinage du noeud
variables vi.
ite´ration par le de´codeur ite´ratif me`re pour calculer l’information extrinse`que associe´e
au symbole v
(m)
i . Comme il est indique´ sur la figure, les messages propage´s entre les
symboles absents, identifie´s par un X sur la figure, et les noeuds de contraintes, se
voient attribue´s la valeur +∞. Ceci repre´sente la seule modification qui est requise
dans l’imple´mentation du de´codeur ite´ratif me`re. Notons que la valeur binaire 0 choisie
pour repre´senter les symboles absents se justifie par le fait que les symboles absents
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de l’e´quation (6.1) peuvent se voire virtuellement attribue´ la valeur binaire 0, car
en attribuant cette valeur a` ces symboles, le re´sultat de l’e´quation (6.1) demeure le
meˆme.
Toutefois, un de´savantage accompagne la proposition effectue´e, et vient du fait
que la complexite´ associe´ a` l’imple´mentation du de´codeur est e´gale a` celle associe´e
aux de´codeurs ite´ratifs des codes RCDO me`res. C’est-a`-dire que la complexite´ de
de´codage ne de´croˆıt pas lorsque nous diminuons le taux de codage du code RCDO
me`re. Ceci va a` l’encontre des re´sultats the´oriques pre´sente´s a` la Figure 5.7, ou` le
nombre d’ope´rations ne´cessaires pour calculer l’information extrinse`que par ite´rations
de´croˆıt lorsque le taux de codage diminue.
6.4 Performances des codes RCDO imbrique´s re´guliers
(3, dρ)
Dans cette section, nous pre´sentons les performances d’erreur obtenues par un
code RCDO me`re de taux de codage 16/20 qui posse`de un protographe re´gulier (3, 15).
Nous pre´sentons aussi les performances d’erreur obtenues a` partir des codes RCDO
imbrique´s au code me`re qui permet d’atteindre les taux de codage 12/16, 8/12 et 4/8.
Les re´sultats de simulations ont tous e´te´ obtenus en utilisant le de´codeur ite´ratif du
code RCDO me`re de taux de codage 16/20.
A` la Figure 6.5, nous pre´sentons le protographe GP qui de´crit le code RCDO
me`re utilise´ dans cette section. Ce protographe est compose´ de 60 areˆtes qui relient
20 noeuds variables a` 4 noeuds de contraintes. Chaque noeud variable correspond a`
l’une des sorties du codeur RCDO me`re. Sur la figure, les 16 sorties du codeur qui
correspondent aux 16 entre´es sont repre´sente´es par des cercles vides tandis que les 4
sorties du codeur qui correspondent aux 4 symboles de parite´ ge´ne´re´s sont repre´sente´es
par des cercles pleins. Nous pouvons remarquer que ce protographe est re´gulier, car
tous les noeuds variables et tous les noeuds de contraintes posse`dent leur degre´ e´gal
a` 3 et 15 respectivement. La matrice de controˆle HT(D) correspondant a` ce code
RCDO me`re se retrouve a` l’Annexe C. En se re´fe´rant a` cette matrice, qui de´finit le
code RCDO me`re, nous pouvons constater que la me´moire du plus grand registre a`
de´calage ms associe´e au codeur RCDO me`re est e´gale a` 700.
La particularite´ de ce protographe vient du fait que les codes RCDO imbrique´s
106
sont obtenus en n’admettant aucun symbole sur les k premie`res entre´es du codeur
RCDO me`re, ou` k = 4, 8, 12. Et par conse´quent, les protographes imbrique´s G˜Pk =
GP \ {v(1), . . . , v(k)} sont tous re´guliers (3, dρ), dρ = 6, 9, 12. Par exemple, le code
RCDO imbrique´ de taux de codage 12/16 est ge´ne´re´ en n’ademettant aucun symbole
aux quatre premie`res entre´es du codeur RCDO me`re, pour lequel correspond le pro-
tographe G˜P4 qui correspond au protographe de la Figure 6.5 pour lequel les noeuds
v(1), . . . , v(4) sont e´limine´s. Ainsi le protographe G˜P4 est re´gulier (3, 12), car tous les
noeuds variables et de contraintes posse`dent un degre´ e´gal a` 3 et 12 respectivement.
De la meˆme manie`re, le code RCDO imbrique´ posse´dant le taux de codage 8/12 est
obtenu en n’ademettant aucun symbole aux 8 premie`res entre´es du codeur RCDO
me`re. Le code RCDO re´sultant posse`de le protographe G˜P8 qui est re´gulier (3, 9).
Finalement, nous pouvons aussi ge´ne´re´ un code RCDO imbrique´ de taux de codage
4/8 en n’ademettant aucun symbole aux 12 premie`res entre´es du codeur RCDO me`re.
Le code RCDO re´sultant posse`de alors le protographe G˜P12 qui est re´gulier (3, 6).
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Figure 6.5 Protographe GP re´gulier (3, 15) d’un code RCDO me`re de taux de codage
16/20.
A` la Figure 6.6, nous pre´sentons les performances d’erreur du code RCDO me`re
(Roy et al., 2012), ainsi que celles obtenues par les codes RCDO imbrique´s de taux
de codage 12/16, 8/12 et 4/8. Comme nous l’indique cette figure, les performances
d’erreur varient en fonction du taux de codage re´sultant, et au fur et a` mesure que
le taux de codage de´croˆıt meilleures deviennent les performances d’erreur des codes
RCDO. Cette tendance s’explique facilement par le fait que pour un taux de codage
faible, nous avons une proportion plus grande du nombre de symboles de parite´ qui
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prote`gent les symboles d’information.
Nous avons aussi indique´ sur la figure les valeurs des seuils de convergence asymp-
totiques de l’algorithme de de´codage qui sont associe´es aux diffe´rentes paires de distri-
butions ge´ne´re´es par les codes utilise´s, c’est-a`-dire (3, dρ). Les re´sultats de simulations
nous indiquent clairement que tous les codes RCDO imbrique´s a` partir du code RCDO
me`re permettent d’approcher la limite asymptotique qui est associe´e a` leur paire de
distributions.
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Figure 6.6 Performances d’erreur des codes imbrique´s RCDO au code me`re RCDO
re´gulier (3, 15) qui permet d’atteindre les taux de codage 4/8, 8/12, 12/16, et 16/20 a`
la suite de 25 ite´rations, ms = 700. Aussi reproduit, les performances d’un code multi
taux de codage CDO avec ms = 74451.
Remarquons qu’il y a un certain prix a` payer lors du de´codage en e´change de
la polyvalence du code RCDO me`re. En effet au Tableau 6.1, nous pre´sentons les
diffe´rents parame`tres associe´s au de´codage d’une ite´ration pour le code RCDO me`re
de taux de codage 16/20. Nous pre´sentons aussi dans ce tableau les parame`tres du
code 1 du Tableau 5.11 du chapitre 5. Ce code RCDO posse`de un taux de codage
4/8 qui est identique au taux de codage obtenu en bloquant 12 entre´es au codeur
RCDO me`re. Toutefois, en utilisant le de´codeur ite´ratif me`re pour de´coder le code
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imbrique´, les parame`tres associe´s au de´codage ite´ratifs demeurent les meˆmes que ceux
associe´s au code me`re. Or, nous pouvons remarquer que pour le code RCDO 1, les
parame`tres relie´s a` la complexite´ sont largement infe´rieurs a` ceux du code imbrique´ qui
posse`de le meˆme taux de codage. Finalement, mentionnons que ce code RCDO me`re
Tableau 6.1 Parame`tres associe´s au de´codage d’une ite´ration du code RCDO me`re
(3,15) et du code 1 RCDO du Tableau 5.1.
code nombre de´lai unite´s nombre nombre
RCDO d’areˆtes de de´codage de me´moire d’ope´rateurs R d’additions
|EP | ms + 1 (|EP |+ c)(ms + 1) |EP | |EP |λ′(1)
me`re 60 701 56080 60 120
code 1 24 34 1088 24 48
re´gulier permet d’atteindre des performances d’erreur bien meilleures que toutes celles
obtenues par les codes perfore´s doublement-orthogonaux pre´sente´s dans (Haccoun
et Cardinal, 2005) et (Roy et al., 2007). Nous pre´sentons aussi a` la Figure 6.6 les
performances d’erreur d’un code CDO me`re pouvant atteindre les taux de codage
2/3, 3/4 et 4/5 provenant de (Haccoun et Cardinal, 2005). Ce code CDO posse`de
une valeur ms e´gale a` 74 451. La premie`re remarque que nous pouvons effectuer
en comparant les deux codes me`res est qu’un gain de codage supple´mentaire d’au
moins 1 dB peut eˆtre atteint pour chaque taux de codage de´sire´s en utilisant le code
RCDO me`re plutoˆt que le code CDO me`re. Cependant, ces performances d’erreur sont
atteintes en effectuant cinq (5) fois plus d’ite´rations avec le code RCDO. Toutefois,
notons que le code RCDO induit une latence bien moins e´leve´e par ite´ration que
le code CDO. En effet, le ratio entre la valeur (ms + 1) du code CDO et la valeur
(ms+1) du code RCDO nous indique qu’il est possible d’effectuer 106 ite´rations avec
le code RCDO pendant qu’une seule ite´ration euˆt e´te´ effectue´e pour le code CDO. En
terme de latence totale L(ms + 1), le code RCDO induit un retard de 17525 unite´s
de temps contre 372225 unite´s de temps pour le code CDO, apre`s avoir effectue´ 25 et
5 ite´rations respectivement. Le code RCDO me`re offre donc une re´duction de plus de
95% de la latence totale, et ce, tout en offrant des performances d’erreur largement
supe´rieure a` celles obtenues avec le code CDO me`re.
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6.5 Conclusion
Dans ce chapitre, nous avons introduit les codes RCDO imbrique´s. Ces codes sont
obtenus en n’ademettant aucun symbole sur k entre´es d’un codeur RCDO me`re de
taux de codage b/c ge´ne´rant ainsi des codes RCDO imbrique´s de taux de codage ( b−k
c−k
),
1 ≤ k < b. Les diffe´rents taux de codage obtenus nous permettent donc d’envisager
l’utilisation des codes RCDO au sein de syste`mes de communications pour lesquels
il est avantageux de pouvoir changer le taux de codage du code correcteur d’erreur.
Nous avons aussi pre´sente´ les matrices de controˆle H˜Tk (D) ainsi que le protographe
G˜Pk des codes RCDO imbrique´s. Ceci nous a permis de soulever la proble´matique
relie´e au choix du protographe me`re associe´ au code RCDO me`re. De plus, nous avons
pre´sente´ le de´codeur ite´ratif me`re a` partir duquel il est possible de de´coder l’ensemble
des codes RCDO imbrique´s. Nous avons aussi pre´sente´ les performances d’erreur d’un
code RCDO me`re re´gulier (3,15) de taux de codage 16/20 qui permet de ge´ne´rer trois
codes RCDO imbrique´s re´gulier de taux de codage 12/16, 8/12 et 4/8. Les re´sultats
de simulation pre´sente´s dans ce chapitre sont tre`s encourageants. D’une part, ils sont
a` peine a` quelques dixie`mes de de´cibel de leur limite asymptotique respective, et
d’autre part, les performances d’erreur obtenues par le code RCDO me`re et ses codes
imbrique´s offrent un gain de codage non ne´gligeable de plus de 1 de´cibel par rapport
aux meilleurs codes convolutionnels doublement orthogonaux perfore´s de´ja` existants,
et ce, tout en re´duisant de plus de 95% la latence totale de de´codage introduite par
ces derniers.
110
Chapitre 7
CONCLUSION
7.1 Synthe`se des travaux
Les bases de cette the`se reposent essentiellement sur les liens effectue´s au se-
cond chapitre entre les codes RCDO et les codes line´aires en blocs LDPC. Pour ces
deux familles de codes, les mots de codes sont obtenus a` partir de leur matrice de
controˆle qui est creuse. En effectuant ce lien entre les deux familles de codes correcteur
d’erreurs, nous avons pu utiliser la the´orie des codes LDPC et plus pre´cise´ment les
re´sultats des travaux de (Richardson et al., 2001) pour rechercher des protographes
adapte´s aux codes RCDO. D’ailleurs, nous avons pu observer que le protographe des
codes RCDO doit contenir des noeuds variables ayant un degre´ plus grand que 1 si
nous de´sirons approcher la capacite´ de Shannon des canaux BEC et AWGN. Cette
condition rend donc obligatoire la re´cursivite´ des codeurs convolutionnels conside´re´s.
D’ailleurs, c’est pre´cise´ment cette condition qui explique pourquoi les codes CDO et
S-CDO, qui posse`dent un protographe avec des noeuds variables de degre´ e´gal a` un,
n’offrent pas des performances d’erreur qui approchent la capacite´ de Shannon.
Nous avons aussi montre´ que les conditions de la double orthogonalite´ permettent
l’e´limination des petits cycles dans le graphe biparti de Tanner des codes RCDO. Plus
pre´cise´ment, les conditions de la double orthogonalite´ e´liminent les cycles de longueurs
4, 6 et 8 dans le graphe de Tanner des codes RCDO. L’e´limination de ces cycles
permet au de´codeur ite´ratif d’estimer les symboles d’information, sur deux ite´rations
successives, a` l’aide d’un ensemble d’e´quations de contraintes qui sont inde´pendantes
les unes des autres, ce qui entraˆıne une ame´lioration des performances d’erreurs.
Nous avons aussi e´value´ la complexite´ de calculs ainsi que les diffe´rents parame`tres
relie´s a` la mise en oeuvre du de´codeur ite´ratif utilise´ pour de´coder les codes RCDO.
Comme nous l’avons de´crit, le de´codeur ite´ratif utilise´ est constitue´ d’une cascade
de plusieurs simples de´codeurs a` seuil identiques. Le nombre de de´codeurs a` seuil
dans la cascade repre´sente le nombre d’ite´rations effectue´es lors du de´codage. Comme
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nous avons pu le montrer, la complexite´ de calculs lie´es a` l’estimation des symboles
varie en fonction du nombre d’areˆtes qui constitue le protographe des codes RCDO.
De plus, il s’ave`re que la latence lors du de´codage ainsi que la me´moire ne´cessaire a`
l’imple´mentation mate´rielle d’une ite´ration sont des quantite´s qui varient en fonction
de la taille du plus grand registre a` de´calage qui compose les codeurs RCDO. Or,
cette valeur varie implicitement en fonction des conditions de la double orthogonalite´
impose´es a` la position des connexions des codeurs RCDO. Par conse´quent, dans le but
de ge´ne´rer des codes RCDO qui ne´cessitent une faible complexite´ lors de l’encodage
et du de´codage, nous avons fait la recherche de codes RCDO pour lesquels la me´moire
du plus grand registre fut minimise´e. La recherche de ces codes nous a montre´ qu’il
est possible de ge´ne´rer des codes RCDO qui offrent de meilleures performances d’er-
reur que les codes CDO non re´cursifs tout en offrant une complexite´ de calculs, par
ite´ration, infe´rieure a` celle qui est associe´e aux codes CDO.
Nous nous sommes aussi inte´resse´s a` la recherche des protographes adapte´s aux
codes RCDO qui permettent the´oriquement de faire tendre le seuil de convergence
the´orique de la probabilite´ d’erreur vers la capacite´ de Shannon. Nous avons donc
e´nonce´ les meilleures paires de distribution qui correspondent aux codes RCDO pour
les taux de codage 1/3, 1/2 et 2/3. Les seuils furent calcule´s nume´riquement a` l’aide
de l’algorithme E´volution de la Densite´ de Probabilite´. Les re´sultats obtenus pour les
canaux BEC et AWGN, nous montrent qu’a` ce jour, les protographes adapte´s aux
codes RCDO offrent des seuils de convergence the´orique qui s’approche tre`s pre`s des
re´sultats obtenus par les codes en blocs LDPC. Par exemple pour le canal AWGN,
a` peine un dixie`me de de´cibel favorise les seuils des codes LDPC au seuil des proto-
graphes des codes RCDO. En revanche, de fac¸on pratique, les codes RCDO permettent
facilement l’e´limination des petits cycles, ce qui n’est pas ne´cessairement le cas pour
les codes line´aires en blocs LDPC, ou` nous devons ve´rifier l’absence de petits cycles
pour un graphe pouvant comporter plusieurs milliers de noeuds variables. Nous avons
aussi pre´sente´ les performances d’erreur des codes RCDO dont le degre´ des noeuds
variables (contraintes) des protographes RCDO fut optimise´. Nos re´sultats nous in-
diquent que tout comme pour les codes LDPC en blocs, les codes RCDO dont le
protographe est irre´gulier permettent d’approcher la capacite´ de Shannon pour les
diffe´rents canaux de communications que nous avons conside´re´.
Finalement, nous avons de´fini les codes RCDO imbrique´s. Ces codes sont obtenus
a` partir d’un code RCDO me`re qui posse`de la particularite´ de pouvoir atteindre
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plusieurs taux de codage. Comme nous l’avons pre´sente´, la recherche de ces codes n’est
pas un proble`me simple. Nous avons donc expose´ les proble´matiques qui caracte´risent
ces codes. Ce qui nous a conduits a` la recherche d’un code RCDO me`re qui permet
d’atteindre plusieurs taux de codage a` partir de son protographe re´gulier. Les re´sultats
de simulations nous ont montre´ que ces codes offrent de tre`s bonnes performances
d’erreur pour tous les taux de codage cible´s lors de la construction du code RCDO
me`re. De plus, il s’ave`re que ce seul code RCDO me`re offre des performances d’erreur
bien meilleures que celles ge´ne´re´es, jusqu’a` pre´sent, par tous les codes perfore´s non
re´cursif S-CDO qui offrent, eux aussi, plusieurs taux de codage.
En re´sume´, les codes RCDO pre´sente´s dans cette the`se n’ont rien a` envier en terme
de performances d’erreur aux codes convolutionnels Turbo et aux codes line´aires en
blocs LDPC. Les performances d’erreur des codes RCDO varient en fonction de la
structure du protographe associe´ aux codes RCDO ainsi qu’en fonction des conditions
de double orthogonalite´. En termes d’encodage, a` l’encontre des codes Turbo, les co-
deurs RCDO ne ne´cessitent pas d’entrelaceur. Cependant, les codeurs convolutionnels
utilise´s dans la technique Turbo posse`dent une longueur de contrainte tre`s largement
infe´rieure a` celle des codes RCDO. Si l’on compare la complexite´ d’encodage des
codes RCDO a` celle des codes blocs LDPC, il est e´vident que la complexite´ de cal-
culs ne´cessaires pour effectuer l’encodage des codes RCDO est infe´rieure a` celle lie´e a`
l’encodage des codes LDPC. Car pour les codes RCDO, la complexite´ de calculs lie´e
a` l’encodage est proportionnelle au nombre d’areˆtes qui composent le protographe du
code RCDO tandis que la complexite´ de calculs lie´e a` l’encodage des codes en blocs
varient en fonction du nombre d’areˆtes dans le graphe de Tanner des codes LDPC.
Lorsque nous comparons la complexite´ lie´e au de´codage ite´ratif des codes RCDO a`
celles associe´es au de´codage ite´ratif des codes Turbo et LDPC. Nous pouvons consta-
ter qu’il est ge´ne´ralement plus complexe de de´coder les codes Turbo car, l’algorithme
BCJR utilise´ pour de´coder les codes Turbo est plus complexe a` imple´menter que l’al-
gorithme a` passage de messages utilise´ pour de´coder les codes RCDO et LDPC. En
contrepartie, les codes Turbo ne´cessitent un bien moins grand nombre d’ite´rations en
comparaison avec les codes RCDO et LDPC. Lorsque nous comparons le de´codage
des codes RCDO et LDPC, nous pouvons constater que pour atteindre une certaine
probabilite´ d’erreur, les codes RCDO ne´cessitent un moins grand nombre d’ite´rations
en comparaison avec les codes LDPC en bloc. Cependant, pour les codes RCDO le
de´codeur ite´ratif contient autant de processeurs qu’il y a de de´codeurs a` seuil iden-
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tiques mis en se´rie. Il faut donc ge´ne´ralement plus de processeurs pour re´aliser le
de´codeur ite´ratif des codes RCDO qu’il n’en faut avec le de´codeur ite´ratif pour les
codes LDPC. De plus, notons que la re´alisation mate´rielle du de´codeur ite´ratif des
codes RCDO est ge´ne´ralement plus simple que celle des codes en blocs LDPC, car
un seul de´codeur a` seuil e´le´mentaire doit eˆtre re´alise´ pour construire tout le de´codeur
ite´ratif. En de´finitive, les codes RCDO et les codes LDPC en blocs repre´sentent les
deux facettes d’une meˆme me´daille.
7.2 Limitations de la solution propose´e
Cette recherche comporte plusieurs limitations. Premie`rement, notre e´tude survole
uniquement les codes convolutionnels non termine´s a` temps invariant, c’est-a`-dire que
les connexions reliant les symboles a` la sortie du codeur convolutionnels re´cursifs aux
diffe´rents registres a` de´calage ne varient pas dans le temps. Ceci limite en quelque
sorte l’ensemble des codes convolutionnels e´tudie´s. Les auteurs de (Felstrom et Zi-
gangirov, 1999) conside`rent une classe encore beaucoup plus grande de codes convo-
lutionnels, soit ceux a` temps variant. En rendant variantes dans le temps la position
des connexions du codeur convolutionnel, il devient alors possible de ge´ne´rer un code
convolutionnel LDPC a` partir d’une matrice de controˆle de´ja` existante d’un code en
blocs LDPC. Cette me´thode e´vite donc la recherche de matrices de controˆle.
Nous avons aussi volontairement limite´ notre recherche qu’aux codes convolution-
nels obtenus a` partir des trois conditions de la double orthogonalite´. Nous n’avons pas
cherche´ des conditions supple´mentaires a` imposer aux connexions, comme la triple
orthogonalite´, par exemple. Car, l’ajout de conditions supple´mentaires aux codes
conduira, selon notre expe´rience par rapport aux codes S-CDO et CDO, a` augmenter
la me´moire ms du plus grand registre a` de´calage qui compose le codeur convolution-
nel. Ceci entraˆıne une latence supple´mentaire lors du de´codage qui est souvent non
ne´gligeable .
Dans cette the`se, la modulation BPSK et une de´tection cohe´rente des signaux
ont e´te´ utilise´es pour ge´ne´rer nos re´sultats. Nous aurions pu envisager l’utilisation
de modulations a` efficacite´ spectrales plus e´leve´es. Cependant, il aurait e´te´ difficile
de comparer nos re´sultats. Car, pour des raisons historiques, la litte´rature est plus
riche en termes de re´sultats lorsque la modulation BPSK est utilise´e. Toutefois, si
une modulation a` efficacite´ spectrale e´leve´e e´tait envisage´e alors il faudrait modi-
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fier le de´codeur ite´ratif pre´sente´ pour que ce dernier puisse e´valuer l’information
extrinse`que pour chacun des bits qui compose le symbole transmis dans le canal de
communication. Ceci aurait pour impact d’accroˆıtre la complexite´ de calculs lie´e au
de´codage.
De plus, nous avons limite´ notre recherche qu’aux canaux BEC et AWGN. Nous
aurions pu envisager l’e´tude pour un canal a` e´vanouissements. Cependant, nous pou-
vons justifier notre choix par le fait qu’il est bien connu que les codes correcteurs
d’erreur qui offrent de bonnes performances d’erreur pour le canal AWGN offrent
aussi de bonnes performances d’erreur pour les canaux a` e´vanouissements lorsqu’un
entrelaceur ade´quat (de´sentrelaceur) est utilise´ a` la sortie du codeur de canal (a`
l’entre´e du de´codeur).
7.3 Ame´liorations futures
Dans cette section, nous attirons l’attention du lecteur vers d’autres poˆles de
recherche qui ne´cessiteraient d’eˆtre approfondis a` partir des chapitres pre´sente´s dans
cette the`se. D’un point de vue the´orique, il serait inte´ressant maintenant de connaˆıtre
les protographes adapte´s aux codes RCDO, mais pour des canaux diffe´rents de ceux
pre´sente´s dans cette the`se. Nous pourrions envisager la recherche de protographes
adapte´s aux codes RCDO, mais pour des canaux a` e´vanouissements par exemple. Pour
ce faire il faudrait utiliser l’algorithme de l’e´volution de la densite´ de la probabilite´
pre´sente´ selon la me´thode de´crite dans (Hou et al., 2001).
Il serait aussi inte´ressant de chercher des protographes RCDO, qui permettent de
minimiser certains parame`tres lie´s a` la complexite´ lors du de´codage. Dans cette the`se,
nous avons minimiser la longueur du plus grand registre a` de´calage qui constitue les
codeurs RCDO. Cette recherche nous a permis de minimiser la me´moire ne´cessaire a` la
re´alisation des de´codeurs ite´ratifs ce qui se traduit en une re´duction de la latence totale
lors du de´codage. Or, nous pourrions aussi e´valuer le compromis entre la minimisation
de la complexite´ de calculs et la variation du seuil the´orique de convergence des codes
RCDO.
Nous pourrions aussi conside´rer l’encodage et le de´codage de symboles non pas
binaires, mais plutoˆt A−aire et ainsi ge´ne´raliser la me´thode propose´e dans (Cardinal
et Mvutu, 2009) pour les codes convolutionnels multiregistres RCDO. Ce type d’enco-
dage (de´codage) serait approprie´ lorsque nous envisageons l’utilisation de techniques
115
de modulations a` efficacite´ spectrale plus e´leve´e que celle de la modulation BPSK.
De plus, comme nous l’avons mentionne´ a` la section pre´ce´dente, nous nous sommes
seulement inte´resse´s aux codes RCDO non termine´s. Or, selon nous, il devient pri-
mordial d’envisager le proble`me lie´ a` la se´quence de terminaison associe´e a` un code
convolutionnel RCDO. Cette avenue de recherche permettrait d’envisager l’utilisation
des codes RCDO au sein de normes comme WiMax et ou` LTE. Ce proble`me est un
proble`me ouvert en ge´ne´ral pour tous les types de codes convolutionnels re´cursifs et
consiste a` inse´rer une se´quence de bits a` l’entre´e d’un codeur RCDO de sorte que
tous les registres du codeur RCDO reviennent a` l’e´tat initial, c’est-a`-dire que tous
les e´le´ments de de´lai composant les registres a` de´calage du codeur posse`dent la va-
leur ze´ro. D’une part, la terminaison des codes RCDO permettrait d’effectuer un
de´codage ite´ratif plus efficace. En effet, il deviendrait possible d’utiliser une version
ite´rative de l’algorithme de de´codage BCJR (Bahl et al., 1976) ce qui permettrait
le de´codage d’un code RCDO a` partir des deux extrimite´s qui forment le graphe de
Tanner. D’autre part, la terminaison des codes RCDO pourrait aussi offrir comme
avantage l’encodage de paquets de donne´es de tailles variables. Et par conse´quent,
les codes RCDO pourraient tre`s bien eˆtre utilise´ pour tous les types de transmissions
par paquets comme les normes Ethernet, WiMax et LTE.
116
Re´fe´rences
BAECHLER, B. (2000). Ge´ne´ration de Codes Convolutionnels Doublement Ortho-
gonaux. M.sc.a., E´cole Polytechnique de Montre´al, Montre´al.
BAECHLER, B., HACCOUN, D. et GAGNON, F. (2000). On the search for self-
doubly orthogonal codes. Proceedings 2000 IEEE International Symposium on In-
formation Theory. Sorrento Palace Hotel, Sorrento, Italy, 292.
BAHL, L. R., COCKE, J., JELINEK, F. et RAVIV, J. (1976). Optimal decoding of
linear codes for minimizing symbol error rate. IEEE Transactions on Information
Theory, IT-20, 248–287.
BERROU, C., GLAVIEUX, A. et THITIMAJSHIMA, P. (1993). Near shannon limit
error-correcting coding and decoding : Turbo-codes. ICC, 1993 Symposium. Geneva,
1064–1070.
CARDINAL, C. (2001). De´codage a` Seuil Ite´ratif des Codes Convolutionnels Double-
ment Orthogonaux. The`se de doctorat, E´cole Polytechnique de Montre´al, Montre´al.
CARDINAL, C., HACCOUN, D. et GAGNON, F. (2003). Iterative threshold de-
coding without interleaving for convolutional self-doubly orthogonal codes. IEEE
Transactions on Communications, IT-51, 1274–1282.
CARDINAL, C., HACCOUN, D., GAGNON, F. et BATANI, N. (1998). Convolu-
tional self-douby orthogonal codes for iterative decoding without interleaving. Pro-
ceedings 1998 IEEE International Symposium on Information Theory. MIT, Cam-
bridge, Mass. USA, 280.
CARDINAL, C., HE, Y.-C. et HACCOUN, D. (2008). A new approach for the
construction of powerful ldpc convolutional codes. Vehicular Technology Conference,
2008. VTC Spring 2008. IEEE. 1176–1180.
CARDINAL, C. et MVUTU, B.-F. (2009). Coded m-psk modulation using convolu-
tional self-doubly orthogonal codes. Vehicular Technology Conference, 2009. VTC
Spring 2009. IEEE 69th. 1 –5.
CARDINAL, C., ROY, E. et HACCOUN, D. (2009). Simplified convolutional self-
doubly orthogonal codes : search algorithms and codes determination. Communica-
tions, IEEE Transactions on, 57, 1674 –1682.
117
CHEN, J. et FOSSORIER, M. (2002). Density evolution for two improved bp-based
decoding algorithms of LDPC codes. Communications Letters, IEEE, 6, 208 –210.
CHUNG, S.-Y., FORNEY, G.D., J., RICHARDSON, T. et URBANKE, R. (2001).
On the design of low-density parity-check codes within 0.0045 db of the Shannon
limit. Communications Letters, IEEE, 5, 58–60.
FELSTROM, A. J. et ZIGANGIROV, K. S. (1999). Time-varying periodic convo-
lutional codes with low-density parity-check matrix. IEEE Transactions on Infor-
mation Theory, IT-45, No 6, 2181–2191.
GALLAGER, R. G. (1962). Low-density parity-check codes. IRE Transactions of
Information Theory, 21–28.
GALLAGER, R. G. (1968). Information Theory and Reliable Communication. Wiley
and Sons, New York, NY.
HACCOUN, D. et CARDINAL, C. (2005). High-rate punctured convolutional self-
doubly orthogonal codes for iterative threshold decoding. Communications, IEEE
Transactions on, 53, 55 – 63.
HAGENAUER, J., OFFER, E. et PAPKE, L. (1996). Iterative decoding of binary
block and convolutional codes. IEEE Transactions on Information Theory, IT-42,
429–445.
HE, Y.-C., CARDINAL, C. et HACCOUN, D. (2008). Comparison of decoding com-
plexities for LDPC and convolutional self-doubly-orthogonal codes. Personal, Indoor
and Mobile Radio Communications, 2008. PIMRC 2008. IEEE 19th International
Symposium on. 1 –5.
HE, Y.-C. et HACCOUN, D. (2005). An analysis of the orthogonality structures
of convolutional codes for iterative decoding. IEEE Transactions on Information
Theory, IT-51, 3247–3261.
HE, Y.-C., HACCOUN, D. et CARDINAL, C. (2009). Error performances of multi
shift-register convolutional self-doubly-orthogonal codes. Communications Letters,
IEEE, 13, 685 –687.
HOU, J., SIEGEL, P. et MILSTEIN, L. (2001). Performance analysis and code
optimization of low density parity-check codes on rayleigh fading channels. Selected
Areas in Communications, IEEE Journal on, 19, 924 –934.
KIM, N. et PARK, H. (2004). Modified ump-bp decoding algorithm based on mean
square error. Electronics Letters, 40, 816 – 817.
118
KSCHISCHANG, F., FREY, B. et LOELIGER, H.-A. (2001). Factor graphs and
the sum-product algorithm. Information Theory, IEEE Transactions on, 47, 498
–519.
LIN, S. et COSTELLO, D. (2004). Error Control Coding : Fundamentals and Ap-
plications. Prentice Hall, Inc. Englewood Cliffs, New Jersey.
LUBY, M., MITZENMACHER, M., SHOKROLLAHI, M. et SPIELMAN, D. (2001).
Improved low-density parity-check codes using irregular graphs. Information Theory,
IEEE Transactions on, 47, 585–598.
LUBY, M., MITZENMACHER, M., SHOKROLLAHI, M.A., S. D. et V., S. (1997).
Practical loss-resilient codes. Symp. on Theory of Computing, 150–159.
LUBY, M., SHOKROLLOAHI, A., MIZENMACHER et SPIELMAN, D. (1998).
Improved low-density parity-check codes using irregular graphs and belief propaga-
tion. Information Theory, 1998. Proceedings. 1998 IEEE International Symposium
on, 117.
MACKAY, D. J. C. (1999). Good error-correcting codes based on very sparse ma-
trices. IEEE, Transactions on Information Theory, IT-45, 399–431.
MASSEY, J. L. (1963). Threshold Decoding. MIT Press, Cambridge, MA.
NEMR, A., CARDINAL, C., SAWAN, M. et HACCOUN, D. (2008). Very high
throughput iterative threshold decoder for convolutional self-doubly orthogonal
codes. Circuits and Systems and TAISA Conference, 2008. NEWCAS-TAISA 2008.
2008 Joint 6th International IEEE Northeast Workshop on. 257 –260.
ORLITSKY, A., VISWANATHAN, K. et ZHANG, J. (2005). Stopping set distribu-
tion of LDPC code ensembles. Information Theory, IEEE Transactions on, 51, 929
–953.
PUSANE, A., SMARANDACHE, R., VONTOBEL, P. et COSTELLO, D. (2011).
Deriving good LDPC convolutional codes from ldpc block codes. Information
Theory, IEEE Transactions on, 57, 835 –857.
RICHARDSON, T., SHOKROLLAHI, M. et URBANKE, R. (2001). Design of
capacity-approaching irregular low-density parity-check codes. Information Theory,
IEEE Transactions on, 47, 619–637.
RICHARDSON, T. et URBANKE, R. (2001a). The capacity of low-density parity-
check codes under message-passing decoding. Information Theory, IEEE Transac-
tions on, 47, 599–618.
119
RICHARDSON, T. et URBANKE, R. (2001b). Efficient encoding of low-density
parity-check codes. Information Theory, IEEE Transactions on, 47, 638 –656.
RICHARDSON, T. et URBANKE, R. (2008). Modern Coding Theory. Cambridge
University Press, Cambridge.
RICHTER, G. et HOF, A. (2006). On a construction method of irregular LDPC
codes without small stopping sets. Communications, 2006. ICC ’06. IEEE Interna-
tional Conference on. vol. 3, 1119 –1124.
ROY, E., CARDINAL, C. et HACCOUN, D. (2007). Simplified high-rate punctured
convolutional self-doubly orthogonal codes. Proceedings 2007 IEEE International
Symposium on Information Theory. Nice, France, 2696–2699.
ROY, E., CARDINAL, C. et HACCOUN, D. (2010). Recursive convolutional
codes for time-invariant LDPC convolutional codes. Information Theory Procee-
dings (ISIT), 2010 IEEE International Symposium on. 834 –838.
ROY, E., CARDINAL, C. et HACCOUN, D. (2012). A new construction of doubly-
orthogonal regular ldpc codes and performances evaluation, soumis nov. 2012. In-
formation Theory, IEEE Transactions on.
SHANNON, E. C. (1948). A mathematical theory of communication. Bell Syst.
Tech. J., 27, 379–423, 623–656.
SHARON, E. et LITSYN, S. (2006). A method for constructing LDPC codes with
low error floor. Information Theory, 2006 IEEE International Symposium on, 2569–
2573.
TANNER, R., SRIDHARA, D., SRIDHARAN, A., FUJA, T. et COSTELLO, D.J.,
J. (2004). LDPC block and convolutional codes based on circulant matrices. Infor-
mation Theory, IEEE Transactions on, 50, 2966–2984.
TANNER, R. M. (1981). A recursive approach to low complexity codes. IEEE
Transactions on Information Theory, Vol. 27 No. 5, 533–547.
THORPE, J. (2003). Low density parity check (LDPC) codes constructed from
protographs. JPL INP Progress Report 42-154.
WIBERG, N. (1996). Codes and decoding on general graphs. The`se de doctorat,
Linko¨ping University, Linko¨ping, Sweden.
120
Annexe A
Conditions de la double
orthogonalite´ des codes RCDO
A.1 Conditions de la double orthogonalite´ des codes
RCDO
Dans cette annexe, nous pre´sentons les conditions de la simple ainsi que celles de
la double orthogonalite´ des codes convolutionnels multiregistres LDPC de taux de
codage r = b/c. A` partir de la de´finition 3.4 du Chapitre 3,
De´finition 3.4 : Un codeur convolutionnel re´cursif multiregistres LDPC
de taux de codage r = b/c est simplement orthogonal si la position des
connexions du codeur est telle que : les diffe´rences (αk,n − αk,m) sont dis-
tinctes des diffe´rences (αs,n − αs,m), k 6= s, m 6= n, k, s ∈ {1, . . . , c} et
m,n ∈ {1, . . . , (c− b)} et αk,m ∈ N.
nous pouvons en tirer le the´ore`me suivant.
The´ore`me 3.1 : Tous les codes convolutionnels re´cursifs multiregistres
LDPC simplement orthogonaux posse`dent un graphe biparti dont la lon-
gueur du plus petit cycle est supe´rieure a` 4.
Preuve : Pour montrer ce the´ore`me il suffit d’analyser les e´quations de
contraintes qui font intervenir par exemple le k-ie`me symbole a` la sortie
du codeur convolutionnel, v
(k)
i , k ∈ {1, . . . , c}. E´tant donne´ que le code
est re´cursif, ce symbole v
(k)
i doit intervenir dans au moins 2 e´quations
de contraintes. Par exemple, c
(n)
i+αk,n
et c
(m)
i+αk,m
, m 6= n avec m, n k ∈
{1, . . . , (c − b)}. Ces deux e´quations de contraintes s’obtiennent a` partir
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de l’e´quation (3.2) et s’e´crivent :
c
(n)
i+αk,n
= v
(k)
i +
c∑
s=1
s 6=k
v
(s)
i+αk,n−αs,n
(A.1)
et,
c
(m)
i+αk,m
= v
(k)
i +
c∑
r=1
r 6=k
v
(r)
i+αk,m−αr,m
(A.2)
Le sous-graphe induit par l’ensemble des variables qui de´crivent (A.1)
et (A.2) dans le graphe de Tanner d’un code convolutionnel re´cursif est
pre´sente´ a` la Figure A.1 a). Les feuilles de l’arbre repre´sentent les variables
qui apparaissent dans la somme des e´quations (A.1) et (A.2) et la racine
de l’arbre est la variable commune aux 2 e´quations de contraintes soit v
(k)
i .
Supposons qu’un cycle existe dans le sous-graphe induit, comme celui qui
est pre´sente´ a` la Figure A.1 b). Ceci veux dire qu’il existe une chaˆıne de
sommets v
(s)
i+(αk,n−αs,n)
, c
(n)
i+αk,n
,v
(k)
i ,c
(m)
i+αk,m
,v
(r)
i+(αk,m−αr,m)
tel que les sommets
aux extre´mite´s de la chaˆıne repre´sentent le meˆme noeud, soit la meˆme
variable. Si tel est le cas, alors r = s, et
(i+ αk,n − αs,n) = (i+ αk,m − αs,m)
et donc un cycle de longueur 4 existe si αk,n − αk,m = αs,n − αs,m, ce
qui contredit la condition sur la position des connexions des codes convo-
lutionnels re´cursifs simplement orthogonaux. Notons que la condition de
la simple orthogonalite´ ne de´pend pas de l’indice temporel i associe´ a`
la variable repre´sentant la racine, v
(k)
i . Et par conse´quent, il n’y a pas de
cycle de longueur 4 si pour toutes les valeurs de k, c’est-a`-dire pour chaque
noeud variable du protographe, les diffe´rences (αk,n−αk,m) sont diffe´rentes
de (αs,n−αs,m) , k 6= s, m 6= n, k, s ∈ {1, . . . , c} et m,n ∈ {1, . . . , (c− b)}
et αk,m ∈ N.
A` partir de la de´finition 3.5 de la double orthogonalite´ pre´sente´e au Chapitre 3,
De´finition 3.5 : Un code convolutionnel re´cursif multiregistres LDPC de
taux de codage r = b/c est doublement orthogonal et donc RCDO, si la
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(k)
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(k)
i
c
(m)
i+αk,m
c
(m)
i+αk,m
c
(n)
i+αk,n
c
(n)
i+αk,n
v
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v
(r)
i+αk,m−αr,m
v
(s)
i+αk,n−αs,n
v
(s)
i+αk,n−αs,n
P1P1
P2
P2
a) b)
...
...
...
...
Figure A.1 a) Sous-graphe induit par les e´quations (A.1) et (A.2) dans le graphe
de Tanner d’un code convolutionnel re´cursif simplement orthogonaux. b) Cycle de
longueur 4.
position des connexions du codeur est telle que :
1. Les diffe´rences (αk,n − αk,m) sont distinctes des differences (αs,n −
αs,m), k 6= s, m 6= n.
2. Les diffe´rences (αk,l−αk,q) sont distinctes des diffe´rences de diffe´rences
(αs,l − αs,h)− (αr,h − αr,q), k 6= r, k 6= s, l 6= q, h 6= q, s 6= r, h 6= l.
3. Les diffe´rences de diffe´rences (αk,n − αk,q) − (αm,n − αm,p) sont dis-
tinctes des diffe´rences de diffe´rences (αf,p−αf,h)−(αr,q−αr,h), k 6= m,
k 6= r, f 6= m, f 6= r, h 6= p, h 6= q, p 6= n, q 6= n.
ou` k, p, r, s, t ∈ {1, 2, . . . , c} and f, g, l,m, n ∈ {1, 2, . . . , (c− b)} et αk,n ∈
N.
nous pouvons de´montrer le the´ore`me 3.2.
The´ore`me 3.2 : Tous les codes RCDO de taux de codage r = b/c
posse`dent un graphe biparti dont la longueur du plus petit cycle est
supe´rieure a` 8.
Pour montrer le the´ore`me, on suppose que le code convolutionnel re´cursif
LDPC multiregistres est a priori simplement orthogonal et les connexions
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du codeur respectent donc la condition de la simple orthogonalite´. Il s’en
suit que la premie`re condition de la de´finition de la double orthogonalite´
est rencontre´e et que le graphe de Tanner du code convolutionnel re´cursif
ne posse`de aucun cycle de longueur 4.
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(k)
i
v
(k)
i
P1
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P2
P2
P3
P3
P4
P4
c
(n)
i+αk,n
c
(n)
i+αk,n
c
(l)
i+αk,l
c
(l)
i+αk,l
c
(q)
i+αk,q
c
(q)
i+αk,q
c
(q)
i+αk,q
v
(r)
i+αk,q−αr,q
v
(r)
i+αk,q−αr,q
v
(r)
i+αk,q−αr,q
v
(m)
i+αk,n−αm,n
v
(m)
i+αk,n−αm,n
v
(s)
i+αk,l−αs,l
v
(s)
i+αk,l−αs,l
c
(p)
i+αk,n−αm,n+αm,p
c
(p)
i+αk,n−αm,n+αm,p
c
(s)
i+αk,q−αr,q+αr,s
c
(s)
i+αk,q−αr,q+αr,s
c
(h)
i+αk,q−αr,q+αr,h
c
(h)
i+αk,q−αr,q+αr,h
v
(w)
i+(αk,q−αr,q)−(αw,h−αr,h)
v
(w)
i+(αk,q−αr,q)−(αw,h−αr,h)
Figure A.2 a) Sous-graphe induit T
N4(v
(k)
i )
dans le graphe de Tanner d’un code convo-
lutionnel RCDO. b) Cycle de longueur 6 forme´ par une chaˆıne de longueur 2 et d’une
chaˆıne de longueur 4. c) Cycle de longueur 6 forme´ par 2 chaˆıne de longueur 3.
A` la Figure A.2 a), nous pre´sentons l’arbre de calculs de profondeur 4 qui
correspond au sous-graphe induit T
N4(v
(k)
i )
dont la racine est le symbole
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v
(k)
i . Les noeuds de contraintes qui se situent a` la profondeur 3 de l’arbre
repre´sentent les e´quations de contraintes pour lesquelles interviennent les
variables repre´sente´es par les noeuds variables a` la profondeur 2 et 4 de
l’arbre. Par exemple, le noeud de contraintes c
(h)
i+(αk,m−αr,m)+αr,h
de la Fi-
gure A.2 a) repre´sente l’e´quation (A.3).
c
(h)
i+(αk,q−αr,q)+αr,h
= v
(r)
i+(αk,q−αr,q)
+
c∑
w=1
w 6=r
v
(w)
i+(αk,q−αr,q)−(αw,h−αr,h)
(A.3)
Les cycles de longueur 6 peuvent eˆtre forme´s soit par une chaˆıne de lon-
gueur 2 et d’une chaˆıne de longueur 4 qui passent par la racine de l’arbre,
ou bien par 2 chaˆınes de longueur 3, qui passent par le noeud v
(k)
i . Par
exemple, les deux chaˆınes P1 et P2 de la Figure A.2 a) forment un cycle
comme celui indique´ a` la Figure A.2 b) si les noeuds aux extre´mite´s des
deux chaˆınes sont identiques, alors w = s, et
i+ (αk,l − αs,l) = i+ (αk,q − αr,q)− (αs,h − αr,h)
ce qui contredit la deuxie`me condition de la De´finition 3.5, ou` pour une
valeur k les diffe´rences (αk,l − αs,l) doivent eˆtre distinctes des diffe´rences
de diffe´rences (αk,q − αr,q) − (αs,h − αr,h) ou` k 6= r, k 6= s, s 6= r. Par
conse´quent, ce type de cycle de longueur 6 est e´vite´ dans le graphe de
Tanner si pour tous les types−k de racine la condition 2 de la De´finition
3.5 est ve´rifie´e.
Notons qu’il est aussi possible d’avoir deux chaˆınes de longueurs 3 qui
de´butent a` la racine de l’arbre, comme les chaˆıne P3 et P4 identifie´es
a` la Figure A.2 a). Les 2 chaˆınes forment un cycle de longueur 6 si et
seulement si les noeuds de contraintes aux extre´mite´s des deux chaˆınes
sont identiques, alors s = p et donc,
i+ (αk,n − αm,n) + αm,p = i+ (αk,q − αr,q) + αr,p
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cette dernie`re e´galite´ est e´quivalente a`,
(αk,n − αk,q) = (αm,n − αm,p)− (αr,q − αr,p)
et contredit la deuxie`me condition de la De´finition 3.5 ou` pour une va-
leur k les diffe´rences (αk,l−αk,q) doivent eˆtre distinctes des diffe´rences de
diffe´rences (αs,l−αs,h)− (αr,h−αr,q). Notons que les 2 types de cycles de
longueur 6 ge´ne`rent la meˆme condition.
Jusqu’a` pre´sent, si la position des connexions des codeurs convolutionnels
re´cursifs respectent les deux premie`res conditions de la De´finition 3.5, le
graphe de Tanner des codes est donc sans cycle de longueur 4 et 6. Pour
e´liminer les cycles de longueur 8, qui peuvent apparaˆıtre dans T
N4(v
(k)
i )
,
on doit ve´rifier que les chaˆınes de longueur 4, qui de´butent a` la racine
de l’arbre ne posse`dent pas la meˆme extre´mite´. Un tel cycle est de´crit
a` la Figure A.2 c) et existe si et seulement si les noeuds variables aux
extre´mite´s des 2 chaˆınes repre´sentent le meˆme noeud, c’est-a`-dire que
w = f , et
i+ (αk,n − αm,n)− (αf,p − αm,p) = i+ (αk,q − αr,q)− (αf,h − αr,h)
avec k 6= m, k 6= r, m 6= f , r 6= f , h 6= p, h 6= q, p 6= n, n 6= q.
Les cycles de longueurs 8 passant par la racine sont donc e´vite´s en im-
posant la troisie`me condition des codes convolutionnels re´cursifs double-
ment orthogonaux RCDO. Par conse´quent, pour que le graphe de Tanner
ne posse`dent aucun cycle de longueur 8, on doit ve´rifier pour toutes les
valeurs de k que les diffe´rences de diffe´rences soient distinctes des autres
diffe´rences de diffe´rences. Un codeur RCDO posse`de un graphe de Tanner
sans cycle de longueur 4, 6 et 8 si les trois conditions de la De´finition 3.5
sont respecte´es.
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Figure A.3 a) Sous-graphe induit T
N4(v
(k)
i )
dans le graphe de Tanner d’un code convo-
lutionnel RCDO. b) Cycle de longueur 6. c) Cycle de longueur 8.
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Annexe B
Me´thodes de ge´ne´ration des codes
RCDO
B.1 Proce´dure de recherche des valeurs des connexions
constituant la matrice de controˆle des codes
RCDO
Dans cette annexe, nous pre´sentons la me´thode utilise´e pour rechercher les valeurs
αm,n qui composent la matrice de controˆleH
T(D) des codes RCDO de taux de codage
r = b/c, m ∈ {1, . . . , c}, n ∈ {1, . . . , (c − b)}. Nous rappelons que cette matrice est
constitue´e de c lignes et de (c− b) colonnes et s’e´crit selon l’e´quation suivante.
HT(D) =

h1,1D
α1,1 . . . h1,(c−b)D
α1,(c−b)
h2,1D
α2,1 . . . h2,(c−b)D
α2,(c−b)
...
...
hb,1D
αb,1 . . . hb,(c−b)D
αb,(c−b)
hb+1,1D
αb+1,1 . . . hb+1,(c−b)D
αb+1,(c−b)
...
...
hc,1D
αc,1 . . . hc,(c−b)D
αc,(c−b)

(B.1)
La recherche des connexions αm,n dans cette matrice s’effectue une fois apre`s avoir
ge´ne´re´ la configuration des e´le´ments non nuls hm,n qui ve´rifie la paire de distributions
(λ, ρ) qui est associe´ au protographe du code RCDO. Notons que les e´le´ments binaires
non nuls hm,n ont e´te´ ge´ne´re´s de fac¸on ale´atoire tout en s’assurant que les paires de
distributions (λ, ρ) soient respecte´es.
Nous de´finissons S, |EP | et mmaxs comme e´tant respectivement, le sous-ensemble
des connexions qui ve´rifie les conditions de la double orthogonalite´, le nombre d’e´le´ments
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non nul dansHT(D), et la valeur maximale que peut prendre la valeur des connexions
αm,n ∈ N. La ge´ne´ration d’un code s’effectue de la manie`re suivante : pour une valeur
mmaxs ∈ N fixe´e, S={∅} :
1. Choisir un e´le´ment non nul dans la matrice de controˆle qui n’a pas
de´ja` e´te´ choisi.
2. De fac¸on ale´atoire, ge´ne´rer une valeur entie`re αm,n qui est infe´rieure
a` mmaxs et ajouter cette valeur au sous-ensemble des connexions S.
3. Si S ve´rifie les conditions de double orthogonalite´ aller a` l’E´tape 5,
sinon aller a` l’E´tape 4.
4. E´liminer la nouvelle valeur ajoute´e αm,n de S et aller a` l’E´tape 2.
5. Si |S| < |EP | aller a` l’E´tape 1, sinon arreˆter, car nous avons trouve´
une solution ;
Si apre`s un certain temps nous ne trouvons pas de solution, nous recommenc¸ons
une nouvelle recherche.
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Annexe C
Matrices de controˆle des codes
RCDO
Dans cette annexe, nous pre´sentons les matrices de controˆle des codes convolu-
tionnels RCDO re´guliers et irre´guliers ge´ne´re´s pour cette the`se.
C.1 Codes RCDO re´guliers (3,6)
Dans cette section, nous pre´sentons les matrices de controˆle des codes convolu-
tionnels RCDO re´guliers (3,6) pre´sente´s dans cette the`se. L’e´quation (C.1) repre´sente
la matrice de controˆle du code RCDO de taux de codage 15/30 ayant ms = 149 dont
les performances d’erreur sont pre´sente´es a` la Figure 5.9.
HT(D) =

0 0 0 D104 0 0 0 0 0 0 D68 0 D60 0 0
0 0 0 0 D133 0 0 0 0 0 D11 0 0 D142 0
0 0 0 0 0 0 0 0 D62 D29 0 0 0 D84 0
0 0 0 0 0 0 D78 0 0 0 D89 0 D56 0 0
0 0 D148 0 0 0 0 0 0 D34 D30 0 0 0 0
0 D46 D80 0 0 0 0 0 0 0 0 0 0 D112 0
0 D57 0 0 0 0 0 0 0 0 0 D48 D123 0 0
0 D110 0 0 0 0 0 D103 0 D115 0 0 0 0 0
D147 0 0 D149 0 D59 0 0 0 0 0 0 0 0 0
0 0 D20 D119 0 0 0 0 0 0 0 0 0 0 D109
0 0 D19 0 0 0 0 0 D101 0 0 0 0 D143 0
0 0 D128 0 0 0 0 0 0 0 D139 0 D3 0 0
0 0 0 0 0 0 D75 0 0 0 0 D69 D37 0 0
0 D66 0 0 0 D43 0 0 0 0 0 0 0 0 D114
0 D15 0 0 0 0 0 D88 0 0 0 0 0 D50 0
1 0 0 0 0 D33 0 0 0 0 D108 0 0 0 0
0 1 0 D114 0 0 D138 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 D26 0 0 0 D82
0 0 0 1 0 D70 0 D7 0 0 0 0 0 0 0
0 0 0 0 1 D22 0 0 0 0 0 D140 0 0 0
0 0 0 0 0 1 D77 0 D9 0 0 0 0 0 0
D52 0 0 0 0 0 1 0 0 0 0 0 0 0 D17
0 0 0 0 0 D73 0 1 D117 0 0 0 0 0 0
0 0 0 0 D14 D73 0 0 1 0 0 D 0 0 0
D2 0 0 0 0 0 0 0 D116 1 0 0 0 0 0
0 0 0 0 D32 0 0 0 0 D31 1 0 0 0 0
0 0 0 0 D125 0 0 0 0 0 0 1 0 0 D45
0 0 0 D111 0 0 0 D10 0 0 0 0 1 0 0
D121 0 0 0 D105 0 0 0 0 0 0 0 0 1 0
D146 0 0 0 0 0 0 D130 0 0 0 0 0 0 1

(C.1)
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Les Tableaux C.1 , C.2 et C.3 pre´sentent les matrices de controˆle des codes RCDO
re´guliers (3, 6) dont les performances d’erreur sont pre´sente´es a` la Figure 5.11.
Tableau C.1 Matrices de controˆle des codes RCDO re´guliers (3, 6) de la Figure 5.11
ayant un taux de codage r = b/c e´gal a` 1/2, ou` b ∈ {4, 5, 6}.
code Matrice de controˆle
RCDO HT(D)
code 1, r = 4
8

D33 D18 D11 0
0 D14 D2 D22
D25 D20 0 D2
D10 D1 0 D26
1 D29 D19 0
0 1 D13 D32
D31 0 1 D5
D15 0 D17 1

code 2, r = 5
10

0 0 D33 D29 D4
D33 0 0 D24 D13
D22 D D8 0 0
D28 0 D17 D9 0
D30 D15 D11 0 0
1 D6 0 0 D21
0 1 0 D25 D19
0 D3 1 D26 0
D2 0 0 1 D12
0 D27 D5 0 1

code 3, r = 6
12

0 D10 0 0 D18 D22
0 0 D3 D19 0 D29
0 D 0 D22 D16 0
D34 D2 0 D6 0 0
D4 0 0 0 D28 D30
0 0 0 D27 D7 D28
1 0 D17 D15 0 0
0 1 D9 0 0 D25
D20 0 1 0 D31 0
D13 D12 0 1 0 0
0 D14 D21 0 1 0
D8 0 D32 0 0 1

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Tableau C.2 Matrices de controˆle des codes RCDO re´guliers (3, 6) de la Figure 5.11
ayant un taux de codage r = b/c e´gal a` 1/2, ou` b ∈ {7, 8}.
code Matrice de controˆle
RCDO HT(D)
code 4, r = 7
14

0 0 D15 D18 0 D4 0
0 D26 D3 D25 0 0 0
D34 0 D11 D20 0 0 0
D16 D21 0 D13 0 0 0
D28 0 0 0 D23 0 D14
0 0 0 D19 D12 0 D22
D29 0 0 0 0 D8 D17
1 0 D22 0 0 D31 0
D 1 0 0 0 0 D30
0 D7 1 0 D9 0 0
0 0 0 1 D5 0 D24
0 0 D6 0 1 D27 0
0 D10 0 0 D32 1 0
0 D2 0 0 0 D30 1

code 5, r = 8
16

0 0 D20 D33 0 D24 0 0
0 0 D35 D6 0 D7 0 0
0 0 0 D29 D18 0 0 D25
D40 D11 0 0 D9 0 0 0
0 0 0 D21 0 D 0 D13
D23 0 D31 0 D26 0 0 0
D2 0 D32 0 D37 0 0 0
0 D27 D14 0 0 D3 0 0
1 0 0 0 D36 0 D4 0
0 1 0 D19 0 0 D38 0
D16 0 1 0 0 D5 0 0
0 0 0 1 0 0 D17 D20
D8 0 0 0 1 0 0 D19
0 D30 0 0 0 1 D10 0
0 D28 0 0 0 0 1 D22
0 D15 0 0 0 0 D12 1

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Tableau C.3 Matrices de controˆle des codes RCDO re´guliers (3,6) de la Figure 5.11
ayant un taux de codage r = b/c e´gal a` 1/2, ou` b ∈ {9, 10}.
code Matrice de controˆle
RCDO HT(D)
code 6, r = 9
18

0 0 0 D13 D17 D23 0 0 0
0 0 D25 0 0 D11 0 0 D25
0 D44 0 0 D42 D47 0 0 0
0 D27 D35 0 D32 0 0 0 0
0 0 D12 0 D22 0 0 0 0
0 D24 0 0 D10 0 0 0 D38
0 0 D7 0 0 D41 0 D30 0
0 D9 D6 0 0 D43 0 0 0
D49 D 0 0 0 0 0 0 0
D31 0 0 D16 0 0 0 D8 0
1 0 0 0 0 0 0 0 D34
0 1 0 D40 0 0 0 0 0
0 0 1 D46 0 0 D28 0 0
D18 0 0 1 0 0 0 0 0
D33 0 0 0 1 0 D3 0 0
0 0 0 D2 0 1 0 0 0
0 0 0 0 0 0 1 D39 D4
D14 0 0 0 0 0 D19 1 0
0 0 0 0 0 0 D21 D36 1

code 7, r = 10
20

0 0 0 D13 D17 D23 0 0 0 0
0 0 D25 0 0 D11 0 0 D25 0
0 D44 0 0 D42 D47 0 0 0 0
0 D27 D35 0 D32 0 0 0 0 0
0 0 D12 0 D22 0 0 0 0 D15
0 D24 0 0 D10 0 0 0 D38 0
0 0 D7 0 0 D41 0 D30 0 0
0 D9 D6 0 0 D43 0 0 0 0
D49 D 0 0 0 0 0 0 0 D13
D31 0 0 D16 0 0 0 D8 0 0
1 0 0 0 0 0 0 0 D34 D26
0 1 0 D40 0 0 0 0 D48 0
0 0 1 D46 0 0 D28 0 0 0
D18 0 0 1 0 0 0 0 0 D37
D33 0 0 0 1 0 D3 0 0 0
0 0 0 D2 0 1 0 0 0 D45
0 0 0 0 0 0 1 D39 D4 0
D14 0 0 0 0 0 D19 1 0 0
0 0 0 0 0 0 D21 D36 1 0
0 0 0 0 0 0 D20 D29 0 1

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La matrice de controˆle pre´sente´e a` l’e´quation (C.2) est celle qui de´finit le code
RCDO re´gulier (3, 6) de taux de codage 8/16, dont la valeur ms est e´gale a` 62. Les
performances d’erreur de ce code RCDO sont pre´sente´es a` la Figure 5.8 et 5.9.
HT(D) =

0 D 0 0 D49 0 0 57
D62 0 D52 D16 0 0 0 0
D40 D26 0 0 0 D13 0 0
D37 D11 0 0 0 D2 0 0
0 0 0 D21 0 D61 D28 0
0 D44 D45 0 0 D41 0 0
0 D22 0 0 0 D7 D5 0
0 0 D35 0 D46 0 0 D17
1 0 D10 D38 0 0 0 0
0 1 0 0 D50 0 D20 0
0 0 1 0 D23 0 D54 0
D24 0 0 1 0 D58 0 0
0 0 D59 0 1 0 0 D47
0 0 0 0 D31 1 0 D6
0 0 0 D56 0 0 1 D36
D8 0 0 0 0 0 D53 1

(C.2)
C.2 Code RCDO me`re de taux de codage r = 16/20
Ce code RCDO me`re a` la particularite´ de pouvoir ge´ne´rer un code RCDO imbrique´
re´gulier (3,12) de taux de codage 12/16, lorsque les lignes 5, 6, 7 et 8 sont e´limine´es
de la matrice HT(D) du code me`re. Nous pouvons aussi ge´ne´rer un code RCDO
imbrique´ re´gulier (3,9) de taux de codage 8/12, lorsque les lignes 5 a` 11 sont e´limine´es
de la matrice HT(D) du code me`re. Finalement, nous pouvons aussi ge´ne´rer un code
RCDO de taux de codage 4/8 en e´liminant les lignes 5 a` 15 de la matrice de controˆle
du code me`re. Les performances d’erreur de ces codes sont pre´sente´es a` la Figure 6.6
du chapitre 6.
HT(D) =

D700 D685 D449 0
0 D569 D50 D634
D669 0 D292 D45
D594 D104 0 D694
D381 D471 D444 0
0 D12 D616 D534
D340 0 D175 D327
D426 D18 0 D393
D608 D10 D613 0
0 D495 D490 D421
D606 0 D299 D37
D173 D485 0 D458
D273 D152 D486 0
0 D358 D551 D188
D537 0 D4 D576
D147 D249 0 D686
1 D386 D584 0
0 1 D281 D593
D643 0 1 D605
D367 D631 0 1

(C.3)
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C.3 Codes RCDO irre´guliers
Les Tableaux C.4 et C.5 pre´sentent les matrices de controˆle qui de´finissent les codes
RCDO pre´sente´s pour le canal BEC a` la Figure 5.4 et posse`dent les distributions (λ, ρ)
des Tableaux 5.1 et 5.2
Tableau C.4 Matrices de controˆle des codes convolutionnels RCDO irre´guliers de
taux de codage r = b/c=1/2, pre´sente´s a` la Figure 5.4, b ∈ {4, 6, 8, 10}.
code Matrice de controˆle
RCDO HT(D)
r = 4
8
, ms=100

D100 D86 D55 D83
D51 D11 0 0
D74 0 0 D15
D37 D78 D82 D19
1 0 D41 0
D34 1 D17 D
0 D23 1 0
0 0 D94 1

r = 6
12
, ms=34

0 D10 0 0 D18 D22
0 0 D3 D19 0 D29
0 D 0 D22 D16 0
D34 D2 0 D6 0 0
D4 0 0 0 D28 D30
0 0 0 D27 D7 D28
1 0 D17 D15 0 0
0 1 D9 0 0 D25
D20 0 1 0 D31 0
D13 D12 0 1 0 0
0 D14 D21 0 1 0
D8 0 D32 0 0 1

r = 8
16
, ms=199

D165 0 D78 0 0 D5 0 0
D D102 D116 D141 D45 D93 D176 D39
D37 0 D199 0 0 0 D161 0
0 0 0 0 0 D160 D168 0
0 D136 0 D83 D35 0 0 0
0 0 D25 D67 0 0 0 D96
0 0 0 0 D60 0 0 D118
D178 D73 D148 D8 D51 D15 D82
1 0 0 0 D24 0 0 0
0 1 0 0 0 D84 0 0
0 0 1 0 0 0 D146 0
0 0 0 1 0 0 0 D142
0 0 D180 0 0 1 0 0
0 0 0 D114 0 1 0 D193
0 D134 0 0 0 0 1 0
D183 0 0 0 0 0 0 1

135
Tableau C.5 Matrice de controˆle du code convolutionnel RCDO irre´gulier. de taux
de codage r = b/c=1/2, pre´sente´s a` la Figure 5.4, b = 10.
code Matrice de controˆle
RCDO HT(D)
r = 10
20
, ms=300

D300 D208 D174 D244 D59 D175 D285 D226 D183 D50
0 0 0 0 D198 D125 0 D201 0 0
0 0 0 0 0 0 D227 0 D135 D133
D262 0 D297 0 D95 0 0 0 0 0
0 0 0 0 0 D231 0 D268 0 D56
0 D192 0 D79 0 0 D248 0 0 0
D90 0 0 0 D115 0 0 0 0 0
D35 D197 D45 D2 0 D68 D281 D214 D34 D153
0 D279 D151 D249 0 0 D189 D81 D40 0
0 0 0 0 D290 D240 0 0 0 D69
1 0 0 0 0 0 0 0 0 D137
0 1 0 0 0 0 0 0 D161 0
0 0 1 0 0 D155 0 0 0 0
0 0 0 1 0 0 0 D141 0 0
0 0 0 0 1 0 D87 0 0 0
0 0 0 0 D164 1 0 0 0 0
0 0 0 D237 0 0 1 0 0 0
0 0 D159 0 0 0 0 1 0 0
0 D19 0 0 0 0 0 0 1 0
D107 0 0 0 0 0 0 0 0 1

Les e´quations (C.4) et (C.5) repre´sentent, respectivement, les matrices de controˆle
correspondant aux codes RCDO irre´guliers pre´sente´s a` la Figure 5.10 pour les taux
de codage 1/3, 1/2.
L’e´quation (C.4) repre´sente la matrice de controˆle du code convolutionnel RCDO
de taux de codage 1/3.
HT(D) =

0 0 0 0 0 D25 D71 0 D229 0
0 0 0 0 0 0 D142 D225 0 D154
0 0 0 0 D21 D151 0 0 0 D54
D250 D163 D242 D99 D101 D38 D217 D34 D130 D122
0 D228 D47 D105 0 0 0 0 0 0
1 0 0 0 0 0 0 0 D104 0
0 10 0 D73 0 0 0 0 0 0
D124 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 D208 0 0
D68 0 D26 D78 1 D 0 0 D147 D106
0 D126 0 0 0 1 0 0 0 0
0 0 D74 0 0 0 1 0 0 0
0 0 0 D174 0 0 0 1 0 0
0 0 0 0 0 0 D10 D199 1 0
0 0 0 0 D77 0 0 0 0 1

(C.4)
L’e´quation (C.5) repre´sente la matrice de controˆle du code convolutionnel RCDO
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de taux de codage 1/2.
HT(D) =

0 D220 0 0 D448 0 0 0 0 D187 0 0
0 D315 0 0 0 0 0 D432 0 0 0 0
0 0 0 0 D182 0 D85 D266 0 0 0 0
0 0 0 0 D342 0 0 0 0 0 D99 0
D450 D161 0 0 0 0 0 0 0 0 0 0
0 D155 D371 0 0 0 0 0 0 0 D384 0
0 0 0 0 0 0 D227 0 0 0 0 D12
0 0 0 D131 0 0 D205 0 0 0 0 0
0 0 0 0 0 0 D203 0 0 D4 0 0
D447 0 0 0 D196 0 0 0 D326 0 0 0
0 0 0 0 D299 0 0 0 D56 0 0 0
0 D419 0 0 0 0 0 D346 0 0 0 0
1 0 0 0 0 0 D423 D256 0 0 0 0
0 1 D217 D212 D305 D121 D65 D369 D178 0 D415 D328
D75 D325 1 D429 0 D111 0 D291 D89 D72 D323 D444
0 0 0 1 0 0 0 0 0 0 D290 D190
D226 0 D254 D288 1 D434 0 0 D25 D433 D129 D5
0 0 D327 0 0 1 0 0 0 0 0 D302
D183 0 D297 0 0 0 1 0 0 0 0 0
D420 0 D108 0 0 0 0 1 0 0 0 0
0 0 0 0 0 D351 0 0 1 D87 0 0
0 0 0 0 0 D313 0 0 D38 1 0 0
0 0 0 D304 0 0 0 0 0 D177 1 0
0 0 0 D422 0 D306 0 0 0 0 0 1

(C.5)
