How should statistical models used for assigning prices or eligibility status in insurance, college enrollment, social-benefit provision, and other settings be implemented when there is a concern about discrimination? In many settings policies are in place that prohibit the direct use of factors such as race, gender, and age. However, there is a large and contentious gray area surrounding the use of other variables (e.g., zip codes and credit scores) that are likely to be highly correlated with these omitted characteristics. We provide a framework to discuss this question and propose a method that serves to eliminate bias while maintaining predictive accuracy relative to alternative models that eliminate key variables. We illustrate the value of our proposed method using data from the federally mandated Worker Profiling and Reemployment Services system. Wolfers, and seminar participants at UC Berkeley for helpful comments and suggestions. We are also grateful to David Card for generously sharing data used for this project. All errors are our own.
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There is a growing debate about how predictive statistical models should be implemented in settings where discrimination is a concern. Anti-discrimination policies typically ensure that predictive models exclude characteristics such as race, and (depending on the situation) age, gender, sexual orientation, etc… However, there is a large and contentious gray area concerning other variables that may be directly predictive but may also serve as proxies for these omitted characteristics.
One prominent example of the debate on this issue came in the passage of California's Proposition 103 in 1988, which limited the variables that insurance companies could use in pricing automobile insurance. Most of the debate surrounded the use of location controls (e.g., zip code) and credit scores. The insurers argued that these types of variables were directly predictive of losses. On the other side, consumer advocates argued that these variables were clearly correlated with race and income (which are banned from use in insurance pricing) and were serving as proxies for the omitted characteristics. Of course, both arguments have merits -these variables are likely neither solely predictive nor purely proxies for omitted characteristics. In the case of Proposition 103, the arguments that the variables were proxies won the day, and the state mandated that insurers price their policies on a very small range of variables that excluded zip codes or credit scores. In the intervening years, though, these restrictions have been largely relaxed and the debate continues. While this issue arises frequently in major insurance markets, it is also relevant in a host of other settings, such as the administration of public-assistance programs, college admissions, and mortgage pricing.
In this paper, we argue that in many settings these types of debates can be reframed. Policy debates focus on the choice of either allowing or banning the use of contentious variables, yet there is a middle ground available. A simple procedure can allow the direct predictive power of contentious variables (e.g., zip codes, credit scores) to be captured, while at the same time ensuring that their predictive strength does not capture a proxying effect for omitted characteristics.
Econometrically the problem here is simply classic omitted variable bias. If a variable (e.g., zip code) in the model is correlated with a predictive characteristic that is left out of the model (e.g., race), the included variable will partially proxy for the omitted characteristic and the estimated impact of the included variable will be biased. What makes this situation more interesting is that in these cases the omitted-variable bias arises from the conscious decision to exclude characteristics from the model that may be predictive. It is the fact that in most settings these omitted characteristics are deliberately excluded from the model, and are not inherently unobservable (or simply not observed), that provides a solution to the debates.
What we propose in these settings is the use of a simple procedure that involves first estimating a full model that includes all of the characteristics that may be predictive. This means both the usual set of variables as well as the protected individual characteristics, such as race, age, gender, etc… Using this full model as a starting point ensures that the predictive power of the other variables does not in any way come from their correlation with the protected characteristics. The key step in the process, however, is that only the coefficients from the non-sensitive predictors are used when producing individuals' predicted values. This can be achieved by using predicted values that for each person are integrated over all of the potential values of the protected characteristics. In linear settings, such as the common OLS model, this is quite simple to do by replacing the individual values of the protected characteristics (e.g., race) with their population means. For example, if a standard OLS model is estimated with a simple dummy variable for minority status, then in the predictive stage the value of the dummy variable for each individual can be set to the population proportion of minorities (rather than the traditional 0 or 1). This approach ensures that the weight given to each variable that is used to form predicted values reflects its estimated direct effect on the outcome of interest. Importantly, though, while the characteristics protected by anti-discrimination laws are used in the estimation, they are not used in forming predicted values, and thus the procedure maintains race-blindness, genderblindness, etc… in the predictive values.
In Section 2, we present an extended discussion of this procedure relative to the alternative approaches that are typically seen in real-world settings. After discussing the implementation of the procedure, we show formally for the OLS case that this procedure will improve predictive accuracy, as measured by the sum of squared errors, relative to a Propostion-103 case where the contentious variables (e.g., zip codes) are banned from use. This section also makes clear that a situation in which the contentious variables are allowed to proxy for the omitted characteristics (what we call the "common" procedure) will have better predictive accuracy than our proposed procedure, but that this improvement in predictive accuracy comes only from the ability of the model to capture some of the influence of the protected characteristics. We also discuss the method applied to discrete-choice settings and provide simulation results showing the same patterns for predictive accuracy in the probit case.
While these different procedures have predictable impacts on predictive accuracy, their effects on economic efficiency are more nuanced. We discuss economic efficiency at the end of Section 2 and point out that there is a general tension in these different procedures between a) achieving accurate predictions of the outcome of interest and b) giving appropriate relative weight to the different predictors in the model. Relative to a restricted model that eliminates contentious predictors, the proposed method does better on both criteria and can be expected to improve economic efficiency.
Relative to the common approach that allows contentious predictors to proxy for omitted characteristics, though, our proposed approach does worse on (a) and better on (b). We discuss examples of situations where our proposed method may improve economic efficiency relative to this common approach. These are situations in which the distortions in economic decisions that arise from the predictions being wrong "at the margins" (criteria b) are more important than the distortions caused by predictions being wrong "on average" (criteria a).
In Section 3, we provide an empirical example to demonstrate the effects of this procedure using an application to data on the use of unemployment benefits from the federally mandated Worker Profiling and Reemployment Services (WPRS) system. Since 1993, states have been required by the federal government to develop and use statistical models that predict which unemployment-insurance (UI) claimants are most likely to exhaust their UI benefits. For those profiled as likely to exhaust, UI benefits are withheld unless the claimant attends a reemployment service workshop.
Using a data set that contains a 100% sample of UI claimants from the state of New Jersey between 1995 and 1997, we analyze the effect of different modeling approaches. We find that the composition of the group of claimants required to attend the reemployment-service workshops is indeed affected by the ability of variables in the standard models to partially proxy for omitted characteristics. The largest effect is for the composition by race. For example, under a system in which the 10% of claimants with the highest predicted exhaustion rates are required to attend workshops, the procedure proposed here decreases the proportion of blacks sent relative to the typical approach by over 25%. 1 We show that this difference mainly arises due to the strong correlation between race and geographic controls (i.e. zip codes). The bias on the zip-code coefficients in the standard approach results in claimants of any race being more likely to be assigned to a workshop if they come from areas with high black concentration relative to their counterparts from highly white areas. We also show that our proposed procedure has much better predictive accuracy than a model with no zip code controls, which demonstrates the value of our procedure when situations like that of CA Proposition 103 arise and political/societal pressure builds to ban the use of predictors like zip codes.
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To our knowledge, the type of procedure outlined here was first discussed by Ross and Yinger (2002) in their book, The Color of Credit. 2 They argue that omitting minority status when predicting loan default leads to omitted variable bias that may harm minorities. 3 Although they do not have a data set that includes the type of predictors (e.g., credit score or zip code) that might generate this bias in a substantively significant way, they present a simulation that shows how omitted variable bias might dramatically alter the loan rates charged to minority borrowers. Our paper builds on their work in several directions. First, we provide a formal framework that not only describes the impact of omitted variable bias, but also theoretically outlines the difference in predictive validity across model specifications. Our theoretical analysis also allows for more general statistical procedures (e.g. probit) and includes a framework for evaluating the relative efficiency of the various models relative to a model that excludes the worrisome socially acceptable predictors from the model. Finally, a key contribution of our paper is providing an empirical example using non-simulated data to gauge the potential impact of these various models in an important setting.
The procedure is also closely related to recent efforts by the Federal Trade Commission to quantify the extent to which credit scores used in auto-insurance pricing are proxying for race (Federal Trade Commission, 2007) . Congress was concerned enough about the impact that the use of variables like credit score have on minorities that in 2003 they passed The Fair and Accurate Transaction Act directing the FTC to investigate whether the use of credit scores has a disparate impact on insurance for minorities. In a study using loss data from auto-insurance companies and controls for race based in part on the racial makeup of census tracts, the FTC study found that credit scores were highly 2 Ross and Yinger's study was partially motivated by the theoretical work of Lundberg (1991) , who examined the effectiveness of equal opportunity laws in labor markets that exhibit statistical discrimination. Lundberg considers how policy makers can enforce these laws when firms use measures such as test scores or height as partial proxies for race or gender. 3 In the law literature there is a debate about whether this type of harm should be classified as "disparate impact" discrimination. See Ross (2005) and Ross & Yinger (2002) , especially pages 313-324, for a discussion of relevant court cases and a review of the legality of disparate-impact discrimination. Also see the Supreme Court ruling in Griggs v. Duke Power Co. (401 U.S. 424 [1971] ) for an early ruling on disparate-impact discrimination. predictive even after controlling for race. On the other hand, they also concluded that the ability of credit scores to proxy for race in the standard models causes an increase in rates for African Americans of 1.1 percent. The problem, of course, is that both those who support and those who oppose the use of credit scores in pricing could cite these results in favor of their cause. It is this type of situation where the compromise provided by the proposed predictive method has a lot of appeal. This paper also relates to some of the literature on affirmative action in labor markets and college admissions. For instance, both Chan and Eyster (2003) and Fryer, Loury, and Yuret (2003) discuss how universities may react to bans on affirmative action by altering the weights they give to various admissions criteria in a way that increases demographic diversity. Both papers suggest that quota-based affirmative-action policies will be more economically efficient than such a distorted admissions process. Rothstein (2005) discusses the opposite problem of a university that is not trying to sway the minority representation and is simply using a race-blind statistical model to determine admittance criteria. He finds that including demographic and socioeconomic characteristics in a regression of college success on SAT and high-school GPA reduces the importance of the SAT relative to high-school GPA. Thus if universities base admissions on statistical models without accounting for demographics, the importance given to SAT scores relative to GPA in the admission process may be greater than is warranted by its ceteris paribus direct effect on college achievement. If monitored by a regulatory body, the procedure outlined here could address both of these cases and ensure that the weight given to characteristics in admissions policies reflect their direct predictive power.
The remainder of the paper proceeds as follows: Section 2 gives our theoretical framework, focusing primarily on the simple OLS case. Section 3 describes the worker profiling system and data.
Section 4 presents the results of our analysis on the WPRS data. Finally, Section 5 concludes with a brief discussion about the appropriateness of the procedure in settings where one may be concerned that protected characteristics, such as race, might themselves be proxies for other unobserved characteristics as well as the practical issues that might arise when trying to implement this procedure.
Theoretical Framework
For this paper we consider three types of variables. The first are variables, such as race, that have been explicitly determined to be socially unacceptable for use in predictive models (SUPs).
The second type of variables are non-contentious variables that are widely considered socially acceptable for use in predictive models (SAPs). The third type of variable are the contentious predictors (CPs), such as zip codes or credit scores, that are in principle socially acceptable, yet are correlated with the socially unacceptable variables. It is these contentious variables that may be banned by policymakers concerned with proxies for socially unacceptable variables.
We start by assuming a data generating process (a true model) satisfying the standard OLS assumptions: are also uncorrelated with the contentious predictors. More formally, we assume an artificial regression model for the SUPs of the form:
where v is by definition mean zero and uncorrelated with both CP X and SAP X .
OLS Estimation Procedures:
Estimating the baseline model, which we label the full model, generates unbiased coefficient estimates and provides the following OLS predicted values:
By their definition, the use of SUPs in generating full i y is not allowed for the final predicted values.
The common approach to dealing with this issue is to achieve "SUP-blindness" by simply omitting SUP i X from the estimation. This results in a new OLS regression model:
If the SUPs are predictive in the true model, with 3  ≠0, and there is a correlation between these variables and the contentious predictors, as we have assumed, then naturally the coefficient estimate 2  will partly reflect the ability of the CPs to proxy for the omitted SUPs. The effect on this coefficient can be obtained simply from the standard omitted-variable-bias formula. By plugging the artificial regression equation for SUP i X from Equation (2) into the full model in Equation (1) and rearranging terms we see that:
This formula shows that rather than consistently estimating 2  , the coefficient estimate 2  will converge to 23 () cp     , as the contentious predictors serve as partial proxies for the omitted socially unacceptable predictors in the common estimation procedure.
If society is concerned enough about this residual influence of the socially unacceptable predictors on the predictive process, there may be pressure to also eliminate the contentious predictors from the estimation model as well. This would result in a very restricted model with the following predicted values: 
Because of the linearity of the OLS case, this clearly simplifies to:
where SUP X is the average matrix of socially unacceptable predictors for the population. Because the predicted values are generated on this average matrix of SUPs, rather than individual SUPs, the procedure is "SUP-blind", while still ensuring that the variation in the predicted values comes from the unbiased coefficients on the other variables in the model.
It is important to note that this process is "SUP-blind" but does not ensure equal treatment on average across SUP groups. It is "SUP-blind" because two individuals who differ only in their SUP characteristics will receive the same predicted value from the model. However, the average predicted values will vary across SUP groups because of differences in other characteristics (i.e., CPs) across groups. So, for example, it may be that minorities pay higher rates for auto-insurance because they have lower credit scores on average compared to whites and credit scores predict loss rates (even after controlling for other characteristics such as race). That effect would still remain under the proposed procedure, but the weight on credit scores would not be influence by an ability to proxy for race. In this sense, then, it may be useful to think of our procedure as capturing the variation in predictions based on available characteristics from estimations run within SUP groups. 4
Predictive Accuracy:
In most applications of predictive modeling where the proposed procedure might be relevant, the key issue is obtaining predictive accuracy, subject to the regulations on predictors imposed by society. As our primary measure of predictive accuracy we will consider the sum of squared errors, which is a common measure of predictive fit and is the underlying deviance measure that is minimized by OLS estimation. We show in this section that the different predictive processes can be ranked in terms of predictive accuracy from highest to lowest as: full method, common method, proposed method, restricted method. The key result here is that the proposed method of generating predicted values will increase predictive accuracy relative to a world in which society bans the use of the contentious predictors.
Consider first the predictions from the estimation of the full model in Equation (3):
By definition, the full estimation generates the smallest possible SSE. Of course, while predictive modelers would ideally like to obtain this predictive accuracy, they are limited by the regulations society puts on the variables that can be used in the predictive process. If the common method is used and the SUPs are simply eliminated from the estimation, the resulting predicted values from Equation (4) will generate a higher sum of squared errors, because the method does not fully exploit the predictive power of the SUPs.
An equation for the SSE for the common method can be obtained by noting that the common estimation provides predicted values that are based on estimates of the first three terms from Equation (5), implying that:
So here the errors include not only the underlying model errors ( i  ), but also the impact of the variation in the SUPs that cannot be proxied for by the contentious predictors, which is given by i v in the artificial equation for the SUPs in Equation (2). Since we have assumed that the true model satisfies the usual OLS assumption that the error term ( i  ) is mean zero and orthogonal to each of the independent variables, it follows that the expected value of ii v  in the population will also be zero. As such, we can rewrite Equation (10) as:
Here we can see directly that the decrease in predictive accuracy from the common method relative to the full method is determined by the importance SUPs have on the true outcome values (i.e., 3  ) and the partial inability of the common method to account for variation in SUPs.
If society determines that the proxy effect inherent in this common method is unacceptable and requires that the contentious predictors also be eliminated from the predictive process, the predictive accuracy of the model will be further reduced. To obtain the formula for the SSE for this restricted method, it is useful to rewrite Equation (5) as:
where CP X is the matrix of average contentious predictor values in the population. This equation has three large terms that correspond to the terms that will be estimated if the restricted model is estimated. The constant term 0  , will estimate the first large term, while 1  will provide a consistent estimate of 1  . The final term in Equation (12) will be the mean-zero error to the restricted estimation equation. Hence the formula for the SSE for the restricted model is:
Recalling that the  , v , and CP X are all orthogonal to one another, the cross products in this equation will all sum to zero, leaving a simplified formula:
The predictive accuracy of the restricted method is lower (i.e., higher SSE) than the common method for two reasons. First, the restricted method does not capture the direct effect that the contentious predictors have on the outcome variable. This is reflected by the 2 () CP CP i XX   term in Equation (14). Second, the restricted method does not capture the effect of the contentious variables as a proxy for the SUPs and loses that predictive power as well, which is reflected by the 3 () CP
Now consider the proposed method. Recall that we can rewrite the true model by plugging in the artificial regression model for SUP i X from Equation (2), which gives us:
The proposed method uses the unbiased coefficient estimates for the  coefficients from the full model and then plugs in the average value of SUP i X , which can be obtained from Equation (2) as
Subtracting Equation (16), with consistent  estimates, from Equation (15) gives the formula for the SSE for the proposed method:
Again recalling the orthogonality of  , v , and CP X , this can be rewritten as:
The primary result here is that the predictive accuracy of the proposed method is less than the predictive accuracy of the common method, but is greater than the predictive accuracy of the restricted method. The result is intuitive. The common method allows for the model to capture any direct effect of the contentious variables on the outcome along with the part of the influence of the SUPs that can be proxied for by the contentious predictors. Eliminating the contentious predictors from the model, the restricted approach, increases the SSE by eliminating both the direct predictive influence and the proxy power of the contentious variables. The proposed method allows the model to retain the predictive influence of the contentious variables that is orthogonal to the influence of the SUPs. A comparison of Equation (18) and Equation (14) makes this difference clear.
The increase in the SSE in the restricted model relative to the proposed comes entirely from the fact that the restricted model loses the direct effect (i.e., 2  ) of the contentious predictors.
Non-OLS Estimation:
The procedure here can be used mechanically with a range of estimation models. All that is required is that a) the SUPs are included in the estimation procedure and that b) predicted values from the model are based on sample averages across the SUPs, rather than on the individual SUP values.
However, working out analytical solutions for the exact effect that the various procedures will have on predictive accuracy is generally more complicated outside of the simple OLS estimation framework. Considering the type of applications where our study is likely to be relevant, the most important alternative class of models to consider is probably discrete-choice models. For example, consider statistical estimation of the probability of default on a loan, the likelihood of an accident, or the probability of dropping out of school. In this subsection we discuss the application of our procedure to a probit model and provide simulations of the effect the different procedures would have on predictive accuracy for the probit under a range of parameter values.
We follow the basic latent-variable approach to the probit model as described in Yatchew and Griliches (1985) . Let * i y be an unobserved latent variable that depends linearly on the three types of variables we discuss above and generates the observable index function i y . We then have:
where i  is the standard normal distribution. As above we assume the SUPs are uncorrelated with the SAPs but are correlated with the contentious predictors via the artificial regression equation:
where i v also takes on the standard normal distribution. As in the OLS case, if the SUPs are simply dropped from the probit estimation (the common approach), the estimate of 2  will be biased as the CPs partially proxy for the omitted SUPs. 5 The predicted values for the full, common, and restricted procedures are simply the Probit predicted values for the probit analogs to the regressions discussed above. The proposed procedure estimates the full probit model, controlling for SAPs, CPs, and SUPs. The proposed predicted values are then given by:
Notice that because of the nonlinearity of the standard normal cdf (Φ), there is no simple analog to Equation (8) (Yatchew and Griliches, 1985) . predicted value to plug in the individual's SAP and CP values and then to average over the range of potential SUP values in the population.
In the Appendix Table we present results from a simulation of the effects of these different procedures in a probit model under a range of parameter estimates. The outcome variable of interest here is the SSE from each estimation, and to keep the simulations invariant to the number of observations, we use the average SSE. For the simulations we assume one SAP and one CP that are both independently drawn from the standard normal distribution. We then generate a SUP using Equation (20) with a standard normal error, setting 0  to zero and allowing CP  to take on values in different simulations of 0, 0.58, and 2.07, which correspond to correlations between the SUP and CP of 0, 0.5, and 0.9 respectively. We then simulate a data generating process as above,
allowing the beta coefficients to take a range of different values in order to generate models with varying importance of the different predictors. The results correspond to our analytical discussion of predictive accuracy in the OLS case. In particular, in each case the SSE proposed is less than the SSE restricted . We also confirm that the proposed procedure always has at least as high of a sum of squared errors as the common procedure. Consistent with the results from the OLS case, the proposed procedure obtains substantially better predictive accuracy only in specifications where the SUP is strongly predictive of the final outcome and there is a high correlation between the SUP and the CP (refer to models 3, 6, and 9 in the table).
Economic Efficiency vs. Predictive Accuracy
To this point we have discussed the effects of these various procedures on predictive accuracy, which is generally the goal of statistical modelers working within applications such as insurance pricing. However, for economic policy the question of interest is often what effect these different procedures will have on economic efficiency. The effects on economic efficiency will generally depend on the particular context in question, but our framework here helps to highlight the issues at play. There is a general tension in these situations between a) achieving accurate predictions of the outcome of interest and b) giving appropriate relative weight to the different predictors in the model. We consider our proposed method superior to a restricted model because (as we showed above) the proposed method gets the relative weights of predictors "right" (i.e., matching the true model) and achieves better predictive accuracy than the restricted model. Comparing our proposed method to the common method, though, highlights the tension -the common method does a better job at predicting outcomes, but achieves those predictions by distorting the weight on the contentious predictors in the model. So the question becomes, for economic efficiency is it more important to predict the outcomes correctly ("get it right on average") or to weight the different characteristics properly ("get it right at the margins")? From the standpoint of economic efficiency, our proposed procedure will be less attractive in situations where the former dominates and more attractive where the latter dominates.
Consider the example of applying these approaches to insurance pricing in settings where insurance purchases are mandated, such as auto insurance. If all companies have to use the same statistical procedures (i.e., no cherry picking), whether or not there is a great deal of predictive accuracy in the prices is largely a question of transfers from one set of customers to another. On the other hand, the effect of various characteristics on prices may cause people to alter their behaviors in ways that are economically inefficient. For example, if zip codes proxy for socio-economic characteristics in the common model and get distorted effects relative to their "true" impact on insurance losses, inefficiencies could arise as people move away from these zip codes to improve their insurance rates or choose (not) to own cars because of the (high) low insurance rates in their zip codes. In these situations, our proposed procedure is likely to improve economic efficiency relative to the common approach.
When insurance is not mandatory, it is likely more important to get the prices more accurate across groups. In particular, if individuals opt out because they can self-insure, then those with "good" SUPs (in terms of effect on the likelihood of a loss) may perceive prices under our proposed procedure to be too high and may opt out, leading to the classic adverse selection problem. The common procedure will alleviate some of the transfers from "good" SUP groups to "bad" SUP groups and will thereby help to mitigate some of the adverse selection problem. If the inefficiencies caused by distorting the relative prices of the CPs are small relative to the benefits of alleviating adverse selection, then the common procedure will be preferable to our proposed procedure.
In settings other than insurance, where for example the purpose is to determine admissions or eligibility for an institution or program, the relative effects of the approaches on economic efficiency will generally be related to the distinction between getting a "good match" and providing the right incentives. Take the example of using statistical modeling for admissions to college, where for instance the outcome of the estimation might be college GPA. The common approach will do a better job than our proposed procedure at ensuring that those most likely to succeed at college get in. However, the common method may also distort the incentives for investing in achieving "good" levels of contentious predictors, such as high SAT scores, and if these distortions are particularly wasteful, then the proposed procedure could improve economic efficiency.
As this discussion highlights, economic efficiency is a nuanced subject when discussing statistical profiling models once society has fairness concerns and limits the use of certain variables in the modeling process. In all of these settings there are likely to be tensions between predictive accuracy, economic efficiency, and perceived social fairness. Our hope is that our framework here may help to clarify some of those discussions and that this subsection will have highlighted the types of situations where our proposed procedure is likely to improve economic efficiency. Furthermore, in situations where society might opt for a restricted model (one that throws away contentious predictors), our procedure will provide a clear improvement in economic efficiency relative to the restricted approach without sacrificing concerns regarding fairness.
Data
We apply this method to the setting of unemployment-insurance benefits. In 1993, the Unemployment Compensation Amendments (P.L. 103 -152) to the Social Security Act created the Worker Profiling and Reemployment Services (WPRS) system, which required all states to develop and implement statistical profiling models of unemployment insurance (UI) claimants. The stated goal was to identify "who will be likely to exhaust regular compensation and will need job search assistance services." Those individuals who are predicted to be most likely to exhaust their benefits must attend reemployment service classes/workshops in order to continue receiving UI benefits. 6
The percentage of claimants who are sent to the classes/workshops and the type of classes/workshops that are taught vary by state and depend in part on capacity constraints. Similar worker profiling and reemployment service systems are in effect in Australia, Canada, and the United Kingdom (OECD 1998). 7
The Department of Labor gave suggestions to states on potentially useful modeling variables and also specified certain variables that according to Section 188 of the Workforce Investment Act of 1998 are not to be used in the predictive process. Specifically, it was determined that "a worker profiling system is not permitted to produce results which discriminate against groups of people… For this reason, the following variables may not be used in the worker profiling: age, race, ethnic 6 It is ambiguous in this instance whether the requirement to attend reemployment service classes/workshops is considered a "benefit" or a "cost". For example, the results in Black et al. (2003a) shed some light on how claimants are affected by the system. They show that the WPRS system decreases the mean weeks of UI benefit receipt among claimants who are required to attend a reemployment workshop, suggesting that these workshops are effective and beneficial. However, they also conclude that a large part of this reduction is a direct result of claimants being notified of the requirement to attend a workshop, as opposed to actually attending. This seems to suggest that claimants find the prospect of attending the workshop costly and undesirable. We do not take a stand on this issue in the paper. 7 Further detail regarding the Worker Profiling and Reemployment Services program in the U.S. can be found in Balducchi (1996) and Wandner (1997) . group, sex, color, national origin, disability, religion, political affiliation, and citizenship" (Wandner and Messenger 1999) . We thus classify these variables as SUPs. While states currently do not include any of these variables in their predictive models, most of them do have data for at least age, race, sex, and citizenship.
In a comprehensive report, Black et al. (2003b) We analyze a data set that contains a 100% sample of UI claimants from the state of New Jersey between 1995 and 1997. 8 We include as SAPs in our baseline model all variables that the New Jersey data has available that were suggested by Black et al. (2003b) . In the end, we are able to include education dummies, job tenure, job tenure squared, 1-digit industry codes, pre-unemployment wages, and local-unemployment-office fixed effects in the model. 9 The New Jersey data set does not include measures for welfare or previous UI benefit exhaustion. While clearly imperfect, these variables are similar to those used in practice by many states. The New Jersey data also contains information on the race, gender, citizenship, and age of the UI claimants. These are the SUPs that we analyze.
We begin with 732,980 UI-claimant observations between 1995 and 1997. We drop 39,923 observations (5.4%) that have data problems or extreme values. 10 Black et al. (2003b) actually drop claimants who find work through a union hiring hall or who have a known recall date. Since these variables are not available in our dataset we drop all union workers. 12 The race designations are those available in the data. The data includes exact age, however, to ease the interpretation of the results and after examining the non-parametric relationship between age and benefit exhaustion, we chose to use three discrete age groups in the analysis.
reported due to space constraints, some of the largest correlations occur between SUP characteristics (especially race) and local-office controls.
Empirical Results
Changes in regression coefficients. Following the specification suggested by Black et al. (2003b) , Columns (1) -(3) of Table 2 present OLS regressions and standard errors -robust to heteroskedasticity -using the fraction of potential benefits exhausted as the dependent variable. The first column provides the estimated coefficients from the OLS regression using both the SAPs and the SUPs as predictors (full method, Equation (1)). Of particular interest, we find that the SUPs do have an effect on benefit exhaustion outcomes even after controlling for the SAPs in the model.
Females, older individuals, US citizens, blacks and Hispanics are all more likely to use up their UI benefits than their observationally equivalent counterparts. While we include all industry and localunemployment-office dummies in the regression, due to space constraints we only present the coefficient values on two industry dummies and four local-unemployment-offices dummies. To aid the discussion that follows, we highlight those controls that are most correlated with race.
Specifically, we report the coefficient on public administration, which is the industry that has the highest percentage of black claimants, and construction, which is the industry that has the highest percentage of white claimants. Similarly, we present the coefficients for local-unemployment office 10 and 12, which have the highest percentage of black UI claimants, and office 21 and 26, which have the highest percentage of white UI claimants. In brackets next to each of these offices and industries we indicate the racial breakdown. 13
The second column of Table 2 presents the coefficient values that are generated by regressing fraction of potential benefits exhausted on only the SAPs (common method). The changes in the SAP coefficients between the full method and the common method reflect the correlations between the SAPs and omitted SUPs. For example, in the full method the coefficient on tenure is negative and statistically significant. However, once the SUPs are dropped from the model, the coefficient on tenure switches sign and is indistinguishable from zero. This is likely the result of the positive correlation between a claimant's age and his/her tenure with previous employer. Indeed, the full method reveals that all else equal claimants over the age of 45 exhaust on average 5.6% more of their available benefits than do those under the age of 30.
Some of the biggest effects of such omitted variable bias are seen in the changes to the coefficients for the local-unemployment-offices controls. For instance, the predicted fraction of benefits exhausted by claimants from local office #10 (which has the highest concentration of black claimants) rises by more than 2.8 percentage points when SUP controls are dropped from the model. In addition, the coefficient for local office #21 (which has the highest concentration of white claimants) falls by approximately 0.7 percentage points. The combined effect of these two changes (3.5%) indicates that in the common method, these highly segregated local unemployment office controls are able to absorb a substantively significant fraction of the black-white difference that was found when using the full method (5.4%). In contrast, the proposed method uses the same SAP coefficients as the full method and simply eliminates the indicated 5.4% black-white difference during the generation of the final predicted values.
As discussed in the introduction, when variables such as local office controls are highly correlated with race, pressure may rise to exclude these variables from the predictive model due to the potential they have of proxying for SUPs. Column (3) of Table 2 provides the results from a regression where both the SUPs and local office controls are omitted from the model, the restricted method from Section 2. While this model eliminates the ability of local office controls to proxy for race, it now increases the pressure on other variables in the model to start proxying for SUPs. For example, the coefficients on the education variables change in both a statistically and economically significant way, suggesting that they are now being estimated with bias in order to partially account for the variables left out of the model. The adjusted R-squared in Column (3) -which is significantly lower than the adjusted R-squareds in Columns (1) and (2) -indicates that a substantial reduction in predictive accuracy is a further result of omitting these variables -which is something we will return to at the end of the paper.
Columns (4) -(6) and (7) -(9) report analogous results to Columns (1) -(3) when using a logit specification with marginal effects (evaluated at the mean) and a Tobit specification, respectively. In these cases, exhaust all benefits is the binary dependent variable. These results are qualitatively similar to the OLS results presented in Columns (1) -(3) and illustrate that this procedure can be easily generalized to more nonlinear modeling approaches.
Changes in workshop composition. We are interested in how the different coefficients on the SAPs might affect which claimants are required to attend reemployment service classes. This is probably the effect of interest for those concerned with the social "fairness" of the use of different modeling approaches. We ask what the composition of the class (by race, gender, age, citizenship)
would be under the alternative profiling methods. In Hispanic. It is worth noting that in the absence of omitted variable bias, the predictions from the common and proposed methods would be identical. Table 3 reveals, however, that the fractions of the required workshop participants that are white and Hispanic are lowered by 2.4% and 3.5%, respectively, under the common method relative to the proposed alternative. Blacks, on the other hand, make up 5.9% more of the workshop under the common method. 15 Thus, using the proposed method, instead of the common method, generates more than a 25% reduction in the fraction of the class that is black. 16 A bootstrap routine reveals that these differences are significant at the 1% level.
For gender, age, and citizenship the differences between the workshop composition under the common and proposed methods are in the directions that one would predict given the omitted variable bias inherent in the common method. Females, older claimants, and U.S. citizens all represent a higher fraction of the workshop when using the common rather than the proposed method. The bootstrapped 14 One potential concern for this type of analysis is that the actual treatment of various individuals by the program could contaminate our analysis (especially if the state of New Jersey was using a model similar to the common method when assigning treatment). For this reason, it is helpful that we are looking at various percentile cutoffs (see the discussion of Figure 1 below that shows the results for all percentile cutoffs). As long as we look at a percentile cutoff that is far away from that used by the state of New Jersey during our sample period, the amount of bias if any will be small since none of the marginal claimants for our various methods will have likely been actually treated. 15 Given that the coefficient on the Hispanic dummy in Table 2 suggests that being Hispanic increases the probability of exhaustion, it may be surprising to find that Hispanics are more likely to get sent to attend workshops under the proposed method. If the regressions only included Hispanics and whites, then Hispanics would be sent to classes less often under the proposed method. However, this effect is being overpowered by the much larger change in the coefficients on highly black zip codes, since blacks are relatively more likely to exhaust benefits than both whites and Hispanics. 16 (21.9% -16.0%)/21.95 = 0.269 26 standard errors reveal that in all but one case these differences are statistically significant at the 5% level, with most significant at the 1% level. In general, however, the difference between the two methods is larger for breakdowns by race than age, gender, or citizenship.
All of these results are similar for the 80%-cutoff rule. One might worry, however, that the results may vary depending on the chosen cutoff rule. Figure 1 illustrates the breakdowns from Table 3 for any possible assignment rule. For each SUP characteristic, the graphs show the fraction of the workshop with that characteristic at each cutoff level. The results highlighted in Table 3 hold across a wide range of potential cutoff rules and again the largest differences between the proposed and common methods are found across racial categories.
Effects within a SUP group. Thus far we have highlighted how implementing the proposed method rather than the common method might change the composition of a reemployment services workshop. Focusing solely on these results, however, understates the total number of people that would be affected by such a change. The differences between the two methods are manifested not only between, but within SUP groups as well. Because in the common method the SAP coefficients are allowed to proxy for the omitted SUPs, claimants who have SAP characteristics that easily identify them as being a member of a particular SUP group are treated differently than otherwise identical claimants. For example, relative to the proposed method, under the common method black claimants who live in areas with a high black concentration are assigned higher predicted exhaustion levels relative to otherwise similar blacks who live in high white concentration areas. Thus, while the common method sends more blacks in general than the proposed method, it sends especially more blacks whose SAPs "identify" them as likely being black. The same effects also exist for whites and Hispanics who happen to live in highly concentrated black areas. Figure 2 shows this clear pattern by comparing the difference in the percent of each racial group that is required to attend a workshop under a 90%cutoff rule between the common and proposed methods across local offices with varying levels of black-claimant concentration. It is these types of distortions, which could alter economic incentives and choices, that could lead to improved economic efficiency using our proposed method (see the discussion in Section 2).
One easy way to see the differences in predictive accuracy between the models is by comparing the adjusted R-squared values in Table 2 . 17 Comparing the R-squared values in Columns
(1) -(3) indicates that, as expected, the full method is more predictive (Adjusted R-squared = .034) than the more constrained common method (Adjusted R-squared = .026). The proposed method (not listed in the table) yields an Adjusted R-squared value of .025. Since the proposed method is more constrained than the common method the R-squared is lower. However, the predictive power of the proposed method is significantly better than the model presented in Column (3) which eliminates the local office controls (Adjusted R-squared = .009). Table 4 illustrates an additional way to view the predictive accuracy of the various methods.
Using a 90 and 80% cutoff rule, we report the percentage of people who fully exhaust their benefits for the claimants that would be selected using each of the methods discussed in the paper. The first row reports the percentage of selected claimants who exhaust their benefits when using the various methods and OLS. As must be true, the full method has the greatest predictive accuracy. 83.9% of the claimants that the full method suggested should be sent to reemployment classes (using a 90% cutoff) exhausted their UI benefits. The common and proposed methods are both significantly less predictive than the full method, but are very similar in predictive accuracy to each other -although, as expected, the common method is slightly more accurate than the proposed method. Consistent with the results in Section 2, perhaps the most interesting statistic is that if local office controls are eliminated altogether from the model (due to worries about them serving as proxies), predictive accuracy drops 17 Comparing adjusted R-squared values provides the same results as comparing sum of squared errors.
substantially (to 79.3%). Analyzing predictive accuracy when using logit and tobit models yields similar qualitative results across the different methods.
V. Conclusion
The prediction method discussed in this paper is quite straightforward, and as we have demonstrated can have a meaningful impact on the way in which different groups are treated by statistical models. We have also shown that the method provides an alternative in situations where discrimination concerns might otherwise lead to bans on the use of a range of variables in statistical models due to their correlation with characteristics like race, gender, age, etc…
While the method has some clear appeal in this regard, there are some concerns with practical implementation. For example, in our application to the WPRS system, information about race, age, and gender were all available. However, in many other cases such as mortgage or insurance markets, data on race and other characteristics may not be collected. Furthermore, a mandate to begin collecting this information has the obvious problem that companies may begin to use these data for predictive purposes rather than for the purpose of eliminating discrimination. Thus, it is worth emphasizing the importance of regulatory and legal institutions to help to ensure that these data are used appropriately. A potential benefit of collecting this information, however, is the increased transparency of this system. With data on race and other characteristics, it would be much easier to understand how and when these SUPs are affecting predictive models. The procedure outlined here would provide a basic statistical framework, and firms could be required to demonstrate that they used these procedures if a discrimination case arose.
An additional complication to this framework exists if there are SAPs which have a direct impact on i y , but are unobserved to those implementing statistical models. As a somewhat contrived example, imagine that height (a SAP) helps to determine how quickly a worker is hired, and therefore the fraction of UI benefits exhausted. Furthermore assume that there is a correlation between height and (say) race, but that height is unobservable to the modeler. Thus, part of the effect attributed to race in the full-method regression would actually be a reflection of race proxying for height. In such a situation, the common method allows zip-code factors to (partially) proxy for height, through the correlation between race and zip code. As long as the only variable (SAP or SUP) that was directly correlated to height was race, the proposed method would eliminate the predictive power of height rather than the (inappropriate) predictive influence of race.
While this is certainly a valid concern, we would argue that the proposed method is likely the more appropriate and cautious approach in the face of concerns about discrimination. For example, in the context of unemployment duration, given the literature on discrimination in labor markets (e.g. Cain, 1987) it is entirely feasible that race, age, and citizenship status have direct effects on benefit exhaustion. Even if this is not the case, and these variables are proxying for some other unobserved characteristic, it is not clear whether that unobserved characteristic would be considered socially acceptable for use if it were observable. Ultimately, it is impossible to prove that the effect of the SUPs on benefit exhaustion is direct, but it is possible to show that the effect is not a direct effect. Thus, in this situation, we would argue that the logical default is to use the proposed method and place the burden on the profiler to find additional SAPs if it is believed that the SUPs do not have direct effects. To return to our (contrived) example, if one thinks race proxies for height, the solution is to find data on height.
The debates regarding discrimination in predictive models are often heated and can be confusing to those unfamiliar with statistical methods. One side will argue that the models are estimated without knowledge of race, gender, etc…, and are thus non-discriminatory. The other side will argue that because of correlations, there is still discrimination in the model. Both sides are, in a very real sense, correct. We hope this paper will provide a framework for clarifying some of these debates, and that the
Figure 1. Composition of Reemployment Services Class by Percentile Cutoff of Predicted Exhaustion
Notes: For any predicted exhaustion cutoff, the figures illustrate the composition of the people required to attend a reemployment services class. For instance if the predicted exhaustion cutoff is at the 80th percentile, the people with the highest 20% of predicted exhaustion are required to attend a workshop. The subfigures present a curve for each of the three methods discussed in the text (full , common , and proposed ). For example, Figure 1f shows that when the predicted exhaustion cutoff is set at the 60th percentile, using the full method 40% of the class is older than 45. Notes: For each racial group, the fraction of claimants mandated to attend a workshop in each local office under a 90%-cutoff rule was calculated for each profiling method. The y-axis gives the difference in this measure between the common and the proposed methods while the x-axis is the percentage of applicants from the local office that are black. Exhausted (Columns 1-3, 7-9) and an Indicator for Exhaust (Columns 4-6)
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Notes: Coefficient values and robust standard errors are presented from the OLS, Logit, and Tobit regressions using fraction of benefits exhausted (an indicator for exhaustion in the Logit case) as the dependent variable. Columns (1), (4), and (7) use all of the available covariates in the model (including SUPs such as race) -the full method. Columns (2), (5), and (8) report the results of the common method where the SUPs are excluded from the model. Columns (3), (6), and (9) report the results of the restricted method where the SUPs and the local office controls are excluded from the model. White is the racial base group. Age < 30 is the age base group. Having a high school diploma is the education base group. All local offices (#17 = base group) and all industry groups (services = base group) are included in the regression, but only six coefficients are presented. The brackets next to these variables presents the percent of white, black, and Hispanic claimants, respectively, for which each local office or industry group is composed. 
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Influence of predictors on data generating process
Notes: This table shows the average sum of squared errors for different statistical approaches based on 10,000 simulated observations. See the text in Section 2 for a description of these simulations and a discussion of the results.
Appendix Table. Simulation of the Effects of Procedures on Predictive Accuracy for the Probit Case
