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a b s t r a c t
Coding theory has several applications in genetics and bioengineering. This paper
constructs codes over an alphabet {A, C,G, T } relevant to the design of synthetic DNA
strands used in DNAmicroarrays, as DNA tags in chemical libraries and in DNA computing.
The codes are designed to avoid unwanted hybridizations and to ensure uniform
melting temperatures. Specifically, the codes considered here satisfy a Hamming distance
constraint and aGC-content constraint. In comparisonwith previouswork, longer codes are
constructed, the examination of cyclic and extended cyclic codes is more comprehensive,
attention is paid to the mapping from field or ring elements to {A, C,G, T }, cosets of codes
are used and a nonlinear shortening operation is performed. Many new best codes are
constructed, and are reproducible from the information presented here.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Deoxyribonucleic acid (DNA) contains genetic instructions for the biological development of life. Every DNA molecule
consists of two complementary strands which are sequences of four different nucleotide bases. These are called adenine
(A), cytosine (C), guanine (G) and thymine (T ). As a result, each strand can be regarded as a word constructed from the
alphabet {A, C,G, T }. There has been growing interest in recent years in the applications of coding theory in genetics and
bioengineering, in particular to the construction of synthetic DNA strands.
Genetic messages must survive mutational and environmental noise. Coding theory has been applied to analyse genetic
processes, and can help to elucidate the way that biological systems incorporate error control in their information
processing [8]. Another application is concerned with the task of determining the exact structure of a DNA molecule by the
technique known as DNA sequencing by hybridization. This uses a DNA array, which is a two-dimensional grid with the set of
cells typically containing all possible DNA strands of a small fixed length ℓ (called probes). After a hybridization experiment
the DNA array allows the identification of probes that reactedwith the givenmolecule. This subset of probes is known as the
spectrum. The computational problem that arises is to reconstruct theword describing the DNA from the spectrum obtained.
If there are no errors in the spectrum an algorithm of Pevzner [14] allows the reconstructionwith high probability. However,
errors can occur in the procedure. Negative errors can arise when probes do not appear in the spectrum, either as a result
of failure to hybridize or as a result of multiple occurrence in the word (when they can only be identified once by a probe).
Positive errors, when a probe in the spectrum is not actually present in the DNA word, can also occur. A recent algorithm
which addresses these errors is presented in [1], where further references can be found. The nature of the problem suggests
that coding theory could efficiently address the task.
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Direct application of techniques of code construction arise in the construction of synthetic DNA strands (oligonucleotides).
These can be used as probes in DNAmicroarray technologies. The highly predictable hybridization chemistry of DNA can also
be exploited in the use of oligonucleotides as tags or bar codes in chemical libraries [2]. These tagged libraries can be used
for drug screening purposes. A further application is in DNA computing where a critical step is to construct an appropriate
encoding of the problem in DNA oligonucleotide sequences in such a way that hybridization finds the desired solution.
Unwanted cross-hybridizations can introduce errors and reduce efficiency. The library of words must be large enough to
represent the necessary information.Most attempts atword design for DNA computation have used combinatorialmethods;
see for example [11].
In [7] four different constraints on a DNA code C are considered. These are the Hamming distance constraint, the
reverse constraint, the reverse-complement constraint and the fixed GC-content constraint. References to earlier papers
considering these constraints are also given in [7]. The purpose of the first and third constraints is to make non-desirable
hybridization unlikely to occur. The fixed GC-content constraint is used to ensure that similar melting temperatures are
obtained, where DNA melting is the process by which double-stranded DNA unwinds and separates into single strands
through the breaking of hydrogen bonding between the bases. Similarmelting temperatures can be approximately achieved
by ensuring that each word contains the same number of positions which are either G or C , referred to as constant GC-
content [6]. Because CG base-pairing is generally stronger than AT base-pairing, this allows hybridization of multiple words
to take place simultaneously [15]. The four constraints are defined as follows:
1. Let H(x, y) denote the Hamming distance between two words (i.e. the number of positions in which they differ). The
Hamming distance constraint is that H(x, y) ≥ d for all x, y ∈ C with x ≠ y, for some prescribed minimum distance d.
2. The reverse constraint is that H(xR, y) ≥ d for all x, y ∈ C, where xR is the reverse of a codeword x. Note that x = y is
included.
3. The reverse-complement constraint is that H(xRC , y) ≥ d for all x, y ∈ C, where xRC is the reverse-complement of x
obtained by taking xR and performing the symbol interchanges A ↔ T , C ↔ G (this is called taking Watson–Crick
complements). Again x = y is included.
4. The GC-content constraint is that each codeword x ∈ C has the same GC-content. The GC-content of a DNA word is
defined to be the number of positions in which the word has coordinate C or G.
In this paper work will concentrate on the Hamming distance constraint and the fixed GC-content constraint. Following [7],
the maximum number of codewords of length n, minimumHamming distance d and GC-contentw is denoted AGC4 (n, d, w).
As the actual value of w is unimportant, the aim of the paper is to improve lower bounds for maxw(AGC4 (n, d, w)). The
maximum often occurs for w = ⌊n/2⌋, but there are exceptions [7]. The emphasis will be mainly on linear code
constructions, as in [7] rather than on algorithmic methods, such as those recently presented in [12]. Many improvements
to the best known codes are found, and tables of the best known codes are presented.
2. Improvements to linear code constructions
Following [7], codes can be considered which are sets of words of fixed GC-content w in (i) linear codes over the field
GF(4), (ii) linear codes over the ring Z4 and (iii) additive codes, which are additive subspaces of (GF(4))n. In [7] many of the
best known quaternary codes from [3] are used to construct DNA codes of constant GC-content by computing a GC-weight
enumerator and selecting the appropriate codewords. Without repeating all aspects of this exercise, it can be noted that
many of the best codes obtained are cyclic, extended cyclic, or can be obtained from such codes from (repeated) shortening
and puncturing. Here constructions of such codes will be extended in several directions, in order to obtain improved lower
bounds for maxw(AGC4 (n, d, w)):
1. In [7,12] codes are constructed with n ≤ 20; here this is extended to n ≤ 30. For completeness, algorithmic methods
similar to those presented in [12] are used in some cases with 21 ≤ n ≤ 30 for which the number of codewords is small.
These are cases for which cyclic constructions are not competitive.
2. Whenever possible a comprehensive search of all possible cyclic or extended cyclic codes is carried out, by considering
all possible generator polynomials.
3. In [7] a fixed mapping from the field or ring to {A, C,G, T } is used. Here it is shown that the mapping chosen is
unimportant for linear codes over GF(4). However, for both additive codes and codes over Z4 the 24 possible mappings
reduce to two essentially different cases, which can give different lower bounds.
4. When n ≤ 20, cosets of the cyclic and extended cyclic codes are considered in addition to the codes themselves.
5. As well as the standard puncturing and shortening operations, a nonlinear shortening operation which sometimes gives
more codewords is applied.
6. Some of the codes need only be described by their generator polynomials. Codes obtained from cosets also need the
coset leader for their construction. A notation is introduced that allows all shortening and puncturing operations to be
replicated from the information given in the table of results. Thus all codes given here should be easily reproducible
without the need to repeat the search that led to their selection.
2.1. The comprehensive construction of cyclic and extended cyclic codes
The following three theorems describe the construction of cyclic codes in the three cases considered:
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Theorem 1 ([10]). Let C be an [n, k] linear cyclic code of length n over GF(4). ThenC = ⟨g(x)⟩where g(x) is amonic polynomial
of degree n− k in GF(4)[x] that divides xn − 1.
Theorem 2 ([4]). Let C be an (n, 2k) additive cyclic code of length n over GF(4) (with elements 0, 1, ω, ω2). Then C =
⟨ωp(x)+ q(x), r(x)⟩where p(x), r(x) are binary polynomials that divide (xn − 1)mod 2, r(x) divides q(x)(xn − 1)/p(x)mod 2,
and k = 2n− deg p− deg r.
Note that, if ⟨ωp(x) + q(x), r(x)⟩ and ⟨ωp′(x) + q′(x), r ′(x)⟩ are two representations of an additive cyclic code then
p′(x) = p(x), r ′(x) = r(x) and q′(x) ≡ q(x)mod r(x).
Theorem 3 ([5]). Any cyclic code in Z4 is of the form ⟨f , 2g⟩, where g|f |xn − 1 in Z4[x], and f , g are monic polynomials.
Notice that to construct all cyclic codes in the three cases requires generation of (i) a single polynomial of GF(4)[x] (ii) three
binary polynomials (with the third satisfying a divisibility condition) (iii) two polynomials of GF(4)[x] with the second
satisfying a divisibility condition. Here linear cyclic codes over GF(4) were computed for 4 ≤ n ≤ 30, additive cyclic codes
over GF(4) were computed for 4 ≤ n ≤ 20. All cyclic codes over Z4 were computed for 4 ≤ n ≤ 15. In general, the use
of a single polynomial f usually gave the best results, so the restricted set of all cyclic codes of the form ⟨f ⟩ was computed
for 16 ≤ n ≤ 23. In each case a GC-weight enumerator was calculated (see [7]) and the code with the largest number of
codewords became a candidate for realising a lower bound for maxw(AGC4 (n, d, w)). All, computations were carried out in
Magma,1 which includes many of the necessary facilities. The algorithms used to provide these facilities are outlined in the
Magma documentation. Two approaches proved feasible for the generation of polynomials. Either xn − 1 was factorized
using Magma and all combinations of factors were considered. Alternatively, all polynomials P(x) in GF(4)[x], GF(2)[x] or
Z4[x] of degree up to ⌊(n + 1)/2⌋ were taken, (together with the polynomial (xn − 1)/P(x)), but the polynomial was only
used in the appropriate construction if it divided xn − 1.
Although a cyclic code over Z4 with constant GC-content and minimum distance d sometimes has more codewords than
any linear cyclic code over GF(4) with constant GC-content and minimum distance d, no code over Z4 appears as the best of
all candidates in the final table after all constructions are considered. Some do give lower bounds that equal the bound in
the table, but a GF(4) construction is then always referenced.
Extended cyclic codes are obtained by adding an extra position and an overall parity check [10]. A similar computation
was carried out for all linear extended cyclic codes with 4 ≤ n ≤ 30 and additive extended cyclic codes for 4 ≤ n ≤ 20. All
extended cyclic codes over Z4 were computed for 4 ≤ n ≤ 16 and all extended codes from cyclic codes of the form ⟨f ⟩were
computed for 17 ≤ n ≤ 24.
2.2. Mappings from field or ring elements to {A, C, T ,G}
Here there are three cases to consider.
2.2.1. The mapping of the elements {0, ω, ω2, 1} to {A, C, T ,G} in the linear GF(4) case
There are 24 possible mappings from {0, ω, ω2, 1} to {A, C, T ,G}. If a code over GF(4) exists providing a lower bound for
AGC4 (n, d, w) for a particular value ofw, then a code providing the same lower bound for A
GC
4 (n, d, n−w) can be obtained by
the pair of transpositions A ↔ G, T ↔ C . As the aim is to find the maximum number of codewords of constant GC-weight
irrespective of the actualGC-weight, it is unimportantwhether the element 0maps to a letter of {A, T } or of {C,G}. Similarly,
the transpositions A ↔ T , G ↔ C do not affect the constant GC-weight property. Suppose without loss of generality
that the zero element maps to G and consider the three different mappings 1 → C , ω → C , ω2 → C . These can be
obtained from 1 → C by multiplying the codewords of the cyclic code by 1, ω and ω2 respectively. Such multiplications
give automorphisms of the cyclic code, and so the same lower bound is obtained.
2.2.2. The mapping of the elements {0, ω, ω2, 1} to {A, C, T ,G} in the additive case
In additive codes over GF(4) either ω or ω2 can be chosen to multiply the first generator polynomial, and an isomorphic
code is obtained, i.e.:
⟨ωp(x)+ q(x), r(x)⟩ ∼= ⟨ω2p(x)+ q(x), r(x)⟩.
This follows from the existence of the Frobenius automorphism f (x) = x2 thatmaps 0→ 0, 1→ 1,ω → ω2,ω2 → ω. Thus
pairing 0 with ω or 0 with ω2 for G, C gives the same GC-weight enumerator. However, pairing 0 with 1 for G, C can give
different GC-weight enumerators to the previous two cases. Thus two distinct mappings need to be considered for additive
codes over GF(4).
1 http://magma.maths.usyd.edu.au/magma/.
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2.2.3. The mapping of the elements {0, 1, 2, 3} to {A, C, T ,G}
In Z4, pairing 0 with 2 to give G, C can give different GC-weight enumerators to the other two cases (pairing 0 with 3 or
0 with 1). The cases of pairing 0 with 1 and 0 with 3 are the same. One can be obtained from the other by multiplying all
codewords by−1. Thus two distinct mappings need to be considered.
2.3. Cosets
It was observed that cosets of linear codes sometimes givemore codewords of constant GC-content than the linear codes
themselves. If it was not feasible to consider all cosets, a random selection of 40 cosetswas examined and the best candidates
recorded. Cosets were considered for linear codes over GF(4) and over Z4 with 4 ≤ n ≤ 20, for additive cyclic codes with
4 ≤ n ≤ 15, and for additive extended cyclic codes with 4 ≤ n ≤ 16.
2.4. Shortening, puncturing and nonlinear shortening
Given an [n, k] linear code C and given i with 1 ≤ i ≤ n, the puncturing operation is to delete the ith component from
each codeword of C. The shortening operation is to select all codewords with a 0 in the ith component, and delete the ith
component from all of these codewords. In each case a linear code of length n− 1 is obtained, a GC-weight enumerator can
be computed and a code of constant GC-weight can then be selected. However, a nonlinear shortening operation sometimes
gives more codewords. Given a code C of constant GC-content over {A, C,G, T }, compute the frequency of each letter A,
C , G, T in each column i of the matrix of codewords. Choose the letter and column of the most frequent occurrence and
select all codewords with the chosen letter in the chosen column. Delete this component from all selected codewords
and a (normally nonlinear) code of constant GC-content is obtained. As the operation in nonlinear it is only feasible for
shorter codes. Normally shortening gives an unchanged Hamming distance, and puncturing reduces the minimum distance
by 1. Sometimes, however, the minimum distance is greater than is anticipated. Thus it is necessary to assess all possible
shortenings and puncturing of a given code in the table to find the best codes with length reduced by 1.
3. Results
The results obtained by the methods described in Section 2 are given in Tables 1 and 2. The labels in the tables have the
following meaning:
Subscripts Superscripts
cf cyclic linear code over GF(4) co coset of code
ef extended cyclic linear code
over GF(4)
ca cyclic additive code over GF(4) i position for
shortening
ea extended cyclic additive code
over GF(4)
or puncturing
pr puncturing of the code below to
the right
pb puncturing of the code below Xi letter and position
sb linear shortening of the code
below
for nonlinear
shortening
nb nonlinear shortening of the
code below
The polynomials used to construct the codes with subscripts cf and ef for n ≥ 21 are given in Table 3. The polynomials used
to construct codes with subscripts cf , ef , ca and ea for n ≤ 20 are given in Tables 4–6. Cases with fewer than 4 codewords
are omitted. Coset leaders Lwhen there is a superscript co are also given in these tables.
The results can be observed to be poor when n > 20 and d > 16 and the number of codewords is small. The algorithmic
methods described in [12] prove too slow when n > 20. Thus a new simulated annealing algorithm was developed in [13]
to deal with these cases, and was applied for n > 20, d ≥ 14. Results are given for these parameters in Table 8 and marked
with a subscript sa. This algorithm works with an infeasible set Cinf of codewords and uses a measure of infeasibility given
by
Inf(Cinf) =
−
x∈Cinf
|GC(x)− w| +
−
x,y∈Cinf,x≠y
max{0, d− H(x, y)}
where GC(x) denotes the GC-content of codeword x. New codes, arising from the optimal change of one position of a
randomly selected codeword are accepted with probability:
prob = min{1, e−(∆Inf(Cinf)/t)}, (1)
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Table 4
Generator polynomials and coset leaders L for codes with more than 4 codewords, 15 ≤ n ≤ 20.
where ∆Inf(Cinf) is the change in the infeasibility measure and t is a temperature parameter initialized to 30000 and
decreased according to the formula t := 0.9t every 10000 iterations. The procedure stops when Inf(Cinf) = 0 or t < 300.
In the former case a new feasible code C has been found, a random codeword is added to this new code, and the procedure
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Table 5
Generator polynomials and coset leaders L for codes with more than 4 codewords, 10 ≤ n ≤ 15.
is restarted. In the latter case the algorithm stops and the best code found previously is used. The algorithm starts from an
empty code.
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Table 6
Generator polynomials and coset leaders L for codes with more than 4 codewords, 4 ≤ n ≤ 10.
Tables 7 and 8 give the number of codewords of the best known codes, with the following subscripts describing the
source of the construction:
1. no subscript: Results of this paper, taken from Tables 1 and 2. If such entries appear in italics in Table 1, the original
source is as in gk below;
2. sa: Obtained with the simulated annealing algorithm described in [13];
3. gk: Taken from [7,9] or the authors’ updated online table,2 where details of the individual constructions used can be
found;
4. m1: Variable neighbourhood search result taken from [12];
5. m2: Variable neighbourhood search result taken from [13].
When two constructions give the same result, the construction from Table 1 or Table 2 is preferred as it is more easily
reproducible. In a very small number of cases a better code is implied by the inequality AGC4 (n, d, w) ≥ AGC4 (n − 1, d, w)
or AGC4 (n, d, w) ≥ AGC4 (n, d + 1, w), but is not entered in the table to avoid ambiguity in the described construction or in
the actual value of d. It can be observed that methods based on linear codes and algorithmic methods are complementary;
neither dominates the other. Algorithmicmethods generally work better when d is close to n, linear codemethods are better
(or essential) when d is much smaller than n.
The first and third authors maintain files of codewords for the best known codes (when the number of codewords is not
too large).3
2 http://llama.med.harvard.edu/~king/dnacodes.html.
3 http://data.research.glam.ac.uk/projects/ ; http://www.idsia.ch/∼roberto/DNA08.zip ; http://www.idsia.ch/∼roberto/DNA09.zip ; http://www.idsia.
ch/∼roberto/DNA09a.zip.
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4. Conclusion
The comprehensive approach presented here using cyclic and extended cyclic codes has foundmany newbest codeswith
n ≤ 20 and extended known results to n ≤ 30. Further improvements might be available if it became feasible to extend the
computations for additive codes to 21 ≤ n ≤ 30.
It would be interesting to apply this comprehensive approach to codes which also satisfy the reverse complement
constraint. The basic mechanism for handling this constraint is already described in [7].
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