

















network  can  affect  the  performance  of  the  Bayesian  model  adopted  in  Ope 
nAnswer.  Performance  is  evaluated  in  terms  of  the  comparison  of  predicted 
grades with actual teacher’s grades. The global network is built by interconnect 
ing  smaller subnetworks, one  for  each  student, where intra subnetwork nodes 
represent student's characteristics, and peer assessment assignments make up in 
ter subnetwork  connections  and  determine  evidence  propagation.  A  possible 
subset of  teacher graded answers  is dynamically determined by suitable selec 











comprehension of  topics when passing  from pure knowledge  (just remembering), 
to comprehension, application, analysis, evaluation and finally synthesis, as higher 
metacognitive  skills.  Peer  assessment  is  a  possible  tool  to  help  students  exer 
cise/enforce  these  abilities  [6].  Open  answers  to  questions  allow  challenging  as 
sessment methods,  e.g.,  exercises,  free  text answers  to  questions,  etc., which  are 
more effective than multiple choice tests [5], but also harder to handle for teachers. 











Earlier works  [4][7][8][9]  analyzed  several  factors affecting  the accuracy  of  pre 
dicted grades. Present research questions are: RQ1) “does the topology of the net 

















Peer assessment  entails  a  higher  cognitive  level  activity  [1].  It  pursues  different 
goals  [10],  especially  to  allow  the  learner  to  appreciate  the  personal  cognitive  state 
and progress. A comprehensive study of peer assessment in a prototype application is 
in  [2].  OA  evaluates  open  answers  through  peer assessment,  by modeling  students 
and  assessment  by  Bayesian  Networks.  A  different  machine  learning  approach  to 






ledge  about  the  topic̀ C     the  correctness  of  student’s  answer  being  evaluated̀  J     
student’s ability to judge/assess the answer of a peer̀ one variable G for each grade 
given to a peer (G variables represent the interconnections among subnetworks). K, J 
and  C  are  updated  by  information  propagation.  The  final  values  of  C  variables 
represent the estimated answers correctness (grades). 






probabilities  P(C  | K)  and P(J  | K). The C dependence  is  because writing  an  essay 
cannot be easily guessed as it happens in multiple choice quizzes. As for J, the inspi 




When  the  teacher corrects  the essays, OA suggests  the next answer  to grade and 
notifies her when no  further correction is needed. The possible alternatives  for  stop 
condition  can  be  found  in  [4].  In  this work we  use  a  fixed  condition,  i.e.,  reaching 
30% of answers. The next answer to grade is chosen to maximize the information gain 











a  diameter  proportional  to  the  number  of  nodes  and  inversely  proportional  to  the 
number of corrected peers (Fig. 1, left). 
To get even higher diameters we can either cut the ring (Fig. 1, bottom, “broken” 
network)  or  reduce  the  number  of  assessments  by  each  student  (Fig.  1,  right,  “2 
peers”  network),  or  both  (Fig.  1,  bottom  right).  The  figure  shows  also  the  teacher 
grades for each student (node color, darker=better) and the grades given by each peer 


















maxCoverage:  chooses  the  next  student  so  to maximize  the  network  coverage  (the 
number  of  corrected  students  union  their  immediate  neighbors)̀  maxAvgDistCor 
rected: chooses the next student so to maximize the average distance among corrected 
students  (to  distribute  them  better  through  the  network)̀  minAvgDistInferredCor 
rected: chooses  the next  student  so  to minimize  the average distance among  the  in 





ent  settings  and  strategies  for  teacher’s  correction.  The  experiments  presented  here 
adopt and compare  the above  strategies  to  select  the next answer  to grade, together 
with  the  former maxEntropy,  and  stop  teacher’s grading when  30% of  the  students 
have  been  corrected. The  remaining  grades  are  inferred. To  compare  the  prediction 
performances we examine the percentage of exact inferred grades (OK/INFERRED), 
and the average distance in the graph between inferred students and their nearest cor 
rected  peer  (AVG_PEER_DISTANCE).  The  simulations  have  been  run  with  these 
different  sets  of  parameters:  Selection  strategy: maxEntropy  or  the  above  topology 
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5  Experimental results 
Table  2  shows  the  OK/INFERRED  percentage  and  the  maximum 
AVG_PEER_DISTANCE at  the  end  of  the  correction.  Because  of  space  limits  we 
show only one of the topology based “good” and “bad” strategies. As a first observa 
tion, the maximum AVG_PEER_DISTANCE is very low (1) for the “good” topolo 
gy based  selection  strategies, and  that  also maxEntropy  shows  a  low  value  for  this 
outcome  (near  1.4).  Conversely,  the  “bad”  topology based  strategies  show  higher 
AVG_PEER_DISTANCE,  as  expected  (in  particular,  2  peers based  networks  and 
broken networks show the highest distances). Yet, the max AVG_PEER_DISTANCE 
when 30% of students have been corrected is not too high (max 2.9). 
When we  examine  the OK/INFERRED  results we  see  that  the  “good”  topology 







some  global  knowledge  about  the  class.  Cutting  the  ring  to  increase  the  diameter 
(“broken”  shape)  reduces  the  OA  performances  for  almost  all  selection  strategies. 
Reducing  the  number  of  peers  from  3  to  2  reduces  the  performances  as  expected. 
More investigation is due on the “perfect” number of corrected peers per student. 
6  Conclusions 
Higher diameter  networks  induced  by  assignments  of  peer  grading  tasks  to  stu 
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