ABSTRACT Successive interference cancellation (SIC) and mobile base stations (MBSs) have been separately exploited to effectively collect data in wireless networks. This paper aims to jointly optimize SIC and MBSs movement to minimize MBS's data collection time for given data. First, we design a DPS algorithm for finding some dominating points (good locations for an MBS) in a two-dimensional area. Based on these dominating points, we build a suitable trajectory for MBS's traveling. Then, we divide the whole traveling path into many path parts and then allocate one or several time slots for each path part. In each time slot, we design a farthest-node-allocation (FNA) algorithm for scheduling node transmissions and determining the MBS's moving speed. The simulation results show that the proposed algorithm can significantly reduce the MBS's data collection time than the scheme without using the SIC.
I. INTRODUCTION
In many different wireless network environments, using mobile base stations (MBSs) to collect data is a practical and useful way to increase the network working efficiency [1] , [2] . Traditionally, researchers mainly focus on how to prolong the network lifetime by MBSs for wireless sensor network environment. For example, in [3] , the authors contributed some fundamental results on base station movement problem for the MBS model. They propose an algorithm on how the base station traveling in the two-dimensional area for multihop wireless sensor networks, and the proposed solution can guarantee the achieved network lifetime is at least (1 − ) of the maximum network lifetime. In [4] , the authors investigated the characteristics of the optimal mobility patterns by employing three representative patterns (i.e., grid, random, and spiral), and developed a novel mixed integer programming framework for prolonging the network lifetime.
Nowadays with the development of industry, more and more electronic products have the base station's function, which may even change the wireless network's working
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pattern. Based on the base station movement types, the MBS management schemes can be divided into four categories: uncontrollable mobility, path-restricted mobility, locationrestricted mobility and unrestricted mobility [5] . In [6] , the authors considered a model that the MBS moved on the path-restricted type for collecting data, and some of the nodes can buffer and aggregate data of other nodes. In [7] , the authors considered the high-speed railway scenarios and the moving trains as the base stations, and gave a optimal power allocation algorithm with delay constraint for signal transmission. In [8] , the authors considered vehicles as mobile sinks on the road and proposed a virtual scanning algorithm for road network protection. In [9] , the authors considered flying drone base stations for macro hotspots. They let multiple drone-mounted base stations cruise freely over a macro hotspot to serve mobile users on the ground, and proposed algorithms for improving the network packet throughput, and this model can be considered as unrestricted mobility type.
However, works for the MBS models are generally based on the traditional wireless networks. In traditional wireless networks, when several nodes transmit simultaneously, collisions will happen and the receiver will abandon the conflicting signals. The so-called CSMA/CA algorithm [10] , which is used by most of wireless protocols (such as IEEE 802.11 protocols), is based on this idea [11] , [12] . Wireless networks are broadcasting networks where all transmitters and receivers share the spectrum. In this shared situation, the interference is likely to be high, especially for those with lots of transmitters in a small working space. Recently, interference management (IM) techniques [13] - [15] , which have the potential to improve spectrum efficiency, have received many researcher's interests, and many new paradigms for IM techniques have emerged.
IM techniques can be categorized into two types: interference shaping and interference exploitation. For each type, several different techniques can realize IM. For example, in [16] , the authors proposed a joint spatial division and multiplexing scheme for the multiuser MIMO downlink, which can be used in a large number of antennas at the base station. In [17] , the authors considered the massive MIMO systems, and proposed an IA and soft-space-reuse (IA-SSR)-based cooperative transmission scheme under the two-stage precoding framework. In [18] , the authors studied the downlink transmission in a multi-cell system, where multiple base stations using beamforming technique for transmitting. They modeled the system into a MISO-IC model, and proposed a new method to characterize different rate-tuples. The used IM techniques of above studies are all interference shaping, while the most popular technique which can realize the interference exploitation is the Successive Interference Cancellation (SIC) [19] - [21] . When using SIC, the receiver can receive several transmitters' data simultaneously. The decision of the SIC for signal is based on the received power. The receiver will first decode the strongest signal and remove it from the originally received signal that combines multiple transmitters' data. That is, the signal with the strongest received power will be filtered out from the combined signal and then we get a new combined signal. The receiver will try to decode the second strongest signal from the new combined signal by repeating this process. This process can be repeated until all signals are decoded or one signal can not be decoded.
SIC technique is easy to be implemented and with good performance. The extraordinary work by Andrew [14] has shown that SIC technique is one of the most promising techniques to mitigate interference. SIC is a PHY-layer technique and many works are on how to use SIC at upper layers. For example, Jiang et al. [22] designed an optimal algorithm for multi-hop ad hoc networks with SIC. Lei et al. [23] proposed a power and channel allocation scheme in 5G systems by using SIC, and the proposed solution can improve the system performance in both throughput and fairness comparing with the previous resource allocation scheme. Shi et al. [24] considered a special network environment: the mine locomotive wireless network, and proposed a power control strategy based on SIC technique for improving the network throughput.
However, if we consider using MBSs for collecting data in a wireless network with SIC, the problem will become very complicated and till now seldom work has been done on this environment. In our previous work, we have considered the problem for base station placement in a SIC-based wireless network [25] . In this paper, we study the MBS problem for SIC. Specifically, we consider the unrestricted mobility moving type, which means the MBS may be a flying drone and can reach any point by any path on the schedule area. We will try to propose an efficient algorithm to solve it.
The following is the structure of the whole paper. In Sec. II, we model the problem as a non-polynomial optimization. In Sec. III, we first design the DPS algorithm for finding some key points, and then based on these key points we find a suitable path for the MBS traveling. Then we divide the whole path into many path parts and design the FNA algorithm for allocating time slots and scheduling the transmissions for each node. In Sec. IV, we give the simulation results, which show that the proposed algorithm can increase the network efficiency significantly. We conclude the whole paper in Sec. V.
II. NETWORK MODEL AND ORIGINAL PROBLEM FORMULATION
We first give the network model. Suppose there is a MBS collecting data directly from wireless nodes deployed in a two-dimensional area (see Fig. 1 ). The MBS can apply SIC to receive from multiple nodes simultaneously. Suppose in each time period, the MBS traveling path starts from a point and returns to the same point. We need to schedule each wireless node's transmission, so that they can transmit required amount of data within a period and the length of this period can be minimized.
Suppose there are n wireless nodes in this area, each node s i is located at a fixed point p i = (x i , y i ). Denote the set of nodes as N , i.e. s i ∈ N (i = 1 . . . n). Suppose the MBS starts from a point p c = (x c , y c ) and returns to this point after traveling along a path which we need to design, and the MBS must finish its trip in time U . Suppose all nodes use the same transmission power P to transmit the same amount of data α in time U , and the maximum velocity of the MBS is v max . The MBS should finish its trip as soon as possible, so that it can have more time to do other things, such as having more time for sending the collected data to the control center. That is, we want to find a minimum period T (≤ U ), such that the MBS can finish its trip in time T while each wireless node can transmit α data over time T . See the notation table in Tab. 1.
Denote the coordinate of the MBS at time t as (x B (t), y B (t)), where t ∈ [0, T ]. Then the distance between s i and the MBS at time t is
and the channel gain of s i at time t can be formulated as
where λ is the path loss index.
In the whole scheduling time T , wireless nodes may not always be transmitting, so we define binary variable θ i (t) as
Denote σ i (t) as the signal-to-interference-plus-noise-ratio (SINR) of s i at time t under SIC, where strong interferences are already handled. Then, it can be calculated as
which should be larger than a threshold β.
We can determine the maximum transmission range based on β. Apparently the maximum transmission range R max is achieved when there is no interference, which means we have
The achieved rate for a successful transmission is W log 2 (1 + β), where W is the bandwidth. Then during a period T , data from s i to the MBS is
which should be equal to α. Then we have
where s i , s j ∈ N and t ∈ [0, T ]. In (6), we can find that the left-hand-side of the third, fourth and fifth constraints are not polynomial functions of optimization variables, so this formulation is a non-polynomial program.
III. DETAIL STEPS FOR THE ALGORITHM
In Section II, we give the original problem formulation. However, we do not know which path and what velocity the MBS will choose and use, this makes the third to fifth constraints in (6) contain integral variables, and makes the original problem model non-polynomial. To solve this problem, we need to construct a suitable algorithm to determine the traveling path and speed for the MBS. In the following, we discuss the detail steps of our algorithm in three steps. First, we find a suitable traveling path for the MBS by building an algorithm called the Dominating-Point-Search (DPS) algorithm. Second, we decide the MBS traveling speed along the path by building an algorithm called the Farthest-Node-Allocation (FNA) algorithm. Third, we find an improved travel scheme for the MBS. Note that after using the DPS algorithm and the FNA algorithm, we will know exactly the MBS positions in each time. Then the problem formulation in (6) will become a polynomial problem, which can be solved directly.
A. SEARCH FOR A SUITABLE PATH
We first design the DPS algorithm for finding a suitable path for the MBS. Here we denote P = (x B (t), y B (t)) : t ∈ [0, T ] as the path on which the MBS travels. Instead of finding infinite points for a suitable path, we first select some dominating points and then design the traveling path to visit these points. The main problem is how to select these dominating points. One property of these dominating points is that when the MBS is at one dominating point, i t can receive data from many nodes by using SIC. we may not find these points directly, but we find that to enable SIC for two nodes s i and s j , points on the perpendicular bisector of p i p j are not good positions, since signal powers from two nodes will be the same and thus SIC cannot be applied to receive data from s i and s j at the same time. Instead, points that are far away from this perpendicular bisector are good to enable SIC. Based on the rough idea, we give the basic steps of the DPS algorithm as follows.
I. Find the convex closure of all nodes. II. For each two nodes s i and s j , get the perpendicular bisector of p i p j . All these perpendicular bisectors will divide the convex closure into many pieces. III. In each piece, use the likelihood maximum inscribed disk (LMID) algorithm [25] for finding one suitable point as a candidate for dominating points. IV. Use the algorithm in Fig. 2 for selecting a set K of dominating points.
The LMID algorithm has been developed in our previous work [25] . Here we give its basic idea. We first use perpendicular bisectors to divide the convex closure into many pieces. Because the divided regions are convex polygons, center points of these maximum inscribed circles of the convex polygons can be used as the final feasible positions for dominating points. In short, the maximum inscribed circle center points of each subarea will be the target positions away from the area boundary. In order to quickly find center points, we proposed a ''shrink'' approach to find out all the feasible positions and calculate them separately when the MBS is on these positions.
The algorithm complexity of the convex closure is O(n 4 log n). In the first step, we use perpendicular bisectors to divide feasible areas, and the number of small convex polygons is less than
, that is O(n 4 ). In the second step, through the ''shrink'' way to find center points of the maximum inscribed circles. The algorithm complexity of the second step is O(n 2 ), so the total complexity of LMID algorithm is O(n 6 ), which is polynomial.
In the last step, we use the algorithm shown in Fig. 2 to find dominating points from all candidates. The main idea of the algorithm is, we find the minimum number from all these candidates, and these candidate points can cover all wireless nodes jointly in the area. We will use these points as dominating points. Once we have these dominating points, we use the point p c as the first and the last dominating point, and the point which has the minimum distance with p c as the second dominating point. Then we connect other points by counterclockwise order for obtaining the suitable path.
The number of candidates is O(n 6 ). Since we may need to check all candidates for finding the dominating points, The complexity of the third step is still O(n 6 ). So the complexity of the DPS algorithm is O(n 6 ).
B. CALCULATE SPEED ALONG THE SUITABLE PATH
In Sec. III-A, we give the DPS algorithm for finding a suitable path. In this sub-section, we will give the FNA algorithm on determining the traveling speeds for the MBS on the suitable path. Notice that the MBS can use any speed v(≤ v max ) to travel, and it may even stop at a point for some time [3] .
We first divide the whole path P into many small parts, such that in each part of the path, (i) the number of nodes within the MBS's coverage n p does not change, and (ii) the distances between nodes and the MBS do not change much. By (ii), we can approximate that in each path part the channel gains between nodes and the MBS are constants. Denote the set of the path parts as M , and the number of the set M is m. Denote i (∈ M ) as one part of the path, i.e., m i=1 i = P, then the distance and the channel gain of node s i on the path part can be represent as
where (x B ( ), y B ( )) is the center point of the path part . Notice that for one node s i , when the MBS is traveling on the path, it may communicate with s i on some parts of the path while may not on others. Denote M s i as the set of path parts that the MBS can communicate with s i , and denote M s i as the set of path parts that the MBS really communicates with s i . Now we give the main idea for FNA algorithm. Since each node should transmit α data to the MBS during the whole scheduling time, so nodes which are far away from the path should be considered first, because they may have less chance to communicate with the MBS. Based on this rough idea, the basic steps of the FNA algorithm are as follows.
I. Find nodes far away from the path and allocate path parts and time slots for them. II. In each allocate time slot, use SIC fully for nodes. III. Allocate other path parts which have not been used and use them optimally. IV. Allocate new time slots for nodes which transmission requirement have not been satisfied. Now we give detail discussions for these steps. For the first step, we first find node s i with the minimum number of |M s i | and arrange all (∈ M s i ) for its transmission. In other words, for s i 's transmitting, we will allocate one time slot for each path part in M s i . Here we know the length of all path parts in M s i , and the transmission data rate of each node is W log 2 (1 + β). Since s i must transmit α data to the MBS during all path parts in M s i , we can calculate an average speed v( ) as the speed of the MBS on these . We can arrange several nodes based on the first step. More details can be found in Fig. 3 .
By doing the first step, we can schedule transmissions for some nodes. Then in the second step we will use SIC fully. When using SIC, several nodes may transmit at the same time as long as the constraint (4) is satisfied. In [25] we have proved that based on SIC, if we sort nodes by their distances to the base station, then two nodes s i and s j adjacent in the sorted list with
In the second step, We first sort all nodes covered by the MBS when it is in the path part , and then check each node to see if they can transmit together with node which has been allocated in . More details can be found in Fig. 4 .
For each s i (∈ N b ), denoteĉ i as its transmission data which has been arranged to send. Now we have satisfied some nodes transmission requirements in the first step (i.e.,ĉ i = α), and have let some other nodes transmit part of their data in the second step (i.e.,ĉ i < α). We go on arranging more other nodes. We will find node s i with the minimumĉ i , and try to allocate it first. Since there may be still some path parts in M s i which have not been used, so we will use these path parts and calculate an average speed v( ) as the speed of the MBS on these just like the first step. Then we will use these new allocated fully like the second step. After doing these, we can arrange some more new nodes. More details can be found in Fig. 5 .
After the third step, all path parts have been allocated for one time slot, and for each part, we have a suitable speed schedule for the traveling. However, we may still have some nodes which do not satisfy their transmission requirements. In the fourth step, we first find the node s i with the minimum c i . Notice that now all (∈ M s i ) have been allocated, so we allocate each (∈ M s i ) for a new time slot, and let the s i finish its transmission requirement in these new time slots. Allocate a new time slot means, we let the MBS slow down its speed on the path part , then it will have more time to travel on this path part. We still use the same time to finish its allocated receiving work, and for the new slot, we let the MBS finish new allocated receiving work. More details can be found in Fig. 6 .
C. FIND AN IMPROVED TRAVEL SCHEME
Now we discuss how to find an improved travel scheme for the MBS after using the DPS algorithm and the FNA algorithm. Assume that in each time slot the transmission for each node will not change. Denote ρ is one time slot in a path part and define
if node s i transmits data at slot ρ; 0 : otherwise.
Then the signal-to-interference-plus-noise-ratio (SINR) of s i in time slot ρ under SIC can be calculated as
During the scheduling path P, data from s i (s i ∈ N ) to the MBS can be formulated as
where v( ) is the MBS speed on path part . Based on these formulations, we get a new optimization problem. (12) where s i , s j ∈ N , ρ ∈ and ∈ M . Notice that after using the DPS algorithm and the FNA algorithm, we have exactly known the MBS traveling speed and positions, and the transmission rules of each node at each time, which means all θ i (ρ) and σ i (ρ) can be calculated. Problem (12) is a polynomial problem and can be calculated directly.
IV. SIMULATION RESULTS
In this section we show the performance of our algorithm with some simulation results. We also compare results with other traveling path scheme and the scheme when not using SIC. We first give the result on a network with 50 nodes, then give more results with 20 to 50 nodes. The computer used to run algorithms has an Inter Core i7 CPU with 3.1GHz and 4GB memory.
Consider wireless nodes randomly deployed in a square region of 1000 × 1000m. The MBS begins its trip from the center point of the square, i.e., p c = (500, 500). It must finish its trip in U = 2500s, with the maximum speed v max = 5m/s. During the schedule time, each node should send 1Gb data to the MBS. Transmission power is P = 1W and noise power is N 0 = 10 −10 W. The SINR threshold is β = 3. Channel bandwidth is W = 22MHz. The path loss index is λ = 4. The maximum transmission range of each node R max can be calculate as follows.
A. RESULTS FOR A NETWORK WITH 50 NODES
We first consider a network with 50 nodes shown in Fig. 7(a) . The convex closure of the network is shown in Fig. 7(b) . All center points of the convex polygons after using the LMID algorithm is shown in Fig. 7(c) , and the dominating points in this network after using the DPS algorithm is shown in Fig. 7(d) . The coordinates of all nodes are shown in After using the DPS algorithm, we can get the optimal suitable traveling path as shown in Fig. 8(a) . In order to show the efficiency of our algorithm, we also get another three traveling paths for comparing, as shown in Fig. 8(b), Fig. 8(c) and Fig. 8(d) . Specifically, Fig. 8(b) is a random traveling path, Fig. 8(c) is the fixed traveling path which can cover all nodes, and Fig. 8(d) is the path which traveling through all nodes.
Then we use the FNA algorithm mentioned in Sec. III-B. The length of the whole optimal suitable traveling path is 3586.75m, and it is divided into 124 path parts. By using SIC, the MBS will use T = 659.70s to finish its trip, the relax time is U − T = 1840.30s, and the whole average speed is 4.04m/s. While by using SIC, we can calculate out that T = 1049.37s in the random traveling path scheme, T = 713.27s in the fixed traveling path scheme, and T = 5420.15s in the traveling path through all points scheme. We can see that in the suitable traveling path calculated by our algorithm, the MBS will always have less time to finish the whole trip comparing with the other three schemes. We also compare with the scheme while not using SIC, and get a T = 1136.36s to finish its trip. The relax time is U − T = 1363.64s. Compare with not using SIC, the improvement for the MBS is = 34.95% when using SIC.
B. RESULTS FOR ALL NETWORK INSTANCES
To show the performance of our algorithm, we change the number of nodes n from 20 to 50, and generate 20 different network instances randomly for each n. For each network, we first get the three different traveling path (the suitable path for the DPS algorithm, the fixed traveling path and the random traveling path). Then we calculate the value T by using FNA algorithm under SIC, and then calculate the average time T for the 20 instances of each different number of network nodes. The results is shown in Fig. 9 . From the results we can see the DPS algorithm for finding the suitable traveling path is always better than other traveling path.
To show the improvement of our algorithm, we also calculate the average time T under the suitable traveling path without using SIC, and show results in Table 3 . We can see that with the increasement of the node number, the average improvement for the traveling time under SIC is increasing obviously. Specifically, when the node number is 50, the average improvement is about 34%.
C. REAL COMPLEXITY FOR THE DPS ALGORITHM
In Sec. III-A, we show that the complexity of the DPS algorithm is O(n 6 ). In this section we will give the real complexity for the DPS algorithm. We have recorded each costed time for the DPS algorithm calculating, get the average costed time and listed them in Tab. 4 . From this table we can see that all results can be get in seconds. We further do polynomial fitting for the results and obtain the curve in Fig. 10 . The fitting formula is, y = −0.00013 x 4 + 0.0019 x 3 − 0.0986 x 2 + 2.134 x − 16.51, which shows the relationship between the cost time and the number of nodes is (n 4 ) approximately.
V. CONCLUSION
We designed a mobile base station strategy for wireless networks with SIC. The proposed algorithm includes how to design a suitable path for the base station's traveling, how to determine the different speeds on the traveling path, and how to schedule nodes' transmissions. The designed KPS algorithm and FNA algorithm can reduce the original problem complexity and achieve significant performance gain than a benchmark algorithm. Simulation results show the proposed algorithm decreases the MBS working time significantly. SIC technique is a promising technique. In the future work, we will design algorithms for more complicated wireless network environment. 
