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Abstract—Critical observability is a property of cyber-physical
systems to detect whether the current state belongs to a set of
critical states. In safety-critical applications, critical states model
operations that may be unsafe or of a particular interest. De
Santis et al. introduced critical observability for linear switching
systems, and Pola et al. adapted it for discrete-event systems,
focusing on algorithmic complexity. We study the computational
complexity of deciding critical observability for systems modeled
as (networks of) finite-state automata and Petri nets. We show
that deciding critical observability is (i) NL-complete for finite
automata, that is, it is efficiently verifiable on parallel computers,
(ii) PSPACE-complete for networks of finite automata, that is, it
is very unlikely solvable in polynomial time, and (iii) undecidable
for labeled Petri nets, but becoming decidable if the set of critical
states (markings) is finite or co-finite, in which case the problem
is as hard as the non-reachability problem for Petri nets.
Index Terms—Discrete-event systems; Critical observability;
Finite automata; Networks of finite automata; Petri nets; Com-
plexity.
I. INTRODUCTION
The state estimation problem is one of the central problems
in cyber-physical systems that is of importance, e.g., in safety-
critical applications where we need to estimate the current state
of a system in the case we have an incomplete information of
its behavior. Eminent examples of the state estimation problem
are, for example, fault diagnosability [9], [41], [42] asking
whether a fault event has occurred and whether its occurrence
can be detected within a finite delay, opacity [3], [4], [17],
[20], [26], [35], [37], a property related to the privacy and
security analysis, asking whether the system reveals its secret
to a passive observer (an intruder), detectability [28], [29],
[43] asking whether the current and subsequent states can be
determined based on observations, marking observability [14]
concerning the estimation of the marking of a Petri net, and
predictability [12], [13] concerning the future occurrence of a
state or of an event.
We study the verification complexity of such a property
called critical observability asking whether the current state
of the system, determined based on incomplete observations,
is critical. De Santis et al. [10] introduced the problem for
linear switching systems, and Pola et al. [25] adapted it for
(networks of) finite automata. Critical states are of particular
interest in safety-critical applications to model operations that
may be unsafe or of a specific interest, where, for instance,
the prompt recovery of human errors and device failures are
of importance to ensure safety of the system, such as the air
traffic management systems [9]–[11].
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Pola et al. focused on the algorithmic complexity of check-
ing critical observability for systems modeled as networks of
finite automata, using the techniques of decentralization and
bisimulation. We investigate the computational complexity of
this problem for (networks of) finite automata and for labeled
Petri nets. Our contributions are as follows.
We show that the problem of deciding critical observability
of finite automata is NL-complete, which means that it can
be efficiently verified on a parallel computer [1]. Pola et al.
showed that critical observability and strong detectability of
Shu et al. [30] are different properties. Our result reveals that
they are equivalent under the deterministic logarithmic-space
reduction [21], that is, critical observability can be reduced to
strong detectability by a deterministic algorithm working in
logarithmic space, and vice versa. Therefore, any abstraction
technique or approximation algorithm for strong detectability
can be used for critical observability as well, and vice versa.
For systems modeled as a network of finite automata, we
show that deciding critical observability is PSPACE-complete,
and hence there is very unlikely a polynomial-time algorithm
solving the problem.
Finally, we show that critical observability is undecidable
for systems modeled by labeled Petri nets, but that it becomes
decidable if the set of critical states (markings) is finite or co-
finite (a set is co-finite if its complement is finite). We show
that, in this case, the problem is as hard as the non-reachability
problem for Petri nets. The complexity of reachability for Petri
nets has recently been shown to be non-elementary [8].
II. PRELIMINARIES AND DEFINITIONS
For a set A, |A| denotes its cardinality and 2A its power set.
An alphabet Σ is a finite nonempty set of events. A word over
Σ is a finite sequence of events; ε denotes the empty word. Let
Σ∗ be the set of all words over Σ. The alphabet Σ is partitioned
into two disjoint subsets Σo of observable and Σuo = Σ \Σo
of unobservable events. The partitioning induces a projection
P : Σ∗ → Σ∗o, which is a morphism defined by P (a) = ε for
a ∈ Σ \ Σo, and P (a) = a for a ∈ Σo. The action of P on a
word σ1σ2 · · ·σn is to erase all events that do not belong to
Σo, i.e., P (σ1σ2 · · ·σn) = P (σ1)P (σ2) · · ·P (σn).
We now briefly review the necessary notions of complexity
theory and refer the reader to the literature for details [1],
[31]. A (decision) problem is a yes-no question. A problem is
decidable if there is an algorithm that solves it. Complexity
theory classifies decidable problems into classes based on time
or space an algorithm needs to solve the problem. We con-
sider NL, NP, PSPACE, and EXPSPACE denoting the classes
of problems solvable by nondeterministic logarithmic-space,
nondeterministic polynomial-time, deterministic polynomial-
space, and deterministic exponential-space algorithms, respec-
tively. A problem is NL-complete if it belongs to NL and
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Fig. 1. Let G = ({0, 1}, {a}, ∅, {0, 1}, ∅) be the depicted NFA, C = {0}.
Both states are initial, 0 ∈ C, 1 /∈ C, and G is critically observable with
respect to C by the definition of Pola et al. [25] because δ(0, w) ⊆ C and
δ(1, w) ⊆ {0, 1} \ C for any w ∈ L(G) = {ε}.
every problem from NL can be reduced to it in deterministic
logarithmic space. Similarly, for X denoting NP, PSPACE,
or EXPSPACE, a problem is X-complete if (i) it belongs
to X and (ii) every problem from X can be reduced to it
in deterministic polynomial time. Condition (i) is known as
membership and (ii) as hardness. By the space hierarchy
theorem [32], NL is a strict subclass of PSPACE and PSPACE
is a strict subclass of EXPSPACE. Moreover, NL is the class of
problems efficiently solvable on parallel computers [1]. For an
EXPSPACE-complete problem, there is neither a polynomial-
space nor a polynomial-time algorithm. It is believed that there
are no polynomial-time algorithms for NP-complete problems.
III. CRITICAL OBSERVABILITY FOR AUTOMATA
We assume that the reader is familiar with the basic notions
and concepts of automata theory [6], [31].
A nondeterministic finite automaton (NFA) is a quintuple
G = (Q,Σ, δ, I, F ), where Q is a finite set of states, I ⊆ Q
is a nonempty set of initial states, F ⊆ Q is a set of marked
states, and δ : Q×Σ→ 2Q is a transition function that can be
extended to the domain 2Q ×Σ∗ by induction. The language
generated by G is the set L(G) = {w ∈ Σ∗ | δ(I, w) 6= ∅}
and the language marked by G is the set Lm(G) = {w ∈
Σ∗ | δ(I, w) ∩ F 6= ∅}. The NFA G is deterministic (DFA) if
it has a unique initial state (|I| = 1) and no nondeterministic
transitions (|δ(q, a)| ≤ 1 for every q ∈ Q and a ∈ Σ). We say
that a DFA is total if its transition function is total, that is,
|δ(q, a)| = 1 for every q ∈ Q and a ∈ Σ.
Given an NFA G = (Q,Σ, δ, I, F ) and a set of critical states
C ⊆ Q. Pola et al. [25] define G to be critically observable
with respect to C if δ(i, w) ⊆ C or δ(i, w) ⊆ Q \ C for any
initial state i ∈ I and any w ∈ L(G). They further assume that
I ⊆ C or I ⊆ Q \ C, justifying this assumption by the claim
that if G has an initial state that is critical and another initial
state that is not critical, then G is never critically observable
with respect to C. This is misleading as illustrated in Fig. 1.
To fix this inconsistency, we can either assume, without loss
of generality, that NFAs possess a single initial state, or restate
the definition so that G is critically observable with respect to
C if δ(I, w) ⊆ C or δ(I, w) ⊆ Q\C for any w ∈ L(G). Then
the claim holds and we may assume that I ⊆ C or I ⊆ Q\C.
Pola et al. [25] also assume that I 6= C and claim that if
I = C, then G ”is critically observable and no further analysis
for the detection of critical states is needed.“ This claim is
again misleading as illustrated in Fig. 2, and hence we drop
this assumption in our paper.
We further point out that Pola et al. [25] investigated NFAs
with full observation, which includes NFAs with partial obser-
vation under the fact that every NFA with partial observation
can be transformed to an NFA with full observation. Although
it is correct for a single NFA, requiring some computational
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Fig. 2. An example showing that I = C does not imply that G is critically
observable; here C = I = {0} and δ(0, a) = {0, 1}
(polynomial) effort, and hence not suitable for our complexity
analysis, it causes serious troubles for networks of automata
as we discuss in Section III-B. Therefore, we do not use this
simplification and extend the definition to systems with partial
observation.
Definition 1: Let G = (Q,Σ, δ, I, F ) be an NFA, Σo ⊆
Σ be the set of observable events, and C ⊆ Q be a set of
critical states. Let P : Σ∗ → Σ∗o denote the induced projection.
System G is critically observable with respect to Σo and C
if δ(I, P−1P (w)) ⊆ C or δ(I, P−1P (w)) ⊆ Q \ C for any
w ∈ L(G), where δ(I, P−1P (w)) = ∪v∈P−1P (w)δ(I, v). If
P is an identity, that is, all events are observable, we simply
say that G is critically observable with respect to C.
A. Single NFA Models
We first characterize critical observability in terms of reach-
ability in a composition of two copies of the NFA, and
then use this characterization to check critical observability
in nondeterministic logarithmic space. Our result reveals that
the algorithmic complexity of deciding critical observability is
at most quadratic in the number of states.
Let G = (Q,Σ, δ, I, F ) be an NFA and Σo ⊆ Σ be the set of
observable events. We define a modified parallel composition
of two copies of G, denoted by G9G, as the classical parallel
composition where observable events behave as shared events
and unobservable events as private events. Formally, G9G is
the accessible part of NFA (Q×Q,Σ, f, I×I, F ×F ), where
f((x, y), e) =
{
δ(x, e)× δ(y, e) if e ∈ Σo
(δ(x, e)× {y}) ∪ ({x} × δ(y, e)) if e /∈ Σo
Unlike the classical parallel composition [6], if G is a DFA,
the composition G 9G is not necessarily a DFA.
We now formulate a lemma relating critical observability to
reachability in G 9G.
Lemma 2: Let G = (Q,Σ, δ, I, F ) be an NFA, Σo ⊆ Σ be
the set of observable events, and C ⊆ Q be a set of critical
states. Then G is not critically observable with respect to Σo
and C iff there is a reachable state in G 9G that belongs to
the set C × (Q \ C).
Proof: Let P denote the induced projection from Σ to
Σo. If G is not critically observable, then there are w ∈ L(G),
x ∈ C, and y ∈ Q\C such that {x, y} ⊆ δ(I, P−1P (w)). By
the definition of 9, state (x, y) is reachable in G 9G.
For the opposite, we assume that (x, y) ∈ C × (Q \ C)
is reachable in G 9 G. Then, there are w1, w2 ∈ L(G) such
that x ∈ δ(I, w1), y ∈ δ(I, w2), and P (w1) = P (w2). Since
w1, w2 ∈ P−1P (w2), we have that {x, y} ⊆ δ(I, P−1P (w2)),
which shows that G is not critically observable.
The use of G 9 G in Lemma 2 suggests an algorithm
deciding critical observability in time quadratic in the number
of states of the NFA.
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Fig. 3. The NFA G of the NL-hardness proof of Theorem 3
We now prove our main result for finite-automata models.
Theorem 3: Deciding critical observability for systems mod-
eled by NFAs is NL-complete. It remains NL-hard even if the
NFAs are with full observation over a unary alphabet and the
set of critical states is a singleton.
Proof: Let G = (Q,Σ, δ, I, F ) be an NFA and Σo ⊆ Σ
be a set of observable events. By Lemma 2, G is not critically
observable iff there is a reachable state in G9G of the form
C × (Q \ C). The nondeterministic algorithm first guesses a
state of C × (Q \ C) and then verifies, using the nondeter-
ministic search strategy, that the guessed state is reachable in
G 9 G. In this strategy, the algorithm stores only the current
state of G9G, which in binary requires logarithmic space, and
hence the algorithm runs in logarithmic space; cf. the literature
for details how to check reachability in NL [1], [22]. Thus,
deciding whether G is not critically observable belongs to NL.
Since NL is closed under complement [16], [34], deciding
critical observability belongs to NL as well.
To show NL-hardness, we reduce DAG non-reachability [7]:
Given a directed acyclic graph D = (V,E) and nodes s, t ∈ V ,
is t not reachable from s? From D, we construct the NFA G =
(Q, {a}, δ, s,Q), where Q = V ∪ {r}, r /∈ V is a new state,
and a is an observable event. For every (p, q) ∈ E, we add the
transition (p, a, q) to δ. Then, we add the transitions (t, a, t)
and (t, a, r) to δ, cf. Fig. 3. We show that t is not reachable
from s in D iff G is critically observable with respect to {a}
and {t}. If t is not reachable from s in D, then, for every
w ∈ {a}∗, t /∈ δ(s, w), which means that δ(s, w) ⊆ Q \ {t},
and hence G is critically observable. If t is reachable from s,
let w be such that t ∈ δ(s, w). Then {t, r} ⊆ δ(s, wa), and
hence G is not critically observable.
If, in the NL-hardness proof, we do not add the transition
(t, a, t), replace the transition (t, a, r) by a transition (t, u, r),
where u is unobservable, and label every other transition with
a fresh new observable event, then the construction results in
a DFA and we have the following corollary.
Corollary 4: Deciding critical observability for DFAs is NL-
complete even if the DFA has a single unobservable event and
the set of critical states is a singleton.
The unobservable event is unavoidable because any DFA
with full observation is always in a unique state, and hence
trivially critically observable.
B. Networks of Automata Models
Large-scale systems are often modeled as a composition of
local modules {G1, G2, . . . , Gn} for n ≥ 2, where Gi is an
NFA, i.e., the overall system behaves as G1 ‖ G2 ‖ · · · ‖ Gn.
We call such a system a network of NFAs.
Pola et al. [25] used observers for checking critical observ-
ability. They showed that a decentralized observer for networks
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Fig. 4. The NFAs G1, G2, Obs(G1‖G2), and Obs(G1) ‖ Obs(G2); event
a is unobservable, b and c are observable
of NFAs is isomorphic (denoted by ≈) to the composition of
local observers. In other words, they showed that
Obs(G1 ‖ . . . ‖ Gn) ≈ Obs(G1) ‖ . . . ‖ Obs(Gn) (1)
where Obs(G) denotes the observer of G [6], [25]. This leads
to the decrease of complexity, and Pola et al. [25, Table 1]
showed that the algorithmic complexity of deciding critical
observability for networks of NFAs with full observations is
single exponential in time and space.
To explain why (1) holds in their setting, notice that they
use NFAs with full observations. Therefore, the computation
of the observer reduces to the determinisation of an NFA.
However, it is known that (1) does not hold for networks of
NFAs with partial observation. This is equivalent to the fact
that for two languages L1 and L2 and a projection P , we
only have P (L1 ‖ L2) ⊆ P (L1) ‖ P (L2) [36]. Therefore, for
networks of NFAs with partial observation, considering only
NFAs with full observation as in the settings of Pola et al. [25]
oversimplifies the situation as illustrated in Fig. 4.
Considering automata with partial observation may make
the complexity infeasible. For instance, we have shown that de-
ciding detectability, opacity, and A-diagnosability for networks
of automata is EXPSPACE-complete [23]. The space hierarchy
theorem [32] then implies that there is neither a polynomial-
time nor a polynomial-space algorithm for checking these
problems for networks of NFAs.
However, we show that deciding critical observability for
networks of NFAs is PSPACE-complete, and hence solvable
in polynomial space. Our result thus further generalizes and
improves the results of Pola et al. [25, Table 1], who suggested
algorithms that are exponential with respect to both time and
space.
Theorem 5: Deciding critical observability for networks of
NFAs is PSPACE-complete. It remains PSPACE-hard even if
the automata are binary NFAs with full observation, and the
set of critical states is a singleton.
Proof: Let {G1, G2, . . . , Gn} be a network of NFAs
where Gi = (Qi,Σi, δi, Ii, Fi), and let C ⊆ Q1×· · ·×Qn be
a set of critical states. A nondeterministic polynomial-space
algorithm deciding critical observability generalizes that of
Theorem 3 for a single NFA; namely, we consider G 9 G,
where G = ‖ni=1Gi, and the nondeterministic algorithm keeps
track of the current state of G9G, which in binary requires a
polynomial space to store the two n-tuples of states, without
computing G and G9G. Again, the algorithm guesses a state
4of C × (Q \C) and uses the nondeterministic search strategy
to check that the guessed state is reachable. Since NPSPACE
and PSPACE coincide [27] and PSPACE is closed under
complement, deciding critical observability is in PSPACE.
To show PSPACE-hardness, we reduce the DFA intersection
problem [18]: Given total DFAs A1, . . . , An over {0, 1}, is
∩ni=1Lm(Ai) = ∅? From Ai = (Qi, {0, 1}, δi, qi0, Fi), we
construct another DFA Gi = (Qi ∪ {si}, {0, 1}, δi, qi0, Fi) by
adding a new state si and the transition (p, 1, si) to δi for every
p ∈ Fi. We show that ∩ni=1Lm(Ai) = ∅ iff G = ‖ni=1Gi is
critically observable with respect to the set {(s1, . . . , sn)}. If
w ∈ ∩ni=1Lm(Ai), then si ∈ δi(qi0, w1), and since Ai is total,
|δi(qi0, w1)| ≥ 2, for i = 1, . . . , n. Hence G is not critically
observable. If ∩ni=1Lm(Ai) = ∅, then G never reaches a
marked state, neither the critical state, and hence G is critically
observable.
Actually, PSPACE-hardness holds even if the automata are
ternary DFAs with a single unobservable event.
Corollary 6: Deciding critical observability for networks of
automata is PSPACE-complete even if the automata are DFAs
with three events, one of which is unobservable, and the set
of critical states is a singleton.
Proof: Membership in PSPACE was shown above. To
show PSPACE-hardness, we reduce the DFA intersection
problem. Let A1, . . . , An be total DFAs over {0, 1}. From
Ai = (Qi, {0, 1}, δi, qi0, Fi), we construct another DFA Gi =
(Qi ∪ {si}, {0, 1, u}, δi, qi0, Fi) by adding a new state si and
the transition (p, u, si) to δi for every p ∈ Fi. We show that
∩ni=1Lm(Ai) = ∅ iff G = ‖ni=1Gi is critically observable
with respect to {(s1, . . . , sn)}. If w ∈ ∩ni=1Lm(Ai), then
si ∈ δi(qi0, P−1P (wu)) and |δi(qi0, P−1P (wu))| ≥ 2, for
i = 1, . . . , n, because w ∈ P−1P (wu) and Ai is total, and
hence G is not critically observable. If ∩ni=1Lm(Ai) = ∅,
then G never reaches a marked state, neither the critical state,
implying that G is critically observable.
The unobservable event used in the previous corollary is
unavoidable because any network of DFAs with all events
observable is always in a unique state, and hence trivially
critically observable.
We now show that two observable events used in Theorem 5
and Corollary 6 are necessary to obtain PSPACE-hardness. As
shown in Theorem 7 below, having a single observable event
decreases the complexity of the problem.
Theorem 7: Deciding critical observability for a network of
unary NFAs is coNP-complete.
Proof: Since coNP is the class of problems the comple-
ment of which belongs to NP, we prove the claim by showing
that the problem whether a system is not critically observable
is NP-complete.
To show membership in NP, assume that the system consists
of n unary NFAs, each of which has at most k states. Then the
parallel composition of the NFAs has at most 2kn states. If the
system is not critically observable, then there is 0 ≤ ` ≤ 2kn
such that 0` leads the system to two states one of which is
critical and the other is not. A nondeterministic polynomial-
time algorithm can guess ` in binary, which is of polynomial
length O(kn), and use the matrix multiplication to compute
the set of states reachable under 0` in polynomial time; cf.
the literature for details how to use matrix multiplication [22].
Having this set of states, it is easy to verify whether the guess
was correct.
To show that the problem whether a system is not critically
observable is NP-hard, we reduce the nonempty intersection
problem for unary NFAs [33]. Let A1, . . . , An be NFAs over
a unary alphabet {a}. From Ai = (Qi, {a}, δi, Ii, Fi), we
construct an NFA Gi = (Qi ∪ {si, ti}, {a}, δi, Ii, Fi) by
adding two new states si and ti, and transitions (p, a, si)
and (p, a, ti), for every p ∈ Fi. Then ‖ni=1Gi is not critically
observable with respect to {(s1, . . . , sn)} iff ∩ni=1Lm(Ai) is
nonempty.
IV. CRITICAL OBSERVABILITY FOR PETRI NETS
We assume that the reader is familiar with the basic notions
and concepts of Petri nets [24]. Let N denote the set of all
natural numbers (including zero).
A Petri net is a structure N = (P, T, Pre, Post), where
P is a finite set of places, T is a finite set of transitions,
P ∪ T 6= ∅ and P ∩ T = ∅, and Pre : P × T → N and
Post : P × T → N are the pre- and post-incidence functions
specifying the arcs directed from places to transitions and vice
versa. A marking is a function M : P → N assigning to each
place a number of tokens. A Petri net system (N,M0) is the
Petri net N with the initial marking M0. A transition t is
enabled in a marking M if M(p) ≥ Pre(p, t) for every place
p ∈ P . If t is enabled, it can fire, resulting in the marking
M(p)− Pre(p, t) + Post(p, t) for every p ∈ P . Let M σ−→N
denote that the transition sequence σ is enabled in marking
M of N , and M σ−→N M ′ that the firing of σ results in a
marking M ′. We often omit the subscript N if it is clear from
the context. Let L(N,M0) = {σ ∈ T ∗ | M0 σ−→} denote the
set of all transition sequences enabled in marking M0.
A labeled Petri net system is a structure G = (N,M0,Σ, `),
where (N,M0) is a Petri net system, Σ is an alphabet (a set
of labels), and ` : T → Σ ∪ {ε} is a labeling function that
can be extended to ` : T ∗ → Σ∗ by `(σt) = `(σ)`(t) for
σ ∈ T ∗ and t ∈ T ; we set `(λ) = ε for λ denoting the empty
transition sequence. A transition t is observable if `(t) ∈ Σ and
unobservable otherwise. The language of G is the set L(G) =
{`(σ) | σ ∈ L(N,M0)}. A marking M is reachable in G if
there is a sequence σ ∈ T ∗ such that M0 σ−→ M . The set of
all markings reachable from the initial marking M0 defines
the reachability set of G, denoted by R(G). For s ∈ L(G), let
R(G, s) = {M | σ ∈ L(N,M0), `(σ) = s, M0 σ−→M} be the
set of all reachable markings consistent with the observation s.
Definition 8: Let G = (N,M0,Σ, `) be a labeled Petri net,
and let C be a set of critical markings. System G is critically
observable with respect to C if R(G,w) ⊆ C or R(G,w) ⊆
R(G) \ C for every w ∈ L(G).
A. Results
Similarly as for automata, checking critical observability is
equivalent to checking whether there are two sequences with
the same observations leading to two different markings one of
which is critical. To formalize this claim, we adopt the twin-
plant construction for Petri nets used to test diagnosability [5],
[40] or prognosability [39].
5For a labeled Petri net system G = (N,M0,Σ, `), let G′ =
(N ′,M ′0,Σ, `) be a place-disjoint copy of G, that is, N
′ =
(P ′, T, Pre′, Post′) where P ′ = {p′ | p ∈ P} is a disjoint
copy of P and the functions Pre′ and Post′ are naturally
adjusted. The copy G′ has the same initial marking as G, i.e.,
M ′0(p
′) = M0(p) for every p ∈ P .
Let (N‖,M0,‖) = ((P‖, T‖, P re‖, Post‖),M0,‖) denote a
label-based synchronization of G and G′, where the initial
marking M0,‖ = {M0} × {M ′0} is the concatenation of
initial markings of G and G′, P‖ = P ∪ P ′, T‖ = (T ∪
{λ})× (T ∪ {λ}) \ {(λ, λ)} are pairs of transitions of G and
G′ without the empty pair, and Pre‖ : P‖ × T‖ → N and
Post‖ : P‖ × T‖ → N are defined as follows: For p ∈ P
and t ∈ T with `(t) = ε, Pre‖(p, (t, λ)) = Pre(p, t),
Post‖(p, (t, λ)) = Post(p, t), Pre‖(p′, (λ, t)) = Pre′(p′, t),
Post‖(p′, (λ, t)) = Post′(p′, t), and for p ∈ P and t1, t2 ∈ T
with `(t1) = `(t2) 6= ε, Pre‖(p, (t1, t2)) = Pre(p, t1),
Post‖(p, (t1, t2)) = Post(p, t1), and Pre‖(p′, (t1, t2)) =
Pre′(p′, t2), Post‖(p′, (t1, t2)) = Post′(p′, t2). Otherwise,
Pre‖(p‖, t‖) = Pre‖(p‖, t‖) = 0, i.e., no arc is defined.
Intuitively, (N‖,M0,‖) tracks all pairs of sequences with
the same observation; namely, for any (σ, σ′) ∈ L(N‖,M0,‖),
we have `(σ) = `(σ′), and for any σ, σ′ ∈ L(N,M0) with
`(σ) = `(σ′), there is a sequence in (N‖,M0,‖) whose first
and second components are σ and σ′, respectively (possibly
with inserted empty transition λ).
The following lemma shows how to use (N‖,M0,‖) to verify
critical observability.
Lemma 9: A labeled Petri net G = (N,M0,Σ, `) is not
critically observable iff there is a reachable marking M in
(N‖,M0,‖) such that M(P ) ∈ C and M(P ′) /∈ C, where
M(P ) and M(P ′) are projections of M to the places of P
and P ′, respectively.
Proof: If there is such a reachable marking M , then
there is a transition sequence (α, β) in L(N‖,M0,‖) such that
M0,‖
(α,β)−−−→N‖ M . By the definition of (N‖,M0,‖), we have
that M0
α−→N M(P ), M0 β−→N M(P ′), and `(α) = `(β).
Since M(P ) ∈ C, M(P ′) /∈ C, and {M(P ),M(P ′)} ⊆
R(G, `(α)), G is not critically observable with respect to C.
Assume that the system is not critically observable. Then
there is a word w such that R(G,w) ∩ C 6= ∅ 6= R(G,w) ∩
(R(G)\C). Let α, β ∈ L(N,M0) be such that `(α) = `(β) =
w, M0
α−→N Mα ∈ C, and M0 β−→N Mβ /∈ C. By the
construction of N‖, we have that (α, β) ∈ L(N‖,M0,‖), and
hence M0,‖
(α,β)−−−→N‖ M = [Mα Mβ ], as required.
To prove our next result, we recall a fragment of Yen’s path
logic, for which the satisfiability problem is decidable [2],
[38]. Let (N,M0) be a Petri net. Let M1,M2, . . . be variables
representing markings and σ1, σ2, . . . be variables representing
finite sequences of transitions. Terms are defined as follows.
Every mapping c ∈ NP is a term. For all j > i, if Mi and Mj
are marking variables, then Mj −Mi is a term, and if T1 and
T2 are terms, then T1 + T2 and T1 − T2 are terms. If c ∈ N
and t ∈ T , then #t(σ1) ≤ c is an atomic (transition) predicate
denoting the number of occurrences of t in σ1. If T1 and T2
are terms and p1, p2 ∈ P are places, then T1(p1) = T2(p2),
T1(p1) < T2(p2), and T1(p1) > T2(p2) are atomic (marking)
predicates. A predicate is a positive finite boolean combination
of atomic predicates. A path formula is a formula of the form
(∃σ1, σ2, . . . , σn)(∃M1, . . . ,Mn)(M0 σ1−→ M1 σ2−→ · · · σn−−→
Mn) ∧ ϕ(M1, . . . ,Mn, σ1, . . . , σn) where ϕ is a predicate.
We can now prove the following.
Theorem 10: If the set of critical markings is finite, then
critical observability for labeled Petri nets is decidable. It is
as hard as the non-reachability problem for Petri nets.
Proof: According to Lemma 9, a labeled Petri net G =
(N,M0,Σ, `) is not critically observable iff the following path
formula of Yen’s logic is satisfiable:
(∃σ1, σ2)(∃M1,M2)(M0,‖ σ1−→N‖ M1 σ2−→N‖ M2)∧∨
c∈C
M2(P ) = c ∧
∧
c∈C
M2(P
′) 6= c ∧ σ1 = ε
where σ1 = ε ≡ ∧t∈T#t(σ1) ≤ 0, for c = (ci)|P |i=1, M2(P ) =
c ≡ ∧|P |i=1M2(pi) = ci, M2(P ) 6= c ≡ ∨|P |i=1(M2(pi) <
ci ∨M2(pi) > ci), and M2 ≡ (M2 −M1) + M0 is a term.
Satisfiability of Yen’s logic is polynomially reducible to the
reachability problem for Petri nets [2], [38], and hence so is
the problem whether G is not critically observable.
We now reduce the reachability problem to the problem of
non-critical observability. Let (N,M0) be a Petri net and M
be a marking. We construct a labeled Petri net G by adding
a new place p′ and a new unobservable transition t′ with an
arc from t′ to p′ generating an arbitrary number of tokens in
p′, that is, Pre(p′, t′) = 0 and Post(p′, t′) = 1, and with the
labeling function ` : T ∪ {t′} → T ∪ {ε} defined by `(t) = t,
for t ∈ T , and `(t′) = ε. Let the set of critical markings be
C = {M×(0)}, where M×(0) denotes the marking of the net
G that coincides with the marking M on the places of the net
N and has zero tokens in the new place p′. The initial marking
of G is the marking M0× (0). Now, if M is not reachable in
(N,M0), then M × (0) is not reachable in G, and hence G is
critically observable. However, if M is reachable in (N,M0),
let σ denote a transition sequence reaching M in (N,M0).
Then, by construction, {M × (0),M × (1),M × (2), . . .} ⊆
R(G, `(σ)) are reachable in G under sequences with the same
labels, since `(σ) = `(σt′) = `(σt′t′) = . . ., and hence G is
not critically observable.
The complexity of reachability for Petri nets is a longstand-
ing open problem. The lower bound has recently been im-
proved from EXPSPACE-hard to non-elementary [8]. The up-
per bound is non-primitive recursive cubic Ackermannian [19].
We have shown that critical observability is decidable for a
labeled Petri net system G if the set of critical markings C is
finite. The same holds if the set R(G) \C is finite, which can
be shown by exchanging the sets C and R(G)\C. If R(G)\C
is finite, then C is called co-finite.
However, if C is not finite neither co-finite, we show that
the problem of critical observability is undecidable.
Theorem 11: Critical observability for labeled Petri Nets is
undecidable.
Proof: We reduce the marking inclusion problem asking,
given two Petri nets A and B, whether R(A) ⊆ R(B) [15]. Let
`A and `B be arbitrary labeling functions of A and B, and let
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...
pr+1
B
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Fig. 5. The Petri net G of Theorem 11
ΣA and ΣB denote the corresponding sets of labels. We con-
struct a Petri net G as depicted in Fig. 5, where place pr+2 con-
tains |ΣA| self-loops under new transitions s1, . . . , s|ΣA|. The
initial marking of G consists of one token in place pr+3. Then,
R(G) = {0}r× (0, 0, 1)∪R(A)× (1, 0, 0)∪R(B)× (0, 1, 0).
We define the labeling function ` of G as the extension of `A
and `B so that `(t) = `X(t) if t is a transition of X ∈ {A,B},
`(t1) = `(t2) = ε, and the self-loops in pr+2 are labeled by
ΣA in such a way that `(si) is the i-th element of ΣA. Let
C = {0}r × (0, 0, 1) ∪ R(B) × (1, 0, 0) ∪ R(B) × (0, 1, 0)
be the set of critical markings. If R(A) ⊆ R(B), then we
have that R(G) ⊆ C, and hence G is critically observable.
However, if there is a marking M ∈ R(A) \ R(B), let σ
denote a transition sequence under which M is reachable in
A. Then the marking M × (1, 0, 0) is reachable in G by t1σ.
Let σ′ ∈ {s1, . . . , s|ΣA|}∗ be a sequence of transitions such
that `(σ) = `(σ′); such a sequence exists by the labeling
of these places. Then M0(B) × (0, 1, 0) is reachable in G
by t2σ′. Since `(t1σ) = `(t2σ′), M × (1, 0, 0) /∈ C, and
M0(B)× (0, 1, 0) ∈ C, G is not critically observable.
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