Análisis y Evaluación Comparada de redes de acceso GPON y EP2P by García Torres, Jose
Títo/: Análisis y Evaluación Comparada de redes de acceso 
GPONYEP2P 
Vo/um: 1 
A/umne: Jose García Torres 
Director/Ponent: Germán Santos Boada 
Departament: Arquitectura de Computadores 
Data: 4 de febrero de 2009 

La realización de este proyecto final de carrera, no hubiera sido posible sin el apoyo y la ayuda 
brindada por diferentes personas. 
Mi más sincero agradecimiento a Germán Santos Boada por su dedicación y tiempo empleado 
a Marc Hill por sus consejos sobre OPNET y a Albert López por ayudarme a construir el 
entorno de trabajo. 
Agradecerles también a toda mi familia, en especial a mis padres, mi hermana y a Isabel, su 
comprensión y apoyo. 
Por último agradecerles a todos mis amigos y compañeros de piso y residencia, la compañía y 
los buenos momentos que me han brindado. 

íNDICE 
1. INTRODUCCiÓN 
2. ALCANCE 
3. PLANIFICACION DEL PROYECTO 
3.1 PLANIFICACIÓN GENERAL 
3.2 PLANIFICACIÓN POR TAREAS 
3.2.1 INMERSIÓN EN LA TEMÁTICA 
3.2.2 DISEÑO E IMPLEMENTACIÓN DE LA SIMULACIÓN EN OPNET 
3.2.3 SIMULADO DE ESCENARIOS Y ANÁLISIS DE RESULTADOS 
3.2.4 REDACCIÓN DE LA MEMORIA E INFORME DE SEGUIMIENTO 
3.2.5 PREPARACIÓN DE LA LECTURA DEL PROYECTO 
4. POSICiÓN DE PARTIDA DE LOS OPERADORES 
4.1 INTRODUCCIÓN 
4.2 OPERADORES TELEFÓNICOS 
4.3 OPERADORES TELEVISIÓN POR CABLE 
4.4 ESTADO DESPLIEGUE FTTX 
4.4.1 EUROPA 
4.4.2 AMERlCA DEL NORTE 
4.4.3 ASIA 
4.4.4 APUESTAS POR GPON y EP2P 
5. TECNOLOGIA GPON 
5.1 INTRODUCCIÓN 
5.2 CARACTERÍSITCAS PRINCIPALES 
5.2.1 ESTANDARIZACIÓN 
5.2.2 VELOCIDADES DE TRANSMISIÓN 
5.2.3 POTENCIA Y ALCANCE 
5.2.4 PROTOCOLO DE TRANSPORTE 
5.3 COMPONENTES DE RED 
5.4 ARQUITECTURA DE RED 
6. TECNOLOGIA EP2P 
6.1 INTRODUCCIÓN 
6.2 CARACTERÍSITCAS PRINCIPALES 
6.2.1 ESTANDARIZACIÓN 
6.2.1 VELOCIDADES DE TRANSMISIÓN Y ALCANCE 
6.2.2 PROTOCOLO DE TRANSPORTE 
6.3 COMPONENTES DE RED 
11 
13 
15 
15 
16 
17 
17 
19 
20 
20 
23 
23 
23 
24 
24 
24 
26 
27 
27 
29 
29 
30 
30 
30 
31 
31 
32 
32 
37 
37 
37 
37 
38 
38 
39 
6.4 ARQUITECTURA DE RED 
7. CARACTERIZACiÓN SERVICIOS TRIPLE PLAY 
7.1 INTRODUCCIÓN 
7.2 TELEFONÍA IP 
7.2.1 FUNCIONAMIENTO VoIP 
7.2.2 CÁLCULO ANCHO BANDA REQUERIDO PARA VoIP 
7.3 VIDEO BAJO DEMANDA Y CANALES DE TV 
7.3.1 DEFINICIÓN DE LA TECNOLOGÍA 
7.3.2 TECNICAS DE COMPRENSIÓN DE VIDEO 
7.3.3 TIPOLOGÍA DE CANALES 
7.4 ACCESO INTERNET BANDA ANCHA 
7.4.1 DEFINICIÓN TECNOLOGÍA 
7.4.2 PRINCIPIO DE FUNCIONAMIENTO 
7.4.2 REQUERIMIENTOS TÉCNICOS 
8. VALORACiÓN DE LA CALIDAD DE SERVICIO (QOS) 
8.1 INTRODUCCIÓN 
8.2 PARAMETROS PARA DEFINIR CALIDAD DE SERVICIO 
8.3 TÉCNICAS USADAS EN REDES GPON 
8.4 TÉCNICAS USADAS EN REDES EP2P 
9. SIMULACION RED GPON 
9.1 INTRODUCCIÓN 
9.2 CONSTRUCCIÓN RED GPON EN OPNET 
9.2.1 ARQUITECTURA DE RED 
9.2.2 PAQUETES DE TRÁFICO 
9.2.3 ENLACES FÍSICOS 
9.2.4 NODOS 
9.2.4.1 Nodo ONU 
9.2.4.2 Nodo Ol T 
9.2.4.3 Nodo Divisor Óptico 
9.2.5 MODELO DE PROCESOS 
9.2.5.1 Módulos del nodo ONU 
9.2.5.2 Módulos del nodo OLT 
9.3 SIMULACIONES 
9.3.1 OBJETIVOS Y PLANTEAMIENTO 
9.3 .2 PARÁMETROS y TRATAMIENTO DE DATOS 
9.3.3 PRUEBAS REALIZADAS Y ANÁLISIS DE RESULTADOS 
10. CONDICIONES DEL ANÁLISIS COMPARATIVO 
10.1 INTRODUCCIÓN 
10.2 VALORACIÓN TÉCNICA 
40 
41 
41 
42 
42 
44 
46 
46 
47 
47 
48 
48 
49 
50 
51 
51 
51 
53 
54 
57 
57 
58 
58 
59 
61 
62 
62 
65 
67 
70 
70 
74 
76 
76 
76 
77 
83 
83 
83 
1 0.3 VALORACIÓN ECONÓMICA 
11. CONCLUSIONES 
12. ACRÓNIMOS 
13 BIBILIOGRAFíA 
ANEXO 1: GUIA RÁPIDA DE OPNET MODELER 
1. 1 ¿QUÉ ES OPNET MODELER? 
1.2 FUNCIONAMIENTO DE OPNET 
1.2.1 MODELO DE RED O PROYECTO 
1.2.2 MODELO DE NODOS 
1.2.3 MODELO DE PROCESOS 
1.3 COMPONENTES DE OPNET 
1.3.1 PROJECT EDITOR 
1.3.2 NODE EDITOR 
1.3.3 PROCESS EDITOR 
1.3.4 PACKET EDITOR 
1.3.5 LINK EDITOR 
ANEXO 2: CÓDIGO FUENTE DE LOS PROCESOS 
1.1 PROCESOS DEL NODO ONU 
1.2 PROCESOS DEL NODO OLT 
1.3 PROCESOS DEL NODO DIVISOR OPTICO 
88 
91 
95 
97 
99 
99 
100 
100 
101 
101 
103 
103 
104 
105 
107 
108 
111 
111 
116 
126 
íNDICE DE FIGURAS Y TABLAS DE DATOS 
Figura 3-1. Planificación Generallnicial. ........................................................................................................................... 15 
Figura 3-2. Planificación General Final ............................................................................................................................. 15 
Tabla 3-1. Horas dedicadas al PFC ................................................................................................................... '" ............ 16 
Figura 3-3. Planificación tarea Inmersión en la temática .................................................................................................. 17 
Figura 3-4. Planificación de la tarea Diseño e implementación de la simulación en OPNET. .......................................... 18 
Figura 3-5. Planificación de la tarea Simulado de escenarios y análisis de resultados .................................................... 19 
Figura 3-6. Planificación de la tarea Redacción de la memoria ........................................................................................ 20 
Figura 3-7. Planificación de la tarea Informe previo ......................................................................................................... 20 
Figura 3-8. Planificación de la tarea Preparación de la lectura del proyecto .................................................................... 21 
Figura 3-9. Planificación general detallada de las tareas del proyecto ............................................................................. 22 
Tabla 5-1. Velocidades soportadas por GPON ................................................................................................................. 30 
Figura 5-1. Encapsulado GPON ....................................................................................................................................... 31 
Figura 5-2. Variantes de FTTX .......................................................................................................................................... 33 
Figura 5-3. Esquema de red de la simulación .................................................................................................................. 34 
Figura 5-4. Esquema de red FTTB + VDSL. ..................................................................................................................... 34 
Figura 5-5. Funcionamiento canal Downstream GPON .................................................................................................... 35 
Figura 5-6.Funcionamiento canal Upstream GPON ......................................................................................................... 35 
Tabla 6-1. Especificaciones tecnologías Ethernet ............................................................................................................ 38 
Tabla 6-2. Formato de trama Ethernet. ............................................................................................................................. 39 
Figura 6-1. Topología de red EP2P .................................................................................................................................. 40 
Figura 7-1. Equipamiento Triple Play en casa del cliente ................................................................................................. 41 
Tabla 7-1 Descripción codecs de voz ............................................................................................................................... 42 
Figura 7-2. Formato trama VolP ....................................................................................................................................... 43 
Figura 7-3. Descomposición trama VolP .......................................................................................................................... 44 
Tabla 8-1. Resumen requerimientos QoS ........................................................................................................................ 53 
Figura 8-1. Ejemplo implementación QoS con colas de prioridad .................................................................................... 55 
Figura 9.1: Arquitectura de red con 8 ONUs ..................................................................................................................... 59 
Figura 9.2: Diseño paquete report ................................................................................................................................... 60 
Figura 9.3 Diseño paquete gate ........................................................................................................................................ 61 
Figura 9.4 Esquema funcional ONU ................................................................................................................................. 62 
Figura 9-5. Diseño Nodo ONU .......................................................................................................................................... 64 
Figura 9-6. Esquema funcional Ol T ................................................................................................................................. 65 
Figura 9-7. Diseño Nodo Ol T ........................................................................................................................................... 67 
Figura 9-8. Diseño Nodo Divisor Óptico ........................................................................................................................... 69 
Figura 9-9. Diagrama de estados Gestor_colas_tráfico ................................................................................................... 71 
Figura 9-10. Diagrama de estados Gestor_consumo ....................................................................................................... 72 
Figura 9-11. Diagrama de estados de los filtros ............................................................................................................... 73 
Figura 9-12 Diagrama estados Gestor_ Gate .................................................................................................................... 73 
Figura 9-13 Diagrama de estados Gestor_Reports .......................................................................................................... 74 
Figura 9-14. Diagrama de estados Planificador ................................................................................................................ 75 
Tabla 9-1. Tabla resultados simulaciones ........................................................................................................................ 78 
Figura 9-15. Evolución ancho de banda downstream ....................................................................................................... 78 
Figura 9-16. Evolución ancho de banda downstream 11. ................................................................................................... 79 
Figura 9-17. Evolución ancho de banda upstream ........................................................................................................... 79 
Figura 9-18. Evolución ancho de banda upstream 11 ........................................................................................................ 80 
Tabla 9-2. ONUs soportadas a 30Mbits ............................................................................................................................ 80 
Figura 9-19. ONUs soportadas con 30 Mbits .................................................................................................................... 81 
Figura 10-1. Promoción Trío Futura de Telefónica ........................................................................................................... 84 
Figura 10-2. Servicios soportados con 30Mbits y 10Mbits para datos ............................................................................. 85 
Figura 10-3. Servicios soportados con 30Mbits y 6Mbits para datos ............................................................................... 86 
Tabla 10-1. Distribución de líneas en los hogares españoles .......................................................................................... 87 
Figura 10-1 Desglose del CAPEX según tecnología ........................................................................................................ 89 
Figura 10-2. Conexiones y espacio necesarios en central ............................................................................................... 90 
Figura 1-1. Estructura jerárquica de OPNET Modeler. .................................................................................................... 100 
Figura 1-2. Ejemplo funcionamiento del modelo de nodos .............................................................................................. 101 
Figura 1-3. Ejemplo de modelo de procesos ................................................................................................................... 102 
Figura 1-4 Interfaz gráfica del Project Editor de OPNET ................................................................................................. 103 
Figura 1-5. Módulos del Node Editor ............................................................................................................................... 104 
Figura 1-6 Conexiones del Node Editor ........................................................................................................................... 105 
Figura 1-7. Esquema estado del Process Editor ............................................................................................................. 105 
Figura 1-8. Iconos del Process Editor .............................................................................................................................. 106 
Figura 1-9. Interfaz Packet Editor de OPNET .................................................................................................................. 107 
Figura 1-10. Interfaz Link Editor de OPNET .................................................................................................................... 109 
Capitulo 1 INTRODUCCiÓN 
1. INTRODUCCiÓN 
En la actualidad el acceso a Internet desde el hogar del usuario, se realiza con tecnología 
ADSL o ADSL2+ y sobre una estructura física de cobre. Con la aparición de nuevos servicios 
como video llamada, las aplicaciones de video bajo demanda o distribución de video y 
televisión, hacen que sea necesaria una mayor capacidad de ancho de banda en las redes de 
comunicaciones, para así poder dar soporte a todos estos servicios y a otros muchos posibles 
que puedan surgir. 
Para solucionar los problemas o limitaciones de capacidad, aparece otra tecnología más 
potente y rápida conocida con el nombre de FTTH (Fiber To The House). 
La nueva tecnología sustituye el cable de cobre por la fibra óptica, y se usa la luz como medio 
para el transporte de información. Como cabía esperar hay varias alternativas para aplicar está 
solución a gran escala y así poder integrarla en las redes de acceso actuales y ofrecerla a los 
usuarios. 
Entre las diferentes soluciones se encuentran la tecnología GPON (Gigabit Passive Optical 
Network) y la EP2P (Ethernet Point to Point). Ambas soluciones son las que están compitiendo 
para convertirse en la tecnología elegida por los operadores de servicios de redes, para 
solucionar el acceso a la red mediante fibra óptica en los hogares. 
El uso de la fibra en el acceso a las redes de comunicaciones, abre las puertas a un nuevo 
mundo lleno de posibilidades multimedia, por lo que la hacen una decisión importante y que se 
ha de tomar con el máximo rigor y analizando todos los posibles puntos de confrontación. Las 
empresas operadoras de servicios de red o fabricantes defienden la tecnología más adecuada 
para su negocio, por lo que su decisión final podría estar condicionada por dichos intereses. 
Por este motivo interesa que esta confrontación entre las dos soluciones se haga de una 
manera sincera, técnicamente correcta, respetable y objetiva, para conseguir elegir la mejor 
alternativa y así desarrollar la mejor solución posible para las redes de acceso a Internet. 
Mi tarea, como miembro del departamento de Telecomunicaciones de la Corporación en la que 
trabajo, es la de realizar un informe comparando las dos tecnologías en confrontación. La 
Corporación tiene en una de sus actividades principales la inversión en proyectos del ámbito de 
las Telecomunicaciones y en concreto tiene propuestas de invertir en infraestructuras para el 
acceso a las redes de comunicaciones. Necesita actualizar sus conocimientos en éste tema, 
para evaluar y afrontar con garantías las propuestas de proyectos que le puedan ofrecer. 
El informe empieza mostrando los puntos de vista de los operadores implicados, como son las 
empresas telefónicas y los proveedores HFC ambos se mueven en escenarios diferentes y por 
esto tendrán opiniones diferentes. 
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Seguidamente se definen las dos tecnologías involucradas por separado analizando sus 
características principales, las arquitecturas de redes que soportan y proponen y los 
componentes de red que son necesarios para su correcto funcionamiento. También se analizan 
los mecanismos de calidad de servicio de ambas tecnologías, para garantizar los parámetros 
de funcionamiento a los clientes. 
Por otro lado, se incluye un apartado donde se caracterizan los servicios Triple Play. Se explica 
la tipología de cada servicio y se detallan los parámetros necesarios para su buen 
funcionamiento. 
Por último se realiza la comparación evaluando todos los datos obtenidos de las simulaciones 
realizadas y las especificaciones de cada tecnología, para llegar a concluir las ventajas y 
desventajas de cada una. 
El informe incorpora, un apartado donde se planifica el trabajo a realizar, dividiéndolo este en 
subtareas y realizando un diagrama de GANTT para establecer un orden en el trabajo a 
realizar y cuantificar el trabajo realizado. 
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2. ALCANCE 
El trabajo pretende realizar una comparación entre GPON y EP2P, que son tecnologías de 
acceso a la red mediante fibra óptica, para responder a la pregunta de: ¿ Qué tecnología es la 
más adecuada para soporlar los servicios Triple Play? Se pretende evaluar cual de las dos 
solución anteriores es la idónea para dar servicio a las aplicaciones presentes de voz, video y 
datos, y que tecnología será la que pueda absorber con más garantías en un futuro las 
necesidades del mercado de los servicios de aplicaciones multimedia a través de las redes de 
comunicaciones. 
Para ello se analizará cada propuesta por separado, con la finalidad de comprenderlas y 
descubrir sus ventajas y desventajas. Se detallan para cada tecnología analizada, las 
principales características técnicas, su topología de red y su funcionamiento. También se 
tendrán en cuenta las posturas de las principales partes interesadas, en este caso serán las 
operadoras telefónicas y los proveedores de servicios HFC o cableoperadores. Se analizan los 
posibles pros y contras con los que se pueden encontrar a la hora de introducir los servicios 
Triple Play en su cartera de negocio. 
Se entrará a valorar y analizar las características de QoS que presentan las dos alternativas. 
Finalmente se confrontaran ambas soluciones, evaluando desde su arquitectura de red hasta 
los costes de implantación de la topología, pasando por sus características técnicas y los 
servicios que son capaces de soportar. 
El estudio comparativo se realiza principalmente en dos marcos, el marco técnico y el 
económico. Para profundizar en el estudio de las características técnicas de la tecnología 
GPON, se realiza una simulación de dicha topología de red en su variante de FTTH para 
analizar los consumos de ancho de banda según el número de conexiones de abonado que 
tenga que soportar la red. Para poder realizar la simulación se han tenido que diseñar e 
implementar los nodos de red que conforman las dos tecnologías, concretamente se han 
construido el nodo Ol T, el nodo ONU y el nodo Divisor Óptico, usando el software de simulado 
OPNET Modeler. 
El análisis pretende ser riguroso, objetivo y escoger la tecnología que sea más fiable, sencilla, 
escalable, económica y capaz, para soportar los servicios de voz, Internet y televisión de altas 
prestaciones. 
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3. PLANIFICACION DEL PROYECTO 
3.1 PLANIFICACiÓN GENERAL 
La planificación del presente proyecto de final de carrera tiene en cuenta las siguientes 
restricciones. 
11 Una persona dedicada al proyecto. 
• Las horas de dedicación varían según la fase en la que se encuentra el proyecto, oscilan 
de 3h a 6h al día. Esta variación es debida a la diferente disponibilidad por motivos 
laborales. Se considera un día festivo por semana. 
• Dos semanas en Agosto de vacaciones. 
Inicialmente se estimó una planificación que fijaba la fecha de inicio del proyecto en el día 1 de 
Abril de 2008 y la fecha de final de proyecto era el día 18 de Octubre de 2008. 
~ ... ___ .. sim~ll.ulo dee$e:~I~arios y analisi~ resultados . . 
: ; 
i ;::!:J Redae:Cr.:' n de ~~ memoria 
i ~ Pre~entaclon i 
... linforme! luevio 
Figura 3-1. Planificación General Inicial 
La planificación final del proyecto ha sido la fecha de inicio el día 1 de Mayo de 2008 y la fecha 
de final de proyecto ha sido el día 4 de Febrero del 2009. 
junio l!!tio osto I septiembre 1 octubre ~ noviembre -l diciembre enero . febrero mlilrzo ¡ ~~~~6~o2~to~,9~¡1~61~~~~n):-T_ ~~11JI~1~Q1:~:n.~I~.?1?[@_@F~I@]!!lJ1fJ24 101 lo~115J22 ,29 !05 ~!? i191~l102 09 !~~J@",@I61~~ 
.• _---IIIÍI--.......... ---IIIÍI---... -.,Diseil~ e implement.C:ión ~ la sim~l"lc:ión en Op,flET 
, •• > Ltw----.. Sin.lIlado Jle eSC:eJlarios y analí,sis resultados' 
• ~~edl'lc:c:ión de la ~lemOril'l 
: .... Present~ion 
. . 
..... linforn~e Inevio 
j ~ ¡ 
¡ ¡ ¡ 
Figura 3-2. Planificación General Final 
Las causas del retraso han sido las siguientes: 
• Período de tres semanas de junio para preparar exámenes de la facultad, que no se ha 
trabajado en el proyecto. 
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• Retraso en el inicio del proyecto provocados por la definición del alcance del mismo. 
• Desconocimiento de las actividades necesarias a realizar en un proyecto de este tipo, 
la simulación ha requerido más tiempo del previamente planificado. Han surgido 
problemas de disponibilidad del software (actualización de licencias e instalación). 
• Inexperiencia en la realización y estimación de las actividades del proyecto. 
• Compaginación del proyecto juntamente con contrato laboral. Esto ha provocado una 
reducción de las horas dedicadas exclusivamente al proyecto, con lo que ha retrasado 
la ejecución. 
La cantidad de horas al mes dedicadas a la realización del proyecto final de carrera, ha variado 
según la disponibilidad de dicho mes. Los meses en los que estaban planificadas las tareas de 
programación se ha dedicado más horas que el resto de meses. A continuación se muestra un 
recuento de las horas dedicadas al proyecto organizadas por meses. 
Tabla 3-1. Horas dedicadas al PFC 
3.2 PLANIFICACiÓN POR TAREAS 
Las actividades del proyecto final de carrera se pueden agrupar en las siguientes tareas 
específicas: 
1. Inmersión en la temática. 
2. Diseño e implementación de la simulación en OPNET. 
3. Simulado de escenarios y análisis de resultados. 
4. Redacción memoria y del informe de seguimiento. 
5. Preparación de la lectura del proyecto. 
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Para cada tarea se describe las actividades realizadas, los resultados obtenidos, la 
planificación y observaciones o comentarios sobre dicha planificación que han modificado la 
duración de las tareas. 
3.2.1 INMERSiÓN EN LA TEMÁTICA 
La primera tarea en orden cronológico del proyecto final de carrera es la de inmersión en la 
temática. Incluye las actividades de búsqueda y tratamiento de información y redacción de 
documentación previa. El objetivo de esta tarea es hacer un primer análisis de las tecnologías 
de acceso GPON y EP2P, conocer a grandes rasgos sus principales características, acotar el 
alcance del proyecto, comprender el porque de la confrontación y esbozar un índice y un 
esquema del trabajo a llevar a cabo para cumplir con los objetivos del proyecto final de carrera. 
_--.. hln-1ersiÓllehla t~mática ¡-
B IS(llIed~ ytrat801ientoj de inform,lCiÓ,l 
Redtccióndocumtntación 1)l"ev¡1 
Figura 3-3. Planificación tarea Inmersión en la temática. 
La planificación final de dicha tarea no cambia en durada, se ha producido un cambio en la 
fecha de inicio de la tarea motivado por los retrasos en la definición del alcance del proyecto. 
Se ha cumplido las fechas de planificación sin ningún imprevisto. 
3.2.2 DISEÑO E IMPLEMENTACiÓN DE LA SIMULACiÓN EN OPNET 
Esta fase es la más compleja y una de las más importantes del proyecto final de carrera. El 
objetivo de la cual es desarrollar un entorno de simulación en OPNET, que permita simular 
escenarios de redes de acceso con tecnología GPON en su variante FTTH. Debido a la 
complejidad de la tarea, se ha dividido el trabajo a realizar en subtareas. 
• Formación en OPNET: En esta fase de la tarea, se pretende realizar una 
primera introducción al software de simulado OPNET Modeler. El objetivo es 
comprender la metodología de trabajo y las funcionalidades ofertadas por el 
programa. La formación se ha llevado a cabo mediante manuales y tutoriales 
disponibles en el propio programa. 
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• Diseño topología de red y nodos: Fase en la cual se realiza el diseño de la 
tipología de la red y los componentes de red que intervienen en la simulación. 
El objetivo es tener un diseño de la topología que se va a simular y un diseño 
siguiendo la metodología de trabajo especificada por OPNET de los nodos de 
red necesarios para la simulación. 
• Implementación de nodos: Fase en la cual se realizan las tareas de 
programación de los nodos necesarios para la simulación. El objetivo es 
programar en código C++ las funcionalidades diseñadas en la fase anterior 
para todos los nodos de red diseñados. 
• Pruebas de funcionamiento: Esta fase está formada por las tareas 
encaminadas a realizar pruebas de funcionamiento de los nodos 
implementados y de la tipología de red construida. El objetivo es garantizar el 
correcto funcionamiento del entorno de simulación implementado. 
• Depurar funcionamiento de la simulación: Fase que está estrechamente 
ligada a la fase anterior. El objetivo de la cual es solventar los problemas de 
funcionamiento o diseño que puedan aparecer de las pruebas realizadas . 
.. _____ IIÍIIIII ___ .. _---.----_ ... .,Diseíl~ e iml>lement,ción la sim~"ación en 
: "',:. : 
rel)aración en! rilO detrabaj? 
Pruebas fun' ionamielltoentorllo OPtlET 
. . . 
• 81 • .,. 'dulos 04 T, OtIU~ DiViSO~ O ico : 
Procejsos Ol T, OUU, pi sor Ol)tico: 
. . 
Del)llra~' funcionamiel~o de 
Figura 3-4. Planificación de la tarea Diseño e implementación de la simulación en OPNET. 
En la ejecución de la tarea se han encontrado varias dificultades que han incrementado la 
duración de la tarea. El primer imprevisto ha surgido con la preparación del entorno de 
simulación, donde se tuvo que instalar el software en el entorno de trabajo propio, para tener 
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una mejor disponibilidad de la herramienta. También se han tenido problemas con el 
licenciamiento para el uso del software OPNET, se ha realizado un proceso de renovación de 
licencias por parte del proveedor del software que han inutilizado el uso de OPNET durante 
algunos días. 
Otra dificultad se ha encontrado con el aprendizaje del uso de OPNET, que si bien se 
especifica al principio de la tarea un período dedicado para la formación, esta además, se ha 
llevado a cabo durante todo el período que ha durado la tarea, ya que con el trabajo diario de 
diseño y programación, han surgido nuevas dudas y problemáticas que requerían de consulta y 
nueva formación lo que ha ralentizado el avance de esta tarea. 
3.2.3 SIMULADO DE ESCENARIOS Y ANÁLISIS DE RESULTADOS 
La tarea de simulado de escenarios y análisis de resultados, se ejecuta una vez finalizada la 
tarea de diseño e implementación de la simulación en OPNET. El objetivo es realizar las 
simulaciones de los escenarios que se quieren probar. Primero se realiza un diseño del 
conjunto de las pruebas a llevar a cabo, seguidamente se simulan los escenarios planificados y 
finalmente se analizan y procesan los datos obtenidos. La tarea del análisis de resultados es la 
más importante de esta fase, ya que de ella se extraen los datos y la información que se usará 
en la memoria. 
, ~. ¡ • Sin~Ulad? de escetlarios y anali¡Sis resultado~ 
Diseil~ batería de 1)~leba~ , 
.-_;~Sinn .. ado de¡esce~larios 
SC~I ario con Ji OI~Us : 
Es: lario con 8; 0t.us 
ESf n,lrio con 1610I'lU~ 
enario con ~2 oln~s 
cenario con f4 Ot1Us 
ros escenarios ¡ 
. An+lisis ~e reSlllt~dOS . 
~RecoltcciÓlr y rnocetado de resll~. ados 
¡ mí Erabpraci~n grátic~ y observac~ones 
Figura 3-5. Planificación de la tarea Simulado de escenarios y análisis de resultados. 
Esta tarea no ha sufrido retrasos significativos en su ejecución ni en la durada de su 
planificación. El retraso que tiene con respecto a la planificación inicial es en la fecha de inicio, 
provocado por la acumulación de retrasos de las fases anteriores. 
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3.2.4 REDACCiÓN DE LA MEMORIA E INFORME DE SEGUIMIENTO 
Esta tarea comprende las actividades de redacción del informe de seguimiento y redacción de 
la memoria. Tiene dos claros objetivos, primero mediante el informe previo de seguimiento, 
pretende recoger el estado del proyecto habiendo transcurrido aproximadamente la mitad de su 
ciclo de vida, especificando el trabajo realizado hasta la fecha y detallando las tareas futuras a 
desarrollar. Por otro lado mediante la redacción de la memoria, pretende describir y detallar el 
trabajo realizado para conseguir los objetivos del proyecto y las conclusiones a las que se ha 
llegado con la realización del mismo. 
Se lleva a cabo casi en la totalidad de la vida del proyecto y finaliza antes de la tarea de 
preparación de la lectura del proyecto. 
_---.----------.-.-.. .,~edaCCión de ~a nlenloria 
mBB_RRRR_ggRl-]seC~ioneJs dedic (r,lS a la Sinnll~Ción 
mmDmlD".. tcciones fi,ja~ 
Figura 3-6. Planificación de la tarea Redacción de la memoria. 
I¡........ linf'or~e Ilrevio 
RedacciÓ,l inf'orme 
Entreg~ inf'orme 
Figura 3-7. Planificación de la tarea Informe previo. 
La tarea de la redacción de la memoria se ha dividido en dos partes. Una primera parte, donde 
se redactan los capítulos relacionados con la simulación, que son: el capítulo nueve y los dos 
anexos. La segunda parte la forman el resto de capítulos que no tienen relación directa con la 
simulación juntamente con los capítulos fijos de la estructura del proyecto, como son 
Introducción, Alcance, Bibliografía, Acrónimos ... 
3.2.5 PREPARACiÓN DE LA LECTURA DEL PROYECTO 
La tarea de preparación de la lectura del proyecto incluye las actividades de realización de la 
presentación en un documento power point utilizado durante la lectura del proyecto y de 
ensayo de la misma. Se lleva a cabo una vez finalizada la memoria del proyecto fin de carrera y 
se estima en una duración de 7 días con un margen de error de 2 días. 
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Figura 3-8. Planificación de la tarea Preparación de la lectura del proyecto. 
El documento Microsoft Project que muestra la planificación global detallada conjunta de las 
fases del proyecto se muestra en la página siguiente. 
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Figura 3-9. Planificación general detallada de las tareas del proyecto 
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4. POSICiÓN DE PARTIDA DE LOS OPERADORES 
4.1 INTRODUCCiÓN 
Esta sección del proyecto pretende recoger la posición de partida de los principales tipos de 
operadores a los que más afecta la llegada de la fibra óptica hasta el hogar. Pretende analizar 
la arquitectura de acceso a la red por la que apostaran, GPON o bien EP2P, y los motivos que 
le hacen confiar y decantarse por una u otra solución a la hora de seguir una estrategia 
comercial y de negocio futura. 
Concretamente los operadores que tendremos en cuenta en nuestro análisis serán los 
operadores telefónicos y los de televisión por cable. 
Los operadores telefónicos y proveedores de Internet, ofrecen servicios de voz y conexión a 
Internet, y con la ampliación del ancho de banda de las redes de comunicaciones están 
introduciendo servicios de distribución de video y televisión. 
Por otro lado, están los operadores de cable o cableoperadores. Básicamente se dedicaban a 
la distribución de televisión, pero que con la competencia directa que han introducido los 
operadores de telefonía, optaron por ofrecer servicios de voz e Internet para poder seguir 
generando negocio y hacer frente a la competencia. 
4.2 OPERADORES TELEFÓNICOS 
A priori la llegada de la fibra óptica a la redes de acceso puede hacer que su competitividad y 
su cuota de mercado tiendan a aumentar, ya que se incrementara considerablemente el ancho 
de banda disponible e incrementará las prestaciones de los servicios hasta ahora ofertados de 
voz, acceso a Internet y TV. En principio las operadoras telefónicas que ya ofrecen servicios 
de acceso a Internet junto a los servicios de voz, son a los que a priori más pude favorecer la 
llegada de la fibra a las redes de acceso. La principal ventaja que poseen con respecto a los 
operadores de televisión por cable, es que ya conocen y tienen experiencia en las arquitecturas 
FTTH y las redes IP. Y también tienen conocimiento con respecto a comercializar plataformas 
multiservicio. Otra clara ventaja que pueden tener los operadoras telefónicas es la 
disponibilidad de su tecnología, ya que las redes de los cableoperadores, se encuentra 
instaladas en ciertas áreas con una determinada densidad de población. 
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Los Operadores de cable o cableoperadores, son las empresas que se dedican a distribuir 
contenidos de televisión mediante cable de fibra, utilizando redes HFC (Hybrid Fibre Coaxial), 
estas redes son redes hibridas de fibra + coaxial. La introducción de los servicios Triple Play 
por parte de la competencia, les obliga a añadir a su cartera de servicios la telefonía y el 
acceso a Internet, si quieren conservar su posición en el mercado. Las redes HFC ya disponen 
de una velocidad capaz de soportar anchos de banda propios de servicios Triple Play, lo que 
les hace que los cableoperadores tengan una cierta ventaja en cuanto a velocidad y calidad de 
la estructura de red, con respecto a los operadores de telefonía. Por el contrario tienen la 
desventaja de que se han de acomodar a trabajar con plataformas multiservicio. En algunos 
países como pasa en Estados Unidos, la televisión por cable esta muy extendida, con lo que en 
estos casos las operadoras de cable ya dispondrían de una cuota de mercado importante, 
aunque claramente inferior a los operadores telefónicos. 
4.4 ESTADO DESPLIEGUE FTTX 
Para hacerse una idea del grado de aceptación de las dos tecnologías en contraposición, y 
para tener una primera impresión de la implementación por la que están apostando las 
empresas, se analiza la situación del despliegue de redes FTTX tanto en la actualidad como en 
un futuro próximo. Casi 42 millones de internautas de todo el mundo tendrán acceso a Internet 
a través de la fibra óptica en el año 2010, según el instituto de audiovisual y 
telecomunicaciones en Europa IDATE. 
Asia será la región que experimentará el mayor crecimiento de la fibra óptica, con 6,3 millones 
de abonados en Corea del Sur y 20,5 millones de abonados en Japón. Estados Unidos ocupará 
la segunda posición con 8 millones de abonados y Europa ocupará en 2010 el tercer puesto, 
con 7 millones de abonados. 
En la actualidad el acceso a Internet a través de fibra óptica representa menos del 9% del total 
de líneas de banda ancha (datos de marzo de este año). Asia es pionera en tecnologías 
ópticas, ya que redes de fibra y cobre de nueva generación (FTTx) ya están operativos en 
Corea del Sur o Japón. 
4.4.1 EUROPA 
La consultora francesa IDATE ha realizado un informe sobre las FTTH del que informa en un 
comunicado de fecha 27 marzo 2007. Afirma que el número de suscriptores de FTTH en 
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Europa crece de manera estable, a medida que las principales operadoras se implican en el 
desafío de la súper velocidad de banda ancha. 
El informe, encargado por el FTTH Council Europe, ha analizado la Europa de los 25 y 
Noruega, Islandia y Suiza, hasta mediados de 2006. Hasta esa fecha, IDATE identificó 139 
proyectos de FTTH en Europa, de los que 20 eran nuevas iniciativas (con respecto a mediados 
de 2005). 
A finales de junio de 2006, había aproximadamente 820.000 suscriptores de FTTx (que incluye 
las diferentes formas de arquitecturas de fibra óptica). La tasa de penetración de esta 
tecnología alcanzó un incremento del 29,8%, así como el número de suscriptores a FFTx (32% 
con respecto a 2005). 
IDATE señala asimismo que la mayoría de los usuarios europeos (un 96%) se concentra en 5 
países: Suecia, Italia, Dinamarca, Holanda y Noruega. Pero France Telecom e lliad Free, entre 
otras grandes operadoras europeas, se animan cada vez más a lanzar sus propias redes 
FTTH. 
Un hándicap que ven en las FTTH las grandes operadoras es el coste actual que conlleva su 
instalación generalizada, lo que frena las inversiones en nuevas infraestructuras. Por esa 
razón, y por otras como la falta de iniciativas por parte de las autoridades locales y también por 
la dominación de los mercados de las operadoras por cable, aparte de Francia, Escandinavia y 
Holanda, no se prevé que en Europa Occidental los seNicios FTTH se generalicen, señala 
Informa Telecom & Media. 
Entre junio de 2005 y junio de 2006, el número de usuarios aumentó en Dinamarca y Noruega 
en un 65% y un 246% respectivamente; en Francia el aumento fue del 113%, En Holanda, 
Suecia e Italia de más del 80% pero, en el resto de los demás países europeos este 
crecimiento ha sido mucho más lento, de entre e/3 y el 7%. 
En resumen, el informe valora que el panorama de la implantación de las FTTx ha tenido una 
mejor penetración en los últimos tiempos, tras el lento crecimiento experimentado en años 
anteriores, pero que esta penetración aún sigue siendo muy desigual entre los distintos países. 
En Suecia es donde la FTTH está más implantada. Allí, el número de usuarios asciende ya a 
650.000 (un 27% del total de 2.340.000 suscriptores de banda ancha del país), gracias a 150 
redes municipales que dan servicios a estos clientes, y que no pertenecen a las operadoras de 
telecomunicaciones comunes sino a autoridades locales. 
En Alemania, la situación no era muy favorable para el FTTx. Deutsche Telekom, la principal 
operadora telefónica del país estaba embarcada en un ambicioso proyecto de despliegue de 
FTTN+VDSL2 donde en el 2006 pretendía tener conectadas 50 ciudades con esta tecnología. 
Al final del año 2006, Deutsche Telekom solo pudo tener diez ciudades conectadas, debido a 
problemas con la regulación. 
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En Francia en el 2006 se anunció unos de los proyectos más ambiciosos para el despliegue de 
redes FTTx. /liad Group (Free) anunció en 2006 un plan para invertir 1 billón de euros en redes 
FTTH en Paris y en otras ciudades, con el objetivo de disponer de 10 millones de clientes en 
2012. Free compró a Cité Fibre, empresa que ya ofrecía servicios de fibra óptica hasta el hogar 
a través de la compañía Nicominvest. France Telecom, en respuesta, anunció en Diciembre de 
2006 un proyecto de conexión de entre 150.000 a 200.000 clientes con una red FTTX-GPON 
para finales del año 2008. Esta red ofrece 1 OOMbps simétricos. 
En Reino Unido la compañía NTL está realizando las pruebas necesarias para poder ofrecer a 
sus clientes conexiones de 100Mbps mediante el despliegue de una red FTTH por el país. 
En España ya se han realizado las primeras pruebas de campo en Pozuelo de Alarcón y 
Campamento (Madrid), alcanzando velocidades de 50Mbps. Desde 2005 se está desplegando 
la primera red de fibra hasta el hogar en la zona de los valles mineros del Principado de 
Asturias. Una inversión de capital meramente público mediante la cual se pretende lograr una 
reconversión de las zonas mineras ya deprimidas desde hace años por la decadencia del 
sector. Se trata del primer proyecto de estas características en España, y se ha creado una 
empresa pública, el Gestor de Infraestructuras Públicas de Telecomunicación del Principado de 
Asturias S.A. (GIT), que se encarga de gestionar esta red de FTTH y posibles futuras 
infraestructuras públicas. Telefónica ha empezado a realizar las pruebas de FTTX, ya que se 
va a basar en FTTN/B (hasta el edificio) y FTTH (hasta el hogar) apoyándose además en 
VDSL2, dependiendo de la zona. Esta tecnología va a dar hasta 30Mbps en más de 500 
centrales españolas, la mayoría concentradas en Madrid y Barcelona. 
4.4.2 AMERICA DEL NORTE 
En América del Norte, aunque el despliegue de redes FTTH está creciendo, los clientes 
abonados a redes de este tipo apenas representan el 1 % del total de los clientes conectados. 
El mayor proyecto relacionado con FTTH lo esta llevando a cabo la empresa Verizon en 
Estados Unidos, con una inversión de 23 billones americanos de dólares, con el que planea 
poder dar servicio a 18 millones de clientes en el 2010. 
AT& T está tratando de conectar 19 millones de hogares con su proyecto Lightspeed para 
finales de 2008 con tecnología FTTN+VDSL2. Según el FTTH Council North America, AT& T 
esta conectando hogares a una velocidad de medio millón de hogares por año. 
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4.4.3 ASIA 
En Asia, el despliegue de redes FTTx esta encabezado por los países de Japón y Corea del 
Sur. 
En Japón, donde la tasa de penetración de la banda ancha alcanza ya al 40% de la población, 
había ya más de 3 millones de hogares conectados a FTTH a mediados de 2005, y las 
previsiones apuntan a los 30 millones de clientes para 2010, donde compañías destacadas 
como NTT han anunciado 38 de billones de euros en inversión con el objetivo de alcanzar esta 
meta. 
Corea del Sur es el país del mundo con mayor penetración de banda ancha, con un 86% de 
implantación en hogares en 2005. El lanzamiento de "Iu-Korea vision" pretende posicionar a 
Corea en la vanguardia mundial cuyas primeras ofertas comerciales de FTTH se produjeron ya 
en Abril de 2005. 
4.4.4 APUESTAS POR GPON y EP2P 
Una vez visto el despliegue de la tecnología FTTx en diferentes lugares. Se detallan las 
apuestas de cada territorio por las dos topologías estudiadas GPON y EP2P. 
En Europa, los primeros despliegues de redes FTTH, en los países nórdicos principalmente, se 
han echo con arquitecturas Ethernet Punto a Punto por el hecho de la composición de las 
redes y los diferentes actores del sector; son empresas de electricidad o municipios que han 
construido redes locales de pequeña talla (30000 a 40000 abonados). El Punto a Punto es 
todavía hoy mayoritario en el número de hogares conectados según IDATE Eso sí, los 
anuncios de despliegue a grande escala por los operadores privados se basan en arquitecturas 
PON. 
En el mundo la arquitectura GPON es mayoritaria. Los 2 principales operadores en el mundo 
de FTTH, Verizon en los USA (1,5 millones de usuarios) y NTT DoCoMo (10 millones de 
usuarios) en Japón la utilizan. Según Alcatel-Lucent, que tiene más de 70 contratos de FTTH 
en el mundo, el 80% de los operadores que despliegan redes FTTH han adoptado el PON (de 
los que el 60% es el GPON) y 20% el Ethernet Punto a Punto. 
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5. TECNOLOGIA GPON 
5.1 INTRODUCCiÓN 
Las redes ópticas pasivas (Passive Optical Network, conocida como PON), aparecen a 
mediados de los años 90. La principal característica de estas redes es que permiten eliminar 
todos los componentes activos entre el cliente y el servidor, de esta manera también se 
consiguen reducir costes. Existen varios estándares entre ellos encontramos unos definidos por 
Unión Internacional de Telecomunicaciones (ITU) y otros por el Instituto de Ingenieros 
Eléctricos y Electrónicos (IEEE): 
11 APON (ATM PON). Fue el primer estándar que surgió, basado en ATM, su principal 
inconveniente era la limitación de su ancho de banda. ITU-T G.983 
11 BPON (Broadband PON, Red Óptica Pasiva de Banda Ancha). Evolución de la APON, 
soportaba diferentes estándares de banda ancha. Soportaba tráfico asimétrico, aunque 
presentaba un coste elevado y limitaciones técnicas. Estándar ITU-T G.983. 
11 GPON (Gigabit-capable PON). Basada en BPON, ofrece además, soporte global 
multiservicio (voz, Ethernet, ATM ... ), seguridad a nivel de protocolo, y mayores anchos 
de banda llegando hasta 2.5 Gbps. Estándar ITU-T G.984. 
11 EPON (Ethernet PON). Construida para aprovechar la tecnología de fibra óptica para el 
transporte de tráfico Ethernet. Estándar IEEE 802.3ah. 
11 GePON (Gigabit Ethernet PON). Evolución de la especificación EPON, que consigue 
un ancho de banda 10 veces mayor. Estándar IEEE 802.3ah. 
Sobrepasa el ámbito de este trabajo, profundizar más en estas tecnologías, únicamente 
tendremos en cuenta la tecnología GPON, que es la variante PON por la que están apostando 
actualmente la mayoría de proveedores y por lo tanto la que despierta un mayor interés en ser 
analizada. 
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5.2.1 ESTANDARIZACiÓN 
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La principal motivación que tenía el ITU-T para desarrollar GPON era ofrecer mayor ancho de 
banda, mayor eficiencia de trasporte para servicios IP y una especificación adecuada para 
ofrecer todo tipo de servicios. 
GPON está estandarizado en el conjunto de recomendaciones de ITU-T G.984.x (x= 1,2 ,3 ,4). 
5.2.2 VELOCIDADES DE TRANSMISiÓN 
Los estándares definen diferentes rangos de velocidades de transmisión para ambos sentidos 
de la comunicación y también soporta tasas de bit asimétricas. 
Downstream 1244 16 Mbitls 
2488 32 Mbitls 
155 52 M bitls 
Upstream 622 08 M bitls 
1244,16 Mbitls 
2488,32 Mbitls 
Tabla 5-1. Velocidades soportadas por GPON 
Todas las combinaciones son posibles excepto la de 1,25Gbitls en downstream y 2,5Gbitls en 
upstream. La mayoría de suministradores de equipos ofrecen la opción de 1,25Gbitls en 
upstream y 2,5Gbitl en downstream. 
La información, tanto en el sentido descendente como en el ascendente viaja en la misma fibra 
óptica. Para ello se utiliza una multiplexación según la longitud de onda, WDM (Wavelength 
Division Multiplexing). La longitud de onda que se utiliza para transmitir es de 1480-1500nm 
para el sentido de downstream y de 1260-1360 para el sentido upstream. Adicionalmente existe 
otro rango que se puede usar para el sentido de downstream para distribuciones de video RF 
(Radio Frecuencia). 
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5.2.3 POTENCIA Y ALCANCE 
El alcance de un equipo viene dado por la atenuación máxima que es capaz de soportar sin 
perder el servicio. El estándar GPON define diferentes tipos de láser con diferentes 
atenuaciones (medidos en dBm). Los fabricantes se han decantado por los láseres de tipo B+ 
por lo que la atenuación máxima que se puede asegurar para que funcione el servicio es 28 
dB. Como la atenuación de un nivel de splitting más los conectores son de unos 20 dB. 
Quedarían 8 dB para la atenuación de la fibra. Cada kilometro de fibra atenúa la señal en unos 
0.4 dB, por lo que el alcance máximo sería de unos 20km desde el componente de red de la 
central hasta el componente de red del usuario. El estándar esta preparado para que se pueda 
llegar a los 60km. 
5.2.4 PROTOCOLO DE TRANSPORTE 
La norma GPON, contempla dos posibilidades referentes a los protocolos de transporte que se 
pueden utilizar: 
• ATM: es el utilizado por las versiones anteriores como APON y BPON, por lo que no 
aporta nada nuevo. 
• GEM (GPON Encapsulation Method): se trata de un nuevo protocolo definido 
únicamente para utilizarse en GPON. 
Los fabricantes se han decantado por implementar solamente la solución GEM. Esta solución 
soporta cualquier tipo de servicio (Ethernet, TDM, ATM, etc.) es un protocolo de transporte 
síncrono basado en tramas cada 125 microsegundos. Se basa en el estándar GFP (Generic 
Framing Procedure) del ITU-T G.7041 con algunas modificaciones para las tecnologías PON. 
Soporta transporte de voz, video y datos sin tener que añadir ningún nivel de encapsulamiento 
adicional. La pila de protocolos quedaría de la siguiente manera: 
Figura 5-1. Encapsulado GPON 
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5.3 COMPONENTES DE RED 
Capitulo 5 
Básicamente existen dos tipos importantes de dispositivos o componentes de red, la Ol T Y la 
ONU. También forma parte de estas redes el splitter o divisor óptico que permite dividir y 
agregar la señal de fibra. Seguidamente veremos más en profundidad cada uno de estos 
componentes. 
• Ol T (Optical Líne Termination): Es el elemento activo situado en la central del 
proveedor de servicios. De él parten las fibras ópticas hacia los usuarios, cada Ol T 
puede dar servicio a varios miles de usuarios. 
Su función principal es la de agregar tráfico provinente de los clientes y lo encamina 
hacia la red global. A través de la Ol T se sirven todos los servicios demandados por 
los clientes. 
• ONT (Optica! Network Termination): Es el elemento situado en casa del usuario y 
donde termina la fibra óptica. Existen variedades de ONTs según los servicios y las 
interfaces que ofrezca al usuario. 
• OPTICAl SPLlTTER: Es un dispositivo óptico, al cual le llega una única señal y la 
divide en múltiples señale iguales. El numero de salidas suele ser 2n. Es un dispositivo 
bidireccional, realiza las funciones de división y agregación de la señal. Provoca una 
atenuación de la señal idéntica para ambos sentidos de paso. 
5.4 ARQUITECTURA DE RED 
Una vez vistos los componentes de red. Se ve que la red GPON consta básicamente de dos 
elementos principales una ONU (Optical Networking Unit) y una Ol T (Optical Une Terminal) 
situado en la central del operador. Dependiendo de hasta donde llegue la instalación de fibra 
óptica, es decir, donde esté situada la ONU, el tipo de red recibe un nombre u otro. El conjunto 
de estas topologías se le conoce con el nombre de FTTx (Fiber to the x), donde la x es el lugar 
donde se encuentra la Ol T. las diferentes tipologías son: 
• FTTH: Fiber to the Horne. En esta arquitectura el cable de fibra llega directamente 
hasta la casa del abonado. Se puede decir que es la más adecuada de todas las 
variantes para ofrecer transmisión de datos a alta velocidad, ya que el despliegue de la 
línea de fibra, ocupa todo el camino de la comunicación, no se utiliza en ningún punto 
cable de cobre. 
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111 FTTB: Fiber to the Building. Aquí el cable de fibra óptica llega directamente hasta la 
entrada del edificio, y después se conecta con los usuarios mediante instalación de 
cobre. 
111 FTTC: Fiber to the Curb. la instalación de fibra llega hasta la manzana, y luego se 
unen todos los abonados cercanos mediante cobre. El despliegue de cobre es mayor 
que en la variante FTTB. 
111 FTTCab: Fiber to the Cabinet. la fibra llega hasta un gabinete, o punto intermedio del 
cual se conectan los usuarios a través de cobre. Aquí el despliegue de cable de cobre 
es mayor que en la solución FTTC. 
FTTH 
FTTB 
FTTC 
FTTCab 
Figura 5-2. Variantes de FTTX 
la variante FTTx que se simula en el capitulo nueve de este proyecto, es la FTTH. Ya que es la 
más avanzada, debido a que permitiría obtener unas velocidades de transmisión mayores que 
el resto de variantes. Por lo tanto únicamente tendremos la Ol T, las ONUs, el divisor óptico, y 
todos los enlaces serán de fibra óptica. El esquema de la simulación será el siguiente: 
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Central 
hasta 20 
Figura 5-3. Esquema de red de la simulación 
Capitulo 5 
La variante de FTTx que se está implantando por parte de las operadoras, es la de FTTB. Esta 
opción combina la fibra óptica con el cobre. Se conecta con fibra óptica el enlace que va desde 
la central a una centralita situada en el edificio. De esta centralita se conectan los abonados a 
través de enlaces de cobre utilizando tecnología VDSL. Se reutilizan las conexiones de cobre 
de los abonados, tiene el inconveniente de que la tecnología VDSL permite una distancia de la 
centralita del edificio hacia el cliente de 300 metros para conseguir la mayor velocidad de 
transmisión que es de 50Mbps. El esquema de red es el siguiente: 
+ l,lDSL 
...... cobre 
Figura 5-4. Esquema de red FTTB + VDSL 
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la transmisión de datos en las redes GPON se realiza de manera diferente en cada una de las 
direcciones en las que viajan los datos. 
Canal descendente (downstream): En este sentido de la comunicación, la red funciona como 
una conexión punto-multipunto. la central envía todo el contenido disponible hacia las ONUs, y 
estas filtran el tráfico que les corresponde o para el que tienen acceso según el servicio 
contratado con el operador. En este procedimiento se utiliza la multiplexación en el tiempo TOM 
(Time Oivision Multiplexing). En ella, el ancho de banda total del medio de transmisión es 
asignado a cada canal durante una fracción del tiempo total. Para evitar que un usuario sin 
permisos pueda acceder al contenido se usa una técnica de seguridad llamada AES (Advanced 
Encryption Standard) . 
......... "''''',,- DE5CENDENt 
Figura 5-5. Funcionamiento canal Downstream GPON 
Canal ascendente (upstream): Aquí la red se comporta como una conexión punto a punto, 
donde las diferentes ONUs transmiten contenidos a la Ol T. En este procedimiento se utiliza 
multiplexación TOMA (Time Oivision Multiple Access), donde se distribuye la información en 
ranuras alternas de tiempo para ofrecer acceso múltiple a diferentes frecuencias. Cada ONU 
transmite en una ranura de tiempo diferente, por lo tanto se evitan colisiones. 
Figura 5-6.Funcionamiento canal Upstream GPON 
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6. TECNOLOGIA EP2P 
6.1 INTRODUCCiÓN 
Ethernet ha conseguido ser popular porque logra un buen balance entre velocidad, costo y 
facilidad de instalación. Estos puntos fuertes combinados con una amplia aceptación en el 
mercado informático, la habilidad para soportar virtualmente todos los protocolos populares de 
red y puesto que casi la totalidad del tráfico que se transporta en la redes de comunicaciones 
se hace bajo el protocolo de Ethernet, hacen que sea una tecnología de red ideal para la 
mayoría de los usuarios de redes hoy en día. 
Para dar soporte a las nuevas aplicaciones que necesitan un mayor ancho de banda, se puede 
aplicar Ethernet sobre fibra óptica como red de acceso, esta solución se la conoce con el 
nombre de Ethernet point-to-point (EP2P). Esta tecnología consiste en transportar información 
mediante enlaces dedicados de fibra óptica utilizando el protocolo Ethernet. 
6.2 CARACTERíSITCAS PRINCIPALES 
6.2.1 ESTANDARIZACiÓN 
Ethernet nació en noviembre de 2000, cuando el IEEE formó el grupo de estudio del foro EFM 
(Ethernet in the first mile). A fines de 2001, el grupo de trabajo IEEE 802.3 de Ethernet creó el 
grupo de trabajo 802.3ah de EFM con el objetivo de certificar el documento como norma a 
mediados de 2004. 
Concretamente la norma 802.3ah define aspectos relativos a: 
• La topología del acceso del abonado. 
• Las especificaciones de la capa física - definición de la PHY (capa física), los 
protocolos y la PMD (capa dependiente del medio físico) de la conexión 
• Las OAM (operaciones, administración y mantenimiento) comunes de la EFM 
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6.2.1 VELOCIDADES DE TRANSMISiÓN Y ALCANCE 
Capitulo 6 
Las diferentes tecnologías de enlace que soporta Ethernet se definen mediante cuatro 
parámetros: 
• Velocidad de transmisión. Velocidad a la que transmite la tecnología. 
• Tipo de cable. Tecnología del nivel físico que usa la tecnología. 
• Longitud máxima. Distancia máxima que puede haber entre dos nodos adyacentes (sin 
estaciones repetidoras). 
• Topología. Determina la forma física de la red. Bus si se usan conectores T (hoy sólo 
usados con las tecnologías más antiguas) y estrella si se usan hubs (estrella de 
difusión) o switches (estrella conmutada). 
Discriminando por el tipo de cable a fibra óptica, se muestran a continuación la especificación 
de las tecnologías más importantes. 
1000Base-SX 1000 Mbps 
1000Base-LX 1000 Mbps 
Fibra óptica 
multinodo 
Fibra óptica 
monomodo 
550m 
5000m 
Tabla 6-1. Especificaciones tecnologías Ethernet 
6.2.2 PROTOCOLO DE TRANSPORTE 
Estrella. Full Duplex (switch) 
Estrella. Full Duplex (switch 
Se utiliza el protocolo de trasporte Ethernet. A continuación veremos el formato de la trama y el 
significado de sus campos. 
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Formato de trama: 
Preámbulo SOF Destino Origen Tipo .... Datos FeS 
... 
....... 
....•. 3 
7 bytes 1 byte 6 bytes 6 bytes 2 bytes 46 a 1500 bytes 4 bytes 
Tabla 6-2. Formato de trama Ethernet 
• Preámbulo: Un campo de 7 bytes (56 bits) con una secuencia de bits usada para 
sincronizar y estabilizar el medio físico antes de iniciar la transmisión de datos. 
• SOF (Starl Of Frame) Inicio de Trama: Campo de 1 byte (8 bits) con un patrón de 1 s y 
Os alternados y que termina con dos 1 s consecutivos. El patrón del SOF es: 10101011. 
Indica que el siguiente bit será el bit más significativo del campo de dirección MAC de 
destino. 
• Destino: Dirección de destino, campo de 6 bytes (48 bits) que especifica la dirección 
MAC de tipo hacia la que se envía la trama. 
• Origen: Dirección de origen, Campo de 6 bytes (48 bits) que especifica la dirección 
MAC desde la que se envía la trama. la estación que deba aceptar el paquete conoce 
por este campo la dirección de la estación origen con la cual intercambiará datos. 
• Tipo: Campo de 2 bytes (16 bits) que identifica el protocolo de red de alto nivel 
asociado con el paquete o, en su defecto, la longitud del campo de datos. la capa de 
enlace de datos interpreta este campo. 
• Datos: Campo de 46 a 1500 bytes de longitud. Cada byte contiene una secuencia 
arbitraria de valores. El campo de datos es la información recibida del nivel de red (la 
carga útil). 
• FCS (Frame Check Sequence - Secuencia de Verificación de Trama): Campo de 32 
bits (4 bytes) que contiene un valor de verificación CRC (Control de redundancia 
cíclica). El emisor calcula este CRC usando los campos destino, origen, tipo y datos. El 
receptor lo recalcula y lo compara con el recibido a fin de verificar la integridad de la 
trama. 
6.3 COMPONENTES DE RED 
los componentes de red que forman esta topología de red son la al T y la ONU, aquí 
desaparece el divisor óptico. las descripción de estos componentes es la misma que se realiza 
en el capitulo cinco de este documento. 
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6.4 ARQUITECTURA DE RED 
Capitulo 6 
La tipología de red de EP2P, define una conexión directa desde la central del proveedor de 
servicios hasta las instalaciones del cliente. Por lo tanto la conexión que se hace es una 
conexión punto a punto sin elementos activos ni pasivos en medio. 
La conexión se puede realiza con una o dos fibras. En el caso de dos fibras, una fibra se usa 
para el tráfico de subida (upstream) y la otra para el tráfico de bajada (downstream). En el caso 
de fibra única, ambos sentidos comparten la misma fibra y la separación se soporta mediante 
multiplexión por división de frecuencia, en este caso el ancho de banda también se divide. 
Esta topología soporta velocidades de 100 Mbitls - 1 Gbitls, con un alcance de hasta 100km. 
La fibra punto a punto es la mejor elección a largo plazo. 
EP2P 
Figura 6-1. Topología de red EP2P 
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7. CARACTERIZACiÓN SERVICIOS TRIPLE PLAY 
7.1 INTRODUCCiÓN 
A continuación se detallan y se explican las principales características de los tres servicios que 
se engloban en el término Triple Play. Este término se utiliza para definir el empaquetamiento 
de servicios y contenidos audiovisuales. Es la comercialización de los servicios telefónicos de 
voz junto al acceso de banda ancha a Internet añadiendo además los servicios audiovisuales 
tales como canales de televisión y video bajo demanda. 
El servicio Triple Play es el futuro cercano para el desarrollo integral de comunicación entre 
hogares. Propone una solución única para varios problemas: el servicio telefónico, televisión 
interactiva y acceso a Internet, todo en un mismo servicio. La diferencia que distingue a esta 
nueva categorización de tecnología consiste en que todos los servicios se sirven por un único 
soporte físico, ya sea cable coaxial, fibra óptica, cable de par trenzado, red eléctrica, o bien 
microondas. 
Figura 7-1. Equipamiento Triple Play en casa del cliente. 
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7.2 TELEFONíA IP 
Capitulo 7 
En este apartado se presta atención al funcionamiento técnico de la tecnología de voz sobre IP, 
a la formación de la trama de VolP que transporta los paquetes de voz y se realiza el cálculo 
del ancho de banda necesario de la conexión de red para soportar una aplicación de VoIP. 
7.2.1 FUNCIONAMIENTO VolP 
La tecnología de voz sobre el protocolo de Internet conocida con las siglas VolP (voice over 
IP), se basa en el principio de transportar la voz mediante las redes de comunicaciones 
encapsuladas en paquetes IP. 
La voz humana se transmite mediante una señal analógica, por lo tanto para poder enviarla 
mediante un medio digital basado en la conmutación de paquetes como es Internet, es 
necesario un procesamiento previo para convertirla en una señal digital. 
El proceso de digitalización de la señal se realiza mediante un codec de audio. El propio codec 
también realiza funciones de compresión para reducir el tamaño del paquete de voz digitalizado 
y conseguir mayor eficiencia en el transporte posterior. Existen diferentes tipos de codecs de 
audio, cada uno con sus características especificas. 
G.711 64 Kbps 0,125 ms 20 ms 
G.723 6,4 Kbps 30 ms 30ms 
G.726 32 Kbps 0,125 ms 20 ms 
G.728 16 Kbps 0,625 ms 20 ms 
Tabla 7-1 Descripción codees de voz 
Una vez se tiene el paquete de voz, se ha de encapsular con las cabeceras correspondientes 
de todos los protocolos, que se usan para la transmisión del paquete. 
La pila OSI para la tecnología VolP es la siguiente: 
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Tabla 7-2. Pila OSI del servicio VolP 
El primer nivel de encapsulamiento que se realiza es el del Protocolo de Transporte de Tiempo 
real (Real-time Transport Protocol). Este protocolo, esta diseñado para aplicaciones que 
requieren parámetros de funcionamiento de tiempo real, con lo cual encaja perfectamente con 
el servicio de telefonía, la función principal de este protocolo es la de implementar los números 
de secuencia de paquetes IP para reconstruir la información en el destino. 
El siguiente nivel de encapsulamiento es el de UDP (User Datagrama Protocol), este protocolo 
tiene un aprovechamiento mayor del ancho de banda que TCP y es mejor para el envío de 
paquetes pequeños, como el caso de la voz. 
Seguidamente se encapsula con el protocolo de Internet (lP) y por último se hace lo mismo con 
el nivel de enlace, que en este caso será Ethernet. 
La trama final de VolP quedaría de la siguiente manera: 
Figura 7-2. Formato trama VolP 
En el lado del receptor se desencapsula el paquete con los protocolos aplicados en orden 
inverso al del envío, y posteriormente se descomprime y se hace la conversión digital-analógica 
del paquete resultante para obtener la voz que se envió. 
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7.2.2 CÁLCULO ANCHO BANDA REQUERIDO PARA VolP 
Capitulo 7 
El ancho de banda necesario para una aplicación de voz sobre IP, depende de dos factores 
principales: 
El codec de voz utilizado 
Numero de paquetes de audio enviados dentro de una misma trama de VoIP. 
Los proveedores de VoIP, recomiendan utilizar concretamente G.723 ya que ofrece una 
comprensión alta manteniendo una buena calidad. Por lo tanto haremos el cálculo del ancho de 
banda utilizando este codec. 
Una vez elegido el codec, la formula que aplicaremos para el cálculo del ancho de banda de 
cada canal de voz será la siguiente: 
Ancho Banda (kbps) = paquetes enviados por segundo x número bytes de trama VolP 
Calculo del número de bytes de la trama VolP 
Para calcular el número de bits que ocupa cada trama de voz sobre IP, sumaremos al tamaño 
de cada paquete de voz generado por el codec, los bits que añaden cada nivel de la pila de 
comunicaciones OSI. 
El codec G.723, genera un paquete de voz cada 30ms con un Bit Rate de 6,4 Kbps, por lo que 
el tamaño del paquete de voz es de: 
30ms x 6,4Kbps = 192bits x (1byte /8bits) = 24bytes 
Si agrupamos dos paquetes de voz par trama de VolP el tamaño del paquete de voz es de 
48bytes. 
Codec voz: 48 Bytes 
Nivel RTP: 12 Bytes 
Nivel UDP: 8 Bytes 
NivellP: 20 Bytes 
Nivel Ethernet: 14 + 4(CRC) Bytes 
Haciendo la suma total tendríamos: 48 + 12 + 8 + 20 + 18 = 106 Bytes 
Figura 7-3. Descomposición trama VolP 
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Cálculo número de paquetes de voz generados cada segundo 
Cada 30 ms tenemos un paquete de voz generado por el codee, pero como enviamos dos 
paquetes en cada trama de VoIP, se tardan 60ms en conseguir tener un paquete de voz 
completo para enviar, por lo tanto el número de paquetes enviados por segundo será: 
1 segundo / 60 ms cada paquete = 16,67 paquetes/segundo 
Cálculo Ancho de Banda 
Ahora aplicando la formula del ancho de banda tenemos. 
Ancho Banda = 16,67 paq/seg x 106 Bytes x 8bíts/Byte = 14, 136 Kbps 
El Ancho de Banda para cada canal de voz utilizando la tecnología VolP y con el codee de voz 
G.723 es de 14,136 Kbps. 
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7.3 VIDEO BAJO DEMANDA Y CANALES DE TV 
7.3.1 DEFINICiÓN DE LA TECNOLOGíA 
Capitulo 7 
La distribución de canales de televisión y video bajo demanda en la oferta de servicios Triple 
Play, se realiza bajo la tecnología conocida con el nombre de: Televisión IP. La Televisión IP 
conocida con las siglas IPTV del inglés Internet Protocol Televisión, describe los servicios a 
través de los cuales podemos recibir la señal de televisión o vídeo mediante la conexión de 
banda ancha a Internet. Otra definición más sencilla podrías ser que la IPTV es la televisión 
cuyo contenido se recibe por medio de las tecnologías Web en vez de por los formatos 
tradicionales como son antenas, cables, etc. 
El concepto de televisión IP va un paso más allá del concepto de televisión tradicional 
añadiendo independencia temporal a la programación emitida. La televisión convencional 
ofrece una programación atada a unos horarios y calendario prefijado y es el espectador el que 
elige ver o no ver dicha programación durante su emisión. La televisión IP permite modernizar 
este concepto y aparte de tener canales con programación fijada a un horario, ofrece lo que se 
conoce como video bajo demanda, donde es el espectador quien elige cuando desea ver un 
cierto contenido liberándolo de ataduras horarias. Aparte de esta nueva forma de ver la 
televisión, también aporta mejoras puramente tecnológicas como es la mayor calidad de 
imagen y sonido, y mejoras puramente funcionales o de interactividad como la posibilidad de 
descargar el contenido a visualizar en nuestro receptor y verlo tantas veces como queramos y 
además la posibilidad de hacer pausas, avanzar, retroceder. .. etc. como si de una cinta de 
video o DVD se tratase. También contará con funciones de control parental para bloquear 
cierto contenido no deseado. 
La clave de éste servicio está en conseguir una personalización del contenido emitido para 
cada cliente de forma individual. 
Podríamos afirmar que la televisión IP, ofrecerá nuevas funcionalidades, nuevas características 
de reproducción y nuevos servicios, que transformarán la idea de ver la televisión y la dotarán 
de una cierta interactividad. 
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7.3.2 TECNICAS DE COMPRENSiÓN DE VIDEO 
La principal problemática para la transmisión de canales de televisión y vide bajo demanda a 
través de Internet, es la gran cantidad de espacio que ocupa la codificación de un fragmento de 
video. Para salvar este obstáculo, existen las técnicas de compresión de video, encargadas de 
reducir el tamaño necesario para la codificación de datos de video. El formato MPEG es muy 
utilizado para entornos Web. A continuación se detallan sus dos variantes más importantes. 
11 MPEG-2. Con una calidad superior al MPEG-1, MPEG-2 fue universalmente 
aceptado para transmitir vídeo digital comprimido con velocidades mayores de 
1 Mb/s aproximadamente. Con MPEG-2 pueden conseguirse elevados ratios 
de hasta 100: 1, dependiendo de las características del propio vídeo. Los 
estándares MPEG fueron desarrollados para ser independientes de la red 
específica para proporcionar un punto de interoperabilidad en entornos de red 
heterogéneos. 
111 MPEG4. Es un estándar relativamente nuevo orientado inicialmente a las 
videoconferencias, y para Internet. El objetivo es crear un contexto audiovisual 
en el cual existen unas primitivas llamadas AVO (objetos audiovisuales). Se 
definen métodos para codificar estas primitivas que podrían clasificarse en 
texto y gráficos La comunicación con los datos de cada primitiva se realiza 
mediante uno o varios "elementary streams" o flujos de datos, cuya 
característica principal es la calidad de servicio requerida para la transmisión. 
Ha sido especialmente diseñado para distribuir videos con elevados ratios de 
compresión, sobre redes con bajo ancho de banda manteniendo una excelente 
calidad para usuarios con buen ancho de banda. 
Ofrece un ancho rango de velocidades desde usuarios con modems de 10kbps 
a usuarios con anchos de banda de 10Mbps. Es rápido codificando el vídeo de 
alta calidad, para contenidos en tiempo real y bajo demanda. 
7.3.3 TIPOLOGíA DE CANALES 
Para implementar la IPTV es necesario disponer de redes de comunicaciones de alta velocidad 
para poder cumplir con los requerimientos técnicos que demanda y poder garantizar la calidad 
en el servicio. Por lo que la implantación de la fibra óptica en las redes de acceso propiciará el 
desarrollo de la I PTV. 
La televisión IP se ha desarrollado en base al denominado video-streaming, del cual se 
diferencian dos tipos de canales. 
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• Canal de definición estándar SOTV (Standard Oefinition Television). Es el nombre 
que reciben las señales de televisión que no se pueden considerar de alta 
definición. Tiene una resolución de 720x576 píxeles en PAL. Para transmitir un 
canal de éste tipo por Internet se necesitaría un ancho de banda de 1 ,5Mbps con la 
tecnología de compresión y codificación de vídeo MPEG4. 
• Canales de alta definición HOTV (High Oefinition Television). Formato de televisión 
que se caracteriza por emitir señales televisivas en una calidad digital superior a 
los demás sistemas (NTSC, SECAM, PAL). Puede tener una resolución de 
1280x720 o 1920x1080 píxeles. Para transmitir un canal de éste tipo por Internet 
se necesitaría un ancho de banda de 8Mbps con la tecnología de compresión y 
codificación de vídeo MPEG4. 
7.4 ACCESO INTERNET BANDA ANCHA 
7.4.1 DEFINICiÓN TECNOLOGíA 
El termino "banda ancha", se conoce como la transmisión de datos en el cual se envían 
simultáneamente varias piezas de información, con el objeto de incrementar la velocidad de 
transmisión efectiva. En ingeniería de redes este término se utiliza para los métodos en donde 
dos o más señales comparten un medio de transmisión. 
No obstante, actualmente se hace un uso erróneo de este término asociándolo a transmisiones 
de alta velocidad. Por lo que la expresión "banda ancha", hoy en día, se utiliza para referirse a 
transmisiones de datos a una velocidad relativamente alta. 
El servicio de acceso a Internet de banda ancha, permite acceder a la información de Internet y 
a los servicios que ofrecen con velocidades significativamente mayores que con un acceso 
primario. 
Según La ITU-T, el sector de estandarización de La Unión Internacional de 
Telecomunicaciones, mediante su recomendación 1.113, clasifica dentro de tecnología de 
banda ancha las técnicas que tienen la capacidad de transmisión más rápida que la velocidad 
primaria de la red digital de servicios integrados (ROSI). Es decir superior a 1,5 ó 2 megabits 
por segundo. Por otro lado La Comisión Federal de Comunicaciones define al servicio de 
banda ancha como la transmisión de datos a una velocidad mayor de 200 kilobits por segundo 
(Kbps) en por lo menos una dirección de la comunicación. 
Mirando las definiciones anteriores, no queda muy claro el umbral de velocidad que se ha de 
sobrepasar, para que una tecnología de acceso sea considerada de banda ancha. Lo que si 
queda claro que la banda ancha es una técnica de acceso que dispone de mayor velocidad que 
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sus antecesores. El mercado ha pasado a utilizar la expresión Banda Ancha para referirse a 
tecnologías que permiten velocidades de acceso de usuario del orden de Mbit/s. 
El uso principal que se hace de la banda ancha es el intercambio de todo tipo de información y 
la navegación y acceso a contenidos Web. En la actualidad el servicio de acceso a Internet de 
banda ancha que están ofreciendo los operadores varían según la zona y su cobertura. Las 
velocidades ofertadas más comunes son 1 Mb, 3Mb, 6Mb o más de 10Mb de bajada. 
Con la introducción de la fibra óptica en el acceso a Internet, las velocidades ofertadas se 
incrementan, y es relativamente fácil, conseguir anchos de banda de 20 a 30 Mb de bajada. 
7.4.2 PRINCIPIO DE FUNCIONAMIENTO 
El principio teórico de funcionamiento de la banda ancha, es enviar varios canales de 
información por un mismo medio de transmisión. La técnica que permite enviar varios canales 
de comunicación por un mismo medio, se conoce como múltiplexación, de la cual existen 
varios tipos, según como se haga la distinción de los canales de comunicación. 
111 Distinción en tiempo: Múltiplexación por división de tiempo (Time Division 
Multiplexing, TDM). El ancho de banda total del medio de transmisión es asignado 
a cada canal durante una fracción del tiempo total (intervalo de tiempo). 
111 Distinción por frecuencia portadora: Multiplexación por división de frecuencia 
(Frecuency Division Multiplexing, FDM). Usada principalmente en comunicaciones 
de radiofrecuencia. El acceso al medio se realiza dividiendo el espectro disponible 
en canales, que corresponden a distintos rangos de frecuencia, y asignando estos 
canales a los distintos usuarios y comunicaciones a realizar. 
111 Distinción de la longitud de onda: Multiplexación por división de la longitud de onda 
(Wavelength Division Multiplexing WDM). Se utiliza para las comunicaciones 
ópticas. Es una técnica que multiplexa varias señales sobre una sola fibra óptica, 
mediante portadoras de diferente longitud de onda. 
111 Distinción de código: Multiplexación por código (Code Division Multiplexing COMA). 
Se utiliza básicamente para las comunicaciones inalámbricas. Se usa todo el ancho 
de banda simultáneamente por todos los usuarios, cada usuario tiene un código 
que utiliza para filtrar la información que le transmiten y quedarse solamente con la 
destinada a él. 
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Una conexión de acceso a Internet de banda ancha no ha de cumplir unas ciertas 
especificaciones especiales para disponer de servicio con unas ciertas garantías. Ya que las 
aplicaciones a las que se accede como navegadores, chats, correo, etc, no necesitan de 
características de conexión especiales como puede ser el caso de la voz. Lo que si es 
importante es que a mayor ancho de banda tendremos mayor velocidad de acceso y por lo 
tanto reduciremos el tiempo en la transferencia de datos y por lo tanto las aplicaciones Web 
funcionaran más rápidamente. 
Se puede considerar que una conexión de acceso a Internet para un usuario privado de un 
ancho de banda de 6Mb de bajada y 1 Mb de subida es suficientemente bueno como para 
navegar de manera fluida y con tiempos de carga y descarga de información aceptables. 
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8. VALORACiÓN DE LA CALIDAD DE SERVICIO (QoS) 
8.1 INTRODUCCiÓN 
En la actualidad, la convivencia de diferentes servicios sobre una red, provoca que sea 
necesario controlar la forma de compartir los recursos de la red, para garantizar los requisitos 
de cada servicio, y evitar problemas de obstrucción entre servicios. Una solución para esta 
problemática es permitir que enrutadores y conmutadores de las redes se comporten de forma 
distinta en función del tipo de servicio que circulan por la red (voz, datos, video). Esta técnica 
se denomina Servicios Diferenciados (DiffServ). 
El conjunto de técnicas y mecanismos que hacen posible garantizar los requerimientos de 
transmisión necesarios para cada tipo de servicio se denomina Calidad de Servicio y es 
conocido por las siglas QoS del inglés Quality of Service. 
La calidad de servicio QoS se encarga de proveer un nivel de servicio para que las diferentes 
aplicaciones que usen la red se puedan beneficiar de ella de manera apropiada, ya que no 
todas las aplicaciones tienen los mismos niveles de exigencia de la red, la calidad de servicio 
consiste en asignar a cada una la exigencia que requiera. 
8.2 PARAMETROS PARA DEFINIR CALIDAD DE SERVICIO 
Típicamente las redes y protocolos que soportan QoS, permiten controlar algunos parámetros 
para garantizar la calidad de la comunicación. Los parámetros de conexión o características de 
la conexión, que normalmente se especifican para definir QoS de los diferentes servicios son 
los siguientes: 
• Ancho de banda: Es la cantidad de ancho de banda que necesita la aplicación 
para su correcto funcionamiento, se expresa en bits por segundo. 
• Pérdida de paquetes: La pérdida de paquetes se produce por la imposibilidad de 
recepción de paquetes, ya bien sea por la recepción del paquete en un tiempo 
mayor al requerido por la aplicación o bien por sobrepasar la capacidad de algún 
buffer de algún equipo o aplicación en momentos de congestión, lo que obliga en 
ambos casos a reenviar el paquete perdido con su consecuente penalización en 
tiempo. Se expresa en porcentaje. 
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• Latencia: Se denomina latencia a la suma de retardos temporales dentro de una 
red. Es el tiempo que gasta el paquete en viajar desde su origen a su destino. Un 
retardo es producido por la demora en la propagación y transmisión de paquetes 
dentro de la red. La principal causa de introducción de retardos es la congestión de 
las líneas. 
• Jitter: El jitter es un efecto de las redes de datos no orientadas a conexión y 
basadas en conmutación de paquetes. Como la información se discretiza en 
paquetes cada uno de los paquetes puede seguir una ruta distinta para llegar al 
destino. El jitter se define técnicamente como la variación en el tiempo en la llegada 
de los paquetes, causada por congestión de red, perdida de sincronización o por 
las diferentes rutas seguidas por los paquetes para llegar al destino. Afecta 
principalmente a las comunicaciones en tiempo real, ya que precisan una llegada 
ordenada de los paquetes. 
A continuación se explican y detallan los parámetros de calidad de servicio que han de cumplir 
las redes para soportar los servicios ofertados en los paquetes Triple Play. 
~ Voz. Las aplicaciones de VolP al ser una aplicación en tiempo real, los parámetros que 
más afectan son la latencia y el jitter. Requieren de un ancho de banda de entre 12 y 
100Kbps, dependiendo de la técnica de compresión que se utilice. El porcentaje de 
paquetes perdidos no debe ser superior al 1 %. Con una latencia inferior a los 150ms se 
considera que la calidad de la conversación es aceptable. El jitter ha de ser menor a 30ms. 
~ Video. Las aplicaciones que utilizan video streaming, requieren un ancho de banda de 
0,005 a 10Mbps. El porcentaje de perdidas de paquete no debe superar el 2%. La latencia 
no debe ser mayor a 5000ms. El jitter no afecta a este tipo de aplicaciones ya que los 
paquetes se ordenan en el destino previamente a su uso. Cabe destacar que el video al 
igual que la voz toleran la pérdida de paquetes en pequeña cantidad y sus aplicaciones 
generalmente implementan recursos para recuperarlos, siempre y cuando se genere una 
recepción constante en el tiempo de los paquetes de información. 
~ Datos. Las aplicaciones de transmisión de datos por la red, únicamente son sensibles a la 
pérdida de paquetes, que ha de tener un porcentaje igual a cero, ya que si se pierde algún 
paquete no se recibe el mensaje correctamente. Los parámetros de latencia y jitter no 
influyen en este tipo de aplicaciones, ya que se prioriza la recepción correcta de los datos 
al tiempo de recepción. La principal restricción de estas aplicaciones es garantizar la 
integridad y corrección de los datos enviados. 
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Video 2% 
Datos sensible (0%) insensible 
Tabla 8-1. Resumen requerimientos QoS 
8.3 TÉCNICAS USADAS EN REDES GPON 
El mecanismo o técnica que usan las redes GPON, para definir parámetros de calidad de 
servicio sobre un cierto tráfico, es conocido con el nombre de Transmission Container 
representado por las siglas T -CONT. 
Esta técnica consiste en definir "tuberías" con unas ciertas características de tráfico por donde 
serán enviados los paquetes con destino a la Ol T. Cada tubería define un cierto tipo de tráfico 
apropiado para ciertos servicios. los diferentes tipos de "tuberías" que soporta la tecnología 
GPON son: 
~ T -CONT tipo 1: Se caracteriza por usar únicamente anchura de banda fija. El ancho de 
banda se asigna exclusivamente y periódicamente con una velocidad fija y un retardo 
controlado. Garantiza velocidad de transmisión constante, retraso de célula y variación del 
retraso. 
~ T -CONT tipo 2: Utiliza únicamente ancho de banda asegurado, esto significa anchura de 
banda promedio fija durante un cierto intervalo de tiempo especificado. Es idóneo para 
aplicaciones de video o voz sobre IP. 
~ T-CONT tipo 3: Se caracteriza por garantizar velocidades de transferencia mínimas. lo 
que le permiten garantizar también el retraso máximo que sufrirán los paquetes. 
~ T-CONT tipo 4: Creado para ofrecer servicios best effort, es decir que no existe una 
preasignación de recursos, ni plazos conocidos, ni garantía de recepción correcta de la 
información. No asegura que se pueda transmitir información en un orden o un tiempo 
determinado, sino que la red hará lo posible por transmitir la información de la manera más 
rápida y fiable posible 
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'" T-CONT tipo 5: Es una combinación de dos o más T-CONT de los especificados 
anteriormente. 
8.4 TÉCNICAS USADAS EN REDES EP2P 
La tecnología nativa de ethernet no dispone de mecanismos de OoS, ya que es una tecnología 
best effort, es decir intenta enviar los paquetes de la manera mas rápida posible, pero sin 
garantizar ningún parámetro relativo a la transmisión. Esto es suficiente para aplicaciones de o 
mail, ftp y websurfing, pero no para otras aplicaciones que no toleran retrasos variables o 
pérdida de datos, como es el caso de servicios de voz y video en tiempo real. Para soportar las 
aplicaciones en tiempo real se ha de dotar a la red de Calidad de Servicio, esto se consigue 
haciendo ciertas operaciones sobre los paquetes enviados y programando funcionalidades 
específicas en los enrutadores que forman la red. Las técnicas más utilizadas son: 
'" Marcar Tráfico: Esta técnica consiste en marcar los paquetes de un cierto tipo de 
tráfico para reconocerlos y tratarlos de manera diferentes al resto de paquetes no 
marcados. Permite identificar paquetes como pertenecientes a un servicio particular o 
suscriptor. En Ethernet estas marcas se hacen en los campos de clase de servicio 
(CoS). A nivellP, las marcas se realizan en los campos ToS (type of service). 
'" Tráfico condicionado: Esta técnica se basa en controlar el tráfico que genera el 
cliente según el estado de la red y los parámetros de conexión contratados. Cuando 
esta técnica se realiza en la interfaz de red del usuario se llama control de admisión. 
Existen dos tipos de control de admisión: 
• Shaping: Intenta controlar el tráfico en redes de ordenadores para así lograr 
optimizar o garantizar el rendimiento, baja latencia, y/o un ancho de banda 
determinado retrasando paquetes. Consiste en retrasar el envío de los 
paquetes listos para enviar, para hacerlos coincidir con el perfil de tráfico 
contratado. 
• Policing: Controla el tráfico introducido en la red por el usuario. En el caso que el 
usuario genere mas trafico del que le esta permitido por contrato, descarta 
todos los paquetes que superen su limite contratado. El algoritmo muy utilizado 
para realizar esta técnica es el Leaky bucket. 
'" Congestion avoidance: Técnica mediante la cual se intentan evitar las congestiones 
que se producen en las colas de los enrutadores. Basa su funcionamiento en colas de 
prioridad. Maneja diferentes tipos de tráfico con diferentes prioridades, así pues el 
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tráfico de baja prioridad no será servido mientras haya tráfico de mayor prioridad 
esperando para ser enviado. Existen también otros mecanismos de priorización de 
colas que pueden ser diseñados específicamente para lograr bajas probabilidades de 
perdida de paquetes, bajo retraso o bajo jitter. 
I ID 
.. High Priority 
- Medi1.lm Priority 
c:::::J Low Priority 
Possible J.mplem,el1tatiOll of a 
Figura 8-1. Ejemplo implementación QoS con colas de prioridad 
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9. SIMULACION RED GPON 
9.1 INTRODUCCiÓN 
Definimos simulación, como una técnica que imita el comportamiento de un sistema del mundo 
real conforme evoluciona en el tiempo, lo que permite analizar y observar características sin la 
necesidad de acudir al sistema real. La simulación informa de cuál será el comportamiento del 
sistema analizado en las condiciones que se indiquen para un proceso determinado. 
la simulación mediante software en el campo de redes de telecomunicaciones es actualmente 
una herramienta muy útil para empresas y universidades del sector a la hora de recrear el 
comportamiento de un sistema en el cuál se están ejecutando diferentes servicios y/o 
aplicaciones en unas condiciones definidas por el usuario. 
El hecho de simular, permite detectar problemas en redes antes de ser implantadas, probar 
nuevas soluciones de redes, probar nuevas tecnologías de comunicaciones, incluso modelar 
modelos teóricos que en la realidad serían difíciles de construir. Por todo esto la hacen una 
herramienta muy útil y potente para el diseño de redes de comunicaciones. 
Existen multitudes de simuladores, la elección del adecuado depende de varios factores como, 
los protocolos soportados, cantidad de eventos que puede simular, la facilidad de uso, la 
flexibilidad y la potencia de simulado entre otros. 
El proceso de extracción y representación de resultados de un simulador se basa en el 
muestreo aleatorio del sistema. Por ello, los resultados posteriormente se han de evaluar y 
comprobar su lógica con las previsiones que se esperaban obtener. Para dotar de mayor 
fiabilidad a los resultados es aconsejable realizar varias simulaciones y obtener una media de 
las variables a analizar. 
Este apartado del proyecto tiene como objetivo simular una red de acceso con tecnología 
GPON, para analizar el ancho de banda consumido (downstream y upstream) por los 
dispositivos ONU conforme va variando el número de terminales conectados a una misma Ol T. 
Para la construcción y realización de las simulaciones hemos utilizado el software de 
simulación Opnet Modeler 14. O. 
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Opnet ofrece multitud de nodos ya construidos en sus módulos. Para la simulación que se 
quiere llevar a cabo, no se ha encontrado ningún módulo que cumpla las funcionalidades 
específicas de los nodos de red que se necesitan, ya que son nodos con funcionalidades muy 
concretas, por lo tanto, se ha decidido diseñar y construir los nodos desde cero. Esto permite 
un mejor conocimiento de los nodos construidos, mayor flexibilidad a la hora de poder realizar 
cambios de los mismos y un diseño más limpio, en contraposición al diseño de los nodos 
propios de Opnet, cuya complejidad hace difícil y costoso el aprendizaje para posteriormente 
usarlos con garantías. 
En los apartados siguientes se explican detalladamente el diseño de la red y de sus nodos. Se 
sigue la estructura de diseño jerárquica que utiliza Opnet, explicada en el anexo 1. 
9.2.1 ARQUITECTURA DE RED 
Es el nivel más general del diseño. Ha de reflejar la estructura de red que se quiera simular. la 
estructura de red estará formada por nodos y enlaces físicos. Se ha decidido tener tres tipos de 
nodos. El nodo OlT, el nodo ONU y el nodo Divisor Óptico. Para conectar estos nodos se 
utiliza un tipo único de enlace físico (ver apartado 9.2.4). 
la arquitectura de red que se quiere simular es la de tener un módulo Ol T conectado a un 
Divisor Óptico y éste conectado a varios nodos ONU. Todos los nodos estarían conectados a 
su vez mediante un enlace físico. 
Debido a que en las simulación necesitamos conocer el consumo de ancho de banda tanto en 
upstream como en downstream, se ha decidido que cada conexión entre nodos tenga dos 
enlaces físicos por lo tanto el diseño final que se ha adoptado es el de duplicar las conexiones 
entre los diferentes nodos de la red. Poniendo un enlace físico para cada sentido de la 
comunicación. De esta manera tratamos cada sentido de la comunicación por separado y así 
simplificar ligeramente la gestión de tráfico generada por cada sentido de la comunicación: 
la arquitectura de la red quedaría de la siguiente manera: 
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Help 
Figura 9.1: Arquitectura de red con 8 ONUs 
El resto de escenarios se construirían siguiendo el mismo esquema, simplemente habría que 
aumentar el número de dispositivos ONU conectados. 
9.2.2 PAQUETES DE TRÁFICO 
Los paquetes de tráfico que se utilizan en la simulación, se han creado utilizando el "Paquet 
Editor" de Opnet. Sirven para intercambiar datos entre los diferentes nodos de la arquitectura 
de red. Mediante estos paquetes se transporta información de estado de los diferentes nodos, 
información del ancho de banda e información interna para el funcionamiento de la simulación. 
Seguidamente se definen cada tipo de paquete Los Dos primeros son los más importantes, ya 
que son propios de la tecnología GPON, y son los que se utilizan para la asignación del ancho 
de banda para cada ONU. Los dos siguientes, son privados o de uso interno, necesarios para 
el funcionamiento de la simulación, tal y como se ha diseñado en este proyecto. 
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y Paquete Report: Viaja desde la ONU hacia la Ol T, contiene información referente al 
tráfico de subida que está esperando transmitir la ONU. El paquete consta de cuatro 
campos: 
• id_onu: Indica el identificador de la ONU que envía dicho paquete. 
• cola_voz: Indica la cantidad de tráfico de voz que tiene disponible para 
transmitir. 
• cola_video: Indica la cantidad de tráfico de video que tiene disponible para 
transmitir. 
• cola_datos: Indica la cantidad de tráfico de datos que tiene disponible para 
transmitir. 
Figura 9.2: Diseño paquete report 
y Paquete Gate: Viaja de la Ol T hacia la ONU. Es la contestación por parte de la Ol T a 
los paquetes de report recibidos de las ONUs. Contiene información referente a la 
cantidad de tráfico de subida que la Ol T autoriza a transmitir. También se utilizan para 
que la Ol T informe del tráfico de bajada que envía a cada ONU. El paquete tiene los 
campos siguientes: 
• onu_dest: Indica el identificador de la ONU a la que va destinado el paquete. 
• trafico_voz: Indica la cantidad de tráfico de voz que permite transmitir. 
• trafico_video: Indica la cantidad de tráfico de video que permite transmitir. 
• trafico_datos: Indica la cantidad de tráfico de datos que permite transmitir. 
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File Edit Fields Interfaces Windows Help 
Figura 9.3 Diseño paquete gate 
y Paquete Finalsim: Se envía de la Ol T hacia la ONU. Es una señalización de fin de 
simulación. Indica que el tiempo de la simulación ha transcurrido y se utiliza para que 
las ONUs impriman sus datos estadísticos recogidos por pantalla. Tiene un único 
campo llamado onu_dest, que indica la onu destino a la que va encaminado. 
y Paquete Estadísticas: Paquete que lo envía la Ol T hacia las ONU. Se envía 
periódicamente, en un tiempo constante (en la solución implementada en este proyecto 
se hace cada 60 segundos). Sirve para indicar a las ONU que guarden la asignación 
de ancho de banda que tienen de subida y también el consumo de tráfico de bajada 
que tiene en dicho momento. Tiene un único campo llamado onu_dest, que indica la 
onu destino a la que va encaminado. 
9.2.3 ENLACES FíSICOS 
El enlace físico que se utiliza para conectar los nodos, se ha creado utilizando el "Link Editor" 
de Opnet. Es un enlace estándar que permite transmitir todo tipo de paquetes. Se ha creado 
con los parámetros por defecto definidos por Opnet, ya que no se necesita ninguna 
característica especial, ya que en el modelo de la simulación únicamente se utiliza para 
transportar paquetes de información entre los nodos del escenario de la simulación. 
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El nodo ONU (Optical Network Unit) , es la interfaz en el lado del usuario de la red. la función 
que realiza a parte de consumir tráfico de bajada, es la de informar al nodo Ol T del estado de 
sus colas de servicios, y transmitir por el canal de subida los datos indicados por la Ol T 
siguiendo unas prioridades según las necesidades de cada servicio. Esto significa que se 
deben finalizar los datos de la cola de mayor prioridad antes de enviar los del resto de colas. 
Concretamente las prioridades que se utilizan en la simulación para los diferentes tipos de 
tráfico ordenadas de mayor prioridad a menor son: voz, video y por último datos. 
El esquema funcional que sigue el nodo ONU es el siguiente: Crea paquetes report del estado 
de sus colas de servicio, y los envía a la Ol T. Cuando recibe paquetes gate, actualiza el ancho 
de banda asignado para transmitir. Por último vacía las colas de tráfico según la asignación de 
ancho de banda asignada. 
cola de voz 
cola de video 
cola de datos 
Figura 9.4 Esquema funcional ONU 
El diseño de la ONU, se divide en dos secciones principales, recepción de datos y transmisión 
de datos. 
~ la recepción de datos se compone de los diferentes módulos o procesos: 
• Receptor: Es el módulo encargado de recibir los paquetes que se envían 
por el enlace de red. 
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11 Filtro: Es el módulo que se encarga de filtrar los paquetes. Hace un primer 
filtrado determinando la ONU origen del paquete recibido, y si supera esté 
filtro hace un segundo filtrado para determinar el tipo de paquete recibido y 
encaminarlo al módulo encargado de su procesamiento. El paquete puede 
ser de dos tipos o bien "gate", donde se indica la cantidad de bits que 
puede transmitir o bien paquetes de sincronización internos para el 
funcionamiento de los diferentes módulos. 
11 Gestor_Gate: Recibe los paquetes de tipo "gate", extrae la información 
referente a la cantidad de bits que puede transmitir y la envía al modulo 
Gestor_colas_trafico. 
y La transmisión de datos se compone de los diferentes módulos o procesos: 
11 Emisor: Envía los paquetes generados dentro del nodo por el enlace de 
red. 
11 Generador_voz: Modulo que genera tráfico voz y lo envía al 
Gestor_colas_trafico. 
11 Generador_video: Módulo que genera tráfico video y lo envía al 
Gestor_colas_trafico. 
11 Generador_datos: Módulo que genera tráfico datos y lo envía al 
Gestor_colas_trafico. 
11 Gestor_colas_trafico: Módulo que recibe los paquetes generados por los 
tres generadores de tráfico, y la información del paquete "gate". Por un lado 
almacena los paquetes de tráfico en colas, prepara y envía los paquetes 
"report" según la ocupación de las colas y envía los paquetes de datos que 
le indica el Gestor_Gate. Mantiene un registro de la cantidad de datos 
enviados a lo largo de la simulación. 
El diseño para el canal de bajada es muy parecido se elimina el Gestor_Gate de la parte de 
recepción de datos y en vez de tener generadores de tráfico, tendremos consumidores de 
tráfico, estos módulos están pensados como aplicaciones que para su funcionamiento 
necesitan consumir paquetes de datos de un cierto tipo concretamente tenemos: 
11 Consumidor_voz: Consume paquetes de voz recibidos. 
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• Consumidor_video: Consume paquetes de video recibidos 
• Consumidor_datos: Consume paquetes de datos recibidos 
Capitulo 9 
Otro aspecto que varía es el Gestor_colas_trafico, ahora se llama Gestor_consumo, y es el 
encargado de repartir el tráfico recibido de datos a los diferentes consumidores, anotar las 
necesidades de tráfico de cada consumidor, para realizar las peticiones de tráfico de bajada a 
la Ol T Y guardar el estado de sus consumos a lo largo de la simulación. 
los módulos que no varían son el emisor, el receptor y el filtro, que realizan las mismas 
funciones que en el canal de subida. 
Figura 9-5. Diseño Nodo ONU 
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9.2.4.2 Nodo Ol T 
El nodo Ol T (Optical Line Termina!), es la interfaz que se encuentra en el nodo del proveedor 
de servicios. las funciones que realiza son: 
Recibir y tratar los paquetes report, que contienen peticiones de transmisión que 
recibe de los distintos terminales ONU. 
Calcular y distribuir el ancho de banda tanto en el sentido downstream como 
upstream., según el número de ONUs conectadas. 
Se comunica con las ONUs enviándoles paquetes gate, que contienen información del ancho 
de banda asignado para el canal de upstream e información del tráfico de bajada que se envía 
a cada ONU. 
En la siguiente ilustración, se observa el esquema de funcionamiento que sigue el nodo Ol T. 
El cual recibe los paquetes report, recalcula la asignación de ancho de banda tanto de subida 
como de bajada, y envía paquetes gate, informando de la nueva asignación a los nodos ONU, 
junto con el tráfico de bajada. 
Tráfico ..... ideo 
Tráfico de voz 
Info Peticiones Info Consumo 
Figura 9-6. Esquema funcional Ol T 
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la Ol T es el nodo en el que recae todo el peso de la simulación. Conceptualmente se puede 
dividir en tres fases o partes diferentes: 
y Recepción de paquetes report: Esta parte está formada por los módulos siguientes: 
• Receptor: Recibe los paquetes enviados por los dispositivos ONUs. Para el 
canal de subida. 
• Receptor_bajada: Recibe los paquetes enviados por los dispositivos ONUs. 
Para el canal de bajada. 
• Filtro: Extrae la ONU origen del paquete recibido, para posteriormente enviar 
dicha información al módulo Planificador 
• Gestor_Reports: Extrae la información almacenada en el paquete de report, 
dicha información corresponde a las peticiones de tráfico de upstream. 
y Planificación ancho de banda: Esta parte recibe la información extraída por la 
recepción de paquetes report la procesa y transmite la información procesada a la fase 
de Emisión de paquetes gateo la forman dos módulos: 
• Sincronizador: Módulo necesario para el funcionamiento interno de la 
simulación, no tiene nada que ver con la solución de la arquitectura GPON. Es 
utilizado como un temporizador constante, para usarlo en la recogida de datos 
y estadísticas de la simulación. 
• Planificador: Módulo que realiza la mayoría del trabajo de la Ol T. Es el 
encargado de registrar las peticiones de tráfico de las diferentes ONUs. Según 
dichas peticiones, calcula la asignación del ancho de banda correspondiente a 
cada ONU tanto en el sentido upstream como downstream. Una vez realizados 
los cálculos de asignación de banda, crea los paquetes gate para los ONUs 
donde les comunica la asignación de tráfico que le corresponde y pueden 
utilizar, Este módulo también es el encargado de generar paquetes con 
información relativa al funcionamiento interno de los nodos de la simulación. Un 
ejemplo de estos paquetes sería los paquetes que indican el final de la 
simulación. 
y Emisión de paquetes gate: Esta fase es la encargada de transmitir hacia el enlace de 
conexión todos los paquetes generados por el módulo Planificador de la fase anterior. 
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Como se tienen dos links o enlaces, uno para cada sentido de la comunicación 
(upstream, downstream), esta fase está formada por dos emisores: 
• Emisor: Módulo encargado de transmitir los paquetes por el enlace de 
upstream. 
• Emisor_bajada: Módulo encargado de transmitir los paquetes por el enlace de 
downstream 
Figura 9-7. Diseño Nodo OLT 
9.2.4.3 Nodo Divisor Óptico 
El Divisor óptico pasivo se define como un dispositivo pasivo el cual divide la señal de un 
conductor óptico de entrada, en igual proporción, hacia dos o más conductores ópticos de 
salida. La función que realiza el divisor óptico con el trafico de bajada es la de replicar la 
información de entrada y enviarla por todas la salidas. En cuanto a la función que realiza con el 
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tráfico de subida es la de agregar la información recibida por todas las entradas y enviarla por 
una única salida. 
El diseño del divisor óptico está dividido claramente en dos partes diferentes. 
Por un lado está los módulos que forman parte del canal de subida (sentido de la Ol T hacia 
las ONUs). Aquí la función que realiza es la de multiplexor de tráfico. la información que llega 
de la Ol T la replica y la envía hacia todas las ONUs que tiene conectadas. Los módulos que se 
han usado para el diseño son los siguientes: 
• Receptor_olt: Encargado de recibir los paquetes que envía la Ol T por el enlace. 
• Emisores: Llamados ptj, donde la i indica el identificador de la ONU a la que está 
conectado, y donde la i está comprendida entre 1 y el número de ONUs que se 
simulan en cada escenario. Encargados de enviar los paquetes generados por el 
módulo MUX hacia los enlaces de las diferentes ONUs. 
• MUX: Módulo encargado de replicar el paquete de información que le envía el 
Receptor_olt, y enviarlo por cada uno de los emisores, en dirección a las diferentes 
ONUs. 
En el otro sentido de la comunicación (sentido de las ONUs hacia la Ol T), la función que 
realiza es la de agregador de tráfico, encaminando los paquetes que recibe de las ONUs hacia 
la Ol T. los módulos usados para el diseño son los siguientes: 
• Emisor_olt: Encargado de enviar los paquetes recibidos por las ONUs a la Ol T. 
• Receptores: Llamados pr_i, donde la i indica el identificador de la ONU a la que 
está conectado, y donde la i está comprendida entre 1 y el número de ONUs que 
se simulan en cada escenario. 
• DEMUX: Módulo responsable de encaminar los paquetes recibidos por las ONUs 
hacia la Ol T mediante el enlace físico. 
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Figura 9-8. Diseño Nodo Divisor Óptico 
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9.2.5 MODELO DE PROCESOS 
Capitulo 9 
Los modelos de procesos son el conjunto de estados que forma un módulo. Indican el 
procedimiento a seguir cuando les llega un paquete o una cierta interrupción previamente 
definida. Cada estado se puede programar con código C++ para que realice las funciones 
necesarias. Seguidamente se explica el diseño y las funcionalidades de los módulos más 
significativos de cada nodo. 
9.2.5.1 Módulos del nodo ONU 
Los procesos que no se definen en este apartado, es decir los emisores, receptores, 
generadores y consumidores, son módulos estándar que ya ofrece Opnet y por lo tanto no ha 
sido necesario diseñarlos. 
Gestor_colas_tráfico: El autómata que sigue este módulo esta formado por cuatro estados. 
Su estado inicial llamado "INICIO", sirve para inicializar variables y estructuras propias del 
módulo. Seguidamente después de la ejecución del estado inicial, se pasa a un estado no 
forzado llamado "ESPERAR", donde permanece hasta que ocurre alguna de las dos siguientes 
interrupciones que procesa esté módulo: 
• Si llega cualquier interrupción procedente de los generadores de tráfico, significa 
que se esta generando tráfico para ser enviado, en este caso, almacena el tráfico 
generado según su tipo en diferentes colas, y periódicamente genera y envía 
paquetes report con información de la ocupación de dichas colas, esto se realiza 
desde el estado. Esto se realiza en el estado "ENCOLAR" 
• Si llega una interrupción de "actualizar" significa que se ha recibido un nuevo 
paquete gate y el módulo procede a actualizar la nueva información de asignación 
de ancho de banda. Esto se realiza en el estado "ACT_GATE". 
Una vez se han ejecutado los procedimientos relacionados con alguna interrupción la ejecución 
vuelve al estado "ESPERAR", hasta que llega la siguiente interrupción. 
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Figura 9-9. Diagrama de estados Gestor_colas_tráfico 
Gestor_consumo: El diseño del módulo es muy parecido al del anterior. Pero funcionalmente 
es diferente. El estado "INICIO" y "ESPERAR" son idénticos, lo que varía son las interrupciones 
que trata y los procedimientos que realiza. 
11 El primer tipo de interrupciones que trata, son las interrupciones de petición de tráfico a 
consumir. Estas peticiones pueden ser de voz, video o datos y están generadas por los 
módulos consumidores. Estas peticiones son almacenadas y enviadas a la Ol T, para 
informar del tráfico de bajada que solicitan. Todas estás acciones se realizan en el 
estado "PETICIONES" 
11 El segundo tipo de interrupción es cuando llega tráfico de bajada, en este estado 
llamado "ACT _CONSUMO", se consume el tráfico recibido mediante los consumidores 
correspondientes y se hace un control del consumo de ancho de banda durante la 
simulación. 
Una vez se han ejecutado los procedimientos relacionados con alguna interrupción la ejecución 
vuelve al estado "ESPERAR", hasta que llega la siguiente interrupción. 
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Figura 9-10. Diagrama de estados Gestor_consumo 
Capitulo 9 
Filtro y Filtro_onu_bajada: Estos dos módulos tienen el mismo diseño de estados y realizan 
las mismas funciones, solo que uno lo hace con los datos del canal de subida y el otro con los 
datos del canal de bajada. El diseño consta de do estados. El estado inicial llamado "INICIO", 
que en este caso es un estado no forzado, ya que el módulo se mantiene a la espera de la 
llegada de paquetes. Cuando llega un paquete de datos, se produce la interrupción "arrival", y 
el paquete es enviado al estado "FILTRO", donde se determina el identificador de la onu a la 
que va dirigido el paquete y el tipo de paquete. En referencia a esta información se procede a 
descartar el paquete o bien se deja pasar y en este caso en función de la tipología del paquete 
se envía al módulo responsable de tratarlo. 
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File Edit Interfaces FSM Code Blocks Compile Windows Help 
Figura 9-11. Diagrama de estados de los filtros 
Gestor_Gate: El diseño es sencillo. Tiene dos únicos estados. El estado inicial llamado 
"INICIO", es un estado no forzado. Cuando desde este estado nos llega una interrupción de 
tipo "arrival", significa que ha llegado un paquete tipo gate, en este caso se pasa al estado 
"ALMZ_GATE", donde se extrae la información del paquete gate y se envía al módulo 
Gestor_colas_tráfico. 
Figura 9-12 Diagrama estados Gestor_Gate 
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9.2.5.2 Módulos del nodo Ol T 
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Los módulos que no se definen en este apartado, es decir los emisores, receptores y 
sincronizador, son módulos estándar que ya ofrece Opnet y por lo tanto no ha sido necesario 
diseñarlos. 
Gestor_Reports: El módulo consta de dos estados. El estado inicial se llamado "ESPERA" y 
es un estado no forzado, con lo cual el módulo se mantiene en este estado a la espera de que 
le llegue la interrupción "arrival" , lo que significa que ha llegado un paquete de tipo report y se 
pasa al estado "EXTR_REPORT", en el cual se extrae la información del paquete y se envía al 
módulo PLANIFICADOR. 
File Edit Interfaces FSM Code Blocks Compile Windows Help 
Figura 9-13 Diagrama de estados Gestor_Reports 
Filtro: Este módulo es muy parecido al módulo filtro del nodo ONU. El diseño es idéntico, lo 
único que varía son las funciones que realiza, ya que éste filtro únicamente determina el 
identificador de ONU que envía el paquete recibido. 
Planificador: Es el módulo más importante del nodo Ol T Y el cual realiza todos los cálculos 
para la asignación del ancho de banda. Esta formado por cuatro estados. Su estado inicial se 
llama "INICIO" y en el cual se inicializan las estructuras, concretamente la tabla de peticiones 
de tráfico de subida y la tabla de consumo. Después de este estado se pasa directamente a un 
estado no forzado llamado "DISTRIBUIDOR", aquí permanece hasta que mediante alguna 
interrupción pasa a otro estado. las interrupciones que trata este estado son las siguientes: 
• Si llega una interrupción de tipo "arrival", significa que ha llegado información de 
petición de ancho de banda de subida de algún nodo ONU. En este caso se 
actualiza la tabla de peticiones de tráfico de subida con la nueva información, se 
hace una redistribución del ancho de banda según las peticiones de cada ONU y 
- 74-
Capitulo 9 SIMULACION RED GPON 
se informa a todas las ONUs de su nueva asignación de ancho de banda de 
subida. Estas tareas se han programado en el estado "ACT _SUBIDA". 
• Si la interrupción que llega es del tipo "consumo", significa que le han llegado 
nuevos datos de consumo de algún nodo ONU. En este caso se actualiza la tabla 
de consumo, con los nuevos datos y se redistribuye el envío de tráfico de bajada 
según en consumo de cada ONU. Estas tareas se llevan a cabo en el estado 
"ACT _BAJADA" 
• Si la interrupción es de tipo "estadísticas", la única función que se realiza es pedir a 
todos los dispositivos ONU que almacenen las estadísticas de consumo de ancho 
de banda y de tráfico de subida. Este estado es el encargado de tomar los datos 
estadísticos de la simulación cada cierto tiempo preestablecido. Esto se lleva a 
cabo en el estado "PETICION_ESTADISTICAS". 
Una vez se han ejecutado los procedimientos relacionados con alguna interrupción la ejecución 
vuelve al estado "DISTRIBUIDOR", hasta que llega la siguiente interrupción. 
File Edit Interfaces FSM Code Blocks Compile Windows Help 
Figura 9-14. Diagrama de estados Planificador 
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9.3 SIMULACIONES 
9.3.1 OBJETIVOS Y PLANTEAMIENTO 
Las simulaciones realizadas pretenden responder a dos preguntas: 
Capitulo 9 
~ En primer lugar se intenta responder a las preguntas de: ¿ Cómo afecta el número de 
ONUS conectadas al consumo de ancho de banda? y ¿Cuál es el consumo máximo 
que puede tener un dispositivo ONU dependiendo del número de dispositivos ONU 
conectados en la red? Se pretende comprobar y cuantificar la diferencia de consumo 
máximo de ancho de banda en ambos sentidos de la comunicación en una red de 
acceso con tecnología GPON, a medida que se va variando el número de terminales 
ONU conectados. Para ello, la metodología de simulado ha consistido en ir 
aumentando el número de ONUs conectadas. Se han probado escenarios con 3, 8, 16, 
32 Y 64 ONUs. 
~ Otra cuestión que se pretende contestar es la de ¿ Cuántos terminales ONU activos 
pueden estar conectados, para disponer del ancho de banda de bajada que están 
ofreciendo los operadores de red actualmente (30Mb)? Para intentar resolver esta 
cuestión, se han simulado escenarios, variando el número de nodos ONU conectados 
hasta encontrar, aquel que tenía un resultado de consumo de ancho de banda de 
downstream más cercano al valor especificado. 
9.3.2 PARÁMETROS Y TRATAMIENTO DE DATOS 
Previamente a la realización de las simulaciones, se han concretado unos parámetros comunes 
para cada escenario simulado. Estos parámetros son los siguientes: 
• El payload para el canal de subida es de 1250 Mbits. 
• El payload de saturación para el canal de subida es de 1000 Mbits. 
• El payload para el canal de bajada es de 2500 Mbits. 
• El payload de saturación para el canal de bajada es de 2000 Mbits. 
• El tráfico generado y consumido por el nodo ONU, sigue una distribución de poisson. 
• El tiempo de la simulación es de 2h reales. 
Una vez realizada la simulación de un escenario, se obtiene dos listado para cado ONU, donde 
se refleja en uno la cantidad de bits por segundo transmitidos y en el otro la cantidad de bits 
por segundo consumidos, que han ido teniendo a lo largo de la simulación. 
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Para determinar el consumo medio de ancho de banda por ONU tanto en upstream como 
downstream, se agregan los listados de resultados de todas las ONUs relativos al sentido de la 
comunicación que se quiere calcular y se extrae la media de consumo cuando la red está en 
saturación. Se considera que la red entra en estado de saturación cuando se consume o se 
transmite por encima del 80% del payload correspondiente, por lo tanto para realizar la media 
solo se contabilizarán los resultados en que la suma del consumo de todas las ONUs sea igual 
o mayor al payload de saturación. 
Realizando este tratamiento a los resultados de las simulaciones, obtenemos el consumo 
medio por ONU de ancho de banda de subida en bits por segundo y el consumo medio por 
ONU de ancho de banda de bajada en bits por segundo cuando la red está en saturación. 
El motivo de utilizar solo los datos de consumo de ancho de banda cuando la red se encuentra 
en saturación, es que estos valores son los que nos permiten determinar el consumo máximo al 
que pueden llegar los nodos ONU, ya que la utilización del ancho de banda es más cercana al 
máximo disponible. 
9.3.3 PRUEBAS REALIZADAS Y ANÁLISIS DE RESULTADOS 
Se han simulado escenarios para 3, 8, 12, 32, 64, 70 Y 72 ONUs, los resultados obtenidos se 
muestran en la Tabla 1, donde se puede ver para cada escenario simulado el consumo medio 
de saturación en mega bits por segundo tanto del canal de subida como del canal de bajada. 
Este consumo es el máximo al que podría llegar cada ONU en función del número de ONUs 
que se simulan. Esto significa que por ejemplo si tomamos la fila de 32 ONUs, significa que 
podremos disponer de un ancho de banda máximo de downstream de 68,157 Mbits/segundo y 
un ancho de banda máximo de upstream de 32,925 Mbits/segundo. Con estos datos se puede 
responder a las dos primeras preguntas planteadas al inicio de este apartado. 
• ¿ Cómo afecta el número de ONUS conectadas al consumo de ancho de banda? 
• ¿ Cuál es el consumo máximo que puede tener un dispositivo ONU dependiendo del 
número de dispositivos ONU conectados? 
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3 
8 
16 
32 
64 
70 
72 
724,48 348,91 
284,6 144,33 
146,89 76,04 
68,16 32,92 
34,03 16,8 
32,62 16,48 
30,1 15,19 
Tabla 9-1. Tabla resultados simulaciones 
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Si tomamos como referencia los valores de la primera y segunda columnas de la Tabla 9-1 se 
obtiene la evolución de la distribución del ancho de banda máximo de downstream en función 
del número de nodos ONU. Para una mejor visualización de los resultados se han realizado 
varias gráficas. 
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Figura 9-15. Evolución ancho de banda downstream 
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Evolución ancho de banda bajada según número de ONUS 
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Si ahora tomamos como referencia los valores de la primera y tercera columnas de la Tabla 9-1 
se obtiene la evolución de la distribución del ancho de banda máximo de upstream en función 
del número de nodos ONU. Para una mejor visualización de los resultados se han realizado 
varias gráficas. 
Evolución ancho de banda upstream según número de ONUS 
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Figura 9-17. Evolución ancho de banda upstream 
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Evolución ancho de banda upstream según número de ONUS 
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Para responder a la cuestión de: ¿ Cuántos terminales ONU activos pueden estar conectados, 
para disponer del ancho de banda de bajada que están ofreciendo los operadores de red 
actualmente (30Mb)? Se interpretan los resultados de la Tabla 9-1 que corresponden al 
escenario de simulación con 72 ONUs. Donde tenemos un ancho de banda máximo de 
downstream de 30,1 OMbits, por lo tanto esté es el dato que se quería encontrar. Cabe destacar 
que estos datos son con todas las ONUs activas, si se varía el porcentaje de ONUs activas, el 
número de terminales ONUs conectados deberá variar. Este comportamiento lo refleja la tabla 
siguiente, donde se va variando el porcentaje de ONUs activas y se obtiene la cantidad de 
ONUs que pueden estar conectadas para conseguir tener un ancho de banda de downstream 
de 30Mbits. 
100 72 
80 90 
60 120 
40 180 
30 240 
20 360 
Tabla 9-2. ONUs soportadas a 30Mbits 
Analizando los datos de la Tabla 9-2, podemos observar que a medida que se reduce el 
porcentaje de ONUs activas, aumenta el número de ONUs soportadas por la arquitectura de 
red que nos permite tener una distribución de ancho de banda de 30Mbits por ONU, como era 
de esperar. Así tenemos que por ejemplo con un 60% de ONUs activas se podrían soportar 
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120 ONUs con un ancho de banda por ONU de 30Mbits. Este análisis tiene sentido realizarlo, 
ya que en una red de acceso, el porcentaje de dispositivos que transmiten en un mismo 
momento ronda el 30%. 
La gráfica siguiente muestra la evolución del número de ONUs soportadas que permite tener 
30Mbits de ancho de banda, a medida que se reduce el porcentaje de ONUs activas 
simultáneas en la red. 
400 
350 
300 
In 
cu 
" 250 ~ 
o g. 200 
In 
In 150 ::s 
s:: 
o 100 
50 
o 
Onus soportadas para ofrecer 30 Mbits de downstream según el 
porcentage de dispositivos activos 
100 80 60 40 30 
Porcentage onus activas 
Figura 9-19. ONUs soportadas con 30 Mbits 
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10. CONDICIONES DEL ANÁLISIS COMPARATIVO 
10.1 INTRODUCCiÓN 
En este apartado de la memoria, se realiza la comparación de las dos tecnologías, teniendo en 
cuenta la información explicativa que se tiene de las dos tecnologías y de los resultados 
obtenidos en la simulación de la arquitectura GPON. la confrontación de las tecnologías se 
realiza en dos ámbitos, en primer lugar se realiza una comparación puramente técnica, donde 
se analiza la arquitectura, prestaciones y características de ambas soluciones. El segundo 
ámbito de la comparación, se realiza en el marco económico, donde se entran a valorar 
cuestiones puramente monetarias en cuanto al despliegue, mantenimiento y expansión de las 
dos tecnologías. 
10.2 VALORACiÓN TÉCNICA 
Analizando la arquitectura de red de las dos tecnologías, encontramos la primera diferencia 
sustancial. En la arquitectura de la red GPON, entre la conexión que se establece entre la Ol T 
Y la ONU, hay un elemento óptico pasivo, que es el divisor óptico, cuya función es la de 
agregar tráfico. Por el contrario en la arquitectura de red de Ethernet Punto a Punto, no existe 
elemento alguno entre los dos dispositivos de red, en este caso la Ol T Y la ONU están unidas 
mediante un enlace de fibra dedicado. Esto hace que las técnicas de múltiplexación del tráfico 
que se usan en la red GPON, junto con las técnicas de distribución dinámica del ancho de 
banda, no tengan sentido en la arquitectura Punto a Punto, con lo que la convierten a priori en 
una tecnología de red más sencilla a la hora de gestionarla. Al tener una línea de fibra 
dedicada para EP2P, también hace más sencillo tener políticas de calidad de servicio y 
políticas de seguridad. Por otro lado la escalabilidad también es más sencilla técnicamente 
para la tecnología EP2P, ya que se añadirían nuevos usuarios simplemente con tener una 
conexión más en la central, en cambio la ampliación del número de usuarios en la tecnología 
GPON, está limitada por el ancho de banda soportado. 
Analizando las prestaciones de ancho de banda que pueden ofrecer las dos tecnologías. Se 
observa que GPON tiene la limitación de que a medida que incrementa el número de usuarios 
disminuye la cantidad de ancho de banda disponible para cada ONU, esto se debe a que el 
ancho de banda total de la conexión lo reparte dinámicamente entre todos los dispositivos. Esta 
limitación no existe en la tecnología Punto a Punto, ya que cada usuario tiene su propio cable 
de fibra dedicado, aquí la limitación del ancho de banda que puede ofrecer, no depende del 
número de clientes, sino de la capacidad del enlace de la conexión. Por lo tanto parece que a 
medida que se incrementa el número de clientes la tecnología EP2P tomaría una cierta ventaja 
respecto a GPON. 
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Para concreta más en las prestaciones de ancho de banda de cada tecnología, se utilizará 
como referencia para la confrontación el servicio de voz, datos y video que ofrece la empresa 
Telefónica. En la actualidad Telefónica ofrece su servicio de Triple Play sobre fibra óptica en un 
paquete llamado Trío Futura. La oferta se presenta en dos modalidades. 
• La primera opción es tener 30Mbits de bajada y 1 Mbit de subida. 
• La segunda opción es tener 30Mbits de bajada y 3Mbits de subida. 
... Inieme'!: 30 Mb 
Imagenio Familiar 
preparado para .Alta 
Sistema de Grabaci6n Personal DVR 
.. Llamadas a fijos naoionales incluidas 
Para los que lo quieren todo. La máxima 
velocidad en Internet y el paquete más 
completo de canales con el que nunca se 
perderán sus programas favoritos. 
Figura 10-1. Promoción Trío Futura de Telefónica 
Se observa que el cuello de botella de una red que ofrece Triple Play, se encuentra en el 
sentido downstream de la comunicación. Ya que en los resultados de la simulación realizada 
para GPON, obtenemos que con 72 usuarios se consigue un ancho de banda de subida de 
15,2Mbps y para la bajada se conseguiría un ancho de banda de 30,1 Mbps. Para EP2P se 
podría tendrían 100Mbits simétricos o asimétricos con lo que tendríamos en este último caso 
50Mbps para cada sentido con facilidad. Por lo tanto ambas soluciones de red podrían soportar 
las dos modalidades del paquete Trío Futura de Telefónica. 
Debido a que en el sentido upstream de la comunicación, queda mucho margen con respecto 
al ofrecido por Trío Futura, se puede concluir que tanto con GPON como con EP2P, se pueden 
alcanzar fácilmente los 3Mbits de ancho de banda para el tráfico upstream. Por este motivo a 
partir de este punto se analizarán las prestaciones de ancho de banda únicamente del canal 
downstream, ya que es el sentido más crítico en cuanto a poder llegar a los 30Mbps que ofrece 
Telefónica. 
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Antes de realizar la confrontación entre las dos soluciones, se comprueba si la conexión 
ofrecida por Telefónica de 30Mbits es suficiente o no para las necesidades de los hogares 
actuales. Se quiere responder a la siguiente pregunta: 
¿Son suficientes los 30Mbits del Trío de Telefónica? 
Según la caracterización de los servicios Triple Play realizada en el capitulo siete de esta 
memoria, y tomando como referencia los datos del paquete Trío Futura de Telefónica, con un 
ancho de banda de 30Mbps de bajada podríamos tener las combinaciones de servicio que 
muestra la Figura 10-2. En ambas opciones ya se incluye el servicio de VoIP, que al tener un 
ancho de banda en un orden de magnitud inferior a los servicios de video y datos, no tiene 
repercusión en el análisis y se ha decidido no incluirlo en la gráfica. 
)o- Para una conexión de 10Mb de datos podríamos tener: 
Servicios según Ancho de banda (l,1bits) 
30 30 
25 25 
20 20 
15 15 
10 10 
5 5 
O O 
o pd6 n 1 o ción 2 
Figura 10-2. Servicios soportados con 30M bits y 10Mbits para datos 
En la primera opción se dispone de una conexión de datos de 10Mbits, dos canales de 
alta definición de 8Mbits cada uno y otros dos canales de video estándar de 1,5Mbits. 
Esta primera opción podría soportar las necesidades de un cliente que tuviera una línea 
telefónica, cuatro televisores, dos de ellos con alta definición, y una conexión a Internet 
de 10Mbits. 
En la segunda opción se dispone de una conexión de datos de 10Mbits, un canal de 
video de alta definición de 8Mbits y ocho canales de video estándar de 1,5Mbits. Esta 
distribución permite soportar las necesidades de un cliente que tuviera una línea 
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telefónica, nueve televisores, con uno de ellos en alta definición y una conexión a 
Internet de 10Mbits. 
". Para una conexión de 6Mbits de datos podríamos tener: 
30 
25 
20 
15 
10 
5 
O 
Servicios según .P..ncho de banda (lAbits) 
30 30 
25 25 
20 20 
15 15 
10 10 
5 5 
o O 
Opción 1 Op d6 n2 Opti61l~ 
Figura 10-3. Servicios soportados con 30M bits y 6Mbits para datos 
En este caso en la primera opción tendríamos una conexión de datos de 6Mbits, dos 
canales de video de alta definición y cinco canales de video estándar. Esta distribución 
soportaría un cliente que dispusiera una línea telefónica, siete televisiones, dos de ellas 
en alta definición y el resto en definición estándar, una conexión a Internet de 6Mbits. 
En la segunda opción se tiene una conexión de datos de 6Mbits, una conexión de video 
de alta definición y diez conexiones de video estándar. Esta distribución podría dar 
servicio a un cliente que tuviera una línea telefónica, once televisiones, una de ellas en 
alta definición y una conexión a Internet de 6Mbits. 
En la tercera opción, se dispone de una conexión de datos de 6Mbits, y tres conexiones 
de video en alta definición. Esta variante podría servir a un cliente que tuviera una línea 
telefónica, tres televisiones en alta definición y una conexión a Internet de 6Mbits 
Según la Tabla 10-1, que muestra la cantidad de líneas telefónicas, televisiones y conexiones 
de Internet que hay en los hogares de España, el 99% de los hogares tiene menos de tres 
televisores, y solo un 1 % tiene cuatro o más. El 90% de los hogares tiene una única línea 
telefónica. Y el 100% de los hogares que tiene acceso a Internet tiene una única línea. 
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Por lo tanto cogiendo la distribución que cubre el 90% de las distribuciones de línea por hogar, 
tendríamos una configuración por hogar de 3 televisores, 1 línea telefónica y 1 conexión de 
banda ancha a Internet. Esta configuración de servicios es soportada por todas las opciones de 
servicios soportados que muestran las figuras 10-2 Y 10-3, por lo tanto la capacidad de 30M bits 
es suficiente para las necesidades de servicio de los hogares españoles actuales. 
IJ I I I-'lJI::>é:IlUl. es 
Tabla 10-1. Distribución de líneas en los hogares españoles. 
Una vez comprobado que los 30Mbits ofrecidos en el Trío Futura de Telefónica, son de 
momento suficientes para las características de servicio actuales de los hogares españoles, se 
analizará cual de las dos topologías de red son las mas adecuadas según numero de clientes 
conectados y según requerimientos de ancho de banda. 
Para las necesidades actuales de los clientes, analizando los resultados de las simulaciones 
del capitulo nueve de la memoria, se obtiene que una topología GPON con 240 usuarios, es el 
límite máximo en el cual se pude disponer de los 30Mbits de bajada y de 1 o 3Mbits de subida, 
y cumple con las necesidades actuales. La topología EP2P también puede soportar esta 
configuración y no tendría limitación en cuanto al número de clientes. Por lo tanto para 
topologías con un requerimiento de ancho de banda mayor que 30Mbits o para más de 240 
clientes en el acceso, EP2P será comportará mejor que GPON. 
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La valoración económica de las dos soluciones tecnologías en confrontación, se ha centrado 
en dos términos financieros que sirven para medir tanto el coste de implantación, como el coste 
de mantenimiento de cada solución. Estos dos términos son el CAPEX y el OPEX. 
El CAPEX, es la abreviatura de la expresión anglosajona Capital Expenditure. Desde un punto 
de vista amplio, podríamos definir este concepto como las inversiones realizadas, tanto 
iniciales como de mantenimiento y mejora, por parte de una compañía. Esto es, la caja que 
anualmente dedica cada empresa a mantener y mejorar, en sentido amplio, su inmovilizado en 
condiciones de producción y funcionamiento estable. Por lo tanto en el caso concreto que 
concierne a este proyecto, serán los gastos que deberán realizar las compañías para la 
implantación, el despliegue y el mantenimiento de la red. 
El OPEX o gastos operacionales, son aquellos que se generan para poder realizar tus 
actividades productivas, un ejemplo si vendes algo y para poder repartir y llevarlo a tus clientes 
utilizas gasolina o transporte, eso es un gasto operativo ... el teléfono, sueldos. Son los gastos 
necesarios para el funcionamiento diario de la empresa. Por lo tanto en el caso concreto de las 
redes de comunicaciones, serán los gastos que se producen de la propia explotación y 
funcionamiento de la red. 
Si analizamos el CAPEX, según los modelos de comparación establecidos por IDA TE (Institut 
de l'Audiovisuel et des Télécommunications en Europe) en un estudio sobre la economía del 
FTTH, no habría diferencia sensible para el despliegue de una arquitectura GPON o EP2P. El 
estudio concreta que una conexión de un hogar a la tecnología GPON, costaría 1500 euros y 
una conexión de un hogar a la tecnología EP2P, costaría 1600 euros (costes calculados según 
la base de un despliegue en un contexto urbano sin infraestructuras existentes anteriores). La 
figura siguiente muestra el coste en euros del CAPEX de GPON, EP2P y de VDSL. La 
diferencia del CAPEX entre GPON y EP2P, vemos según la gráfica que está en un mayor coste 
del equipo de red para la tecnología EP2P y en el cableado, esto es debido a un mayor uso de 
fibra ya que utilizan una fibra dedicada de la central al cliente, y esto incrementa el coste. Cabe 
señalar que esta diferencia en cuanto al CAPEX, en la realidad se acentuaría, ya que para 
implantar la red GPON, se aprovecharía gran parte del tendido de red que se está utilizando en 
la actualidad. 
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Desglose del CAPEX 
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.s 
ti) 600 o 
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GPON EP2P VDSL 
Tecnología 
Figura 10-1 Desglose del CAPEX según tecnología 
Analizando el OPEX, nos encontramos con que en este caso sí se tienen diferencias 
sustanciales. La primea de ellas es en la optimización de la tasa de ocupación, donde el GPON 
presenta una clara ventaja con respecto al EP2P. En el GPON, la fibra se divide a pie del 
edificio entre varios abonados, y por consecuencia hay menos fibra a llevar en la arquitectura. 
Según Alcatel-Lucent, para que una central pueda dar servicio a 16.000 usuarios mediante la 
tecnología GPON, es necesario un único rack (un bastidor destinado a alojar equipamiento 
electrónico, informático y de comunicaciones, con tamaño normalizado) disponible en la 
central, mientras que para dar servicio a los mismos usuarios en un entorno EP2P, se 
necesitarían 24 racks. En cuanto a enlaces de fibra, para los mismos usuarios GPON 
necesitaría 1500 fibras mientras que EP2P usaría 16000 enlaces de fibra. De estos datos se 
deduce que GPON necesita claramente menos superficie física en la central para dar servicio a 
un mismo número de usuarios. También se puede deducir que al necesitar menos conexiones 
en la central, también consumirá menos energía la tecnología GPON. Según Alcatel-Lucent 
GPON necesita un 80% menos de potencia eléctrica en la oficina central que EP2P y utiliza un 
92% menos de espacio físico. Según los cálculos que realiza Alcatel-Lucent el gasto en OPEX 
que necesita la arquitectura de red por año y usuario es de 32 € más caro en EP2P que en 
GPON. 
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Figura 10-2. Conexiones y espacio necesarios en central 
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11. CONCLUSIONES 
Según los datos de las simulaciones realizadas y teniendo en cuenta las características 
técnicas, funcionales y los datos económicos de las tecnologías GPON y EP2P. Se ha llegado 
a las siguientes conclusiones. 
11 El estudio realizado es actual y responde a las necesidades de servicio que se están 
encontrando las redes de comunicaciones para la distribución de servicios Triple Play. 
Claramente el cuello de botella de las redes de comunicaciones se encuentra en el 
acceso, por lo tanto es la parte que restringe las funcionalidades y la calidad de las 
comunicaciones. Por todo ello, interesa disponer de la mejor solución tecnológica 
implementada en los accesos a la red para mejorar las prestaciones de la conexión. 
11 Los resultados de los escenarios simulados de la tecnología GPON, muestran que el 
número máximo de usuarios soportados para esta tipología con un ancho de banda de 
subida de 1,25 Gbps y un ancho de bajada de 2,5 Gbps, que nos permite garantizar 30 
Mbps de ancho de banda de bajada es de 240 usuarios, suponiendo un porcentaje de 
usuarios activos de un 30%, que suele ser el porcentaje usual de clientes abonados 
que utilizan la red en un mismo instante. 
Suponiendo un porcentaje de usuarios activos de un 100% es decir que la totalidad de 
los usuarios conectados están utilizando la red, el número de usuarios soportados sería 
de 72. 
11 En el escenario simulado de la tecnología GPON con 64 usuarios, que sería el número 
máximo de clientes que podría soportar el enlace de fibra de 2,5 Gbps de ancho de 
banda de bajada, el ancho de banda individual que se obtiene es de 34,03 Mbps en el 
sentido de downstream. Las restricciones de la red de acceso GPON se encuentran en 
la dirección de Downstream, que es la dirección más crítica para sufrir saturaciones, ya 
que presenta menos margen según los requerimientos de servicio de soluciones Triple 
Play. 
11 Los requerimientos de servicio actuales de los abonados a la tecnología Triple Play no 
son muy estrictos ni exagerados hablando en términos generales. El número de 
abonados todavía es relativamente pequeño. Por estas dos razones comentadas 
anteriormente, se puede concluir teniendo en cuenta la implantación actual de los 
servicios Triple Play, en la actualidad, que la arquitectura de red de acceso EP2P 
ofrecería unas prestaciones de red mayores que la que requieren los propios servicios 
que ofrecen los operadores. Por lo tanto, sin entrar a analizar la expansión futura de los 
servicios Triple Play, la solución EP2P no sería rentable económicamente a día de hoy. 
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11 Analizando las características de la tecnología GPON y su topología, juntamente con 
los resultados obtenidos en la simulación del capítulo nueve, se concluye que la 
tecnología de redes de acceso GPON, deja se ser interesante para requerimientos de 
ancho de banda de cliente en el canal de bajada mayores a 30Mbps, ya que disminuye 
el número de abonados que puede soportar la red, o bien cuando las conexiones de 
clientes supere los 240 abonados, ya que disminuye el ancho de banda ofrecido por 
cliente. En estos casos no se podría garantizar los anchos de banda suficientes para 
recibir servicio Triple Play con garantías ni poder tener un número razonable de 
abonados. 
11 Para realizar la recomendación de que tecnología de acceso es la que puede absorber 
los requerimientos de los servicios Triple Play, se tiene en consideración tanto el marco 
económico como el técnico. 
Económicamente, no existen diferencias sustanciales en el coste del despliegue de 
ambas tecnologías. Donde si hay diferencias es en los costes de mantenimiento y 
explotación donde el GPON es más rentable, por lo tanto valorando únicamente el 
marco económico recomendaría la tecnología GPON. 
Técnicamente y topologicamente, GPON presenta más restricciones que EP2P, ya que 
tiene limitaciones en cuanto al ancho de banda y número de abonados y mayor 
complejidad de funcionamiento. Por lo tanto EP2P en el sentido técnico y topológico es 
la arquitectura más interesante. 
Analizando ambos marcos, económico y técnico conjuntamente, y teniendo en cuenta 
la expansión actual de los servicios Triple Play, la tecnología GPON, es suficiente para 
absorber las demandas actuales. Si por el contrarío se hace un análisis teniendo en 
cuenta el aumento de las necesidades futuras de abonados y requerimientos de ancho 
de banda, la tecnología EP2P es la más adecuada. 
Entrando a valorar el software de simulación y el software de planificación de tareas utilizados 
para la realización de este proyecto, se extraen las siguientes conclusiones: 
11 Aunque el uso de las funcionalidades que ofrece el software de simulación 
Opnet Modeler haya sido muy inferior a la potencia real que ofrece el software, 
este primer contacto que se ha tenido con dicha plataforma, me ha permitido 
comprender a grandes rasgos su funcionamiento interno y la jerarquía que 
siguen los diseños de los componentes de red, conocimientos que son muy 
útiles a la hora de poder crear y diseñar nuevos componentes, definir entornos 
de red y entender el funcionamiento y estructura de los nodos. Juntamente a 
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todos los conocimientos funcionales anteriores, trabajar con Opnet Modeler, 
me ha permitido descubrir una herramienta de simulado de redes de 
comunicaciones potente, versátil y flexible. Todo el trabajo realizado en Opnet 
Modeler, me ha servido de introducción al mundo de la simulación de redes y 
me ha permitido realizar una primera formación que puede ser la base de 
próximos trabajos futuros. 
• El software de planificación utilizado ha sido el Microsoft Project, del paquete 
Office de Windows. Su utilización me ha permitido recordar conceptos 
aprendidos anteriormente en asignaturas realizadas durante la carrera y 
también recordar su funcionamiento y funcionalidades. 
Valorando las aportaciones personales que me ha brindado la realización de este proyecto final 
de carrera se podría realizar los siguientes comentarios: 
• La realización de este proyecto final de carrera, me ha permitido aplicar parte 
de los conocimientos adquiridos durante la carrera. Concretamente me ha 
permitido utilizar aquellos conocimientos adquiridos relacionados con las 
asignaturas de redes de comunicaciones y conocimientos adquiridos 
relacionados con las asignaturas de gestión de proyectos, que me han 
ayudado a la hora de planificar el trabajo a realizar. 
• He podido profundizar en el aprendizaje de dos tecnologías de acceso de 
redes modernas y actuales como son GPON y EP2P que forman y formarán 
parte de las redes de comunicaciones actuales y futuras. 
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ADSL 
AES 
APON 
ATM 
AVO 
BPON 
CAPEX 
COMA 
CRC 
EFM 
EP2P 
EPON 
FCS 
FDM 
FSM 
FTTB 
FTTC 
FTTCab 
FTTH 
FTTX 
GEM 
GePON 
GFP 
GIT 
GPON 
HDTV 
HFC 
IDATE 
IEEE 
IP 
IPTV 
ITU 
MAC 
MPEG 
NTSC 
OAM 
Asymmetric Digital Subscriber Une 
Advanced Encryption Standard 
A TM Passive Optical Network 
Asynchronous Transfer Mode 
Audiovisual object 
Broadband Passive Optical Network 
Capital Expenditure 
Code Division Multiplexing 
Cyclic Redundancy Check 
Ethernet in the first mi/e 
Ethernet Point to Point 
Ethernet Passive Optical Network 
Frame Check Sequence 
Frecuency Division Multiplexing 
Finite State Machine 
Fiber To The Building 
Fiber To The Curb 
Fiber To The Cabinet 
Fiber To The House 
Fiber To The x 
GPON Encapsulation Method 
Gigabit Ethernet Passive Optical Network 
Generic Framing Procedure 
Gestor de Infraestructuras Públicas de Telecomunicación del Principado de 
Asturias S.A 
Gigabit Passive Optical Network 
High Definition Television 
Hybrid Fibre Coaxial 
Institut de l'Audiovisuel et des Télécommunications en Europe 
Institute of Electrical and Electronics Engineers 
Internet Protocol 
Internet Protocol Televisión 
International Telecommunication Union 
Media Access Control address 
Moving Pictures Experls Group 
National Television System Committee 
Operations, Administration, and Maintenance) 
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OLT 
ONT 
OPEX 
OSI 
P2P 
PAL 
PHY 
PMO 
PON 
QoS 
ROSI 
RF 
RTP 
SOTV 
SECAM 
SOF 
TOM 
TOMA 
UOP 
VOSL2 
VolP 
WOM 
Optical Une Termination 
Optical Network Termination 
Operational Expenditure 
Open System Interconnection 
Point to Point 
Phase Alternating Une 
Physical Layer 
Physical Medium Dependent) 
Passive Optical Network 
Quality of service 
Red Digital de Servicios Integrados 
Radio Frecuencia 
Real Time Protocol 
Standard Definition Television 
Séquentiel Couleur a Mémoire 
Start Of Frame 
Time-Division Multiplexing 
Time Division Multiple Access 
User Datagrama Protocol 
Very high bit-rate Digital Subscriber Une 
Voice over IP 
Wavelength Division Multiplexing 
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ANEXO 1: GUIA RÁPIDA DE OPNET MODELER 
1.1 ¿QUÉ ES OPNET MODELER? 
El software de Opnet utilizado concretamente en éste trabajo es el Opnet Modeler 14. O 
Modeler es un simulador basado en eventos orientado a la simulación de redes de 
telecomunicaciones creado por OPNET (Optimized Network Engíneering Tools) [38]. 
Para ser más explícitos lo podríamos definir como un simulador dinámico y discreto que puede 
realizar simulaciones deterministas y/o aleatorias basándose en teorías de redes de colas. 
• Dinámico porque la representación del sistema durante la simulación evoluciona con el 
tiempo. 
• Discreto porque el comportamiento de los sistemas representados cambia únicamente 
en instantes de tiempo concretos, es decir, eventos. 
OPNET Modeler es uno de los simuladores más avanzados en el campo de las redes de 
telecomunicaciones. Quizás, la característica más relevante es que es un simulador orientado a 
objetos, lo que permite interactuar al usuario sin problemas y ofrece una gran facilidad de 
interpretación y creación de escenarios a parte de tener en cada objeto una serie de atributos 
configurables. 
Otro de sus grandes atractivos es que proporciona acceso directo al código fuente siendo esto 
una gran ventaja para los nuevos programadores que se aventuran a programar en OPNET. 
Dispone de multitud de librerías, lo que permite simular gran diversidad de redes donde 
intervenga un amplio número de protocolos y variables específicas que el usuario podrá 
modificar y estudiar. Número de paquetes perdidos, throughput, jitter, caída de enlaces, 
potencia de transmisión, son algunos de los parámetros que se pueden controlar. 
Cabe destacar que OPNET permite modificar todos los nodos de la red ya incluidos en las 
librerías, y dispone además de multitud opciones para poder crear nuevos componentes de 
red, ya sean nodos, procesos, formatos de paquetes, enlaces, perfiles de tráfico, etc. 
Para más información disponemos de su página oficial http://www.opnet.com. 
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1.2 FUNCIONAMIENTO DE OPNET 
Anexo 1 
Antes de entrar en contacto con el software hay que entender el funcionamiento interno de 
OPNET, es decir como se estructura o se debe definir un escenario que queramos simular. 
OPNET utiliza una estructura jerárquica en tres niveles: modelo de red, modelo de nodos y 
modelo de procesos tal y como podemos ver en la siguiente ilustración 
Código --------
Figura 1-1. Estructura jerárquica de OPNET Modeler. 
1.2.1 MODELO DE RED O PROYECTO 
El modelo de red representa la topología de la red y subredes de comunicaciones, construida a 
partir de nodos y enlaces que los interconectan. 
Una de las características más importantes del modelo de red de Modeler es la posibilidad de 
recrear redes con contexto geográfico donde se pueden definir características físicas del 
escenario tales como la distancia u obstáculos que puedan alterar el funcionamiento de nodos. 
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1.2.2 MODELO DE NODOS 
En esta capa podemos definir la estructura interna que tendrá cada nodo. Esto se hace 
mediante Módulos genéricos que ya posee el propio programa, como son los emisores, 
receptores, colas, etc., o bien definiendo nuevos módulos. 
Estos nodos se interconectan mediante diferentes conexiones: 
• Packet stream: Llevan paquetes de un módulo origen a uno destino. 
• Statistics wire: Transportan datos de un módulo origen a otra destino. 
• Logical associations: Su misión es indicar que relación existe entre dos módulos. 
Nodo 
Figura 1-2. Ejemplo funcionamiento del modelo de nodos. 
1.2.3 MODELO DE PROCESOS 
Cada módulo está compuesto por un modelo de procesos que representan protocolos, 
algoritmos, aplicaciones, etc. aproximándolos mediante máquinas de estados finitos (FSM 
Finite State Machine). La FSM está compuesta normalmente por estados forzados y no 
forzados. Los estados no forzados son estados en los que el proceso está bloqueado 
esperando a que un nuevo evento se genere para cambiar a un nuevo estado. Los estados 
forzados se ejecutan de golpe. 
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Anexo 1 
Las transiciones entre estados pueden ser condicionales o incondicionales. A cada estado se le 
puede asignar una serie de código que se ejecutará al entrar o al salir del estado. El 
funcionamiento interno tanto de estados como de transiciones implica la programación en 
lenguaje C/C++. 
El hecho de llevar código C/C++ conlleva a tener instalado en el ordenador un compilador de 
C++ como por ejemplo el Microsoft Visual C++. 
Figura 1-3. Ejemplo de modelo de procesos. 
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1.3 COMPONENTES DE OPNET 
Una parte muy importante del programa Opnet, son sus menús de edición o editores. Un editor, 
es una interfaz gráfica que te permite de manera visual, y sencilla construir y definir objetos que 
posteriormente se pueden utilizar en los escenarios de una simulación. En este apartado se 
explican las características de los editores que se han utilizado para crear los componentes 
que intervienen en la simulación. 
1.3.1 PROJECT EDITOR 
El Project editor es el principal escenario en la creación del entorno de la simulación de la red. 
Es usado para crear un modelo de red utilizando los nodos credos por el usuario o bien unos 
ya existentes que podemos encontrar en la librería estándar, recolectar estadísticas sobre la 
red, comenzar la simulación y observar los resultados. A partir de este editor se accede al resto 
de editores que se necesiten ya todas las funcionalidades que ofrece el programa. 
Este editor contiene tres tipos básicos de objetos: subredes, nodos y enlaces. La interfaz 
gráfica que ofrece OPNET para este editor es la siguiente: 
Figura 1-4 Interfaz gráfica del Project Editor de OPNET 
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1.3.2 NODE EDITOR 
Anexo 1 
El "nade editor", es el editor que nos permite crear nuevos nodos especificando su estructura 
interna, para ello nos ofrece módulos predefinidos o la opción de definir nuevos módulos. 
Internamente, los modelos de nodos tienen una estructura modular, al ser definido un nodo 
como la conexión entre varios módulos con paquetes se streams y cables. Esta conexión 
permite intercambiar información y paquetes entre ellos. Cada módulo tiene una función 
específica dentro del nodo, tal como: generar paquetes, encolarlos, procesarlos o transmitirlos 
y recibirlos. 
En este editor los elementos se encuentran disponibles como cajas negras, almacenando 
atributos que pueden ser configurados. Cada una ellas representa una función en el nodo. 
Los módulos que ofrece el node editor son los siguientes: 
Icono estándar para lUl módulo de procesado. Su función 
pnncipal ef) COllstnur bloques de nlodelo de nodo. 
Icono estam:mr usado para un nlódulo de cola. Lo que le bace 
diferente del resto de lnódulos es que el n16dulo de colaf) tiene 
recursos adicionales internos lIatnados subcolas. 
Icono usado para un lnódulo de trauf)nlitir. Transmisor Punto a 
Punto. 
Icono usado para un luódulo de <f"' ... '· .. h· .... Receptor Punto a Punto. 
Icono usado para un 1nódulo de transllutir. Transnlisor tipo bus. 
Icono usado para un nlódulo de recibir. Receptor tipo bus. 
Icono usado para un nlódulo de translnitir. T ransnlisor por 
radiofrecuencia. 
Icono usado para un 1nódulo de recibir. Receptor de 
radiofrecllencia. 
Icono estándar usado para las cOlntm1caciones via satélite. 
Icono estándar para un lnódulo esys. 
Figura 1-5. Módulos del Node Editor 
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Por otra parte, las conexiones lógicas que ofrece el node editor son las siguientes: 
Packet stremu: Son conexiones que llevan los paquetes desde un 
1nódulo fuente a un Inódulo destino. 
Statistic wires: Transportan datos de un lnódulo fhente a Ull 
módulo destino. Sirven como interface para que Ullluódulo fuente 
pueda cOlnpaltir datos con un lnódulo destino. y proporcionar 
infonnadón respecto de su estado, 
Logical associations: Su 1111s16n es indicar qué relación existe 
entre dos 1nódulos de la sÜllulación. Por tanto. 110 trasportau datos 
entre l11Ódulos. 
Figura 1-6 Conexiones del Node Editor 
1.3.3 PROCESS EDITOR 
Editor utilizado para la creación de modelos de procesos, que a su vez controlan los modelos 
de nodo creados en el Node Editor. Los procesos son representados por estados, y son 
creados por iconos que representan estos estados y por líneas que representan las 
transiciones entre ellos. Las operaciones que realizan cada estado o cada transición se 
escriben en lenguaje C++. 
Los estados están compuestos por dos partes: Una parte llamada "enter executive" donde se 
encuentra la programación ejecutada a los programas que entran al estado, y otra parte 
denominada "exit executive" en la que como su nombre indica es la parte que se ejecuta 
cuando del proceso sale del estado hacia una transición. 
Figura 1-7. Esquema estado del Process Editor 
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Existen dos tipos de estado. 
Anexo 1 
1. Estado forzado: es aquel que cuando le llega un proceso, ejecuta las acciones 
que tiene su "enter executive" e inmediatamente ejecuta las comandas que 
tiene su "exit executive". A continuación el proceso saldrá por una transición. 
Son los que se representan en color verde. 
2. Estado no forzado: aquellos que permiten hacer una pausa entre el "enter 
executive" y el "exit executive". Cuando un proceso llega a este estado, en 
primer lugar se ejecuta el "enter executive" y se forma una pausa hasta que 
sucede una nueva invocación. Cuando esta invocación se ha producido, se 
ejecuta el "exit executive" y el proceso pasa a la transición de salida. 
Los iconos de configuración que nos ofrece el process editor son: 
Crea te Crea un estado dentro del process modeL 
Create Tcansition: Crea traJ.lsiciones entre los diferentes estados. 
Set Initial State: Establece el Estado Inicial 
Edit State V· aria bIes: Establece los estados variables de la 
sÍluulación. 
Edit Tenlporary~ Variables: Instaura Estados Temporales para el 
process Inodel 
Edit Header Block: Ins.taura el Header Block donde se declaran 
las variables, macros" tipos de datos" etc... incluidos en el process 
1l1odeL 
Edit FUllction Block: Instaura el Function Block. en el cual se 
crean nue"\ras fucn10nes en e++ para el process model 
Edit Diagnostic Block: Establece el Diagnostic Block que 
contiene nlllciones. sobre el estado de la simulación. 
Edit Termul.:1.tion Block: Establece el Termination Block donde 
se establecen unas nmciones que son ejecutadas antes de terminar 
la sunulación. 
Figura 1-8. Iconos del Process Editor 
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1.3.4 PACKET EDITOR 
El packet Editor se utiliza en la definición de la estructura interna de un paquete. El paquete se 
define como un conjunto de campos que forman un formato. Para cada uno de los campos del 
paquete se puede especificar un único nombre, tipo de datos, valor por defecto, tamaño en bits, 
comentarios opcionales, etc. 
El formato de un paquete contiene uno o más campos, representados en el editor mediante 
cajas rectangulares, cuyo tamaño es proporcional al tamaño en bits del campo. 
En la siguiente figura se muestra la interfaz del editor y un ejemplo de un paquete. 
Figura 1-9. Interfaz Packet Editor de OPNET 
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1.3.5 LINK EDITOR 
Anexo 1 
Este editor ofrece la posibilidad de crear nuevos tipos de objetos link. Cada nuevo tipo de link 
puede tener diferentes atributos y representaciones. Concretamente nos permite definir la 
información siguiente: 
11 Tipo de enlace soportado. Todos los enlaces que creemos pueden soportar uno o los 
cuatro tolerados por el simulador. Estos enlaces son: punto a punto duplex, punto a 
punto simple, bus y taps links. 
11 Keyword: Sirve para simplificar la paleta del Project editor y así facilitar el trabajo al 
programador. 
11 Comentarios: Este apartado permite añadir comentarios a los enlaces. Estos 
comentarios son muy útiles a la hora de ejecutar la versión de evaluación ya que no 
podremos acceder al editor y poder ver lo que hace. 
11 Especificaciones de atributos: Podemos cambiar los valores de los atributos puestos 
por defecto. 
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dit link Windows Help 
F"'" S upported link types 
Link Type I Supported ¡ P alette I con 
ptsimp yes simp_pUk 
ptdup yes dup_pUk 
bus yes busJk 
Add bustap yes bus_tap 
Attributes ",n"'··"'·'~'·"""'~".,."._,","_,"'""··~_'·""·.·,n_"-""_ •• " .•...• , .. "_.'_ .. ,._, ...... , ••• ,-, •. ~,."".~,, .............. ,.."" ...... , .... """ ...... " .. ",.''', •• ""''" .• " •• ~.,,." ..... ,, •• ,''-,.'''"''~ •• ,,.'''".,.,,, ...... , .. " .• '''n •. . ,""."""-."" •••• ,..,,",.,,, ...... ,,", ... ;
Attribute N ame 
arrowheads 
ber 
channe/ count 
e/osure model 
coll model 
color 
condition 
Documentation ... 
Status Initia/ Va/ue 
set head and tail 
set 0.0 
set 
set dbu_ e/osure 
set dbu_coll 
set black 
set enabled .... 
Local S tatistics Help 
~ 
-
Figura 1-10. Interfaz Link Editor de OPNET 
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ANEXO 2: CÓDIGO FUENTE DE LOS PROCESOS 
Este anexo muestra las estructuras y funciones que se han programado y se usan en los 
procesos para implementar sus funcionalidades. 
1.1 PROCESOS DEL NODO ONU 
FILTRO 
Packet *pk; 
#include <stdio.h> 
int onu _ dest; 
char forl11atopk[128]; 
int broadcast; 
int onu_id; 
/lchar idonu[128]; 
broadcast = 11111111 j / para el paquete de tx 
/*miral11os que el paquete sea para esta onu y filtramos según el formato del 
paquete, sino eliminamos*/ 
op_il11a_obLattr~et (op_topo--parent(op_id_seIf ()), "id", &onu_id);//id de la onu 
pk = op-'pk~et(O); 
op -'pk jormat(pk, formatopk); 
if (onu _ dest = onu_id 11 onu_ dest == broadcast) 
{ 
} 
if «strcmp (formatopk, "gate") == O )11 (strcl11p (formatopk, "tx") == O) 
11 (strcmp (formatopk, "finalsim") == 0))// es un gate o tx 
{op--pk_send (pk,O);} 
eIse if(strcmp (formatopk, "estado") == O ) 
{ Packet *aux: 
} 
aux = op--pk_copy(pk); 
op-'pk_send (pk,2); 
op-'pk_send (aux,3); 
el se {op--pk_destroy (pk);}//es de datos 
else {op-'pk_destroy(pk);} 
GESTOR GATE 
#define ARRIVAL op_intrpUype O = OPC_INTRPT_STRM 
#define TRANSMITIR 10 
Packet *p; 
p = op--pk~et (O); 
op--pk_send(p,O); 
Puntero _ici = op _ici_ create("DatosGate"); 
Set del valor de sus atributos 
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op_ici_attr_set (Puntero_ici, "pkvoz", asigvoz); 
op_ici_attr_set (Puntero_ici, "pkvideo", asigvideo); 
op_icLattr_set (Puntero_ici, "pkdatos", asigdatos); 
GESTOR COLAS-TRAFICO 
#define ARRIVAL_ voz op_intrpt_type O == OPC_INTRPT_STRM && op_intrpt_strm O == ° 
#define ARRIVAL_ VIDEO op_intrpt_type 0== OPC_INTRPT_STRM && op_intrpt_stnn 0=1 
#define ARRIVAL_DATOS op_intrpCtype O == OPC_INTRPT_STRM && op_intrpt_strm () = 2 
#define ACTUALIZAR opjntrpt_type 0== OPC_INTRPT_STRM && op_intrpt_strm O == 3 
#define DESACTIVAR op_intrpt_type O == OPC_INTRPT_STRM && op_intrpt_strm O == 4 
int res; 
int onu_id; 
Packet 
Packet 
Packet 
*pkptr; 
*pkreport; 
*pkgate; 
char idonu[256]; 
int onu_id; 
Ici* IciRecibida; 
List* Resultados; 
static int EnviarPaquetesVoz(int numbits); 
static int EnviarPaquetes Video(int numbits); 
static int EnviarPaquetesDatos(int numbits); 
static void GuardarEstadisticasDeTransmision(List* r, int voz, int video, int datos); 
static void GuardarEstO; 
static void ImprimirEst(int tam); 
static void ImprimirEnvioOL TO; 
Anexo 2 
IIIIIII IIIIIIIIIIIIIIIIIIII II IIIIIIIIIIIIIIII IIII III IIII IIIII IIIIIIII IIIII IIII 111111//111111111111111111 III III III III IIII IIIIII 
static int EnviarPaquetesVoz(int x) 
{ 
inttam~q; 
int enviar; 
int numbitsenviados; 
int bitsaenviar; 
Packet *pactual; 
enviar = OPC_TRUE; 
numbitsenviados = O; 
bitsaenviar = x; 
while(!op_sub'Lempty (O) && enviar == OPC_TRUE) 
pactual = op_subuk_access (O, OPC_QPOS_HEAD); 
tam~q = op~k_total_size~et (pactual); 
if(bitsaenviar - tam ~q >= O) 
else{ 
bitsaenviar -= tam ~q; 
pkptr = op_subukJemove (O, OPC_QPOS_HEAD); 
numbitsenviados += tam ~q; 
op~k_destroy(pkptr); 
enviar = OPC _F ALSE;// no se puede enviar mas paquetes 
} 
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retum numbitsenviados; 
static int EnviarPaquetes Video(int x) 
{ 
int tamj)q; 
int enviar; 
int numbitsenviados; 
int bitsaenviar; 
Packet *pactual; 
enviar = OPC _ TRUE; 
numbitsenviados = O; 
bitsaenviar = x; 
while(!op_sub<Lempty (1) && enviar == OPC_TRUE) 
{ 
pactual = op_subqj)k_access (1, OPC_QPOS_HEAD); 
tamj)q = opj)k_total_size_get (pactual); 
if(bitsaenviar - tamj)q >= O) 
else{ 
retum numbitsenviados; 
{ bitsaenviar -= tam j)q; 
pkptr = op_subqj)kJemove (1, OPC_QPOS_HEAD); 
numbitsenviados += tamj)q; 
op j)k _ destroy(pkptr); 
enviar = OPC _F ALSE;l1 no se puede enviar mas paquetes 
} 
static int EnviarPaquetesDatos(int x) 
{ 
int tamj)q; 
int enviar; 
int numbitsenviados; 
int bitsaenviar; 
Packet *pactual; 
enviar = OPC_TRUE; 
numbitsenviados = O; 
bitsaenviar = x; 
while(!op_sub<Lempty (2) && enviar == OPC_TRUE) 
{ 
pactual = op_subqj)k_access (2, OPC_QPOS_HEAD); 
ta111j)q = opj)k_total_size_get (pactual); 
if(bitsaenviar - tamj)q >= O) 
else{ 
{ bitsaenviar -= tamj)q; 
pkptr = op_subqj)kJemove (2, OPC_QPOS_HEAD); 
numbitsenviados += tal11j)q; 
op j)k _ destroy(pkptr); 
enviar = OPC _F ALSE;/I no se puede enviar mas paquetes 
retum numbitsenviados; 
static void GuardarEstadisticasDeTransmision(List* r, int voz, int video, int datos) 
Packet* aux; 
aux = opj)k_createjmt ("report"); 
opj)k_nfd_set (aux, "cola_voz", voz); 
opj)k_nfd_set (aux, "cola_video", video); 
opj)k_nfd_set (aux, "cola_datos", datos); 
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op,....prgJisUnsert (r, aux, OPC_LISTPOS_TAIL); 
static void ImprimirEst(int tam) 
{int i; 
int onu_id; 
op_ima_obLattr_get (op_topo""'parent(op_id_self (», "id", &onu_id); Ildeja en onu_id, su identificador 
sprintf (idonu, "Identificador onu : (%d)", &onu_id); 
op ""'prg_ odb ""'prinUllajor ("TABLA RESULTADOS ", idonu, OPC _NIL); 
for(i=O; i < tam; i++) 
printf("%d ",Res [i].bitsvoz); 
printf("%d ",Res[i]. bitsvideo); 
printf("%d ",Res [i].bitsdatos); 
printf(" "); 
printf("%d ",Envio[i].bitsvoz); 
printf("%d ",Envio[i].bitsvideo); 
printf("%d \n",Envio[i].bitsdatos); 
GESTOR CONSUMO 
#define CONSUMO_VOZ op_intrpt_type O = OPC_INTRPT_STRM && op_intrpt_strm O == O 
#define CONSUMO_VIDEO op_intrpt_type O = OPC_INTRPT_STRM && op_intrpt_strm O == 1 
#define CONSUMO_DATOS op_intrpt_type O = OPC_INTRPT_STRM && op_intrpt_strm O == 2 
#define RECIBIR op_intrpt_type 0= OPC_INTRPT_STRM && op_intrpt_strm O = 3 
#define DESACTIVAR op_intrpUype 0== OPC_INTRPT_STRM && op_intrpt_strm O == 4 
int res; 
int onu_id; 
Packet 
Packet 
Packet 
*pkptr; 
*pkreport; 
*pkgate; 
char idonu[256]; 
int onu_id; 
Ici* IciRecibida; 
static int ConsumirPaquetesVoz(int numbits); 
static int ConsumirPaquetesVideo(int numbits); 
static int ConsumirPaquetesDatos(int numbits); 
static void GuardarEstadisticasDeTransmision(List* r, int voz, int video, int datos); 
static void GuardarEstO; 
static void ImprimirEst(int tam); 
static void ImprimirEnvioOL TO; 
Anexo 2 
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static int ConsumirPaquetes Voz(int x) 
{ 
inttam,....pq; 
int enviar; 
int numbitsenviados; 
int bitsaenviar; 
Packet *pactual; 
enviar = OPC_TRUE; 
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numbitsenviados = O; 
bitsaenviar = x; 
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while(!op_sub<Lempty (O) && enviar == OPC_TRUE) 
pactual = op_sub<LPk_access (O, OPC_QPOS_HEAD); 
tamyq = opyk_total_size_get (pactual); 
if(bitsaenviar . tamyq >= O) 
else{ 
} 
return numbitsenviados; 
{ bitsaenviar .= tam yq; 
pkptr = op_sub<LPkJemove (O, OPC_QPOS_HEAD); 
numbitsenviados += tamyq; 
opyk_destroy(pkptr); 
enviar = OPC _F ALSE;I/ no se puede enviar mas paquetes 
} 
static int ConsumirPaquetesVideo(int x) 
{ 
int tam yq; 
int enviar; 
int numbitsenviados; 
int bitsaenviar; 
Packet *pactual; 
enviar = OPC _ TRUE; 
numbitsenviados = O; 
bitsaenviar = x; 
while(!op_sub<Lempty (1) && enviar == OPC_TRUE) 
pactual = op_sub<LPk_access (1, OPC_QPOS_HEAD); 
tamyq = opyk_total_size_get (pactual); 
if(bitsaenviar - tamyq >= O) 
else{ 
} 
return numbitsenviados; 
{ bitsaenviar .= tam yq; 
pkptr= op_sub<LPkJemove (1, OPC_QPOS_HEAD); 
numbitsenviados += tamyq; 
op yk _ destroy(pkptr); 
enviar = OPC _F ALSE;I/ no se puede consumir mas paquetes 
} 
static int ConsumirPaquetesDatos(int x) 
{ 
int enviar; 
int numbitsenviados: 
int bitsaenviar; 
Packet *pactual; 
enviar = OPC _ TRUE; 
numbitsenviados = O; 
bitsaenviar = x; 
while(!op_sub<Lempty (2) && enviar == OPC_TRUE) 
{ 
pactual = op_sub<LPk_access (2, OPC_QPOS_HEAD); 
tamyq = opyk_total_size~et (pactual); 
if(bitsaenviar . tamyq >= O) 
{ bitsaenviar .= tam yq; 
pkptr = op _sub<LPk Jemove (2, OPC _ QPOS _ HEAD): 
numbitsenviados += tam yq; 
opyk_destroy(pkptr); 
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else{ 
enviar = ope y ALSE;// no se puede enviar mas paquetes 
} 
return numbitsenviados: 
static void GuardarEstadisticasDeConsumo(List* r, int voz, int video, int datos) 
Packet* aux; 
aux = op~k_create_fmt ("report"); 
op~k_nfd_set (aux, "cola_voz", voz); 
op~k_nfd_set (aux, "cola_video", video); 
op~kyfd_set (aux, "cola_datos", datos); 
1.2 PROCESOS DEL NODO Ol T 
FILTRO 
Packet* pkptr; 
/* llega paquete y lo sacamos del canal y miramos el tipo* / 
char formatopk[128]; 
pkptr = opyk_get(O); 
op~kjormat (pkptr, formatopk); 
if (strcmp (formatopk, "report") = 0)// es un report 
{ 
op~k_send(pkptr,O); 
} 
else {op ~k _ destroy(pkptr);} 
GESTOR REPORTS 
Packet *pk; 
/* llega paquete se extrae info y lo encaminamos para el modulo PLANIFICADOR */ 
int canal = op_intrpt_strmO; 
pk = op ~k _get (canal); 
op~k_send (pk, O); 
PLANIFICADOR 
#define ARRIVAL op_intrpt_type () = OPC_INTRPT_STRM && op_intrpt_strm O == O 
#define ARRIVAL_TX op_intrpt_type O = OPC_INTRPT_STRM && op_intrpt_strm O == 1 
#define CONSUMO op_intrpt_type O == OPC_INTRPT_STRM && op_intrpt_strm O == 2 
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#define NUM _ ONUS 8 
#define PA YLOAD 1250000 
#define PAYLOADBAJADA 2500000 
#define TIEMPOSIM 4600 
#define BITS 100 
#define PORCENT AGEONUSACTIVAS 
Packet* report; 
int peticion _voz; 
int peticion _video; 
int peticion_datos; 
int consumo_voz; 
int consumo_video; 
int consumo_datos; 
Packet* pkgate; 
Packet* tx; 
Packet* aux; 
int APLICARESTADO; II para decir la onus que estan activas 
Boolean RESULT ADOSPEDIDOS; 
1* Estructuras de la OL T* I 
struct EstadoColas 
{ 
int bitsvoz; 
int bitsvideo; 
int bitsdatos; 
} InfoColas[NUM_ ONUS]; 
struct AsigAnchoBanda 
{ 
int asigvoz; 
int asigvideo; 
int asigdatos; 
} InfoAsig[NUM _ ONUS]; 
struct PeticionBajada 
{ 
int peticionvoz; 
int peticionvideo; 
int peticiondatos; 
} InfoTraficoBajada[NUM _ ONUS]; 
struct AsigBajada 
{ 
int asigvoz; 
int asigvideo; 
int asigdatos; 
}InfoAsigB~iada[NUM_ONUS]; 
int TOTAL _PETICION; 
int TOTAL_PETICION2; 
1* funciones para tratar estructuras* I 
static void InicializarlnfoColasO; 
static void InicializarlnfoAsigO; 
static void InicializarlnfoAsigB~iadaO; 
static void InicializarIntoTraficoB~iadaO; 
static void ActualizarlnfoColas(int onu, Packet *p): 
static void ActualizarInfoTraficoBajada(int onu, Packet *p); 
static int Trafico Voz(); 
static int Trafico VideoO; 
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static int TraficoDatosO: 
static int Consumo VozO: 
static int Consumo VideoO: 
static int ConsumoDatosO: 
static int CalcularAsignacionO; 
static int CalcularAsignacionBajadaO; 
static int CalcularBitsDatosAsig(); 
static int CalcularBitsDatosAsigBajadaO; 
static int CalcularBitsVozAsigO; 
static int CalcularBitsVozAsigBajadaO; 
static int CalcularBits VideoAsigO; 
static int CalcularBits VideoAsigBajadaO; 
static int OnuConMayorNumBitsVideoO; 
static int OnuConMayorNumBitsVideoBajadaO; 
static int OnuConMayorNumBitsDatosO; 
static int OnuConMayorNumBitsDatosBajadaO; 
static int OnuConMayorNumBitsVozO; 
static int OnuConMayorNumBitsVozBajadaO; 
static void HacerAsignacionAnchoBandaO; 
static void HacerAsignacionConsumoAnchoBandaBajadaO; 
static void DistribuirAnchoBandaO; 
static void DistribuirAnchoBandaBajadaO; 
static void EnviarPaquetesGateO; 
static void EnviarPaquetesGateBajadaO; 
static void ImprimirEstadoO; 
static void ImprimirEstadoBajadaO; 
static int CalcularOnusActivasO; 
static void AplicarEstadoOnus(int num); 
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/*funciones para inicializar estructuras de InfoColas y InfoAsig* / 
static void InicializarInfoColasO 
{int i; 
for(i=O; i<NUM_ONUS; i++) 
InfoColas[i].bitsvoz=O; 
InfoColas[i].bitsvideo=O; 
InfoColas[i].bitsdatos=O; 
static void InicializarInfoAsigO 
{int i; 
for(i=O; i<NUM_ONUS; i++) 
{ 
InfoAsig[i].asigvoz=O; 
InfoAsig[i].asigvideo=O; 
InfoAsig[i].asigdatos=O; 
static void InicializarInfoTraficoBajadaO 
{int i; 
for(i=O; i<NUM_ONUS; i++) 
InfoTraficoBajada[i].peticionvoz=O; 
InfoTraficoBqjada[i].peticionvideo=O; 
InfoTraficoBqjada[i].peticiondatos=O; 
static void InicializarInfoAsigBajadaO 
{int i; 
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for(i=O; i<NUM_ONUS; i++) 
{ 
InfoAsigBajada[i].asigvoz=O; 
InfoAsigBajada[i].asigvideo=O; 
InfoAsigB~jada[i].asigdatos=O: 
static void ActualizarInfoColas (int onu, Packet* p) 
{ int voz, datos, video: 
op-pk_nfd_get (p, "cola_voz", &voz); 
op-pk_nfd_get (p, "cola_video", &video); 
op-pk_nfd_get (p, "cola_datos", &datos); 
InfoColas [onu]. bitsvoz=voz; 
InfoColas[onu].bitsvideo=video; 
InfoCol ase onu]. bitsdatos=datos: 
static void ActualizarInfoTraficoB~jada(int onu, Packet* p) 
{ int voz, datos, video; 
op-pk_nfd_get (p, "cola_voz", &voz); 
op-pk_nfd.JSet (p, "cola_video", &video); 
op-pk_nfd_get (p, "cola_datos", &datos); 
lnfo TraficoB~j ada[ onu]. peticionvoz=voz; 
Jnfo TraficoBaj ada[ onu] .peticionvideo=video; 
lnfo TraficoB~j ada[ onu]. peticiondatos=datos; 
/* funciones para calcular las peticiones de cada tipo de trafico de las ONU* / 
static int TraficoVozO 
{int i; 
int x=O: 
for(i=O; i<NUM_ONUS; i++) 
x = x + lnfoColas[i].bitsvoz; 
return x; 
} 
static int Trafico VideoO 
{int i; 
int x=O; 
for(i=O; i<NUM_ONUS; i++) 
{ 
x = x + InfoColas[i].bitsvideo; 
return x; 
} 
static int TraficoDatosO 
{int i; 
intx=O; 
for(i=O; i<NUM_ONUS; i++) 
{ 
x = x + InfoColas[i].bitsdatos; 
return x; 
} 
static int ConsumoVozO 
{int i; 
intx=O: 
for(i=O; i<NUM_ONUS; i++) 
x = x + InfoTraficoB~jada[i].peticionvoz; 
return x; 
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} 
static int Consumo VideoO 
{ int i; 
intx=O; 
for(i=O; i<NUM_ONUS; i++) 
{ 
x = x + InfoTraficoBajada[i].peticionvideo; 
} 
retum x; 
} 
static int ConsumoDatosO 
{ int i; 
int x=O; 
for(i=O; i<NUM_ONUS; i++) 
{ 
x = x + InfoTraficoBajada[i].peticiondatos; 
} 
retum x; 
/*como sobra ancho de banda, permitimos transmitir a cada onu la totalidad de 10 
que ha pedido*/ 
static void HacerAsignacionAnchoBandaO 
{int i; 
for(i=O; i<NUM_ONUS; i++) 
{ InfoAsig[i].asigvoz = InfoColas[i].bitsvoz; 
InfoAsig[i].asigvideo = InfoColas[i].bitsvideo; 
InfoAsig[i].asigdatos = InfoColas[i].bitsdatos; 
static void HacerAsignacionConsumoAnchoBandaBajadaO 
{int i; 
for(i=O; i<NUM_ONUS; i++) 
InfoAsigBqjada[i].asigvoz = InfoTraficoBajada[i].peticionvoz; 
InfoAsigBqjada[i].asigvideo = InfoTraficoBajada[i].peticionvideo; 
InfoAsigBajada[i].asigdatos = InfoTraficoBajada[i].peticiondatos; 
/*funciones para calcular la onu con mayor numero de bits pedidos*/ 
static int OnuConMayorNumBitsVideoO 
{int onu; 
int max=O; 
inti; 
for(i=O;i<NUM_ONUS; i++) 
{ 
retum onu; 
} 
static int OnuConMayorNumBits VideoBajadaO 
{int onu; 
int max=O; 
int i; 
for(i=O;i<NUM_ONUS; i++) 
retum onu; 
} 
if(max < InfoAsig[i].asigvideo) 
{ 
max = InfoAsig[i].asigvideo; 
onu=i; 
if(max < InfoAsigBajada[i].asigvideo) 
{ 
max = InfoAsigBajada[i].asigvideo; 
onu = i; 
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static int OnuConMayorNumBitsDatosO 
{int onu; 
int max=O: 
int i; 
for(i=O:i<NUM_ONUS; i++) 
{ 
return onu; 
static int OnuConMayorNumBitsDatosBajadaO 
{int onu; 
intmax=O; 
int i; 
for(i=O;i<NUM_ ONUS; i++) 
{ 
return onu; 
static int OnuConMayorNumBitsVozO 
{int onu; 
intmax=O; 
int i; 
for(i=O;i<NUM_ONUS; i++) 
{ 
return onu; 
static int OnuConMayorNumBits VozBajadaO 
{int onu; 
int max=O: 
int i; 
for(i=O;i<NUM_ONUS; i++) 
return onu; 
} 
if(max < InfoAsig[i].asigdatos) 
{ 
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max = InfoAsig[i].asigdatos; 
onu=i; 
if(l11ax < InfoAsigBajada[i].asigdatos) 
l11ax = InfoAsigBajada[i].asigdatos; 
onu =i; 
if(l11ax < InfoAsig[i].asigvoz) 
{ 
max = InfoAsig[i].asigvoz; 
onu=i; 
if(l11ax < InfoAsigBajada[i].asigvoz) 
{ 
l11ax = InfoAsigBajada[i].asigvoz; 
onu=i; 
/*funciones para calcular la ASIGNACION y calcular paquetes asignados de cada tipo 
calcula la asignacion de ancho de banda en un momento concreto*/ 
static int CalcularAsignacionO 
{int i; 
int bitsvoz = O; 
int bitsvideo =0; 
int bitsdatos= O; 
[or(i=O; i<NUM_ONUS; i++) 
{ bitsvoz = bitsvoz + InfoAsig[i].asigvoz; 
bitsvideo = bitsvideo +InfoAsig[i].asigvideo; 
bits datos = bitsdatos +InfoAsig[i].asigdatos; 
} 
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return bitsvoz + bitsdatos + bitsvideo; 
static int CalcularAsignacionBajadaO 
{int i; 
int bitsvoz = O; 
int bitsvideo =0; 
int bitsdatos= O; 
for(i=O; i<NUM_ONUS; i++) 
{ bitsvoz = bitsvoz + InfoAsigBajada[i].asigvoz; 
bitsvideo = bitsvideo +InfoAsigBajada[i].asigvideo; 
bitsdatos = bitsdatos +InfoAsigBajada[i].asigdatos; 
} 
return bitsvoz + bitsdatos + bitsvideo; 
static int Ca1cularBitsDatosAsigO 
{int x=O; 
int i; 
for(i=O;i<NUM _ ONUS; i++) 
return x; 
} 
static int CalcularBitsDatosAsigBajadaO 
{int x=O; 
int i; 
x= x + InfoAsig[i].asigdatos; 
for(i=O;i<NUM_ONUS; i++) 
return x; 
static int CalcularBitsVideoAsigO 
{int x=O; 
int i; 
x= x + InfoAsigBajada[i].asigdatos; 
for(i=O;i<NUM _ ONUS; i++) 
{ 
return x; 
} 
static int CalcularBitsVideoAsigBajadaO 
{int x=O; 
int i; 
x= x + InfoAsig[i].asigvideo; 
for(i=O;i<NUM _ ONUS; i++) 
return x; 
} 
static int CalcularBits VozAsigO 
{int x=O; 
int i; 
x= x + InfoAsigBajada[i].asigvideo; 
for(i=O;i<NUM _ ONUS; i++) 
{ 
return x; 
} 
static int CalcularBitsVozAsigBajadaO 
{int x=O; 
int i; 
x= x + InfoAsig[i].asigvoz; 
for(i=O;i<NUM _ ONUS; i++) 
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x= x + IníoAsigBajada[i].asigvoz; 
retum x; 
l 
J 
/* hacer la distribucion de ancho de banda decrementamos en 100 bits a cada vuelta* / 
static void DistribuirAnchoBandaO 
{ 
int ASIGNACION; 
int bitsdatos; 
int bitsvideo: 
int bitsvoz: 
HacerAsignacionAnchoBandaO; 
ASIGNACION = CalcularAsignacionO; 
bitsdatos = Ca1cularBitsDatosAsigO; 
while«ASIGNACION> PAYLOAD) && «bitsdatos - BITS) >= O)) 
{int onumodif; 
onumodif= OnuConMayorNumBitsDatosO; 
InfoAsig[onumodifl.asigdatos -= BITS; 
ASIGNACION -=BITS; 
bitsdatos-=BITS; 
ASIGNACION = CalcularAsignacionO; 
bitsvideo = Ca1cularBitsVideoAsig(); 
while«ASIGNACION > PAYLOAD) && (bitsvideo - BITS) > O)) 
{int onumodif; 
onumodif = OnuConMayorNumBits VideoO; 
InfoAsig[onul11odifl.asigvideo -= BITS; 
ASIGNACION -= BITS; 
bitsvideo-=BITS; 
ASIGNACION = CalcularAsignacionO; 
bitsvoz = CalcularBitsVozAsigO; 
while«ASIGNACION> PAYLOAD) && «bitsvoz - BITS) > O)) 
{ int onumodif; 
onul11odif = OnuConMayorNumBits VozO; 
InfoAsig[onul11odifl.asigvoz -= BITS; 
ASIGNACION -= BITS; 
bitsvoz-=BITS; 
/ / ----------------------------------------------
static void DistribuirAnchoBandaBajadaO 
{ 
int ASIGNACION; 
int bitsdatos; 
int bitsvideo: 
int bitsvoz; 
HacerAsignacionConsumoAnchoBandaBajadaO; 
ASIGNACION = Ca1cularAsignacionBajadaO; 
bitsdatos = CalcularBitsDatosAsigBajadaO; 
while«ASIGNACION> PAYLOADBAJADA) && «bits datos - BITS) >= O)) 
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{ int onumodif; 
onumodif= OnuConMayorNumBitsDatosBajadaO; 
InfoAsigBajada[onumodif].asigdatos -= BITS; 
ASIGNACION -=BITS; 
bitsdatos-=BITS; 
ASIGNACION = CalcularAsignacionB~jadaO; 
bitsvideo = CalcularBitsVideoAsigBajadaO; 
while((ASIGNACION > PAYLOADBAJADA) && ((bitsvideo - BITS) > O» 
{ int onumodif; 
onumodif = OnuConMayorNumBits VideoB~jadaO; 
InfoAsigBajada[onumodif].asigvideo -= BITS; 
ASIGNACION -= BITS; 
bitsvideo-=BITS; 
ASIGNACION = CalcularAsignacionBajadaO; 
bitsvoz = CalcularBitsVozAsigBajadaO: 
while((ASIGNACION > PAYLOADBAJADA) && ((bitsvoz - BITS) > O» 
{int onumodif; 
onumodif = OnuConMayorNumBits VozBajadaO; 
InfoAsigBajada[onumodif].asigvoz·= BITS; 
ASIGNACION -= BITS; 
bitsvoz-=BITS; 
/ / ----------------------------------------------
/*creamos y enviamos el paquete de gate a la onu tratada*/ 
static void EnviarPaquetesGateO 
{int i; 
for(i=O; i < NUM_ONUS; i++) 
static void EnviarPaquetesGateBajadaO 
{int i; 
pkgate = op-'pk_createjmt ("gate"); 
//op-'pk_nfd_set (pkgate, "tipo-'pk", 1); 
op-'pk_nfd_set (pkgate, "onu_dest", i); 
op-'pk_nfd_set (pkgate, "cola_voz", InfoAsig[i].asigvoz); 
op-'pk_nfd_set (pkgate, "cola_video", InfoAsig[i].asigvideo); 
op -'pk _ nfd _set (pkgate, " cola_datos", InfoAsig[i]. asigdatos); 
op-'pk_send (pkgate, O); 
for(i=O; i < NUM_ONUS; i++) 
{ 
pkgate = op-'pk_createjmt ("gate"); 
//op-.pk_nfd_set (pkgate, "tipo-'pk", 1); 
op-'pk_nfd_set (pkgate, "onu_dest", i); 
op-'pk_nfd_set (pkgate, "cola_voz", InfoAsigBqjada[i].asigvoz); 
op -'pk _nfd _set (pkgate, "cola_video", InfoAsigBajada[i].asigvídeo); 
op-'pk_nfd_set (pkgate, "cola_datos", InfoAsigBajada[i].asigdatos); 
op-'pk_send (pkgate, 1); 
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Anexo 2 CÓDIGO FUENTE DE LOS PROCESOS 
statie void ImprimirEstadoO 
{ 
int a; 
ehar fila 1 [256]; 
ehar fila2[256]; 
a= CaleularAsignaeionO; 
sprintf(filal, "TOTAL_PETICION : (%d)", TOTAL_PETICION); 
sprintf(fila2, "ASIGNACION : (%d)", a); 
statie void ImprimirEstadoBajadaO 
{ 
int a; 
ehar fila 1 [256]; 
ehar fila2[256]; 
a= CalcularAsignaeionBajadaO; 
sprintf(filal, "TOTAL_PETICION_BAJADA : (%d)", TOTAL]ETICION2); 
sprintf(fila2, "ASIGNACION_BAJADA : (%d)", a); 
statie int CalcularOnusAetivasO 
{ 
int aux; 
aux = (int)(NUM_ ONUS * PORCENTAGEONUSACTIVAS) 11 00; 
return aux; 
statie void DesaetivarOnus(int aet) 
int des; 
int i; 
ehar fila3[256]; 
des = NUM_ONUS - aet: 
sprintf(fila3, "onus_a_desaetivar : (%d)", des); 
op~rLodb~rinUl1ajor (fila3, OPC_NIL); 
for(i=O; i< des; i++) 
{ 
tx = op-"k_ereateJmt ("estado"); 
op~k_nfd_set (tx, "onu_dest", i); 
op~k_nfd_set (tx, "estado_onu", O);//inaetiva 
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DE REDES DE ACCESO GPON y EP2P 
1.3 PROCESOS DEL NODO DIVISOR OPllCO 
MUX 
#define ARRIV AL op _intrpUype O = ope _INTRPT _ STRM 
Packet *p; 
int i; 
Packet *copia; 
int canal = op_intrpt_strm(); 
int onu jd = O; 
P = opjJk-1Set (canal); 
for(i=O; i<NUM_ONUS; i++) 
DEMUX 
{copia = op jJk _ copy(p); 
opjJk_send (copia, i); 
#define ARRIV AL op _intrpt_type O = ope _INTRPT _ STRM 
Packet *p; 
int canal = op_intrpt_strmO; 
p = opjJk-1Set (canal); 
opjJk_send (p, O); 
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