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CLASSICAL AND RELATIVISTIC FLUIDS AS INTERMEDIATE
INTEGRALS OF FINITE DIMENSIONAL MECHANICAL SYSTEMS
R. J. ALONSO-BLANCO
Abstract. We explore the relationship between mechanical systems describing the
motion of a particle with the mechanical systems describing a continuous medium.
More specifically, we will study how the so-called intermediate integrals or fields of
solutions of a finite dimensional mechanical system (a second order differential equa-
tion) are simultaneously Euler’s equations of fluids and conversely. This will be done
both in the classical and relativistic context. A direct relationship will be established
by means of the so-called time constraint (classical unsteady case, static or not) and
the relativistic correction (for arbitrary pseudo-Riemannian metrics).
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1. Introduction
The initial idea of this work is the following simple observation: Euler’s equation for
a stationary fluid, say (v ·∇) v = ∇P/ρ, is formally the same as the Newton’s equation
of a single particle subjected to a force ∇P/ρ. The fundamental difference between
the two is interpretation: In the first case, v is a vector field defined through space and
in the second one it is the velocity vector along a particle path. The first one is the
equation for a certain continuum medium, while the second one is the equation for a
single material point particle.
One way of understanding the relationship just mentioned is as follows: when a
mechanical system defines the evolution of a material point particle, all possible virtual
paths that the particle could make are simultaneously being taken into account; it turns
out that the consideration of (compatible) beams of these virtual particles describes
the evolution of true material fluids. It should be stressed that it is not about the
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consideration of systems made up of a large number of particles, followed by some
process of taking limits but the physical realization of virtual motions of a single particle!
As we will see, this will be even more significant when considering the relativistic case.
What we will do is explore formal relationship, trying to see how far it can go in
more general contexts.
The mathematical concept that gathers the previous scheme is that of intermediate
integral of a differential equation, and is well known and classical (see, for example [10],
where Goursat develops Monge’s method for integration of certain second order partial
differential equations). We now particularize it as follows: an intermediate integral
of a mechanical system (a second order differential equation) on M , is, by definition,
a tangent vector field (a first order differential equation) on M whose integral curves
(solutions) are also solutions of that mechanical system. As a particular but very im-
portant instance, the Hamilton-Jacobi equation is the equation of the intermediate
integrals which give at the same time Lagrangian submanifolds of T ∗M (see [2]). An
akin concept is the classical concept of field of extremals in the calculus of variations
(see, for instance, [9], p. 131 ff). Another well known example is the following: given
a metric or, more generally, a connection, let us consider the equation of its geodesic
trajectories, which is a second order differential equation. Then, each tangent vec-
tor field whose integral curves are geodesic (a “geodesic vector field”), constitutes an
intermediate integral of the equation of the geodesics.
Since the concept of intermediate integral produces a unification in various geometric
formalisms of Mechanics we believe it deserves further consideration. Just as an example
of other possible scenarios where such a concept could shed some light, we bring a
passage from De Broglie where, with a view to introducing Wave Mechanics, it seems
clear that he is dealing with an intermediate integral: “In order to examine this in
detail let us consider not a single particle but a cloud of identical particles, all situated
in the same field of force and without mutual reactions. The motion of this cloud, taken
altogether, represents a whole assembly of possible motions of the same particle in the
given field”([7], p. 27).
The main objective in this work is to demonstrate that the basic equations of fluid
mechanics (exception made of conservation laws that must be added independently) are
obtainable as equations of intermediate integrals of ordinary finite mechanical systems.
The results of our research are as follows:
Classical (non-relativistic) case: there is an identity between the equations of the
intermediate integrals of the mechanical system produced by an integrable 1-form of
force and the Euler equations for steady fluids (in a configuration space equipped with
an arbitrary pseudo-Riemannian metric). Additional forces may be included at con-
venience, depending on the model to be described. To obtain Euler equations in the
unsteady case it is enough to start from the same type of mechanical systems (inte-
grable forces), modify them by means of a time constraint (see below) and then take
the equations of their intermediate integrals. In the subcase where the spatial metric
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(see below) is static, we arrive to Euler (and Bernouilli) equations for unsteady fluids
including the classical versions in Euclidean space. When we consider a space-time
metric of type Friedman-Lemaˆıtre-Robertson-Walker (without even needing to comply
with Einstein’s equations), we obtain non-relativistic Euler (and Bernoulli) equations
within these background spaces, in this way recovering some of the equations found in
the literature for specific FLRW models (see below).
Relativistic case: Euler relativistic equations for a perfect fluid are canonically ob-
tained from a mechanical system defined by an integrable form of force, modifying said
system through relativistic correction (see below) and then considering the equations of
the intermediate integrals of the new mechanical system (now already being relativis-
tic). The procedure just described is intrinsic and, therefore, besides of its simplicity,
it has the advantage of being absolutely general; therefore, it is valid for configuration
spaces equipped with an arbitrary pseudo-Riemannian metric. Anyway, it is much more
important to point out the following: it is not possible to understand a relativistic fluid
as an aggregate of relativistic particles (and then a limit process). The reason is that
we cannot even formulate mechanical systems defined by several relativistic particles
(see the preprint [17] joint Mun˜oz-Dı´az, where this question is rigorously stated and
proved). However, quite surprisingly, from the mechanical system describing a single
relativistic particle, by taking each of its intermediate integrals, we get the relativistic
fluid model.
The aforementioned time constraint (introduced by Mun˜oz-Dı´az in [14]) and the rel-
ativistic correction (introduced in [2]) are univocally and intrinsically defined processes
that will be explained in the article.
The structure of the paper is as follows. In Section 2, we explain the classical me-
chanics approach that will be used throughout the work. The essential feature is to
be founded on basic structures from the configuration space M : 1) the concept of
second order differential equation, which is an object of the tangent bundle of M , 2)
the symplectic structure of the cotangent bundle of M and 3) the isomorphism that a
pseudo-Riemannian metric defines between the tangent and cotangent bundles of M.
Section 3 is dedicated to relativistic systems: the solutions of a mechanical system are,
by definition, parameterized curves; we will understand by relativistic systems those
whose solutions are parameterized precisely by the arc length associated with the met-
ric (Mun˜oz-Dı´az introduced this definition in [15]; see also [2]). Section 4 deals with
the aforementioned constraints. The first is the time constraint : there is no function on
the tangent fiber that can play the role of time; however, it is always possible to make
a constraint that forces a mechanical system, by means of a canonical modification, so
that a given function can play that role. The second one is the relativistic correction:
given a mechanical system, it is possible to canonically modify the form of force in the
direction of its trajectories so that they are parameterized by the arc length (proper
time), thus becoming relativistic. Intermediate integrals are introduced in Section 5:
some basic properties, examples and a criterion characterizing them will be given. In
Section 6 it is shown that Euler’s equations are identical to those of the intermediate
integrals of a system consisting of a single point particle under the influence of an in-
tegrable force. The most interesting case is that of unsteady fluids that are reached
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after a time constraint; in that situation, Euler equation comes from taking the “spatial
part” of the equation of the intermediate integrals, while the “time component” gives
the Bernoulli equation, in its unsteady version. Two cases are developed in detail: 1)
when the spatial metric is static and 2) when the spatial metric varies with time giving
rise to a FLRW type global metric. The relativistic case is given in Section 7: It is
shown that Euler’s relativistic equations for a perfect fluid are obtained as the equations
of the intermediate integrals of a mechanical system given by a point particle under the
action of an integrable force once it is corrected relativistically. Lastly, Section 8 just
contains some final remarks and conclusions.
2. Mechanical systems
We briefly present in this section the bases of the Mechanics that will be used in
the following sections. It is an approach given in [14] and subsequently developed and
applied in several directions [2, 3, 4, 15, 16]. The main idea is to present the theory
as based on the most essential and geometric facts of the second order equations. It
will also help us to fix the notation. In Section 3, we give the definition of relativistic
mechanical systems: those whose trajectories are parameterized by the length element;
Surprisingly enough, it will turn out that such property does not depend on the metric.
Let M be a smooth manifold of dimension n, and TM be its tangent bundle. From
here on, we will denote by x1, . . . , xn a collection of local coordinates in (some open set
of) M.
Each differential 1-form α on M can be considered as a function on TM , denoted by
α˙, which assigns to each va ∈ TaM the value
(2.1) α˙(va) = 〈αa, va〉
obtained by duality. In particular, a function f ∈ C∞(M) defines the function on TM
associated to df that we denote in short by f˙ . This definition also applies to differential
forms α on TM that are at each point the pull-back of a form on M . In the sequel we
call these forms horizontal forms (locally they look like α = αidx
i, for certain functions
on the tangent bundle αi).
From given coordinates xi, the collection xi, x˙i defines a set of local coordinates for
the corresponding open set of TM . In these type of coordinates, if α = αi(x, x˙) dx
i is
a horizontal 1-form then
(2.2) α˙ = αi x˙
i.
In particular, for a function f ,
(2.3) f˙ = x˙i
∂f
∂xi
.
The map f 7→ f˙ from C∞(M) to C∞(TM) is a derivation of the ring C∞(M) taking
values in the C∞(M)-module C∞(TM). We denote it by d˙ since it is essentially the
differential. In coordinates,
(2.4) d˙ = x˙i
∂
∂xi
.
For each horizontal form α, we have α˙ = 〈α, d˙〉 as functions on TM (pairing as usual).
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If we consider a parameterized smooth curve γ : I → M , (I is a open real interval),
we can consider the set of its velocities
vγ(t) := γ∗
(
d
dt
)
t
∈ Tγ(t)M, t ∈ I.
This define another parameterized curve, say γ˙ : I → TM , which is called the lift or
prolongation of γ to TM . In local coordinates, if γ is described by xi = xi(t) then γ˙ is
xi = xi(t), x˙i =
dxi(t)
dt
,
so that the “dot” notation is consistent with its customary meaning.
2.1. Second order differential equations. Contact system. In this context, we
will deal with a geometric version of the concept of system of explicit second order
ordinary differential equations:
Definition 2.1. A tangent vector field D on TM is a second order differential equation
when its restriction (as derivation) to the subring C∞(M) of C∞(TM) is d˙. This is
equivalent to have π∗(Dva) = va at each point va ∈ TaM (where π : TM → M denotes
the canonical projection and π∗ is its associated tangent map).
In local coordinates xi, x˙i, in TM , a second order differential equation has the ex-
pression
D = x˙i
∂
∂xi
+ f i(x, x˙)
∂
∂x˙i
.
Usually we will denote f i by x¨i understanding that it is a given function of the x’s and
x˙’s.
The difference of two second order differential equations is a vector field TM vertical
with respect to the projection TM → M , so that annihilates all the functions of M .
Locally a vertical vector field looks like
V = V i
∂
∂x˙i
.
Conversely, the sum of a second order differential equation and a vertical vector field is
a new second order differential equation. Therefore, we can say that the set of second
order differential equations has an affine structure modeled on the vertical vector fields.
Definition 2.2. The contact system on TM is the Pfaff system which consists of all
the 1-forms annihilating all the second order differential equations. It will be denoted
by Ω.
The forms in the contact system also annihilate the differences between pairs of second
order differential equations, so that annihilate all the vertical vector fields. Therefore,
they are horizontal forms; each ωva ∈ Ωva is the pull-back to T
∗
va
TM of a form in T ∗aM .
Now, a horizontal 1-form kills a second order differential equation if and only if it kills
the field d˙. Thus the contact system on TM consists of the horizontal 1-forms which
annihilate d˙: in other words, a horizontal form α is contact if and only if α˙ = 0.
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A local system of generators for the contact system Ω, out of the zero section, is given
by
x˙idxj − x˙jdxi (i, j = 1, . . . , n) .
Finally, the contact system has the following interpretation: the one-dimensional
solutions of Ω are the liftings to TM of parameterized curves in M (provided that we
consider solutions out of the zero section which are regularly projected to M).
2.2. Cotangent bundle. Liouville form. Let T ∗M be the cotangent bundle of M
and π : T ∗M →M the canonical projection. Each set of local coordinates xi on U ⊆ M ,
induce local coordinates xi, pi on π
−1(U) ⊆ T ∗M , as follows: let αa ∈ T
∗M , then, by
construction, xi(αa) := x
i(a) and pi(αa) := αa(∂/∂x
i)a.
Recall that the Liouville form θ on T ∗M is defined by the rule
θαa = π
∗(αa)
for αa ∈ T
∗
aM . Abusing the notation we can write θαa = αa.
The 2-form ω = dθ is the natural symplectic form associated to T ∗M . In local
coordinates we have
θ = pidx
i, ω = dpi ∧ dx
i.
2.3. Pseudo-Riemannian manifolds. Kinetic energy. Let g be a pseudo-Riemannian
metric in M . Then we have an isomorphism of vector fiber bundles
TM → T ∗M
va 7→ v
♭
a where v
♭
a := ıvag
(a is a point ofM and ıvag is the inner contraction of va with g, so that v♭a(ea) = g(va, ea)
for all vector ea). In local coordinates, the above isomorphism is
xi = xi, pi = gij x˙
j ,
or, also,
va = v
i
a
(
∂
∂xi
)
a
7−→ v♭a = gij(a)v
j
a dax
i.
Using the above isomorphism we can transport to TM all structures on T ∗M . In
particular, we work with the Liouville form θ and the symplectic form ω transported in
TM with the same notation.
From the definitions we have for the Liouville form in TM , at each va ∈ TaM ,
(2.5) θva = v
♭
a,
where the form of the right hand side is to be understood pulled-back from M to TM .
Definition 2.3. The function T := 1
2
θ˙ on TM (see (2.1)) is the kinetic energy associ-
ated to the metric g. So, for each va ∈ TM , we have
T (va) =
1
2
θ˙(va) =
1
2
g(va, va).
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In local coordinates, as usual, T (va) =
1
2
gij(a)v
i
av
j
a, where va = v
i
a(∂/∂x
i)a; equiva-
lently (see Equation (2.2)),
(2.6) T =
1
2
gijx˙
ix˙j =
1
2
pj x˙
j .
2.4. Newton’s second law. Now we will address the core of the theory: the laws of
motion. When M is endowed with a pseudo-Riemannian metric g, we get a canonically
associated second order differential equation: the so called geodesic field. The first law
of the Mechanics says that, if no force is impressed, the trajectories of a mechanical
system follow the geodesics of g (Inertia Law):
Definition 2.4. The geodesic field DG is the vector field on TM univocally determined
by
(2.7) ıDGω + dT = 0 .
In other terms, given g, the geodesic field DG is the symplectic gradient of (minus) the
kinetic energy.
Observe that DGT = 0, as it follows by contracting (2.7) with DG.
In local coordinates xi, x˙i,
(2.8) DG = x˙
i ∂
∂xi
− Γkij x˙
ix˙j
∂
∂x˙k
The interesting thing is that
Proposition 2.5. The geodesic field is a second order differential equation.
The solutions of DG are the geodesic curves of g.
Now we prescribe the central point of Newtonian Mechanics which simply states the
following:
“A mechanical system evolves according to a second order differential equation.”
On the other hand, we can obtain all of the second order equations by adding a vertical
tangent vector field V (=acceleration) to the geodesic field (=inertial motion). This
vertical vector field translates by means of the symplectic structure ω into a horizontal
differential 1-form α (=force form) and conversely:
(2.9) ιV ω = α, or, in coordinates, V
i = αi
where V = V i∂/∂x˙i = Vi∂/∂pi, α = αidx
i and we raise and lower the indexes as usual:
Vi := gijV
j , αi := gijαj . In other words, thanks to the metric g, accelerations and
forces are bi-univocally determined.
Then, from the above considerations, it is enough to take D = DG + V to prove the
following main result:
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Theorem 2.6. (Newton’s Law, [14]) The metric g establishes a one-to-one corre-
spondence between second order differential equations and horizontal 1-forms in TM .
The second order differential equation D and the horizontal 1-form α that correspond
to each other are related by
(2.10) ıDω + dT + α = 0.
The triple (M, g, α) will be called a mechanical system: “Under the influence of a force
α the trajectories of the mechanical system satisfy (= are the integral curves of) the
second order differential equation D associated with α”.
In local coordinates, let the second order differential equation D and the differential
1-form α be given respectively by
(2.11) D = x˙i
∂
∂xi
+ x¨i
∂
∂x˙i
, α = αi dx
i,
where the x¨i’s, and the αk’s are certain functions of x, x˙. Then, a straightforward
computation gives explicitly the relationship
(2.12) x¨k = −(αk + Γkijx˙
ix˙j).
3. Relativistic mechanical systems
We will consider relativistic systems as particular cases of classical mechanical systems
within the previous approach. Let us describe now what is the peculiarity of such
systems: motion of a particle in Relativity (yet in the special one) is parameterized
by the “proper time” of that particle, whose “infinitesimal element” ds is the so called
length element associated with a Lorentzian metric g.
For any pseudo-Riemannian metric g, the length element along a trajectory xi = xi(t)
parameterized by a parameter t is usually written as
ds =
√∣∣∣∣gij dxidt dxjdt
∣∣∣∣ dt.
We look for a well defined differential 1-form on TM , which coincides with ds along
each trajectory (once lifted from M to TM). The expression under the square symbol
is easily recognizable as the specialization of θ˙ = 2T (see (2.6)).
The main task now is to find a “generic” substitute for “dt” (recall that t is just the
parameter for one single trajectory): any quotient β/β˙ for a given horizontal differential
1-form β can play that role; we take β = θ in order to get a canonical choice. Finally,
we define the length element (maintaining the traditional notation) to be
ds :=
θ√
|θ˙|
=
θ√
|2T |
,
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where T is the kinetic energy function (this intrinsic construction of the length element
as a differential 1-form defined on TM was done in [15] (see, also, [2])). In local
coordinates:
ds =
pi√
|2T |
dxi =
pi√
|pjx˙j |
dxi =
pi√
|gjkpjpk|
dxi.
In this way, the classical “ds” is the restriction of the length element ds to the curve
in TM describing the lifting of the corresponding parametrized curve in M . Then we
can integrate ds along the parameterized trajectory (lifted to TM) to obtain “a” length.
It turns out that this length does not depend on the parametrization, and this is the
reason for which it makes sense to talk about the length of a curve.
If D is a second order differential equation on M , when we say that a curve solution
can be parametrized by the length element ds we means that the proper parameter for
such a curve solution of D is the specialization of ds = θ/
√
|θ˙| (we assume θ˙ 6= 0); that
is to say,
θ(D)/
√
|θ˙| = θ˙/
√
|θ˙| = 1.
Thus,
θ˙ = 2T = ±1
on such a curve solution of D.
Therefore, the second order differential equations on M which describe relativistic
motions are vector fields D (on TM) tangent to the hypersurfaces θ˙ = 2T = ±1. As a
consequence, DT = 0 on T = ±1/2.
On the other hand, by inner contraction with D of the Newton’s equation we get
0 = ıDıDω + ıDdT + ıDα = DT + α˙,
since ıDα = α˙ because α is horizontal (only terms dxi appear and ıDdxi = Dxi = x˙i).
Let us put D = DG +W . From DGT = 0, we obtain
(3.1) WT + α˙ = 0.
On the other hand, locally, W = Wi∂/∂pi and T = (1/2)g
ijpipj so that
WT = gijpiWj = x˙
jWj .
In this way, in the particular case when the Wj are homogeneous functions with respect
to x˙i, the condition WT = 0 for θ˙ = 2T = 1 implies WT = 0 for an arbitrary value of
T ; that is to say, WT (and so DT ) always vanishes for that class of W .
For all the above, it seems reasonable to give the following
Definition 3.1. A relativistic field on (M, g) is a second order differential equation D
such that DT = 0, where T is the kinetic energy function associated with g.
The previous discussion gives us
Theorem 3.2. A second order differential equation D on (M, g) is a relativistic field
if and only if the associated 1-form of force α meets one (and therefore both) of the
following two equivalent conditions
(1) α˙ = 0,
(2) α is a contact form.
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It is very important to remark that the above condition results to be independent of
the metric g; in particular, it has nothing to do with the signature of g.
In coordinates, a force α is relativistic if and only if
αi x˙
i = 0,
which can be read as follows: relativistic forces are those that does not work (gyroscopic
forces).
A significant class of relativistic mechanical systems are, of course, those defined by
Lorentz type forces:
α := ı d˙F = x˙
iFij dx
j,
where F is a differential 2-form F = Fijdx
i ∧ dxj so that
α˙ = x˙iFij x˙
j = 0
because Fij = −Fji. In the case of electromagnetic forces, the forms F come from
the configuration manifold M , but nothing prevents them, even if they are horizontal,
depending on the velocities: Fij = Fij(x, x˙); as a particular type, it could be Fij =
Fij,k(x)x˙
k. In that case, the force form depends quadratically on the velocities, etc.
On the other hand, a conservative system α = dΦ (for some function Φ in M) can
never be relativistic because α˙ = Φ˙ 6= 0 except in the trivial case α = 0 (the free of
forces system). Observe that this conclusion is, a priori, completely independent of any
consideration about “action at a distance”.
We refer to [15] for a more detailed analysis of relativistic forces in the sense above
defined.
4. Constraints
The general presentation of mechanical systems with constraints in the approach
given in Section 2 can be seen in [14, 2]. Here we will limit ourselves to developing two
particular cases that will be used later: time constraint and relativistic correction.
4.1. Time constraint. In a mechanical system build on a pseudo-Riemannian mani-
fold as above we do not have a priori a time function (which is not possible, although
this question admits a alternative approach; see the remark below). However, it is al-
ways possible to force a given function t to play the role of time, canonically modifying
the mechanical system. This constraint will “produce” a force on the trajectories of the
original system making t˙ to stay constant.
In order to put at its true value the process of time constraint, we must note the follow-
ing remarkable fact (see [2, 16]): every conservative n-dimensional mechanical system
can be obtained by applying a time constraint on an appropriate (n + 1)-dimensional
inertial system (inertial in the sense of being “free of forces”: α = 0 in Equation (2.10)).
This scheme is reminiscent of the Kaluza-Klein theory in some respects.
Remark 4.1. There is a concept that replaces the (non existing!) function “time” on
the tangent bundle; this was introduced by Mun˜oz-Dı´az in [14] and was called the class
of time: it is a well-defined family of differential forms that measures duration along
each trajectory; the existence of the class of time rests exclusively on the infinitesimal
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structure of the configuration manifold and is, therefore, independent of the datum of
a particular pseudo-Riemannian metric. See also [16] where this concept is discussed in
detail giving a clear meaning to the so-called absolute time and, in addition, possible
approaches to the role of time in Quantum Mechanics are proposed.
We now will describe how the time constraint is performed. We start from an arbi-
trary mechanical system (M, g, α) with Newton equation
(4.1) ıDω + dT + α = 0 .
Now, let us fix a function t ∈ C∞(M) so that dt is regular (eventually, shrinking the
domain of validity of the equations). We want trajectories where t˙ keeps constant. In
other words, t˙ have to be a first integral of the equations when suitably modified.
With the above purposes we consider the following congruence:
ıD ω + dT + α + λ dt = 0(4.2)
Dt˙ = 0,(4.3)
for a suitable “multiplier” λ ∈ C∞(TM).
In order to find the second order differential equation D, we put D = D + W ,
where D solves (4.1) and W is a vertical vector field on TM . In local coordinates
{t, x1 . . . , xn, p0, p1, . . . , pn} (say, t = x
0), we have W = Wα∂/∂pα, α = 0, . . . , n and
(4.2)+(4.3) become
ıWω + λdt = 0, W t˙ = −Dt˙.
On the other hand, ıWω = Wα dxα and t˙ = g0αpα, so that
W0 + λ = 0, Wi = 0, i ≥ 1, and g
00W0 = −Dt˙.
Finally we get, locally,
W = −
Dt˙
g00
∂
∂p0
.
This proves that W (and so, also D) exists and is uniquely determined by:
ıD ω + dT + α−
Dt˙
g00
dt = 0,
which is equivalent to substitute in Equation (4.1) the force form α by the modified
force form
α := α + λdt
where the “multiplier” λ equals −(Dt˙)/g00. (For a more intrinsic proof of the existence
of D, see [16]).
By it very construction, the curve solutions of D are parameterized by constant
multiples of t.
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4.2. Relativistic correction. In this case, as we shall see, the constraint has a slightly
different nature. As before, we start from an arbitrary mechanical system (4.1); as a
rule, that system is not relativistic in the sense of Definition 3.1 because α˙ can be non-
null (Theorem 3.2); this situation includes all the conservative systems α = dΦ except
the geodesic case dΦ = 0.
The modification to achieve relativistic trajectories (in the sense of the Definition
3.1) will consist in exerting a force in the very trajectory’s direction. Generically, such
a direction is given by d˙ = x˙i∂/∂xi (Section 2, Equation (2.4)); on the other hand,
ιd˙ ω = θ, so that, finally, what we will do is consider the addition of forms of force that
are multiples of θ.
In view of the above discussion, in order to get a relativistic system we can modify
the force along the trajectories as follows: we replace α (in the open set θ˙ 6= 0) by
α̂ := α−
α˙
θ˙
θ,
which, by construction, is a relativistic force:
˙̂α = α˙−
α˙
θ˙
θ˙ = 0.
In other terms, we substitute (4.1) by
(4.4) ıDω + dT + α−
α˙
θ˙
θ = 0 .
From the point of view of general Mechanics, the above procedure is the natural
“relativistic correction” of (4.1).
As a particular instance, it can be seen that Formula (2.25), Ch. II, of [5] is obtained
as the result of the above proposed relativistic correction: when the initial force α is
conservative, α = dΦ, we have
α̂ = dΦ−
Φ˙
θ˙
θ,
which, in local coordinates, is
α̂i = Φ,i−
Φ,j x˙
j
θ˙
pi, or α̂
k = Φ,i
(
gik − ukui
)
,
where Φ,i := ∂Φ/∂x
i and ui := x˙i/
√
θ˙ (for concreteness, we assume θ˙ > 0).
Following the same steps, we can obtain the coordinate expression for α̂ in general:
α̂i = αi − αju
jui, or α̂
k = αi
(
gik − ukui
)
.
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5. Intermediate integrals
This is a classical concept in the theory of differential equations: an intermediate
integral of a given differential equation is another differential equation of lower order,
whose solutions are also solutions of the above one. As an elementary example, first
order differential equations y′ = c are intermediate integrals of the second order equation
y′′ = 0. In some situations, to integrate all or a part of the intermediate integrals can
lead to integrate the starting equation. This is the case of the well known Hamilton-
Jacobi equation (see below).
We now are interested in intermediate integrals of a second order differential equation
D (Definition 2.1); therefore, we look for vector fields v on M (first order differential
equations) whose curve solutions are also solutions of D. Note that solutions of v are
parameterized curves in M , so we must prolong these curves to TM in order to be able
to say whether they are solutions of D or not. What happens is that, due to its special
structure, all solutions of D as curves in TM are prolongation of curves that come from
M .
Lemma 5.1. The tangent fields v on M that are intermediate integrals of D in (2.10)
are precisely those holding
(5.1) ıv dv♭ + dT (v) + v∗α = 0,
where v∗α is the pull-back of α by means of the section v : M → TM and T (v) = v∗T
is the kinetic energy function T specialized to the image of v.
The essence of the demonstration of the above lemma, which we will not give here,
is to apply that v is an intermediate integral of D if and only if it is fulfilled that
Dvx = v∗vx for all x ∈M ; see [2].
The identity stated in the following lemma is a modern version of the classical formula
of R3 vector calculus “grad(‖v‖2/2) = v × curl v + (v · grad) v”. A proof can be found,
for instance, in [4], Lemma 3.4.
Lemma 5.2. With the above notation
(5.2) ıv dv♭ + dT (v) =
(
v∇v
)♭
.
In particular, equation for the intermediate integrals (5.1) becomes
(5.3)
(
v∇v
)♭
+ v∗α = 0.
In the case when α is a differential form on M and if we denote by gradα the vector
field such that
(gradα)♭ = α,
then (5.1) is equivalent to
(5.4) v∇v + gradα = 0.
That is the version for intermediate integrals of the Newton equation in the form “mass
× acceleration = force”. A more general version, when α depends on the velocities (a
horizontal differential form on TM) is
(5.5) v∇v + grad v∗α = 0.
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5.1. Conservative systems. Hamilton-Jacobi equation. As it is well known,
when α is an exact differential 1-form, the system (M, g, α) is said to be conserva-
tive. Since α is horizontal, the potential function U such that α = dU it has to belong
to C∞(M). The function H = T + U is the so-called Hamiltonian function of the
mentioned system. In this case, the Newton equation (2.10) is
(5.6) ıDω + dH = 0,
or Hamilton’s Canonical Equations of Motion.
Equation (5.1) for the intermediate integrals of D is, now:
(5.7) ıvdv♭ + dH(v) = 0
In particular, when v is a Lagrangian submanifold TM (or equivalently, when v♭ is a
Lagrangian submanifold of T ∗M), it holds, by definition, dv♭ = dθ|v = 0, and the above
equation is simply
dH(v) = 0 o´ H(v) = cte.
Locally, Lagrangian condition means that exists an smooth function S such that v =
gradS or v♭ = dS: in this way we get
Proposition 5.3. The Hamilton-Jacobi equation for a conservative mechanical system
(5.6) is the partial differential equation of its Lagrangian intermediate integrals
(5.8) H(gradS) = cte. in TM , or H(dS) = cte. in T ∗M
This is a conceptual characterization of the Hamilton-Jacobi equation from which,
as it is well known, all the structure of the mechanical system is recovered.
6. Classical fluids as intermediate integrals
We will see in this section how Euler equations of fluids are recovered as those of
intermediate integrals of certain classical mechanical systems. When the fluid is isen-
tropic, it is enough to start from a conservative mechanical system. In more general
cases we must start with systems with integrable forces in the sense that they admit an
integrating factor. In order to stagger the exposition, we start from the simplest case
of steady fluids and then address the time-dependent case.
6.1. Steady case. This is an almost obvious result from the formal point of view. Let
us consider a mechanical system (M, g, α) in the case
α =
dP
ρ
,
for given arbitrary functions P , ρ ∈ C∞(M). In that case the equation of the interme-
diate integrals (5.4) is
v∇v +
gradP
ρ
= 0.
We recognize immediately Euler equation where P is the pressure and ρ the density.
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When P and ρ are functionally dependent, there is a function Φ such that α =
dP/ρ = dΦ, and the equation reduces to
v∇v + gradΦ = 0.
If, for example, M = R3 and g the usual euclidean metric, then we can say that the
fluids with dΦ = dP/ρ are, at the same time, the intermediate integrals of the equation
describing the motion of a point particle under the action of a potential force dΦ.
There is no need to say that we can consider also the addition of another force form,
say α = dP/ρ+ f , and we get a quite general Euler equation for an steady ideal fluid:
v∇v +
gradP
ρ
+ grad f = 0.
6.2. Unsteady case. In this particular case, we will consider a manifoldM := R×Ms,
endowed with a pseudo-Riemannian metric
(6.1) g = dt2 + gs
where t is the coordinate of R and gs is a family of pseudo-Riemannian metrics on Ms
(lifted to M by pull back), parameterized by t. The idea is to consider t as the time,
and gs as a “spatial metric”. That situation is not too restrictive: this is the case of
the classical mechanics and also that of the relativistic Friedmann-Lemaˆıtre-Robertson-
Walker cosmological models (v.g., [11], pp. 134 ff); In fact, locally it is not a restriction
at all, although it may involve a fairly arbitrary choice: the use of geodesic gaussian
coordinates associated to an appropriate “spatial initial hypersurface” puts, locally, a
pseudo-Riemannian metric in the above form up to a sign: along the hypersurface, it
is chosen a normal vector field which is taken as the set of initial conditions of geodesic
curves; in this way, the length of arc of these geodesics plays the role of t (see, for
instance, [8], p. 57 and, for the Lorentzian signature case, [1], pp. 59 ff).
Now, let us consider on M a mechanical system
(6.2) ıD ω + dT + α = 0, where α =
dP
ρ
,
for given functions P and ρ, i.e., we consider an integrable force 1-form α, where the
function ρ is an integrating factor.
Now, let us perform on the above mechanical system a time constraint t˙ = constant;
the new system is (4.2)+(4.3):
(6.3)
{
ıDω + dT + α + λ dt = 0
Dt˙ = 0
By contracting the first equation of (6.3) with D we get (dT + α)(D) + λt˙ = 0 which
gives us the useful identity
λ = −
(dT + α)(D)
t˙
.
According to Lemma 5.1 and Equation (5.3), if we put α := α+λdt, the intermediate
integrals v of (6.3) are those such that
(6.4) (v∇v)♭ + v∗ α = 0
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Therefore, we need compute v∗λ; first, easily v∗t˙ = v(t) and now, by taking into account
that Dvx = v∗vx because v is an intermediate integral, we get
v∗{(dT + α)(D)}(x) = ((dT + α)(D))vx = (dT + α)vxDvx
= (dT (v) + v∗α)xvx = ((dT (v) + v
∗α)(v))(x)
and then,
v∗{(dT + α)(D)} = (dT (v) + v∗α)(v).
In the specific case α = dP/ρ we have v∗α = dP/ρ (as a form on M) and then:
v∗{(dT + α)(D)} = v(T (v)) +
v(P )
ρ
.
In this way, (6.4) is
(6.5) (v∇v)♭ +
dP
ρ
−
v(T (v)) + v(P )/ρ
v(t)
dt = 0
or, in terms of vector fields,
(6.6) v∇v +
gradP
ρ
−
v(T (v)) + v(P )/ρ
v(t)
grad t = 0.
Since (6.1) it follows that
grad t =
∂
∂t
.
Remark 6.1. Although we have considered the constraint t˙ =constant, not every
intermediate integral v of the thus constrained mechanical system meets that v(t) is
constant: for example v = x ∂/∂t is an intermediate integral of t¨ = 0, x¨ = 0, but
v(t) = x is not a constant. The only thing we can assure is that v(t) is constant along
the trajectories of v or, in other words, v(t) is a first integral of v.
From now on in this section, we will assume that v(t) = 1. In particular, Equation
(6.6) becomes
(6.7) v∇v +
gradP
ρ
−
(
v(T (v)) +
v(P )
ρ
)
∂
∂t
= 0.
On the other hand, v can be decomposed as an orthogonal sum (with respect to the
metric (6.1))
(6.8) v =
∂
∂t
+ v.
If x1, . . . , xn, are local coordinates for Ms, then t, x1, . . . , xn are local coordinates for
M = R×Ms (in the corresponding open subset); thus,
v =
∂
∂t
+ vi
∂
∂xi
; in such a way that v = vi
∂
∂xi
.
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6.2.1. Static spatial metric. Now we will assume that the spatial metric gs does not
depend on t, so that gs is a fixed metric on Ms.
In order to interpret Equation (6.7), we will make its orthogonal decomposition (“time
and space components”) in the case (6.8). Firstly, from the assumption of static gs we
get (∂/∂t)∇∂/∂t = (∂/∂t)∇∂/∂xi = 0 so that we have
(6.9) v∇v =
∂
∂t
v + v∇v,
where v∇v denotes the covariant derivative with respect to the spatial metric gs (t is
just a parameter here) and
∂
∂t
v :=
∂vi
∂t
∂
∂xi
.
In particular, we see that v∇v is purely spatial (has no component in ∂/∂t).
In this way, the spatial part of (6.7) is
(6.10)
∂
∂t
v + v∇v +
gradsP
ρ
= 0,
where grads denotes the gradient with respect to gs (coordinate t being a parameter
here). Relation (6.10) is a generalized version of the classical Euler equation for a fluid
with pressure P and density ρ (generalized just in the sense that we do not necessarily
need gs to be flat).
With regards to the time part of (6.7) we have
1
ρ
(
∂P
∂t
− v(P )
)
− v(T (v)) = 0;
by taking into account that T (v) = g(v, v)/2 = 1/2+ gs(v, v)/2, the above relation can
be written as
(6.11)
v(P )
ρ
+ v(gs(v, v)/2) +
∂gs(v, v)/2
∂t
= 0.
which constitutes an unsteady version of the Bernoulli equation. However, this is not
an independent equation because can be derived from (6.10). In fact it is enough to
multiply scalarly (6.10) by v (with respect to gs) to obtain (6.11): for this we must bear
in mind that
gs(gradsP, v) = v(P ), gs(v∇v, v) =
1
2
v(gs(v, v)), and gs(∂v/∂t, v) =
1
2
∂gs(v, v)
∂t
.
As a consequence,
Proposition 6.2. The intermediate integrals v of a time-constrained mechanical system
(6.3) for α = dP/ρ, with static metric gs, such that v(t) = 1, are the vector fields
v = ∂/∂t + v satisfying
∂
∂t
v + v∇v +
grad sP
ρ
= 0 (Euler equation).
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When gs is flat, the equation above equals to Equation (2.3), p. 3 of [12]; in fact, it
is easy to obtain more general fluids if we add some force form to α getting Equation
(2.4), p.3 [12] or Equation (2), 3.43 of [13].
6.2.2. Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) type metric case. We
will now abandon the static hypothesis. To be able to specify, we will only consider
metrics of the form
g = dt2 − a(t)2 h,
where h is a fixed pseudo-Riemannian metric on Ms and a(t) is a given non-vanishing
function of t. The usual interpretation of a(t) in FLRW cosmological models is that of
a scale factor related to the radius of the Universe and the Hubble expansion (so that,
for instance, increasing a indicates an expansion over the course of cosmological time
t, etc.). We must emphasize, however, that we will not use any specific property of h.
In particular, we do not assume that the metric dt2 − a(t)2h is a solution to Einstein’s
equations. Therefore, the results of this section are valid for a broader class of metrics
than merely those of FLRW models.
We can proceed as before until equation (6.9) which must be modified according to
the following calculations: firstly, let us take local coordinates coordinates x0 = t in R
and x1, . . . , xn in Ms. In this way the coefficients of g are:
g00 = 1, gi0 = 0, gij = −a
2hij, i, j = 1, . . . , n,
where hij denotes the ij coefficient of metric h. Accordingly,
g00 = 1, gi0 = 0, gij = −
1
a2
hij , i, j = 1, . . . , n.
Now, an easy computation gives us the Cristoffel symbols for connection ∇:
Γ000 = 0 Γ
0
0j = 0 Γ
0
ij = a a˙ hij
Γk00 = 0 Γ
k
0j =
a˙
a
δkj Γ
k
ij = Γ
′k
ij ,
where primed Γ denote the symbols corresponding to metric h on Ms, and a˙ means
da/dt. In this way we get
∂
∂t
∇ ∂
∂t
= 0
∂
∂xi
∇ ∂
∂t
=
a˙
a
∂
∂xi
∂
∂t
∇ ∂
∂xj
=
a˙
a
∂
∂xj
∂
∂xi
∇ ∂
∂xj
= a a˙ hij
∂
∂t
+ Γ′
k
ij
∂
∂xk
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As a consequence,
∂
∂t
∇
v =
∂
∂t
v +
a˙
a
v
v∇
∂
∂t
=
a˙
a
v
v∇v = v∇
′
v + a a˙ h(v, v)
∂
∂t
where ∇′ is the covariant derivative associated with h in Ms (v is managed as a vector
field in Ms depending on the parameter t).
Therefore, equation (6.9) must be replaced by
(6.12) v∇v =
∂
∂t
v + v∇
′
v + 2
a˙
a
v + a a˙ h(v, v)
∂
∂t
Now, we must to insert (6.12) into (6.7), thus getting
(6.13)
∂
∂t
v + v∇
′
v + 2
a˙
a
v + a a˙ h(v, v)
∂
∂t
+
gradP
ρ
−
(
v(T (v)) +
v(P )
ρ
)
∂
∂t
= 0.
Taking into account that
gradP =
∂P
∂t
∂
∂t
−
1
a
gradhP, (gradh means gradient with respect to h)
v(P ) =
∂P
∂t
∂
∂t
+ v(P )
Tv =
(1− a2h(v, v))
2
, so that
v(Tv) = −
1
2
(2aa˙ h(v, v) + a2
∂h(v, v)
∂t
+ v(a2h(v, v))),
Equation (6.13) becomes
∂
∂t
v + v∇
′
v + 2
a˙
a
v + a a˙ h(v, v)
∂
∂t
−
1
a2
gradh P
ρ
−
(
−a a˙ h(v, v)−
1
2
a2
∂h(v, v)
∂t
−
1
2
a2 v(h(v, v)) +
v(P )
ρ
)
∂
∂t
= 0.
Simplifying the previous expression, we obtain
(6.14)
∂
∂t
v + v∇
′
v + 2
a˙
a
v + 2aa˙ h(v, v)
∂
∂t
−
1
a2
gradh P
ρ
+
(
1
2
a2
∂h(v, v)
∂t
+
1
2
v(h(v, v))−
v(P )
ρ
)
∂
∂t
= 0.
The last step consists of taking the time and spatial components of the above equa-
tion: the first one gives a Bernouilli equation and the second one gives an Euler equation:
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Proposition 6.3. The intermediate integrals v of a time-constrained mechanical system
(6.3) for α = dP/ρ, with FLRW-type metric g = dt2 − a(t)2h on M = R ×Ms, such
that v(t) = 1, are the vector fields v = ∂/∂t + v, where v is a tangent field on Ms,
satisfying
∂
∂t
v + v∇
′
v + 2
a˙
a
v −
1
a2
gradh P
ρ
= 0, (Euler equation).
Proof. Equation in the statement is the spatial component of (6.14). The time compo-
nent is
2
a˙
a
h(v, v) +
1
2
∂h(v, v)
∂t
+
1
2
v(h(v, v))−
v(P )
a2 ρ
= 0
(a Bernoulli equation). Nevertheless, this is a consequence of Euler’s equation as seen
if we multiply it by v with respect to the metric h, similar to what was done in the
static case. 
Equation in the above proposition is a general version (for vanishing potential) of the
Euler equation for non relativistic fluids in a FLRW type background metric (compare,
for instance, with Equation (14) in [6] where ∂/∂τ , ~v and p correspond with our a∂/∂t,
av and −P , respectively).
7. Relativistic fluids as intermediate integrals
Now the point of departure is the relativistically constrained mechanical system (4.4)
ıDω + dT + α−
α˙
θ˙
θ = 0 .
in the case α = dP/ζ (the reason for changing ρ for ζ is because now interpretation is
slightly different).
Hence, we have
(7.1) ıDω + dT +
dP
ζ
−
P˙
ζ θ˙
θ = 0.
In order to apply (5.3) for an intermediate integral v of (7.1), we need to compute
v∗α̂ when
α̂ :=
dP
ζ
−
P˙
ζ θ˙
θ.
On the one hand, v∗dP = dP , v∗ζ = ζ (as forms on M); next, v∗P˙ = v(P ) by
definition of P˙ ; finally, v∗θ = v♭ and, since θ˙ = 2T (Definition 2.3) we get v∗θ˙ =
2T (v) = g(v, v). Putting these values in the above relationship we arrive to:
v∗α̂ =
dP
ζ
−
v(P )
ζ g(v, v)
v♭.
In order to obtain convenient expressions for the equations of the intermediate inte-
grals, we will assume that v is time-like in the sense of being
g(v, v) = ‖v‖2 > 0;
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It should be clear that the opposite case, g(v, v) < 0, can be handled in the same terms,
although the final expressions would differ in some signs.
Let us denote β := ‖v‖ which is a first integral of v, because, in relativistic systems
(Definition 3.1), kinetic energy is constant along the solutions. In addition, v = βu for
a suitable unitary time-like vector field u. With this notation, the equation (5.3) (or
(5.1)) for the intermediate integrals of (7.1) is
(7.2) β2(u∇u)♭ +
dP
ζ
−
u(P )
ζ
u♭ = 0.
Or, in terms of vector fields,
(7.3) β2u∇u+
gradP
ζ
−
u(P )
ζ
u = 0.
As a consequence, for β = 1 and putting µ := ζ − P we arrive to the
Proposition 7.1. The Euler equations for a relativistic perfect fluid with pressure P
and energy density µ,
(µ+ P )u∇u+ gradP − u(P )u = 0
are the equations of the unitary intermediate integrals u of a mechanical system with
force form α = dP/(µ+ P ) once it is relativistically corrected.
As in previous sections, we use the adjective relativistic in a broader sense than usual:
we admit any type of pseudo-Riemannian metric, in any dimension and with arbitrary
signature.
8. Conclusions
We have shown that Euler’s equations for perfect fluids are the same as those of
intermediate integrals of (finite dimensional) mechanical systems, say a material point
particle; in each case, the appropriate natural modifications must be made, be they
time constraints or relativistic corrections. In this geometric way, a single mathematical
object is displayed giving rise to the basic equations of hydrodynamics in its classical
(stationary or not) and relativistic versions, for arbitrary pseudo-Riemannian metrics.
It is remarkable that the structure of a finite dimensional mechanical system contains,
in itself, that of perfect fluids which are continuum mechanical systems. More specifi-
cally, ensembles of virtual motions of a finite mechanical system perfectly fits with the
description of fluid dynamics. In the case of a relativistic fluid, something else should
be highlighted: an approach as a limit case from n-particle systems is problematic, but,
as we have seen, the consideration of intermediate integrals (virtual particle beams) of
a single particle does leads smoothly and directly to the equations of fluid dynamics.
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