A novel dual recurrent neural network is presented and is used to identify the dynamics for a robot arm with threeDegrees of freedom (DoF) and trained with a filtered error algorithm. The dual neural network has a structure of two recurrent neural networks working simultaneously, fighting each other to obtain the best identification values, being the criteria for the selection of the vest values: the standard deviation for the identification error. The neural identifier provides important information to a nonlinear block control transformation form acting as a control law to solve the trajectory tracking problem for the robotic plant's behavior.
Introduction
Many modern control systems require for their proper operation an accurate mathematical model; additionally, to control an actual robot, some technique to construct its model online is required.
A control system of high robustness for a robotic plant must be able to work under strong conditions of uncertainty in plant modelling, external perturbations and stringent nonlinearities.
It is known that a robot arm has stringent nonlinear dynamics, experiences parametric variations during operation (due to heating, hysteresis and mechanical wear) and is susceptible to external disturbances (e.g., shocks, air blasts, changes in the characteristics of objects handled, etc.). Even more, in this kind of plant, normally it is possible the complete access to the system states; nevertheless, this information might be noisy and contaminated with measurement errors and delays.
For most nonlinear systems, getting an accurate and reliable mathematical model represents a challenge due to their complex physical structure, hidden parameters and highly coupled dynamics [1] ; artificial neural networks (NNs) have become an attractive tool in constructing complex models of nonlinear systems [2] , which is called 'system identification' [3] . To obtain an effective control law for a robot arm a system identification is required. The use of recurrent neural networks (RNNs) for identification and control has increased recently [4] because of their excellent adaptability and learning capabilities in the presence of external disturbances and uncertainty in modelling, such as those occurring in a robotic plant.
In the recent robust control literature, numerous approaches have been proposed in order to achieve satisfac-tory control performance in nonlinear systems. Among these, nonlinear block control (NBC) transformation (combined with sliding modes) is a very good methodology [5] , although NBC requires for its operation the information provided by a strong mathematical model (i.e., requires a RNN as an identifier).
Some works suggest the use of multiple NNs as an identification system with a switching algorithm applied to select the best model, as in [6, 7] . Nevertheless, very few of them use RNNs to be used in NBC or backstepping control systems.
In particular, in [6] an identifier-based adaptive control is proposed which acts as an indirect adaptive control with multiple models and NNs, using a hysteresis switching algorithm to select the best model. From [6] , the following question arises: how would the NN perform when selecting the best data instead of selecting the best model? This can be investigated taking into account another switching law.
In [8] , two parallel NNs are used to feed a conventional sliding mode (SM) system to control a two-DoF robot arm. The NNs have a feed-forward structure and are trained with the gradient descendent algorithm. Nowadays, it is well known that RNNs give the best results when combined with SM (particularly with high-order SM).
In [9] , a RHONN structure is used to identify the robot arm dynamics to obtain a solution to the trajectory tracking problem for robotic manipulators. The RHONN learning is performed online by a Kalman filtering algorithm. [9] has a dynamical single NN, as occurs in [10] .
Main Contribution The main contribution of this work is to provide an improved dual recurrent neural network (dual-RNN) which has a novel and effective switching system for selecting the best identification values for the behaviour of a robotic plant while also improving the controller performance as a closed-loop system.
In this work, the dual-RNN is proposed with the following design:
• It is structured by two NNs -one of them is a first-order RNN and the other is a second-order RNN -both working simultaneously.
• It is used with a switching law to select online the best data (important: not to select the best model).
• The criteria to select the best data are based on the standard deviation of the identification error.
• Both RNNs are trained with the filtered error algorithm in continuous time.
• It is fed back through a NBC; then, the dual-RNN is inside a closed-loop control system.
By way of overview, Figure 1 shows the closed-loop control scheme in a block diagram, where can be seen the role of the dual-RNN working within the control system. 
General Outline
Section 2 presents the characterization and mathematical model for an actual robot arm which is the plant to be identified. In Section 3, the dual-RNN as an identifier for the robot arm of section 2 is treated in detail. Section 4 is devoted to obtaining a system control signal which is needed for the dual-RNN's operation. In Section 5, simulation results are presented. Finally, conclusions are set forth in Section 6.
Robot Arm
The actual robot considered here was designed and constructed by the main author and is presented in Figure  2 , where it can be seen that it has a closed housing structure for working in dusty industrial environments, being constructed of nylamid, aluminium and steel. The mechanical configuration of the robot is a three-DoF selective compliant articulated robot for assembly (SCARA) [11] which has first and second joints of revolute type (it allows for the relative rotation between the two links), and linear relative motion can be performed by a third joint of prismatic type. Its parameters are shown in Table 1 . 
Direct Kinematics
The Denavit-Hartenberg (DH) convention [12] is a commonly used method for selecting frames of reference in robotic plants to obtain a kinematics mathematical model. The DH convention involves the following homogeneous transformation matrix: Now, to go from system 0 to system 3 we compute
to obtain the position and orientation of the end-effector using the information of Tables 1 and 2 , such that we get:
with ς 1 = 0.25cos(q 1 + q 2 ) + 0.215cos(q 1 ) and ς 2 = 0.25sin(q 1 + q 2 ) + 0.215sin(q 1 ) where q 1 rad , q 2 rad and q 3 m are the articular plant positions.
The direct kinematics for the robot are obtained from the last column of (2) and are given in numerical form as: 
Inverse Kinematics
We can obtain the inverse kinematics by solving the equation ( 
where J is the Jacobian matrix obtained from J = ∂ ∂ q X . To obtain (4), recall the chain rule: Ẋ = J q.
Computing and integrating (4), the inverse kinematics are obtained and given by: 
Attitude of the End-effector
The end-effector orientation is given by:
( ) where γ, ϕ and ψ are for the pitch, roll and yaw movement, respectively [14] .
Considering the parameters of the SCARA arm (Table 1) , the solution to (6) gives γ = 0 , ϕ = q 1 + q 2 and ψ = 180 . As such, the roll movement is the only one present in this mechanical robot arm configuration.
Dynamics
By using the Euler-Lagrange approach [15] , a total torque vector (τ ∈ ℝ 3 ) is obtained and is given by:
where
is the inertia matrix, U ∈ ℝ 3 is the potential energy vector and 
the dynamics for the robot are given by:
In order to have a numerical dynamics model of the actual robot, we will convert (7) into the following seven-step algorithm taking data from Table 1: 1. To obtain the forward kinematics for each centroid joint using equation (3).
2.
To obtain the linear speed v from:
3. To obtain the kinetic energy (K ) present in each i -th link via computing
where g = 9.81m / s 2 and h i are the height of the i -th link.
5.
To obtain the Lagrangian (L ) with
6.
To apply the Euler-Lagrange movement equations to obtain the i -th link torque as:
To rearrange the entire resulting expression according to the form that possesses equation (8) . After this, we have: ( ) ( ) where:
where f 1 , f 2 and f 3 must be obtained heuristically accord-
ing to the friction model presented in [12] . Thus:
Finally, substituting the parameters of 
State Space Representation
The dynamics equation in the state space is given by:
where χ 1 = q 1 q 2 q 3 T and χ 2 = q 1 q 2 q 3 T are the articular position and articular velocity respectively; y is the actual system output; and δ(t) ∈ ℝ 6 is a function which represents system noise and external perturbations. In a closed-loop control system, χ 1 and χ 2 become contaminated with δ(t).
The function of the robot's mathematical model in a control system implemented in the simulation stage is to have an identifiable pattern for the dual-RNN and to obtain closedloop results.
Dual-RNN
The identification process is required when a control law such as the NBC transformation form needs the appropriate plant model.
The function of the NN within the system is to identify the dynamic plant behaviour. The problem with neural identification is to select an appropriate model for the task as well as the adjustment of its parameters according to some adaptive law so that the response of the neuronal identifier to an input signal approximates the system response for the same input [16] .
Dual-RNN Structure
The dual-RNN is composed of two RNNs -one of them is a first-order RNN and the other is a second-order RNNboth working simultaneously and competing with each other to obtain the best identification values, which are selected by a switching system and according to certain criteria.
Each of the RNNs has a similar structure to that of the state space representation for the robot's dynamic model (see equation (9)) and they are given in decoupled form by:
where ⋅ It is important to mention that a dual-RNN given by equations (10) and (11) 
Neural Activation Functions
If equations (10) and (11) represent a dynamic NN and have vectorial activation functions given by
are transposed synaptic weight vectors. Vectorial activation functions are proposed with seven elements each (n = 7), and their structures were obtained in a heuristic way from numerous experiments performed leading up to this work.
The best activation functions obtained for the first-order RNN are as follows: 1  1  2  3  1  2  1  1  2  3  2  3  1  1  2  3  3  1  2  1  2  3  1  2  2  1  2  3  2  3  2  1  2  3  3 [ ( ) ( ) ( ) ( ) 0 0 0]
and the best activation functions obtained for the secondorder RNN are as follows: 1  1  2  1  3  2  2  2  2  1  2  2  2  3   2  1  2  2  2  3  3  2  3  3  1  3  2  3  3   3  1  3  2  3 ( )
where S ( ⋅ ) represents the tanh ( ⋅ ) function whose products give the second RNN its character as second-order.
RHONN Training Algorithm
Consider the system described as follows:
where Θ l is the estimator of the NN synaptic weights Θ l , χ l represents the plant states and x l the NN identifier. The difference between both is the identification error, represented as:
being due to meet:
Next, the NN synaptic weights are updated by the training law:
which is called the 'filtered error algorithm' [17] , where γ represents a learning rate (i.e., an adaptive gain). On the one hand, a very high rate of learning will make the system unstable. On the other hand, a very low rate of learning will make the system slow to learn. This last parameter is obtained in a heuristic way.
To train (10)-(11) l = 1 ⋯ 6, (15) can be expressed as:
and (17) can be expressed as:
with i = 1,2,3, j = 1,2 and taking into account that
T according to (9) .
Through Θ, χ becomes an indirect input for the dual-RNN.
Switching System
The information delivered to the control law (which is discussed in the next section) from the identifier is:
, Θ 1 and ẋ 1 . This information is produced in a dual form for each item, but just one element of this double data is selected online using certain criteria. In this work, a novel criterion to select the best values is proposed: take the data coming from the minimum standard deviation of the identification error, expressed by the following laws for switching:
where σ є j i is the standard deviation of the identification error for the i -th state of the j -th block.
Each i, j -th switch acts independently. As such, the dual-RNN output contains information from both the first-order and the second-order RNNs simultaneously. This ensures that the identification process significantly improves, i.e., the dual-RNN identification error (18) is lower than that of any single RNN, the obtained synaptic weights are more accurate and the ΘZ term is closer to the sum of the nonmodelled dynamics, parametric variations, external perturbations and noise.
Control
The dual-RNN (10)-(11) needs a control signal u for its operation. A NBC transformation form generates this u and is an ideal controller for this work due to the fact that the NBC is designed from a block structure, such as that given by equation (9) .
In nonlinear control theory, there already exists an algorithm to construct a NBC with a similar structure to that of (10) or (11) , and from which can be built a driver for the system:
where x represents the states of the system; f (x,t) is a function containing a feedback signal; u is the control signal; ϕ(x,t) is a function that necessarily does not affect the feedback or the system control term. As such, it represents parametric variations, unmodelled dynamics and disturbances affecting the system, which are calculated through (10)- (11) by the product of the synaptic weights Θ and activation functions Z .
Next, since we have an identification system similar to (23) according to the NBC transformation form technique [18] , and taking into account that we have a relative degree system r = 2, the following expression is obtained:
( ) 
3 T with j = 1,2, (come from (20));
come from (21); ẋ 1 ∈ ℝ 3 come from (22); and u eq ∈ ℝ 3 is the control signal delivered by the NBC. For a detailed procedure in obtaining (24), see [19, 20] .
The dual-RNN is fed with:
with upper limits of +24 Nm and lower limits of -24 Nm, which are the operational ranges of the plant. The saturation function in (25) acts as a conventional SM.
Simulation
The implementation of the system is made in MATLABSimulink (Copyrights and registered trademarks of The MathWorks, Inc.).
A block diagram was constructed, as shown in Figure 1 , to obtain simulation results for the experiments designed in this work.
Simulation Conditions
For the block model made in Simulink, we have work conditions, listed below.
Equations (10)- (11) and (19) are involved in the subsystem dual-RNN of Figure 1 , with the following conditions and parameters:
• Neural adaptive gains in the order of 5 × 10 6 (γ l in (19)).
• State gains in the order of 750 (a j i in (10)- (11)).
• Input gains in the order of unity (g i and h i in (10)- (11)).
• Feedback gains in the order of unity.
• Initial conditions for the NN at the origin.
• Computer sampling time is 0.0001 s.
• Computer solver: Bogacki-Shampine. In what follows, we considered the notation for the initial conditions of the robot as χ 1 i (t) = q i and χ 2 i (t) = q i .
For the motor moving the third link of the robot, 1 rad is equivalent to 1.9 × 10 −2 m of prismatic displacement. For convenience, in this section q 3 and q 3 are expressed in [rad] and [rad / s] respectively.
Simulation Results I
It is important to observe the behaviour of the standard deviation for the identification error (σ є ), since this is the criteria to select the best identification data.
The reference signal r(t) that must track the robot arm in the experiments of Simulation Results I and II is disclosed in Table 4 . Several operating conditions for the simulation were taken into account, as specified below.
In Figure 3 can be seen In Figure 6 can be seen σ є In the long run, there is a clear gap between the two lines due to the feedback effect on the dual-RNN. However, the movements of an industrial robot, take less than a second for pick and place processes, welding processes, among others.
Simulation Results II
To verify the best performance of the dual-RNN with respect to a traditional RNN, is necessary to replace the dual-RNN block in Figure 1 with RNN1 or RNN2, and so obtain results for each in a separate manner. This ensures that the feedback of either one of them does not affect the performance of the other. Table 5 comprises three sections: the top is for the dual-RNN data, the middle is for the RNN1 data (without feedback from RNN2), and the one below is for the RNN2 data (without feedback from RNN1). The data are obtained for different simulation times and there is an averages row for each, where we can observe that the minimum values correspond with those for the dual-RNN. Due to the foregoing, it follows that the dual-RNN as an identification system gives better performance than a single first-or second-order RNN.
movements of an industrial robot, take less than a second for pick and place processes, welding processes, among others.
To verify the best performance of the dual-RNN with respect to a traditional RNN, is necessary to replace the dual-RNN block in Figure 1 with RNN1 or RNN2, and so obtain results for each in a separate manner. This ensures that the feedback of either one of them does not affect the performance of the other. Table 5 comprises three sections: the top is for the dual-RNN data, the middle is for the RNN1 data (without feedback from RNN2), and the one below is for the RNN2 data (without feedback from RNN1). The data are obtained for different simulation times and there is an averages row for each, where we can observe that the minimum values correspond with those for the dual-RNN. Due to the foregoing, it follows that the dual-RNN as an identification system gives better performance than a single first-or second-order RNN. 
Simulation Results III
The dual-RNN as identifier for the robot arm must adjust the synaptic weights online to obtain the correct neural states: x The secon and χ 2 1 (0 
The dual-RNN as identifier for the robot arm must adjust the synaptic weights online to obtain the correct neural states: The reference signal r(t) that must track the robot in the experiments of this subsection is shown in Table 6 . ) in green). This is due to the medium noise level, which has a noise power near to δ light × 400. Nevertheless, as can be seen in Figure 12 , the identification time is similar to that with a light noise level. Even more, after the transient the two lines remain attached each other. 
Additional Results I
With the aim of demonstrating the performance of the control system, tracking results are presented. It is not intended to show the benefits of the driver.
In Figure 14 , the second link is tracking the reference signal given in Table 4 In Figure 15 , the second link is tracking the reference signal given in Table 4 It can be seen that the identification process is more difficult for the operating conditions shown in Figure 14 compared to those shown in Figure 15 , since with high noise levels the robot's movements are rougher.
Additional Results II
Even though the aim of this work is not to present the benefits of any control system, in order to give the reader a point of comparison regarding the performance of the dual-RNN operating within the control system, we provide below a performance comparison of the system given in Figure 1 (hereinafter called 'dual-CS') against a classic, but enhanced, PID controller, the parameters of which are given in Table 7 and which is tuned heuristically. This enhanced PID controller generates a control signal from a high speed computed control system, which makes it a kind of computed torque control system. For a classic nonenhanced PID, it is virtually impossible to track hard reference signals combined with the highly nonlinear dynamics of the plant.
The noise conditions under which the experiments are performed in this subsection are δ Medium and the reference signal r(t) that must track the robot arm is disclosed in Table 8 . Figure 16 shows the performance of the dual-CS in tracking a square wave as the reference signal. Here, one can observe excellent controller behaviour, even with a medium noise level. Nevertheless, due to the noise -suddenly, for short periods of time -strange behaviour is exhibited in the signal tracking (see in the vicinity of 0.5 s and 8.5 s). Figure 17 shows the performance of the PID controller defined by the first row of Table 7 tracking the same reference signal of Figure 16 . It can be seen that the noise does not allow the controller to produce the characteristic PID tracking form for a square wave, which is the same as that produced for a step as the reference signal (a soft rounded overshoot no longer than 25% of the amplitude).
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As occurs in Figure 16 , strange behaviour is exhibited in the signal tracking (see in the vicinity of 0.5 s, 2.2 s and 6.2 s). Figure 18 shows the performance of the dual-CS tracking a sawtooth as the reference signal. As in Figure 16 , the dual-CS's performance is remarkable. This kind of reference signal does not produce strange movement for the robot positioning. The return from the overshoot is excellent and the transient is short enough. Figure 19 shows the performance of the PID controller defined by the second row of Table 7 tracking the same reference signal of Figure 18 . It can be seen that the controller cannot deal with the noise level, with this kind of reference signal nor with the first and third link movements acting as external perturbations for the second link. 
Conclusions
The dual-RNN is capable of working under different operating conditions, such as strong, high, medium, low and light noise levels, bounded external perturbations and initial conditions for the robot out from the origin.
When a RNN inside the dual-RNN fails to identify, the other RNN becomes the backup for the system (see Figure 5 ).
The dual-RNN's performance was better than that of a traditional single RNN (see Table 5 ); as such, this novel dual-RNN becomes an improved identifier for a robot arm.
Furthermore, the dual-RNN gives more robustness to the control system than would be the case for a single RNN.
The authors would recommend the implementation of the dual-RNN if you have a robotic system working inside a factory or a noisy environment, as well as when the tasks of the robot include high-speed or short movements, such as pick and place or welding processes.
The dual-CS, which uses the dual-RNN as an identifier, is stronger and more robust compared with a classical PID controller, both working within similar conditions: the same reference signal and the same noise levels. The use of the dual-RNN is not limited by working within a dual-CS but can be the identifier for any control system that requires it.
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