A sequential updating method for assimilating Geosat altimeter data into an eddyresolving, quasi-geostrophic model is examined using simulated data of mesoscale features taken from a control run solution. The upper-layer streamfunction in the model is updated by the "altimeter" data on satellite tracks (at ~110 km intervals) at times of observations (with 17-day cycles). To evaluate data suitability, the correlation between the data and the assimilation solution just before update is compared with the correlation between the two data with a 1-cycle separation: i.e., predictability is compared with persistence. The assimilation method is tested on mesoscale features such as linear Rossby waves, unstable mesoscale meanders in a jet and dipole eddies over realistic deep ocean topography. The assimilation method is successful for reconstructing the mesoscale features that evolve gradually or extend over more than one track. Assimilation is degraded by quick evolution of smaller scale features; i.e., the unstable meanders that have short wavelengths and are not well captured by the altimeter with the low cross-track resolution, and the mesoscale features, whose lower layer component receives effects of bottom topography in the data but is underestimated due to inefficient downward transfer of the surface data in the assimilation.
Introduction
Mesoscale oceanographic features with horizontal scales of ~100 km have been studied extensively, because they are predominant in most of the world oceans and may play important roles in various processes such as meridional transport of heat and other water properties. One of the energetic regions associated with mesoscale variability is the Gulf Stream plus its extension region (the North Atlantic Current), referred to as GS and NAC hereafter.
The Geosat altimeter gives a direct measure of dynamic topography at the sea surface after the removal of error and the application of atmospheric and tidal corrections (Zlotnicki et al., 1989) . The rms sea surface height variability shows a high anomaly band with amplitudes of ~1 m along a historical GS path (Tai, 1990) . Kelly (1991) analyzed the Geosat data to give the variable locations of the GS axis, cross-Current structure and surface transport. Le Traon et al. (1990) and Le Traon (1991) showed the spatial and time decorrelation scales of the mesoscale features to be 120 km and 40 days in the GS and NAC area, respectively.
Assimilation of altimeter data into a numerical model is a necessary component in ocean prediction of mesoscale features and has been investigated extensively over the last several years, because only a satellite altimeter can regularly monitor the sea surface dynamic height over a large domain. However, as pointed out by various authors, there are two kinds of limitations in the Geosat altimeter data for observing mesoscale features: one is low cross-track resolution, and the other is a lack of subsurface information. Kindle (1986) examined choice of a repeat period and a cross-track interval for assimilating mesoscale eddies using "simulated" data in a reduced gravity primitive equation model of the Gulf of Mexico. He suggested that only two tracks were sufficient to reconstruct a nearly stationary eddy with a radius of ~300 km. White et al. (1990a, b) focused also on the effects of the low resolution by introducing the terminology "the Nyquist wavelength", which is twice the cross-track interval with the 3-day separation. To assimilate baroclinic planetary Rossby waves in the California Current with the space and time decorrelation scales of ~400 km and 40-135 days, White et al. (1990a) showed that the space-time sampling of the Geosat altimeter (~140-km track intervals and 17-day repeat intervals) was appropriate. In assimilation of simulated altimeter data into the same model of the GS, White et al. (1990b) suggested that mesoscale eddies were not reconstructed in the nonlinear portion (near the strong jet), because the cross-track interval is large relative to the eddy size.
Since surface features are sometimes sensitive to the subsurface flow field (e.g., planetary and topographic Rossby waves), transfer of the surface data into the subsurface is required for reconstructing the surface features. Although the altimeter data supply has no direct information on the subsurface field, surface data separated in time may provide information about the subsurface field. Webb and Moore (1986) examined the feasibility using altimeter data to reconstruct the subsurface field associated with linear planetary Rossby waves over a flat bottom. They showed that continuous (in time and space) data for 100 days made the separation of the barotropic and first baroclinic waves possible due to a difference in phase speeds between the two modes, and hence, the subsurface field was reconstructed.
In sequential updating assimilation, two methods have been used to reconstruct the subsurface field. One method uses empirical vertical modes observed in the ocean, and the other the mode adjustment which takes place in a model. De Mey and Robinson (1987) carried out assimilation for the POLYMODE area first with hydrographic and float data and then only with "simulated" altimeter data (constructed from the hydrographic and float data) along with a vertical projection based on the empirical modes. The model solution that was constrained by the altimeter data at the sea surface rapidly converged to the data in ocean interior as well.
As a numerical model evolves by itself after surface data input, the surface information is transferred downward by vertical mode adjustment. Hurlburt (1986) assimilated "simulated" altimeter data only as sea surface height information into a free surface, two-layer primitive equation model. He showed that the subsurface mesoscale field was reconstructed reasonably well by the mode adjustment, provided that update intervals were about half the shortest major time scale. Holland and Malanotte-Rizzoli (1989) studied a simple relaxation ("nudging") technique of assimilating altimeter data into a multiple layer quasi-geostrophic model. Examining influence of various data resolution, they showed that their method worked well with a nearly perfect space-time resolution of sea surface height, in which data were supplied at every model grid point.
An additional condition can be used at update. Haines (1991) used the condition that, in a multiple layer quasi-geostrophic model, the potential vorticities in the lower layers were unchanged at the time of data injection, where the data was given to the top layer only. He showed that the subsurface field converged to "simulated" altimeter data in ~200 days in the Gulf Stream. Mellor and Ezer (1991) used empirical mode information: a model was updated using empirical vertical modes, and the mode adjustment otherwise took place in the model.
Although the studies cited above showed that the vertical transfer took place in models, it is noted that the performance was judged from the overall solutions. It is still a question whether individual mesoscale features are well assimilated using the sequential updating method. The behavior of a mesoscale feature is sensitive to the structure in the bottom layer over a bottom slope; e.g., a topographic Rossby wave can propagate upto 10 times faster than a planetary wave, so affecting surface features. Thus, minor errors in the lower layers could produce significant errors at the surface. It is necessary to examine whether the Geosat altimeter data are successfully assimilated for energetic mesoscale features over a typical slope such as Newfoundland ridge. An additional difficulty may come from the nonlinearity of assimilated flow field. A linear system such as a Rossby wave is more easily assimilated: as a mesoscale feature crosses an altimeter track, it can be reconstructed in a piecewise fashion by the altimeter data over several repeat cycles. However, a nonlinear system such as a dipole-eddy feature, which is propelled by the velocity field associated with the feature itself, will be greatly affected by the flow field after each update. Thus, piecewise update over several repeat cycles does not guarantee reconstruction of such a feature. In addition to smaller horizontal scales, nonlinearity might have made assimilation of mesoscale features in the GS and NAC harder than in the California Current, in which rms sea surface height variability is ~0.1 m (White et al., 1990a) .
In addition to the sequential method, there is a full-range of inverse methods (Ghil and Malanotte-Rizzoli, 1991) . However, only the sequential method is summarized above and examined in the rest of the paper. In this paper, we focus on three possible problems associated with assimilation of the Geosat altimeter data: (1) low cross-track resolution, (2) vertical transfer of surface information and (3) reconstruction of nonlinear mesoscale features. "Simulated" data from a control run using a two-layer, quasi-geostrophic model are injected into the same model for typical individual features: jet meanders and dipole-eddies. Simpler models are also employed; i.e., a one-dimensional advection model and a two-layer, Rossby wave model are driven by data taken from theoretical solutions with the space-time sampling of the Geosat data.
An eddy-resolving quasi-geostrophic model is introduced in Section 2, along with methods of update and data-solution comparison, and the basic behavior of the model. In Section 3, basic examination of the assimilation scheme is carried out by using the linear wave models. Assimilation of simulated data taken from control runs of the nonlinear model is presented in Section 4, and results are discussed in Section 5.
Numerical Model Description

Quasi-geostrophic model
The region including the Newfoundland ridge and basin, over which the GS and the NAC flow eastward or northeastward, is chosen as a study area in this paper. As shown in Fig. 1 , Geosat tracks are oriented nearly perpendicular to the GS and the NAC at intervals of ~110 km. Only the ascending path data are available, because some descending path data are missing from the south of Greenland to the study region, and the existing data contain large noise spikes (Le Traon et al., 1990; Kelly, 1991; Le Traon, 1991) . The descending path data are also missing near the Kuroshio region, and assimilation of only the ascending data is common in the GS and the Kuroshio.
The GS and the NAC have been studied by various authors (Ikeda and Apel, 1981; Kelly, 1991) : they have jet-structures with core widths of ~50 km and meanders with wavelengths of 300~500 km. Meanders are often pinched off, generating both cyclonic and anticyclonic mesoscale eddies. Thus, meanders of a jet and dipole eddies are the mesoscale features to be examined in this paper. These features are quite common in strong oceanic jets such as the Kuroshio.
The model used in this paper is kept as simple as possible so that model sensitivity may be examined to a realistic number of important parameters. However, the model must have appropriate physics to describe observed processes. A one-layer model is the simplest one in terms of vertical resolution, whereas it is inappropriate because of well known vertical shear in the GS and the NAC. The second simplest model is a two-layer model with a motionless lower layer (a reduced gravity model). However, its deficiency is easily predicted from lack of baroclinic instability, a barotropic planetary Rossby wave and bottom topographic effect, all of which have been found to be important in the GS and the NAC (Ikeda and Apel, 1981) . Hence, a two-layer model with an active lower layer is chosen here.
The model used in this paper is similar to the two-layer quasi-geostrophic model developed by Ikeda and Apel (1981) . Model parameters are chosen as follows, although some of them are varied in case studies: the upper layer contains the GS and the NAC with a thickness of H 1 = 250 m, and the lower layer has a thickness of H 2 = 4750 m. The density difference, ρ 2 -ρ 1 , between the two layers is taken to be 2 kg m -3 (Grant, 1968) . A horizontal length scale is chosen to be the internal Rossby radius associated with the upper layer, The basic equations for pressure deviations or streamfunctions, p 1 and p 2 , express conservation of potential vorticity with minor effects of bottom friction overlying gentle bathymetry on a β-plane,
where
The coordinates x and y are chosen to be along-current (cross-track) and cross-current (along-track), respectively, and t is time. The orientation angle α of the GS and NAC is measured counter-clockwise from east to be 24°. Bottom topography is represented by H b , where the total depth is H -H b . Bottom friction is assumed to be linear with a coefficient r scaled by RoH 2 f 0 . Nondimensional parameters are d 2 = 19, Ro = 0.45, κ = 0.02 and βL 2 /U = 0.0067. The Rossby number Ro based on L is not much smaller than 1. However, Ro based on a radius of a typical mesoscale feature (~100 km) becomes 0.1, and confirms the validity of the quasi-geostrophic approximation.
As suggested by Clarke and Brink (1985) , bottom friction is given by Ekman type of stress, -ρ 0 r(u 2 , v 2 ), where (u 2 , v 2 ) are the lower layer velocities. The coefficient r is chosen to be 4.5 × 10 -3 m s -1 or κ = 0.02, which is ten times larger than the value estimated by Clarke and Brink for a shallow ocean. The bottom friction here is meant to include effective friction due to irregular bottom topography with a small (<100 km) horizontal scale, giving an e-folding decay time scale of 50 (12.5 days). The value of κ is reduced in the cases of examining bottom topographic effects to maintain barotropic circulation during the assimilation period for longer than 50 time units.
The model domain shown in Fig. 2 is chosen to be a rectangle with an x-length of 35 (770 km) and a y-length of 40 (880 km). The axes and boundaries are made to correspond to the GS and NAC axis and the Geosat Tracks ( Fig. 1) as follows: the mean axis and the Geosat Track -1 (2-track west from Track 1) are taken to be the x-and y-axes, respectively. The western and eastern boundaries are Track -1 and Track 6, with the other 6 tracks at x-intervals of 5 (110 km). The northern and southern boundaries are separated by 4° in latitude from the mean axis: a y-length of 5 is equal to 1° (≈110 km). The northern boundary corresponds to the shelf break in the southeast of the Grand Banks and Flemish Cap. The southern boundary is taken in the open ocean area as a purely artificial boundary. Minor distortion from the exact rectangle are present but neglected here.
The model bottom topography in Fig. 2 is an idealized version of the real topography ( Fig.  1) . The Newfoundland ridge and basin are two features to be included here. The ridge is modelled by a half-Gaussian bump with its center at Track 1 and the northern boundary, elongated in the y-direction: a half x-width of 5 (110 km) and a half y-width of 20 (440 km). The height is h r = 0.5 (1100 m). The Basin is modelled by a circular half-Gaussian depression with a depth of h b = 0.4 (900 m) and an e-folding radius of 12.5 (275 km).
Thus, the deepest point is taken to be the reference bottom (5000 m). The boundary conditions are described next. The streamfunction is fixed on the side boundaries (y = -20 and 20) and the western boundary (x = 0). A free-slip condition on the side boundaries is consistent with the assumption of no horizontal viscosity. Near the western boundary, a sponge region is built (0 < x < 5), in which vorticity is forced to converge to the value at the western neighboring grid with a time scale of a day. Hence, the streamfunction has negligible x-gradient. This boundary condition is useful for suppressing spurious barotropic Rossby waves, which propagate westward and could grow by coupling with the inflow at the western boundary without the sponge region. At the eastern boundary, a radiation condition at a phase speed of the dominant meanders is used for the streamfunction and potential vorticity in a control run (Ikeda and Apel, 1981) .
Updating procedure
A simulated Geosat data set is first constructed from a control run: the basic equations (2) are integrated in time, and the initial condition is composed of either a straight jet with small amplitude meanders for a study of jet meanders or a dipole eddy feature imbedded in an otherwise motionless field for a study of dipole eddies. The upper-layer streamfunction is taken as the simulated data from sequential tracks at 3-day intervals with 17-day repeat cycles: Track 1 on Day 0, Track 2 on Day 3, ..., Track 6 on Day 15, Track 1 again on Day 17. Note that no data are taken on Track -1 and 0.
In an assimilation run, the basic equations are integrated from the corresponding initial condition: the straight jet (without meanders) for the jet meander study or the motionless field (without eddies) for the dipole eddy study. The model is updated with the simulated data by data injection for forcing mechanisms. The solution is changed by the data on Tracks 1-6 in the same sequence as the data were collected. The entire data on each track at each repeat cycle are injected at once.
At the time of update, p 1 on the particular track is suddenly changed to the data streamfunction p a . Around the track, p 1 is adjusted to the new value by a Gaussian cross-track structure with a scale of L x ,
where p 1 and p 1 ″ denote the old value before and the new value after the data injection, respectively, and the suffix n denotes the value on the Track n. The cross-track scale L x is chosen to be 2.5 (55 km) in some cases or 5 in the other cases. The tracks are located at x = X n , X 1 , X 2 , X 3 , X 4 , X 5 and X 6 = 10, 15, 20, 25, 30 and 35.
The numerical grid sizes are chosen to be ∆x = ∆y = 0.5 (11 km) so that the data points match the numerical grids. The boundary conditions are identical to those for the control runs except for the eastern boundary. The radiation condition is used in the control runs, while in assimilation runs, the streamfunction and potential vorticity are changed only by data injection and fixed between two injections.
A method to accommodate the data into the lower-layer is discussed now. The system in this study has four dependent variables: the streamfunctions and the potential vorticities in the upper and the lower layers. Once, in numerical calculations, potential vorticities are obtained for a new time step, streamfunctions are diagnostically calculated from the vorticities as seen in Eq. (2). At the update, only two dependent variables are directly changed by the data, while the other two variables should be determined from the first two. In this paper, the upper-layer streamfunction is updated by the altimeter data, while the lower-layer potential vorticity receives no change at each update. The other two variables are calculated from these two. It is noted that at the eastern boundary the lower-layer streamfunction is always fixed, and the potential vorticities are calculated from the assumption of ∂ 2 p j /∂x 2 = 0. The vertical projection associated with update is estimated. In the potential vorticity terms shown in Eq. (2), only changes in ∇ H 2 p j and p 2 -p 1 are considered by excluding the planetary β terms and bottom topography term, which are not changed by the update, and the viscosity term as well. From the lower-layer potential vorticity, which receives no change at the time of update, we have
The second derivative term ∇ H 2 p j is approximated by -2p j /L a 2 for a feature with both x-and yscales of L a . The changes in p 1 and p 2 are related to each other as
Thus, the ratio is dependent on d 2 /L a 2 : the downward transfer is more (less) efficient for large (small) features in a model with the thick (thin) upper layer. Haines (1991) has suggested the same method except that the upper-layer potential vorticity is updated instead of the streamfunction.
Since the model is forced by the data, careful consideration should be given to a method of comparison between the data and the solution. Here, correlations are taken between a model solution just before every update and a new data at the track on which the data are injected. These data-solution correlation coefficients R0 are compared with the coefficients between two data with a 1-cycle separation on the same track, R1, which indicates persistence: R1 is larger with slower evolution of flow field. The larger R0 generally suggest higher predictability, although prediction becomes meaningful over persistence only when R0 is larger than R1.
Basic examination of model behavior
A Rossby wave solution provides a good test case for vertical projection and serves also as a basis for a dipole-eddy feature, which has additional nonlinear effects due to advection. The parameters are chosen in the ranges, Stability of a narrow jet with a half e-folding width of L j = 3~5 (66~110 km) over a flat bottom is numerically examined now. The basic current is specified as
( )
The maximum velocity U 1 is chosen to be 3/L j = 1.0~0.6 (1.0~0.6 m s -1 ) corresponding to L j = 3~5. The model domain is zonally periodic: a solution on the eastern boundary is identical to that on the western boundary. An initial perturbation is superimposed upon the jet with a form of a one-wavelength wave in the domain. Thus, a wavelength L w is varied with the zonal length of the domain. For each of L j = 3 and 5, four cases are carried out with L w = 10 (220 km), 20 (440 km), 30 (660 km) and 40 (880 km) for H 1 = 250 m. In addition to these cases with the standard upper-layer thickness, four more cases are calculated with H 1 = 500 m, in which ρ 2 -ρ 1 is chosen to be 1 kg m -3 so that the internal Rossby radius L is identical to that for H 1 = 250 m (see Eq. (1)). Growth rates and phase speeds are calculated at meander amplitudes of ~2 and shown in Table 1 for eight cases with L j = 3. The thicker upper-layer cases are more unstable: e-folding time scales are ~80 (20 days) for H 1 = 250 m and ~40 (10 days) for H 1 = 500 m. As L w increases, the eastward phase speeds decrease from 0.07 m s -1 , and then, westward propagation is intensified to 0.2 m s -1 . The stability characteristics are insensitive to L j in the range between 3 and 5.
Instability is categorized by energy transfer from the basic flow to meanders; i.e., more kinetic (potential) energy is released by barotropic (baroclinic) instability. Sources of growing meanders are found to be potential energy for all cases: baroclinic instability is responsible. More intense instability with a thicker upper layer is explained by larger amount of available potential energy (Ikeda and Apel, 1981) .
Potential problems in the Geosat data sampling are raised based upon the linear theory. Among short Rossby waves with ~220 km wavelengths, only the topographic waves shift more than a quarter of the wavelengths (50 km) in one repeat cycle; i.e., they potentially disappear from a track within a cycle, or suddenly appear on a track. Thus, the topographic waves are not continually captured by the Geosat. The GS and the NAC with H 1 = 250 m are only marginally unstable for a meander with L w = 220 km, while such a meander rapidly grows with H 1 = 500 m. Assimilation for 220-km wavelength meanders may not be feasible using the model with the 500-m thick upper layer, because the repeat cycle interval of 17 days is longer than the e-folding time scale of 10 days (Hurlburt, 1986) .
Assimilation into Linear Models
Suitability of the Geosat data sampling is examined using simpler models, before a numerical calculation is carried out on the nonlinear model. The first simple model is a linear advection model in a one-dimensional (cross-track) domain, providing a basis for examining horizontal and time resolutions of the Geosat data. The second model is a Rossby wave model in a two-layer, cross-track section. The assimilation method is examined if two vertical (barotropic and first baroclinic) modes are reconstructed from surface data. Thus, we can examine downward transfer of the Geosat data.
Linear advection model
The one-dimensional wave model chosen here is governed by
Once u 0 is taken to be a phase speed, this advection equation represents an unstable meander in a jet (α > 0) or a Rossby wave (α = 0). It is however noted that there is a difference: a wave described by this model with a constant propagation speed is non-dispersive, whereas the meander and the Rossby wave are dispersive. The initial condition is given by p = 0. The value of p is fixed at the western upstream boundary (x = 0). Although the eastern boundary condition could be consistent with the numerical model (p is changed by update but fixed otherwise), the radiation condition is used at the eastern boundary (x = 35 or 770 km) for producing a smooth solution. This condition induces no great effect on the interior, because information propagates only downstream. The updating method is similar to that in the nonlinear model (Subsection 2.2): p is matched to data at Track 1, 2, 3, 4, 5 and 6 (x = 10, 15, 20, 25, 30 and 35) on Day 0, 3, 6, 9, 12 and 15 in each cycle, respectively. Here, the data are taken from a sinusoidal solution exp(αx/u 0 )sin[k x (x -u 0 t)], and a calculation is carried out for 15 cycles. The velocity u 0 is chosen to be a typical phase speed of 0.1 (0.1 m s -1 ), and the growth rates are chosen in the range of α = 0~0.005. The wavelengths are l w (≡2π/k x ) = 10~20 (220 km ~ 440 km), and the x-scale of update is L x = 2.5~5 (55 km ~ 110 km).
The solution in the x-t domain is shown in Fig. 3 for the case with α = 0.005, l w = 10 and L x = 2.5 for the first 5 cycles. As time progresses, the solution becomes sinusoidal and similar to the data for x > 15, whereas the solution amplitudes are much smaller for x < 15. This behavior reflects the nature of the model in which the solution is forced toward the data as information propagates downstream. The data-solution correlation R0 is calculated for Cycle 6 to 15, which represent an equilibrium state after the initial spin-up. In all cases with α, l w and L x varied in the above ranges, R0 from Cycle 6 to 15 is 0.96~0.99 at Track 3~6, while R0 < 0.5 at Track 1 and 2. For Track 3~6, R0 is much higher than the data-data correlation R1, which is negative in all cases. It is shown that the wave with the Nyquist wavelength (l w = 220 km) is well predicted in this linear model.
A more critical examination is carried out with u 0 different between the data and the model.
This case provides an important test, because propagation speeds of meanders and Rossby waves are not accurately estimated. In the nonlinear system, a speed of feature movement is determined by flow field, which is not prescribed but to be constructed from data. Here the data is produced by u 0 = 0.1, while the model has u 0 = 0.07 (α = 0.005 in both). The simulation results shown in Fig. 4 demonstrate larger changes at the update in the case with l w = 10 than l w = 20. The updating method can better reconstruct the data and predict new data for l w = 20 (R0 ~ 0.7 for Track 3~6, Cycle 6~15) than l w = 10 (R0 ~ -0.4).
Two-layer Rossby-wave model
The governing equations (A.1) for a two-layer Rossby wave are derived from Eq. (2) under the assumption of a small amplitude perturbation with a zero mean flow over a uniform slope (h = h y y) in a straight channel. Here, b x is set zero for simplicity, and only the case with zero bottom stress (κ = 0) is considered. The perturbation is given a form of p j ′(x, t)cos(k y y), where π/k y is the channel width; i.e., the meridional structure is cos(k y y), while the time evolution of the zonal structure is solved by Eq. (A.1) .
The initial condition, boundary conditions and updating method are similar to those of the nonlinear model; i.e., p j ′ = 0 at t = 0, and a sponge region is used near the western downstream boundary (x = 0). At the eastern upstream boundary (x = 35 or 770 km), p 1 ′ is matched to the data, but fixed between update. A single difference from the nonlinear model is introduced at the eastern boundary in the lower layer: two methods are tested, p 2 ′ = 0 (same as the nonlinear model), or p 2 ′ is also matched to the data and fixed between update. It will be examined how this additional information, which is not available from altimeter data, in the lower layer improves assimilation. The solution is shown in Fig. 5 for the case forced by barotropic mode data on a flat bottom with d 2 = 19, l w = 20 and L x = 5, where p 2 ′ is fixed to be 0 at x = 35. In the upper layer, R0 ~ 0.95 between Cycle 6 and 15. However, in the lower-layer, the solution amplitude has reached only 25% of the data by Cycle 5. Once p 2 ′ is matched to the data at x = 35, the lower-layer solution is increased to 50% on Track 4 and 5 for Cycle 5 (figure not shown). Thus, the lower-layer data at the eastern boundary significantly contributes to assimilation.
The general behavior is common among various cases: during the first few cycles, p 1 ′ is greatly changed by the injection, and p 2 ′ is much smaller than p 1 ′. As shown by Eq. (5), changes in p 1 ′ and p 2 ′ due to update have the same sign, and the ratio p 2 ′/p 1 ′ is much less than one (larger with the larger feature size). The two vertical modes are generated by the update and propagate at different speeds. As time progresses, the data gradually intensify the mode chosen as the data and reduce the other mode. This vertical transfer of the surface data takes place more efficiently with the smaller d 2 and the larger l w . The matching of p 2 ′ at the eastern boundary accelerates the vertical transfer.
The inefficient vertical projection is not crucial for the upper-layer solution in the flat bottom case, whereas it may be critical for the sloping bottom case. The x-t diagrams of p 1 ′ and p 2 ′ in two cases with data wavelengths l w = 10 and 20 are shown in Figs. 6 and 7, respectively. Here, p 2 ′ also is matched to the data at the eastern boundary. There is no resemblance between the solution and the data in Cycle 1-5 with l w = 10, whereas the solution becomes similar to the data after Cycle 3 with l w = 20. The data-solution correlations R0 from Cycle 6~15 at all tracks are -0.9 to 0.7 with l w = 10 and 0.6 to 0.9 with l w = 20. Once p 2 ′ is fixed to be 0 at x = 35, the lower-layer solutions are far from the data in both cases (figure not shown). Thus, the lower-layer information at the eastern boundary is necessary for assimilation of the bottom-intensified mode over bottom slopes, whereas assimilation of small scale features is still difficult with such information.
The results from the Rossby wave model suggest that, as a feature has a smaller scale (Nyquist wavelength waves), the vertical transfer becomes less efficient for reconstructing the lower-layer field. This deficiency does not ruin predictability of surface features over a flat bottom, but gives serious limitation to prediction of the bottom-intensified (nearly barotropic) topographic modes. The Nyquist wavelength waves intensified near the surface are well assimilated.
Assimilation into the Nonlinear Model
To examine assimilation for unstable meanders, nonlinear processes and bottom topography using the method described in Subsection 2.2, "simulated" data from control runs of the nonlinear model (Subsection 2.1) are injected into the same model for two idealized flow fields: (1) the Nyquist wavelength meanders in a narrow jet and (2) isolated dipole eddies.
Meanders in a jet
The control runs of the jet meanders are carried out with two initial meanders having the Nyquist wavelength: southward and northward meanders with a separation equal to the track interval superimposed on the jet with a half width of 5 (see Eq. (4) The data and simulation solution are shown in Fig. 8 for the case of H 1 = 500 m with the initial meanders between Tracks. As time progresses, the meanders propagate eastward and grow in amplitudes. The northward meander shifts from x = 17.5 to 25 (Track 4) in the first cycle, being accompanied by a new southward meander at x = 30. The initial southward meander has almost disappeared around Track 3 by the end of Cycle 1. Only the Nyquist meanders initially exist, and then, the longer wavelength meanders are excited. The overall structures in the solution, which starts with a straight jet, are similar to the data, whereas the solution meanders have smaller amplitudes in Cycle 1. This discrepancy induces some low R0 (-0.4) in Cycle 2 and 3. Once the longer wavelength meanders become dominant in Cycle 4 and 5, high R0 is achieved (R0 > 0.9).
When the initial meanders are at Tracks (x = 15 and 20), R0 is higher in Cycle 2 (R0 = 0.5~0.9), although no great improvement in R0 is observed in the other cycles. In the cases of H 1 = 250 m, the meanders have smaller amplitudes similar to the initial meanders (figure not shown), and R0 is high (>0.9) at all cycles. It is shown that the rapidly growing Nyquist meanders are hard to predict, whereas the neutral Nyquist meanders are well predicted. Prediction of the longer wavelength meanders is successful for both small and large amplitudes. Thus, feasibility of assimilation is not solely related to time scales or horizontal scales but combination of them.
A dipole-eddy feature
Control runs are carried out for examining assimilation of dipole eddies. Two Gaussian eddies with opposite rotations are initially given at the same x on one track or between two tracks. Their sizes and relative distances are varied in different cases: the e-folding scales are 2.5~5 (55~110 km), and the distances are 5~10 (110~220 km). The maximum p 1 is 1 in the upper layer, while the vertical profiles are varied: the eddies are surface-intensified (p 2 = 0) to barotropic (p 2 = p 1 ). The bottom topography is present or removed, but H 1 is 250 m in all cases.
The surface-intensified eddies receive minor topographic effects and evolve in a similar manner between a flat bottom and topography. These cases enable us to examine nonlinear effects: movement of the eddies, which propel themselves by nonlinear advection, is dependent on the flow field induced by data injection. Before the eddies are well reconstructed, their movement may not be predictable.
The data and assimilation solution are shown in Fig. 9 for the most crucial case: the smaller eddies initially located between Track 3 and 4 (x = 22.5) with the shorter separation (anticyclonic at y = 2.5 and cyclonic at y = -2.5). The eddies move westward at a speed of 0.03~0.05 mainly due to advection with negligible β-effects. The assimilation eddies are weaker and located more westward than the data eddies by the end of Cycle 1 (t = 68). The discrepancies are documented as follows: the eddies are captured only by Track 3 (x = 20) at t = 24 (6 days), when their centers are at x = 21.7 in the data. The data eddies move to x = 20.0 by t = 68 at a speed of 0.04, while the assimilation eddies move to x = 19.0 at a speed of 0.02 between t = 24 and 68. Although such discrepancies exist, R0 is high (~0.8) from Cycle 2 to 5.
Among all cases carried out, R0 is the lowest in this case because of the most intense nonlinear effects and the least efficient observation. Thus, the Geosat data sampling is appropriate for reconstructing and predicting surface-intensified dipole eddies with radii comparable to a half of the track interval; i.e., the nonlinear effects do not introduce additional limitation in assimilation.
As shown by the two-layer Rossby wave model (Subsection 3.2), the barotropic eddies over topography provide the most critical test for vertical transfer associated with the present assimilation method. Because, with κ = 0.02, p 2 is greatly reduced within 2 cycles by bottom stresses, the eddies become surface-intensified. Hence, the control run is carried out to enhance the topographic effects by reducing κ to 0.005. The data and solution are shown in Fig. 10 for the large eddies initially placed on Track 3 (x = 20) with the larger separation (y = ±5). Within the first cycle, the data eddies split into smaller eddies by interacting with the ridge, while the solution eddies keep the dipole structures, having the minor lower-layer component. There is no resemblance between the data and solution over the assimilation period.
The low predictability and poor assimilation shown in the last case suggest that a nearly barotropic mesoscale feature is poorly reconstructed by the present updating method over a typical slope such as the Newfoundland ridge. It is probable that a barotropic circulation extending over a few tracks approaches the ridge and splits into many smaller features, whose fast movements ruin the model predictability.
Discussion
The work in this paper may be summarized as follows: the sequential updating assimilation method has been examined for the Geosat altimeter data to reconstruct mesoscale meanders and eddies in an energetic ocean current over realistic bottom topography such as the GS and NAC over the Newfoundland ridge and basin. The eddy-resolving, quasi-geostrophic, two-layer model has been chosen and run by updating the upper-layer streamfunction with the data sampled from a control run. Simpler models on the cross-track vertical section are also used for specific purposes: a linear advection model for examining horizontal resolution, and a Rossby wave model for examining vertical projection.
Comparison between the model predictability and the data persistence is used for examining the Geosat altimeter data suitability. Only neutral meanders are predictable among the Nyquist meanders, while the rapidly growing Nyquist meanders are not predictable. As along as it receives no bottom topography effect (being over a flat bottom or having surface-intensified structures), a dipole-eddy feature with any size is well predicted. Thus, predictability is degraded by the mesoscale features that are not well resolved by the altimeter and evolve rapidly due to instability or bottom topography.
So far, as examined in this paper using several tracks and several repeat cycles, it is difficult to predict nearly barotropic eddies over realistic bottom topography in a deep ocean such as the Newfoundland basin. The sequential updating method has the capability of vertical transfer, whereas the transfer is inefficient for reconstructing the lower-layer field associated with a nearly barotropic feature. Hence, it is difficult to predict its upper-layer component over the realistic bottom topography.
Although the vertical transfer has been found inefficient with the data coverage used in this paper, the transfer takes place eventually so that the lower-layer component would be reconstructed in a large domain after long assimilation. The Rossby wave model showed that 1/4 of the surface data had been transferred to the lower-layer in 5 cycles (Fig. 5) , indicating that assimilation extending 20 tracks for 20 cycles is required for full transfer. It is noted that the transfer becomes more efficient for a larger feature with a thicker upper layer.
The lack of the descending track data gives severe limitation to assimilation capability. Hence, we should expect better assimilation for the regions with the descending Geosat data or ERS-1 data, which have shown successful descending data collection. However, usefulness of a numerical model for prediction is a different issue: the descending data increase predictability (data-solution correlation) as well as persistence (data-data correlation between two data sets near cross overs), and necessity of a numerical model would not be greatly influenced. Development. The author thanks H. Sandstrom and K. Tee for BIO in-house reviews. Fruitful discussion with J. Johannessen, T. Yamagata and C. Liu is also appreciated.
Appendix. Rossby Wave Solution
A small amplitude wave is superimposed on a motionless field in a straight channel with a width of π/k y . The bottom is assumed to be a uniform slope (h = h y y) without friction (κ = 0), and b x is set zero for simplicity. The cross-channel structure is specified by p j = p j ′(x, t)cos(k y y). Linear equations for the wave are reduced from Eq. (2) The bottom-intensified mode has nearly barotropic structures for a small k 2 .
