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Histoire et motivation
Tout ce que l’on a fait ici a été motivé par la conjecture d’algébricité de G.
Cherlin (en 1975) et B. Zilber (en 1977)
Conjecture principale (Cherlin-Zilber) : Un groupe rangé
simple est un groupe algébrique sur un corps algébriquement clos.
Ceci est un corollaire du Principe du Nirvana disant : “Aucun événement fâ-
cheux ne peut se produire dans un univers rangé.” [45]. Un groupe qui contre-
dirait cette conjecture, s’il existe et s’il est d’un certain type, est appelé un
“mauvais groupe”. On suit les travaux motivés par cette conjecture, depuis 15
ans environ.
Eﬀectivement un mauvais groupe simple de rang de Morley 3 est un groupe
CSA [9, 42]. Cela fonctionne aussi dans le sens inverse. À savoir un groupe
CSA∗ non-abélien de rang de Morley ﬁni contient un groupe simple mau-
vais. Alors le problème d’existence de mauvais groupes de rang 3 (après les
recherches faites par A. Borovik, G. Cherlin, L. J. Corredor, E. Jaligot, A. Ne-
sin, A. Ould-Houcine, B. Poizat et d’après un conseil de B. Poizat) se résume
à comprendre la classe de groupes CSA existentiellement clos.
Déﬁnie par O. Veblen (qui a en fait pris un terme de E. Kant), une théorie
ayant seulement un modèle, à isomorphisme près, est appelée catégorique. Il
s’ensuit donc, d’après Löwenheim-Skolem, qu’une théorie du premier ordre est
catégorique si et seulement si elle n’a pas de modèles inﬁnis. Eﬀectivement si
T est une théorie du premier ordre qui a des modèles inﬁnis, alors la forme la
plus forte de catégoricité possible pour T est dans certains cardinaux inﬁnis
λ. Si T a exactement un modèle de cardinalité λ, à isomorphisme près, on
dit alors qu’elle est λ-catégorique. On se pose la question d’existence de tels
cardinaux et leurs valeurs possibles pour une théorie T donnée. En 1954 J. Łoś a
remarqué, pour les théories complètes au-dessus de langages dénombrables avec
au minimum un modèle inﬁni, qu’il pouvait seulement trouver 4 cas possibles
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de catégoricité. À savoir pour κ un cardinal :
– soit T est totalement catégorique, i.e. T est κ-catégorique pour tous les
cardinaux inﬁnis κ,
– soit T est inﬁniment catégorique, i.e. T est κ-catégorique si et seulement
si κ est un cardinal inﬁni et non-dénombrable.
– soit T est dénombrablement catégorique, i.e. T est κ-catégorique si et
seulement si κ est un cardinal dénombrable.
– ou bien T est catégorique en aucun cardinal inﬁni.
J. Łoś a donc demandé : “si une théorie est catégorique dans un cardinal
inﬁni, alors est-elle catégorique dans tous les cardinaux inﬁnis ?”. En 1963
Morley a trouvé une réponse positive à cette question et a montré que les 4
cas mentionnés ci-dessus sont les seuls possibles. Une des idées fondamentale
d’analyse de Morley était que les modèles d’une théorie inﬁniment catégorique,
sans modèles ﬁnis, ont un nombre minimal des types d’éléments. Ces idées ont
été par la suite étendues et aﬃnées par S. Shelah entraînant la théorie de la
stabilité et celle de la classiﬁcation. Exemples de théories ℵ1-catégorique :
– une théorie dans un langage vide avec seulement les modèles inﬁnis,
– la théorie des groupes abéliens inﬁnis dans lesquels chaque élément a
un ordre p, pour un entier premier p, ou bien celle des groupes abéliens
divisibles sans torsion.
– la théorie d’un corps algébriquement clos de caractéristique donnée.
Pour le deuxième cas, il faut noter que chaque groupe abélien divisible sans
torsion est une somme directe des copies de (Q,+). Il s’ensuit que le type
d’isomorphisme d’un tel groupe G est déterminé par le nombre de copies des
rationnels utilisées dans sa décomposition. Si G est de cardinalité inﬁni κ > ℵ0,
alors dans la décomposition de G on trouve κ copies des rationnels. Donc
deux groupes abéliens divisibles sans torsion inﬁni et non-dénombrable sont
isomorphes.
En topologie les caractéristiques cardinales sont les caractéristiques d’un
espace préservées par les homomorphismes formulés par les cardinaux et les
familles d’ensembles. Eﬀectivement dès qu’une théorie est inﬁniment catégo-
rique, ses modèles sont déterminés par une caractéristique cardinale qui est
une notion de dimension sur un de ses ensembles déﬁnissables et par rapport à
une relation de dépendance. Le travail suivant le concept de catégoricité dans
la logique du premier ordre a révélé une base sous-jacente de cette théorie :
la classe des structures fortement minimales . À la ﬁn des années 1970 ou au
début des années 1980, B. Zilber conjecturait que les géométries des ensembles
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fortement minimaux émanaient toutes des exemples existants.
Trichotomie de Zilber : Soit X un ensemble fortement minimal.
Alors précisément un des cas suivants est vrai pour X.
(i) X a une géométrie triviale dans le sens que la clôture algé-
brique (au-dessus d’un modèle de la théorie de X) déﬁnit une
pré-géométrie dégénérée. À savoir, pour chaque sous-ensemble A
de X on a acl(A) =
⋃
a∈A acl({a})
(ii) X a essentiellement la géométrie d’un espace vectoriel.
(iii) X a une géométrie bi-interprétable avec celle d’un corps algé-
briquement clos.
Les cas particuliers de cette conjecture ont été démontrés depuis [22]. Cette
conjecture avait un grand impact dans la théorie des modèles même si elle a
été réfutée par E. Hrushovski [21]. La méthode créée par Hrushovski dans [21]
se compose de la construction d’une tour de théories et puis d’un “collapse” de
celles-ci. On invite le lecteur à consulter [14] pour une explication plus claire
de l’idée.
En 2006 A. Baudisch, M. Hils, A. Martin Pizarro et F.O. Wagner ont
montré l’existence d’un mauvais corps en utilisant la méthode de Hrushovski
[2]. (Un mauvais corps est un corps K de rang de Morley 2 ayant un sous-
groupe déﬁnissable de K∗ de rang de Morley 1.)
Question : Est-il possibile de trouver un mauvais groupe par la
méthode de Hrushovski ?
Pendant des années, les tentatives ont échoué pour trouver un mauvais groupe
par cette méthode. En 1996 Baudisch a construit un groupe avec une géomé-
trie non localement modulaire [1]. Malheureusement ce n’est pas un mauvais
groupe. Il s’agit d’un groupe d’exposant p et de classe de nilpotence 2 ; il est de
rang de Morley 2 et son centre est de rang de Morley 1. On a essayé de conti-
nuer d’une manière similaire mais cette opération s’est trouvée bien diﬃcile.
Eventuellement une pré-géométrie qui peut être utilisée dans la méthode de
Hrushovski appliquée aux groupes, si elle existe, doit reﬂéter le rang de Morley
3 d’un mauvais groupe.
Alors on commence à étudier d’autres stratégies. Cela signiﬁe que l’on doit
bien comprendre la classe qui contiendrait les mauvais groupes, i.e. celle des
groupes CSA existentiellement clos pour veriﬁer s’ils contiennent des groupes
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qui sont potentiellement mauvais. On doit aussi bien comprendre les construc-
tions de nouveaux groupes à partir de quelques groupes CSA donnés.
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1Chapitre 1
Théorie des modèles
1.1 Préliminaires
Un langage, L, est l’union (disjointe) d’ensembles C, de constantes, F , de
symboles de fonctions et R, de symboles de relations. Un entier n, qui s’appelle
l’arité, est associé à chaque f ∈ F et chaque R ∈ R indiquant le nombre
d’arguments de celle-ci.
Soit M un ensemble quelconque. On construit une L-structure M de do-
maine M par l’interprétation des ensembles C, F et R dans M . Avec cette
déﬁnition d’un langage et d’une structure, les L-termes sont déﬁnis de ma-
nière récursive comme suit.
– chaque constante et chaque variable de L est un L-terme.
– si f ∈ F est une fonction n-aire et t1, . . . , tn sont des L-termes, alors
f(t1, . . . , tn) est aussi un L-terme.
Une L-formule atomique est une expression de la forme R(t1, . . . , tn) où
R ∈ R est une relation n-aire et t1, . . . , tn sont des L-termes. La collection des
L-formules est déﬁnie de manière récursive comme suit.
– chaque L-formule atomique est une L-formule.
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– si ϕ et ψ sont des L-formules, alors leurs combinaisons booléennes sont
des L-formules aussi.
– si ϕ est une L-formule et x est une variable, alors les quantiﬁcations ∀xϕ
et ∃xϕ sont les L-formules.
De plus on peut étendre l’ensemble des constantes de L par une réunion de
nouvelles constantes C avec C. Dans ce cas là les fomules déﬁnies ci-dessus
seront les L(C)-formules. Les variables d’une formule peuvent être reliées aux
quantiﬁcateurs ; si ce n’est pas le cas on dit qu’elles sont libres. Une L-formule
sans variable libre est un énoncé. Les énoncés consistants et déductivement clos
de L se regroupent, formant une L-théorie. Si cela ne cause aucune confusion
on écrit simplement une théorie. Une L-structureM qui satisfait une L-théorie
T est un modèle de T . On le dénote parM |= T . Une classe K de L-structures
est axiomatisable s’il existe un ensemble Σ d’énoncés sans paramètre tel que
K est exactement l’ensemble des structures satisfaisant Σ.
SoitM un modèle d’une théorie T et A ⊂M ; on dit que ϕ est une formule
sur A si c’est une formule dans L(A). On note par ϕ(M) l’ensemble
{a¯ ∈Mn : M |= ϕ(a¯)},
où ϕ a n variables. Parallèlement un ensemble X ⊂Mn est définissable sur A
dans M si X = ψ(M) pour une formule quelconque ψ au-dessus de A ayant
n variables libres. On peut dire aussi que X est A-déﬁnissable dans M. Par
ailleurs une fonction f : A −→ B entre deux sous-ensembles (manifestement
déﬁnissables) de M est M-définissable si le graphe de f , i.e. le sous-ensemble
{(a, f(a)) : a ∈ A} de l’ensemble A×B, est M-déﬁnissable.
Parfois on trouve, dans la base d’un modèle, des ensembles naturels qui ne
sont pas directement déﬁnissables dans celui-ci mais qui sont des quotients de
sous-ensembles déﬁnissables par des relations d’équivalence déﬁnissables.
Définition 1.1.1 Soit M un modèle et soit A un sous-ensemble définissable
de Mn et soit ≡ une relation d’équivalence définissable sur A. Alors toutes
les combinaisons booléennes des ensembles qui sont de la forme A/ ≡ sont
M-interprétables.
Par exemple si H est un sous-groupe normal et déﬁnissable d’un groupe G, le
groupe G/H n’est pas une structure déﬁnissable dans G. Mais elle reste une
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structure G-interprétable. Une fonction f : A −→ B entre deux sous-ensembles
M-interprétables de M est appelée M-interprétable si son graphe l’est.
Un univers est une collection non-vide U d’ensembles interprétables qui
satisfait les axiomes suivants.
U1- Clôture par opérations booléennes : Si A et B sont deux ensembles
interprétables, alors leurs combinaisons booléennes A∩B,A∪B et A\B
sont aussi interprétables.
U2- Clôture par produit : Si A et B sont deux ensembles interprétables,
alors leur produit cartésien, A×B, les deux projections canoniques
π1 : A×B −→ A et π2 : A×B −→ B,
ainsi que les images de chaque πi, i = {1, 2} de sous-ensembles interpré-
tables de A × B, sont interprétables. La diagonale {(a, a) : a ∈ A} de
A× A est aussi interprétable.
U3- Ensembles finis : Si A est interprétable et a ∈ A, alors le singleton
{a} l’est aussi.
U4- Factorisation : Si E(x, y) est une relation d’équivalence interprétable
sur un ensemble interprétable A, alors l’ensemble A/E des classes d’équi-
valence et la surjection canonique A −→ A/E sont interprétables.
Maintenant on peut parler d’un univers “rangé” dans lequel chaque ensemble
interprétable sera attaché à un entier, qui se comporte comme sa dimension.
Soit U un univers. Une fontion rg : U \ ∅ −→ N est appelée un rang si les
axiomes suivants sont satisfaits pour chaque ensemble interprétables A et B
de U . Par souci de simplicité, on pose rg(∅) = −1.
R1- Définition (monotonicité) du rang : rg(A) ≥ n + 1 si et seulement
s’il existe une inﬁnité de sous-ensembles interprétables de A non vides,
deux-à-deux disjoints et de rangs supérieurs ou égaux à n.
R2- Définissabilité du rang : Si f est une fonction interprétable de A dans
B, alors l’ensemble {b ∈ B : rg(f−1(b)) = n} est interprétable pour
chaque n ∈ N.
R3- Additivité du rang Si f est une surjection interprétable de A dans
B et si rg(f−1(b)) est égal à un entier n pour chaque b ∈ B, alors
rg(A) = rg(B) + n.
R4- Elimination des quantificateurs infinis : Pour toute fonction interpré-
table f de A dans B, il existe un entier m tel que, pour tout b ∈ B,
f−1(b) soit inﬁni dès qu’il contient m éléments distincts.
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On ﬁxe un univers U avec un rang rg. On trouve que
Fait 1.1.2 [3, Lemmes 4.8 et 4.9] Soient A et B deux ensembles interprétables
de U . Alors :
(i) Si A 6= ∅, alors rg(A) = 0 si et seulement si a est fini.
(ii) Si A ⊆ B, alors rg(A) ≤ rg(B).
(iii) rg(A ∪B) = max{rg(A), rg(B)}.
(iv) Si f : A −→ B est une surjection, alors rg(A) ≤ rg(B) + n où
n = maxb∈B{rg(f
−1(B))}.
Si B est un sous-ensemble interprétable d’un ensemble interprétable A, on dit
qu’il est générique dans A si rg(B) = rg(A).
Fait 1.1.3 [44, Lemme 2.5] Soit G un groupe rangé. Une partie définissable
A de G est générique si et seulement si G est recouvert par un nombre fini de
translatés de A.
De plus A est dit de degré 1 si rg(B) < rg(A) ou rg(A \ B) < rg(A) pour
chaque sous-ensemble interprétable B de A. On dit que A est de degré d s’il
est une réunion de d sous-ensembles interprétables de rang égal au rang de A
et de degré 1. Chaque ensemble interprétable A a un unique degré que l’on
note deg(A). Clairement le degré d’un ensemble ﬁni non vide interprétable est
le nombre de ses éléments.
Un ensemble consistant de formules p dans n variables x¯ = {x1, . . . , xn}
est un n-type. Manifestement la consistance de p est vériﬁée relativement à
une théorie T . Cette notion peut être relativisée au-dessus d’un ensemble
de paramètres. Étant donné A, un sous-ensemble de M , un ensemble consis-
tant de formules au-dessus de A est un n-type sur A dans la théorie de M,
Th(M). Clairement un type d’une L-structure M n’est qu’un ensemble de
L(M)-formules cohérent avec la théorie complète de L(M), TH(M,M) et qui
a un nombre ﬁni de variables. On dénote par tp(a/A) le type d’un élément de
M sur A.
Définition 1.1.4 Soit M une L-structure et p(x) un type sur M. On dit que
p(x) est déﬁnissable si pour toute formule ψ(x¯, y¯) de L, il existe une formule
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dψ(y¯, z¯) avec (éventuellement) paramètres dans M et un uplet b¯ d’une puis-
sance de M , tel que
pour chaque uplet a¯ d’une puissance de M,ψ(x¯, a¯) ∈ p⇐⇒M |= dψ(a¯, b¯).
En d’autres termes la L-structure (M, dp) est déﬁnissable, avec paramètres,
dans la structure M. La structure (M, dp) est construite de base M dans
le langage L augmenté d’un symbole relationelle dφ(y¯) pour chaque formule
φ(x¯, y¯) de L.
En particulier soit M une structure assez grande et saturée, i.e. une struc-
ture où tous les types déﬁnis au-dessus d’un ensemble de taille |M | sont satis-
faits dans M. Alors un rang de Morley est une fonction de la classe de tous
les types (au-dessus de n’importe quel sous-ensemble de M) dans la classe
d’ordinaux qui satisfait :
rm(p) ≥ α + 1 si et seulement si p a une extension p′ telle que
chaque formule ϕ ∈ p′ contient un nombre inﬁni de types deux-à-
deux disjoints et contradictoires pi où rm(pi) ≥ α.
On ne travaille que dans un langage du premier ordre. Cela signiﬁe que dans
un langage Lωω, où dans chaque formule il y a un nombre ﬁni de sous-formules
liées par les disjonctions et conjonctions, toutes les formules sont ﬁnies.
S’il y a un théorème absolument indispensable dans la théorie des modèles,
ce serait celui de compacité. Celui-ci est un corollaire du théorème de com-
plétude de Gödel et a été trouvé d’abord par Gödel et aussi indépendamment
par Skolem et Mal’cev. Il est basé sur la structure booléenne de la logique
propositionelle et donne un instrument pour déterminer si une théorie a, ou
n’a pas, une propriété donnée.
Compacité(pour la logique du premier ordre) : Soit T une
théorie du premier ordre. Si chaque sous-ensemble ﬁni de formules
de T a un modèle, alors T a un modèle.
Soit M et N deux L-structures. Soit M ⊆ N et pour chaque formule ϕ de
L et uplet a¯ de M , si ϕ(a¯) est vrai dans N , alors il est vrai dans M. On dit
que M est une sous-structure élémentaire de N ou que N est une extension
élémentaire de M.
Supposons que (X,<) est un ensemble ordonné et que k est un entier. On
écrit [(X, k)]k pour l’ensemble de tous les k-uplets <-croissants d’éléments de
6 1. Théorie des modèles
X. Soit f une application qui a [(X, k)]k pour domaine. Un sous-ensemble
ordonné (Y,<) de (X,<) est f-indiscernable, si pour chaque deux k-uplets <-
croissants a¯ et b¯ de Y , on a f(a¯) = f(b¯). En particulier siM est une L-structure
et A un sous-ensemble deM (peut-être vide), un sous-ensemble ordonné deM ,
(X,<), est dit A-indiscernable, si tous les k-uplets a¯ et b¯ de X, ont le même
type sur A.
1.2 Propriétés modèle-théoriques locales
Pour une propriété arbitraire P de L-structures et une L-structure M
on dit que M a localement la propriété P si chaque partie ﬁnie de M a la
propritété P . Fixons un langage du premier ordre L. Dans ce qui suit T sera
une théorie complète sans modèles ﬁnis dans L. Il y a deux propriétés qui nous
intéressent particulièrement, les propriétés d’indépendance et d’ordre, et en
leur absence, la “NIP” (dépendance) et la “NOP” (stabilité).
Définition 1.2.1 Une formule ϕ(x¯, y¯) a la propriété d’indépendance relati-
vement à T , si pour chaque entier n < ω, T contient l’énoncé
(IP )T ∃x¯1, . . . , ∃x¯n
∧
σ⊆{1,...,n}
(∃y¯σ)
( ∧
i∈σ
ϕ(xi, yσ) ∧
∧
i6∈σ
¬ϕ(xi, yσ)
)
T a la propriété d’indépendance, notée IP , si une telle formule existe.
On peut déﬁnir la propriété d’indépendance par rapport à une classe. Si G est
une classe de L-structures, alors on dit que la formule ϕ(x¯, y¯) a la propriété
d’indépendance relativement à G si pour chaque entier n il existe une structure
Gn ∈ G et des suites x1, . . . , xi, . . . , xn et yσ, où il y a 2n indices σ correspondant
à l’ensemble des sous-ensembles de {1, . . . , n}, tels que
Gn |= ϕ(xi, yσ) si et seulement si i ∈ σ.
La propriété d’indépendance est une propriété symétrique qui coupe un
ensemble comme suit.
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Fait 1.2.2 [44, Théorème 12.17] Une formule ϕ(x¯, y¯) a, dans une théorie T ,
la propriété d’indépendance si et seulement s’il existe une suite indiscernable
sécable, formée de uplets a¯i de même longueur que x¯, qui est découpée en deux
parties cofinales par une formule ϕ(x¯, b¯).
Cela exprime le fait que la véracité d’une formule ϕ(x¯, y¯) est constante dans
un modèle quelconque de T sauf pour un ensemble ﬁni d’éléments de celui-ci.
Définition 1.2.3 Une formule ϕ(x¯, y¯) a la propriété d’ordre, si pour chaque
entier n l’énoncé
(OP )T ∃x1, . . . , ∃xn,∃y1 . . . ∃yn
∧
i≤j
ϕ(xi, yj) ∧
∧
i>j
¬ϕ(xi, yj)
est dans T . La théorie T a la propriété d’ordre, notée OP , si une telle formule
existe.
On peut également donner une déﬁnition de la propriété d’ordre par rapport à
une classe G. On dit que la formule ϕ(x¯, y¯) a la propriété d’ordre relativement
à G si pour chaque entier n il existe une structure Gn ∈ G et des suites
x1, . . . , xi, . . . et y1, . . . , yj, . . . telles que Gn |= ϕ(xi, yj) si et seulement si i ≤ j.
Plus généralement, la formule ϕ(x¯, y¯) a la propriété d’ordre strict si on peut
trouver un ensemble {b¯i} dans un modèleM de T , tel que pour les entiers ﬁnis
n et m, on a
M |= ∃x¯¬ϕ(x¯, b¯n) ∧ ϕ(x¯, b¯m) si et seulement si n < m.
Cela signiﬁe que le pré-ordre déﬁni par ∀x¯, ϕ(x¯, y¯) → ϕ(x¯, z¯) a des chaînes
inﬁnies.
1.3 Dépendance et stabilité
L’absence de la propriété d’ordre est conservée par des combinaisons boo-
léenes et la négation :
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Fait 1.3.1 [61, Lemme 0.2.10] Supposons que ϕ et ψ n’ont pas la propriété
d’ordre. Alors ni la négation ¬ϕ ni ϕ∨ψ, n’ont la propriété d’ordre. En parti-
culier aucune combinaison booléenne de formules sans la propriété d’ordre n’a
cette propriété.
On peut déﬁnir la stabilité du point de vue des types. On dénote par Sn(A)
l’espace des types complets au-dessus de A.
Définition 1.3.2 Soit λ un cardinal (infini). Alors une théorie T est λ-stable
si pour tout modèle M de T et A ⊆M avec |A| ≤ λ, |Sn(A)| ≤ λ pour chaque
entier n. Une théorie T n’est pas stable si elle est λ-stable pour aucun cardinal
λ.
En règle générale, une structure est stable s’il n’y a pas “trop” de relations
entre ses éléments. S. Shelah a démontré que les propriétés d’indépendance et
d’ordre donnent celle de la non stabilité. Un point très intéressant, qui peut
expliquer l’engouement exprimé pour la stabilité, ou plutôt pour son absence,
est que si une théorie d’un langage du premier ordre L n’est pas stable, alors
il a 2κ modèles deux-à-deux non-isomorphes pour chaque cardinalité κ >| L |
[55]. Il faut noter que dans les modèles d’une théorie stable, tous les types sont
déﬁnissables. Une théorie qui satisfait la déﬁnition ci-dessus quand λ = ω est
appelée ω-stable.
Comme on l’a déjà mentionné, dans les modèles d’une théorie inﬁniment
catégorique il existe une relation de dépendance avec une notion correspon-
dante de dimension. Eﬀectivement, c’est la ω-stablité d’une théorie inﬁniment
catégorique qui donne lieu à cette relation de dépendance.
Fait 1.3.3 [58, Théorèmes 2.2 et 4.7]
(I) Relativement à une théorie T , une formule ϕ(x¯, y¯) n’est pas stable si
elle a la propriété d’ordre,
(II) T n’est pas stable si et seulement si elle a la propriété d’indépendance
ou la propriété d’ordre strict,
(III) ϕ(x¯, y¯) n’est pas stable si et seulement si elle a la propriété d’indé-
pendance ou pour un entier n < ω, η ∈ n2,
ψη(x¯; y¯1, . . . , y¯n) =
∧
l<n
ϕ(x¯; y¯l)
η[l]
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a la propriété d’ordre strict.
Si une théorie a la propriété d’ordre strict alors elle a la propriété d’ordre et
donc n’est pas stable. On dit que T a la dépendance (“Not the Independence
Property”, NIP), si elle n’a pas la propriété d’indépendance. Mais malheureu-
sement NIP ne donne pas la stabilité. En eﬀet ni l’absence de la propriété
d’ordre strict peut impliquer l’absence de la propriété d’indépendance ni vice-
versa l’absence de la propriété d’indépendance peut impliquer l’absence de la
propriété d’ordre strict. (Même si chacune donne la propriété d’ordre et donc
l’absence de la stabilité.) Eﬀectivement on peut trouver une théorie ayant la
propriété d’ordre strict sans avoir la propriété d’indépendance, i.e. ayant NIP ;
l’exemple le plus canonique est celui des réels, et plus généralement toute théo-
rie o-minimale.
Fait 1.3.4 [61, théorème 0.2.11] Soient α un ordinal, ϕ(x¯, y¯) une formule et
π un type partiel. On définit
Γαϕ(π) := {ϕ
µ(n)(x¯n, y¯µ↾n)|µ ∈ 2
α, n ∈ α} ∪ {π(x¯µ) : µ ∈ 2
µ}.
Alors sont équivalents :
1. T est stable,
2. chaque type (au-dessus de n’importe quel ensemble de paramètre) est
définissable,
3. aucune formule n’a la propriété d’ordre,
4. pour chaque formule ϕ(x¯, y¯) l’ensemble Γαϕ(π) est inconsistant si α = ω
et π = ⊤, où ϕ0 = ϕ et ϕ1 = ¬ϕ.
Il faut remarquer que par compacité Γαϕ(π) est inconsistant pour tous les α
inﬁnis si et seulement si Γωϕ(π) est inconsistant si et seulement si Γ
k
ϕ(π) est
inconsistant pour un entier k < ω et un ensemble ﬁni de sous-ensemble π0 de
π.
Définition 1.3.5 Soit k ≥ 2. On dit qu’une formule ϕ(x¯, y¯) a la propriété
d’arbre de degré k s’il existe des uplets a¯s(s ∈ ωω) tels que
– pour chaque f ∈ ωω l’ensemble des formules {ϕ(x¯, a¯f↾n)| n < ω} est
consistant,
– pour chaque s ∈ ω<ω l’ensemble {ϕ(x¯, a¯sai)| i < ω} est k-inconsistant.
À savoir chaque sous-ensemble de taille k est inconsistant.
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Une formule ϕ a la propriété d’arbre s’il a la propriété d’arbre de degré k pour
un entier k quelconque.
Une théorie T est dite simple si elle ne contient aucune formule avec la pro-
priété d’arbre. La simplicié est une notion introduite par Shelah comme une
généralisation de stabilité. On invite le lecteur à consulter les travaux de E.
Casanovas dans [7], B. Kim et A. Pillay dans [32] et S. Shelah dans [56] pour
une compréhension plus profonde de ces concepts. Des déﬁnitions données ci-
dessus, la ω-stabilité est la plus forte suivie par la stabilié, la dépendance ou
celle de la simplicité respectivement. Dans les grandes lignes les théories ω-
stables sont contenues dans l’ensemble des théories stables, qui est contenu
dans l’ensemble des théories dépendantes ou des théories simples. Alors on a
Fait 1.3.6 [56, 7] Toute formule avec la propriété d’arbre n’est pas stable.
Clairement il y a plusieurs manières de montrer qu’une théorie T n’est
pas stable, soit en comptant le nombre de types sur certains ensembles de
paramètres, soit en trouvant une formule ayant une des 3 propriétés du fait
1.3.4.
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Chapitre 2
Théorie des groupes
2.1 Préliminaires
Un groupe G peut toujours être caractérisé par une présentation
G = 〈A|R = 1;R ∈ R〉
où A est un ensemble quelconque, appelé l’alphabet et où R est un ensemble de
relations ou de mots de groupe R, appelé les relations définissantes. De plus,
cette paire ordonnée nous donne tous les éléments de G. Chaque relation R
est un mot de groupe sur l’ensemble A ∪ A−1, composé par les éléments de A
et leurs inverses. On peut dire également qu’ils sont les formes simpliﬁées des
termes dans le langage des groupes ajoutés des constantes de A.
On dit qu’une présentation 〈A ‖R 〉 est finie si les ensembles A et R sont
tous les deux ﬁnis. Un groupe est finiment présenté s’il a une présentation ﬁnie.
Il est consistant de supposer que toutes les relations R sont irréductibles et
cycliquement réduites. Cette supposition ne pose aucune condition préalable-
ment restrictive. Par abus de notation, on utilise le même symbole, 〈A ‖R 〉,
pour une présentation et pour un certain groupe donné par cette présentation.
Dans cette présentation toutes les constantes de A sont interprétées telles que
G est engendré par leurs interprétations. De plus toutes les relations pR = 1q,
R ∈ R, sont vraies dans G, et toutes les autres relations de cette forme qui
sont vraies dans G, sont seulement les conséquences groupe-théoriques des R
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de R.
Les réductions cycliques des relations déﬁnissantes ne sont que les “dépla-
cements cycliques” de ces relations et les simpliﬁcations des paires de lettres
réciproquement inverses et situées l’une à côté de l’autre. Cela ne change pas le
groupe donné par cette présentation. Donc chaque groupe a une présentation
où toutes les relations déﬁnissantes sont cycliquement réduites. Les présen-
tations, ou les ensembles des relations déﬁnissantes, dans lesquels toutes les
relations déﬁnissantes sont cycliquement réduites, sont aussi appelés cyclique-
ment réduits.
Une présentation cycliquement réduite 〈A ‖R 〉, ou un ensemble de rela-
tions déﬁnissantesR, est appelé symétrisé siR contient l’inverse visuel R−1 de
chaque relation R et pour toute relation R ≡ XY ∈ R le déplacement cyclique
Y X de R est aussi dans R. Par exemple l’inverse visuel de ab−1c est c−1ba−1.
La clôture symétrisée ou une symétrisation de R est le plus petit ensemble
symétrisé de relations déﬁnissantes contenant R.
L’antonyme de “symétrisé” est “concis” : suivant [8], on dit qu’une présen-
tation cycliquement réduite 〈A ‖R 〉, ou un ensemble de relations déﬁnissantes
R, est concis si on ne peut pas trouver de relations distinctes de R telles que
l’une soit un déplacement cyclique de l’autre ou l’inverse visuel d’un déplace-
ment cyclique de l’autre.
Définition 2.1.1 Soit G = 〈g1, . . . ; r1. . . .〉 et H = 〈h1, . . . ; s1. . . .〉 deux grou-
pes donnés où {g1, . . .} et {h1, . . .} sont les ensembles de génerateurs disjoints
et ri, sj sont les relations définissantes. Leur produit libre est un groupe donné
par la présentation
G ∗H = 〈g1, . . . , h1, . . . ; r1, . . . , s1, . . .〉
On dit que chaque groupe G ou H est un facteur de ce produit libre.
Les éléments conjugués à un facteur G ou H sont dits elliptiques et les autres
sont dits hyperboliques.
Fait 2.1.2 [37, Lemme 1.1] Le produit libre G ∗H est uniquement déterminé
par les groupes G et H.
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La déﬁnition d’un produit libre peut être généralisée pour une famille de
groupes {Ai : i ∈ I}. ∗Ai est le groupe engendré par l’union disjointe des
générateurs de tous les Ai et leur relations déﬁnissantes.
Les éléments d’un produit libre de deux groupes G ∗ H sont les juxta-
positions alternées des éléments de chaque facteur. Pour chaque présentation
d’un élément ou d’un mot dans un produit libre il existe une forme normale.
C’est-à-dire pour tout mot ou chaque élément de G ∗H représenté par la série
s1, . . . , sn, n ≥ 0 les propriétés suivantes sont satisfaites
– si 6= 1 pour tout i ∈ {1, . . . , n},
– chaque si est dans un facteur G ou H, et
– pour tout i les si et si+1 ne sont pas dans le même facteur.
Fait 2.1.3 [37, Le Théorème du sous-groupe de Kurosh] Soit G = ∗Ai et H
un sous-groupe de G. Alors H est un produit libre, H = F ∗ (∗Hj) où F est un
groupe libre et chaque Hj est l’intersection de H et d’un conjugué d’un facteur
Ai de G.
Introduite par G. Higman, B. H. Neumann et H. Neumann en 1949, une exten-
sion HNN est déﬁnie pour un groupe G avec deux sous-groupes isomorphes
A et B comme suit. Soit φ : A→ B un isomorphisme. L’extension HNN de G
par rapport à A et B est le groupe
G∗ = 〈G, t| t−1at = φ(a), a ∈ A〉
Définition 2.1.4 Soit G un groupe. On définit ses sous-groupes caractéris-
tiques d’une manière inductive comme suit
γ1(G) = G, γ2(G) = [γ1(G), G], γi+1(G) = [γi(G), G].
On note γ2(G) par G′ et on l’appelle le sous-groupe dérivé de G.
Manifestement γi+1(G) ≤ γi(G). On continue de la même façon et on déﬁnit
inductivement une suite de sous-groupes
G′ = [G,G], G′′ = [G′, G′], . . . , Gk = [Gk−1, Gk−1].
On dit qu’un groupe est résoluble si Gk = 1 pour un entier k. Par exemple,
le sous-groupe D(n)′ du groupe diédral D(n) se compose des relations propres
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d’un plan euclidien, d’où D(n)′′ = {e}. Alors D(n) est un groupe résoluble
de longueur dérivée inférieure ou égale à deux. De tels groupes sont appelés
métabéliens. On peut dire également qu’un groupeG est métabélien si le groupe
des automorphismes intérieurs de G est abélien. A = G/Z(G) est le groupe des
automorphismes intérieurs de G. Clairement A n’est pas cyclique, sauf si G
est abélien quand A = 1.
Définition 2.1.5 La suite centrale descendante d’un groupe G est la suite
G = γ1(G) ≥ γ2(G) ≥ . . . .
Définition 2.1.6 Un groupe G est nilpotent s’il existe un entier c tel que
γc+1(G) = 1. C’est-à-dire si la suite centrale descendante est finie.
Les p-groupes ﬁnis où p est un entier premier sont des exemples de groupes
nilpotents aussi bien que les groupes abéliens où clairement c = 1.
2.2 Problème des mauvais groupes
On a parlé du concept d’un univers rangé. Maintenant on voit cette notion
quand la structure de base de notre univers est en fait un groupe. Alors un
groupe rangé est aussi appelé un groupe (ω-stable) de rang de Morley fini.
C’est simplement parce que les structures ω-stables ont été découvertes par
M. Morley en 1965. Plus tard A. Borovik considérait les groupes rangés et un
résultat de B. Poizat a relié les deux notions.
Fait 2.2.1 [45, Corollaire 2.14 et théorème 2.15] Les groupes de rang de Mor-
ley fini et les groupes rangés coïncident.
Soit G un groupe de rang de Morley ﬁni avec un sous-groupe déﬁnissable H.
Alors la décomposition en coset à gauche G/H montre que H est d’indice ﬁni
dans G si et seulement s’il est générique dans G. Dans ce cas là on a
deg(G) = [G : H]deg(H).
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Comme le rang et le degré de G sont des entiers positifs, ils ne peuvent pas
chuter inﬁniment. En appliquant cette remarque à une chaîne décroissante de
sous-groupes déﬁnissables de G, on trouve que cette chaîne doit devenir sta-
tionnaire en un nombre ﬁni d’étapes. Cette condition, appelée la condition de
chaîne descendante sur les sous-groupes définissables, est une des nombreuses
contraintes algébriques fondamentales imposées par la ﬁnitude du rang. On dit
qu’un groupe est connexe s’il n’y a aucun sous-groupe propre et déﬁnissable
d’indice ﬁni.
Une grande recherche pour comprendre les groupes de rang de Morley ﬁni
est commencé, et par conséquent on a une meilleure compréhension de ces
groupes. B. Poizat et J. Reineke ont montré qu’un groupe connexe de rang
de Morley 1 est abélien. G. Cherlin en 1979 a montré que si G est un groupe
connexe de rang de Morley 2, alors il est résoluble [9]. Le terme “mauvais grou-
pe” est forgé par ce dernier auteur quand dans le même article il a caractérisé
les groupes connexes non-résolubles de rang de Morley 3 comme les “bons”
(PSL2) et les “mauvais” qui n’ont aucun sous-groupe déﬁnissable de rang 2.
Selon la conjecture principale, un groupe rangé simple devrait être algé-
brique. Mais on peut trouver des exemples de groupes rangés et pas simple
qui ne sont pas algébriques. Par exemple le p-groupe de Prüfer, où p est un
nombre premier et déﬁnit comme
Zp∞ = {x ∈ C : x
pn = 1 pour un entier n ∈ N}.
Il s’agit même d’un groupe ℵ1-catégorique.
On peut maintenant énoncer le premier résultat non trivial de la théorie des
groupes de rang de Morley ﬁni. Soit G un groupe de rang de Morley ﬁni et Q un
sous-groupe déﬁnissable de G, alors un sous-ensemble déﬁnissable X de G est
dit Q-indécomposable si les cosets de Q partitionnent X en une inﬁnité de sous-
ensembles, dès qu’ils partitionnent X en plus d’un sous-ensemble. En outre
X est dit indécomposable s’il est Q-indécomposable pour chaque sous-groupe
déﬁnissable Q de G. On attire l’attention du lecteur sur le fait qu’un sous-
groupe déﬁnissable de G est indécomposable si et seulement s’il est connexe.
Fait 2.2.2 (Théorème des Indécomposables de Zil’ber) :[44] Soit (Ai)i
une famille quelconque de sous-ensembles indécomposables d’un groupe G de
rang de Morley fini, telle que chaque Ai contienne l’identité de G. Alors le
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sous-groupe engendré par les sous-ensembles Ai est définissable et connexe. De
plus il y a un nombre fini d’indices i1, . . . , im (qui ne sont pas nécessairement
distincts) tels que
〈⋃
i
Ai
〉
= Ai1 . . . Aim pour un m ≤ 2rg(G).
Définition 2.2.3 Un groupe G est un mauvais groupe si c’est un groupe non-
résoluble et connexe de rang de Morley fini dont tous ses sous-groupes propres
et connexes sont nilpotents.
Fait 2.2.4 [3, Proposition 13.2] Soit G un groupe connexe non-nilpotent de
rang de Morley fini. Alors soit un corps algébriquement clos est interprétable
dans G, soit G interprète un mauvais groupe simple.
Dans le fait ci-dessus un “mauvais” groupe est un groupe comme dans la déﬁ-
nition 2.2.3.
Fait 2.2.5 [45, Corollaire 3.20] Si G est un groupe connexe résoluble non-
nilpotent de rang de Morley fini, on peut y interpréter un corps K algébrique-
ment clos.
Il est à noter qu’il existe des groupes ressemblant à des mauvais groupes (sans
avoir de rang de Morley ﬁni). Un exemple a été construit par S. V. Ivanov :
un groupe G en deux générateurs dont les sous-groupes maximaux sont inﬁnis,
cycliques et conjugués. Il n’est pas de rang de Morley ﬁni car les sous-groupes
maximaux de G sont les centralisateurs d’éléments non-triviaux. Ils sont tous
cycliques, inﬁnis et déﬁnissables, mais un groupe cyclique inﬁni n’a pas de rang
de Morley ﬁni car il ne satisfait pas la condition de chaînes descendante sur
les sous-groupes déﬁnissables (voir [24] pour plus de détails).
Définition 2.2.6 Soit G un groupe. Un sous-groupe B ≤ G est appelé un
sous-groupe de Borel si B est un sous-groupe maximal parmis les sous-groupes
connexes, définissables et résolubles de G.
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On attire spécialement l’attention du lecteur sur le fait que dans un groupe de
rang de Morley ﬁni on a la condition de chaîne ascendante sur les sous-groupes
déﬁnissables et connexes, et ainsi les sous-groupes de Borel y sont bien déﬁnis.
La condition de chaîne ascendante est la condition duale de celle de chaîne
descendante.
Les groupes de Borel dans un mauvais groupe sont très particuliers. A.
Borovik et B. Poizat dans [4] et Corredor dans [12] ont montré le résultat
suivant :
Fait 2.2.7 Soit G un mauvais groupe simple. Alors
i. Les sous-groupes de Borel de G sont conjugués.
ii. Les sous-groupes de Borel distincts de G sont deux à deux disjoints.
iii. Chaque élément de G est dans un sous-groupe de Borel.
iv. Chaque sous-groupe fini de G est dans un sous-groupe de Borel de G et
est nilpotent d’ordre impair. En particulier, G n’a aucune involution.
v. NG(B) = B pour chaque sous-groupe de Borel B de G.
vi. Si B est un sous-groupe de Borel de G et a ∈ G \B, alors
G = BaB.BaB. . . . BaB,
où le nombre de double cosets BaB dans ce produit est borné par une
constante qui ne dépend ni du choix de a et ni de celui de B.
Si on appelle les sous-groupes abéliens maximaux des groupes construits par
Ivanov, les sous-groupes de Borel, alors son groupe a toutes les propriétés de
mauvais groupes données ci-dessus.
Les parties ii. et v. du fait 2.2.7 donnent la malnormalité d’un sous-groupe
de Borel.
Définition 2.2.8 Soit G un groupe. On dit qu’un sous-groupe A de G est
malnormal, si Ag ∩ A = 1 pour tout g ∈ G \ A.
Plus généralement, un groupe G avec un sous-groupe propre C est un groupe
de Frobenius si C est malnormal. Si de plus G =
⋃
g∈GC
g on dit que G est
un groupe de Frobenius rempli [25]. Les groupes de Frobenius remplis sont
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semisimples. Cela signiﬁe que les sous-groupes abéliens normaux maximaux
d’un groupe de Frobenius rempli sont triviaux. De plus il n’y a aucune invo-
lution (élément d’ordre 2) dans ces groupes. Manifestement dans un mauvais
groupe tous les sous-groupes de Borel sont des groupes de Frobenius. La ques-
tion d’existence de groupes de Frobenius remplis de rang de Morley ﬁni est
hautement ouverte.
Dans ce qui suit, un groupe G est dit pur si son langage est un langage
“pur” de groupes, i.e. si L = {·,−1 , 1}.
Fait 2.2.9 [25, proposition 3.3] Soit C < G un groupe de Frobenius rempli,
tel que G est de rang de Morley fini et connexe. Alors
(i) CG(c) = CC(c) est infini pour chaque élément non trivial c de C.
(ii) C est connexe et définissable dans le groupe pur G.
(iii) CgC ∩ Cg−1C = ∅ pour chaque élément g de G \ C.
(iv) rg(G) ≥ 2rg(C) + 1 où rg dénote le rang de Morley.
Preuve. (i). Supposons qu’il existe un élément c ∈ C qui a un centralisateur
ﬁni dans G. La classe de conjugaison de c aussi bien que celle de c−1 sont des
sous-ensembles génériques de G. Comme la classe de conjugaison de c−1 est de
degré 1, elle ne peut pas contenir deux sous-ensembles génériques disjoints [9].
Donc il y a g ∈ G tel que cg = c−1, et CG(c) est d’indice 2 dans le sous-groupe
d’éléments qui centralisent ou inversent c. Ce dernier est ﬁni, et il contient une
involution. Cela est impossible et termine la preuve de (i).
(ii). On remarque que
〈CG(c)
◦| c ∈ C \ {1}〉
est un sous-groupe normal non trivial de C. Cela est déﬁnissable par le théo-
rème des Indécomposables de Zil’ber [63] et donc son normalisateur, qui est
précisément C, est aussi déﬁnissable dans le groupe pur G. Comme G est
connexe couvert par les copies disjointes de C, aet on déduit que C doit être
connexe.
(iii). Soit g ∈ G \C. Si cgc′ = g−1 pour deux éléments c et c′ de C, alors (cg)2
est centralisé par cg et donc est un élément non trivial de C. Il s’ensuit que cg
et g sont tous les deux dans C. C’est une contradiction qui prouve le (iii).
(iv). Comme C entrecroise Cg d’une manière triviale, alors rg(CgC) = 2rg(C).
D’où on trouve rg(G) ≥ 2rg(C). Cela avec (iii) et la connexité de G montre
que l’inégalité est stricte. ¤
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Un groupe de rang de Morley ﬁni est dit définissablement simple s’il n’a
pas de sous-groupe déﬁnissable, normal, propre et non trivial.
Fait 2.2.10 [25, proposition 3.4] Soit C < G un groupe de Frobenius rempli,
tel que G est de rang de Morley fini et connexe. Alors il existe un sous-groupe
définissable simple non trivial G1 de G tel que (C ∩ G1) < G1 est un groupe
de Frobenius rempli.
Preuve. Soient G et C comme ci-dessus. D’abord on montre que si G1 est
un sous-groupe déﬁnissable simple non trivial de G, alors il est un groupe de
Frobenius rempli. Aﬁn de le faire, on note que
G1 =
⋃
g∈G
(G1 ∩ C
g)
et si on dénote par Γg les intersections non triviales, alors chaque Γg < G1
est un groupe de Frobenius. En particulier, la classe de conjugaison de Γg est
générique dans G1 :
rg
( ⋃
l∈G1
Γlg
)
= rg(Γg) + rg(G1/NG1(Γg)) = rg(G1).
Comme ce dernier est supposé être connexe, ces sous-groupes Γg sont conjugués
dans G1. C’est exactement ce que l’on voulait démontrer.
Pour la preuve du fait 2.2.10, soit G1 un sous-groupe déﬁnissable non trivial
de G, qui n’est pas contenu dans un conjugué de C, et minimal avec toutes
ces propriétés. Alors G1 n’est pas abélien mais il reste déﬁnissablement simple.
Sinon par la minimalité de G1, un sous-groupe propre simple déﬁnissable est
contenu dans un conjugué de C. De plus, le normalisateur de ce sous-groupe
est aussi contenu dans ce conjugué qui est une contradiction. Alors par un
corollaire du théorème des Indécomposables de Zil’ber qui dit qu’être déﬁ-
nissablement simple est, pour les groupes de rang de Morley ﬁni, égal à être
simple, on a que G1 est simple. On peut supposer que G1 a une intersection
non triviale avec C en prenant un conjugué si nécessaire. ¤
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Chapitre 3
Propriétés combinatoires des
groupes
Cherchons toujours un mauvais groupe ; on continue par essayer de com-
prendre la classe qui les contiendrait s’ils existent. Cette classe est eﬀectivement
celle des groupes CSA. Comme il a été montré dans [4] un mauvais groupe
ne contient aucun élément d’ordre 2. Alors on commence par une classe de
groupes CSA et l’on continue par jeter les éléments d’ordre 2 et on essaye de
mieux comprendre les propriétés modèle-théoriques de cette classe.
3.1 Groupes hyperboliques et groupes CSA
La méthode que l’on utilise pour comprendre les groupes hyperboliques est
géométrique aussi bien que combinatoire comme on essaye de comprendre leur
graphe de Cayley. L’hyperbolicité est une déﬁnition pour les espaces métriques
ou les arbres réels et donc est une propriété géométrique. Manifestement on
travaille avec les groupes ﬁniment engendrés ou plutôt ﬁniment présentés. On
ﬁxe un groupe G de type ﬁni avec un système ﬁni de générateurs A. Par souci
de simplicité on peut supposer que A ne contient jamais d’élément neutre de
G et qu’il est symétrique (pour chaque a ∈ A l’inverse a−1 est aussi dans A).
Pour chaque élément g ∈ G, on dénote par ℓA(g) la longueur de g relative-
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ment à A, le nombre minimal de générateurs de A nécessaires à l’écriture de
l’élément g. Si g1, g2 ∈ G, on note dA(g1, g2) et on appelle distance entre g1 et
g2 relative à A l’entier lA(g
−1
1 g2).
On ﬁxe un espace métrique quelconque (X, d). Soient x0 et x1 deux éléments
de X et s = d(x0, x1) la distance entre x0 et x1. Un segment géodésique dans
X d’origine x0 et d’extrémité x1 est une isométrie f : [0, s] → X telle que
f(0) = x0 et f(s) = x1. X est un espace géodésique si, pour toute paire de points
x0, x1 ∈ X, il existe un segment géodésique [0, d(x0, x1)] → X d’extrémités x0
et x1.
Définition 3.1.1 On fixe un nombre δ ≥ 0. Un espace métrique géodésique X
est dit hyperbolique si pour tout triangle géodesique ∆ de X, la distance d’un
point quelconque d’un côté de ∆ à la réunion des deux autres côtés est majorée
par δ. Un groupe de type fini G est hyperbolique si le graphe de Cayley défini
par G et un système fini de générateurs de G est hyperbolique.
D’une manière générale, il y a “peu" de relations entre les générateurs de
ces groupes et leurs graphes de Cayley ressemblent bien aux graphes de Cayley
de groupes libres en le voyant de loin. En particulier on a
Fait 3.1.2 [13, Proposition 31] Tout groupe libre finiment engendré est hyper-
bolique.
Fait 3.1.3 [48, théoreme 5.32] Soit G un groupe où le centre de G, Z(G), est
d’indice fini. Alors le sous-groupe dérivé de G, G′, est fini.
Preuve. (par Ornstein) Soit g1, g2, . . . , gn les représentants de cosets de Z(G)
dans G. C’est-à-dire, chaque élément x de G a la forme x = giz où i ∈
{1, . . . , n} et z ∈ Z(G). Pour tous les x, y ∈ G, on a
[x, y] = [giz, gjz] = [gi, gj] .
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Donc chaque commutateur a la forme [gi, gj] pour les entiers i, j de l’ensemble
{1, . . . , n}. Cela signiﬁe que G′ a un nombre ﬁni de générateurs majoré par n2.
On peut écrire chaque élément g′ ∈ G′ comme un mot de groupe c1 . . . ct,
où chaque ci est un commutateur. Il faut remarquer qu’aucune puissance est
nécessaire, car [x, y]−1 = [y, x]. Il suﬃt de montrer que si une décomposition
de g′ est choisie telle que ℓ = ℓ(g′) est minimale, alors ℓ(g′) < n3 pour tout
g′ ∈ G′.
On montre d’abord, par induction sur r ≥ 1, que si a et b sont deux éléments
de G, alors [a, b]r = (aba−1b1)r = (ab)r(a−1b1)ru, où u est un produit de r − 1
commutateurs. Ce fait est évident quand r = 1. On note, pour les étapes
inductives, que l’on peut écrire le produit de deux éléments de G comme son
inverse multiplié par un commutateur quelconque, c. C’est-à-dire pour tous les
éléments x et y de G, xy = yxx−1y−1xy = yx[x−1, y−1] = yxc. Par conséquent,
si r > 1,
(aba−1b−1)r+1 = aba−1b−1(aba−1b−1)r
= ab[a−1b−1]{(ab)r(a−1b−1)r}u
= ab{(ab)r(a−1b−1)r}[a−1b−1]cu
pour un commutateur quelconque c, comme voulu.
Puisque les faits yx = x−1(xy)x et [G : Z(G)] = n impliquent (ab)n ∈ Z(G),
on peut deduire yxn = x−1(xy)nx = (xy)n. Donc,
(a−1b−1)n = ((ba)−1)n = ((ba)n)−1 = ((ab)n)−1.
Il s’ensuit que
(∗) [a, b] est le produit de n− 1 commutateurs.
Prenons une expression de g′ ∈ G′ comme un produit de commutateurs c1 . . . cℓ
où le ℓ est minimal. Si ℓ ≥ n3, il y a des commutateurs ci qui se trouventm fois,
où comme il y a moins de n2 commutateurs diﬀérents, m > n. Dans chaque
expression xyx, on ajoute un conjugué de y sous la forme de (xyx−1)x2. Alors
on peut remplacer les commutateurs dans c1 . . . cℓ par leurs conjugués. Ceux-ci
sont toujours des commutateurs et donc le nombre total de commutateurs est
toujours ℓ. Par conséquent tous les commutateurs ci peuvent être regroupés
comme cmi . D’après (∗), la longueur de l’expression minimal de g
′ est réduite.
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C’est une contradiction qui donne ℓ < n3. Alors G′ consiste en un nombre ﬁni
d’éléments de longueur ﬁnie et donc l’est lui même. ¤
Il existe une classe de groupes qui peut être vue comme une généralisation
combinatoire des groupes hyperboliques sans torsion de Gromov.
Définition 3.1.4 On dit qu’un groupe G est CSA, Conjugately Separated
Abelian, si chaque sous-groupe maximal abélien A de G est malnormal. Al-
ternativement, on peut dire qu’un groupe G est CSA si et seulement si le
centralisateur de chaque élément non-trivial est abélien et auto-normalisant.
Leur classe est universellement axiomatisée par les énoncés suivants :
– ∀x ∀y ∀z (x 6= 1 ∧ [x, y] = 1 ∧ [x, z] = 1) → [y, z] = 1.
– ∀x ∀y (x 6= 1 ∧ [x, xy] = 1) ⇒ [x, y] = 1.
Lemme 3.1.5 Soit G un groupe sans torsion.
a. Si G est virtuellement cyclique, i.e. s’il contient un sous-groupe cyclique
d’indice fini, alors G est cyclique.
b. Si les centralisateurs d’éléments non triviaux de G sont cycliques, alors
G est CSA.
Preuve. a. Supposons G virtuellement cyclique. D’abord, il faut remarquer
que dans chaque groupe sans torsion virtuellement cyclique le centre a un
indice ﬁni. Ceci se vériﬁe aussi pour les groupes virtuellement cyclique sans
aucun élément d’ordre deux. Également, un cas particulier du fait 3.1.3 dit
que si dans un groupe sans torsion le centre a un indice ﬁni, alors ce groupe
est abélien. Donc G est abélien.
Dans un groupe abélien sans torsion, deux sous-groupes cycliques se coupent
d’une manière triviale ou bien sont contenus dans un même sous-groupe cy-
clique. Il s’ensuit que G est cyclique.
b. Supposons maintenant que les centralisateurs d’éléments non triviaux de
G sont cycliques. En particulier, la commutation est une relation d’équivalence
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sur G \ {1}. Soit A un sous-groupe arbitraire maximal abélien de G. Alors A
est inﬁni et cyclique. Supposons que A n’est pas malnormal. Cela signiﬁe qu’il
existe un générateur a de A, et un élément b de G\A tels que A∩Ab 6= {1}. Dès
lors que la commutativité est transitive et A est maximal, on obtient A = Ab.
Par conséquent, ab ∈ {a±1}, et donc (ab)b = a. Comme a commute avec b2,
et b2 commute avec b, on a que a commute avec b. D’où b ∈ A, et c’est une
contradiction. Alors A est malnormal et donc G est CSA. ¤
Fait 3.1.6 [13, Théorème 38] Soit G un groupe hyperbolique. Le centralisateur
dans G de tout élément d’ordre infini contient un sous-groupe cyclique d’indice
fini.
C’est une propriété fondamentale des espaces (ou les graphes de Cayley des
groupes) hyperboliques que de “ressembler aux arbres”. Le fait ci-dessus avec
le lemme 3.1.5 donne le fait suivant :
Fait 3.1.7 [40, Proposition 12] Chaque groupe hyperbolique sans torsion est
CSA.
Il faut remarquer que, outre ce fait, le lemme 3.1.5 implique que tous les
sous-groupes abéliens maximaux d’un groupe hyperbolique sans torsion sont
cycliques.
Définition 3.1.8 Soit L un langage du premier ordre et soit K une classe
des L-structures. On dit qu’une structure M de K est existentiellement close
si pour chaque ensemble fini E des équations et inéquations avec paramètres
dans M , s’il y a des solutions de E dans une extension N de M où N est
toujours dans K, alors on peut trouver des solutions de E dans M.
On peut limiter la torsion de groupes CSA avec lesquels on travaille par l’in-
troduction d’une fonction particulière. Soit f une fonction de l’ensemble des
entiers premiers dans N ∪ {∞}. On dit qu’un groupe est CSAf , s’il est un
groupe CSA qui ne contient aucun p-sous-groupe abélien élémentaire de rang
f(p) + 1 pour chaque entier p tel que f(p) soit ﬁni. Dès qu’une telle fonction
f est ﬁxée, la classe du premier ordre des groupes CSAf devient inductive.
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Cela exprime que c’est une classe qui est fermée sous les chaînes des unions
et contenant toutes les structures isomorphes à ses structures. Maintenant
comme il est démontré dans le fait suivant, on peut trouver des groupes CSAf
existentiellement clos dans cette classe.
Fait 3.1.9 [10, Proposition 3.1] Soit K une classe inductive de L-structures
et M une structure dans K. Alors il en existe une existentiellement close M∗
dans K qui contient M.
Preuve. Soit {Pα : α < τ} l’ensemble de tous les énoncés existentiels dans
le langage L, où τ = max{|M|, |L|,ℵ0}. On part de M0 = M et on continue
à définir les L-sructures Mα comme suit. Si α = β + 1 et s’il existe une
structure M′ contenant Mβ telle que M′ ∈ K et M′ |= Pβ, alors on met
Mβ+1 = M
′. Sinon Mβ+1 = Mβ. Enfin si α 6= 0 est un ordinal limite, alors
Mα =
⋃
β<αMβ. Toutes ces structures restent dans K car c’est une classe
inductive.
Mettons M1 =
⋃
α<τ Mα. Clairement M
1 ∈ K et pour chaque énoncé P
défini dans M, si N |= P pour une extension quelconque N de M1, alors par
la construction on a M1 |= P . La construction que l’on a faite pour M1, peut
être réalisée à nouveau commençant de M1 et ainsi de suite. On obtient une
chaîne dénombrable
M⊆M1 ⊆M2 ⊆ . . .
Soit M∗ =
⋃
nM
n, alors M∗ ∈ K. De plus chaque énoncé existentiel P qui
est défini dans M∗ est défini dans un Mi pour un entier i. Celui-ci est vrai
comme il n’y a qu’un nombre fini de termes dans chaque P . En revanche si
N ∗ |= P ′ pour une extension quelconque N ∗ de M∗ et un énoncé existentiel
P ′, alors par construction Mi+1 |= P ′. Donc M∗ |= P ′ et par conséquent M∗
est existentiellement clos dans K. ¤
Fait 3.1.10 [18, chapitre 10, §3] Si H est un sous-groupe normal quelconque
d’un groupe G et B est le sous-groupe dérivé de G, alors 〈H,B〉/H est le
sous-groupe dérivé de G/H.
Fait 3.1.11 [40, Remarque7] Un groupe CSA avec une involution, i.e. un
élément d’ordre 2, est abélien.
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Preuve. Soit G un groupe CSA non-abélien et supposons qu’il y a un élément
non-trivial u de G tel que u2 = 1. Alors la clôture normale de u dans G est aussi
non-abélien (sinon on trouve une contradiction à l’hypothèse que G est CSA).
D’où il existe deux involutions dans G qui ne commutent pas. Elles engendrent
un sous-groupe dihédral non-abélien de G. Cela aboutit à une contradiction
de l’hypothèse. ¤
Dans le cadre des propriétés modèle-théoriques, comme les groupes abéliens
sont tous stables, ils nous intéressent peu. Alors on travaille sur des groupes
CSA sans involutions, c’est-à-dire que l’on fixe une fonction f telle que f(2) =
0 et on travaille avec les groupes CSAf .
Il était bien montré dans [31] que la classe de groupes CSAf existentiel-
lement clos n’est pas ω-stable car elle a 2ℵ0 modèles finiment engendrés non-
isomorphes. De la même manière, la théorie du premier ordre d’un groupe
CSAf existentiellement clos a 2ℵ0 types sur ∅. Suivant ce travail, on voudrait
trouver une réponse complète sur la question de la stabilité de ces groupes.
Fait 3.1.12 [31, Théorème 1.2] Supposons que f(2) = 0 et soit G un groupe
CSA existentiellement clos dans la classe des groupes CSAf . Alors G est
simple et si C est un sous-groupe maximal abélien de G on a :
– G =
⋃
g∈GC
g
– C est une somme directe (
⊕
p∈π(
⊕
Ip
Zp∞))⊕ (
⊕
I Q) pour quelques en-
sembles d’indices Ip avec un cardinal infini si f(p) = ∞ et de cardinal
de f(p) sinon, et un ensemble quelconque d’indices I.
Fait 3.1.13 [31, Théorème 5.1] Supposons f(2) = 0, et soit G un groupe
CSAf existentiellement clos. Alors G vérifie l’énoncé suivant :
∀a ∀b ∃x ∃t ((a 6= 1 ∧ b 6= 1 ∧ a 6= b) ⇒ t−1bx−1axt = ax−1ax)
En particulier chaque groupe élémentairement équivalent à G est simple.
Fait 3.1.14 [20, Corollaire 6.5.3] Si T est une théorie dans un langage du pre-
mier ordre, alors les modèles de la partie universelle de T , T∀, sont précisement
les sous-structures de modèles de T .
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Fait 3.1.15 Supposons f(2) = 0 et soit G un groupe ayant la même théorie
universelle qu’un groupe CSAf existentiellement clos. Alors tous les groupes
CSAf se plongent dans un modèle de la théorie du premier ordre de G.
Preuve. Dans la preuve du corollaire 8.2 de [31], il est montré que la théorie
universelle d’un groupe CSAf existentiellement clos est vraie dans n’importe
quel groupe CSAf . Maintenant le fait 3.1.14 temine cette démonstration. ¤
3.2 Petites simplifications
Dans ce qui suit, toutes les présentations des groupes, 〈A|R = 1;R ∈ R〉
devraient être supposées cycliquement réduites. La longueur d’un mot X sera
notée par |X|.
Définition 3.2.1 Si R1 ≡ XY1 et R2 ≡ XY2 sont deux mots distincts dans
un ensemble symétrisé R, alors on appelle X une pièce (de R1) relative à R.
Les tailles des pièces partagées entre les relations distinctes trahissent, dans
les grandes lignes, une “dépendance” entre ces relations. Par conséquent si les
pièces partagées sont très grandes par rapport à la taille d’une relation R′,
alors ce qui reste dans R est négligable.
Définition 3.2.2 Soit λ un nombre réel dans [0, 1]. Soit 〈A ‖R 〉 une pré-
sentation d’un groupe, et R˜ la symétrisation de R. Alors l’ensemble R, ou la
présentation 〈A ‖R 〉, satisfait la condition C ′(λ), si |X| < λ|R| pour chaque
R ∈ R˜ et pour chaque sous-mot X de R qui est une pièce relativement à R˜.
La condition C ′(λ) avec λ “petit” est un exemple classique de “condition de
petite simplification”. Il y a diverses telles conditions de petite simplification
qui, en général, sont utilisées pour montrer que de grandes traces des relations
définissantes restent dans toutes leurs conséquences. Comme il est montré dans
le fait suivant, la condition C ′(λ) peut être utilisée pour une construction de
groupes hyperboliques.
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Fait 3.2.3 [13, théorème 33] Soit G un groupe qui admet une présentation
finie satisfaisant l’hypothèse de petite simplification C ′(1/6). Alors le groupe
G est hyperbolique.
On donne quelques notions topologiques. Soit G un groupe avec la présentation
〈A ‖R 〉. Soit π = (p1, . . . , pn) une suite quelconque d’éléments de G. Alors une
transformation de Peiffer du premier genre se compose d’un remplacement de
π par un π′ = (p′1, . . . , p
′
n), où pour 1 ≤ i < n on a soit
p′i = pi+1 et p
′
i+1 = p
−1
i+1pipi+1
ou
p′i = pipi+1p
−1
i et p
′
i+1 = pi
et dans les deux cas p′j = pj pour j 6= i, i + 1. Une transformation de Peiffer
du deuxième genre se compose d’un remplacement de π par un
π′ = (p1, . . . , pi−1, pi+2, . . . , pn),
où pipi+1 = 1. Clairement dans les deux genres, les deux produits p1, . . . , pn et
p′1, . . . , p
′
n représentent le même élément de G.
Dans la topologie algébrique, on construit les formes depuis des “cellules”
de dimensions différentes. Une n-cellule est un groupe de construction qui a
la dimension n. Par exemple une 0-cellule est un point, de même qu’une 1-
cellule est un segment d’une courbe et une 2-cellule n’est qu’une surface. Les
n-cellules sont closes dans le sens qu’elles contiennent leurs points d’extrémi-
tés. Un CW -complexe ou un complexe cellulaire est un espace construit d’une
manière inductive en joignant les n-cellules dans un ordre croissant de dimen-
sion. Par exemple un CW -complexe 1-dimensionel est simplement un graphe
avec ses sommets, qui sont les 0-cellules, et ses bords, qui se composent des 1-
cellules. R2 est un CW -complexe 2-dimensionel avec Z×Z pour 0-cellules, les
intervalles ouverts pour 1-cellules et l’intérieur des carrés unités pour 2-cellules.
Définition 3.2.4 [8] Pour chaque présentation 〈A ‖R 〉, soit K(〈A ‖R 〉) le
CW -complexe 2-dimensionel qui réalise 〈A ‖R 〉. Alors
(A) 〈A ‖R 〉 est asphérique si K(〈A ‖R 〉) est (topologiquement) asphé-
rique.
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(CA) 〈A ‖R 〉 est combinatoirement asphérique si (quand on a abandonné
les conjugués superflus et leur inverses dans R) le complexe de Cayley,
C(〈A ‖R 〉) (obtenu du revêtement universel de K(〈A ‖R 〉) par l’iden-
tification de certaines surfaces) est asphérique.
(DA) 〈A ‖R 〉 est diagrammatiquement asphérique si chaque suite d’iden-
tité au-dessus de 〈A ‖R 〉 peut être transformée à la suite vide par les
opérations Peiffer.
(SA) 〈A ‖R 〉 est singulièrement asphérique si elle est diagrammatique-
ment asphérique et concise et si aucune relation définissante dans R
peut être décomposée comme une concaténation de plusieurs copies du
même sous-mot (à savoir elle ne représente pas une puissance propre
dans le groupe libre 〈A ‖∅ 〉).
Si un groupe G a une présentation qui satisfait une des définitions données
ci-dessus, alors on dit que G est, dans ce sens approprié, asphérique. Les défi-
nitions que l’on a donné sont liées par le diagramme suivant ;
SA ⇒ A
⇓ ⇓
DA ⇒ CA
Le concept de CW -complexe était créé par J. H. C. Whitehead pour gérer des
problèmes de théorie de l’homotopie. En parallèle le concept d’asphéricité se
connecte à la topologie aussi bien qu’à la théorie combinatoire des groupes.
Ainsi on invite les lecteurs à consulter les travaux énormes effectués dans [62],
[17], [37] ou [43] pour mieux les cerner. Par conséquent on peut affirmer que la
partie (A) ci-dessus peut être remplacée par la définition simplifiée suivante.
Fait 3.2.5 [37, Proposition 10.1] Une présentation est asphérique si et seule-
ment si dans l’ensemble des relations définissantes il n’y en a aucune qui est
une identité non-triviale.
Par exemple la présentation 〈 a, b ‖ aba−1b−1 = 1 〉 est asphérique et la présen-
tation 〈 a, b, c ‖ aba−1b−1 = aca−1c−1 = bcb−1c−1 = 1 〉 n’est pas asphérique.
La motivation pour étudier la propriété d’asphéricité vient du fait que si un
groupe G a une présentation asphérique, alors le problème d’identité a une
solution simple. Comme son nom l’indique, le problème d’identité, dans sa
formulation originelle, consiste à trouver toutes les identités dans les relations
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définissantes R ∈ R. Sans rentrer dans les détails, il est équivalent de déter-
miner les modules de relations de G qui sont définis comme suit. Un module
au-dessus d’un anneau de groupe Z[G] est appelé un G-module. Un G-module
M = N/[N,N ], où G = F/N est donné par la présentation 〈A ‖R 〉 avec N
comme son noyau, est appelé un module de relation de G.
Fait 3.2.6 Une présentation satisfaisant la condition C ′(1/5) est diagramma-
tiquement asphérique.
L’asphéricité diagrammatique d’une présentation d’un groupe implique beau-
coup de propriétés algébriques de groupes. Ce qui suit est une conséquence
importante.
Fait 3.2.7 [43, Théorème 13.4] Si 〈A ‖R 〉 est une présentation diagramma-
tiquement asphérique et concise d’un groupe, alors les relations définissantes
sont indépendantes. C’est-à-dire, aucune relation dans l’ensemble de relations
{ pR = 1q |R ∈ R}
n’est une conséquence des autres.
Fait 3.2.8 [43, Corollaire 32.1] Si une présentation 〈A ‖R 〉 d’un groupe G
est asphérique et si aucune relation R ∈ R n’est une puissance propre dans le
groupe libre F , alors le module de relation de G est un module libre de G avec
la base {R¯R∈R} où R¯ = R[N,N ].
Les groupes d’homologie de groupes cycliques et finis avec les dimensions im-
paires sont non triviaux [5]. Ceci avec le fait 3.2.8 empêche la présence de
torsion. Et on a alors
Fait 3.2.9 [39, Lemma 64] Chaque groupe avec une présentation singulière-
ment asphérique est sans torsion.
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3.3 Propriété d’indépendance et groupes hyper-
boliques
Un des principaux résultats de la présente thèse est le théorème suivant,
publié dans [29].
Théorème 3.3.1 Il existe un mot de groupe w(x, y) en deux variables tel que
la formule pw(x, y) = 1q a la propriété d’indépendance relativement à la classe
des groupes hyperboliques sans torsion.
Preuve. Fixons un mot w(x, y) en deux lettres x et y. Par exemple
w(x, y) = xy7x2y6x3y5x4y4x5y3x6y2x7y.
Pour un entier n ≥ 1, soit A un ensemble de n+ 2n éléments a1, . . . , ai, . . . , an
et bσ, avec 2n indices σ variant dans l’ensemble de tous les sous-ensembles de
{1, . . . , n}. On définit deux ensembles de relations :
R = {w(ai, bσ) | 1 ≤ i ≤ n ; σ ∈ 2
n ; i ∈ σ }
et
S = {w(ai, bσ) | 1 ≤ i ≤ n ; σ ∈ 2
n }.
On note par R˜ et S˜ les symétrisations respectives de R et S. Manifestement
R et S sont toutes les deux concises.
On examine maintenant le groupe finiment présenté
G = 〈A ‖R 〉 = 〈A ‖ R˜ 〉,
et on note par F le groupe libre 〈A ‖∅ 〉, de rang n+2n. Alors G est le quotient
de F par la clôture normale de R. On remarque que l’on considère R comme
un sous-ensemble de F .
On peut vérifier directement que chaque pièce relative à S˜ de chaque rela-
tion de S˜ est soit de la forme (ami b
n
σ)
±1, ou soit (bnσa
m
i )
±1. Alors on en déduit
que la longueur d’une telle pièce est au maximum 8. Comme la longueur de
chaque relation est 7× 8, on obtient
|X| ≤
1
7
|R| <
1
6
|R|
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pour chaque R ∈ S˜ et chaque pièce X de R relativement à S˜. Donc la présen-
tation 〈A ‖S 〉 satisfait C ′(1/6). En particulier, la sous-présentation 〈A ‖R 〉
satisfait C ′(1/6).
Il s’ensuit du fait 3.2.3 que G est hyperbolique. Par le fait 3.2.6, la présenta-
tion 〈A ‖S 〉 est diagrammatiquement asphérique. Comme aucun élément de S
n’est une puissance propre dans le groupe libre F , la présentation 〈A ‖S 〉 est
en fait singulièrement asphérique. Par conséquent la sous-présentation 〈A ‖R 〉
est aussi singulièrement asphérique. Le fait 3.2.9 maintenant implique que G
est sans torsion.
Finalement, en appliquant le fait 3.2.7 à 〈A ‖S 〉, on obtient que pour
chaque i ∈ {1, . . . , n} et σ ⊆ {1, . . . , n},
G |= w(ai, bσ) = 1 si et seulement si i ∈ σ.
Comme n est un entier, la formule pw(x, y) = 1q a la propriété d’indépen-
dance relativement à la classe des groupes hyperboliques sans torsion. ¤
D’après le théorème 3.3.1 on a le résultat suivant.
Corollaire 3.3.2 Supposons f(2) = 0 et soit G un groupe CSAf existentiel-
lement clos, ou plus généralement un groupe ayant la même théorie universelle
qu’un groupe CSAf existentiellement clos. Alors la théorie du premier ordre
de G a la propriété d’indépendance.
Preuve. Selon le théorème 3.3.1, il existe un mot de groupe w(x, y) en deux
variables x et y tel que la formule pw(x, y) = 1q a la propriété d’indépendance
relativement à la classe des groupes hyperboliques sans torsion. Cela signifie
que pour chaque entier positif n, il existe un groupe hyperbolique sans torsion
Gn avec des suites d’éléments x1, . . . , xi, . . . , xn, et yσ, avec σ ⊆ {1, . . . , n},
telles que
Gn |= w(xi, yσ) = 1 si et seulement i ∈ σ.
Par le fait 3.1.7, chaque groupe hyperbolique sans torsion Gn est un groupe
CSA, et en plus, comme c’est sans torsion, il est un groupe CSAf pour une
fonction arbitraire f .
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On note par Th(G) la théorie du premier ordre d’un groupe G ayant la
même théorie universelle qu’un groupe CSAf existentiellement clos. Du fait
3.1.15, chaque groupe Gn se plonge dans un modèle de Th(G). En particulier,
comme la véracité de la formule pw(x, y) = 1q est conservée par morphismes
injectifs, Th(G) contient la formule
(∃1≤i≤n xi) (∃σ∈2n yσ)
[
(
∧
i∈σ
w(xi, yσ) = 1) ∧ (
∧
i/∈σ
w(xi, yσ) 6= 1)
]
.
Comme c’est vrai pour tous les entiers positifs n, la formule pw(x, y) = 1q a
la propriété d’indépendance relativement à Th(G). Donc Th(G) a la propriété
d’indépendance. ¤
3.4 Probabilités
Fait 3.4.1 [44, Théorème 12.18] Si dans T il y a une formule ϕ(x¯, y¯) avec la
propriété d’indépendance, il y en a une où x¯ se compose d’une seule variable.
Preuve. Soit une formule ϕ(x1 a x¯, y¯) ayant la propriété d’indépendance ; par
symétrie, et d’après le fait 1.2.2, on peut trouver une suite indiscernable de
uplets a¯0, . . . , a¯n, . . . et un uplet b¯ a c¯, tels que ϕ(b, c¯, a¯n) soit vrai si n est pair,
et faux si n est impair. Comme on cherche à construire une formule comme
cela où le x¯ soit de longueur minimale, on peut supposer qu’aucune formule
ψ(c¯, z¯), quelle que soit la longueur k de z¯, ne peut partager en deux parties
cofinales une suite indiscernable de k-uplets ; sinon on trouverait une formule
avec la propriété d’indépendance ayant un x¯ moins long.
Alors dans ces conditions on peut en outre supposer que les a¯n forment une
suite indiscernable sur c¯. Pour le prouver, on vas montrer par induction sur m
la consistance de la théorie comprenant les axiomes suivants :
i- les axiomes ψ(a¯0, . . . , a¯n) ↔ ψ(a¯i0 , . . . , a¯in), où i0 < . . . < in, exprimant
que la suite a¯n est indiscernable sur ∅,
ii- les axiomes ϕ(b, c¯, a¯2n),¬ϕ(b, c¯, a¯2n+1),
iii- pour chaque k ≤ m, les axiomes affirmant qu’un k-uplet de a¯i d’indices
croissants a même type sur c¯ que a¯0 a . . . a a¯k−1.
3.4. Probabilités 35
On suppose donc que l’on dispose, à l’étape m, d’un modèle de ces axiomes.
Grâce à ces a¯i on peut interpréter chaque fragment fini du système d’axiomes
qu’on obtient à l’étape m + 1. D’où la consistance de cet ensemble d’axiome.
On procède comme suit.
On fixe i0 < . . . < im−1, supposés mis dans l’ordre croissant. Par conséquent
la suite des a¯0 a . . . a a¯m−1 a a¯n, pour n > im−1, est indiscernable. Alors elle
ne peut être coupée en deux parties cofinales par une formule de paramètre c¯.
Donc pour n assez grand, tous les a¯n satisfont ψ(c¯, a¯i0 , . . . , a¯im−1 , y¯), ou alors
satisfont toutes ses négations.
Cela consiste à supposer que cela se produit dès que n > im−1. En effet
il suffit d’extraire une sous-suite de la manière suivante ; on part de A0 =
{a¯i0 , . . . , a¯im−1} on ajoute à A0 un a¯n, où n est de même parité que m, à partir
duquel la véracité de ψ(c¯, a¯i0 , . . . , a¯im−1 , y¯) reste constante. Formant ainsi un
A1 ; puis on ajoute à A1 un a¯n d’indice supérieur à ceux de chacun de ses
éléments, de même parité que m + 1, et tel qu’on ait cette constance pour
toutes les formules ψ correspondant à un m-uplet extrait de A1 et ainsi de
suite. Quand on a fini, il suffit de renuméroter la suite extraite.
Cette manipulation que l’on a faite pour une seule formule ψ, on peut
également la faire quand il y a un nombre fini de formules ψ1, . . . , ψk. Alors
par compacité, il est consistant de supposer qu’à tout m-uplet croissants est
associé un type ps, où s = (i0, . . . , im−1), au-dessus de c¯. De plus ce type est
réalisé par tous les a¯s a a¯n, où a¯s désigne le concaténé a¯i0 a a¯i1 a . . . a a¯m1 ,
dès que n > im−1.
En outre, on peut supposer qu’il existe a¯ω tel que la suite a¯0, . . . , a¯n, . . . , a¯ω
soit indiscernable (sur ∅) et telle que pour tout m-uplet croissant d’indices s,
a¯s a a¯ω réalise ps. En effet, dans un fragment fini de la théorie qui affirme cela,
a¯ω peut être interprété par un a¯n, pour un entier n assez grand.
Etant donné une formule θ(c¯, y¯0, . . . , y¯m), on dit qu’il existe un entier N , tel
que tous les ps correspondant à une suite s dont le plus petit élément majore N
contiennent θ, ou bien tous contiennent ¬θ. Si ce n’était pas le cas, on pourrait
trouver une suite s0 < s1 < . . . < sn < . . . < si < sj signifiant que le plus petit
élément de sj est strictement supérieur au plus grand de si, telle que le type
psn contient θ si n est pair, ¬θ si n est impair. Or la suite des a¯sn a a¯ω est
indiscernable, elle est coupée en deux parties cofinales par la formule θ. Alors
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on a trouvé une contradiction à l’hypothèse.
Par conséquent, en supprimant un nombre pair d’éléments au début de la
suite, et en renumérotant, on voit que l’on peut supposer que les ps contiennent
tous θ, ou bien contiennent tous ¬θ. On fait cela pour un nombre fini θ1, . . . , θk
de formules. Par compacité, on peut supposer que tous les types ps sont égaux.
C’est précisément ce que l’on voulait démontrer.
On peut donc supposer que la suite a¯0, . . . , a¯n, . . . est indiscernable au-
dessus de c¯. C’est-à-dire que la suite c¯ a a¯0, . . . , c¯ a a¯n, . . . est indiscernable.
Elle est découpée en deux parties cofinales par la formule ϕ(b, x¯, y¯) et il suffit
de faire passer x¯ du côté des y¯ pour avoir une formule en la seule variable x1
qui a la propriété d’indépendance. ¤
Le mot de groupe w(x, y) construit dans la preuve du théorème 3.3.1 est
en deux variables et il n’a aucune constante supplémentaire. Donc sans le fait
3.4.1, on trouve dans le corollaire 3.3.2 directement une formule sans paramètre
qui a la propriété d’indépendance ayant seulement deux variables simples.
Fait 3.4.2 [54] Un groupe hyperbolique sans torsion est stable.
Il s’ensuit que les groupes hyperboliques sans torsion ne peuvent avoir la pro-
priété d’indépendance. Ainsi on ne peut pas imaginer une version du théorème
3.3.1 où la classe de groupes se composerait de groupes élémentairement équi-
valents à un groupe hyperbolique sans torsion donné, ou d’une manière plus
générale, à un ensemble fixé et fini de groupes hyperboliques sans torsion.
La preuve du théorème 3.3.1 fournit cependant un ensemble dénombrable de
groupes hyperboliques sans torsion.
La démonstration donnée fournit un mot de groupe w(x, y) tel que la for-
mule pw(x, y) = 1q a la propriété d’indépendance relativement à la classe
de groupes finiment presentés sans torsion satisfaisant la condition C ′(1/6).
Cette classe est significativement plus petite que celle de tous les groupes hy-
perboliques sans torsion. Choisissant w assez long, on peut produire de la
même façon de nouvelles formules ayant la propriété d’indépendance relative
à la classe des groupes finiment presentés sans torsion satisfaisant la condition
C ′(λ) avec λ arbitrairement petit. En effet, si on note par Pn la “probabilité”
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pour un mot de groupe cycliquement réduit w(x, y) de longueur n ≥ 1 don-
nant la propriété d’indépendance relative à la classe des groupes sans torsion
satisfaisant la condition C ′(λ) (avec la formule pw(x, y) = 1q), on peut vérifier
que
Pn ≥ 1−
n2
2λn
−
4n
2λn
,
et donc Pn tend rapidement vers 1 quand n tend vers l’infini. Cette estimation
peut vérifier que la “probabilité” d’occurrence d’un sous-mot d’un déplacement
cyclique de w de longueur ⌈λn⌉ dans deux “positions” données distinctes par
rapport à w n’est pas plus grande que 1/2λn, et que la “probabilité” pour un
déplacement cyclique de w contenant une syllabe de longueur ⌈λn⌉ est moins
que 4n/2λn. Par exemple, la probabilité que dans un mot de groupe cyclique-
ment réduit w(x, y) de longueur au minimum 6, le même mot de longueur 4
se trouve comme un sous-mot commençant de la première lettre et aussi com-
mençant de la troisième lettre, est au maximum 1/(3 · 3 · 3 · 2) = 1/54 ; en
effet, comme toutes les lettres de w sauf les 4 premières sont fixées, il y a au
maximum une manière de compléter w pour obtenir un mot dont le sous-mot
initial de longueur 4 commence la troisième lettre, mais il y a au minimum
3 · 3 · 3 · 2 façon de finir ce mot par obtenir un mot de groupe cycliquement
réduit.
On fixe un λ > 0. D’une manière générale, chaque fois que l’on choisit
un mot de groupe arbitraire mais suffisamment long w, on obtiendra “très
probablement” la formule pw(x, y) = 1q avec la propriété d’indépendance re-
lativement à la classe de groupes sans torsion finiment présenté satisfaisant la
condition C ′(λ).
Parallèlement on peut se demander si Th(G), la théorie du premier ordre
d’un groupe CSA existentiellement clos G, a la propriété d’ordre strict. Soit
w(x, y) un mot de groupe donné. Alors on examine l’existence des propriétés
plus faibles que l’ordre strict pour les formules φ(x, y) de la forme
pw(x, y) = 1q.
Définition 3.4.3 [60]
(i) On dit qu’une formule φ(x¯, y¯) (ou un type p(x¯, y¯)) illustre la propriété
d’ordre strict dans un modèle M s’il définit un ordre partiel sur M avec
les chaînes infinies des indiscernables.
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(ii) On dit qu’une formule φ(x¯, y¯) (ou un type p(x¯, y¯)) illustre la propriété
d’ordre de degré n, SOPn dans un modèleM s’il définit surM un graphe
avec les chaînes infinies des indiscernables et aucun cycle de taille n.
(iii) On dit qu’une formule φ(x¯, y¯) (ou un type p) illustre la propriété
d’ordre de degré ≤ n, SOP≤n, pour un entier n ≥ 3, dans un modèle
M s’il définit sur M un graphe avec les chaînes infinies des indiscer-
nables et aucun cycle de taille ≤ n.
(iv) On dit qu’un type p(x¯, y¯) (avec x¯, y¯ de taille possiblement infinie)
illustre la propriété d’ordre !fortepropriété d’ordre forte, SOP , dans un
modèle M s’il définit sur M un graphe avec les chaînes infinies des
indiscernables et aucun cycle.
On invite le lecteur à consulter [57, Sect. 2] pour une discussion plus détaillée
sur ces définitions et on rappelle le corollaire 2.6 du même article exprimant
(pour n ≥ 3) que
la propriété d’ordre strict =⇒ · · ·
=⇒ SOPn+1
=⇒ SOPn
=⇒ · · ·
=⇒ SOP3 =⇒ pas simplicité
Soit w un mot de groupe cycliquement réduit, “long” et “arbitrairement choisi”
dans deux variables x et y. Alors il est “très probable” que la formule pw(x, y) =
1q ne manifestera pas la SOPn. On peut utiliser un argument essentiellement
similaire à celui utilisé dans la démonstration du théorème 3.3.1 afin de trouver
des groupes sans torsion satisfaisant C ′(1/6) qui sont engenerés par les éléments
a1 . . . , an dans lesquels w(ai, aj) = 1 si et seulement si j = i + 1 modulo
n. Ainsi le graphe défini par la formule pw(x, y) = 1q sur un groupe CSAf
existentiellement clos contient des cycles de taille n. C’est une contradiction à
une des conditions exigées pour l’existence de SOPn. (L’autre est l’existence
d’une chaîne infinie dans ce graphe dans un modèle donné.) Par conséquent
on peut être tenté de travailler avec les mots “courts”.
Dans le contexte des groupes commutatifs transitifs, le mot pur court [x, y]
attestant la commutation de x et y se résume à une relation d’équivalence, et
donc est inutile. À ce propos, la formule φ(x, y) utilisée dans [60, Proposition
4.1] pour montrer que la théorie des groupes “en général" a SOP3 est
(xyx−1 = y2) ∧ (x 6= y).
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Dans le contexte des groupes CSA, cela implique y = 1 et donc on a immédia-
tement, dans notre cas, l’absence de certains triangles (a1, a2, a3) satisfaisant
φ(a1, a2) ∧ φ(a2, a3) ∧ φ(a3, a1)
(donné par [59, p. 493] dans le contexte des groupes arbitraires). Mais on ne
peut espérer trouver une chaîne infinie dans le graphe associé à la formule
φ(x, y). Par conséquent cette formule ne peut illustrer la SOP3 dans notre
contexte des groupes CSA. Cela signifie qu’une formule illustrant la SOPn d’un
groupe CSA existentiellement clos, s’il existe, ne peut impliquer seulement une
équation de “longueur arbitrairement choisie”, et il ne semblerait pas impliquer
seulement des équations “courtes".
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Chapitre 4
Divers amalgames
Comme on l’a déjà mentionné dans “Histoire et motivation” la méthode
de Hrushovski s’averait très difficile pour démontrer l’existence de mauvais
groupe. Donc on ne peut pas touver une réponse ni négative ni positive pour
leur existence. On examine les manières différentes de constructions de nou-
veaux groupes depuis quelques groupes donnés. L’éventuelle existence de mau-
vais groupes se trouve peut-être dans des assemblages de telles constructions.
4.1 Stabilité et produits libres
Après les huit articles de Sela sur la théorie du groupe libre, de [49] à [54]
(et en cherchant les mauvais groupes), la question de la stabilité d’un produit
libre de deux groupes stables arbitraires a été soulevée par E. Jaligot, avec
comme conjecture une réponse positive [26]. Cependant, il semblerait qu’une
solution entière soit un grand projet de généralisation, des groupes libres aux
produits libres, des travaux de Sela sur le groupe libre. La première étape dans
ce processus est de comprendre les diagrammes de Makanin-Razborov pour les
produits libres, ce qui sera publié dans [27]. Dans l’attente de ce résultat, on
examine la stabilité des mots de groupe quand la longueur des éléments est
bornée.
Supposons que G ∗H soit un produit libre de deux groupes G et H. Pour
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avoir l’unicité des représentations des éléments de G ∗H en forme normale, on
peut choisir l’identité de G (et non de H) comme l’élément trivial de G ∗H.
Pour un entier r ≥ 1, soit Br(G ∗ H) la boule de rayon r, l’ensemble des
éléments de G ∗ H de longueur ≤ r. Par abus de notation et de language on
peut dire qu’un uplet est dans un ensemble si chaque élément de cet uplet est
dans cet ensemble.
Fait 4.1.1 (Théorème de Ramsey Fini) Pour chaque triplet (k, n,m) d’en-
tiers, il existe un entier R(k, n,m) tel que chaque fois que les n-uplets non
ordonnés d’un ensemble de taille au minimum R(k, n,m) sont coloriés en k
couleurs, alors il existe un sous-ensemble monochrome de taille m.
Définition 4.1.2 Soient M une structure et φ(x¯, y¯) une formule dans le lan-
guage de M (peut-être contenant des paramètres de M). Soit B un sous-
ensemble de M . On dit que φ est stable relativement à (M, B) s’il existe
un entier maximal fini m, pour lequel il existe a¯i et b¯j dans B, 1 ≤ i, j ≤ m,
tels que
M |= φ(a¯i, b¯j) si et seulement si i ≤ j.
Le maximum des tels m est appelé l’indice de stabilité ou l’indice d’échelle de
φ relativement à (M, B).
Bien qu’on ne les ait pas utilisé ici, une définition analogue peut être donnée
pour la propriété d’indépendance au lieu de la propriété d’ordre.
Fait 4.1.3 Les formules stables relativement à (M, B) sont closes par l’ad-
jonction de paramètres de B et par combinaisons booléennes.
Preuve. Les cas pour l’adjonction de paramètres de B et pour la négation
sont clairs. Alors, pour les combinaisons booléennes, il suffit de montrer le cas
pour la disjonction.
Soient φ(x¯, y¯) et ψ(x¯, y¯) deux formules stables relativement à (M, B), avec
les indices de stabilité nφ et nψ respectivement. Soit µ un entier supérieur au
max{nφ, nψ}. On montre que le nombre de Ramsey R(2, 2, µ) est une borne
pour l’indice de stabilité de [φ ∨ ψ] relativement à (M, B).
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Supposons, en vue d’une contradiction, qu’il existe des uplets
a¯1, . . . , a¯i, . . . , a¯m et b¯1, . . . , b¯j, . . . , b¯m
dans B, avec m > R(2, 2, µ), tels que la formule [φ ∨ ψ](a¯i, b¯j) est vraie si et
seulement si i ≤ j. On attache à chaque paire {i, j} de {1, · · · ,m} une couleur,
disons verte si φ(a¯i, b¯j) ou φ(a¯j, b¯i) est vraie, et rouge si ψ(a¯i, b¯j) ou ψ(a¯j, b¯i)
est vraie. Par hypothèse, chaque paire {i, j} a une couleur (verte, rouge, ou les
deux).
Il est consistant de supposer, par le fait 4.1.1, qu’il existe un sous-ensemble
de {1, · · · ,m} de taille au minimum µ dont les paires d’éléments sont mo-
nochromes. Comme φ(a¯i, b¯j) et ψ(a¯i, b¯j) ne sont jamais vrais pour i > j, on
trouve que sur le nouveau sous-ensemble monochrome, φ(a¯i, b¯j) est vrai si et
seulement si i ≤ j ou ψ(a¯i, b¯j) est vrai si et seulement si i ≤ j. Mais c’est une
contradiction avec la supposition que µ > max{nφ, nψ}. ¤
Une structure M est stable sans-quantificateurs si les formules sans qua-
tificateurs sont toutes stables relativement à (M,M). Cela correspond à la
notion usuelle de stabilité de M pour les formules sans quantificateurs. Du
fait 4.1.3, c’est équivalent à la condition affirmant que les formules atomiques
φ(x¯, y¯) sans paramètre définissent des ensembles stables dans M dans le sens
traditionnel. Certainement, ce fait est exprimé dans la théorie universelle de
M.
On montre un lemme technique :
Lemme 4.1.4 Soient G et H deux groupes stables sans quantificateurs, et
w(x¯, y¯) un mot de groupe où chaque uplet de variables x¯ et y¯ est coupé en deux
parties (“sous-uplets”) :
x¯ = (x¯G, x¯H), y¯ = (y¯G, y¯H).
Alors il existe un entier n (qui dépend que de w et de la séparation des variables
ci-dessus) qui est une borne pour l’ensemble des entiers m pour lesquels il y a
des interprétations naturelles
a¯i = (a¯i
G, a¯i
H) et b¯j = (b¯j
G
, b¯j
H
)
dans G ∗ H de x¯ = (x¯G, x¯H) et y¯ = (y¯G, y¯H) respectivement, 1 ≤ i, j ≤ m,
telles que pour chaque i et chaque j dans {1, · · · ,m} on a :
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– w(a¯i, b¯j) = 1 si et seulement si i ≤ j, et
– chaque coordonnée des uplets a¯iG, b¯j
G
(respectivement a¯iH , b¯j
H
) est dans
G (respectivement dans H).
Preuve. Le mot w(x¯, y¯) peut être décomposé (de façon unique) comme
w(x¯, y¯) = u1(x¯
ǫ1 , y¯ǫ1) · · ·uk(x¯
ǫk , y¯ǫk) · · ·uℓ(x¯
ǫℓ , y¯ǫℓ)
où ℓ ≥ 1 et, pour 1 ≤ k ≤ ℓ, on dénote par ǫk le symbole G ou H alternative-
ment.
On procède par induction sur ℓ. Pour ℓ = 1 tout se trouve dans le même
groupe, G ou H, et ainsi le lemme est vrai dans ce cas grâce à la stabilité sans
quantificateurs de G et H.
Supposons qu’on a un contre-exemple w(x¯, y¯), où le ℓ correspondant (ℓ
est clairement plus grand que 1) est minimal. Par l’hypothèse inductive, pour
chaque sous-expression formelle “propre” du produit
w = u1 · · ·uℓ,
il existe une borne m sur l’existence d’éléments avec nos conditions exigées
(pour cette sous-expression formelle). Selon le fait 4.1.3, il existe toujours une
telle borne quand on considère la négation de telles sous-expressions formelles.
En d’autres termes, pour chaque produit propre Πui de u1 · · ·uℓ, où les parties
avec le même exposant G ou H sont enchaînées. On trouve donc, une borne
comme définie dans le lemme pour les ensembles de solutions pour les formules
Πui = 1 et Πui 6= 1. Soit µ un entier (fini) plus grand que le maximum de
toutes ces bornes.
On montre que le nombre de Ramsey R(4ℓ, 2, µ) a la propriété exigée.
Sinon, on trouve deux suites a¯1, . . . , a¯i, . . . , a¯m et b¯1, . . . , b¯j, . . . , b¯m, avec
m > R(4ℓ, 2, µ), telles que
w(a¯i, b¯j) = 1 si et seulement si i ≤ j
On colorie les paires {i, j} de {1, ...,m} avec 4ℓ couleurs décrivant, pour chaque
k ∈ {1, · · · , ℓ}, quand :
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(A) uk(a¯iǫk , b¯j
ǫk) = 1 et uk(a¯jǫk , b¯i
ǫk) 6= 1 pour i < j ;
(B) uk(a¯iǫk , b¯j
ǫk) 6= 1 et uk(a¯jǫk , b¯i
ǫk) = 1 pour i < j ;
(C) uk(a¯iǫk , b¯j
ǫk) 6= 1 et uk(a¯jǫk , b¯i
ǫk) 6= 1 ;
(D) uk(a¯iǫk , b¯j
ǫk) = 1 et uk(a¯jǫk , b¯i
ǫk) = 1.
Il faut noter que chaque paire {i, j} est bien définie et uniquement coloriée dans
cette manipulation. Par la définition de R(4ℓ, 2, µ) et le fait 4.1.1, il existe un
sous-ensemble monochrome de {1, · · · ,m} de taille au minimum µ.
Suivant le fait que µ est plus grand que les indices de stabilité de formules
uk = 1 et uk 6= 1 dans le groupe ǫk, il est consistant de supposer que pour
chaque “coordonnée” uk, les deux premières couleurs (A) et (B) figurant ci-
dessus sont exclues. Cela signifie que pour chaque coordonnée uk la valeur de
uk est toujours 1 ou différente de 1 sur notre sous-ensemble monochrome.
Manifestement il y a au minimum une coordonnée uk constamment égale
à 1 sur notre sous-ensemble monochrome. Sinon toutes les interprétations de
l’expression formelle
w = Πℓk=1uk
dans G ∗ H engendreraient une forme normale dans le produit libre G ∗ H,
puisque tous les uk auraient des interprétations non-triviales alternativement
dans G ouH (et comme ℓ > 1 !). À ce moment-là, on trouverait une valeur non-
triviale pour tous les termes w(a¯i, b¯j). C’est une contradiction comme environ
une moitié des termes, ceux pour lesquels i > j, sont triviaux.
Maintenant on peut jeter les coordonnées uk qui sont constamment égales
à 1. Dès lors l’hypothèse d’induction s’applique aux sous-mots propres de
w = u1 · · ·uℓ qui restent. À ce moment-là µ est plus grand que l’indice de
stabilité de ces sous-mots propres. C’est une contradiction avec l’hypothèse
d’induction. ¤
On va maintenant étudier la stabilité des boules de produits libres de
groupes dans le théorème suivant. Par un “changement de variables” appro-
prié cela va se réduire au lemme 4.1.4.
Théorème 4.1.5 Soit G ∗ H un produit libre de deux groupes sans quantifi-
cateur stables, G and H. Soient w(x¯, y¯) un mot de groupe et r ≥ 1 un entier.
46 4. Divers amalgames
Alors il existe un entier n (dépendant de w et, a priori, de r) qui borne l’en-
semble des entiers naturels m pour lesquels il existe des suites a¯1, ..., a¯i, ...,
a¯m et b¯1, ..., b¯j, ..., b¯m dans Br(G ∗H) telles que w(a¯i, b¯j) = 1 si et seulement
si i ≤ j.
Preuve. Supposons en vue d’une contradiction que pour chaque m, il existe
des suites a¯1, ..., a¯i, ..., a¯m et b¯1, ..., b¯j, ..., b¯m dans Br(G ∗ H) telles que
w(a¯i, b¯j) = 1 si et seulement si i ≤ j. Alors on contredit le Lemme 4.1.4 par
un “changement de variables” approprié.
Chaque élément de Br(G ∗H) peut être écrit comme un produit de r + 1
éléments de G et H (alternativement). Cela signifie que chaque élément z de
Br(G ∗H) a la forme
(∗) z = zG1 z
H
2 · · · z
G ou H
r+1
avec tous les facteurs de ce produit alternativement dans G ou H, comme
indiqué naturellement par la notation en exposant. Il faut noter que l’on utilise
r + 1 indices au lieu de r. C’est simplement car on ne sait jamais si une
expression dans la forme proposée dans (∗) commence par un élément non-
trivial de G ou H. Alors dans cette forme soit le premier soit le dernier élément
est l’identité.
Maintenant chaque variable des uplets x¯ et y¯ dans le mot w(x¯, y¯) peut être
formellement remplacée par une expression comme dans la partie droite de
l’équation (∗), i.e. chaque variable de l’uplet x¯ est remplacée par une expression
de la forme x′G1 · · ·x
′G ou H
r+1 et chaque variable de l’uplet y¯ est remplacée par
une expression de la forme y′G1 · · · y
′G ou H
r+1 . (En particulier on a multiplié le
nombre original de variables dans w(x¯, y¯) par r + 1 ).
Après toutes ces substitutions, on trouve un nouveau mot w′ en ces nou-
velles variables comme suit : quand un inverse d’une variable originale apparaît,
on prend l’inverse visuel de son expression comme dans (∗), et pour les produits
on prend simplement les concaténations. On attire spécialement l’attention du
lecteur sur le fait que l’on ne procède pas aux simplifications avec les nouvelles
variables comme on le ferait avec les éléments d’un groupe. Le nouveau mot
que l’on trouve a la forme
w′(x¯′, y¯′) = w′((x¯′
G
, x¯′
H
), (y¯′
G
, y¯′
H
))
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On peut maintenant appliquer le lemme 4.1.4 avec ce nouveau mot w′. Sans
aucun doute on trouve une contradiction à l’hypothèse du lemme 4.1.4 avec
l’interprétation naturelle de a¯i et b¯j dans les nouvelles variables comme dans
l’égalité (∗). Cela termine notre démonstration. ¤
Remarque 4.1.6 Malheureusement, la preuve ci-dessus du théorème 4.1.5 est
fortement dépendante de r. Quand w est fixé, la borne n dans le théorème 4.1.5
augmente avec r. On note cependant que dans notre démonstration, r apparaît
seulement dans le changement de variables, et en particulier pas via le lemme
4.1.4. Certainement, une démonstration de la stabilité sans quantificateurs du
produit libre de deux (ou plus) groupes stables sans quantificateurs exige une
technique qui ne repose pas sur tel changement de variables fixé.
En revanche le nombre de groupes dans le produit libre est en aucun cas limité
à deux. Les notions de longueur d’un élément et de boule dans un produit
libre d’un nombre arbitraire de groupes ont une généralisation naturelle. Une
généralisation du théorème 4.1.5 peut s’écrire comme suit.
Théorème 4.1.7 Soient {Gs : 1 ≤ s ≤ k} une famille de groupes stables sans
quantificateurs et ∗Gs leur produit libre. Supposons que w(x¯, y¯) est un mot de
groupe et que r ≥ 1 est un entier. Alors il existe un entier n qui ne dépend que
de w et r et qui est une borne pour l’ensemble des m tels qu’il existe
a¯1, . . . , a¯i, . . . , a¯m et b¯1, . . . , b¯j, . . . , b¯m
dans Br(∗Gs) telles que w(a¯i, b¯j) = 1 si et seulement si i ≤ j. En particulier
chaque formule sans quantificateur (possiblement avec quelques paramètres) est
stable relativement à (∗Gi, Br(∗Gi)).
Preuve. On refait ce que l’on a fait dans la démonstration du théorème 4.1.5.
Pour le changement de variables, on a besoin de décomposer chaque élément
de Br(∗Gi) comme un produit prenant les variables attachées à chaque Gs.
Cela donnerait une expression plus longue que celle de l’égalité (∗) dans la
démonstration de théorème 4.1.5. Mais puisque tous les sous-mots u′k restent
finis, la décomposition w′ = u′1 · · ·u
′
ℓ de w(x¯, y¯) sera finie aussi. On continue
par une séparation de variables en k pièces au lieu de 2 et par induction sur ℓ.
Notre dernière affirmation est une application du fait 4.1.3. ¤
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4.2 Autres constructions par tours
Pour un entier n > 1, on dénote par Fn le groupe libre en n générateurs.
Rappelons que tous les groupes G sont considérés comme des structures du pre-
mier ordre 〈G, ·,−1 , 1〉 où ·, −1 et 1 dénotent respectivement la multiplication,
l’inverse, et l’identité d’un groupe.
Fait 4.2.1 [50, 51, 52, 54]
(1) Pour chaque 2 ≤ n ≤ m, le morphisme injectif naturel Fn ≤ Fm est un
morphisme injectif élémentaire.
(2) Pour chaque n ≥ 2, la théorie complète de Fn, Th(Fn) est stable.
Soit F un groupe libre avec un nombre dénombrable de générateurs. Le fait
4.2.1 donne le corollaire suivant.
Corollaire 4.2.2 Les morphismes injectifs naturels
F2 ≤, . . . Fn ≤ . . . ≤ F
sont tous élémentaires. En particulier chaque Fn est une sous-structure élé-
mentaire de F , et la théorie complète de F est stable.
Lemme 4.2.3 Soit k ≥ 2, et soit G un groupe CSA sans torsion et dénom-
brable dans lequel les sous-groupes maximaux abéliens sont cycliques. Soit a0
un générateur quelconque d’un sous-groupe maximal abélien de G. Alors G se
plonge dans un groupe CSA sans torsion H = 〈F, r〉 dans lequel les sous-
groupes maximaux abéliens sont cycliques. Où F est un groupe libre sur un
nombre dénombrable de générateurs et rk = a0, et où les sous-groupes maxi-
maux abéliens de G sont conjugués par H. Surtout chaque élément de G a une
racine k-ème dans H.
Preuve. Le groupe G a un nombre dénombrable de sous-groupes maximaux
abéliens. En outre, il y a un nombre dénombrable de classes de conjugaison de
tels sous-groupes maximaux abéliens. Ces classes peuvent être énumérées par
i < ω.
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Pour chaque telle classe de conjugaison, on fixe un sous-groupe maximal
(cyclique) abélien, Ai, et dans Ai on fixe un générateur ai. Il faut observer que
l’on peut toujours prendre comme a0 n’importe quel générateur donnée d’un
sous-groupe maximal abélien de G.
On définit de manière inductive sur i une famille croissante de sur-groupes
Gi de G.
1. G0 = G
2. Gi+1 est l’extension HNN de Gi, 〈Gi, ti|a
ti
i = ai+1〉.
Notamment chaque Gi+1 est engendré par G0, ainsi que par les éléments
t0, . . . , ti.
Soit
Gω =
⋃
i<ω
Gi
Il s’ensuit que Gω est engendré par G0 ainsi que par les éléments ti. Par
la construction et par [37, le lemme de Britton], il n’y a pas d’éléments dis-
tincts ti et tj dans Gω qui satisfont une relation quelconque. En particulier ils
engendrent un groupe libre en deux générateurs ti et tj.
De plus, dans Gω tous les sous-groupes maximaux abéliens de G0 sont deux-
à-deux conjugués par un sous-groupe de Gω engendré par tous les éléments ti.
En particulier dans Gω on a ;
G0 ⊆ 〈a0〉
〈(ti)i<ω |〉
et Gω est engendré par 〈a0〉 et 〈(ti)i<ω|〉.
On considère maintenant un sur-groupe cyclique abélien sans torsion R de
A0 = 〈a0〉 engendré par un élément r tel que rk = a0. Comme k ≥ 2 par
l’hypothèse, r n’appartient pas au sous-groupe 〈a0〉 de R.
On forme le produit libre de R et Gω avec 〈a0〉 comme un sous-groupe
amalgamé. Cela signifie que
Gω+1 = R ∗〈a0〉 Gω
comme rk = a0 et Gω est engendré par a0 et les ti ainsi que par r. Donc on a
Gω+1 = 〈r, (ti)i<ω〉
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et le deuxième ensemble de générateurs engendre librement le groupe libre F .
Le morphisme injectif naturel
G ≃ G0 ≤ Gω+1 ≃ H
est le plongement qui satisfait notre lemme. Il faut noter que la classe des
groupes CSA est inductive. Comme H est une limite directe de groupes CSA,
c’est aussi un groupe CSA et de plus les sous-groupes maximaux abéliens de
H sont cycliques par [31]. ¤
Selon le lemme 4.2.3, on peut trouver une série infinie de plongements
1G ≤ 2G ≤ . . . k−1G ≤ kG . . .
où 1G est un groupe libre dénombrable et non-abélien tel que pour chaque
k ≥ 2 le morphisme injectif k−1G ≤ kG est comme dans le lemme 4.2.3, à
savoir tel que les sous-groupes maximaux abéliens de k−1G sont conjugués
dans kG et chaque élément dans k−1G est k-divisible dans kG. On remarque
que chaque groupe kG est un groupe CSA sans torsion dans lequel les sous-
groupes maximaux abéliens sont cycliques.
On fixe maintenant le groupe
G =
⋃
k≥1
kG
Par l’inductivité de la classe des groupes CSA, G est un groupe CSA. Comme
les sous-groupes maximaux abéliens coïncident avec les centralisateurs d’élé-
ments non-triviaux dans les groupes CSA, il s’ensuit que les sous-groupes
maximaux abéliens de G sont conjugués par construction. Une fois de plus la
construction implique que chaque élément g de G est n-divisible pour chaque
n, et comme les sous-groupes maximaux abéliens coïncident avec les centra-
lisateurs d’éléments non-triviaux, on conclut que les sous-groupes maximaux
abéliens sont divisibles.
Certainement G n’est pas abélien puisqu’il contient le groupe libre non-
abélien 1G, et on note qu’il est de plus sans torsion. On obtient par conséquent
un groupe CSA non-abélien dans lequel les sous-groupes maximaux abéliens
sont conjugués et divisibles, comme une union dénombrable de groupes CSA
sans torsion dans lesquels les sous-groupes maximaux abéliens sont cycliques.
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Puisqu’un groupe libre est stable, la question de la stabilité de ce groupe
G se présente. Pour vérifier la stabilité d’ensembles définissables sans quanti-
ficateurs, on utilise le lemme suivant.
Lemme 4.2.4 Soit ϕ(x¯, y¯) une formule sans quantificateurs dans le langage
des groupes. Cela signifie qu’elle est une combinaison booléenne d’équations
dans les variables x¯ et y¯. Si un groupe G est une union d’une famille croissante
de sous-groupes Gi, et si ϕ définit un ensemble stable dans chaque Gi avec une
borne uniforme sur les indices de stabilité de ϕ dans chaque Gi, alors ϕ définit
un ensemble stable dans G.
Preuve. Par hypothèse, il existe une borne uniforme sur les indices de stabilité
de ϕ dans Gi quand i change. Par conséquent il existe un entier n plus grand
que tous les indices de stabilité de Gi. Alors aucun sous-groupe Gi ne peut
avoir un indice de stabilité de taille n.
On voit que G ne peut pas avoir un indice de stabilité de taille n. Sinon tous
les éléments de uplets associés dans une telle échelle appartiendraient à un sous-
groupe Gi. C’est une contradiction comme ϕ est stable sans quantificateur.
Cela montre que la formule ϕ définit un ensemble stable dans G. ¤
Une autre construction d’un groupe CSA non-abélien où les sous-groupes
maximaux abéliens sont conjugués et divisibles est comme suit. Cette fois on
ajoute toutes les racines simultanément et non étape par étape. Il faut noter
que la tentative de garder certaines parties de la stabilité des groupes libres
est toujours présente.
Au lieu de commencer par le groupe libre F , commençons par 1G = Q ∗F .
Fixons a0 comme un élément qui correspond à l’élément 1 de Q (dans la nota-
tion additive). On passe de 1G à 2G et on continue comme suit. Numérotons
par a1, a2, . . . , etc, les générateurs de sous-groupes cycliques maximaux abé-
liens de 1G. On inclut précisément un sous-groupe cyclique maximal abélien
dans chaque classe de conjugaison de tels sous-groupes. On trouve un mor-
phisme injectif plongeant 〈a0〉 dans une copie de Q, de telle façon que a0
représente 1 dans Q et toujours dans la notation additive. On forme le pro-
duit libre de 1G et cette nouvelle copie de Q avec 〈a0〉 comme sous-groupe
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amalgamé. On trouve un nouveau groupe CSA. On peut conjuguer a0 à a1 en
formant une extension HNN appropriée avec un élément t0. La manipulation
que l’on a faite dans le lemme 4.2.3, on la continue afin d’obtenir dans chaque
étape des groupes CSA à l’aide des résultats de [31].
Si on visualise 2G comme une union, on se rend compte que c’est un groupe
CSA avec une classe de conjugaison de sous-groupes maximaux abéliens divi-
sibles. De plus 2G est engendré par ces sous-groupes et un groupe libre dénom-
brable (engendré par tous les ti ajoutés pendant les formations successives des
extensions HNN).
Ensuite on peut construire, de la même façon, une suite infinie de mor-
phismes injectifs
1G ≤ 2G ≤ . . . k−1G ≤ kG . . .
telle que pour chaque k ≥ 2 le morphisme injectif k−1G ≤ kG est comme
dans la méthode mentionnée ci-dessus. En particulier chaque kG est engendré
par un groupe abélien divisible qui est isomorphe à Q et un groupe libre F .
Encore l’union de ces groupes est un groupe CSA dans lequel les sous-groupes
maximaux abéliens sont conjugués et divisibles.
Question : Est-ce que des groupes construits par des manipulations comme
ci-dessus sont stables ?
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Resumé : Notre travail ici concerne certaines pistes pour des constructions
de nouveaux groupes, et en particulier de contre-exemples à la conjecture de
Cherlin-Zilber.
On parvient à trouver une réponse pour la stabilité de groupes CSA exis-
tentiellement clos. On exhibe un mot de groupe en deux variables qui a la
propriété d’indépendance par rapport à la classe de groupes hyperboliques
sans torsion. On en déduit que l’équation correspondante donne la propriété
d’indépendance des groupes CSA existentiellement clos, ce qui en particulier
implique leur instabilité.
En outre, on prouve que les équations, et en particulier les ensembles défi-
nissables sans quantificateurs, définissent des ensembles stables dans les boules
bornées des produits libres de groupes, en utilisant la version finie du théorème
de Ramsey.
Enfin, on introduit certains groupes construits comme tours particulières
de produits libres et d’extensions HNN .
Abstract : Our work here relates to certain routes for the construction of new
groups, and in particular, of counter-examples to the Cherlin-Zilber conjecture.
We managed to find an answer for the stability of existentially closed CSA-
groups. We build a group word in two variables that has the independence pro-
perty relatively to the class of torsion-free hyperbolic groups. We deduced that
the corresponding equation gives the independence property of existentially
closed CSA groups which in turn implies their instability.
Moreover, we demonstrate that group words, and in particular quantifier-
free definable sets, define stable sets in bounded balls of free products of groups
using a finite version of Ramsey’s theorem.
Finally, we introduce certain groups constructed as special towers of free
products and HNN -extensions.
