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Abstract. The presence of positive Lyapunov exponents in a dynamical sys-
tem is often taken to be equivalent to the chaotic behavior of that system.
We construct a Bernoulli toral linked twist map which has positive Lyapunov
exponents and local stable and unstable manifolds dened only on a set of
measure zero. This is a deterministic dynamical system with the strongest
stochastic property, yet it has positive Lyapunov exponents only on a set of
measure zero. In fact we show that for any map g in a certain class of piecewise
linear Bernoulli toral linked twist maps, given any  > 0 there is a Bernoulli
toral linked twist map g0 with positive Lyapunov exponents dened only on a
set of measure zero such that g0 is within  of g in the d metric.
1. Introduction
For the purposes of this paper a toral linked twist map (tltm) g is a map of the two
dimensional torus onto itself of the form g = 2  1, where 1(x; y) = (x+h1(y); y)
and 2(x; y) = (x; y + h2(x)) are twist maps. The maps hi : [0; 1] ! R ; i = 1; 2,
are measurable, and h0i(x) > 0, where the derivative is dened. Such maps preserve
Lebesgue measure.
If the dening maps hi are piecewise linear with nitely many discontinuities
then the tltm g possesses all the features of hyperbolicity (positive Lyapunov ex-
ponents, local stable and unstable manifolds) in a very explicit form. Furthermore
an application of the work of Katok et al. [3] shows that the torus decomposes
into countably many ergodic components, on each of which the restriction of g is
either a Bernoulli map or the cross product of a Bernoulli map with a rotation.
Przytycki has shown that if in addition for almost all points p; q 2 T 2 and every
pair of integers m;n large enough gm(lu(p)) \ g−n(ls(q)) 6= ; (where lu(p) is the
local unstable manifold of p and ls(q) is the local unstable manifold of q), then g is
a Bernoulli map [8]. The ergodicity of such a tltm may also be obtained from the
more recent techniques described by Liverani and Wojtkowski [4].
In much of the literature on chaotic dynamical systems the presence of positive
Lyapunov exponents in a dynamical system is taken to be equivalent to the chaotic
behavior of that system. We construct a Bernoulli tltm f for which positive Lya-
punov exponents exist only on a set of measure zero. Furthermore we show that
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such maps are dense in the d metric in a certain class of piecewise linear tltm’s.
The class of tltm’s we consider satisfy the following requirements:
Condition z. 1) The maps hi are piecewise linear functions with nitely many
discontinuities.
2) h01(x) > 2 a.e., and if fxig are the discontinuities of h1 ( where xi+1 > xi)
then for all x 2 (xi; xi+1), h01(x)(xi+1 − xi) > 1. Analogous conditions hold for h2.
Remark 1. The second stipulation is technical and allows us to check the Przytycki
condition easily and hence show that the tltm’s we consider are Bernoulli.
Theorem 1. Given a Bernoulli tltm satisfying condition z and  > 0 there exists,
a Bernoulli tltm g0 which has positive Lyapunov exponents dened only on a set of
measure zero and which is within  of g in the d metric.
The proof of this result uses several lines of argument from [5]. The density of
the maps g0 in Theorem 1 follows from the method of construction of one such map
f . The Bernoulli property is usually established by arguments involving hyperbolic
properties of a dynamical system. This hyperbolic structure is missing in our
construction. For other reasons it is dicult to establish by the usual hyperbolic
techniques that f is Bernoulli. To prove the Bernoulli property we use certain ideas
from the Bernoulli theory of Ornstein and Weiss [6], in particular the notion of a
nitely determined process and the fact that B processes are closed in the d metric
(Theorem 2).
The idea of the construction is simple. The map f is constructed as a limit in the
d metric of a sequence ffig of hyperbolic toral linked twist maps. fi+1 is produced
by altering fi on a small set so as to introduce a discontinuity. The dicult part
of the construction lies in showing that it is possible to do this and yet still keep
the two maps suciently close in the d metric so that the sequence converges to a
Bernoulli tltm. By exploiting the hyperbolicity of each map in the sequence rather
than the hyperbolicity of f itself we are able to do this. This construction allows
us to show that f is Bernoulli even though f has no hyperbolic structure.
The following section is found in a slightly modied form in [5], but we include
it for completeness.
1.1. Some background. First we establish some notation. If C  T 2 is a set of
positive Lebesgue measure, then C denotes the conditional measure on C, that is,
C(A) =
(A\C)
(C) for every set A  T 2. If P is a partition of T 2 and E  T 2, then
P jE denotes the induced partition of the measure space E with measure E . We
say that a property holds for  a.e. atom of P if the property holds for all atoms
of P except for a union of atoms which has measure less than . We denote by
HS(P jQ) the relative entropy conditioned on the set S, i.e., the set S is normalised
to have measure one and the entropy of the partition S \ P relative to S \ Q is
calculated. All nite partitions of the torus that we consider will be assumed to
have atoms with piecewise smooth boundaries. B denotes the Borel sigma algebra.
Some aspects of the Bernoulli theory. Let (f;X; ) be a dynamical system (f is
a transformation of the metric space X which preserves the measure ) and let
P be a nite partition of X . We say that the points x; y have the same P − N
name if fk(x) and fk(y) lie in the same set of P for all 0  k  N . The partition
of X into sets with the same P − N name we denote WN0 f−jP . If (f;X; ) is a
dynamical system then we say the partition P of X is a generator (or generates) if
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−jP is the entire sigma algebra of the system (which in the present context
is B). A dynamical system is Bernoulli if it has an independent generator, i.e., a
generating partition P such that fnP is independent of
Wn−1
−n+1 f
−jP for all n  1
(for equivalent denitions see [6]).
We may model a stationary stochastic process consisting of random variables
taking values in a set M as a dynamical system in a standard way [6, page 48]. If
the resulting dynamical system is Bernoulli then the process is called a B-process
( note that this is not necessarily an independent process).
Conversely if X is given the nite partition P = fP1; :::; Pkg then the dynamical
system (f;X; ) produces a stationary stochastic process by inducing a measure
on the space Ω = f1; :::; kgZ. The shift map S!n = !n−1 preserves this measure.
When X and  are clear from context we will denote this process as (f; P ). If
(f;X; ) is a Bernoulli dynamical system then for every nite partition P of X ,
(f; P ) is a B-process.
The d metric. The d metric is a way of measuring how close the output of two
stochastic processes are over a long time period. The awkwardness of the denition
of the d-metric arises from the fact that the two stochastic processes need not be
dened on the same measure space. By constructing a joining of the two underlying
measure spaces it becomes possible to make statements about the likelihood that
two stochastic processes dened on the measure spaces (taking values in the same
metric space) will have a similar output. Suppose (X;) and (Y; ) are two measure
spaces. A joining of (X;) and (Y; ) is a measure  on XY such that (AY ) =
(A) and (X  B) = (B) for every measurable set A  X and B  Y . Given
a partition P = fP1; :::; Pkg of X , we may think of the partition as a map from
the space X to the set S of k symbols S = f1; :::; kg such that P (x) = j if x 2 Pj .
Similarly a partition Q = fQ1; :::; Qkg of Y induces a map Q : Y ! S. We dene
the d distance between the partitions P of X and Q of Y by
d(P;Q) = inf

(fx; yg : P (x) 6= Q(y));
where the innum is taken over joinings. Suppose fAigni=1 and fBigni=1 are se-
quences of partitions of X and Y respectively. We dene the the d-distance between
these sequences of partitions by
d(fAigni=1; fBigni=1) = inf

1
n
nX
i=1
(fx; yg : Ai(x) 6= Bi(y)):
Thus, if d(fAigni=1; fBigni=1) < , there is a pairing of points in X with those in Y
(x 2 X paired with yx 2 Y say), such that the pairs (x; yx) satisfy Ai(x) = Bi(yx)
except for at most a number N of the integers from 1 to N . Furthermore, most of
the measure of  is concentrated on these pairs in the sense that (fx; yxg) > 1−.
Hence if g1 and g2 are measure-preserving transformations of a metric space X
and P is a partition of X , then
d(fg−i1 Pg1i=1; fg−i2 Pg1i=1) < 
implies that there is a pairing of orbits such that corresponding orbits lie in the
same set of the partition except for a set of times of density at most . We also
note that if Q is a partition that renes P , then
d((f1; P ); (f2; P ))  d((f1; Q); (f2; Q)):
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This fact is clear if one thinks of the characterization of the d distance in terms of
the time that paired orbits spend in the same set of the partition.
It can be shown that
d(fAig1i=1; fBig1i=1) = limn!1 d(fAig
n
i=1; fBigni=1) = infn d(fAig
n
i=1; fBigni=1):
We denote d(fg−i1 Pg1i=1; fg−i2 Pg1i=1) by d((g1; P ); (g2; P )): For a nice discussion
of the d metric see [1].
Very weak Bernoulli partitions. Ornstein used the d-metric to formulate the notion
of a very weak Bernoulli partition. Let f be an invertible mpt of a metric space X
and let P be a partition of X . The partition P is a very weak Bernoulli (VWB)
partition if for every  > 0 there exists N0 such that for all N
0 > N > N0 and for
all n  0  a.e. atom E of WN 0N f iP satises
d(ff−iP j Egn0 ; ff−iPgn0 ) < :
The process (f; P ) is a B-process if and only if the partition P is VWB. The
next theorem motivates the construction of the d Cauchy sequence.
Theorem 2 ([6]). 1) If (fn; Pn) are B-processes that converge in the d-metric to
(f; P ), then (f; P ) is a B-process.
2) If f is a mpt of X and fPig is a sequence of partitions such that Pi < Pi+1 ,W
i Pi = B and each Pi is VWB, then f is a Bernoulli transformation.
The VWB property can be checked using hyperbolic structure, and this allowed
Ornstein and others to show that many physical systems are Bernoulli [2], [7].
Finitely determined processes. The property of being nitely determined is another
characterization of B-processes.
Denition 2. A process (f; P ) is nitely determined (FD) if given s > 0 there
exists ;N; γ > 0 such that when ( f; P ) is an ergodic process which satises
1) (close in nite distribution)
d(ff−iPgN0 ; f f−i PgN0 ) < ;
2) (close in entropy)
h( f; P )  h(f; P )− γ;
then
d((f; P ); ( f; P )) < s:
Hyperbolic dynamical systems. The two features of hyperbolic dynamical systems
that need mention are local (un)stable manifolds and hyperbolic blocks.
Local stable and unstable manifolds. Let g be a Bernoulli tltm such that its
dening maps hi are piecewise linear and possess only nitely many discontinu-
ities. Oseledets’ theorem implies that there exist  > 0 and a measurable splitting
Tx(T
2) = Esx Eux such that for v 2 Eux (resp. Esx) ,
lim
n!1
1
n
log jDxgn(v)j =  (resp:− )
for almost every x 2 T 2.
A local stable manifold (lsm) of g is a C1 curve such that there exists 0 <  < 1
and a constant C such that d(gn(p); gn(q)) < Cnd(p; q); n  0, for all points p,
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q contained in the curve and the curve is tangent to Esp (where dened) for every
point in the curve. In the statement of Theorem 1 we refer to local stable and
unstable manifolds corresponding to this denition.
In the proofs we give we impose stronger conditions on lsm’s and lum’s and we
take into account the partition of T 2 that we are considering. This makes many
of the proofs simpler, but is nonstandard. Let (g; T 2; ) be a tltm with P a nite
partition of T 2. In our proofs we will also require that any two points on the same
lsm have the same P − N name for all N and that any two points on the same
lum have the same P −N name under the map g−1 for all N . It is instructive to
think of points on the same lsm as possessing the same ‘future’ and points on the
same lum as having had the same ‘past’. When we speak of lsm’s and lum’s for
a process (g; P ) we are assuming this stronger condition. We will not introduce
another notation since the meaning should be clear from context.
Hyperbolic blocks. A hyperbolic block H of (f; P ) is a measurable set with a
distinguished point p (and distinguished lsm ls(p) and lum lu(p)) constructed in
the following way. Let ~H be an open, connected set in the shape of a four-sided
polygon with p as center whose sides are parallel to lu(p) and ls(p) and of the same
length. The hyperbolic block H is the subset of ~H such that if q1; q2 2 H then the
local stable manifold ls(q1) intersects the local unstable manifold l
u(q2) at precisely
one point which lies in ~H. Note that p 2 H, but that there may be points in ~H
whose lsm and lum do not have this intersection property. A hyperbolic block is
called -good if  ~HfHg > 1− .
The grid structure of H denes a product measure ( the product of the con-
ditional invariant measures on lu(p) and ls(p)). This product measure must be
absolutely continuous with respect to the invariant measure for the concept of the
block to be useful. For further discussion of these issues see [3] and [6].
Absolute continuity will be clear in our context, as both the lsm’s and the lum’s
may be taken to be straight line segments and the invariant measure is Lebesgue
measure on T 2.
2. The construction of f
The Bernoulli tltm with positive Lyapunov exponents dened only on a set of
measure zero, which we denote f , is constructed as a d (and pointwise) limit of
tltm’s. This construction allows us to prove that f is Bernoulli, as it is dicult
to establish this directly from the standard hyperbolic theory. Instead, we estab-
lish these two properties by applying certain results of Ornstein and Weiss [6], in
particular Theorem 2.
We construct a sequence of nite partitions (with piecewise smooth boundaries),
fPig, such that Pi < Pi+1 and
W
Pi = B. These are the only conditions on the
partitions that we shall require. We also construct a sequence of maps ffjg of the
form fj(x; y) = 
j
2  1(x; y). Note that 1(x; y) = (x + h1(y); y) and  j2 (x; y) =
(x; y+hj2(x)), where we take h1 and h
j
2; (j  0) to be piecewise linear with nitely
many discontinuities.
Let f0  02  1 satisfy condition z.
Now let A be a vertical strip of the form (; )  [0; 1). Note here that we may
take the area of A to be as small as we like.
Let faig be a countable, dense set of points in (; ), and fig a sequence (to be
specied later) such that ai  i 2 (; ) for all i. We take i suciently small so
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that (ai − i; ai + i) \ (aj − j; aj + j) = ; if i 6= j. For each integer l let Ql be a
nite cover of (; ) into intervals of length at most 1l .
We dene  i2(x; y) = 
i−1
2 (x; y) for points in the complement of the strip
(ai− i; ai + i) [0; 1), and we dene  i2 (i.e. dene hi2 ) on (ai− i; ai + i) [0; 1)
so that hi2 satises the conditions of z. Since i ! 0, this means that hi20 ! 1
in the supremum norm. Now we will add discontinuities in such a way as to en-
sure that the limit map f is discontinuous on a set of positive measure. Fix an
integer i0. Now suppose we have dened  i2 for i < i0. Fix an integer l0 and con-
sider the nite cover Ql0 into intervals fIjl0g (j = 1; :::; Nl0 , say). We dene hi
0
2 on
(ai+ i; ai− i) in such a way that if there exist any points aj (j < i0) such that ai0
and aj both lie in the same set I
k
l0 of the partition Ql0 , then for at least one such aj
and corresponding map hj2, h
i0
2 satises jhj2(x0) − hi
0
2 (x)j > 12 for some points x; x0
(x 2 (ai0 − i0 ; ai0 + i0) \ Ikl0 ; x0 2 Ikl0). We continue to dene hi2 for i > i0 in this
way until i = il0 is suciently large that every interval fIjl0g 2 Ql0 has the property
that there exist points pjl0 ; q
j
l0 in I
j
l0 such that jhil02 (pjl0)− hil02 (qjl0)j > 12 . Then in the
construction of h
il0+1
2 we consider the intervals fIjl0+1g of the nite cover Ql0+1, and
so on.
Note that this implies that the limiting map f = f2  1 is discontinuous
in 1
−1(A). To see this, suppose (x; y) in 1−1(A) and note that the condition
(ai − i; ai + i) \ (aj − j ; aj + j) = ; implies that if j  i then hj2(x) = hi2(x)
for all x 2 (i − i; i + i). Thus, by construction, in any interval about x there
exists a point x0 such that jhf2 (x)−hf2 (x0)j > 12 , and hence f is discontinuous at all
points in 1
−1(A).
It can be shown that such maps are Bernoulli ( [5] ). The idea of the proof is
to show that condition z implies the Przytycki condition and hence the Bernoulli
property.
We now show that it is possible to choose the sequence i so that we have
d((fi+1; Pi); (fi; Pi))  2−i:
We rst stipulate that the sequence i satises i ! 0 suciently fast to ensure
that
P
in i  12n . This ensures that the sequence ffig converges to some map f
pointwise a.e. We then show that (f; Pi) is the d limit of (fj ; Pi) for each i, and
hence that (f; Pi) is a B-process ( Theorem 2). Since we have chosen the partitions
Pi so that Pi < Pi+1 and
W
Pi = B , Theorem 2 implies that f is Bernoulli. By
construction f has a dense set of discontinuities on a set −1(A) of positive measure.
As a consequence of the ergodicity of f , the orbit of a.e point will visit −1(A) a
fraction j− j of the time. If the orbit of a point enters −1(A), then a Lyapunov
exponent cannot be dened for that point since the map is dierentiable at no point
in −1(A). Since the map is actually not continuous at any point in −1(A), stable
and unstable manifolds similarly cannot exist . Thus positive Lyapunov exponents
and stable and unstable manifolds exist only for a set of Lebesgue measure zero.
We now show that we may construct such a sequence i. The construction
proceeds inductively. Assume that we have Bernoulli tltm’s ffjgji satisfying
a) d((fj ; Pj); (fj+1; Pj))  12j for j < i.
Given fi; Pi, we now show that it is possible to choose a map fi+1 ( i.e choose i+1)
such that
d((fi+1; Pi); (fi; Pi))  1
2i
:
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To prove this we use the fact that B-processes are nitely determined. Since fi
is Bernoulli, (fi; Pk) is a B-process for any k.
Apply Denition 2 to (fi; Pi) with s = 2
−i to obtain T > 0; γ > 0 and  > 0
such that if
1) d(ff−ji+1PigT0 ; ff−ji PigT0 ) <  and
2) h(fi+1; Pi) > h(fi; Pi)− γ
then
d((fi+1; Pi); (fi; Pi)) < 2
−i:
Note that without loss of generality we may take γ < 12i .
The main technical diculty is to ensure that condition 2) holds. To do this
we use an argument involving hyperbolic blocks. For the remainder of this sec-
tion γ( γ < 12i ); s; ; and T will refer to the corresponding parameters obtained by
taking (fi; Pi) for (f; P ) in Denition 2.
We dene a \successor" of fi to be a map produced by some choice of i subject
to the conditions specied above. Thus a successor of the map fi is a choice of the
next map in the sequence fi+1.
We now state the main lemma . It says that it is possible for both fi and any
succesor of fi, to almost cover T
2 with the same number of hyperbolic blocks.
These hyperbolic blocks are bounded below in measure, and have a uniform bound
on the Radon-Nikodym derivative of product measure with respect to Lebesgue
measure and a uniform lower bound on the degree of -goodness (see Section 1).
The proof of this lemma uses standard hyperbolic theory, in particular the fact that
the conditions imposed on fi and any successor imply that there is a continuous
(except at nitely many lines) family of cones in the tangent space [10]. Thus it
is possible to construct local stable and unstable manifolds at a.e. point in T 2 .
Since fi and any successor is piecewise linear, the lsm’s and lum’s are straight line
segments. Finally the fact the the dierential of fi and any successor of fi is the
same except on a set of measure at most 2i and that we may choose i suciently
small that the two maps agree on a set of large measure ensures that the resulting
hyperbolic block structure of fi and any successor can be taken to be as similar as
we wish. The proof of this lemma in a more general case has been given explicitly
in [5] and and in essence in [10]. We do not repeat it here .
Lemma 3. Let Pi be a nite partition of T
2. If  is a tltm of T 2 consisting of
either fi or a successor of fi, then, given 
0;  > 0, there exists  > 0 such that
we may cover T 2 disjointly up to measure 1 − 0 with hyperbolic blocks of  all of
which have measure greater than .
The hyperbolic blocks have the following property:
 If H is such a hyperbolic block of , then
1
k
HH
 
k_
0
−jPi
 1_
1
jPi
!
−HH
 
k_
0
−jPi
!  
for all k > 0:
This lemma is not saying that it is possible to use the same set of hyperbolic
blocks for the two dierent maps fi and a successor of fi, but rather that the
properties of our cover by hyperbolic blocks (up to measure 1− 0) hold uniformly
for all possible choices of successors. Here we summarise the ideas behind Lemma 3
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and how it allows one to obtain the closeness in the d metric between fi and a
judicious choice of successor.
First note that any atom of the induced partition of
Wk
0 
−jPi on such a hy-
perbolic block H consists of whole lsm’s (since two points on the same contracting
ber have the same future name for all time.) Similarly the induced partition ofW1
1 
jPi on H has atoms which consist of whole lum’s. Thus if the hyperbolic
block H is composed of lsm’s and lum’s of suciently small length, then lsm’s in
H approximate parallel straight line segments and lum’s in H approximate parallel
straight line segments which transverse the lsm’s at almost the same angle. Thus
uniformly over k the distribution of an atom in the induced partition of
Wk
0 
−jPi
on H on each atom in the induced partition of W11 jPi on H (with respect to
product measure) is almost the same as its distribution on the whole of H. There-
fore the eect on the relative entropy by conditioning on the past is small, and
the dierence between the conditioned and unconditioned entropy approaches 0
as the size of the lsm’s and lum’s approaches zero. This can be made precise [5,
Lemma 1]. We alter fi (to produce fi+1) on a set of suciently small measure so
that the nite distributions of fi and fi+1 up to a time T are close on the hyper-
bolic blocks of fi+1 and the size of the atoms in the induced partition of
WT
0 f
−j
i Pi
on these hyperbolic blocks reflects the entropy of (fi; Pi) ( a consequence of the
Shannon-McMillan-Breiman Theorem).
When we condition on the past, on a hyperbolic block of fi+1 the relative entropy
of the Pi-names of fi+1 till time T does not decline much|hence the entropy of
(fi+1; Pi) is close to that of (fi; Pi).
In Denition 2 we take 0 <  such that j 0 log 0 j< γ10 , 0 log(#Pi) < γ10 (this
last requirement is because of the incompleteness of the cover by hyperbolic blocks
and looks forward to Lemma 6) and  = γ10 to obtain a cover with the properties
described in Lemma 3 (we emphasize again the these properties hold uniformly
for the hyperbolic blocks of admissible perturbations). Recall that the hyperbolic
blocks in the cover have measure bounded below by  > 0 (a function of 0 and )
and this bound is uniform over admissible perturbations.
Lemma 4. Given 0 <  < 1, there exists N 0 > N such that
1) jHS(
WN 00
0 f
−j
i Pi)−N 00(h(fi; Pi))j  γ10 for all N 00 > N 0, where S is any set
of measure  .
This follows from an application of the Shannon-McMillan-Breiman Theorem
and states that after a certain time N 0 the entropy of fi can be estimated from the
relative entropy of any set of measure greater than .
Remark 5. Note that this lemma refers only to fi.
We need one more lemma.
Lemma 6. If fi+1 is an admissible perturbation of fi then,
H
0@N 0_
0
f−ji+1Pij
1_
1
f ji+1Pi
1A

X
j
(Hj)HHj
0@N 0_
0
f−ji+1Pij
1_
1
f ji+1Pi
1A
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where
SHj ; j 6= 0, is the cover of hyperbolic blocks of fi+1, and H0 ((H0) < 0)
is the complement of
SHj ; j 6= 0.
The proof of this lemma involves a routine calculation (see [5, Lemma 6] for
details). It gives a lower estimate for the entropy of fi+1 in terms of its relative
entropy on hyperbolic blocks.
We now combine Lemmas 3, 4 and 6 together to show how to construct fi+1.
Recall that we have a γ; (γ < 12i ); ; and N from Denition 2 applied to Bi with
s = 2−i. In Lemma 3 we then take 0 and  so that 0 < ; j 0 log 0 j< γ10 ,
0 log(#Pi) < γ10 (this requirement is necessary because of the incompleteness of
the cover in Lemma 6) and  = γ10 . This choice of 
0 and  denes a minimal
measure  for the hyperbolic blocks in the cover as described in Lemma 3. For this
 we then have a N 0 as dened in Lemma 4.
We need to choose i+1 and dene 
i+1
2 on (ai+1 − i+1; ai+1 + i+1)  (0; 1]
in order to dene fi+1. It is clear that once given i+1, we may dene 
i+1
2 on
(ai+1 − i+1; ai+1 + i+1)  (0; 1] in the manner described earlier, so we will just
consider the choice of i+1.
First choose i+1 small enough to ensure
a) jHS(
WN 0
0 f
−j
i+1Pi)−HS(
WN 0
0 f
−j
i Pi)j < γ10 for any set S of measure > ,
b) d(ff−ji+1PigN
0
0 ); (ff−ji PigN
0
0 )) < .
Note that condition b) is condition 2 of Denition 2.
Then we have
N 0h(fi+1; Pi) = H
0@N 0_
0
f−ji+1Pij
1_
1
f ji+1Pi
1A
(by stationarity and [9, Theorem 4.3 (i), page 81])
 (1− 0)inf
j>0
HHj
0@N 0_
0
f−ji+1Pi
 1_
1
B−ji+1Pi
1A (by Lemma 6 and a))
 inf
j>0
HHj
0@N 0_
0
f−ji Pi
1A− 2N 0γ
10
(by Lemma 3)
 N 0(h(fi; Pi)− 2γ
10
)− 2N
0γ
10
(by Lemma 4).
Therefore h(fi+1; Pi)  h(Bi; Pi)− γ, and condition 2 of Denition 2 holds.
We now show that (f; Pi) is the d-limit of (fj ; Pi) for all i, and, as
W
Pj = B, by
Theorem 2, f is Bernoulli.
Lemma 7. d((f; pj); (fk; pj))  12k for all k  j.
Proof. It suces to show
d((f; Pk); (fk; Pk))  1
2k
for all k;
as then
d((f; Pj); (fk; Pj))  1
2k
if j  k (since Pk renes Pj):
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Now x Pk. Given s, there exists ns greater than k such that if r  ns we have
d(_s0f−iPk;_s0f−ir Pk) 
1
2s
:
This is because the measure of the set upon which f and fr dier tends to zero
as r ! 1, and thus, if r is suciently large, then, except for a set of points x of
measure at most 12s , Pk(F
i(x)) = Pk(f
i
r(x)) (for i = 0; :::; s).
Since d is a metric, we have
d(_s0f−iPk;_s0f−ik Pk)  d(_s0f−iPk;_s0f−ins Pk) + d(_s0f−ik Pk;_s0f−ins Pk)
By construction of the sequence,
d
 
s_
0
f−ik Pk;
s_
0
f−ins Pk
!
 1
2k
:
By denition of ns,
d
 
s_
0
f−iPk;
s_
0
f−ins Pk
!
 1
2s
:
Thus,
d
 
s_
0
f−iPk;
s_
0
f−ik Pk
!
 1
2s
+
1
2k
:
Since lims!1 d(
Ws
0 f
−iPk;
Ws
0 f
−i
k Pk) =
d((f; Pk); (fk; Pk)) we have the lemma.
Once we have the lemma, the result follows.
Thus we have constructed a Bernoulli toral linked twist map with positive Lya-
punov exponents dened only on a set of measure zero. We now prove the density
of such maps in a certain class of piecewise linear Bernoulli toral linked twist maps.
Proof. Proof of Theorem 1 To prove Theorem 1 we need little modication to the
proof of the existence of a Bernoulli tltm possessing positive Lyapunov exponents
only on a set of measure zero.
Let g be a Bernoulli piecewise linear tltm satisfying the conditions of Theo-
rem 1. This map is nitely determined. Let  > 0. Using the same method given
above, we construct a sequence of maps fi , with f0 = g, converging to a map fg.
The maps in the sequence may be taken to satisfy ( by our previous argument)
d((fi; Pi); (fi+1; Pi)) <

2i+1 , where we choose the sequence of partitions Pi and
maps fi so that Pi < Pi+1 and
W
Pi = B. This sequence converges to a Bernoulli
toral linked twist map fg with positive Lyapunov exponents dened only on a set of
measure zero and such that d((fg; Pi); (g; Pi)) <  ( for all i) and hence d(fg; g) < .
This proves Theorem 1.
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