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者(Umbach and Jammalamadaka (2009), Abe and Pewsey (2011), Jones and Pewsey
(2012)) により提案されてきた.非対称な分布を得る手法としては,基準となる対称分布の
正弦摂動によって非対称性を表現する手法 (Abe and Pewsey (2011)) と,基準となる対















確率変数  \Theta が円周  \mathbb{S}^{1} 上の点に対応する角度を値に取る場合,その確率密度関数
 (pdf)f(\theta) は,非負性 (任意の  \theta に対して,  f(\theta)\geq 0), 正規性  ( \int_{-\pi}^{\pi}f(\theta)d\theta=1) に加えて,
以下の周期性を満たす.
 f(\theta+2\pi)=f(\theta) a.e. \theta\in(-\infty, \infty) .
このため,円周分布  f において,その定義域の取り方は,長さが   2\pi の任意の半開区間とな
る.このため,定義域は  [0,2\pi ) と設定してよいし,  [-\pi, \pi ) と設定してもよい.確率密度関
数  f(\theta) に従う確率変数  \Theta の  p 次三角モーメント (trigonometric moment) は
 \phi_{p}=E(e^{ip\Theta})p\in \mathbb{Z}
で定義される.ただし  i=\sqrt{-1} とする.  \phi_{p} の実部と虚部である  p 次の余弦モーメントと
 p 次の正弦モーメントは,それぞれ
 \alpha_{p}=E(\cos(p\Theta)) , \beta_{p}=E(\sin(p\Theta)) (1)
で与えられる.また  p=1 のとき
 \phi_{1}=E(e^{i\Theta})=\rho_{1}\exp(i\mu_{1}) (2)
となり,角度分布の中心を表す  \mu_{1} を平均方向(mean direction), 角度分布の集中度を表す
 \rho_{1} を平均合成ベクトル長 (mean resultant length) は
 \mu_{1}=\arg(\alpha_{1}+i\beta_{1}) , \rho_{1}=\sqrt{\alpha_{1}^{2}+\beta_{1}
^{2}}
で与えられる.角度分布の非対称性を測る歪度の指標としては,一般に平均方向  \mu_{1} 周りの
2次正弦モーメントと平均合成ベクトル長  \rho_{1} を使って,




3.1 Von  M1ses 分布





分布 (circular normal distribution) と呼ばれている (Jammalamadaka and SenGupta
(2001)). von Mises 分布  VM(\mu, \kappa) の確率密度関数は
  f( \theta)=\frac{1}{2\pi I_{0}(\kappa)}\exp\{\kappa\cos(\theta-\mu)\}, -
\pi\leq\theta<\pi (4)
で与えられる.ここで,  \mu\in[-\pi, \pi ) は位置パラメータ,  \kappa\in[0, \infty ) は集中パラメータであ
る.  I_{p} は  p 次の第1種変形 Bessel 関数であり,
 I_{p}( \kappa)=\frac{1}{2\pi}\int_{0}^{2\pi}\cos p\theta e^{\kappa\cos\theta}
d\theta=\sum_{r=0}^{\infty}\frac{1}{\Gamma(p+r+1)r!}(\frac{\kappa}{2})^{2r+p}
で与えられる.集中パラメータ  \kappa の範囲は負にしても確率密度関数になっているが,
 VM(\mu, -\kappa)=VM(\mu+\pi, \kappa) であることとパラメータの解釈から通常は  \kappa\geq 0 で定義さ
れる.このようなことから von Mises 分布に限らず,他の多くの分布でも集中パラメータ
は通常,非負である.また  p 次三角モーメントが
  \phi_{p}=\frac{I_{p}(\kappa)}{I_{0}(\kappa)}e^{ip\mu}, p=\pm 1, \pm 2, 
であることから,平均合成ベクトル長は  A( \kappa)=\frac{I_{1}(\kappa)}{I_{0}(\kappa)} である.
3.2 巻き込みコーシー分布
von Mises 分布の他に,よく知られている分布としては,巻き込みコーシー分布




  f( \theta)=\frac{1}{2\pi}\frac{1-\rho^{2}}{1+\rho^{2}-2\rho\cos(\theta-\mu)}, 
-\pi\leq\theta<\pi
により与えられる.ここで,  \mu\in[-\pi, \pi ) は位置パラメータ,  \rho\in[0,1 ) は集中パラメータで
ある.巻き込みコーシー分布の  p 次三角モーメントは
 \phi_{p}=\rho^{|p|}e^{ip\mu},  p=\pm 1,  \pm 2 , . . .
であり,平均合成ベクトル長は  \rho である.von Mises 分布は再生性をもたないが,巻き
込みコーシー分布は WC  (\mu_{1}, \rho_{1}) と WC  (\mu_{2}, \rho_{2}) に従う確率変数の和の分布が WC  (\mu_{1}+
 \mu_{2},  \rho_{1}\rho_{2}) となり,再生性をもつ.
3.3 Jones‐Pewsey 分布
Jones and Pewsey (2005) は既存の対称分布を含むような柔軟な対称分布族を提案し
た.その確率密度関数は
  f( \theta)=\frac{(\cosh(\kappa\psi)+s\dot{{\imath}}nh(\kappa\psi)\cos(\theta-
\mu))^{1/\psi}}{2\pi P_{1/\psi}(\cosh(\kappa\psi))}, -\pi\leq\theta<\pi (5)
である.ここで,  \mu\in[-\pi, \pi ) は位置パラメータ,  \kappa\in[0, \infty ) は集中パラメータ,  \psi\in \mathbb{R} は
形状パラメータ,  P_{1/\psi} はLegendre の陪関数であり (Gradshtey and Ryzhik (2014)),
 P_{\nu}(z)= \frac{1}{\pi}\int_{0}^{\pi}(z+\sqrt{z^{2}-1}\cos x)^{\nu}dx
を満たす.この分布は3つのパラメータだけで前に述べた分布や他の対称分布を特別な場
合として含んでいる: (5) で,  \psiarrow 0 としたとき,von Mises 分布,  \psi=1 のとき,cardioid
分布,  \psi=-1 のとき,巻き込みコーシー分布,  \psi>0 で  \kappaarrow\infty としたとき,Cartwright’s
power‐of‐cosine 分布 (Cartwright (1963)) に帰着する.Jones‐Pewsey 分布は Shimizu
and Iida (2002) の円周  t 分布においてパラメータの範囲を広げたものと解釈することも







する.一つ目として,基準となる対称分布の密度関数を  f_{0}(\theta) とすると,次のような確率分
布を考えることで非対称性を表現することができる.
 f(\theta-\mu)=\{1+\lambda\sin(\theta-\mu)\}f_{0}(\theta-\mu)
パラメータ  \lambda\in[-1,1] が非対称性を表す指標であり,  \lambda>0(<0) なら右 (左) に歪んだ
分布を表す.  \lambda=0 の場合は,基準となる対称分布となる.この分布の  p 次の三角モーメ
ントは
  \phi_{p}=\alpha_{0,p}+i\frac{\lambda(\alpha_{0,p-1}-\alpha_{0,p+1})}{2}, p=\pm
1, \pm 2, 
となる.ここで,  \alpha_{0,p} は確率密度関数がんである基準となる対称分布の  p 次の余弦モー
メントである.
基準となる分布を von Mises 分布とした場合,von Mises 分布の正弦摂動による確率分
布を Sine‐skewed von Mises  (SSvM) 分布といい,その密度関数は次のようになる.
 f_{SSvM}( \theta|\mu, \kappa, \lambda)=\frac{1}{2\pi I_{0}(\kappa)}\exp\{\kappa
\cos(\theta-\mu)\}\{1+\lambda\sin(\theta-\mu)\} , (6)
ここで,   0\leq\mu<2\pi は平均方向に影響を与え,  \kappa\geq 0 は集中度に影響を与えるパラメータ
である.図1は,異なる  \lambda に対して,  \kappa=1 とした SSvM 分布の密度関数をプロットした




  \beta_{p}^{*} :=E\{\sin(p\Theta)\}=\{\sin(p\mu)+\frac{p\lambda}{\kappa}
\cos(p\mu)\}\alpha_{p},
ただし,  \alpha_{p}  :=I_{p}(\kappa)/I_{0}(\kappa) とする.これより,平均合成ベクトル長は  \rho_{1,SSvM}=
 I_{1}(\kappa)\sqrt{\kappa^{2}+\lambda^{2}}/(\kappa I_{0}(\kappa)) となる.また SSvM 分布における歪度 (3) は次の形で与え
られる:
 \gamma_{1,SSvM}=-\underline{2\lambda^{3}}I_{2}(\kappa) (\kappa^{2}+\lambda^{2})(1-\rho_{1,SSvM})^{3/2}\kappa I_{0}(\kappa) .
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  \mu=\frac{\pi}{2}, \kappa=1. \mu=\frac{\pi}{2}, \kappa=1.
図1 von Mises 分布の正弦摂動の密度関数のプロット
なお,Abe and Pewsey (2011) より,SSVM 分布の単峰性は保証されないことが示されて
いる.
基準となる対称分布を巻き込みコーシー分布にすると,巻き込みコーシー分布の正弦摂
動の密度関数が得られる (Sine‐skewed Wrapped Cauchy (SSWC) 分布).確率変数  \Theta が
パラメータ  \mu,  \rho,  \lambda のSSWC 分布に従うとき,  \Theta の密度関数は次のようになる.
fsswc  ( \theta|\mu, \rho, \lambda)=\frac{1-\rho^{2}}{2\pi(1+\rho^{2}-2\rho\cos(\theta
-\mu))}\{1+\lambda\sin(\theta-\mu)\} , (7)
ここで  \lambda\in[-1,1] は非対称性のパラメータで  \lambda=0 のときに,巻き込みコーシー分布に
なる.図2には,巻き込みコーシー分布の正弦摂動の密度関数をプロットした.巻き込み






  \beta_{p}^{*} :=E\{\sin(p\Theta)\}=\sin(p\mu)\rho^{|p|}+\cos(p\mu)
\frac{\lambda}{2}(\rho^{|p-1|}-\rho^{|p+1|}) , (p\in \mathbb{Z}) .
これより,平均方向は  \mu=\arg\{\alpha_{1}^{*}+i\beta_{1}^{*}\} であり,平均合成ベクトル長は  \rho_{1},  sswc=
 \sqrt{\rho^{2}+\lambda^{2}(1-\rho^{2})^{2}}/4 となる.また歪度は
  \gamma_{1,SSWC}=-\frac{\rho\lambda(1-\rho^{2})}{2(1-\rho_{1,SSWC})^{3/2}}
となる.尚,SSWC 分布は常に単峰であることがAbe and Pewsey (2011) により示され
ている.
Abe and Pewsey (2011) は,参照となる対称分布  f_{0}(\theta) を Jones‐Pewsey 分布の確
率密度関数とした sine skewed Jones‐Pewsey(SSJP) 分布族を提案している.この分
布族は,  4-3\sqrt{3}\leq\psi\leq-0.5 ならば常に単峰となる.SSJP 分布の確率密度関数は
 4-3\sqrt{3}\leq\psi\leq-0.5 よりも広い範囲で単峰になっているようであるが,これに関する必





-arg(\lambda   +ia)-   cos^{-1}






ここで,  a=2\rho/(1+\rho^{2})(\in[0,1)) である.
4.2 スケール変換に基づく非対称化
非対称分布を表現する二つ目の手法は,Jones and Pewsey (2012) で紹介された基準と
なる対称分布の尺度変換を利用した手法であり,単峰性を持つ非対称分布を得ることが
できる.基準となる対称分布の密度関数を  f_{0}(\theta) とし,一般性を失うことなく平均方向を
 \mu=0 とすれば, 次の尺度変換  \tau によって非対称分布を得ることができる.
 f(\theta)=f_{0}(\tau^{-1}(\theta))
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ただし,Jones and Pewsey (2012) では  \tau(\theta)=\theta-\lambda-\lambda\cos\theta と定義した.この方法は
Batschelet (1981) によって提案された手法に基づいているため,逆Batschelet 分布と呼
ばれている.基準となる対称分布を von Mises 分布にすれば,次の von Mises 分布の尺度
変換の密度関数が得られる.
 f_{IB0}( \theta|\mu, \kappa, \lambda)=\frac{1}{2\pi I_{0}(\kappa)}
\exp[\kappa\cos\{\tau^{-1}(\theta)\}] . (8)
よって位置母数  \mu を加えた逆 Batschelet 分布の確率密度関数は,
 f_{IB}( \theta|\mu, \kappa, \lambda)=\frac{1}{2\pi I_{0}(\kappa)}
\exp[\kappa\cos\{\tau^{-1}(\theta-\mu)\}] (9)
で与えらえる.図3には,様々な  \lambda と異なる集中度  \kappa\in\{1,5\} に対する逆 Batschelet 分
布の密度関数をプロットした.
図3 von Mises 分布の尺度変換による密度関数のプロット.  \mu=0,  \kappa=1,  \lambda\in
 \{0,0.5,1\} とした場合 (左),  \mu=0,  \kappa=5,  \lambda\in\{0,0.5,0.9\} とした場合 (右).  \lambda=0 :—
—,  \lambda=0.5:---,  \lambda=0.9:-\cdot-\cdot.
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5 理論的な性質




三角モーメント AP AP  A
識別可能性 MSA MSf 未解決
正値定符号性  (\lambda=0) 退化  (LV) 退化しない  (LV) 未解決
ただし,AP はAbe and Pewsey (2011),  A はAbe (2015), MSA はMiyata et al. (2019),
ⅣはLey and Verdebout (2014) を略記したものとする.
5.1 三角モーメント
SSvM 分布と SSWC 分布に余弦,正弦モーメントにおいては,すでに4.1章で紹介し









となる.これより,  p 次の余弦モーメントは  E \{\cos(p\Theta)\}=\frac{\psi(p)+\psi(-p)}{2} となり,  p 次
の正弦モーメントは   E\{\sin(p\Theta)\}=\frac{\psi(p)-\psi(-p)}{2i} で与えらえる.
5.2 識別可能性
次に識別可能性について考える.SSvM およびSSWC の識別可能性は,以下の定理が与
えられている.今,パラメーター空間  r を持つ確率密度関数  f(\theta|\gamma) の族を考える.このと
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き,  f(\theta|\gamma) は  r において識別可能であるとは,任意の  \gamma_{1},  \gamma_{2}\in r に対して,  \gamma_{1}\neq\gamma_{2} のと
きに  f(\theta|\gamma_{1})\neq f(\theta|\gamma_{2}) が成り立つことをいう.このとき,以下の結果が成り立つ.
定理1 (Miyata et a1.(2019))
(i) SSvM 分布 (6) は,パラメーター空間  \Gamma_{1}=\{(\mu, \kappa, \lambda)|0\leq\mu<2\pi,  0<\kappa,  -1\leq
 \lambda\leq 1\} において識別可能.
(ii) SSWC 分布 (7) はパラメーター空間  \Gamma_{2}=\{(\mu, \rho, \lambda)|0\leq\mu<2\pi,  0<\rho<
 1,  -1\leq\lambda\leq 1\} において識別可能.
これらの定理は Miyata et al. (2019) において示されている.特に SSWC 分布のパラメー
ター空間において  \rho=0 の点が含まれていないことに注意されたい.実際,  \rho_{1}=\rho_{2}=0
とおき,  \lambda_{1}=-\lambda_{2},  \mu_{1}-\mu_{2}=\pi(mod 2\pi) となるようにとると,fsswc  (\theta|\mu_{1}, \rho_{1}, \lambda_{1})=
fsswc  (\theta|\mu_{2}, \rho_{2}, \lambda_{2}) となり,識別可能性が成り立たなくなることがわかる.
5.3 フィッシャー情報行列の正値定符号性
ここでは主に SSvM 分布 (6) のフィッシャー情報行列  I(\eta) について議論を行う.ただ
し  \eta=(\mu, \kappa, \lambda)^{T} とする.実は Ley and Verdebout (2014) により,SSVM 分布は  \lambda=0
の点で退化することが示されている.このため我々は  \lambda=0 の点で退化することを確か
め,また集合  \{(\mu, \kappa, \lambda)|0\leq\mu<2\pi, \kappa>0, \lambda=0\} の任意の点において,  I(\eta) が退化する
ことを明らかにする.
 \log f_{SSvM}(\theta|\mu, \kappa, \lambda)=-\log(2\pi I_{0}(\kappa))+\kappa\cos
(\theta-\mu)+\log\{1+\lambda\sin(\theta-\mu)\}
より,フィッシャー情報行列は
 I( \eta)=E\{-\frac{\partial^{2}}{\partial\eta\partial\eta^{T}}\log f_{SSvM}
(\Theta|\eta)\}
 =E(\kappa\cos(\Theta-\mu)+\frac{\lambda\sin(\Theta-\mu)+\lambda^{2}}{\{1+
\lambda\sin(\Theta-\mu)\}^{2}}**   \frac{1}{2}+\frac{s\dot{{\imath}}n(I_{2}
(\kappa)}{2I_{0}(\kappa)}-\frac{I_{1}(\kappa)^{2}\mu)}{I_{0}(\kappa)^{2}}-\Theta




\iota_{\mu\mu}   \iota_{\mu\kappa}   \iota_{\mu\lambda}
\iota_{\mu\kappa}   \iota_{\kappa\kappa}   0
\iota_{\mu\lambda}   0   \iota_{\lambda\lambda}
\end{array})
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とおき,  I(\eta) の行列式をとると
 |I(\eta)|=|\begin{array}{llll}
   \iota_{\mu\kappa}   \iota_{\kappa\kappa}   0
\iota_{\mu\mu}   -(\iota_{\mu\lambda}^{2}/\iota_{\lambda\lambda})0   




 \iota_{\mu\mu}-(\iota_{\mu\lambda}^{2}/\iota_{\lambda\lambda})  \iota_{\mu\kappa}
 \iota_{\mu\kappa}  \iota_{\kappa\kappa}
となる.
  \iota_{\mu\kappa}=-\int\sin(\theta-\mu)f_{SSvM}(\theta|\mu, \kappa, \lambda)
d\theta=-\int_{0}^{2}ガ  \sin xf_{SSvM}(\theta|0, \kappa, \lambda)dx




 = \int_{0}^{2\pi}\{\kappa\cos x+\frac{\lambda s\dot{{\imath}}nx+\lambda^{2}}{(1
+\lambda s\dot{{\imath}}nx)^{2}}\}f_{SSvM}(x|0, \kappa, \lambda)dx




ただし  f_{vM}(x|\kappa) は,von Mises 分布の確率密度関数 (4) において  \mu=0 としたものとし,














となり,  \mu,  \kappa の値に依存せずに,フィッシャー情報行列が退化することがわかる.
また,von‐Mises 分布以外を基準とする対称分布の場合,フィッシャー情報行列は  \lambda=0
の点で退化しないことが,Ley and Verdebout (2014) により示されている.
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5.4 正弦摂動分布の最大事後確率 (MAP) 推定
最尤推定量の統計的な性質として自然な正則条件の下で,一致性,漸近正規性,漸近有
効性が成り立つことが知られている.SSvM 分布はフィッシャー情報行列が  \lambda=0 で退
化するため,パラメータの真値を  \lambda_{0}=0 とした場合,尤度に基づく推測論や検定論が成
り立たない.また区間 [−1, 1] に制限されている正弦摂動を表すパラメータ  \lambda は,たとえ
 \lambda の真値が  0 であったとしても,  \lambda の推定値がパラメータ空間の端点に値を取ることが
少なからずあり,正則条件が成立しない状況がしばしば生じる.  *1 そこで,Gelman et al.
(2013) のp.316にある Boundary‐avoiding prior と同様の目的から,  \lambda の推定値がパラ
メータ空間の境界に出てこないような,また対数事後密度のヘッセ行列が退化しないよ
うな事前分布を各パラメータに導入することで,ベイズ流の推測論が可能となる.ここで
は,SSvM 分布 (6) の最大事後確率 (MAP) 推定を考える.いま,SSvM 分布のパラメー
タベクト)  \ovalbox{\tt\small REJECT} を  \eta=(\mu, \kappa, \lambda)^{T} とし,パラメータベクト)  \triangleright\eta は  \psi=(\psi_{\mu}, \psi_{\kappa}, \psi_{\lambda})^{T}\in r_{\psi}
(ただし  \Gamma_{\psi}\subseteq \mathbb{R}^{3} ) の変数変換  h :  F_{\psi}arrow r_{1} によって表されているとする.また,
 h(\psi)=(h_{1}(\psi_{\mu}), h_{2}(\psi_{\kappa}), h_{3}(\psi_{\lambda}))^{T} と定義する.ここで,変数変換の2つの例を与えて
おく:
 \mu=h_{1}(\psi_{\mu})=\psi_{\mu},  \kappa=h_{2}(\psi_{\kappa})=\psi_{\kappa},  \lambda=h_{3}(\psi_{\lambda})=\tanh(\psi_{\lambda}) (13)
 \mu=h_{1}(\psi_{\mu})=\pi\tanh(\psi_{\mu}) ,  \kappa=h_{2}(\psi_{\kappa})=\exp(\psi_{\kappa}) ,  \lambda=h_{3}(\psi_{\lambda})=\tanh(\psi_{\lambda}) . (14)
 \psi の確率分布を  p_{\Psi}(\psi) とすると,変数変換により  \eta の事前分布は
 p( \eta)=p_{\Psi}(h^{-1}(\eta))|\frac{\partial h^{-1}(\eta)}{\partial\eta}|
となる.ただし,  |\partial h^{-1}(\eta)/\partial\eta| は,変数変換に対するヤコビアンの絶対値とする.(13)
の場合には,  (\psi_{\mu}, \psi_{\kappa}) の確率分布として,  (\mu, \kappa) に対する共役事前分布 (Guttorp and
Lockhart (1988)) を仮定し,  \psi_{\lambda} に対しては,正規分布  N(m_{\lambda}, \alpha) を仮定する,ただし  m_{\lambda},
 \alpha>0 はハイパーパラメータとする.(14) の場合には,  m=(m_{\mu}, m_{\kappa}, m_{\lambda})^{T},  \alpha>0 を
ハイパーパラメータとし,  \psi の確率分布を  p_{\Psi}(\psi) を3変量正規分布  N_{3}(m, \alpha I_{3}) とする.
 *1 実際に,  \mu=\pi/2,  \kappa=1.5,  \lambda=0 とした SSvM 分布から大きさ100の乱数を生成し,最尤推定を行う
シミュレーションを500回行ったところ,27回 (5.4%) がパラメーター空間の端点の値を推定した.
41
このとき  \eta の事後分布を最大にする MAP 推定量は次のようにして求めることができる.
 \hat{\eta}^{(MAP)}=\arg_{\eta}max   \{\sum_{\dot{i}=1}^{n}\log f_{SSvM}(0_{i}|\mu, \kappa, \lambda)+\log p(\eta)\}
 =\arg_{\eta}max  [ \sum_{i=1}^{n}\log f_{SSvM}(\theta_{i}|\mu, \kappa, \lambda)+\log\{p_{\Psi}
(h^{-1}(\eta))|\frac{\partial h^{-1}(\eta)}{\partial\eta}|\}]




なお,上記の対数事後密度に  (-1) を乗じたもののヘッセ行列,すなわち −   \frac{\partial^{2}}{\partial\eta\partial\eta^{T}}\tilde{\ell}(\eta) が
正値定符号になるためには,  \alpha を0.5未満の正の数とし,  m_{\kappa}>0 を大きく取る必要があ
る.これにより,MAP 推定に対する退化しない分散共分散行列を得ることができ,信用区
間の構成や対称性の帰無仮説に対するベイズ型の仮説検定が実行しやすくなる.また尤度
比検定に替わる手法としては,ベイズファクター (Gelman et al. (2013)) や尤度比の事後




SSvM 分布はパラメーターに対する識別は可能であるが,フィッシャー情報行列が  \lambda=0
で退化することを確かめた.特にフィッシャー情報行列が退化するパラメーター集合は無
限集合になることを明らかにした.一方で SSWC 分布のフィッシャー情報行列について











申し上げます。また本研究は,科学研究費 (課題番号:19Kll863,  18K01706,19K11869 )
の助成を受けている.
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