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Abstract
In analogy with the set of Jucys–Murphy elements, a set of ring generators for the Hecke algebra of
the Gel’fand pair (S2n, Bn), where Bn is the hyperoctahedral subgroup of the symmetric group S2n is
constructed. Various consequences are presented, a conjecture of S. Matsumoto is proven.
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1. Introduction
Recall that the Hecke algebra of a pair of finite subgroups K ⊆ G is theZ-algebra of functions
HZ(G, K ) := { f : G → Z | f (kgk′) = f (g) for all f, f ′ ∈ K , and g ∈ G},
whose multiplicative structure is given by the convolution product. A case of particular interest,
especially for harmonic analysis, is when K = Gσ is the subgroup of fixed elements of an
automorphism σ : G → G of order 2. In this case, HZ(G, K ) is a finitely generated commutative
algebra. See Chapter VII, Example 6 of [6].
Pairs of the form (G,Gσ ) are called symmetric. In this manuscript, we focus on the symmetric
pair (S2n, Bn), where G = S2n , the symmetric group on [2n] := {1, . . . , 2n}, and K = Bn , the
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hyperoctahedral subgroup consisting of permutations w ∈ S2n that commute with the element
t := (1 2)(3 4) · · · (2n − 1 2n) ∈ S2n (1.1)
interchanging 2i − 1 with 2i for i = 1, . . . , n. We prove that the Hecke ring HZ(S2n, Bn) is
generated by the elements Hi (1 ≤ i ≤ n), sums of w ∈ S2n with exactly i cycles in a graph
Γ (w) naturally associated with w.
Our motivation stems from the classical work of Farahat and Higman [1], and from more
recent work of Wang [11] on the centers of the integral group rings of wreath products.
According to [1], as a ring, the center of the integral group ring of the symmetric group is
generated by the elements Zi ∈ Z[Sn], sums of permutations with exactly i cycles. Indeed,
Farahat and Higman construct a universal ring Z along with a filtration and show that Z is
generated by an algebraically independent set of generators T0, T1, . . .. Existence of surjections
from Z onto the centers, under which a generator Tm is sent to Zn−m for m = 1, 2, . . . ,
guarantees that the centers are generated by the Zi ’s.
Farahat and Higman’s construction of Z seems mysterious at first, as there are no reasonable
homomorphisms between centers of the various group rings of symmetric groups. In [8],
using Olshanski’s centralizer method, Molev and Olshanski provide an alternative, demystifying
treatment of the construction. In [2], Ivanov and Kerov calculate the structure constants of Z .
In our work, following the classical approach we construct a universal ring H and a filtration
on it. In fact, in Theorem 4.5 we observe that the associated graded rings of the universal rings Z
and H are isomorphic to each other. As a corollary of our result and Theorem 2.5 of [1], we see
that H is free polynomial algebra over countably many indeterminates (Theorem 4.7). Our main
result, Theorem 4.8 states that the elements Hi generate HZ(S2n, Bn) as a ring.
In general, for a given algebra it is desirable to know more about its generators. For Zi ’s, a
fundamentally important result of Jucys [3] and Murphy [9] states that
Zi = en−i (J1, J2, . . . , Jn), i = 1, . . . , n, (1.2)
where ek denotes the kth elementary symmetric function, and J1, . . . , Jn are the Jucys–Murphy
elements, defined by J1 = 0 and Jk := (1, k)+ (2, k)+ · · · + (k − 1, k) for k = 2, . . . , n.
Let εBn denote the average of the elements of Bn . From a completely different perspective
than ours, the following analog of (1.2) is observed by Zinn-Justin in [12] and Matsumoto in [7]:
Hi = en−i (J1, J3, . . . , J2n−1) · εBn = εBn · en−i (J1, J3, . . . , J2n−1).
Therefore, it follows from our Theorem 4.8 that Conjecture 9.1 of [7] is true, namely, the
map which sends a symmetric polynomial, F , in n variables with integral coefficients to
F(J1, J3, . . . , J2n−1) · εBn is surjective. We record this as our Theorem 4.9.
The associated graded ring, grZ of Z is of interest to geometers. The ring structure of
the total cohomology space ⊕∞n=1 H∗(Hilbn(C2),Z) of the Hilbert scheme of points in the
affine place C2 is studied by Lehn and Sorger in [4] and independently, by Vasserot in [10].
It is recognized by Wang that this total cohomology ring is isomorphic to grZ . In [11], Wang
extends the construction of Z to the wreath products of symmetric groups with finite groups,
and he shows that these universal rings are isomorphic to the cohomology rings of Nakajima
quiver varieties, as well as to the cohomology rings of certain other Hilbert schemes. Moreover,
Wang conjectures in [11] that the total cohomology ring of an arbitrary smooth quasi-projective
surface is a Farahat–Higman type ring, that is to say, isomorphic to the associated graded ring
of a universal ring. In [5], it is shown that for a large class of quasi-projective surfaces the total
cohomology ring is a Farahat–Higman type ring.
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It follows from our Theorem 4.5 that grH is isomorphic to the total cohomology ring
⊕∞n=1 H∗(Hilbn(C2),Z). It would be of interest to pursue further geometric implications of
this isomorphism.
We structured our paper as follows. In Section 2, we lay out the notation for symmetric groups
and introduce concepts in the order which we generalize them to the pair (S2n, Bn) in Section 3.
In Section 4, we use developments of Section 3 to state our results. In Sections 5 and 6, our
claims are proved.
2. Preliminaries
In this section, we set our notation and paraphrase the preliminary steps of [1].
2.1. Partitions, cycle types and the infinite symmetric group
We denote by P the set of all partitions. The weight of a partition λ ∈ P is defined to be the
sum wt(λ) := |λ| + ℓ(λ), where |λ| is the size and ℓ(λ) is the length of λ.
For µ, λ ∈ P we write µ ⊂ λ, if all parts of µ appear in λ. In this case λ − µ denotes the
partition obtained from λ by removing the parts of µ. We use the notation µ ∪ λ to denote the
partition obtained by first juxtaposing λ and µ together and then ordering the result in a non-
increasing fashion. The partition λ+µ is the partition obtained by vector addition. For example,
(3, 3, 1) ∪ (5, 2) = (5, 3, 3, 2, 1) and (3, 3, 1)+ (5, 2) = (8, 5, 1).
For i ∈ N, let mi = mi (λ) denote the number of times the integer i appears as a part of λ.
Then λ = (1m12m23m3 · · ·) is an alternative notation to λ = (λ1, . . . , λk).
For a positive integer n greater than wt(λ), the n-completion λ(n) of λ is defined by λ(n) :=
λ+ (1n−|λ|). It follows from the definitions that |λ(n)| = n and that ℓ(λ(n)) = n − |λ|.
The set of positive integers is denoted by N, and for n ∈ N [n] denotes the set {1, 2, . . . , n}.
The symmetric group of permutations of [n] is denoted by Sn . For each n ∈ N, Sn sits in Sn+1 as
the subgroup of permutations that leave n + 1 unmoved.
We denote by S∞ the infinite symmetric group, which, by definition, is the group of finite-
support automorphisms of N. In other words, a bijection x : N → N lies in S∞ if and only if
x(i) = i for all but finitely many i ∈ N.
The stable cycle type of a permutation x is defined to be the partition
λ− (1ℓ(λ)) = (λ1 − 1, λ2 − 1, . . . , λℓ(λ) − 1),
where λ is the cycle type of x viewed as an element of Sn for some n ≥ 1. Note that the stable
cycle type is independent of the symmetric group that x sits in. Note also that in the literature
(see [6] or [11]) stable cycle type is known as “modified (cycle) type”.
2.2. The Cayley graph and its degree function
Let G denote a group and T ⊆ G a generating set. The Cayley graph of (G, T ) is the directed
graph C(G, T ) with the vertex set G and edges defined as follows. Let x and y be two elements
from G. Then there exists a directed edge from x to y, if yx−1 ∈ T . In this case, we write x → y.
The distance function d : G × G → N ∪ {0} is defined so that, for x, y ∈ G, d(x, y) equals
the length of a shortest directed path from x to y. Let e ∈ G denote the identity element. The
degree of x ∈ G, denoted by |x |, is defined to be
|x | := d(e, x). (2.1)
2468 K. Aker, M.B. Can / Advances in Mathematics 231 (2012) 2465–2483
Notice that |x | is equal to the number of elements that appear in a minimal decomposition
x = t1t2 · · · tm , where ti ∈ T for i = 1, . . . ,m. Hence, m = |x |.
Example 2.2. Let T ⊆ Sn denote the set of all transpositions. Clearly T generates Sn . We have
the following observations for the Cayley graph of the pair (Sn, T ):
1. The degree of x ∈ Sn is the minimal number of transpositions whose product is equal to x .
2. If λ is the stable cycle type of x , then |x | = |λ|.
3. For all z ∈ Sn , |x | = |zxz−1|.
4. For any x, y ∈ Sn , |xy| ≤ |x | + |y|.
The proof of the next proposition is standard, so we omit it.
Proposition 2.3. Let T−1 denote the set of elements t−1 ∈ G, where t ∈ T . Then
1. The right action of G on itself induces a distance preserving action on C(G, T ).
2. If T = T−1, then x → y if and only if y → x. Furthermore, in this case,
(a) C(G, T ) is undirected,
(b) d(x, y) = d(y, x) for all x, y ∈ G,
(c) |x | = |x−1| for all x ∈ G,
(d) |xy| ≤ |x | + |y| for all x, y ∈ G.
3. If T is invariant under conjugation, then the left action of G on itself induces a left action on
C(G, T ). In this case,
(a) the action is distance-preserving,
(b) the degrees of two conjugate elements are the same. Equivalently, the degree |·| is constant
along the conjugacy classes.
Let T ⊂ S∞ denote the set of all transpositions {(i, j) : i ≠ j}. Then T = T−1 and T is
equal to the conjugacy class of elements of G with stable cycle type (1). The proof of the next
lemma is well known (see [1], for example) so we omit its proof, also.
Lemma 2.4. If x ∈ S∞ has the stable cycle type λ, then |x | = |λ|.
2.3. The support of a permutation
The (ordinary) support of a permutation x ∈ Sn is defined by N(x) := {i ∈ N : x(i) ≠ i}.
The proof of the following lemma is omitted.
Lemma 2.5. Let µ denote the stable cycle type of x. Then
1. |N(x)| = wt(µ) = |µ| + ℓ(µ).
2. For x, z ∈ S∞, N(zxz−1) = zN(x).
3. If N(x1) ⊆ N(x2) for some x1, x2 ∈ S∞, then N(zx1z−1) ⊆ N(zx2z−1).
The support of an r -tuple (x1, . . . , xr ) ∈ Sn × · · · × Sn is the union of supports of its entries:
N(x1, . . . , xr ) := ∪ri=1 N(xi ). We call r -tuples (x1, . . . , xr ) and (y1, . . . , yr ) simultaneously
conjugate, if there exists a single element z such that xi = zyi z−1 for all i = 1, . . . , r . It
is immediate from Lemma 2.5 that the size of N(x1, . . . , xr ) is invariant under simultaneous
conjugation.
Lemma 2.6. For x, y ∈ S∞, N(xy) ⊆ N(x, y−1) with equality if and only if N(y) ⊆ N(xy).
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Proof. Note that for any x ∈ S∞, N(x) = N(x−1). Let i ∈ N(xy) so that xy(i) ≠ i . Then either
i ∉ N(y) and i ∈ N(x), or i ∈ N(y) and i ∈ N(x). It follows that N(xy) ⊆ N(y) ∪ N(x) =
N(x, y−1).
For the second claim, suppose that N(y−1) = N(y) ⊆ N(xy). Let i ∈ N(x, y−1). If
i ∈ N(y−1), there is nothing to prove. If i ∈ N(x) \ N(y−1), then it follows from the definitions
that i ∈ N(xy). Hence, N(x, y−1) ⊆ N(xy). Equality follows from the first claim. The proof of
the converse implication ‘N(y) ⊆ N(xy) ⇒ N(xy) = N(x, y−1)’ is similar. 
Lemma 2.7. Let x, y ∈ S∞ be two permutations of stable cycle types λ and µ, respectively. Let
ν denote the stable cycle type of xy. Then, |ν| ≤ |λ| + |µ|. Moreover, the equality holds if and
only if N(y) ⊆ N(xy).
Proof. By Proposition 2.3, |xy| ≤ |x | + |y|. Therefore, |ν| ≤ |λ| + |µ|. The equality follows
from Lemma 2.6. 
2.4. The center of the group ring
We recall some basic facts about the center Zn of Z[Sn]. For details, see [6]. Given a partition
µ, the class sum of type µ, denoted by Cµ(n), is the sum of permutations w ∈ Sn with stable
cycle type µ. Then Cµ(n) is non-zero if and only if wt(µ) = |µ| + ℓ(µ) ≤ n. Moreover, if n is
fixed, the elements Cµ(n) with wt(µ) ≤ n form a Z-linear basis of the center Zn .
Let us denote by aνλµ(n) the structure constants of the class sum basis, defined by the
equations Cµ(n)Cλ(n) = ν aνλµ(n)Cν(n). It is shown in [1] that aνλµ(n) is independent of
n if |ν| = |µ| + |λ|, aνλµ(n) = 0 if |ν| > |µ| + |λ|, and aνλµ(n) is a polynomial function of n
if |ν| < |µ| + |λ|. The main result of [1] is that Zn is generated as a Z-algebra by the elements
Zi =µ: ℓ(µ)=i Cµ(n), i = 1, . . . , n.
3. Invariants of the symmetric pair (S2∞, B∞)
The symmetric groups S2n , n = 1, 2, . . . form an inductive family through compositions
S2n ↩→ S2n+1 ↩→ S2n+2. The inductive limit of the resulting embeddings S2n ↩→ S2n+2 is
isomorphic to S∞. However, we write S2∞ for the limit to remind us of the particular inductive
structure. The hyperoctahedral subgroups Bn ⊂ S2n form an inductive family compatible with
the inclusions S2n ↩→ S2n+2. We denote by B∞ the resulting limit of Bn’s.
3.1. Stable coset types
For each permutation w ∈ S2n , we define a graph Γ (w) as follows. Vertices of Γ (w) are
located on a circle and each vertex is labeled by a pair of numbers, which we call the exterior
and interior labels. Exterior labels run through natural numbers from 1 to 2n in a clockwise
fashion around the circle. The interior label for a vertex with exterior label i is w(i). Vertices
with partnering exterior (resp. interior) labels are linked by an undirected edge.
For example, if w = (1, 7, 2, 8, 6, 4, 10, 3, 9, 5, 12, 11), then the vertex with exterior label 2
has 7 as its interior label. We depict the graph Γ (w) of w in Fig. 3.1.
The graph Γ (w) consists of cycles, all of which have even length, say 2ρ1 ≥ 2ρ2 ≥ · · ·.
Then the sequence (2ρ1, 2ρ2, 2ρ3, . . .) is a partition of 2n denoted by 2ρ(w), where ρ(w) =
(ρ1, ρ2, . . .) is a partition of n. The partition ρ(w) is called the coset type of w, for the following
reason.
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Fig. 3.1. Graph of w.
Lemma 3.1. Two elements x and y of S2n are in the same Bn-double coset if and only if they
have the same coset type.
Proof. See [VII, Section 2.1, [6]]. 
Let w ∈ S2∞ be a permutation. Then w ∈ S2n for some n ∈ N. The coset type ρ(w) of w in
S2n is well-defined, but depends on the integer n. To remove this dependency, just as in the case
of stable cycle type, we define the stable coset type of w to be
ρ(w) := ρ(w)− (1ℓ(ρ(w))).
Example 3.2. Let z = (2 3)(4 5)(6 7)(8 9)(10 11)(12 1) ∈ S12. Then the stable coset type of z
is (2, 2).
There is an obvious generalization of the previous lemma to S2∞.
Lemma 3.3. Two elements x and y of S2∞ are in the same B∞-double coset if and only if they
have the same stable coset type.
Proof. Let n be sufficiently large so that x, y ∈ S2n . Then x and y share the same coset type if
and only if they are in the same double coset of Bn . 
3.2. The twisted involution of a symmetric space
The twist of (the involution σ of) a symmetric pair (G,Gσ ) is a map defined by
ϕ(x) = σ(x−1)x, x ∈ G. (3.4)
Let t be as in (1.1). Then the twist of (S2n, Bn) is given by ϕ(w) = tw−1t−1w. Note that ϕ
extends to (S2∞, B∞) in an obvious way. To give an example, let x = (2 3)(4 5)(6 7)(8 9) ∈ S2∞.
Then ϕ(x) = (1 7 3 9 5)(2 6 10 4 8).
In general, a twist is not a group homomorphism. However, the fixed subgroup is a pre-image.
Indeed, K = ϕ−1(e), where e is the identity element of G. Given x, y ∈ G, let us write x ∼ y,
if x is a conjugate to y. The proof of the following lemma is elementary so we omit it.
Lemma 3.5. For any x, y ∈ G,
1. ϕ(x−1) ∼ ϕ(x)−1,
2. (ϕ(y−1)−1, ϕ(x)ϕ(y−1)−1) ∼ (ϕ(y), ϕ(xy)).
Remark 3.6. The map ϕ is constant along the left K -cosets; hence, it induces a map K \G → G,
which we denote by ϕ, also. The right K -action on the symmetric space K \ G alters the image
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by conjugation. Taking quotients, we obtain a sequence of maps, K \G/K → G K → GG . Here,
for a subgroup H of G, by G H we denote the set of H -conjugacy classes of G.
The composition K \ G/K → GG enables us to transfer the invariants of conjugacy classes
of G to the double cosets of K . When G = H × H and K is a diagonally embedded copy of H
inside G, the map K \ G/K → GG is a bijection.
3.3. Twisted degree
Let (G, K ) be a symmetric pair and let T denote a conjugation invariant generating subset for
G. We define the twisted degree of an element w ∈ G by |w|′ := |ϕ(w)|, where ϕ is the twist
defined in (3.4) and | · | is as in (2.1).
Proposition 3.7. The twisted degree | · |′ is constant along the K -double cosets. Moreover, if
x, y ∈ G, then |x−1|′ = |x |′ and |xy|′ ≤ |x |′ + |y|′.
Proof. Recall that | · | is conjugation invariant. Let k1, k2 be two elements from K . Then for any
x ∈ G, |k1xk2|′ = |ϕ(k1xk2)| = |k−12 σ(x−1)xk2| = |ϕ(x)| = |x |′.
For the first part of the second claim we use Lemma 3.5(1): |x−1|′ = |ϕ(x−1)| =
|ϕ(x−1)−1| = |ϕ(x)| = |x |′. For the second part we use Lemma 3.5(2): |xy|′ = |ϕ(xy)| =
|ϕ(x)ϕ(y−1)−1| ≤ |ϕ(x)| + |ϕ(y−1)−1| = |x |′ + |y|′. 
We summarize the relationship between the stable coset type and stable cycle type in the
following.
Lemma 3.8. Let x ∈ S2∞. Then x is of stable coset type µ if and only if the element ϕ(x) is of
stable cycle type µ ∪ µ. In particular, |x |′ = |ϕ(x)| = |µ ∪ µ| = 2|µ|.
Proof. It is enough to prove the claim for single cycles only. To this end, let y ∈ S2∞ denote an
element of stable coset type (r). For example, let y = (2 3) · · · (2r 2r + 1)(2r + 2 1) ∈ S2r+2.
Divide the set [2r +2] into 4 subsets L i , i = 0, 1, 2, 3, with L i being the set of elements from
[2r + 2] that are equal to i(mod 4).
Let u and v denote the two (r + 1)-cycles defined by:
u = (L0 in increasing order, L1 in decreasing order) and
v = (L2 in increasing order, L3 in decreasing order).
Then, ϕ(y) = uv and |y|′ = |uv| = |u| + |v| = r + r = 2r . 
Example 3.9. Let y = (2 3)(4 5)(6 7)(8 9)(10 1) ∈ S10. The stable coset type of y is (4) and the
stable cycle type of ϕ(y) = (1 7 3 9 5)(2 6 10 4 8) is (4, 4).
Example 3.10. Let G = Sn × Sn , x = (a, b) ∈ G and σ(x) = σ(a, b) = (b, a). Then,
ϕ(x) = σ((a, b)−1)(a, b) = (b−1, a−1)(a, b) = (b−1a, a−1b). Set g := a−1b. Then,
ϕ(x) = (g−1, g). Say x = ((1, 2), e), then |x |′ = 2.
3.4. Modified support
Consider X0, the set of all two-element subsets of [2n]. We denote by X the set of all n
element subsets of X0. There is a permutation action of S2n on X .
We call the integers 2 j − 1, 2 j partners, and the pair {2 j − 1, 2 j} a couple. The partner
of an element j is denoted by t ( j). Define D(n) := {{2 j − 1, 2 j} | j ∈ [n]}. Observe that the
hyperoctahedral subgroup Bn is the stabilizer of D(n) ∈ X in S2n .
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We denote by D the union of all D(n), n ∈ N. Hence, D := {{2 j − 1, 2 j} | j ∈ N}. The
modified support of an element x ∈ S2∞ is defined by N(x) := D \ x−1D = x−1(xD \D). More
generally, the modified support of an r -tuple y = (y1, . . . , yr ) ∈ Sr2∞ is defined to be the union
of the modified supports of its entries: N(Y ) := ∪ri=1N(yi ). The relation between the modified
support and the ordinary support is given by the following.
Lemma 3.11. For x ∈ S2∞, the support N(ϕ(x)) of ϕ(x) is equal to the union of all couples,
C ∈ N(x). Hence, |N(ϕ(x))| = 2|N(x)|.
Proof. Let C = {i, t (i)} be a couple. Let us suppose that xC = {x(i), xt (i)} is also a couple.
Then xt (i) = t (x(i)). Hence, (t−1x−1t x)(i) = i , and vice versa. Since ϕ(x) = t−1x−1t x , we
see that ϕ(x) fixes the point i if and only if x sends the couple {i, t (i)} onto another couple. 
3.5. The magnitude of a double coset
The group B∞ × B∞ acts diagonally on r -tuples from Sr2∞:
(a, b) · (z1, . . . , zr ) := (az1b−1, . . . , azr b−1). (3.12)
Obviously, when r = 1, an orbit of (3.12) is nothing but a B∞× B∞-orbit. Since |N(z1, . . . , zr )|
is invariant under the action given by (3.12), it makes sense to define the magnitude of an orbit
to be the number of elements in the modified support of any of its elements. We denote the
magnitude of L by |N(L)|. For n ∈ N, let L(n) denote the intersection L(n) := L ∩ (S2n × · · · ×
S2n).
Lemma 3.13. Let x ∈ S2∞ be an element of stable coset type µ and let Kµ be its B∞-
double coset. Then the magnitude of Kµ is equal to the weight of µ. In other words, |N(x)| =
|µ| + ℓ(µ) = wt(µ).
Proof. By Lemma 3.11, we know that |N(x)| = |N(ϕ(x))|/2. On the one hand, by Lemma 3.8,
ϕ(x) is of stable coset type µ ∪ µ. On the other hand, from Lemma 2.5 we know that the size of
the support of an element is equal to the size of its stable coset type plus the length of the stable
coset type. Therefore, |N(x)| = (|µ ∪ µ| + ℓ(µ ∪ µ))/2 = |µ| + ℓ(µ). 
Lemma 3.14. Let µ be a stable coset type and let Kµ ⊂ S2∞ denote its B∞-double coset. Let
Kµ(n) denote the intersection Kµ(n) = Kµ ∩ S2n . Then
1. Kµ(n) is non-empty if and only if wt(µ) ≤ n.
2. If non-empty, Kµ(n) is the Bn-double coset in S2n corresponding to the completion µ(n) =
µ+ (1n−ℓ(µ)).
Proof. The second claim follows from definitions and Lemma 3.1. We give a detailed proof of
the first claim.
(⇒) By hypothesis, there exists w ∈ Kµ ∩ S2n . The element w fixes all elements i > n and
all couples {2 j − 1, 2 j} for j > n. Therefore, N(w) ⊂ D(n). Hence, |µ| + ℓ(µ) = N(w) ≤ n.
(⇐) Let µ be such that wt(µ) = |µ| + ℓ(µ) ≤ n and let w ∈ S2∞ be an element from Kµ.
Thus, we know from Lemma 3.13 that |N(w)| ≤ n. We are going to show that a conjugate of w
lies in Kµ(n). To this end, we define an injection δ : S∞ ↩→ B∞ as follows.
For x ∈ S∞, let x ′ ∈ S2∞ be the permutation obtained by sending 2i−1, 2i to 2x(i)−1, 2x(i),
respectively. Set δ(x) = x ′. By definition, δ(x) ∈ B∞ for all x ∈ S∞. Furthermore, by its
construction, δ is an injective homomorphism.
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Next, let X = Xw denote the set of i such that {2i − 1, 2i} ∈ N(w). By the proof of
Lemma 3.15, the cardinality of X equals |N(w)| = |µ|+ℓ(µ). Let u denote the permutation such
that u−1 maps X bijectively onto {1, . . . ,N(w)} and fixes every other number. Let v := δ(u).
Then v−1wv fixes all 2 j − 1, 2 j point wise, except for j ∈ {1, . . . , |N(w)|}, where, by
assumption, |N(w)| ≤ n. The element v−1wv fixes all i ≥ 2n; hence, v−1wv ∈ S2n and the
intersection Kµ(n) = Kµ ∩ S2n is non-empty. 
Lemma 3.15. Let L be a B∞ × B∞-orbit as in (3.12) for some r ≥ 1. Suppose that L(n) is a
Bn × Bn-orbit in Sr2n . Then
(1) The number of elements in L(n) is
(2nn!)2
k(L)(2n−|N(L)|(n − |N(L)|)!) ,
for some nonzero constant k(L) ∈ Z.
(2) Suppose that r = 1 and let Kµ denote a B∞-double coset of stable coset type µ. Let Kµ(n)
denote the intersection Kµ(n) = Kµ ∩ S2n . Suppose also that Kµ(n) ≠ ∅. Then the number
of elements in Kµ(n) is given by
(2nn!)2
k(Kµ)(2n−wt(µ)(n − wt(µ))!) , (3.16)
for some nonzero constant k(Kµ) ∈ Z.
Note that L(n) might be empty, or it might consist of several Bn × Bn-orbits.
Proof. (1) By assumption, L(n) is a Bn × Bn-orbit inside Sr2n . Let z = (z1, . . . , zr ) ∈ L(n)
be a point and let m = |N(L)| be the magnitude of L . Since zi acts trivially on numbers
j when j > 2m, the stabilizer in Bn × Bn of z = (z1, . . . , zr ) splits: StabBn×Bn (z) =
StabBm×Bm (z) × StabBn−m×Bn−m , where Bn−m stands for the hyperoctahedral group on the
symbols [n] \ [m]. It follows from definitions that StabBn−m×Bn−m ∼= Bn−m . Therefore, if
k(L) denotes the number of elements of the first factor, then the number of elements of the
orbit L(n) is (2nn!)2/k(L)2n−m(n − m)!. Since m = |N(L)|, the formula follows.
(2) By Lemma 3.14, when |µ| + ℓ(µ) ≤ n, Kµ(n) is non-empty and is a single Bn × Bn-
orbit. Therefore, the assumptions of part (1) are satisfied. The formula follows from part (1)
combined with Lemma 3.13. 
Next lemma, which should be compared with [[11], Lemma 2.8] is about the effect of
multiplication on the modified support.
Lemma 3.17. For any x, y ∈ S2∞, then |xy|′ ≤ |x |′ + |y|′. If the elements x, y and xy are
of stable coset types, λ, µ and ν, respectively, then |ν| ≤ |λ| + |µ|. Furthermore, |N(xy)| ≤
|N(x, y−1)| with equality, if |ν| = |λ| + |µ|.
Proof. First claim follows from Proposition 3.7. For the second claim, we proceed as follows:
2|N(xy)| = |N(ϕ(xy))|
= |N(ϕ(x)ϕ(y−1)−1)|
≤ |N(ϕ(x), ϕ(y−1))| (by Lemma 2.6)
= 2|N(x, y−1)| (by definition).
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Therefore,N(xy) = N(x, y−1) ⇔ N(ϕ(x)ϕ(y−1)−1) = N(ϕ(x), ϕ(y−1))
⇔ N(ϕ(y−1)−1) ⊆ N(ϕ(x)ϕ(y−1)−1)
⇔ N(ϕ(y)) ⊆ N(ϕ(xy))
⇔ N(y) ⊆ N(xy). 
4. Main results
By abusing notation, we denote by Kµ(n) the double coset sum corresponding to Kµ(n):
Kµ(n) :=

w is of stable coset type µ
w.
Corollary 4.1 follows from Lemmas 3.14 and 3.15.
Corollary 4.1. The element Kµ(n) ≠ 0 if and only if wt(µ) = |µ| + ℓ(µ) ≤ n. Furthermore,
{Kµ(n) : wt(µ) ≤ n} is a Z-basis for the Hecke algebra Hn .
Let B denote the ring of integer valued polynomials with rational coefficients. Let bνλµ(n)
denote the structure coefficients defined by the equations Kλ(n)Kµ(n) =ν bνλµ(n)Kν(n).
Theorem 4.2. Structure constants bνλµ(n) ∈ B of Hn obey the trichotomy:
bνλµ(n) =

0, if |ν| > |λ| + |µ|,
positive integer indep. of n, if |ν| = |λ| + |µ|,
f νλµ(n), if |ν| ≤ |λ| + |µ|,
where f νλµ(t) ∈ B.
We postpone the proof of Theorem 4.2 to Section 5. We say that the partitions ν ∈ P with
|ν| = |λ| + |µ| form the top part of the product Kλ(n)Kµ(n), and call the corresponding
coefficients bνλµ(n) as the top coefficients.
Definition 4.3. For partitionsµ, ν and λ fromP with |ν| ≤ |λ|+|µ|, let f νλµ denote the constants
defined as in Theorem 4.2. The universal Hecke ring H is the free Z-module generated by the
abstract basis elements Kµ, µ ∈ P , satisfying
KλKµ :=

|ν|≤|λ|+|µ|
f νλµKν .
By the same reasoning as in [[1], Theorem 2.4], H is an associative, commutative, unital B-
algebra endowed with natural surjective ring homomorphisms H→ Hn for all n:
fµKµ →

fµ(n)Kµ(n).
The universal Hecke ring is naturally filtered by the above theorem. In addition, the associated
graded ring grH has integers for structure constants. Following Wang [11], we call the graded
ring grH the Farahat–Higman ring.
All of the structure constants for grH can be calculated once the top coefficients for the
product Kλ(n)Kµ(n) are known where µ has a single part.
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Theorem 4.4. Let r denote a nonnegative integer and let µ and ν be two partitions satisfying
|ν| = |µ|+ r . Then Kν(n) appears in the product expansion of Kλ(n)K(r)(n) if and only if there
exists a subpartition ρ of λ such that ℓ(ρ) ≤ r + 1 and ν = (r + |ρ|) ∪ λ− ρ. In this case, the
coefficient bνλ (r) is given by
bνλ (r) =
(mr+|ρ|(λ)+ 1)(r + |ρ| + 1)r !
i≥0
mi (ρ)! ,
where m0(ρ) := r + 1− ℓ(ρ). In other words,
Kλ(n)K(r)(n) =

ρ
b(r+|ρ|)∪λ−ρλ (r) K(r+|ρ|)∪λ−ρ(n),
where the sum runs over those partitions ρ ⊆ λ such that ℓ(ρ) ≤ r + 1.
We postpone the proof of Theorem 4.4 to Section 6.
Theorem 4.5. The linear map Cµ → Kµ induces an isomorphism of the graded rings grZ and
grH.
Proof. As in the case of grH, the top coefficients for the product Cλ(n)C(r)(n) determine
the structure constants of grZ in the basis Cµ. By Lemma 3.11, [1] or p. 132, [6], these top
coefficients are
aνλ(r) =
(mr+|ρ|(λ)+ 1)(r + |ρ| + 1)r !
i≥0
mi (ρ)! ,
where ρ is a subpartition of λ such that ℓ(ρ) ≤ r + 1 and ν = (r + |ρ|) ∪ λ − ρ. Observe that
these coefficients completely agree with bνλ(r) for all possible λ, ν and r , producing the structure
constants for grZ and grH. 
Remark 4.6. The linear map Cµ → Kµ does not produce a homomorphism on the level of
universal rings Z and H. To see this, it suffices to compare the products C(1)C(1) and K(1)K(1):
C(1)C(1) = t (t − 1)2 C∅ + 3C(2) + 2C(1,1),
K(1)K(1) = t (t − 1)K∅ + K(1) + 3K(2) + 2K(1,1).
Theorem 4.7. The universal Hecke ringH is a free polynomial algebra over B generated by the
following algebraically independent set of generators: Ti :=|µ|=i Kµ, i ∈ N.
Proof. Follows from the proofs of Theorem 2.5 and Lemma 3.15, [1]. 
Given a permutationw ∈ S2n , let c(w) denote the number of cycles in the graph Γ (w), defined
in Section 3.1. We have the following parallel of Theorem 1.1 of [1].
Theorem 4.8. The Hecke ring Hn is generated by the elements Hi :=c(w)=i w, i = 1, . . . , n.
Proof. By definition, the element Hi is a linear combination of double coset sums Kµ(n) over
partitions µ with wt(µ) ≤ n: Hi :=|µ|=n−i Kµ(n).
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The universal ring Z is equipped with a surjective ring homomorphism onto Hn which sends
f → f (n),
Kµ → Kµ(n),
Ti → Hn−i .
By Theorem 4.7, the elements Ti generate H. Therefore, their images Hi generate Hn . 
Let Λ denote the ring of symmetric functions with integral coefficients. Our next theorem
confirms a conjecture of Matsumoto (Conjecture 9.1 in [7]).
Theorem 4.9. The ring homomorphism Λ → Hn defined by assigning F ∈ Λ to
F(J1, J3, . . . , J2n−1) · εBn is surjective. Under this map, the elementary symmetric polynomial
ek is sent to Hn−k for k ∈ {0, . . . , n − 1}. Therefore, the Hecke ring Hn is generated by
ek(J1, J3, . . . , J2n−1) · εBn for k = 0, . . . , n − 1.
Remark 4.10. In [7], Matsumoto investigates the effects on H of the elements of the form
F(J1, J3, . . . , J2n−1) · εBn . The action of such an element on the spherical function basis is
called a spherical expansion. Similarly, the action on the double coset basis is called a double
coset expansion. Our Theorem 4.9 strengthens the results of [7] by showing that all elements of
Hn are of the form F(J1, J3, . . . , J2n−1) · εBn for some symmetric function F ∈ Λ.
5. Proofs
We prepare for the proof of Theorem 4.2. To this end, we define the reverted action of
B∞ × B∞ on S∞ × S∞ by (a, b) · (x, y) = (axb−1, bya−1), where x, y ∈ S2∞ and
(a, b) ∈ B∞ × B∞.
Definition 5.1. For (x, y) ∈ S∞ × S∞, define M(x, y) := N(x, y−1). Then, |M(x, y)| =
|N(x, y−1)|. For any p ∈ S2∞ × S2∞, the number |M(p)| is invariant under B∞ × B∞-action.
For an orbit L of the reverted action, as before, we set L(n) := L ∩ (S2n × S2n).
Lemma 5.2. Let L be an orbit of the reverted action of B∞ × B∞ on S∞ × S∞. If non-empty,
L(n) is a single orbit of the reverted action of Bn × Bn on S2n × S2n .
Proof. We need to show that if x, y, z, t ∈ S2n and x = azb−1, y = bta−1 for some a, b ∈ B∞,
then there exist a0, b0 ∈ Bn such that x = a0zb−10 and y = b0ta−1. Without loss of generality
we assume that a, b ∈ Bm for some m > n. We consider Bn in Bm as the stabilizer of
[2m] − [2n] = {2n + 1, 2n + 2, . . . , 2m − 1, 2m}.
Let us first look at the cases when the restrictions of a and b to [2m]− [2n] give permutations
of the set [2m] − [2n]. In this case, we define a0 and b0 to be the permutations on [2n] by
restricting a and b, respectively. Clearly x = a0zb−10 and y = b0ta−10 .
Next we assume that there exists 2 j ∈ [2m] − [2n] such that b−1(2 j) ∈ [2n]. Before we
continue, let us look at an example in detail.
Example 5.3. Let
a = (14, 13, 7, 8, 9, 10, 1, 2, 12, 11, 16, 15, 3, 4, 6, 5)
b = (15, 16, 2, 1, 3, 4, 14, 13, 6, 5, 10, 9, 8, 7, 12, 11)
z = (5, 3, 8, 7, 4, 6, 1, 2, 9, 10, 11, 12, 13, 14, 15, 16);
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hence a, b ∈ B8 and z can be viewed as an element of S10. Define x = azb = (6, 5,
7, 9, 2, 1, 4, 3, 10, 8, 11, 12, 13, 14, 15, 16). Let us show that a and b can be replaced by a0 ∈ B5
and b0 ∈ B5 with x = a0zb0. To this end, it is enough to choose a0, b0 ∈ B8 such that
{a0(i) : i = 11, . . . , 16} = {b0(i) : i = 11, . . . , 16} = {11, . . . , 16}.
We start with determining the pairs from b that lie in (b1, . . . , b10) and larger than 10, as well
as the pairs smaller than or equal to 10 and contained in (b11, . . . , b16):
{b1 = 15, b2 = 16}, {b7 = 14, b8 = 13}, {b11 = 10, b12 = 9},
{b13 = 8, b14 = 7}.
We modify b by interchanging {b1 = 15, b2 = 16} with {b13 = 8, b14 = 7}: b˜ =
(8, 7, 2, 1, 3, 4, 14, 13, 6, 5, 10, 9, 15, 16, 12, 11) ∈ B8. We modify a as well, so that x = a˜zb˜.
Note that, there is no particular reason to pick the above pairs of b to interchange. For every
choice of such pairs, a˜ can be appropriately chosen.
To this end we let a˜ = (5, 6, 7, 8, 9, 10, 1, 2, 12, 11, 16, 15, 3, 4, 13, 14) ∈ B8. In other
words, we interchange {a15 = 6, a16 = 5} and {a1 = 14, a2 = 13}. Note the indices:
15 = z(b1), 16 = z(b2), 1 = z(b13), 2 = z(b14). Then, x˜ = a˜zb˜ = (5, 6, 7, 9, 2, 1,
4, 3, 10, 8, 11, 12, 13, 14, 15, 16).
Except the first two entries, x˜ is identical with x . However, the transposition (5, 6) is in B8,
and (5, 6)x˜ = x , and furthermore, a0 = (5, 6)a˜, b0 = b˜ ∈ B8 are as we would like them to be.
We continue with the proof. The idea is already depicted in the above example. Suppose that
x = azb where x, z ∈ S2n ↩→ S2m , a, b ∈ Bm . Suppose also that y = b−1ta−1 where y, t ∈ S2n .
Let {b2i−1, b2i } be a pair of consecutive entries of b such that 2i ≤ 2n and b2i ≥ 2n (since
b ∈ Bm , this implies that b2i−1 ≥ 2n). Similarly, let {b2 j , b2 j−1} be another pair such that
2 j > 2n, and b2 j , b2 j−1 ≤ 2n. We call such pairs of elements the misplaced pairs.
Observe that a being an element of Bm and the fact that azb(2 j) = 2 j force
{z(b2 j ), z(b2 j−1)} ∈ D(n). Let {2k − 1, 2k} = {z(b2 j ), z(b2 j−1)}. Then, {a(2k − 1), a(2k)} =
{2 j, 2 j − 1}. Similarly, let l > n be such that {b2i−1, b2i } = {2l − 1, 2l} ∈ [2m] − [2n]. Then,
{a(2l − 1), a(2l − 1)} = {x(2i − 1), x(2i)} ∈ D(n).
Define a˜ by interchanging the pairs {a(2l − 1), a(2l − 1)} and {a(2k − 1), a(2k)} in a, and
define b˜ by interchanging the pairs {b2 j , b2 j−1} and {b2i−1, b2i }. Then,
• If s ∉ {2i − 1, 2i, 2 j − 1, 2 j}, then a˜zb˜(s) = azb(s) = x(s).
• If s ∈ {2i − 1, 2i}, then a˜zb˜(s) ∈ a˜z{b2 j−1, b2 j } = a˜{2k − 1, 2k} = {x(2i − 1), x(2i)}.
• If s ∈ {2 j − 1, 2 j}, then a˜zb˜(s) ∈ a˜z{b2i−1, b2i } = a˜{2l − 1, 2l} = {a(2k − 1), a(2k)} =
{2 j, 2 j − 1}.
Therefore, possibly up to a transposition, a˜zb˜ agrees with x = azb. We need to show that
b˜−1t a˜−1 agrees with y = b−1ta−1 up to the same transposition, also. By the same token,
if h ∉ {a(2k − 1), a(2k), a(2l − 1), a(2l)}, then b˜−1t a˜−1(h) = b˜−1ta−1(h). If, further,
ta−1(h) ∉ {b2 j−1b2 j , b2i , b2i−1}, then b˜−1ta−1(h) = b−1ta−1(h) = y(h). But ta−1(h) ∈
{b2 j−1b2 j , b2i , b2i−1} if and only if
h ∈ {at−1(b2 j−1), at−1(b2 j ), at−1(b2i ), at−1(b2i−1)}
= {at−1(b2 j−1), at−1(b2 j ), a(b2i ), a(b2i−1)}
= {at−1b(2 j − 1), at−1b(2 j), a(b2i ), a(b2i−1)}
= {2 j − 1, 2 j, a(b2i ), a(b2i−1)}.
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The last equality is true because {2 j − 1, 2 j} = {y−1(2 j − 1), y−1(2 j)} = {at−1b(2 j −
1), at−1b(2 j)}. In other words, ta−1(h) ∉ {b2 j−1b2 j , b2i , b2i−1} if and only if a−1(h) ∉
{a−1(2 j−1), a−1(2 j), b2i , b2i−1} = {2k−1, 2k, 2l−1, 2l}. Therefore, to show that b˜−1t a˜−1 =
y, it is enough to compute b˜−1t a˜−1(h) for h ∈ {a(2k − 1), a(2k), a(2l − 1), a(2l)}. To
this end, let h = a(2k). The other cases h ∈ {a(2k − 1), a(2l), a(2l − 1)} are similar.
b˜−1t a˜−1(h) = b˜−1t a˜−1(a(2k)) ∈ {b˜−1(2l), b˜−1(2l − 1)} = {2 j − 1, 2 j}. Since b−1ta−1(h) =
b−1ta−1(a(2k)) ∈ {b−1(2k), b−1(2k − 1)} = {2 j − 1, 2 j}, we are done.
The above computation shows that, possibly up to a transposition, the number of misplaced
pairs in both of a˜ and b˜ is one less than that in a and b. Clearly, we can repeat this argument until
we reach at a0 ∈ Bn and b0 ∈ Bn with no misplaced pairs, and a0zb0 = x , b−10 ta−10 = y.
Example 5.4. We continue with Example 5.3. Let
y = (5, 6, 8, 7, 10, 3, 4, 1, 9, 2, 11, 12, 13, 14, 15, 16),
t = (5, 2, 1, 8, 6, 7, 3, 4, 9, 10, 11, 12, 13, 14, 15, 16),
a = (5, 6, 7, 8, 9, 10, 1, 2, 12, 11, 16, 15, 3, 4, 13, 14),
b = (8, 7, 2, 1, 3, 4, 14, 13, 6, 5, 10, 9, 15, 16, 12, 11),
x = (6, 5, 7, 9, 2, 1, 4, 3, 10, 8, 11, 12, 13, 14, 15, 16),
z = (5, 3, 8, 7, 4, 6, 1, 2, 9, 10, 11, 12, 13, 14, 15, 16).
Then, y = b−1ta−1, and x = azb. The misplaced pairs in b are {b7 = 14, b8 = 13}
and {b11 = 10, b12 = 9}. Hence, b˜ = (8, 7, 2, 1, 3, 4, 10, 9, 6, 5, 14, 13, 15, 16, 12, 11). To
find a˜ we interchange {a(b7) = 4, a(b8) = 3} and {a(b11) = 11, a(b12) = 12}. Hence
a˜ = (5, 6, 7, 8, 9, 10, 1, 2, 3, 4, 16, 15, 11, 12, 13, 14). Therefore,
a˜zb˜ = (6, 5, 7, 9, 2, 1, 4, 3, 10, 8, 12, 11, 13, 14, 15, 16),
b˜−1t a˜−1 = (5, 6, 8, 7, 10, 3, 4, 1, 9, 2, 12, 11, 13, 14, 15, 16).
Finally, note that x = (11, 12)a˜zb˜ and y = (11, 12)b˜−1t a˜−1. 
Proposition 5.5. Let L be a B∞ × B∞-orbit for the reverted action. Assume that L(n) is
nonempty. Then, the number of elements in the intersection L(n) is
(2nn!)2
k(L)(2n−|M(L)|(n − |M(L)|)!)
for some constant k(L).
Proof. By the previous lemma, L(n) is a Bn × Bn-orbit for the reverted action. Pick (x, y) ∈
L(n). Let L ′ be the orbit of (x, y−1) in the straightforward action. The map (u, v) → (u, v−1)
sends the orbit L (resp. L(n)) of the reverted action to the orbit L ′ (resp. L ′(n)) of the
straightforward action in an equivariant manner.
Plugging |M(L)| = |N(L ′)| and setting k(L) := k(L ′) in Lemma 3.15, we see that the number
of elements in L(n) is
(2nn!)2
k(L)(2n−|M(L)|(n − |M(L)|)!) ,
as required. 
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Proof of Theorem 4.2. Let λ, µ and ν be the stable coset types as given in the hypothesis. By
Lemma 3.17, we already know that bνλµ(n) = 0 if |ν| > |λ|+ |µ|. To prove the other statements,
letA denote the set of pairs (x, y) ∈ S∞× S∞ satisfying x ∈ Kλ, y ∈ Kµ, xy ∈ Kν . ThenA is
stable under the reverted action of B∞ × B∞. Let A(n) denote the intersection A∩ (S2n × S2n).
Hence, bνλµ(n) = |A(n)|/|Kν(n)|.
Let {A1, . . . , Ar } denote the set of orbits of B∞ × B∞ in A(n). Then bνλµ(n) = |A(n)||Kν (n)| =r
i=1
|Ai ||Kν (n)| . By (3.16) and Proposition 5.5, we see that
|Ai |
|Kν(n)| =
22|M(Ai )|(n!)2
k(Ai )(n − |M(Ai )|)!

22wt(ν)(n!)2
k(Kν)(n − wt(ν))!
−1
= 2
2M(Ai )−wt(ν)k(Kν)(n − wt(ν))!
k(Ai )(n − |M(Ai )|)! , (5.6)
for some constants k(Kν) and k(Ai ), both of which are independent of n. In fact, we know from
the proof of Lemma 3.15 that k(Kν) and k(Ai ) are cardinalities of certain stabilizer subgroups
B ′ and B ′′ respectively.
Let (xi , yi ) ∈ Ai be an orbit representative for the reverted action of Bn × Bn . Note that
xi yi ∈ Kν(n). Then B ′ is the stabilizer of (xi , yi ) under reverted action, B ′′ is the stabilizer of
xi yi under the ordinary action of Bn × Bn on S2n . We claim that there is a canonical injection
of B ′ into B ′′. To prove the claim, let (a, b) ∈ StabBn × Bn((xi , yi )). Then axi b−1 = xi and
byi a−1 = yi . Notice that the map (a, b) → (a, a) ∈ StabBn×Bn (xi yi ) is an injective group
homomorphism. It follows that k(Ai ) is a divisor of k(Kν(n)).
By Lemma 3.17, |M(Ai )| ≥ |N(Kν(n))| = wt(ν) with equality if |ν| = |λ| + |µ|. Therefore,
in the case of equality, (5.6) is the integer k(Kν )k(Ai ) , and therefore so is b
ν
λµ(n). This finishes the
proof. 
6. Some explicit computations
In this final section of our paper, we prove Theorem 4.4, which is about the coefficients in the
expansion of Kµ(n)K(r)(n). We start by analyzing an example. Let
x = (7, 8, 2, 9, 6, 5, 12, 13, 4, 1, 15, 16, 14, 11, 10, 3) (6.1)
y = (3, 4, 12, 1, 7, 8, 10, 9, 15, 11, 16, 6, 13, 14, 5, 2); (6.2)
then xy = (2, 9, 16, 7, 12, 13, 4, 1, 10, 15, 3, 5, 14, 11, 6, 8). It is easy to check that the coset
types of x, y and xy are, respectively, (3, 2, 1, 1, 1), (4, 1, 1, 1) and (6, 2). Furthermore, if λ, µ
and ν denote the modified coset types of x , y and xy, respectively, then |λ| + |µ| = |ν|.
By abuse of terminology, the cycles of the graph Γ (x) of an element x ∈ S2∞ are called the
cycles of x . For x as in (6.1), there are three 1-cycles, a single 2-cycle and a single 3-cycle (see
Fig. 6.1). Note that aside from four 1-cycles, the element y consists of a single 4-cycle, which
we call the big cycle of y. The cycles of the product xy are formed from the cycles of x by the
help of the big cycle of y. We see that some cycles of x unite together to form a longer cycle of
xy.
The 1-cycles of y do not alter the structure of the cycles of x , except moving them around.
For example, the 1-cycles {5, 6, 7, 8} and {13, 14, 14, 13} of y transformed the (unique) 2-cycle
of x into the unique 2-cycle of xy. (See the 2-cycles in x and xy.)
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Fig. 6.1. Γ (x) (left) and Γ (y) (middle) and Γ (xy) (right).
Let us understand the effect of the big cycle of y on the cycles of x . The interior labels
{1, 2, 5, 6, 16, 15, 11, 12} appear in the big cycle of y. Images of these numbers under x lie in the
same cycle in xy. In fact the cycles of x which contains the pairs {1, 2}, {5, 6}, {11, 12}, {15, 16}
merged into a single 6-cycle in xy. Note that {1, 2},{5, 6}, and {11, 12} belong to different 1-
cycles in x , and {15, 16} belongs to a 3-cycle in x . Therefore, the resulting cycle in xy is of size
1+ 1+ 1+ 3 = 6.
Consequently, four different cycles (three 1-cycles and a single 3-cycle) of x merge together
and form a single 6-cycle in xy. The rest of the cycles of x , despite changing their labels, is
transformed into cycles of xy preserving their shapes. These constitute all the cycles of xy. This
is the observation behind the proof of the first part of Theorem 4.4.
Let τ ∈ S2n be a permutation and let α be a cycle in the graph Γ (τ ). We introduce a new
notation for the cycles of the graph Γ (τ ).
Suppose the cycle α is of length r + 1. Then the cycle α is denoted a sequence of 4(r + 1)
labels, where pairs separated by a colon “:”. The sequence starts with an exterior pair, followed
by an interior pair, continuing in this fashion alternating between exterior pairs and interior pairs
until all the vertices of α are visited, traversing the cycle α in clockwise fashion. The final pair
for α is an always interior pair. In addition, we call a label j irrelevant to α if j does not belong to
any exterior or interior pair of α. In this new notation, the 3-cycle α of y ∈ K(3) of the previous
example is written as
α = (3, 4 : 1, 2 : 16, 15 : 5, 6 : 12, 11 : 16, 15 : 9, 10 : 11, 12).
For α, the interior labels are {1, 2, 5, 6, 16, 15, 11, 12}, and {3, 4, 16, 15, 12, 11, 9, 10} gives the
exterior labels. The labels {7, 8, 13, 14} are irrelevant to α.
Proof of the first claim of Theorem 4.4. Let n be the smallest positive integer such that y ∈
K(r) ∩ S2n and x ∈ Kλ ∩ S2n . Let α = (i1, i2 : i3, i4 : . . . : i4r+3, i4r+4) denote the big cycle of
y. Let Iα be the set of all interior labels of α. Then
xy(i4k+2) = x(i4k+3) for k = 0, . . . , r, (6.3)
xy(i4k+1) = x(i4k) for k = 1, . . . , r + 1, (6.4)
xy(i1) = x(i4r+4). (6.5)
Let A = {A1, . . . , As} be the set of all cycles of xy determined by the equations (6.3)–(6.5).
We claim that A consists of a single cycle, that is s = 1.
Denote the cycles of x whose set of exterior labels intersects Iα nontrivially by B j for
j = 1, . . . , t . Clearly, t ≤ r + 1. Denote the lengths of cycles Ai and B j with ai and b j
respectively, for i = 1, . . . , s and j = 1, . . . , t .
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Observe that the union of the sets of interior labels of the cycles Ai for i = 1, . . . , s is
precisely the union of the sets of the interior labels of B j for j = 1, . . . , t . Therefore,
s
i=1
ai =
t
j=1
b j . (6.6)
Each cycle C of x whose set of exterior labels is disjoint from the set of interior labels of the big
cycle α of y is transformed into a cycle C ′ of the same length in xy.
In the example above, the cycle C = (7, 8 : 13, 14 : 13, 14 : 11, 12) of x is transformed into
the cycle C ′ = (5, 6 : 13, 14 : 13, 14 : 11, 12) of xy. Enumerate the rest of the cycles of xy and
x by As+i and Bt+i respectively, where Bt+i of x transforms to As+i of xy for i = 1, . . . , u.
Therefore,
u
i=1 as+i =
u
j=1 bt+ j .
Since |λ| + r = |ν|, we have
r = |ν| − |λ| =
s+u
i=1
(ai − 1)−
t+u
j=1
(b j − 1) =
s
i=1
(ai − 1)−
t
j=1
(b j − 1),
which implies r = t − s by Eq. (6.6). Since t ≤ r + 1, we conclude that t = r + 1 and s = 1.
This shows that the cycles B1, . . . , Bt of x are glued together by the big cycle of α of y and form
a single cycle A1 of xy.
Since s = 1, Eq. (6.6) now reads as a1 = ti=1 bi . Thus, after reordering the sequence
(bi − 1)t+ui=1 is the partition λ, and after reordering, the sequence (a1− 1, bt+1− 1, . . . , bt+u − 1)
is the partition ν.
Let ρ ⊆ λ be the partition corresponding the sequence (b1 − 1, . . . , bt − 1). Then ν =
(r + |ρ|) ∪ λ− ρ as claimed. 
Inspired by the previous proposition, we introduce the following formalism. Let α be the big
cycle of y ∈ K(r), and let B1, . . . , Bt denote the cycles of x ∈ Kλ which are blended together to
form a single cycle A1 in Kν by the cycle α. We write
B1 · · · Bt · α = A1. (6.7)
Now fix z ∈ Kν . The coefficient of K(r+|ρ|)∪λ−ρ in the product expansion of KλK(r) is the
number of different ways of choosing x ∈ Kλ and y ∈ K(r) so that z = xy. This coefficient
counts the number of ways of choosing the cycle A1 in z and writing it as a product of cycles
B1, . . . , Bt of x and the big cycle α of y as it was done in (6.7).
The number of ways a cycle of length r + |ρ| + 1 can be chosen from z equals mr+|ρ|(λ) +
1. Notice that after relabeling the entries of the Bi ’s and α if necessary, the number of
decompositions in (6.7) equals the coefficient of K(r+|ρ|) in KρK(r). By Theorem 4.2, this
coefficient is a constant and is the coefficient of K(n)(n + 1) in Kρ(n + 1)K(r)(n + 1), where
n = r + |ρ|.
For a partitionµ, define zµ :=i≥1 imi (µ)mi (µ)!.We need to calculate |Kρ(n)| for a partition
ρ such that wt(ρ) ≤ n. Let ρ(n) = ρ+(1n−|ρ|) be the n-completion of ρ. Then ρ(n) is a partition
of n of length n − |ρ|, for which zρ(n) = i≥0(i + 1)mi (ρ)mi (ρ)!, where m0(ρ) := n − wt(ρ).
Therefore,
|Kρ(n)| = |Bn|
2
2ℓ(ρ(n))zρ(n)
= |Bn|
2
2n−|ρ|zρ(n)
= 2
n+|ρ|(n!)2
i≥0
(i + 1)mi (ρ)mi (ρ)! .
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To find an (r + 1)-cycle y ∈ K(r)(n + 1) such that wy ∈ K(n)(n + 1) we have to choose exterior
label pairs from r + 1 cycles of w and then pick one of the 2rr ! cyclic arrangements of these
pairs. If ρ = (1m1(ρ), 2m2(ρ), . . .), then the number of such y is equal to 2m1(ρ)3m2(ρ) · · · 2rr !.
Finally, the coefficient is the product of |Kρ(n + 1)| and 2m1(ρ)3m2(ρ) · · · 2rr ! divided by
number of elements in K(n)(n + 1). Therefore,
|Kρ(n + 1)|2m1(ρ)3m2(ρ) · · · 2rr !
|K(n)(n + 1)| . (6.8)
Proof of the second claim of Theorem 4.4. By (6.8), we know that
b(r+|ρ|)∪λ−ρλ (r) =
(mr+|ρ|(λ)+ 1)2m1(ρ)3m2(ρ) · · · 2rr !|Kρ(n + 1)|
|K(n)(n + 1)| ,
where n = r + |ρ|. Now m0(ρ) := n + 1 − |ρ| − ℓ(ρ) = r + 1 − ℓ(ρ). Since |Kρ(n)| =
2n+|ρ|(n!)2
i≥0(i+1)mi (ρ)mi (ρ)!
, we have
b(r+|ρ|)∪λ−ρλ (r) =
[(mr+|ρ|(λ)+ 1) 
i≥0
(i + 1)mi (ρ)2rr !]2n+1+|ρ|
i≥0
(i + 1)mi (ρ)mi (ρ)!
(n + 1)
2n+1+n
= (mr+|ρ|(λ)+ 1)(n + 1)r !2
r+|ρ|−n
i≥0
mi (ρ)!
= (mr+|ρ|(λ)+ 1)(r + |ρ| + 1)r !2
r+|ρ|−n
i≥0
mi (ρ)!
= (mr+|ρ|(λ)+ 1)(r + |ρ| + 1)r !
i≥0
mi (ρ)! ,
and the proof is finished. 
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