Abstract-In a time domain Marching-on-in-degree (MOD) solver based on a Galerkin implementation of the Method of Moments (MoM), it is observed that the matrix elements for the matrix to be inverted contain integrals that are similar to the ones encountered in a frequency domain MoM solver using the piecewise triangular patch basis functions. It is also observed that the error in the evaluation of the matrix elements involving these integrals are larger in the time domain than those involved in the frequency domain MoM solvers. The objective of this paper is to explain this dichotomy and how to improve upon them when using the triangular patch basis functions for both the time and the frequency domain techniques. When the distance between the two triangular patches involved in the evaluation of the matrix elements, are close to each other or when the degree of the Laguerre polynomial in a MOD method is high, the integral accuracy will be compromised and the number of sampling points to evaluate the integrals need to be increased. Numerical results are presented to illustrate this point.
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INTRODUCTION
The time domain marching-on-in-degree (MOD) method has been used for the solution of the transient Method of Moments (MoM) problems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . In the MOD method, the unknown variables, such as the current or the potential functions related to the integral equation associated with the problem of interest are expanded by a set of both spatial and temporal basis functions. The spatial basis functions are generally chosen as the piecewise triangular patch functions known as the RWG basis [12, 13] whereas the temporal basis functions are chosen as the Laguerre functions in a Galerkin methodology. In a Galerkin time domain methodology in the MoM context, associated with the MOD method, the time variable is analytically integrated out. So the final equations that are used in the computations have only the spatial variables. In that context, the expressions for the matrix elements look very similar to the expressions used in a frequency domain MoM problem using the same triangular patch basis. The interesting feature is that even though the expressions for the matrix elements over the spatial basis functions are similar both in the time and in the frequency domain the Green's functions involved are different. Due to a difference in the Green's functions it is seen that the matrix elements for the time domain problem need to be evaluated more accurately using an increased number of quadrature sampling points for integration than its frequency domain counterpart. This paper is focused on the numerical accuracy of the matrix elements in a time domain MOD method. Many practical examples, such as a tank, a Fokker aircraft, an AS-322 helicopter, and a Boeing-737 aircraft, have been presented in [9, 10] .
In this work, it is illustrated that the spatial integral accuracy in the MOD method needs more sampling points to evaluate the numerical integrals than the frequency domain counterpart in order to maintain the same integral accuracy. In Section 2 the expressions for the Green's functions are presented along with a few numerical results to illustrate the hypothesis in Section 3 and then followed by conclusions in Section 4.
GREEN'S FUNCTIONS IN THE MATRIX ELEMENTS
For solving currents or potentials on the surfaces of objects, basis functions and unknown coefficients are needed to represent them. The scattered fields are presented by an integral of current or potential, which also equal to an integral of basis functions. If we apply Galerkin's method to solve the unknown coefficients, inner products are performed by multiplying another basis function to the equation and integrating them over the whole domain. Then a double integral of two spatial basis function is major part in the equation to solve the problem.
In the MOD method [9, 10] , the spatial integrals involved in the evaluation of the expressions for the matrix elements are in the form of
in which, f m and f n are the spatial RWG basis functions, s is a scaling factor, R is the distance between the field and the source points, r and r , respectively, and c is the velocity of propagation in free space, and I ab (sR/c) is defined by
in which the L i is the Laguerre polynomial of the degree i [14, 15] . In the frequency domain MoM [12, 13] , the spatial integrals are defined in the form of
in which, j is the imaginary unit and k the wave number.
Between the equations of (1) and (3), the only difference is in the Green's function. For the time domain MOD method, the Green's function is G T D = I ab (sR/c)/R and for the frequency domain MoM it is G F D = e −jkR /R. The derivatives of these two Green's functions with respect to R can be obtained as
And also the ratio between the spatial derivatives of the Green's functions with respect to the Green's functions are also calculated as
Equation (5b) is a monotonically decaying function with respect to the spatial variables and it does not have any singularities in the domain R ∈ (0, +∞). But for Eq. (5a), the denominator term
Therefore, Eq. (5a) has some singularities in this region. Consider a very small error ∆R associated with the evaluation of the spatial variable R, and this will result in an error in the value of the Green's function ∆G T D . The error ∆G T D is given by
and the corresponding relative error is given by
When the value of R is such that the denominator of (5a) is close to zero, so the Green's function has a pole, a very small error in R can result in a large relative error in the value of the Green's function. In conclusion, the Green's function encountered in the MOD method is more sensitive to the error in the evaluation of R. Generally, the integrals encountered in (1) and (3) for both a time domain and a frequency domain problem cannot be handled analytically and a numerical technique needs to be employed to evaluate them over the surfaces involved. Since, in the time domain the functions associated with the integrals have singularities, more sampling points need to be used in the evaluation of the integrals than in the frequency domain. So in the evaluation of the integrals in Eq. (1), one will need more sampling points in the evaluation of the Green's function than in the frequency domain in order to maintain similar accuracy in the final results.
A plot of the two Green's functions for the time and frequency domain are displayed in Fig. 1 . For the time domain Green's function in Fig. 1(a) , s is chosen as 5 × 10 9 and the degree a − b is 50 and 150, respectively, which are common values for most practical problems [9] . For the frequency domain Green's function in Fig. 1(b) , k is chosen as 2π. From Fig. 1 , we can see that the time domain Green's function oscillates more than the frequency domain one, especially when R is small or the degree a − b is high. Therefore, when R has a small error, the time domain Green's function will result in a larger computational error than the other when using the same number of sample points to evaluate the integrals. Numerical examples in the evaluation of Eqs.
(1) and (3) will be shown to illustrate this point.
NUMERICAL EXAMPLES
In our study, both the time and frequency domain integrals are carried out using the Gaussian quadrature rules for a triangular region [16] using the RWG basis functions [13] . We vary the number of sampling points from 1 to 79 in the evaluation of the integrals encountered in (1) and (3). Example 1 considers two triangular spatial basis functions parallel to each other as shown in Fig. 2 . For the time domain Green's function, s is chosen as 5×10 9 and a−b = 50. For the frequency domain Green's function, k is chosen to be 2π. The integral values in the evaluation of the expressions in Eqs. (1a) and (3a) are listed in the Table 1 and  Table 2 when using 79 points as the one closest to the accurate values. And the relative error at this value is plotted in Fig. 3 . The relative errors in the time and frequency domains are defined as
and
in which A T D mnab and A F D mn are the time and frequency domain integrals in Eqs. (1a) or (3a) computed with i sampling points, respectively, and the operator | · | is the absolute value of the function. From Fig. 3(a) , one can observe that when one uses 7 sampling points, which is a very common case for the computations, the frequency domain integral can Fig. 5(b) . From Fig. 5 , one can observe that the errors are much larger than the ones from Example 1. This is because the time domain Green's functions vary over a larger value when R is small as shown in the Fig.  1 . In the first example, R is greater than 0.05 m, but in this example some of the values of R are close to zero. As implied in Fig. 1 , the error in the evaluation of the Green's function is more sensitive to the error in the evaluation of R for both time and frequency domain cases and in order to get an accurate value for the integral, more sampling points the integrals associated with the time domain Green's function also increase. This is because the time domain Green's function will vary more rapidly as the degree gets large as seen in Fig. 1 . If we do not increase the number of sampling points with the increase of degree, the error will be larger when one uses the MOD solution procedure.
CONCLUSIONS
Compared to a frequency domain solver, the error associated with the evaluation of the matrix elements in a time domain MOD solver is more sensitive to the error in the evaluation of R than the frequency domain one. This is because the Green's function varies faster with respect to R. Therefore, one needs more sampling points in the numerical evaluation of the integrals in order to obtain an accurate result. If one uses the same number of sampling points as in a frequency domain solver, the errors will be much larger. This is especially important when the distance between two triangular patches is close to each other or when the degree of the associated Laguerre polynomials is large.
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