The singleton and non-singleton type-1 back propagation (BP) designed sixteen rule fuzzy logic system (FLS) on hourly averaged wind data for the years 1985 to 2004 are studied. The BP designed 16 rule non-singleton-type-1 FLS was found relatively a better forecaster than singleton-type-1. There are too many hidden or unraveled uncertainties, such as non-stationarity and stable attractors. These uncertainties make the data chaotic. Non-stationarity in the data can be properly handled with nonsingleton type-1 FLS, therefore, there appears no reason to use a type-2 FLS. The stable attractors and non-stationarity in our data do not affect the predicted values as confirmed by Mackey Glass simulation. Parallel structure fuzzy systems and genetic logic may be one of the options to resolve sub crisps and chaos in time series data. Key words: Back propagation, fuzzy logic system, singleton and non-singleton type1-FLS, cascade correlation algorithm, hybridization of intelligent systems with fuzzy logic, stable attractors.
INTRODUCTION
Rule based fuzzy logic systems (FLS), a powerful design methodology, minimize the effect of uncertainty (Mendel, 2001) . The two most popular FLSs used by engineers today are the Mamdani and Takagi-Sugano-Kang (TSK) systems. Both are characterized by IF-Then rules and have the same antecedent structures. They differ in the structure of the consequents. The consequent of a Mamdani rule is a fuzzy set, whereas the consequent of a TSK rule is a function. The type-1 TSK FLSs have been widely used in control and other applications (Terano et al., 1994) . The output of type-1 TSK forecaster occurs without a defuzzification step Mendel, 1999, 2000) developed type-2 TSK FLSs. The FLS forecasters comprise of singleton type-1 (with virtually no uncertainties), non-singleton type-1 (with uncertainties), singleton type-2, type-1 non-singleton type-2, type-2 nonsingleton type-2, type-1 TSK and type-2 TSK (Mendel, *Corresponding author. E-mail: waseemq2000@hotmail.com. 2001). The rule based FLSs, both type-1 and type-2, handle uncertainties because modeling and minimization of uncertainties can be accomplished. If all uncertainties disappear, type-2 FL reduces to type-1 FL. In the same vein, if randomness disappears, probability reduces to determinism.
For basic singleton type-1 FLSs, we assume that there are no uncertainties; all fuzzy sets are of type-1, measurements are perfect and treated as crisp values, that is, as singletons. Thus, the non-singleton FLS do not yield crisp values, that is, uncertainties are inherently present. A FLS that is described completely in terms of type-1 fuzzy sets is called a type-1 FLS. Type-1 FLSs are unable to directly handle rule uncertainties, because they use type-1 fuzzy sets that are certain. Therefore, a better way to handle uncertainties is to use a type-2 FLS. But, a non-singleton type-1 FLS is a type-1 FLS whose inputs are modeled as type-1 fuzzy numbers; hence, it can be used to handle uncertainties. Moreover, the type-1 FL, in its applications, deciphers rule based systems as a powerful design methodology.
The rules of a non singleton-type-1 FLS are the same as those for a singleton type-1 FLS (Mendel, 2001) . The difference is of the fuzzifier, which treats the inputs, as type-1 fuzzy sets, and the effect of this on the inference block. The output of the inference block will again be a type-1 fuzzy set. So, the defuzzifiers that are described for a singleton type-1 FLS apply as well to a nonsingleton type-1 FLS (Mendel, 2001) .
We know that non-stationarity (randomness) in our wind data inherently exists (Jafri, 2008; Kamal and Jafri, 1996) ; therefore, uncertainties or randomness cannot be reduced. It can be handled properly with non-singleton type-1 FLS, therefore, there appears no reason to use a type-2 FLS. We recently performed fuzzy logic (FL) time series prediction modeling on hourly averaged wind speed (HAWS) data of 1985 to 2004 and used Mackey-Glass simulation, for Quetta, Pakistan (Jafri and Kamal, 2010) . Quetta (30°11'/N, longitude 66° 57'/E), the capital of Balochistan is elevated at 1799 m above sea level. We shall use the results of wind data with the applications of rule based type-1 FLS. We used the MATLAB M-files which are available as freeware on the internet at the following: URL:http://sipi.usc.edu/~mendle/software. The M-files are available in three folders: type-1 FLS, general type-2 FLSs and interval type-2 FLSs. We used in this study, the following type-1FLSs: 1) Singleton Mamdani type-1 FLS sfls_type1.m: Compute the output(s) of a singleton type-1 FLS when the antecedent membership functions are Gaussian train_fls_type.1.m: tune the parameters of a singleton type-1 FLS when the antecedent membership functions are Gaussian using some input-output training data. 2) Non-singleton Mamdani type-1 FLS nsfls_type1.m: Compute the output(s) of a non-singleton type-1 FLS when the antecedent membership functions are Gaussian and the input sets are Gaussian train_nsfls_type1.m: tune the parameters of a nonsingleton type-1 FLS when the antecedent membership functions are Gaussian, using some input-output training data.
The extraneous matter is avoided on the development and historical background of rule-based FLSs because we are concerned only with the use of FLSs in time series. The exhaustive literature and indeed critical review on rule-based FLSs are available in the form of a book (Mendel, 2001 ) However, we shall deliberate on fundamental rules extracted from the data under consideration (Jafri, 2008; Jafri et al., 2012) .
The rules in fuzzy logic time-series are usually extracted from designing the FLSs. Prior to 1992, all FLSs reported in the open literature fixed the parameters, such as the type of fuzzification, composition, implication, t-norm (operators for fuzzy intersection), defuzzification (produces crisp output) and membership functions, arbitrarily, e.g. the locations and spreads of the Jafri et al. 1863 membership functions were chosen by the designer independent of the numerical training data. Then, at the first IEEE conference in fuzzy systems, held in San Diago in 1992, three different groups of researchers (Horikawa et al., 1992; Jang, 1992; Wang and Mendel, 1992) presented the same idea: tune the parameters of a FLS using the numerical training data. Since that time, quite a few adaptive training procedures have been published. Because tuning of free parameters had been in feed forward neural network (FFNN) long before it was done in a FLS, a tuned FLS has also come to be known as a neural fuzzy system. Designing a FLS (Mendel and Mouzouris, 1997) can be viewed as approximating a function or fitting a complex surface in a multidimensional space. Given a set of inputoutput pairs, tuning is essentially equivalent to determining a system that provides an optimal fit to inputoutput pairs, with respect to a cost function (tuning algorithm). Utilizing concepts from real analysis (Monzouris and Mendel, 1997) have proven that a nonsingleton FLS can uniformly approximate any continuous function on a compact set. Although, the proof of approximation (Monzouris and Mendel, 1997) provides some insight, it does not tell us how to choose the parameters of the non-singleton FLS, nor does it tell us how many basis functions will be needed to achieve such performance. The latter are accomplished through design. The designing of FLSs require one-pass (OP), least square, back-propagation (BP, steepest descent), SVD-QR (SVD-QR is a matrix tool in numerical linear algebra used in signal processing, extracting fuzzy rules, reducing fuzzy rules and modeling the fuzzy rules) and iterative design methods. More and Deo (2003) employ the technique of neural networks to forecast daily, weekly and monthly wind speed. Both feed forward (FF) as well as recurrent networks (RN) are used and trained on past data in the autoregressive (AR) manner using BP and cascade correlation (CC) algorithm. They conclude that the CC algorithm yields better forecasts as compared to that of BP.
The forecasting of time-series following the rule-based FLSs designing employ only two methods, that is, one pass (OP) and BP methods, respectively. The OP design constructs 500 rules for each antecedent consequent membership functions. We set the value of the standard deviation equal to 0.1 for all Gaussian in a pre-defined OP design. But, the OP is exhaustive as compared to BP designing in FLSs. On the contrary, the BP constructs only 16 rules for each antecedent and consequent membership functions. The initial values of the standard deviation of Gaussian membership function are all set equal to 0.5240 in a pre-defined BP design. The BP designing, in many respects, is better than OP (Mendel, 2001) . The predefined values of all four antecedent membership functions and for the centers of the consequent membership functions ( l y -height defuzzifier) for each corresponding 16 rules in a BP design for FLSs are used in the form of a matrix as an input. We use the height defuzzifier ( l y or centers of the consequent membership functions) to be a random number from the interval (0, 1). After training and using BP design, the FLS forecaster was fixed.
MATERIALS AND METHODS
We use the learning parameter α = 0.2 in BP design. With tractable learning laws, we set the learning parameters. Alpha stable statistics model the impulsiveness as a parameterized family of probability density functions. Additive fuzzy systems can filter impulsive noise from signals. We used artificial neural fuzzy information system (ANFIS) to filter out infinite variances of noise in time series data. With α < 2 one gets impulsive noise and noise has infinite variance. The alpha in statistics is an exponent parameter. With α=2, we get the classical Gaussian case, that is, exponential tail and finite variance.
The predefined initial mean (center) values of antecedent membership functions along with height defuzzifiers (mean values of consequent membership functions) and the standard deviations of the Gaussian antecedent, in the form of matrix membership functions, as shown in Tables 1 and 2, are used for determining the values of singleton consequent membership functions, that is, ) ( k s s f for hourly 600 trainee wind data and 120 or 144 ( 1/6 to 1/5th of the hourly averaged data of the month) testing wind data, respectively. The predefined final mean (center) values of antecedent membership functions along with height defuzzifiers (mean values of the consequent membership functions) and the standard deviations of the Gaussian antecedent membership functions, in the form of a matrix, after six epochs of training, as shown in Tables 2 and 3, are used for determining the values of non-singleton consequent member functions, that is, fns(s k ), for hourly 600 trainee data and 120 or 144 testing data, respectively. In both cases, 600 trainee wind data and 120 or 144 testing data for all four antecedent membership functions are used as an input matrix, X, in sfls_type1.m and nsfls_type1.m, respectively. For trainee as well as for testing data, we calculated the predicted values (Jafri, 2008; Jafri et al., 2012) . It is difficult to reproduce all predicted values and the values of consequent membership functions for singleton and non-singleton type-1 FLSs in this manuscript. Therefore, we compared root mean square error, that is, RSMEs (BP) with RSMEns (BP) only for testing data (Jafri, 2008) and found for the non singleton type 1 back propagation designed sixteen rule FLS, better than singleton-type 1 (BP).
It is worth mentioning that trainee pairs are obtained with testing data, therefore, the analysis of testing data will be the same for trainee data. We input predefined initial mean values of all antecedent membership functions (Table 1) in case of a singleton type-1 FLS, because we assume that there are no uncertainties in the data. But, we cannot totally ignore the noisy measurement environment; therefore, we tested our final FLS forecasters on noisy testing data, that is,
where n (K) is O dB (decibel) uniformly distributed noise. We accomplished this task for a Monte Carlo set of 60 realizations. This entire process was repeated 60 times using 60 independent sets of mean and standard deviation of 720 or 744 hourly wind data. The predefined BP RMSEs (BP) (Chu and Mendel, 1994) for each of the six epochs of tuning is:
The non-singleton FLS shares most of the same parameters as the singleton FLS. So, we shall use the partially dependent BP design approach. In BP design, we use only two fuzzy sets for each of the four antecedents such that there are only 16 rules. Each rule is characterized by eight antecedent membership function parameters (the mean and standard deviation for each of the four Gaussian membership functions) and one consequent parameter, y . More specifically, we initially chose the mean of each and every antecedents, two Gaussian membership functions as
, respectively, and the standard deviations of these membership functions as
For the non-singleton type-1 FLS, we modeled each of the four noisy input measurements using a Gaussian membership function. Two choices are possible: (1) use a different standard deviation for each of the four input measurement membership functions, or (2) use the same standard deviation for each of the four input measurement membership functions. We tried both approaches and got similar results because the additive noise n(k) is stationary. The predefined average values and standard deviations of RMSEs (BP) and RMSEns (BP), for each of the 6 epoch, mentioned by Mendel 2001) are used.
Theory
We consider a type-1 FLS having p inputs: x1 Є X1,……………………..xp Є Xp and one output y Є Y.
Let suppose that it has M rules, where the lth rule has the form:
Equation 3 represents a type-1 fuzzy relation between the input space X1, X2…., Xp and the output space, Y, of the FLS. F stands for fuzzy sets of antecedents and G for fuzzy sets of the consequents. A multiple-antecedent multiple consequent rule can always be considered as a group of multi-input single-output rules. Equation 3 describes the generic rule structure which comprises of six rules. The first five rules, such as, incomplete IF rules, mixed rules, fuzzy statement rules, comparative rules and unless rules were deciphered (Wang, 1994) . The sixth is the quantifier rule. We are not concerned with the details of the rules. The main objective is to rephrase the BP design analysis in its theoretical form. Suppose we are given a collection of N input-output numerical data training pairs (x (1) :y (1) ), (x (2) :y (2) ) …..(x (N) ,y (N) ), where x is the vector input and y is the scalar output of a FLS. To begin, we must know how the training data can be interpreted as a collection of IF-Then rules. Each rule is governed by Equation 3, where l F 1 are fuzzy sets described by Gaussian membership functions, that is, 
is known as fuzzy basis function (FBF) (Wang, 1994) .
Using the training pairs and with tuning, we abide by the commonly used design principle, that is, the number of rules M<N, that is, the number of input-output numerical data training pairs. In BP (steepest descent) design, none of the antecedent or consequent Parameters are fixed ahead of time. They are all tuned using a 
Given an input-output training pair (x (i) :y (i) ) , we design the FLS in Equation 7 such that the following error function is minimized.
It is evident from Equation 7 that fs is completely characterized by Using the steepest descent algorithm to minimize e (i) , it is straight forward to obtain the following recursions to update all the design parameters of this FLS (k=1…..,p, l=1, ….M and i=0,1,….):
In 1, 2 and 3) . The learning parameters  m,  y and ασ must be chosen with care. Frequently, they are chosen to be the same, say α. The choosing of learning parameters for an algorithm to converge much faster was studied by Chu and Mendel (1994) . Wang (1992) was the first to show that the FLS described by Equations 4 and 5 could also be viewed as a layered architecture, one with three layers. Equations 9 to 11 are therefore referred to as a back-propagation algorithm, because of their dependence on error fs(x) (i) -y (i) , which propagates from the output layer of the FLS down into lower layers. A drawback in BP design is the choice for selecting the number of feedback fuzzies (FBFs) and M. The SVD-QR method can resolve this drawback (Mendel, 2001) . With comparison of a non-singleton type-1 FLS with a singleton type-1 FLS using BP design, we found out that the non-singleton FLS shares most of the parameters same as the singleton FLS. Therefore, we shall use the partially dependent design approach. We assume that all the antecedent, consequent, or input measurement membership function's parameters are to be tuned. Many of the results described in the aforementioned paragraph are similar but the associated equations in non-singleton type-1 FLS for BP design are somewhat different. Hence, we briefly describe the tuning method for a non-singleton type-1 FLS for BP design because the training pairs are noisy. The FLS, for a non-singleton type-1 is represented as: where k = 1,…p and l =1,….M.
Equation 14
shows that, in the special case of Gaussian membership functions and product t-norm, it is possible to interpret the non-singleton FLS as a singleton FLS. Thus,
where i=1,…N. We wish to design the FLS in Equation 15 such that the following error funcion is minimized:
[fns(x (i) )-y (i) ] 2 , i=1,…….N (16) Jafri et al. 1867 It is evident from Equation 17 that fns is completely characterized by l y ,
x  (l=1,…M and k=1,….,p). Using a steepest descent algorithm to minimize e (i) , it is straightforward to obtain the following recursions to update all the design parameters of this FLS (k=1,….,p, l=1,2,…M and i=0,1,…).
We update cannot be computed due to non-availability of specific choice for membership functions, than a different kind of optimization algorithm, that is, random search algorithm must be used to minimize e (i) (Mendel, 2001) .
RESULTS AND DISCUSSION
We considered the month of March (Spring Season; February to April) of Quetta (Pakistan), while the results of the remaining months of the years 1985 to 2004 are mentioned elsewhere (Jafri, 2008) . Table 4 shows the unpredicted six hundred hourly averaged values of wind data of March, 1985 March, to 2004 (data read column-wise). Table 5 shows the predicted , 1985 to 2004 (x(t+6) is read column wise) (Jafri, 2008; Jafri et al., 2012) . Tables 6 and 7 are the corresponding values of the singleton consequent membership functions, f s (x k ) (read column wise) and the non-singleton consequent membership functions, f ns (x k ) (read column wise) for BP designed type-1 FLS forecasters, respectively for the month of March, 1985 March, to 2004 Values for other months of the year 1985 to 2004 are not shown in this paper. NaN in singleton type-1 FLS for values of consequent membership functions, that is, Table 6 shows that fuzzifiers are not working. One may ascribe this 'anomaly' to non-existence of centroid of the consequent set or height defuzzifier for all the corresponding four Gaussian antecedent membership functions; and indeed for sixteen rules in a BP design. Defuzzification produces a crisp output for FLS, from the fuzzy sets that appear at the output. Therefore, one can conjecture that NaN is producing an empty or null set, as an output. An empty or null set is also a subset of a set; therefore, NaN is a subcrisp output which needs further handling on a fuzzy rule.
We considered the 120 or 144 predicted values of testing data over the months of 1985 to 2004, obtained the corresponding values of both the singleton and nonsingleton consequent membership functions, that is, f s (x k ) and f ns (x k ), respectively. The parameters of inputoutput training data were tuned both for singleton and non-singleton type-1 FLS for Gaussian antecedent membership functions, and for six epochs by using sixteen rules in a BP design (Jafri, 2008) .
Stochastic simulation and time series models were studied and developed to forecast synthetic sequences of wind speed and global solar radiations, respectively Jafri, 1996, 1997) .The fuzzy autoregressive (FAR) model can never be described by the stochastic model (Kezuhiro et al., 1997) .
The fuzzy parameters for autoregression are determined by linear programming (operations research). FAR model represents a possibility of occurrence of a certain set of data in future when the present data are dependent to some degree on the past data (Ozawa and Niimura, 1999) . We do not find in recent years, any significant analysis on fuzzy time series and its prediction modeling. A parallel structure fuzzy system (PSFS) for (Kim and Kong, 2001) . The PSFS consists of multiple numbers of fuzzy systems connected in parallel. Each component fuzzy system in the PSFS predicts the same future data independently based on its past time series data with different embedding dimension and time delay. We observed chaos in our wind data (Jafri et al., 2012) ; therefore, PSFS could be used more beneficially for prediction of short term time series data as compared to other models. Tsai and Wu (2001) developed a model to improve the performance of the root mean square error of the forecast. They followed fuzzy time series models of Song and Chissom (1993) which employ fuzzy relational equations, definition of various time series, properties of fuzzy time series and a step by step procedure for the implementation of the fuzzy time series with linguistic values. These methods are, however, based on linguistic values of fuzzy rules and are not suitable for chaotic heavy set of data, like wind. The second order modeling of fuzzy time series (Chao et al., 1999) can be extended and applied to the prediction of traditional (stationary) numerical time series. We did not find any comparison with BP designed singleton type-1 with non-singleton type-1 FLS in any literature known to us. Although, we did not establish any comparison with OP designed 500 rule type-1 FLS, yet we conformed on the basis of RMSE values (Table 8) that the BP-designed 16 rules non-singleton type-1 for chaotic data seemed relatively better than singleton type-1 FLS (Jafri, 2008) .
We assumed that there are no uncertainties in BP designed singleton type-1 FLS. But, our data is chaotic and have too many unraveled0/hidden uncertainties. The BP design is a solution to handle data where uncertainties exist. We identified two kinds of uncertainties, that is, stable attractor and the other nonstationarity in wind data (Jafri, 2008; Kamal and Jafri, 1996; Jafri et al., 2012) . Valenzuela et al. (2008) exploited hybridization of intelligent techniques and ARIMA model for time series prediction. We conjecture that there is a dire need to include cascade correlation algorithm in FLSs to make the forecaster more efficient than BP designed FLS. Moreover, the hybridization of intelligent techniques with FLS could also be a promising solution for efficient and reliable forecasters.
We infer from the present study the following conclusions:
1) The BP designed non-singleton type-1 FLS is a better forecaster to handle data where uncertainties exist (such as in our data which is chaotic).
2) The wind data have too many unraveled/hidden uncertainties, such as, non-stationarity and stable attractors. These uncertainties do not influence the predicted values as confirmed by Mackey glass simulation (Jafri et al., 2008) .
3) An anomaly (NaN) for some of the hourly wind data, especially for a singleton type-1 FLS forecaster exists. This confirms to the fact that fuzzifiers for consequents are not working. 4) The parallel structure fuzzy system (PSFS) if opted for our wind data would have produced better results as a short duration forecaster. The chaos can be effectively resolved through time-delays in a time series data. 5) The introduction of cascade correlation algorithm in fuzzy logic systems can make the forecaster more reliable, efficient and sustainable than BP designed FLS. 6) Hybridization of intelligent systems with fuzzy logic (FL) is an alternate option for developing new forecasters.
