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Introduction
The investment in key infrastructure projects is of crucial importance to create favourable conditions for the future development in a region. In general, it will boost its economic growth, improve its efficiency, and raise the living standards of its inhabitants.
Decision makers often assume that the higher the investment in infrastructure, the better the prospects for development of their region will be. Budgets for investments and land availability, in contrast, are in most cases constrained within a time horizon.
In this context the following dilemma will eventually emerge. On the one hand, a simplistic solution that is the result of a series of ad hoc decisions and/or uncoordinated sectoral planning approaches will certainly not lead planners and/or decision makers to the most efficient use of the available resources simply because of the complexity of the system 1 , although it might appear politically interesting for some individuals. On the other hand, a holistic approach that takes into account simultaneously all relevant elements and objectives set for a given planning situation will very likely lead to a much better solution because it exploits the synergy effects among the components of the system. This approach, nonetheless, will be more difficult to implement because it leads to a huge combinatorial problem, whose solution exists but is probabilistically quite difficult to find. The ratio of benefits over costs associated with the application of such a method, however, may become so big that it is worth trying it. This implies that planners aiming for a holistic allocation of funds should also pursue quantitative methods that provide insights on likely consequences of their infrastructure location decisions with regard -at least -to their area of jurisdiction.
In this paper, a holistic investment decision approach as well as the results of its application to a Study Area will be briefly presented and discussed. 1 In this case the system comprises a large number of microelements or actors (e.g. people, firms, or government) and a number of tightly coupled subsystems (e.g. anthropogenic activities, transportation systems; urban and suburban biotopes; water supply, waste collection and waste water systems) interacting in both space and time. The domains of interaction in space and time are called the region and the time horizon respectively.
Methodological Foundations

The Basic Question
One of the fundamental questions to be answered in the context of infrastructure location is:
Which of the proposed infrastructure projects assumed to require more funds than available should be built in order to get the highest benefits from them at the end of a predefined time horizon under given budgetary and environmental restrictions, and when?
Analytically, answering this question implies finding an optimal solution to one of the most difficult problems in the context of location theory. The problem's complexity is due, not only to its combinatorial nature, but also due to the intrinsic multidimensional spatio-temporal relationships of its variables. This, in turn, requires the formulation of a dynamic evaluation model that should be able to estimate the main effects of a given set of infrastructure investments in a given planning period.
An extensive description of such a model is out of the scope of the present paper, however, for the sake of completeness, a brief description of the main characteristics and variables involved in the model used in the present study is presented next. For more details, please refer to [13] .
Brief Description of the Model 2.2.1 Purpose, Scope, and Notation
The purpose of the evaluation model presented below is to interlink a number of interdependent dynamical sub-models (which have been previously calibrated and validated) in such a way that they together can resemble the most relevant development aspects of a given region and then to use this ensemble to evaluate the costs and benefits of a given infrastructure investment decision.
Let Ω denote the spatial domain of a region or an administrative unit where the evaluation model is to be applied. Ω can in turn be subdivided into N spatial units whose space is denoted by Ω i so that Ω = i Ω i , ∀i = 1, . . . , N . For practical and analytical reasons these spatial units may be grouped into U spatial unit classes so that a given class u is C u = {i | C u (i) = 0}, where C u (·) is a set of predefined characteristics defining the class u. By definition, spatial unit classes are disjoint sets.
Let t = 1, . . . , T denote a time point within the time horizon T predefined for the evaluation process. The time horizon, due to planning reasons, is also subdivided into R planning periods (e.g. 5-year interval).
Furthermore, let each spatial unit i have its economy subdivided into S economic sectors, where a given sector is denoted by s = 1, . . . , S; and the infrastructure equipment levels in i be composed of G infrastructure categories, where a given category is denoted by g = 1, . . . , G. Finally, let its population P i be subdivided by gender and one year age groups; and its land use L i be characterised by l land use types.
Based on the previous definitions, the most important variables of the model are (based on [8] ).
I
Investment in infrastructure in A C. ∆P Natural population growth (people).
M
Migration component of population growth (people).
η Natural population change parameters (various dimensions).
B
Total available budget in A C.
α Fraction of the GDP invested in infrastructure (dimensionless).
Basic Equations of the Model
In general the model contains six main components, namely: 1) the population submodel that includes natural change and migration; 2) the infrastructure evaluation sub-models; 3) the environmental evaluation sub-models; 4) the land use sub-model; 5) the economic forecasting sub-model; and 6) the transportation sub-model. 
Additionally, these variables should satisfy the following consistency equations:
The GDP of the region at the end of the planning horizon T is therefore:
Because of the nature of the economic sub-model-which interrelates investment, employment, and production-the system of equations has to be solved iteratively for a given planing period until convergence is reached. The parameters β t us are to be calibrated with observed past information for the region Ω.
Ceteris paribus, the estimation of the travelling time from every spatial unit i to every j, T 
Problem Definition
The question stated in section (2.1) can be formalised as:
subject to t∈r i∈Cu g p
t∈r i p
t∈r i g p
and
where Φ (·) is an economic objective function; P is the pool of infrastructure projects proposed for Ω. τ u and τ g are fractions associated with the minimum investment for each spatial unit class and investment category respectively. ξ ig is an exogenous threshold value to be satisfied by the overall evaluation indicator in order to accept a given project. This threshold is i and g specific to avoid overspending in a given infrastructure category and/or a spatial unit class when a given level has been attained.
Finally, Υ (P) is the set of all possible combinations-with repetition-of projects in the pool P that fulfil all constraints of the problem stated above.
The objective function Φ (·) may be set either as a scalar, i.e. it deals with only one objective, or as a vector composed by many sub-objectives dealing with many areas of interest separately. In this study, just for the sake of simplicity, the former approach was adopted only for the formulation of the problem. Here the explicit objective is an "economic objective function" (17) dealing with the effects of the infrastructure allocation on the region's economy, whereas the indirect objectives -internalised as constraints of the system-are taking into account the budget availability, environmental protection issues, the improvement of "quality of life" and the "attractiveness" due to infrastructure investment.
The simplest long-term economic-orientated objective function 2 among other possibilities (please refer to [12] for more details) to be considered for this study-given a random allocation of infrastructure investments I and assuming that a given society is willing to sacrifice its short term effects for those at the end of a time horizon-is the region's cumulative GDP gains over the time horizon. Formally it can be written as follows:
Moreover, the set of constraints given by (18) and (19) were included to ensure both an appropriate distribution of the available investment funds among every infrastructure category and an appropriate distribution of the available investment funds among every spatial unit class [17] . The constraints denoted by (20) and (21) were set to define the available investment funds as a percentage of the GDP of the region, and those given by (22) were introduced to avoid overspending when a given evaluation threshold was satisfied in the infrastructure category g in the spatial unit i. Put differently, they are effectively restricting the level of supply of infrastructure to satisfactory levels. Consequently, it is assumed that the higher the value of ξ ig is, the better the attractiveness and the quality of life in spatial unit i. Finally, all solutions have to fulfill land use consistency equations denoted by (23).
Optimisation Method
Analytically the problem stated in (17) is termed a NP-complete combinatorial optimisation theory and for which there is no explicit mathematical solution. In the present case, for example, if the cardinality of the set of possible projects P is 845 (as the case study presented in section 5), then the number of feasible combinations with repetition of n ≈ 500 investment projects is greater than 10 100 ! Finding the global optimum or optima for such an intractable NP-complete combinatorial problem would demand eons of computing time. Therefore, one can only aim to find a "good"
solution that is close enough to the global minima (or maximum) of the objective function under given constraints. Because of this, the only alternative that can effectively be utilised to find "good" solutions are heuristic optimisation techniques such as the Monte Carlo Search, Genetic Algorithms (GA), Tabu Search, and Simulated Annealing (SA), among others.
In the present study some technical considerations were analysed in order to choose the most appropriate heuristic optimisation method for the present problem. As a result of them, for instance, it was found that GA is not appropriate because the cardinality of the solution of the problem, #{I}, varies from realisation to realisation, which in turn, makes an implementation of GA more complicated than that of other methods. Furthermore, there is no criteria available to guide regarding the size of the representative population to be used for this huge combinatorial problem in an implementation of GA. , the main issue regarding other optimisation methods was their expected efficiency. Finally, SA was found to be the most advantageous for the problem defined before. Hereafter, its main concept and then its implementation to solve this problem will be described.
SA is a heuristic optimisation technique based on the Metropolis algorithm [10] that simulates the evolution of a melted solid in a heat bath towards thermodynamic equilibrium, which is noting but reaching the ground state of this solid where a crystalline structure is attained. When a solid reaches the ground state, its atoms have self organised in a spatial lattice with the lowest internal energy and thus entropy (i.e. a measure of disorder in thermodynamics); put differently, the most stable configuration of its atoms has been achieved, one having the best mechanical properties [1] .
In metallurgy, the process to obtain the ground state of a melted alloy is called annealing. It basically consists of heating up a solid until it melts, decrease its temper- 
a The Metropolis criterion states that the acceptance probability is estimated according to the Boltzmann distribution, which specifies that the probability to find a system in a new state I k+1 is proportional to exp
ature carefully a very small amount and then let its particles to reorganise themselves into a stable state -at this temperature -. Continue this procedure until ambient temperature is reached. If the cooling is done too fast (i.e. quenching) a polycrystalline structure-i.e. a non-desirable meta-stable state-will be obtained.
A relevant question at this point may be -Is there a relationship between this metallurgical process and a combinatorial optimisation akin to that mentioned above?
The answer to this fundamental question was provided by Kirkpatrick et al. [9] . They found out that there exists a strong analogy between these apparently disparate realms as is summarised in table 1.
Mathematically this optimisation technique can be seen as a Markov chain [14] of finite length Λ = (ι 1) it can deal efficiently with cost or objective functions possessing quite arbitrary degrees of nonlinearities, discontinuities, and stochasticity; 2) it can process quite arbitrary boundary conditions and constraints imposed on these cost functions; 3) it can be implemented quite easily with a degree of coding quite minimal as to other nonlinear optimisation algorithms; and finally 4) the algorithm converges to the minimum global solution if Λ → ∞ and υ ↓ 0 , thus, finding a "near optimum" solution is mathematically guaranteed [14] if Λ is large enough.
A disadvantage of this method is that there is no general procedure for its application apart from its general four components shown in table 1: 1) generation of a feasible solution or transition mechanism, 2) evaluation of the objective function and the acceptance criterion, 3) the so-called cooling schedule, and 4) the stopping criteria.
The algorithm used in this study to optimise the problem given in (17) 
Else
Generate a random number π ∈ unif[0, 1)
Estimate the transition probability ρ = exp 
End
It should be noted that this algorithm is conceived for a minimisation problem. A maximisation problem such as that shown in (17) can be converted into a minimisation problem by reversing the sign of the scalar objective function, i.e. −Φ .
In order to apply the algorithm (1) to maximise the combinatorial problem proposed in (17) , some issues still have to be discussed.
Initialisation of the Control Parameter
The appropriate selection of the initial value of the control parameter υ 0 , given a particular problem is normally very tricky unless some additional information is employed.
The additional information used in this case is the acceptance ratio
4
, χ , which is estimated for each ζ − proposed random transitions. As a rule of thumb, υ 0 is chosen large enough so that χ 0 = χ(υ 0 ) is close to 1, say between the interval 0.90 to 0.98 [1] . The physical analogy of this situation corresponds to the random arrangement of particles in the liquid phase of a melted alloy, or in other words, a state of very high entropy.
Decrement of the Control Parameter
The second issue to be discussed is the so-called cooling schedule or decrement of the control parameter. Based on many proposals found in the cited literature [15, 1, 2] many experiments were carried out for this study to find out which strategy renders the best results for the present problem. As a result of them, a two-phase decrement of the control parameters was implemented. It is given by
Where δ and δ f are rates of decrement in the first and second phase, respectively. The latter is also called the "freezing" phase. Additionally, a reheating schedule may be implemented as a way to escape from local minima when the system is in the freezing phase.
The elapsed "time" at a constant control parameter υ was modelled as a Markov chain of length ζ. Its value is a function of the neighbourhood size but it is not advisable to have values less than 100.
Generator of Feasible Solutions
The purpose of the function G introduced in algorithm (17) Those constraints not observed by the generator will be internalised as penalty functions ψ that will be discussed afterwards.
Some definitions are necessary to define the generator. Let P r k ∈ Υ(P) be a set composed of indices of those investment projects to be carried out in the planning period r in a given solution k, so that I k = ∪ r P r k . Furthermore, it is necessary to define three transition modes termed M m , m = 1, 2, 3, each of them occurring at a predetermined probabilities π m , so that m π m = 1. These modes are designed to meet specific purpose related with the nature of the optimisation problem at hand. Now, this function can be written in an algorithmic way as follows 
Where the cost of a projectp that belongs to region i and category g is θ r = t∈r I t igpq ; is a threshold tolerance in A C.
The purpose of mode M 1 is shifting projects along time, hence it helps to determine when the best moment to implement an investment projectp is. This sort of operator is called inversion in many applications of GA [11] .
Modes M 2 and M 3 are called mutations 6 because they swap a set of projects from a randomly selected planning period r with those belonging to another planing period r or those from the pool of investment projects provided that the budget constraint, as well as the constraint associated with the level of infrastructure supply are fulfilled.
These transition mechanisms have something in common, namely: To find which investment projectp should be implemented in a given planning period (the question of where is inherent to the project itself). This goal will be achieved by introducing projects from the pool to the original list while removing others from it. These operators have a fundamental difference though. M 2 tends to increase the number of investment projects in a given planning period whereas M 3 does the contrary.
Evaluation of the Objective Function
The next point to be discussed in this section is the evaluation of the overall objective function Φ . As it was explained before, all transition modes have a downside, i.e. they may alter the solution I k in such a way that at least one of the remaining constraints [(18) and/or (19) ] with the new solution I k+1 are no longer satisfied. This implies that in order to achieve a near-optimum solution employing the algorithm 1, the objective function should not only maximise the economic objective function but should also internalise remaining constraints as objectives as well. One way of doing so is the following.
Let ϑ be the degree of fulfilment (DOF) of a given constraint to be equal to the ratio between the proposed investment over the minimum guaranteed investment, then (18) and (19) can be rewritten as
These new variables can be seen as "social objectives" because they ensure an equitable distribution of funds among spatial unit classes and infrastructure categories in all planning periods. Hence, the higher the DOFs, the more equitable the distribution of funds. Creating, however, a newly composed objective function that internalises these constraints still requires some additional considerations.
First, since the order of magnitude of the various objectives differs considerably, it is necessary to transform them into the common interval [0, 1], where 1 would mean the best and 0 the worst case respectively. Second, the pure maximisation of the DOFs will also have a drawback, namely: it will tend to favour those regions with high productivity, which are nothing but those that already have good accessibility and supply of infrastructure. Therefore, it will be convenient to penalise the overspending either in a given infrastructure category or in a given spatial unit class if this occurs.
By doing so, the situation in lagging regions will tend to improve. Third, if this multiobjective optimisation problem is transformed into a scalar one
7
, then the issue of the partial substitution of one objective by others at lower values of these indicators should 7 For example by an additive weighted aggregation [4, 3] .
be dealt with thoroughly in order to avoid misleading results. The procedure adopted in this study in this respect is a technique called compromise programming [6, 3] . This method reduces these non-desirable substitution effects among different objectives by powering each objective to an exponent ς before they are aggregated. If ς is big enough, say 6 or more, the substitution effect is practically negligible. Additionally, each objective is weighted so that its relative importance is reflected by the magnitude of its corresponding weight. Finally, since the algorithm (1) is conceived to minimise a given objective function, the transformed scalar objective to be maximised should be transformed into a minimisation problem. In the present study this can be easily be done by minimising the degree of discordance with respect to the ideal objective vector 1.
Mathematically these considerations can be written as
where c ∈ {1, . . . , u, . . . , U, U + 1, . . . , U + g, . . . , U + G}, ∀r. The transformed overall objective is
Summarising, minimising Φ is equivalent to finding one Pareto-optimum of the multiobjective function Φ = {ψ 0 , . . . , ψ G+U }, in which the relative importance of the objectives is given [4] .
Additional constraints, if necessary, can be modelled as multiplicative penalty functions applied to ϑ r c . These functions are equal to one only if a given constraint is fulfilled and less than one if it is not. Its value is proportional to the degree of mismatch with respect to its target value [4] .
Stopping Criteria
The purpose of the stopping criteria S (f o , f * , χ , ζ, ε, , κ) is to ensure the convergence of the proposed algorithm to a solution close to the "global minimum". Since the size of the solution space of the proposed problem is enormous, two hard-to-fulfill conditions were set in the previous function to indicate when a quasi-optimal state has been reached. In this study S ≡ 1 -i.e. convergence was reached-only if the following conditions are satisfied simultaneously: 1) the "best" value (f * ) found has not been further reduced by a given percentage during κ successive Markov chains of length ζ and 2) the acceptance ratio χ is less than a threshold value ε.
Application
The Study Area
The model reported in this paper was applied in the "Xuzhou Integrated Settlement This administrative area is located in the north-west corner of Jiangsu Province (see figure 1 ) and is almost surrounded by the territories of the Anhui, Henan, and Shandong provinces. Xuzhou City is a typical case of an important regional centre, which, because of both its particularly favourable situation on the transportation axis from Beijing to Nanjing and Shanghai and its hinterland population of about 50 millon inhabitants, promises excellent perspectives for its future development. At the moment, this region is already participating in the economic boom occurring in East China [13] .
Its GDP in 2000 was 6.4 billion A C with an average growth rate of 12.2%. 
Data Requirements
The data employed in the proposed model was surveyed in the last national population census held on November 2000. The spatial information was disaggregated into 115 (N ) spatial units (see figure 1 ), which were, in turn, classified into 5 (U ) spatial unit classes because of technical and planning reasons. The characteristics of each class are explained hereafter.
Spatial Unit Class 1 is composed of the central urban core districts that provide supra-regional infrastructure functions [13] .
Spatial Unit Class 2 is composed of district and county towns that are already firmly established as regional centres, hence, provide regional infrastructure functions [13] .
Spatial Unit Class 3 is composed mainly of the ring of spatial units surrounding the core area and other spatial units along a possible southeast development axis up to the airport located in spatial unit No. 73. These are the potential locations with an expansion role for the core area either with residential, commercial or manufacturing functions [13] .
Spatial Unit Class 4 is composed of all key towns that potentially could strengthen the development of a northwest axis. These spatial units are potential subregional centres and from their presently low level of development will need to be equipped with infrastructure for their intended future residential and manufacturing functions [13] .
Spatial Unit Class 5 is composed of the remaining rural spatial units presently having, and intended to retain it in the future, a principal function of agricultural production. These areas must, of course, not be neglected by investment measures [13] .
The data concerning the economy of each of spatial unit was obtained for 15 (S) sectors and branches, namely: Agriculture; mining; food processing; textiles; chemicals; machinery; construction materials; other manufacturing; water, electricity, and gas; construction; real estate; banking, insurance, and stock market; transportation and communications; commerce; and other services including government. The infrastructure investments, on the other hand, were subdivided into 6 (G) categories, which were further disaggregated into 18 subcategories: road transportation; education (high schools, senior secondary schools, universities and colleges); medical care (comprehensive medicine, Chinese medicine, specialised hospitals, and university clinics); recreation (culture-and sport-facilities, parks); residential supply (water and piped gas respectively. The vector of relative importance of the infrastructure categories was set to λ g = {0.13 0.18 0.17 0.14 0.25 0.13}.
Results
As shown in the previous paragraph, the stopping criteria and the so-called cooling parameters were adjusted so that the optimisation algorithm conducts intensive searches within the solution space of the present problem. The cardinality of this set is unknown, but raw estimates indicated that it is larger than 10 100 , taking into account that projects can be repeated if necessary, but always satisfying the myriad of restrictions imposed on the problem. As a result of these parameters, about 1.5 × 10 Control Parameter υ these results clearly indicate that a policy guideline for this region should state that the education sector should be a priority for the policy makers if they want to raise as much as possible the GDP of the region by the end of 2020. These results also point out that the distribution of funds is uneven-specially in the first planning period-if this objective is to be realised by 2020. In particular, spatial unit classes one and two (i.e. the urban core area and the regional centres) appear to be the most favourable places where to invest in order to achieve the previously stated objective.
Finally, figure 6 is presented as a complement to the previous results and to depict the spatio-temporal distribution of the fraction of total investment in each spatial unit and planning period within the region. This figure clearly shows that the most favourable places for investment are both those along the main transportation axes that pass through the region and those around the main urban core. Rural areas receive investment funds but only the minimum stipulated by the guarantees. This effect is mainly a result of the high migration flows originated in rural areas toward main settlements. These results also point out the well known effect of the accessibility into the spatial unit's productivity. 
Final Discussion and Conclusions
In a real planning situation, such as that presented before, finding the "optimum distribution" of funds fulfilling some predefined objectives and constraints is a nontrivial and cumbersome task. Thus, based on previous experiences including this one, it can be stated that if a well-intentioned regional development planner does not have a systematic planing tool to guide his or her investment decisions, the probability that a "very good" solution is found by ad-hoc procedures is very small. Finally, as a result of the development and application of this method, some relevant conclusions can be presented here.
• The results of the study suggest a significant gain in allocation efficiency due to the applied method of optimisation. Consequently, policy recommendations based on these results will have higher probabilities of success than other possible solutions.
• This method can be applied everywhere if the appropriate parameters and data are available. However, much is still to be done regarding the modelling techniques, sensitivity analyses, and the quality of the available data in general.
• This method may deal with additional objective functions and /or constraints if a given situation required it.
• Results of this method can easily be linked with a GIS system for further visualisation and analysis.
• Insightful recommendations can be draw by combining the proposed modelling technique and some plausible future development scenarios of the region.
• The costs for development and application of this kind of formal model and optimisation technique in real planning situations is minimal compared with its potential benefits.
