We compute the K and L 3 -edge resonant inelastic x-ray scattering (RIXS) spectrum of the columnar and the staggered quantum dimer states accessible to the square lattice Heisenberg magnet. Utilizing a bond-operator representation mean-field theory we investigate the RIXS features of the one-and two-triplon excitation spectrum supported by the quantum dimer model in the background of condensed singlet excitation. We find that the two-triplon excitation boundary lies within an energy range of 2.7J 2 (1.7J 2 ) to 9J 2 (7.5J 2 ) for the columnar (staggered) phase, where J 2 is the interbond coupling strength. We estimated the two-triplon gap to be 2.7J 2 (1.7J 2 ) for the columnar (staggered) dimer phase. The highest intensity of the K -edge RIXS spectrum is localized approximately around the (π/2, π/2) point for both the columnar and the staggered phases. At the L 3 -edge we study the one-and two-triplon signal considering experimental scattering geometry, polarization restriction, and experimental resolution effects. Our calculations find a contribution to the two-triplon RIXS signal that originates from the local hard-core dimer constraint. This leads to a finite non-zero signal at the (0,0) momentum transfer which can offer an explanation for the existing ladder RIXS experiments and also predicts a non-zero signal for the two-dimensional quantum dimer system. We find that the L 3 -edge RIXS response of the one-and two-triplon signal could exist in antiphase rung modulation for zero and π as found in inelastic neutron scattering. Since the disordered phase has the potential to harbor a variety of quantum paramagnetic states, our RIXS calculations provide useful signatures to identify the true nature of the ordering pattern. PACS number (s): 78.70.Ck, 75.25.-j, 75.10.Jm example, the 3D material TlCuCl 3 [29, 44], the quasi-2D bilayer spin dimer compound BaCuSi 2 O 6 [45], quasi-1D spin ladder system Sr 14 Cu 24 O 41 [26], La 6 Ca 8 Cu 24 O 41 [27], La 4 Ca 10 Cu 24 O 41 [25], (C 5 D 12 N) 2 CuBr 4 [30] , and an ultracold atomic system [46] .
I. INTRODUCTION
The success of K and L -edge resonant inelastic x-ray scattering spectroscopy in recent years has provided deep insight into the physical properties of correlated electronic and magnetic systems [1, 2] . Improved resolution and instrumentation techniques have allowed detection of novel physical phenomena [3] . Computational [4] [5] [6] [7] [8] [9] and theoretical [10] [11] [12] [13] [14] [15] [16] [17] studies have predicted physical behavior that provide a conceptual understanding of the microscopic pathways which give rise to collective or fractionalized excitations [18] . Indirect and direct RIXS study of the antiferromagnetic Néel ordered state have been completed [11, 14, [19] [20] [21] [22] . Presently, Cu or O Kedge RIXS can be used to detect double spin flip bimagnon excitations [11, 14] . Additionally, Cu L-edge RIXS has adequate resolution to detect magnon excitations [20, 23, 24] . This fact establishes RIXS on an equal footing with inelastic neutron scattering (INS) [25] , which has reported measurements of the triplon excitation. RIXS can also detect selection rule allowed triplon excitations with ∆S = 0, 1, 2, where ∆S refers to spin angular momentum change.
Dimer systems have been investigated experimentally using a host of techniques − INS [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] , Raman spectroscopy [35] [36] [37] , neutron time-of-flight [38] , optical conductivity [39] and RIXS [40] [41] [42] . A quantum dimer model (QDM) can be used to model a short-range resonating-valence-bond system [43] . QDMs can emerge in a variety of lattices. For For the columnar dimer model (CDM) the critical interbond coupling strength can take values of g c = 1.90951(1) [63] , g c = 1.90948(4) [64] and g c = 1.90947(3) [65] . As for the staggered dimer model (SDM), g c = 2.51943(1) [63] and g c = 2.51941(2) [65] . The lattice constants are defined as a x = 2a, a y = a, a x 1 = 2a, a x 2 = a, a y 2 = a.
pursued [42] .
A RIXS study on the 2D spin dimer model is valuable and necessary since it will allow the condensed matter and material science community to compare and contrast the features between magnon and triplon excitation. Till date, theory, computation, or experimental studies have focused on two-leg spin ladders. However, extended to a 2D system, the square lattice dimer system is capable of supporting a greater variety of lattice symmetries than a two-leg spin ladder. For example, the columnar dimer and the staggered dimer phases [56] [57] [58] [59] [60] [61] [62] , see Fig. 1 . Thus, as a starting point of our investigation, we choose the columnar dimer and the staggered dimer phases. Consequently, it's beneficial to study the RIXS response for a 2D dimerized lattice even though it has not been naturally realized in a material, at present.
In this article, we analyze the indirect K -edge and direct L 3 -edge RIXS response of the one-and the two-triplon excitations within a non-interacting bond-operator representation theory. At the K -edge, we computed the RIXS intensity for the columnar and the staggered phases based on the UCL approximation [11, 14] . The two-triplon excitation is the sole contribution at the K-edge. The RIXS response from both the phases follow the two-triplon density of states (DOS) very closely with the energy range more or less dictated by the DOS continuum. We find that the two-triplon excitation boundaries lie within an overall energy range of 1.7J 2 to 9J 2 . Our calculation is general enough to be applicable to any system that can support dimers. Based on the previously stated examples, the cuprates are the most likely candidates, at present. The most intense RIXS signal lies primarily along the lower boundary which tracks the two-triplon dispersion continuum. The K -edge two-triplon signal disappears at the Γ point similar to the K -edge bimagnon response [66] . The peak intensity at the K -edge occurs around the (π/2, π/2) point for both the columnar and the staggered phases.
For the L 3 -edge, we derived the scattering operator for a local dimer using the dipole transition approximation scheme. Our calculations considered the effects of the incident x-ray photon polarization (π and σ) and optimal scattering geometry. Akin to the two-leg spin ladder system, the L 3 -edge has non-zero one-and two-triplon excitation RIXS contribution. The L 3 -edge RIXS intensity has a sine or a cosine squared momentum dependence arising from the presence of the dimerized structure. Such an intensity modulation for the one-and two-triplon excitation spectra in RIXS is consistent with INS [25] . Thus, RIXS could be used to select the different kinds of triplon excitation signal within the square lattice magnets. In the limit of strong rung interaction our RIXS intensity shows features similar to the spin ladder RIXS response. We also find a non-zero intensity at the Γ point consistent with several ladder experiments. For our 2D system, this signal originates from the fluctuation of the hard-core constraint. Based on our calculations on the square lattice, we can offer an explanation for the existence of the two-triplon signal at zero momentum transfer in a two-leg spin ladder system. We find that the physical origin of this phenomenon is independent of the quasi-1D or 2D nature of the underlying lattice.
This paper is organized as follows. In Sec. II we introduce our model Hamiltonian and the bond-operator representation. In Sec. III and IV we state our K and L 3 -edge RIXS formalism, respectively. In Sec. V we present our results and discussion on K (Sec. V A) and L 3 (Sec. V B) -edge RIXS spectra. In Sec. VI we state our conclusions. In Appendix A we present the derivation of the L 3 -edge RIXS scattering operator for the dimer system considering both angular and polarization effects. In Appendix B we describe the L 3 -edge RIXS features of the two-leg spin ladder model obtained from the limiting case of the columnar dimer lattice.
II. MODEL
We consider a spin S = 1 2 quantum magnet in a spontaneously dimerized quantum-disordered phase [60] . The Hamiltonian for our study can be written as
where i j denotes nearest-neighbor (NN) sites and D refers to a specific choice of the dimer pattern, columnar or staggered. J 1 represents the intrabond exchange strength and J 2 = λJ 1 is the interbond exchange strength. The competing intra-and inter-bond strength determines the ordered and the disordered states. In the limit λ = 1, see Fig. 1 for definition, the Hamiltonian is an isotropic Heisenberg model with a Néel ordered state. In the opposite λ → 0 limit the ground state is the singlet product state formed out of two spins connected to the valence bonds. As the anisotropy coupling is tuned from zero to one, a quantum phase transition from the disordered state to the Néel ordered state can happen. We are interested in the disordered state in the regime 0 < λ < λ c where the valence bond solid breaks the lattice symmetry but retains the underlying spin-rotational symmetry [60] . Our parameter choice g = 1/λ = 3 can support either a columnar or a staggered phase [60] . We study both phases in this paper. In this case the system should yield a singlet background and the triplets could disperse through the dimer sites against the singlet background. As mentioned in the introduction, the broken singlet bonds disperse as mobile S = 1 spin triplet excitations called the triplon.
The bond-operator technique developed by Sachdev and Bhatt offers a theoretical formalism to describe the triplon excitation [60] . Within this approach the singlets and triplets are treated as hard-core bosons on the dimer lattice. Under this formulation singlet bosons can be considered as a condensed mode in the dimerized system. To implement the bond-operator formalism [60] , we define
where s (s † ) is the annihilation (creation) operator for the singlet, t α (t † α ) is the annihilation (creation) operator for the triplet, and α is equal to the components x, y, z. Under the singlet background condition, the singlet mode will condense and the triplets disperse against this background. We implement a mean-field theory treating the singlet operator as a cnumber. Thus, s † = s =s, which implies taking an average singlet amplitude on each dimer bond while the triplet operators are retained in the Hamiltonian. Meanwhile, the hard-core constraint s † i s i + α t † i,α t i,α = 1 should be applied on each dimer site. This introduces a −µ(s † i s i + α t † i,α t i,α ) term into the Hamiltonian, where µ is the chemical potential. After completing the above steps, we can rewrite Eq. (1) at the quadratic level of triplet operators in the momentum space as
where A k and B k depend on the spin coupling and the structure of the dimer sites. For the columnar dimer phase
and for the staggered dimer phase
− λJ 1s 2 cos(k x a x 2 ) cos(k y a y 2 ),
The Bogoliubov transformation, γ kα = u k t kα + v k t † −kα and γ † kα = u k t † kα + v k t −kα , were utilized to diagonalize the Hamiltonian to obtain
In the above, E GS stands for the ground state energy, γ kα (γ † kα ) is the triplon annihilation (creation) operator, while ω k is the dispersion relation for the triplon excitation. For our system, u k and v k are determined by
where sgn(x) is the sign function. For a given value of J 1 and λ, we obtain the value of the self-consistency parameters µ ands by solving the saddle point equations
We are interested in the RIXS spectrum of the triplon excitation for the columnar and staggered dimer phases, for reasons mentioned earlier. The disordered system in our study is far from phase transition (critical) point, where the physics is dominated by the NN valence bonds. Furthermore, triplontriplon interactions have negligible influence [67] .
III. K-EDGE RIXS
At the Cu K-edge, the transition of the excited electron can be described as 1s 2 4p 0 → 1s 1 4p 1 → 1s 2 4p 0 . Within the 4p-spectator approximation the dynamics of the promoted electron is neglected [68] . Also, the 3d electrons state is not directly affected. However, in the intermediate state the Coulomb interaction of the core-hole and the 3d electrons bring about changes to the exchange interaction. We use the ultrashort core-hole lifetime (UCL) expansion formalism in the indirect K-edge RIXS calculation. In this mechanism the core-hole potential U c in the intermediate state modifies the superexchange process [11, 14] . Since dimer systems are expected to appear in Cu-based Heisenberg magnets, we expect a similar mechanism to hold for our calculation. In Fig. 2 , we show a couple of possible pathways to the triplet RIXS excitation which will disperse as the triplon through the lattice.
We model the Hamiltonian in its intermediate state as
where for simplicity of analysis we assumed that the corehole mediated superexchange modification is the same along the intra-and the inter-bond interactions. Note, the intrabond interaction is along the x-direction. But, the interbond coupling can be along the x-and the y-direction. In principle the overall scale factor η is deduced from the ratio of U and U c . Even though the exchange bond strengths are different, we do not expect this to drastically modify the core-hole mediated prefactors to invalidate the results of the current RIXS analysis. The K -edge RIXS operator is defined aŝ Applying the bond-operator representation to Eq. (16) we ob-tainÔ
where
For the columnar dimer pattern
and for the staggered dimer pattern
In the above equations, q x (q y ) is the projection of the momentum transfer vector along the x (y) direction, respectively. Next, we apply the Bogoliubov transformation to the Fourier transformed operator. Subsequently, we decompose the scattering operatorÔ q into its one-and two-triplon scattering contribution given bŷ
We calculated the cross section using the Kramers-Heisenberg formula [1] 
The scattering amplitude is given by
where |i (| f ) denotes the initial (final) state. Γ represents the core-hole lifetime broadening in the K-edge indirect RIXS process,D is the dipole transition operator, |n denotes the intermediate states, while E n is the eigenvalue of the intermediate state. The core-hole lifetime broadening at the K -edge is given by Γ = 750 meV, assuming J 1 /Γ ≈ 5 [14] . We assume the initial state |i is the ground state of the system without any triplon excitation. Hence H D |i = E i |i = E GS |i . For simplicity we choose the ground state energy as the reference energy, E GS = 0. The energy of the incident photons is ω i , while ω res stands for the resonance energy. Using the UCL approximation A f i simplifies to [11] A f i = ω res iΓ
Note, at zero temperature,Ô (1) q |i = 0. The two-triplon excited state γ † k+q/2,α γ † −k+q/2,α |0 is generated throughÔ (2) q . Hence, the intensity is given by
where onlyÔ (2) q contributes. The incident photons at Cu Kedge carry energy up to 8979 eV. Furthermore, these photons at the K-edge carry quite large momentum. Thus, the first Brillouin zone can be comprehensively probed. The coupling constant for the nearest-neighbor superexchange interaction lies between 120 -150 meV. We took the intrabond exchange J 1 = 138 meV in our calculations [69] . The interbond strength of J 2 = 46 meV is one-third of the intrabond strength since λ = 1/3. The choice of the interbond strength is guided by the phase diagram of the dimerized square lattice Heisenberg magnet [60] . For simplicity, we set the overall energy scale factor ω res and η as unity in the K -edge intensity calculation.
IV. L 3 -EDGE RIXS
Magnetic excitation at L-edge RIXS process has been widely studied [70, 71] . We study the L 3 -edge RIXS spectrum of the 2D dimer system. For a pure magnetic excitation under the dipole approximation the scattering amplitude can be written in an effective form as [71] 
Using a similar approach, we can derive the scattering operator for a local dimer within the first term of the UCL expansion, see Appendix A for derivation details. In Fig. 3 , we describe the L 3 -edge RIXS process for a dimer. Considering the scattering of the two local spins on one dimer in the direct RIXS process, we can write the scattering operator for the local dimer site in the hole representation as [72] 
whereÔ
The RIXS operatorÔ i includes polarization dependence factor. T s ( f , i ) and T d ( f , i ) stands for the polarization factor for the experimental geometry, see Eqs. (A6) -(A11) in Appendix A. θ s is the polar angle of the spins and φ s is azimuthal angle of the spins in spherical coordinates. The contribution arising fromÔ s i corresponds to the spin contribution. For theÔ d part there are a couple of possible scenarios. In the first scenario, on grounds of strict hardcore constraint implementation the entire equation just becomes unity, see Table I . This is the trivial perspective within our RIXS calculation. However, our calculation is being performed in a singlet background and fluctuations in the number of singlet or triplet terms could occur (quantum fluctuation or interaction effects). Thus, even though this term appears as a strict constraint like expression, the sum of the singlet and the triplet may not always be unity (constraint softening). Hence, the triplet part could and does have a finite RIXS intensity contribution, see Fig. 6 and Fig. 7 . This implies thatÔ d could detect the weakening of the local hard-core constraint.
We extend the local scattering process to collective excitation modes. At zero temperature we find three distinct contributions to the RIXS intensity spectrum − a one-triplon contribution (Ô (s1) q ) and a couple of two-triplon operators (Ô (s2) 
Experimental scattering geometry set up for L -edge dimer RIXS. The sample is fixed on the gray plane while the scattering plane is shaded light blue. The dark blue line t is the intersection line of the sample plane and the scattering plane. k in (k out ) is the momentum of the incident (outgoing) photons and q is the momentum transfer to the material. θ in (θ out ) is the angle between the z -axis and the vector k in (k out ), while 2θ is the scattering angle. φ in and φ out is the angle between the t and the x -axis. The scattering plane is perpendicular to the sample plane, which means φ in = φ out . δ is the angle between momentum transfer vector and z -direction. (b) Detectable area and the momemtum loops at the L 3 -edge. The white area stands for the momentum zone that can be detected under 2θ = 90 • geometry, while the white and gray area stands for the momentum range that can be detected under 2θ = 130 • . The blue area is not accessible for the L 3 -edge x-ray experiments.
In the absence of a magnetic field the triplon excitation is triply degenerate, hence the intensity has spherical symmetry. For simplicity, we take the spin orientation as (θ s , φ s ) = ( π 2 , 0). The resulting individual scattering operator components are given byÔ
Hence, the corresponding amplitude and intensity are given by
The label ξ refers to s1, s2, and d2. For the one-triplon channel, ω f = ω q , while for the two-triplon channel ω f = ω k+q/2 + ω −k+q/2 . We find that the two-triplon intensity will have contributions from the pure spin and the triplet parts of the RIXS operator. We can conclude from Eqs. (31) -(33) that there is a sin 2 (q x a/2) momentum dependence for the one-triplon excitation and a cos 2 (q x a/2) momentum dependence for the two-triplon excitation. This complimentary intensity modulation feature has already been found in INS [25] . Thus, based on our calculations we find that the RIXS intensity depends not only on the polarization dependence, but also on the sin 2 (q x a/2) and cos 2 (q x a/2) factors. This characteristic feature for the triplon excitation originates from the broken lattice symmetry created by the dimer structure.
For a realistic comparison to RIXS experimental setup we need to consider the polarization dependence effect. T ( f , i ) depends on the polarization of both the incident and the outgoing photons. From the local d − d excitation process we can conclude that polarization dependence has the rotational symmetry of the c-axis, that is φ in and φ out do not contribute to the polarization effect. The polarization factor is connected with the incident angle θ in as well as the scattering angle 2θ. The total dimer RIXS intensity spectrum is given by
T s ( f , i ) and T d ( f , i ) reflect the polarization effect which modulates theÔ s andÔ d operator respectively, see Eqs. (A6) -(A11). In momentum space RIXS intensity depends on both the geometry and the polarization factor. Fig. 4(a) shows the experimental geometry. Fig. 4(b) shows the boundary that can be detected by Cu L 3 -edge RIXS, which is limited by the constraint Eqs. (A27) -(A33) (for calculation detail refer to Appendix A). We compute the L 3 -edge spectrum for both the columnar (see Fig. 6 ) and the staggered (see Fig. 7 ) dimer phase which utilizes similar momentum transfer limitation and polarization conditions. The experimental resolution was set to 30 meV and the core-hole lifetime broadening Γ to 300 meV.
V. RESULTS AND DISCUSSION
A. K-edge RIXS In Fig. 5 , we display the K-edge RIXS spectrum of the columnar and the staggered dimer ordering which were com-puted using Eq. (26) . The plots display the RIXS intensity, the DOS, and the boundaries for the one-and two-triplon dispersion. We calculated the RIXS intensity along the momentum loop, Γ(0, 0) → (π, 0) → (π, π) → Γ(0, 0). RIXS intensity is scaled by J 2 = λJ 1 = 1. The lower and upper boundaries of the two-triplon continuum is confined approximately between 2.7J 2 (1.7J 2 ) to 9J 2 (7.5J 2 ), which implies an energy range of 124 (78) meV -414 (345) meV for the columnar (staggered) phase. At the K-edge polarization and geometry dependence can typically be factored out as an overall multiplicative constant. This dependence should not change the qualitative features of our conclusion. Additionally, if the xray edge is tuned to resonance based on x-ray absorption features, then the RIXS intensity factor can be enhanced [73] .
The two-triplon dispersion boundaries were determined from the minimum and maximum energy values, as well as the corresponding wave vectors of the one-triplon dispersion, which is given by Eq. (10) . The lower boundary of the two-triplon continuum was tracked using
where ω(k x 0 , k y 0 ) is the energy gap. Similarly, the upper boundary was determined from the maximum value of ω(k x 0 , k y 0 ). This method is valid when the one-triplon disperison has only a finite number of minimum or maximum values. For example, for the columnar dimer phase, when the energy gap of the one-triplon disperison is ω(0, π), the maximum energy of the one-triplon dispersion is given by ω(π/2, 0). Thus, the lower boundary is ω 2lower = ω(0, π) + ω(q x , −π + q y ) and the upper boundary is ω 2upper = ω(π/2, 0) + ω(−π/2 + q x , q y ). For the staggered phase, the energy gap of the one-triplon dispersion is ω(0, 0), which leads to ω 2lower (q x , q y ) = ω(0, 0) + ω(q x , q y ) . Note, for the staggered phase there are a countless number of maximum values which make it difficult to track the upper boundary of the continuum in the staggered phase. Thus, we did not display the upper boundary. For all the other plots (including the L 3 -edge) we were able to successfully apply our technique.
We notice that the lower and upper boundaries of the twotriplon excitation RIXS signal closely follows the DOS, see the solid white lines and the dashed red lines in Fig. 5 . However, the actual RIXS response is a convolution of the scattering amplitude and the energy conserving delta function. Thus, the intensity does not simply follow the DOS. Both for the columnar and the staggered phases the highest intensity is located around (π/2, π/2). The next prominent intensity for the columnar phase appears at (π, 0), but for the staggered phase it is situated at (π/2, 0). Additionally, the excitation energy range seems to track the lower boundary of the DOS continuum. For both phases the intensity vanishes when q = 0, similar to the bimagnon excitation in the Néel state [11, 14] . We also note that for both spectra the non-zero intensity is confined between the momentum path (π/2, 0) to (π/2, π/2). The single triplon dispersion is lower in energy for both phases for most parts along the chosen momentum path. But, in the columnar phase in vicinity of (π, 0) there are a range of momenta values where the two-triplon excitation is lower in energy. Since, the single triplon excitation is absent at the Kedge due to conservation rules, we do not anticipate this to be an issue with experimental detection. For the staggered phase Fig. 6 , based on Eqs. (35) -(36), we display the results for the columnar dimer state along with the lower and upper boundary for the two-triplon dispersion computed using the same method described for the K -edge plots. The momentum path choices for scattering angles 2θ = 90 • (dashed black path) and 2θ = 130 • (solid red path) is guided by Fig. 4(b) . However, limitations on the momentum transfer and the choice of lattice constant, prohibit the wave vector k = (0, π) from being accessed.
We find that there will be a strong contribution from the one-triplon excitation (see the solid white line) for q x 0 along the dimer bond direction. Meanwhile, relatively weak but continuous signal for the two-triplon excitation exists at q x = 0, in addition to other momentum choices. We find that for some regions of the momentum path the lower boundary of the two-triplon spectrum lies underneath the one-triplon spectrum, see the solid white lines and the dashed red lines in Fig. 6 . This is in contrast to the bimagnon response where the lower boundary of the bimagnon spectrum coincides with the single magnon dispersion. Based on the contribution from O (d2) q , the two-triplon gap ω ∆2 could be inferred from the RIXS intensity at q = 0, where ω ∆2 = ω(0, π) + ω(0, −π) = 2ω ∆1 . ω ∆1 = ω(0, π) is the one-triplon gap. We estimated the twotriplon gap to be around 2.7J 2 or 124 meV. The one-triplon gap is 1.35J 2 or 62meV. In Figs. 6(b) -6(c) and 6(e) -6(f) we consider x-ray polarization effects. Incorporating the polarization factor as per Eq. (36) leads to a reduction in the intensity by | 1 15Γ | 2 for both the σ and the π polarization, compared to Figs. 6(a) and 6(d) where polarization effects have not been considered. If we ignore incident angle modulation, we find |T s (π f , σ i )
While the one-triplon signal dominates the RIXS spectrum, a careful choice of the polarization and scattering geometry leads to an enhanced two-triplon signal. The σ polarization result closely follows the unpolarized RIXS signal analysis. But, the π polarization creates a redistribution of spectral weight with nodes of very weak RIXS intensity developed around the (π/2, 0), (0, π/2), (0.9π, 0), and (0, 0.9π) points. The oneand two-triplon RIXS intensities are well separated for the σ polarization, making it easy to be distinguished in an experimental setting. But, for the π polarization, these two signals overlap. Thus, it is difficult to disentangle the signals in this situation.
We computed the staggered dimer state RIXS intensity using Eqs. (35) -(36), see Fig. 7 . Similar to the situation in the columnar dimer case, there are one-and two-triplon excita- tion contributions to the RIXS spectrum. However, unlike the columnar dimer case, we find the lower boundary of the twotriplon dispersion is always on top of the one-triplon, see the solid white lines and the dashed red lines in Fig. 7 . The reason for this trend is explained in the next paragraph. We estimated the two-triplon gap to be 1.7J 2 (78 meV). Hence, the single triplon gap is 0.85J 2 (39 meV). The polarization features in the staggered dimer case is the same as in the columnar dimer case. We find that the intensity of the σ polarization incident light is stronger than the π polarization incident light. This fact is evident when we compare subfigures (b) to (c) and (e) to (f) in both Figs. 6 and Fig. 7 .
The difference in the behavior of the one-and the twotriplon dispersion between the columnar and the staggered dimer phase can be understood as follows. The lowest energy of the one-triplon is located at k c = (0, π) and k s = (0, 0) for the columnar and the staggered dimer phases, respectively. If we consider the lowest energy of two quasiparticles with total energy ω 2lower and total momentum q for the columnar dimer phase, then one of these quasiparticles with momentum k c = (0, π) can be easily excited. Thus, the other quasiparticle, based on momentum conservation, should carry a momentum of q = (q x , −π + q y ). Hence, for the columnar dimer phase, the lower boundary of the two-triplon dispersion is given by ω 2lower (q x , q y ) = ω(0, π)+ω(q x , −π+q y ) ω(q x , q y ). At q = 0, we find ω(0, 0)>ω ∆2 . As a result, the one-triplon dispersion and the lower boundary of the two-triplon dispersion intersect each other in some parts of the momentum region. As for the staggered dimer phase, we can apply the same logic for the case of two excited triplons which carry momentum (0, 0) and (q x , q y ). Then we obtain ω 2lower (q x , q y ) = ω(0, 0) + ω(q x , q y ) = ω ∆1 + ω(q x , q y ), where ω ∆1 is the one-triplon energy gap. This implies the lower boundary of the two-triplon dispersion is shifted from the one triplon dispersion with an extra energy gap of ω ∆1 . For reasonable energy resolution, it is possible to determine the one-triplon energy gap in the staggered dimer phase by separating the peaks of the one-and two-triplon signal.
Next, we compare our two-dimensional dimerized Heisenberg system results to those of the quasi-1D spin ladder materials [40, 41] . Experimentally Braicovich and collaborators [40] have observed a two-triplon excitation in the spin ladder cuprates Sr 14 Cu 24 O 41 . Subsequently, Nagao and Igarashi [41] predicted the existence of both the one-and the twotriplon excitation in the RIXS spectrum. It was suggested that the one-triplon excitation signal could be detected along the rung wave vector q a = −π [41] , which is realizable by rotating the sample. Note, the rung direction of the spin ladder is equivalent to the x -direction of our columnar and staggered dimer models. Thus, according to Eq. (31) we obtain a sin 2 (q x a/2) momentum variation for the one-triplon excitation intensity. The origin of this factor is related to the dimerized structure. Using this modulation one can explain the disappearance of the one-triplon excitation at q x = 0, and the emergence at q x 0. In principle, our method can be applied to study the limiting case of a 2D square lattice dimer model. In Appendix B, we detail and discuss this application to the case of a two-leg spin ladder model. The results in Fig. 8 validate our approach to studying dimer physics within the context of RIXS.
Both in Raman [36] and RIXS [70] experiments, finite twotriplon excitation intensity is observed in spin ladders at zero momentum transfer. According to Eqs. (31) and (32) , while q = 0, we find thatÔ (s) q does not have any contribution to the intensity because sin q x a 2 in Eq. (31) and the coefficient u k+q/2 v k−q/2 − u k−q/2 v k+q/2 in Eq. (32) are zero. However, O (d2) q , see Eq. (33) , implies that the two-triplon excitation signal does not vanish. Based on the scattering operator derived in this paper, we suggest that the two-triplon excitation will contribute to the direct RIXS spectrum even at the zero momentum transfer point in the spin gap dimerized system.
In the absence of a magnetic field three-fold degeneracy is a distinct feature of the triplon excitation mode. This feature is helpful in making some predictions regarding the local dimer spin orientation. According to Eq. (29), if the spin components (thus the orientation) have a nonzero projection along the α = x, y, z direction, the contribution for the L 3edge RIXS intensity consists of both the one-and two-triplon excitation. The situation simplifies if we detect the intensity along q x = π, when only the one-triplon excitation survives. Of course, the accessibility of these momentum transfer in a real experiment is constrained by the scattering rules and the lattice constant as discussed previously. If the three-fold degeneracy is lifted, for example, by an external magnetic field, then the SU(2) symmetry is broken and the behavior of the RIXS intensity will change. In this situation, we expect to have three different RIXS branches. By measuring the relative branching intensity ratios, it is possible to compute the local dimer spin orientation angles. Since orientation is information, such a RIXS measurement can potentially aid the quantum information science community to utilize RIXS to understand how to prepare, manipulate, and recover qubits. We also believe that such RIXS experiments can assist with the analysis of quantum entanglement properties, since RIXS can give us local dimer specific information.
VI. CONCLUSION
In this article, we studied the K and L 3 -edge RIXS response within a bond-operator representation theory at the mean-field level with a background of condensed singlets. We calculated the RIXS intensities for both the columnar and the staggered dimerized systems. At the K-edge, the RIXS process is a corehole mediated modification of the superexchange interaction within the UCL approximation. We find that this gives rise to the two-triplon excitation whose intensity vanishes at zero momentum transfer. The intensity tracks the lower boundary of the two-triplon dispersion continuum quite well. The peak position of the columnar and the staggered dimer states are around (π/2, π/2).
In the direct RIXS process, we studied the intensity at the typical experimentally investigated L 3 -edge. We derived the RIXS scattering operator expression for a local dimer using the hole representation within a first-order UCL expansion. We found that the local dimer scattering operator has contributions from spin scattering processes and an additional contribution that originates from the local dimer hard-core constraint. This additional term can offer insight into experimental data which finds non-zero RIXS intensity at the L 3edge [40] .
We generalized the local RIXS scattering operator to the case of collective one-and two-triplon excitations for the dimer system, considering effects of x-ray polarization and experimental scattering geometry. Our L 3 edge result has an antiphase rung modulation behavior that is generalized from the ladder case. Our findings are consistent with current INS experiments on ladders which capture either the sin 2 (q x a/2) or cos 2 (q x a/2) momentum variation for the one-or the twotriplon excitation RIXS intensity, respectively. Note, for the square lattice there are choices of the wave vector where the one-and the two-triplon intensity can be mixed, but they clearly separate out as in the ladder case with the antiphase behavior at the zero and π wave vector. The main peak of the two-triplon intensity follows the lower-boundary of the twotriplon dispersion continuum.
An important outcome of our RIXS calculation is that the two-triplon gap can be detected directly at zero momentum transfer using a square lattice Heisenberg compound. This is possible because we observe non-zero RIXS signal at zero momentum transfer. Current experimental estimate for the two-triplon gap is 100 ± 30 meV for Sr 14 Cu 24 O 41 [40] . For our parameter choice, J 1 = 138 meV and J 2 = λJ 1 = 46 meV, the two-triplon gap is estimated to be around 124 (78) meV for the columnar (staggered) dimer phase. Since resolution issues at both the Cu K and L -edge are much less severe compared to other systems, we hope that experimentalists can take motivation from our calculation to measure the two-triplon gap using the dimer phases of a square lattice quantum Heisenberg magnet. For future consideration it would be interesting to investigate triplon-triplon interaction effects at the K and L -edge, a study of which is beyond the scope and interest of the present work [52] .
In summary, our dimer RIXS calculation provides experimentalists with physical signatures to identify the exact nature of the quantum dimer state that can be hosted in the disordered phase of the square lattice Heisenberg system. We derive the scattering operator for the dimer pattern within the first term of the UCL expansion. For a local spin site, the scattering operator takes the form [74] 
where P j is the projection operator, which prohibits the double occupancy, therefore limits electron transition follows 3d 9 2p 6 → 3d 10 2p 5 → 3d 9 2p 6 process. The first term (l = 0) of the expansion is
We concentrate on the pure magnetic excitation and do not consider the orbital excitation. Hence we introduce the local spin flip or non-flip concept to the dimer site. Comparing Table I to the bond-operator representation, we can writê
HereÔ s corresponds to the spin contribution andÔ d corresponds to the diagonal terms' contribution in Table I . O σ σ is the amplitude for a local spin scattering process, from σ to σ , where σ and σ could refer to the spin state ↑ and ↓. In the experiment, there would be polarization dependence effect on the scattering intensity. From the local calculation, we work out the element ofÔ under various polarization conditions. According to different polarization states of the photon, we have polarization dependence factors given by
and for the π polarization
From the above equations, we find the only difference between the σ and π polarization scattering intensity is the polarization dependence factor, which depend on the incident angle and scattering angle. The system parts are the same. Hence, we redefinê
Using the bond-operator for Eq. (A20) and then applying the Fourier and Bogoliubov transformations, we find the operator contributes both to one-triplon and two-triplon terms aŝ 
Here we retain the two-triplon creation operator terms in Eqs (A25) and (A26) since we are calculating the zero temperature intensity. Finally, we consider the angular and polarization modulation to the RIXS spectrum on momentum space based on the experiment geometry. Following the method outlined in Ref. 72 we can analyze the relation between momentum transfer and the scattering angle 2θ as well as δ as |q | = 2k 0 sin θ| sin δ|,
where |q | is the projection length on the sample plane of the momentum transfer q and δ is the angle between z-axis and k out − k in . For a fixed value of |q |, we can find δ = ±|δ| since the polarization dependence will not change while rotating the sample with c-axis. Theoretically both δ = ±|δ| could be used to detect the signal with momentum transfer q corresponding to two different choice of the incident angle, θ in = ±|δ|+ π 2 +θ. We chose δ =−|δ|, since q = −(k out −k in ). Hence
At Cu L -edge the photons carry momentum which is much smaller compared to K -edge. Thus, we should carefully consider the momentum range that can be detected under L -edge. The vector of the photons is shown in Eqs. (A31) -(A32)
In experiments, the incident photons hit the sample surface from above and are collected above the sample plane (assuming the photons penetrate the sample with a very small probability). This process requires that the photons' momentum vector should obey some specified condition, that is, k in;z ≤ 0 and k out;z ≥ 0. k in;z (k out;z ) is the momentum component along z-direction for the incident (outgoing) photons. This leads to −θ ≤ δ ≤ θ, which restrict the maximum momentum transfer as |q | max = 2k 0 sin 2 θ.
It is quite evident that the momentum transfer is related to the incident angle of the x-ray beam. Using Eqs. (A27)-(A33) we calculate the momentum range that can be detected by RIXS in L -edge case, see Fig. 4(b) . In cuprates we set the lattice constant a = 3.8
• A [75] , which implies π a = 0.8267
, while the x-ray photon at the L 3 -edge carry momentum q in 0.47
Appendix B: Spin ladder: a limiting case of the columnar dimer lattice
The columnar dimer lattice can be thought of as a collection of decoupled spin ladders. To reach the limit of a single decoupled ladder we write Eq. 1 in a slightly modified format as
where J rung is the coupling constant for the two spins on the rungs, J leg is the coupling constant between the spins on the legs, and λ J rung is the inter-ladder coupling. If we set λ = 0, we obtain our single spin ladder Hamiltonian H L as [76] H L /J leg = m, j=1,2 S m, j · S m+1, j + r m S m,1 · S m,2 ,
where r = J rung /J leg and the site indices sum over a single ladder configuration. The ladder is assumed to be oriented along the y-direction to be consistent with our previous analysis on the columnar dimer phase. For simplicity we ignore any ringexchange interaction. Applying the bond-operator method to Eq. (B2) we then have A k = J rung 4 − µ + J legs 2 cos(k y a y ),
B k = J legs 2 cos(k y a y ).
One should keep in mind that k y here is along the direction of the leg. Note, as expected these equations are a special case of Eqs. (5) and (6) with the k x term set to zero. We utilize the above expressions for A k and B k to compute u k and v k which has the usual standard form. Repeating the procedure for the Here the q x wave vector is along the rung direction and the triplon mode components are given by α, β, ρ = x, y, z. The repeated indices ρ and β are set to the triplon modes rather than Einstein summed. Using Eqs. (B5) -(B7) and Eqs. (34) -(35), we calculate the RIXS intensity for the spin ladder. In Fig. 8 we compare and contrast the RIXS signal for the one-and two-triplon response. We calculated the RIXS intensity for q x = 0, π/a and r= 2, 4. Taking advantage of the lattice modulation behavior we can use q x = π/a and 0 to separate the one-and two-triplon RIXS intensity. The upper panel is for strong rung coupling r = 4 and the lower panel is for the weaker limit of r = 2. In Figs. 8(a) and (d) we show the results of the one-triplon intensity I s1 (q, ω), in Figs. 8(b) and (e) we plot the two-triplon intensity I s2 (q, ω), and in the last column Figs. 8(c) and (f) we show the total two-triplon contribution I total 2 (q, ω) = I s2 (q, ω) + I d2 (q, ω). Polarization and experimental geometry consideration are ignored for the present discussion for simplicity. We observe from the figures that the weaker rung coupling limit produces a more intense RIXS signal.Our results for I s1 (q, ω) as well as I s2 (q, ω) agree well with the findings of Ref. 42 in the undoped case for the strong-rung limit in the non-spin conserving channel. Our calculation focuses on the first-order term in the UCL expansion which dominates the RIXS spectral weight, when allowed. Hence we compare our result to their undoped strong-rung limit case in the NSC channel.
Based on our bond-operator representation formulation calculation we find an additional finite signal at zero momentum transfer. This finding is in qualitative agreement with cuprates L 3 edge experimental result on a real spin ladder material [40] , but different from past theoretical and computational analysis [41, 42] which do not find any non-zero signal. Hence, we infer that the scattering processÔ d is important for an appropriate description of the two-triplon RIXS signal in a dimer system.
