In this work, we present a non linear non Gaussian and incremental Statistical Timing Analysis (SSTA) 
I. INTRODUCTION
Growing sources of variations due to fabrication has caused an increased interest in statistical timing analysis (SSTA). The central idea in SSTA is to capture the variability by modeling delays as distributions and performing timing analysis statistically on these distributions while capturing possible correlations that could exist between gate delays. The authors in [2] propose a canonical first order approximate delay model that takes into account both the correlated and independent randomness. A similar strategy is presented in [3] . A moment based approach for capturing correlations is presented in [4] . Further developments in this area try to improve the accuracy of SSTA by extending them to consider the nonlinear dependence of gate delay on global sources of variability and the non-gaussian nature of the variabilities themselves [1] , [5] , [6] , . Most of these approaches model the gate delay as a nonlinear function of global principle components. These principle components can have any probability density function and not necessarily gaussian.
These generalized approaches are an improvement over the traditional approaches that assumed a linear variability model for gate delay, arrival times and gaussian nature of the variability [2] , [3] . But the disadvantage lies in the fact that most of these approaches need some degree of numerical sampling which can be extremely slow. For example, [5] uses numerical techniques for computing the tightness probabilities which are an integral part of computing the max of arrival times. Similarly, the approach in [1] uses numerical sampling to fit a polynomial of arbitrary degree on the arrival time of a gate. Moreover, the incremental aspects of non-linear nongaussian statistical timing analysis have not been investigated in detail.
In this paper, we propose a non-linear non-gaussian parametric statistical timing analysis engine which overcomes the shortcomings described above. Our specific contributions are enumerated below.
1) We develop a generic way of performing the MAX operation on polynomials and of approximating the result back as a polynomial. To this end we present two approaches 1) algebraic 2) probabilistic. Neither of these approaches need numerical sampling. The probabilistic approach is more accurate but slower than the algebraic approach. 2) We develop the theory of incremental SSTA for nonlinear non gaussian case. To this end we propose 1) a fast method for incrementally generating the new timing information for minor changes in the circuit graph 2) a technique for predicting the current expected error in the timing estimate given a history of incremental SSTA iterations. This can be used to decide when the incremental SSTA should be executed and when the error is beyond a threshold and accurate SSTA should be executed. The rest of the paper is organized as follows: Section II describes modeling of the gate delay and of the circuit. Section III describes our algebraic and probabilistic approaches for the timing analysis. Section IV contains our proposed methodology for the incremental SSTA. Section V presents our experimental results and section VI concludes.
II. GATE DELAY AND CIRCUIT MODELING
We model the gate delay as a polynomial in independent process parameters, obtained through principal component analysis . This approach is similar to various existing approaches as in [5] , [3] . If we represent independent process parameters as x,y,z, and w, then the delay of a gate i can be expressed as:
Where poly(x,y,z,w) means a polynomial in the given parameters. Although in this paper we will assume all delay and timing characteristic to be of degree two, it should be clear from the explanation that our approach is not limited to degree two polynomials only and can be extended for higher degree polynomials. We represent gate delay Di for gate i as a general second order polynomial:
Each of x, y, z, and w will have an underlying probability density function which is not necessarily Gaussian. Therefore, we can model the non Gaussian aspect of STA effectively. We model a digital circuit with a directed acyclic graph(DAG), G. Gates of the circuit are represented as nodes of the graph and the connections between gates are represented as edges between the nodes of the graph. A delay is associated with every gate. Figure 1 shows a gate in the circuit with k fanins. The arrival time at fanin i of a gate is represented as Ai. The delay of the gate is represented as D. As we represent gate delay as a polynomial, following the same strategy we would also like to represent the arrival time as a polynomial. Thus the arrival time of the gate i can be represented by the following equations:
The DAG, G, is converted to single source single single sink DAG by including a summy source and a dummy sink node.Polynomial modeling of gate delay/arrival times allows us to capture the non linear dependence of timing on variability. In this section, we will describe the algorithm for calculation of the arrival time of the circuit (arrival time at the sink node) .It is obtained by topologically traversing the nodes of the graph and calculating arrival time at each node by the following two steps:
1) For every fanin of the node, calculate the SUM of the arrival time at that fanin and the node delay. 2) Find the MAXIMUM among all the arrival times computed in the first step.
Step 1 of the above algorithm contains a "SUM" operation and the step 2 consist a "MAXIMUM" operation. Gate delays and arrival times being polynomials, both of these operations should be defined for polynomials.
A. SUM operation
SUM operation computes the addition of two polynomials: arrival time at the fanin of the current node and the node delay. The coefficients of the resultant polynomial are the sum of the corresponding coefficients in arrival time Ai and node delay D. For each fanin i, the result of the SUM operation is denoted by Aio:
As this step does not include any approximations, it is free from any error.
B. MAXIMUM operation
The MAXIMUM operation finds the maximum of the set of K arrival time polynomials, obtained though the SUM operation, and approximate it to a polynomial .
We compute the maximum of the K polynomials iteratively. It means that we first compute the maximum of A1o and A2o and then the maximum of the resultant polynomial and A3o and so on. Thus, the problem of finding the maximum of K polynomials is reduced to finding the maximum of two polynomials. The MAX operation, as suggested in [1] could be polynomially approximated using regression. This regression was driven by numerical sampling and was therefore very slow.
In the next few subsections, we outline our approach for MAX approximation which does not uses any numerical sampling. Maximum of two general polynomials A and B can be represented as:
We can easily get the sum of A and B polynomials by SUM operation. This implies that to obtain the maximum of A and B as a polynomial, we only have to represent |A − B| as a polynomial. We propose two approaches to approximate |A − B|: Algebraic Approximation and Probabilistic Approximation.
1) Algebraic Approximation:
The approximation of |A− B| as a polynomial is done in following three steps. Each step of the algorithm will be explained later in detail.
1) We calculate the range of polynomial A − B. We define "range" of a polynomial as the maximum and minimum values of the polynomial over the entire range of its variables. There can be 3 cases: a) The range of the polynomial A − B is positive. In this case, |A − B| simply becomes A − B. Thus, no computation is involved for this case. b) The range of the polynomial A − B is negative. In this case, |A−B| simply becomes B −A. For case (a) and (b), the algorithm to compute |A − B| as polynomial ends here. As case (a) and case (b) do not make any approximations and do not involve any computation, they are error free and fast. c) In this case, the maximum value of the polynomial A − B is greater than zero and the minimum value of the polynomial is less than zero. For this case, we perform step 2 and 3. 2) Let's represent A − B by P. As we know the range of P from step 1, we approximate |P | by a higher degree polynomial in "P" using regression. As it would be clear, this step does not require any numerical sampling. 3) Since P is a polynomial in x, y, . . . , w; a higher degree polynomial in P will also be a polynomial in x, y, . . . , w.
At this step, we use regression to approximate higher degree polynomial obtained in the step 2 to a quadratic polynomial in x, y, . . . , w. Once again, no sampling is required at this step. The direct approximation of the mod function into a quadratic is not feasible without numerical sampling. That is exactly why we have an intermediate step (step 2) to avoid numerical sampling. Now we describe all the three steps of the algorithm in detail:
Step 1: Range Calculation: Given the range of input parameters x, y, z, w, we calculate the range of the polynomial A−B by evaluating the partial derivative of A−B with respect to x, y, z and w respectively and equating them to zero.
Solving the equations 7,8, 9, and 10 for x,y,z and w gives a point for maxima or minima of the polynomial (A − B). We compute the value of the polynomials at this point as well as at the boundary surfaces over the range of input parameters . As a result, we get the range of the polynomial A − B. If we get the range of the polynomial to be either negative or positive entirely, then the algorithm to compute |A − B| will stop at this step.
Step 2: Conversion to Higher Degree Polynomial: In this step, we convert |A − B| to a higher degree polynomial by reducing the Root Mean Square (RMS) error of approximating the |A − B| to a polynomial.
We approximate |A − B| by an approximating polynomial, Z, of degree N in P(or, A − B) :
Where q0, q1, . . . qN are coefficients of the degree N approximating polynomial.
If we represent RMS error of the approximation as R and the range of the polynomial P as r1 and r2. As we know the range of the polynomial P, we can integrate the RMS error in this region instead of performing sampling to achieve the same. Then:
In order to minimize the RMS error of approximation, we evaluate the partial derivative of R 2 w.r.t. each coefficient in the approximating polynomial and equate it to zero as shown below:
Rearranging these equations and writing them in the form of matrix equations as:
Thus, we get a matrix equation in the form XQ = Y where we would like to get the value of Q matrix. Note that the each term in the X matrix is of the form:
Therefore, X matrix can be calculated without any numerical sampling unlike [1] . The elements of matrix Y contains the mod function, but because we know the range of P (or, A−B), we can calculate this matrix easily. For example, the integration of the last element of the matrix Y can be computed as:
Since calculation of matrix X and matrix Y requires no numerical sampling, the matrix Q can be calculated without numerical sampling. Our approach is entirely different from the approach followed in [1] where a sampling based approach was implemented to get the system of matrix equation for finding the maximum of two polynomials. Our approach is purely analytical and thus performs fast computation of MAX(A,B). Increasing the degree, N, of approximating polynomial results in greater accuracy but it affects the runtime. In our experiments, we found N = 3 to be an ideal value. At this step we have a higher degree approximating polynomial which represents |A − B|.
Step 3:Converting higher degree polynomial to degree two polynomial: After getting a higher degree polynomial in step 2 representing |A − B|, the next step of the algorithm is to convert it to degree two polynomial, so that the polynomial approximation of |A − B| remains quadratic. This conversion is done by reducing the Root Mean Square (RMS) error of approximating the higher degree polynomial to a degree two polynomial. This approach is similar to the approach followed in the step 2. Though in this paper we have assumed the degree of the approximating polynomial as two, note that the designer performing STA can select different degrees of approximating polynomial (while following the same methodology).
Suppose that the degree two polynomial approximating |A− B| is C, then:
So if we represent the RMS error of representing the higher degree polynomial Z (equation 11) to a second degree polynomial C by R1 then,
Here R represents RRRR . Hereafter, the same convention has been followed in the paper whereas necessary and the context should be clear by the number of principal components ,e.g. dx, present in the equation.
We partially differentiate R 2 1 w.r.t. a, b, . . . , o and equate it to zero for getting the minimum RMS error:
.
Rearranging these equation and substituting the value of C from equation 17 gives: We express these equations as a system of Matrix equations:
Thus we get a system of matrix equations in the form XQ = Y . Again, X and Y matrix (and subsequently matrix Q) can be calculated without using sampling, as shown in step 2. Replacing value of the polynomial C in the equation 6 for |A − B|, we can get MAX(A,B).
2) Probabilistic Approximation:
In algebraic approach, we have not considered any probability density function for the input variable x, y, z,. . . , w. This may result in significant approximation error if the probability distribution functions of the variables are not uniform. In the probabilistic approach to approximate the |A − B| as polynomial we consider the probability density functions of the variables x, y, z,. . . , w. The basic idea is to perform polynomial fitting in such a way that the error at points which are more probable is lesser compared with improbable points, thereby reducing the overall error. The probabilistic approximation approach is very similar to the algebraic approximation approach and contains the same 3 steps. We can use the probability density function of the input variables in the second and third steps of the algorithm to improve the quality of the result.
PDF Consideration in Second
Step: To include the probability density consideration in the second step of the algorithm, we modify the equation 12 to compute |P | ≡ |A − B| as:
Where Pr(P) is the probability density function of P. Though we know the probability density function of the input variables x, y, z, . . . , w, we don't know the probability density function of P. So in this step, we ignore the probability densities. Thus our algorithm remain same for the second step as compared to the algebraic approach. At the end of the second step we get a higher degree polynomial Z, approximating |A − B|.
PDF Consideration in Third
Step Assume that the probability density functions of variables x, y, z,. . . ,w are P rx, P ry, P rz and P rw. If we represent the RMS error of representing the higher degree polynomial Z to a second degree polynomial C, represented by equation 17, by R2, then,
Similar to algebraic approach, we partially differentiate R 
Once again we get a matrix system of the form XQ=Y. The elements of the X matrix can be calculated as illustrated.
Knowing all the moments of the random variables x,y,z,w, we can very easily calculate this value. This does not need any sampling. A similar argument would hold for the Y matrix as well. But for some arbitrary PDF for x, y, z, . . ., and w sampling may become necessary. In that case we would suggest to follow the algebraic approach. Replacing value of the polynomial C in the equation 6 for |A − B|, we can get MAX(A,B) without need of any sampling. The analytical evaluation of the arrival time polynomial is a significant contribution of our approach.
C. Considering Local Randomness
The previous discussion assumed that the gate delay polynomials do not have any local randomness. Latest work on STA assumes that such an uncorrelated random component exists and can be represented as follows
where r is an uncorrelated random component (typically modeled as a standard normal variable) and Ri the corresponding coefficient (variance). The approach of considering this component is similar to other existing approaches. In the SUM operation D1 + D2 = poly1(x, y, z, w) + R1r1 + poly2(x, y, z, w) R2r2 (30) which can be rewritten as
where poly is simply the polynomial obtained by the usual SUM operation. The new random component is simply another standard normal variable with exactly the same variance
) as the sum of R1r1 and R2r2. In the MAX operation, through regression we can get a polynomial approximation assuming r1 and r2 are additional variables and represent the arrival time in the form of equation 30 which can then be further simplified using equation 31. Note that this is very similar to the approaches proposed by [2] to consider the local randomness and therefore we do not elaborate this more.
IV. INCREMENTAL SSTA
Physical synthesis programs often require the timing analysis tool to be called many times after one or more changes has been made to the circuit. To deal with the requirement of running the timing analysis many times for small changes in the circuit and providing accurate timing information at a considerable speed, we implemented a incremental timing analysis engine.
In this section, we investigate the incremental aspect of nonlinear, non-gaussian SSTA. As suggested in [2] , any change in the gate delay need to be reflected only in the fanin/fanout cone of the design. We focused on incremental SSTA from the following perspectives: 1) Given a circuit, assume that we know the associated timing information of the circuit. If the delay of a gate changes, how do we generate the timing information of the circuit, incrementally and as fast as possible with possibly small degree of error. 2) After several rounds of incremental SSTA, there will be a point at which there will be significant error accumulated in the timing information of the circuit. At this stage we would like to redo the entire timing information accurately. To this end, we would like to predict when the accumulated error is above a user specified threshold.
A. Incremental Timing analysis algorithm
Our incremental timing analysis approach is based on the same general SSTA framework as described in section III. But as the incremental timing analysis refers to the situations in which only few gate delays have been changed, it is not necessary to perform the SSTA from the source node to the sink node. To this end we start with the gate that is earliest in the topological-ordering whose delay has changed and propagate forward. Similar approaches has been followed in [2] but for linear and gaussian approximation.
Let's assume that we have a gate whose fanins have arrival time A and B. Now assume that the arrival times at the fanins are changed to A + δA and B + δB, where δA and δB are changes in the arrival times and are also polynomials. So, the current arrival time at the output of the gate, C can be written as:
Using the equation 6 for representing the maximum of two polynomial, we can write:
Now we approximate |A + δA − B − δB| into a higher order polynomial (as step two), we already have a higher order polynomial for |A − B| which we computed in previous iteration. Therefore |A + δA − B − δB| − |A − B| can be represented as a higher order polynomial. At this point instead of performing quad-regression (step3) we perform a linear regression which is much faster. Note that MAX(A,B) and other components of the above equation are already known in polynomial form. Rest of the timing analysis approach remains the same.
B. Error Measurement
In order to avoid excessive accumulation of error after many runs of incremental SSTA, we investigate the error accumulation from one run of incremental SSTA to another. This can be used to decide when accurate SSTA needs to be executed. To this end, we develop an analytical way of estimating the expected error due to incremental SSTA. Let us suppose we are doing the incremental MAX at a gate. And let the fanin arrival times be A + eA and B + eB where eA and eB are the errors. These errors could be generated from incremental MAX of previous iterations or the current iteration. Assume that we know E(eA) and E(eB) (the expected values of the errors). Then, we would like to find out expected value of error in the arrival time of the pertinent gate ( E(Pe) )
Where MAX (A,B) is the accurate value of the arrival time. Note that in the equation 34, the only known quantities are A + eA, E(eA), A + eB ,and E(eB). Therefore, in order to measure EPe, we need to generate an estimate for A,B. Let's suppose:
Substituting the values of Aappx and Bappx from 35 and 36 in equation 34, we get:
Till this point we have assumed the the approximation error in the MAX function is zero. To include this approximation error in the calculation, the equation 37 is modified as:
Where ǫ is the approximation error in the MAX operation due to incremental SSTA. There can be following 4 cases: As Aappx and Bappx are the approximation to A and B respectively, for the first case the equation 38 can be written as:
Similarly, for the second, third and fourth cases:
Note that expected value of the sum of random numbers is same as the sum of the expected values. Therefore knowing E(Aapprox), E(eA), E(ǫ) (calculation of E(ǫ) is elaborated subsequently) etc. the above expectations could be calculated easily. Now A, Aapprox, B, Bapprox etc. are polynomials. Calculating the expected value of a polynomial in independent parameters with known densities is straightforward, and therefore not elaborated upon. Thus we can easily calculate the above expectations.
For calculating the E(ǫ), the approximation error of our MAX operation (due to linear regression in incremental mode instead of polynomial), we consider the three steps of our algorithm, i.e. range calculation, conversion to higher degree polynomial and conversion of higher degree polynomial to lower degree polynomial. The first two steps of the algorithm are highly accurate. This means that the error introduced in the MAX operation is the error injected during the third step of the algorithm, i.e. the conversion of higher degree polynomial Z to a degree 1 polynomial C (in case of incremental mode). Thus the expected value of epsilon can be written as: Once again since Z-C is a polynomial, its expectation can be easily calculated. Now, if we assume that the probability of case one, two, three and four are P r1, P r2, P r3, P r4 (note that these are joint probabilities). Then, E(Pe) = E(Pe 1 ) * P r1 +E(Pe 2 ) * P r2 +E(Pe 3 ) * P r3 +E(Pe 4 ) * P r4
Now, calculation of individual probabilities requires computing the joint probability of the form P r1 = P robability(A + eA − B − eB > 0 and Aappx − Bappx > 0). Note that this is equivalent to computing the joint probability on two polynomials. A latest work in [7] presents a moment matching based approach for calculating these probabilities (for brevity we omit the details). Note that in this calculation we have ignored the conditional expectation. This completes the description of the methodology to estimate the expected error in the arrival time of a gate, given the expected error in the input arrival time and the inaccurate MAX operation. Now, while performing the incremental SSTA, we can propagate the expected error with each arrival time signal in topological order. After this propagation, we check the expected error at the sink node and decide we need to rerun the accurate SSTA or keep the current estimate from incremental SSTA. Note that this methodology considers the error injected due to both the current run of incremental SSTA and previous runs as well.
V. EXPERIMENTAL RESULTS
For experiments, we generated the gate delay polynomials as follows. The gate delay can be represented as a function of Vth as:
We assumed variability in threshold voltage V th for each gate with a variance of 10%. This can be due to the gate length variation (correlated) and the dopant fluctuation (uncorrelated).
Assuming that the threshold voltage of a gate could be broken into 4 components:
Each of these basic components corresponds to the four corners of the chip. The coefficients are scaled such that 1) the overall variance is 10% and the individual values represent the distance of the gate from the four corners. Two gates that are placed closer to each other will have similar values of the coefficients and therefore their thresholds variability would be correlated. The mean threshold was 0.3V. To generate quadratic gate delay model w.r.t. the four components, we did Monte Carlo sampling to get a large number of data points followed by quadregression. This gave us gate delay polynomials with the abovementioned four components as variables. We implemented our SSTA approach in sis [8] . We used an academic placement tool (CAPO [9] ) to get a valid placement for each benchmark. We experimented with the following cases 1) We compared our Algebraic approach with that of [1] and with Monte Carlo. In this experiment, we assumed that the underlying parameters have a uniform PDF 2) We compared our Probabilistic approach assuming gaussian probability distribution function for the underlying parameters with Monte Carlo and with algebraic approach 3) We performed the incremental SSTA and compared its error and runtime with that of our accurate SSTA approach. Table I shows the experimental results for the comparison of our Algebraic approach with the numerical based max approximation in [1] . The runtime and error are compared with Monte Carlo results. Algebraic, Numerical MAX [1] and Monte Carlo generate timing CDFs (cumulative distribution functions) as an output. We report the RMS errors between the three CDFs with Monte Carlo as reference. It can be seen that our analytical approach is much faster than the current state of the art approach of [1] and the errors compared with Monte Carlo is very similar in both cases. Our non-numerical approach gave a speed up of 9588 over Monte Carlo and [1] gave an average speed up of 31.30. Clearly our approach is extremely fast with very comparable RMS errors. Speedup factor of our approach becomes higher for the larger circuits. This makes our approach of doing non linear non Gaussian SSTA extremely accurate and practical. Table II compares the probabilistic and algebraic approaches with Monte Carlo as reference, assuming gaussian nature of the underlying parameters. Although the speedup of probabilistic approach is lesser, the probabilistic approach is more accurate as compared with algebraic approach. The average speedup of Probabilistic approach to Monte Carlo is 81. Table III shows the experimental results for our incremental approach as compared with our Algebraic approach. We randomly changed the delay of few gates in the circuit and calculated new timing information using both algebraic and incremental approach. We report RMS error and the speedupwith algebraic approach as the reference. It can be seen that for small changes in the timing circuit, our incremental approach results in better runtime but small increase in error. Figure 2 shows the quality of our error measurement methodology. Essentially, in each iteration we randomly changed the delays of about 5 gates and used incremental SSTA and the proposed method to calculate the expected error. We report the estimated error for every iteration. We also report the accurate expected error calculated by the timing CDF generated by incremental approach and the algebraic approach. It can be seen that although, in an absolute sense the predicted and the accurate expected errors are not the same, the trends are still captured. Therefore, the proposed methodology could still be used to decide when accurate SSTA is needed and when incremental SSTA is good enough. 
VI. CONCLUSION
In this work we proposed an efficient (non numerical), accurate methodology for performing non linear non gaussian SSTA. We compared our methodology with the state of the art approaches and report massive gains in runtime with minimal impact on accuracy. We also proposed an incremental technique for performing SSTA for non linear non gaussian instances.
