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CENTRAL LIMIT THEOREM AND MODERATE DEVIATIONS FOR
A CLASS OF SEMILINEAR SPDES
SHULAN HU, RUINAN LI, AND XINYU WANG
Abstract. In this paper we prove a central limit theorem and a moderate deviation
principle for a class of semilinear stochastic partial differential equations, which contain
Burgers’ equation and the stochastic reaction-diffusion equation. The weak convergence
method plays an important role.
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1. Introduction
For any ε > 0, consider the following semilinear stochastic partial differential equation
∂Uε
∂t
(t, x) =
∂2Uε
∂x2
(t, x) +
√
εσ(t, x, Uε(t, x))
∂2W
∂t∂x
(t, x)
+
∂
∂x
g(t, x, Uε(t, x)) + f(t, x, Uε(t, x)), (1.1)
for all (t, x) ∈ [0, T ]× [0, 1], with Dirichlet boundary conditions (Uε(t, 0) = Uε(t, 1) = 0)
and initial condition Uε(0, x) = η(x) ∈ Lp([0, 1]), p ≥ 2; W denotes the Brownian
sheet defined on a probability space (Ω,F , {Ft},P); the coefficients f = f(t, x, r), g =
g(t, x, r), σ = σ(t, x, r) are Borel functions of (t, x, r) ∈ R+ × [0, 1] × R. See Section 2
for details. This family of semilinear equations contains both the stochastic Burgers’
equation and the stochastic reaction-diffusion equation, See Gyo¨ngy [11] for details.
Intuitively, as the parameter ε tends to zero, the solutions Uε of (1.1) will tend to the
solution of
∂U0
∂t
(t, x) =
∂2U0
∂x2
(t, x) +
∂
∂x
g(t, x, U0(t, x)) + f(t, x, U0(t, x)), (1.2)
for all (t, x) ∈ [0, T ]× [0, 1], with the Dirichlet’s boundary conditions.
It is always interesting to investigate deviations of Uε from the deterministic solution
U0, as ε decreases to 0, that is, the asymptotic behavior of the trajectory,
Xε(t, x) :=
1√
ελ(ε)
(
Uε − U0) (t, x), (t, x) ∈ [0, T ]× [0, 1],
where λ(ε) is some deviation scale which strongly influences the asymptotic behavior of
Xε.
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(1). The case λ(ε) = 1/
√
ε provides some large deviations estimates. Cardon-Weber
[4] studied the large deviations for the small noise limit of stochastic semilinear
PDEs by the exponential approximations. Very recently, Foondun and Setayesh-
gar [7] extended Cardon-Weber’s result to a less restrictive case by using the
weak convergence approach.
(2). If λ(ε) is identically equal to 1, we are in the domain of the central limit theorem
(CLT). We will show that (Uε − U0)/√ε converges as ε ↓ 0 to a random field.
(3). When the deviation scale satisfies
λ(ε)→ +∞, √ελ(ε)→ 0 as ε→ 0, (1.3)
it is the moderate deviations, see [5]. Throughout this paper, we assume (1.3) is
in place.
The moderate deviation principle (MDP) enables us to refine the estimates obtained
through the central limit theorem. It provides the asymptotic behavior for P(‖Uε−U0‖ ≥
δ
√
εh(ε)) while the central limit theorem gives asymptotic bounds for P(‖Uε − U0‖ ≥
δ
√
ε).
Like large deviations, the moderate deviations arise in the theory of statistical infer-
ence quite naturally. The moderate deviation principle can provide us with the rate of
convergence and a useful method for constructing asymptotic confidence intervals, refer
to the recent works [8], [9] and the references therein. Usually, the quadratic form of
the MDP’s rate function allows for the explicit minimization and in particular, it allows
to obtain an asymptotic evaluation for the exit time, see [14]. Quite recently, the study
of the MDP estimates for stochastic (partial) differential equation has been carried out
as well, see [2], [6], [10], [13], [16], [17] etc. Especially, Belfadli R. et al. [1] proved a
moderate deviation principle for the law of a stochastic Burgers equation and established
some useful estimates toward a central limit theorem.
In this paper, we shall study the problems of the central limit theorem and the moder-
ate deviation principle for the stochastic semilinear SPDE (1.1) which contains Burgers’
equation and the stochastic reaction-diffusion equation. We generalize the moderate
deviation result in [1] and prove the central limit theorem.
The rest of this paper is organized as follows. In Section 2, we give the framework of
the the stochastic semilinear SPDEs, and state the main results of this paper. In Section
3, we prove some convergence results. Section 4 is devoted to the proof of central limit
theorem. In Section 5, we prove the moderate deviation principle by using the weak
convergence method.
Throughout the paper, C(p) is a positive constant depending on the parameter p,
and C is a constant depending on no specific parameter (except T and the Lipschitz
constants), whose value may be different from line to line by convention.
2. Framework and main results
2.1. Framework. Let us give the framework taken from [7] and [11].
For any T > 0, assume that the coefficients f = f(t, x, r), g = g(t, x, r), σ = σ(t, x, r)
in (1.1) are Borel functions of (t, x, r) ∈ [0, T ]×[0, 1]×R and there exist positive constants
K,L satisfying the following conditions:
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(H1) for all (t, x, r) ∈ [0, T ]× [0, 1]× R, it holds that
|f(t, x, r)| ≤ K(1 + |r|).
(H2) the function g is of the form g(t, x, r) = g1(t, x, r) + g2(t, r), where g1 and g2 are
Borel functions satisfying that
|g1(t, x, r)| ≤ K(1 + |r|) and |g2(t, r)| ≤ K(1 + |r|2).
(H3) σ is bounded and for any (t, x, p, q) ∈ [0, T ]× [0, 1]× R2,
|σ(t, x, p)− σ(t, x, q)| ≤ L|p− q|.
Furthermore, f and g are locally Lipschitz with linearly growing Lipschitz con-
stant, i.e.,
|f(t, x, p)− f(t, x, q)| ≤ L(1 + |p|+ |q|)|p− q|,
|g(t, x, p)− g(t, x, q)| ≤ L(1 + |p|+ |q|)|p− q|.
Definition 2.1 (Mild Solution). A random field Uε = {Uε(t, x) : t ∈ [0, T ], x ∈ [0, 1]}
is called a mild solution of (1.1) with initial condition η if Uε(t, x) is {Ft}-measurable,
(t, x) 7→ Uε(t, x) is continuous a.s., and
Uε(t, x) =
∫ 1
0
Gt(x, y)η(y)dy +
√
ε
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, U
ε(s))(y)W (dy, ds)
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)g(s, U
ε(s))(y)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)f(s, U
ε(s))(y)dyds. (2.1)
Here Gt(·, ·) is the Green kernel associated with the heat operator ∂/∂t − ∂2/∂x2 with
the Dirichlet’s boundary conditions.
Gyo¨ngy [11] proved the following result for the existence and uniqueness of the solution
to Eq.(1.1).
Theorem 2.1. ([11, Theorem 2.1]). Under conditions (H1)-(H3), for any η ∈ Lp([0, 1]), p ≥
2, there exists a measurable functional
ξε : Lp([0, 1])× C([0, T ]× [0, 1];R)→ C([0, T ];Lp([0, 1])),
such that Uε = ξε(η,
√
εW ) is the unique mild solution of (1.1).
Furthermore, from the proof of [11, Theorem 2.1], we know that supt∈[0,T ] ‖Uε(t, ·)‖2
is bounded in probability, i.e.,
lim
M→∞
sup
ε∈(0,1]
P
(
sup
t∈[0,T ]
‖Uε(t, ·)‖2 > M
)
= 0. (2.2)
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Particularly, taking ε = 0 in (1.1), we know that the determinate equation (1.2) admits
a unique solution U0 ∈ C([0, T ];L2([0, 1])), given by
U0(t, x) =
∫ 1
0
Gt(x, y)η(y)dy −
∫ t
0
∫ 1
0
∂yGt−s(x, y)g(U
0)(s, y)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)f(U
0)(s, y)dyds, (2.3)
and
sup
t∈[0,T ]
‖U0(t, ·)‖2 <∞. (2.4)
2.2. Main results. To study the central limit theorem and moderate deviation princi-
ple, we furthermore suppose that
(H4) the coefficients f and g are differentiable with respect to the last variable, and
the derivatives f ′ and g′ are also uniformly Lipschitz with respect to the last
variable, more precisely, there exists a positive constant K ′ such that
|f ′(t, x, y)− f ′(t, x, z)| ≤ K ′|y − z|, |g′(t, x, y)− g′(t, x, z)| ≤ K ′|y − z| (2.5)
for all (t, x) ∈ [0, T ]× [0, 1], y, z ∈ R.
Combined with the growth condition (H3), we conclude that
|f ′(t, x, r)| ≤ L(1 + 2|r|), |g′(t, x, r)| ≤ L(1 + 2|r|). (2.6)
Our first main result is the following functional central limit theorem.
Theorem 2.2. Under conditions (H1)-(H4), for any T > 0, the process (Uε − U0)/ε
converges to a random field V in probability on C([0, T ];L2([0, 1])), determined by
V (t, x) =
∫ t
0
∫ 1
0
Gt−s(x, y)f
′(s, y, U0(s, y))V (s, y)dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)g
′(s, y, U0(s, y))V (s, y)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, U
0(s, y))W (dy, ds). (2.7)
In view of the assumption (1.3) and (2.5), by the large deviation principle for stochastic
partial differential equation (see [4]), one can obtain that V/λ(ε) obeys an LDP on
C([0, T ];L2([0, 1])) with the speed λ2(ε) and with the good rate function:
I(f) = inf
{
1
2
∫ T
0
∫ 1
0
|h˙(t, x)|2dtdx : h ∈ H, Xh = f
}
, (2.8)
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where the function Xh is the solution of the following deterministic partial differential
equation
Xh(t, x) =
∫ t
0
∫ 1
0
Gt−s(x, y)f
′(s, y, U0(s, y))Xh(s, y)dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)g
′(s, y, U0(s, y))Xh(s, y)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, U
0(s, y))h˙(s, y)dyds. (2.9)
Our second main result reads as follows:
Theorem 2.3. Under conditions (H1)-(H4), (Uε − U0)/(√ελ(ε)) obeys an LDP on
C([0, T ];L2([0, 1])) with the speed λ2(ε) and with the rate function I given by (2.8).
3. Some preliminary estimates
3.1. Some preliminary estimates. The following estimates of Green function G hold,
(see Cardon-Weber [4], Walsh [15], Gyo¨ngy [11]). There exist positive constants K, a, b, d
such that for all x, y ∈ [0, 1] and 0 ≤ s < t ≤ T ,
(1)
|Gt−s(x, y)| ≤ K 1√
t− s exp
{
−a(x− y)
2
t− s
}
, (3.1)
(2) ∣∣∣∣ ∂∂xGt−s(x, y)
∣∣∣∣ ≤ K 1|t− s|3/2 exp
{
−b(x− y)
2
t− s
}
, (3.2)
(3) ∣∣∣∣ ∂∂tGt−s(x, y)
∣∣∣∣ ≤ K 1|t− s|2 exp
{
−d(x− y)
2
t− s
}
, (3.3)
(4)
sup
t∈[0,T ]
∫ t
0
∫ 1
0
|Gu(x, z)−Gu(y, z)|pdzdu ≤ K|x− y|3−p, 3
2
< p < 3, (3.4)
(5)
sup
x∈[0,1]
∫ s
0
∫ 1
0
|Gt−u(x, z)−Gs−u(x, z)|pdzdu ≤ K|t− s|(3−p)/2, 1 < p < 3, (3.5)
(6)
sup
x∈[0,1]
∫ t
s
∫ 1
0
|Gu(x, z)|pdzdu ≤ K|t− s|(3−p)/2, 1 < p < 3. (3.6)
For any α˜ = γ−1
2γ
with γ ∈ (1,∞), α < α˜, there exists a constant K˜(α) such that for all
0 < s < t < T, x, y ∈ [0, 1],
(7) ∫ T
0
∫ 1
0
|Gt−u(x, z)−Gs−u(y, z)|2dudz ≤ K˜(α)ρ((t, x), (s, y))2α, (3.7)
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where ρ is the Euclidean distance in [0, T ]× [0, 1].
For any v ∈ L∞([0, T ], L1([0, 1])), t ∈ [0, T ], x ∈ [0, 1], let J be a linear operator defined
by
J(v)(t, x) :=
∫ t
0
∫ 1
0
H(r, t; x, y)v(r, y)dydr,
with H(t, s, x, y) = Gt−s(x, y), G2t−s(x, y) or ∂yGt−s(x, y). Recall the following regularity
of J(v)(t, x) from Gyo¨ngy [11].
Lemma 3.1. ([11, Lemma 3.1]). For any ρ ∈ [1,∞], q ∈ [1, ρ], K := 1 + 1/ρ − 1/q, it
holds that J is a bounded linear operator from Lγ([0, T ];Lq[0, 1]) into C([0, T ];Lρ[0, 1])
for any γ > 2K−1. Moreover, J satisfies the following inequalities:
(1). For every t ∈ [0, T ] and γ > 2K−1,
‖J(v)(t, ·)‖ρ ≤C1
∫ t
0
(t− r)(1/2)K−1‖v(r, ·)‖qdr
≤C2t
K
2
− 1
γ ×
(∫ t
0
‖v(r, ·)‖γqdr
) 1
γ
.
(2). For every 0 < α < K/2 and γ > (K/2−α)−1, there exists a constant C > 0 such
that for all 0 ≤ s ≤ t ≤ T ,
‖J(v)(t, ·)− J(v)(s, ·)‖ρ ≤ C(t− s)α
(∫ t
0
‖v(r, ·)‖γqdr
) 1
γ
.
3.2. The convergence of Uε. This section is concerned with the convergence of Uε to
U0 as ε→ 0.
For any M > 0, define the stopping time
τM,ε := inf {t ≥ 0; ‖Uε(t, ·)‖2 ≥M} .
By (2.2), we know that
lim
M→∞
sup
ε∈(0,1]
P
(
τM,ε ≤ T ) = 0. (3.8)
Proposition 3.2. Under conditions (H1)-(H3), there exists some constant C(M,L, σ, T )
depending on M,L, σ, T such that
E
[
sup
t∈[0,T∧τM,ε]
∥∥Uε(t, ·)− U0(t, ·)∥∥2
2
]
≤ εC(M,L, σ, T )→ 0, as ε→ 0. (3.9)
Proof. Since
Uε(t, x)− U0(t, x) =−
∫ t
0
∫ 1
0
∂yGt−s(x, y)
[
g(Uε)− g(U0)] (s, y)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)
[
f(Uε)− f(U0)] (s, y)dyds
+
√
ε
∫ t
0
∫ 1
0
Gt−s(x, y)σ(U
ε)(s, y)W (dy, ds)
=:Iε1 + I
ε
2 + I
ε
3 . (3.10)
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By (H3) and Cauchy-Schwarz’s inequality, we have that for any (t, x) ∈ [0, T ]× [0, 1],
∫ 1
0
∣∣g(Uε)(s, y)− g(U0)(s, y)∣∣ dy
≤L
∫ 1
0
(
1 + |Uε(s, y)|+ ∣∣U0(s, y)∣∣) · ∣∣Uε(s, y)− U0(s, y)∣∣ dy
≤L
(∫ 1
0
(1 + |Uε(s, y)|+ |U0(s, y)|)2dy ·
∫ 1
0
|Uε(s, y)− U0(s, y)|2dy
) 1
2
≤C(L)
(∫ 1
0
(1 + |Uε(s, y)|2 + |U0(s, y)|2)dy ·
∫ 1
0
|Uε(s, y)− U0(s, y)|2dy
)1
2
. (3.11)
Hence, applying Lemma 3.1 with ρ = 2, q = 1 and by Cauchy-Schwarz’s inequality, we
have
‖Iε1(s, ·)‖22
≤C
(∫ s
0
(s− r)− 34 ∥∥g(Uε)− g(U0)(r, ·)∥∥
1
dr
)2
≤C(L)
(∫ s
0
(s− r)− 34
(
1 + ‖Uε(r, ·) ∥∥22 + ‖U0(r, ·)∥∥22
) 1
2 · ‖Uε(r, ·)− U0(r, ·)‖2dr
)2
≤C(L)
∫ s
0
(s− r)− 34 (1 + ‖Uε(r, ·)‖22 + ‖U0(r, ·)‖22) dr ·
∫ s
0
(s− r)− 34‖Uε(r, ·)− U0(r, ·)‖22dr.
First taking the supremum of time over [0, t∧ τM,ε], and then taking expectation, by the
definition of τM,ε, we obtain that
E
[
sup
s∈[0,t∧τM,ε]
‖Iε1(s, ·)‖22
]
≤C(L)E
[
sup
s∈[0,t∧τM,ε]
∫ s
0
(s− r)− 34
(
1 + ‖Uε(r, ·)‖22 +
∥∥U0(r, ·)∥∥2
2
)
dr
×
∫ s
0
(s− r)− 34 ∥∥Uε(r, ·)− U0(r, ·)∥∥2
2
dr
]
≤C(M,L)E
[
sup
s∈[0,t∧τM,ε]
∫ s
0
(s− r)− 34 ∥∥Uε(r, ·)− U0(r, ·)∥∥2
2
dr
]
≤C(M,L)
∫ t
0
(t− r)− 34 · E
[
sup
s∈[0,r∧τM,ε]
∥∥Uε(s, ·)− U0(s·)∥∥2
2
]
dr, (3.12)
where we have used the Fubini’s theorem in the last inequality.
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For the term Iε2 , similarly to the proof of (3.12), we have
E
[
sup
s∈[0,t∧τM,ε]
‖Iε2(s, ·)‖22
]
≤C(M,L)
∫ t
0
(t− r)− 34 · E
[
sup
s∈[0,r∧τM,ε]
∥∥Uε(s, ·)− U0(s, ·)∥∥2
2
]
dr. (3.13)
For the term Iε3 , first taking the supremum of time over [0, t], and then taking expec-
tation, by Burkholder’s inequality for stochastic integrals against Brownian sheets (see
[12]) and the boundedness of σ, we have
E
[
sup
s∈[0,t]
‖Iε3(s, ·)‖22
]
≤εE
[∫ t
0
∫ 1
0
G2t−s(x, y)σ
2(Uε)(s, y)dyds
]
≤εC(M,σ). (3.14)
Putting (3.10), (3.12), (3.13), (3.14) together, we have
E
[
sup
s∈[0,t∧τM,ε]
∥∥Uε(s, ·)− U0(s, ·)∥∥2
2
]
≤εC(M,σ) + C(M,L)
∫ t
0
(t− r)− 34E
[
sup
s∈[0,r∧τM,ε]
∥∥Uε(s, ·)− U0(s, ·)∥∥2
2
]
dr.
By Gronwall’s inequality (see [18]), we know that there exists a constant C(M,L, σ, T )
such that
E
[
sup
s∈[0,t∧τM,ε]
‖Uε(s, ·)− U0(s, ·)‖22
]
≤ εC(M,L, σ, T ).
The proof is complete. 
4. Proof of the Theorem 2.2
Proof of Theorem 2.2. Let
V ε := (Uε − U0)/√ε.
We will prove that for any δ > 0,
lim
ε→0
P
(
sup
t∈[0,T ]
‖V ε(t, ·)− V (t, ·)‖2 ≥ δ
)
= 0. (4.1)
Recall the stopping time defined by
τM,ε = inf {t ≥ 0; ‖Uε(t, ·)‖2 ≥M} .
Since
P
(
sup
t∈[0,T ]
‖V ε(t, ·)− V (t, ·)‖2 ≥ δ
)
≤P
(
sup
t∈[0,T∧τM,ε]
‖V ε(t, ·)− V (t, ·)‖2 ≥ δ
)
+ P(τM,ε ≤ T ),
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to prove (4.1), by (3.8), it is sufficient to prove that for any M > 0 large enough
lim
ε→0
P
(
sup
t∈[0,T∧τM,ε]
‖V ε(t, ·)− V (t, ·)‖2 ≥ δ
)
= 0. (4.2)
By the definition of V ε and V , we have
V ε(t, x)− V (t, x)
=
∫ t
0
∫ 1
0
Gt−s(x, y)
[
1√
ε
(
f(Uε)− f(U0))− f ′(U0)V ] (s, y)dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)
[
1√
ε
(
g(Uε)− g(U0))− g′(U0)V ] (s, y)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)
[
σ(Uε)− σ(U0)] (s, y)W (dy, ds)
=:Aε1(t, x) + A
ε
2(t, x) + A
ε
3(t, x). (4.3)
The first term Aε1 is further divided into two terms:
Aε1(t, x)
=
∫ t
0
∫ 1
0
Gt−s(x, y)
[
1√
ε
[
f(U0 +
√
εV ε)− f(U0)]− f ′(U0)V ε] (s, y)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)
[
f ′(U0)(V ε − V )] (s, y)dyds
=:Aε11(t, x) + A
ε
12(t, x). (4.4)
By Taylor’s formula, there exists a random field ηε taking values in (0, 1) such that
f(U0 +
√
εV ε)− f(U0) = √εf ′ (U0 +√εηεV ε)V ε.
Since f ′ is Lipschitz continuous, we have∣∣∣∣ 1√ε [f(U0 +√εV ε)− f(U0)]− f ′(U0)V ε
∣∣∣∣ ≤√εK ′|V ε|2.
Applying Lemma 3.1 for Aε11 with ρ = 2, q = 1, we have
‖Aε11(s, ·)‖2 ≤
√
εK ′
∫ s
0
(s− r)− 34‖V ε(r, ·)‖22dr.
First taking the supremum of s over [0, t∧τM,ε], and then taking expectation, by Propo-
sition 3.2, we
E
[
sup
s∈[0,t∧τM,ε]
‖Aε11(s, ·)‖2
]
≤√εK ′
∫ t
0
(t− r)− 34E
[
sup
s∈[0,r∧τM,ε]
‖V ε(s, ·)‖22
]
dr
≤√εC(K,K ′, L). (4.5)
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Applying Lemma 3.1 for Aε12 with ρ = 2, q = 1, by Cauchy-Schwarz’s inequality, we have
‖Aε12(s, ·)‖2 ≤C
∫ s
0
(s− r)− 34 ∥∥f ′(U0)(V ε − V )(r, ·)∥∥
1
dr
≤C
∫ s
0
(s− r)− 34 ∥∥f ′(U0)(r, ·)∥∥
2
· ‖(V ε − V )(r, ·)‖2 dr.
First taking the supremum of s over [0, t ∧ τM,ε], and then taking expectation, we have
E
[
sup
s∈[0,t∧τM,ε]
‖Aε12(s, ·)‖2
]
≤C
∫ t
0
(t− r)− 34 ∥∥f ′(U0)(r, ·)∥∥
2
· E
[
sup
s∈[0,r∧τM,ε]
‖(Uε − U)(s, ·)‖2
]
dr. (4.6)
Putting (4.5) and (4.6), we have
E
[
sup
s∈[0,t∧τM,ε]
‖Aε1(s, ·)‖2
]
≤√εC1 + C2
∫ t
0
(t− r)− 34 ∥∥f ′(U0)(r, ·)∥∥
2
· E
[
sup
s∈[0,r∧τM,ε]
‖(V ε − V )(s, ·)‖2
]
dr. (4.7)
For the term Aε2, similarly to the proof of (4.7), we have
E
[
sup
s∈[0,t∧τM,ε]
‖Aε2(s, ·)‖2
]
≤√εC1 + C2
∫ t
0
(t− r)− 34 ∥∥g′(U0)(r, ·)∥∥
2
· E
[
sup
s∈[0,r∧τM,ε]
‖(V ε − V )(s, ·)‖2
]
dr. (4.8)
For the term A3, first taking the supremum of time over [0, t∧ τM,ε], and then taking
expectation, by Burkholder’s inequality for stochastic integrals against Brownian sheets
(see [12]), the Lipschitz continuity of σ and Proposition 3.2, we have
E
[
sup
s∈[0,t∧τM,ε]
‖Aε3(s, ·)‖2
]
≤C
(∫ t
0
(t− r) 12E
[
sup
s∈[0,r∧τM,ε]
∥∥(Uε − U0)(s, ·)∥∥2
2
]
dr
) 1
2
≤√εC(M,L, σ, T ). (4.9)
Putting (4.3), (4.7)-(4.9) together, we have
E
[
sup
s∈[0,t∧τM,ε]
‖(V ε − V )(s, ·)‖2
]
≤C2
∫ t
0
(t− r)− 34 (∥∥f ′(U0)(r, ·)∥∥
2
+
∥∥g′(U0)(r, ·)∥∥
2
)
E
[
sup
s∈[0,r∧τM,ε]
‖(V ε − V )(s, ·)‖2
]
dr
+
√
εC1(M,L, σ, T ).
CLT AND MODERATE DEVIATIONS FOR A CLASS OF SEMILINEAR SPDES 11
By Gronwall’s inequalities ([18, Theorem 1]), (2.4) and (2.6), we have
lim
ε→0
E
[
sup
t∈[0,T∧τM,ε]
‖(V ε − V )(t, ·)‖2
]
= 0,
which implies (4.2).
The proof is complete.

5. Proof of the Theorem 2.3
5.1. Weak convergence approach in LDP. First, recall the definition of large devi-
ation principle (c.f. [5]). Let (Ω,F ,P) be a probability space with an increasing family
{Ft}0≤t≤T of the sub-σ-fields of F satisfying the usual conditions. Let E be a Polish
space with the Borel σ-field B(E).
Definition 5.1. A function I : E → [0,∞] is called a rate function on E , if for each
M <∞, the level set {x ∈ E : I(x) ≤M} is a compact subset of E . A family of positive
numbers {h(ε)}ε>0 is called a speed function if h(ε)→ +∞ as ε→ 0.
Definition 5.2. {Xε} is said to satisfy the large deviation principle on E with rate
function I and with speed function {h(ε)}ε>0, if the following two conditions hold:
(a) (Upper bound) For each closed subset F of E ,
lim sup
ε→0
1
h(ε)
log P(Xε ∈ F ) ≤ − inf
x∈F
I(x);
(b) (Lower bound) For each open subset G of E ,
lim inf
ε→0
1
h(ε)
logP(Xε ∈ G) ≥ − inf
x∈G
I(x).
The Cameron-Martin space associated with the Brownian sheet {W (t, x); t ∈ [0, T ], x ∈
[0, 1]} is given by
H :=
{
h(t, x) =
∫ t
0
∫ x
0
h˙(s, z)dzds; h˙ ∈ L2([0, T ]× [0, 1])
}
. (5.1)
The space H is a Hilbert space with inner product
〈h1, h2〉H :=
∫ T
0
∫ 1
0
h˙1(s, z)h˙2(s, z)dzds.
The Hilbert space H is endowed with the norm ‖h‖H := (〈h, h〉H)
1
2 .
Let A denote the class of real-valued {Ft}-predictable processes φ belonging to H a.s.,
and let
SN := {h ∈ H; ‖h‖H ≤ N} .
The set SN endowed with the weak topology is a Polish space. Define
AN := {φ ∈ A;φ(ω) ∈ SN ,P-a.s.} .
Recall the following result from [3].
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Theorem 5.1. ([3, Theorem 6]). For any ε > 0, let Γε be a measurable mapping from
C([0, T ];R) into E . Suppose that {Γε}ε>0 satisfies the following assumptions: there exists
a measurable map Γ0 : C([0, T ];R) −→ E such that
(a) for any N < +∞ and family {hε; ε > 0} ⊂ AN satisfying that hε converge in dis-
tribution as SN -valued random elements to h as ε→ 0, Γε
(
W + 1√
ε
∫ ·
0
∫ ·
0
h˙ε(s, y)dyds
)
converges in distribution to Γ0
(∫ ·
0
∫ ·
0
h˙(s, y)dyds
)
as ε→ 0;
(b) for every N < +∞, the set
{
Γ0
(∫ ·
0
∫ ·
0
h˙(s, y)dyds
)
; h ∈ SN
}
is a compact subset
of E .
Then the family {Γε(W )}ε>0 satisfies a large deviation principle in E with the rate
function I given by
I(g) := inf
{h∈H;g=Γ0(∫ ·0 ∫ ·0 h˙(s,y)dyds)}
1
2
‖h‖2H, g ∈ E , (5.2)
with the convention inf ∅ =∞.
5.2. The skeleton equation. The purpose of this part is to study the skeleton equation,
which will be used in the weak convergence approach.
Recall the skeleton equation defined in (2.9). Using the same strategy in the proof of
the existence and uniqueness for the solution to Eq.(1.1), we know that
Proposition 5.2. Under conditions (H1)-(H4), there exists a unique solution to Eq.(2.9)
satisfying that
sup
h∈SN
sup
t∈[0,T ]
∥∥Xh(t, ·)∥∥
2
< +∞. (5.3)
For any h ∈ H, set
Γ0
(∫ ·
0
∫ ·
0
h˙(s, y)dsdy
)
:= Xh, (5.4)
where Xh is the solution of (2.9).
Theorem 5.3. Under conditions (H1)-(H4), the mapping h : SN → Xh ∈ C([0, T ];L2([0, 1]))
is continuous with respect to the weak topology.
Proof. Let {h, (hn)n≥1} ⊂ SN such that for any g ∈ H,
lim
n→∞
〈hn − h, g〉H = 0.
We need to prove that
lim
n→∞
sup
t∈[0,T ]
∥∥Xhn(t, ·)−Xh(t, ·)∥∥
2
= 0. (5.5)
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Notice that
Xhn(t, x)−Xh(t, x)
=
∫ t
0
∫ 1
0
Gt−s(x, y)f
′(s, y, U0(s, y))
(
Xhn(s, y)−Xh(s, y)) dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)g
′(s, y, U0(s, y))
(
Xhn(s, y)−Xh(s, y)) dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, U
0(s, y))
(
h˙n(s, y)− h˙(s, y)
)
dyds
=:In1 (t, x) + I
n
2 (t, x) + I
n
3 (t, x). (5.6)
By (2.4), (2.6) and (5.3), we have
sup
s∈[0,T ]
∫ 1
0
∣∣f ′(s, y, U0(s, y)) (Xhn(s, y)−Xh(s, y))∣∣ dy
≤ sup
s∈[0,T ]
(∫ 1
0
∣∣f ′(s, y, U0(s, y))∣∣2 dy)
1
2
·
(∫ 1
0
∣∣Xhn(s, y)−Xh(s, y)∣∣2 dy)
1
2
≤ sup
s∈[0,T ]
(∫ 1
0
(
L(1 + 2|U0(s, y)|))2 dy)
1
2
·
(∫ 1
0
(
2|Xhn(s, y)|2 + 2|Xh(s, y)|2) dy)
1
2
<∞.
Thus, the function (s, y) 7→ f ′(s, y, U0(s, y)) (Xhn(s, y)−Xh(s, y)) belongs to L∞([0, T ];L1([0, 1])).
Applying Lemma 3.1 with ρ = 2, q = 1 and by the Ho¨lder inequality, we have
‖In1 (t, ·)‖2 ≤C
∫ t
0
(t− s)− 34 · ‖Xhn(s, ·)−Xh(s, ·)‖1ds
≤C
∫ t
0
(t− s)− 34 · ‖Xhn(s, ·)−Xh(s, ·)‖2ds. (5.7)
Similarly, we obtain that
‖In2 (t, ·)‖2 ≤ C
∫ t
0
(t− s)− 34 · ‖Xhn(s, ·)−Xh(s, ·)‖2ds. (5.8)
Since σ is bounded, for any fixed (t, x) ∈ [0, T ]×[0, 1], the functionGt−s(x, y)σ(s, y, U0(s, y)) :
(s, y) ∈ [0, t] × [0, 1] → R belongs to L2([0, T ] × [0, 1];R). As h˙n → h˙ weakly in
L2([0, T ]× [0, 1];R), it holds that
In3 (t, x) =
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, U
0(s, y))
(
h˙n(s, y)− h˙(s, y)
)
dyds→ 0. (5.9)
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For any 0 ≤ s ≤ t ≤ T , applying formulars (3.1), (3.5) and (3.6), by the boundness of
σ and Ho¨lder’s inequality, we obtain that
|In3 (t, x)− In3 (s, x)|
≤
∣∣∣∣
∫ s
0
∫ 1
0
(Gt−u(x, y)−Gs−u(x, y))σ(u, y, U0(u, y))(h˙n(u, y)− h˙(u, y))dudy
∣∣∣∣
+
∣∣∣∣
∫ t
s
∫ 1
0
Gt−u(x, y)σ(u, y, U
0(u, y))(h˙n(u, y)− h˙(u, y))dudy
∣∣∣∣
≤C(N, σ)
((∫ s
0
∫ 1
0
|Gt−u(x, y)−Gs−u(x, y)|2dudy
)1
2
+
(∫ t
s
∫ 1
0
Gt−u(x, y)
2dudy
)1
2
)
≤C(N, σ)(t− s) 14 .
Then
‖In3 (t, ·)− In3 (s, ·)‖2 ≤ C(N, σ)(t− s)
1
4 .
Particularly, taking s = 0, we obtain that
‖In3 (t, ·)‖2 ≤ C(N, σ)t
1
4 . (5.10)
Hence, the functions {In3 }n≥1 are uniformly bounded and equi-continuous in C([0, T ];L2([0, 1])).
According to Arze´la-Ascoli theorem, the functions t 7→ {In3 (t, ·)}n≥1 is pre-compact in
C([0, T ];L2([0, 1])). Thus, by (5.9), we obtain that
lim
n→∞
sup
t∈[0,T ]
‖In3 (t, ·)‖2 = 0. (5.11)
Set ζn(t) = sup0≤s≤t
∥∥Xhn(s, ·)−Xh(s, ·)∥∥
2
. By (5.6)-(5.8), we have
ζn(t) ≤ C
∫ t
0
(t− s)− 34 ζn(s)ds+ sup
s∈[0,t]
‖In3 (s, ·)‖2.
Hence, by a generalized Gronwall lemma (eg. [18, Theorem 1]), we have
ζn(t) ≤ C sup
s∈[0,t]
‖In3 (s, ·)‖2,
which, together with (5.11), implies the desired estimate (5.5).
The proof is complete. 
5.3. The proof of Theorem 2.3. Recall that Xε = (Uε−U0)/(√ελ(ε)). By (2.1) and
(2.3), we know that
Xε(t, x)
=
1
λ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, U
0(s, y) +
√
ελ(ε)Xε(s, y))W (dy, ds)
+
1√
ελ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)
(
f(s, y, U0(s, y) +
√
ελ(ε)Xε(s, y))− f(s, y, U0(s, y))) dyds
− 1√
ελ(ε)
∫ t
0
∫ 1
0
∂yGt−s(x, y)
(
g(s, y, U0(s, y) +
√
ελ(ε)Xε(s, y))− g(s, y, U0(s, y))) dyds.
(5.12)
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This equation admits a unique strong solution
Xε := Γε(W ), (5.13)
where Γε stands for the solution functional from C([0, T ] × [0, 1];R) into C([0, T ] ×
[0, 1];R).
The following lemma is a direct consequence of Girsanov’s theorem, refer to [7, The-
orem 3.2].
Lemma 5.4. For every fixed N ∈ N, let v ∈ AN and Γε be given by (5.13). Then
Xε,v := Γε (W + λ(ε)v) ∈ C([0, T ];L2([0, 1])) solves the following equation:
Xε,v(t, x)
=
1
λ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, U
0(s, y) +
√
ελ(ε)Xε,v(s, y))W (dy, ds)
+
1√
ελ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)
(
f(s, y, U0(s, y) +
√
ελ(ε)Xε,v(s, y))− f(s, y, U0(s, y))) dyds
− 1√
ελ(ε)
∫ t
0
∫ 1
0
∂yGt−s(x, y)
(
g(s, y, U0(s, y) +
√
ελ(ε)Xε,v(s, y))− g(s, y, U0(s, y))) dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, U
0(s, y) +
√
ελ(ε)Xε,v(s, y))v˙(s, y)dyds. (5.14)
Furthermore,
lim
M→∞
sup
ε≤1
sup
v∈AN
P
(
sup
t∈[0,T ]
‖Xε,v(t, ·)‖22 ≥M
)
= 0. (5.15)
We are now ready to state our main result. Recall the mapping Γ0 given by (5.4). For
any g ∈ C([0, T ];L2([0, 1])), let
I(g) := inf
{h∈H;g=Γ0(∫ ·0 ∫ ·0 h˙(s,y)dyds)}
1
2
‖h‖2H. (5.16)
Proof. According to Theorem 5.1, we need to prove that the following two conditions
are fulfilled:
(a) the set {Xh; h ∈ SN} is a compact set of C([0, T ];L2([0, 1])), where Xh is the
solution of Eq.(2.9).
(b) for any family {vε; ε > 0} ⊂ AN which converges in distribution as ε → 0 to
v ∈ AN , as SN -valued random variables, we have
lim
ε→0
Xε,v
ε
= Xv in distribution,
as C([0, T ];L2([0, 1]))-valued random variables, where Xv denotes the solution of
Eq.(2.9) corresponding to the SN -valued random variable v (instead of a deter-
ministic function h).
Condition (a) follows from the continuity of the mapping h : SN → Xh ∈ C([0, T ];L2([0, 1])),
which has been established in Theorem 5.3. The verification of condition (b) will be given
by Proposition 5.5 below.
The proof is complete. 
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Proposition 5.5. Assume (H1)-(H4). For every fixed N ∈ N, let vε, v ∈ AN be such
that vε converges in distribution to v as ε −→ 0. Then
Γε (W + λ(ε)vε) converges in distribution to Γ0 (v) ,
in C([0, T ];L2([0, 1])) as ε −→ 0.
Proof. By Skorokhod representation theorem, there exist a probability basis (Ω¯, F¯ , (F¯t), P¯),
and, on this basis, a sequence of independent Brownian sheets W¯ = (W¯k)k≥1 and also
a family of F¯t-predictable processes {v¯ε; ε > 0}, v¯ belonging to L2(Ω¯ × [0, T ];H) taking
values on SN , P¯-a.s., such that the joint law of (v
ε, v,W ) under P coincides with that of
(v¯ε, v¯, W¯ ) under P¯ and
lim
ε→0
〈v¯ε − v¯, g〉H = 0, ∀g ∈ H, P¯-a.s..
Let X¯ε,v¯
ε
be the solution to a similar equation as (5.14) replacing v by v¯ε and W by
W¯ . Thus, to prove this proposition, it is sufficient to prove that
lim
ε→0
sup
0≤t≤T
∥∥X¯ε,v¯ε − X¯ v¯∥∥
2
= 0, in probability. (5.17)
From now on, we drop the bars in the notation for the sake of simplicity, and we
denote
Y ε,v
ε,v := Xε,v
ε −Xv.
Notice that
Xε,v
ε
(t, x)−Xv(t, x)
=
1
λ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, U
0(s, y) +
√
ελ(ε)Xε,v
ε
(s, y))W (dy, ds)
+
∫ t
0
∫ 1
0
Gt−s(x, y)
[
1√
ελ(ε)
(
f(s, y, U0(s, y) +
√
ελ(ε)Xε,v
ε
(s, y))− f(s, y, U0(s, y)))
− f ′(s, y, U0(s, y))Xv(t, x)
]
dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)
[
1√
ελ(ε)
(
g(s, y, U0(s, y) +
√
ελ(ε)Xε,v
ε
(s, y))− g(s, y, U0(s, y)))
− g′(s, y, U0(s, y))Xv(t, x)
]
dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)
[
σ(s, y, U0(s, y) +
√
ελ(ε)Xε,v
ε
(s, y))v˙ε(s, y)
− σ(s, y, U0(s, y))v˙(s, y)
]
dyds
=:Aε1(t, x) + A
ε
2(t, x) + A
ε
3(t, x) + A
ε
4(t, x). (5.18)
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Term Aε1. Since σ is bounded, by Burkholder’s inequality for stochastic integrals
against Brownian sheets (see [12]), we have
E
[
sup
t∈[0,T ]
‖Aε2(t, ·)‖22
]
≤ 1
λ2(ε)
C(σ, T )
∫ T
0
∫ 1
0
G2t−s(x, y)dyds −→ 0, as ε→ 0. (5.19)
Terms Aε2 and A
ε
3. Notice that
Aε2(t, x)
=
∫ t
0
∫ 1
0
Gt−s(x, y)
[
1√
ελ(ε)
(
f(s, y, U0(s, y) +
√
ελ(ε)Xε,v
ε
(s, y))− f(s, y, U0(s, y)))
− f ′(s, y, U0(s, y))Xε,vε(s, y)
]
dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)
[
f ′(s, y, U0(s, y))(Xε,v
ε
(s, y)−Xv(s, y))
]
dyds
=:Aε21(t, x) + A
ε
22(t, x). (5.20)
By Taylor’s formula, there exists a random field ηε(s, y) taking values in (0, 1) such
that
f
(
s, y, U0(s, y) +
√
ελ(ε)Xε,v
ε
(s, y)
)− f (s, y, U0(s, y))
=
√
ελ(ε)f ′
(
s, y, U0(s, y) +
√
ελ(ε)ηε(s, y)Xε,v
ε
(s, y)
)
Xε,v
ε
(s, y).
Since f ′ is also Lipschitz continuous, we have∣∣f ′(s, y, U0(s, y) +√ελ(ε)ηε(s, y)Xε,vε(s, y))Xε,vε(s, y)− f ′(s, y, U0(s, y))Xε,vε(s, y)∣∣
≤ K√ελ(ε) ∣∣Xε,vε(s, y)∣∣2 .
Define the stopping time
τM,ε := inf
{
t ≥ 0; ‖Xε,vε(t, ·)‖2 ∨ ‖Xv(t, ·)‖2 ≥M
}
,
where M is some constant large enough.
Applying Lemma 3.1 for Aε21 with ρ = 2, q = 1, we have that for all t ∈ [0, T ],
‖Aε21(t, ·)‖2 ≤
√
ελ(ε)C(K)
∫ t
0
(t− s)− 34 · ∥∥(Xε,vε(s, ·))2∥∥
1
ds.
First taking the supremum of time over [0, t ∧ τM,ε], and then taking expectation, we
obtain that
E
[
sup
s∈[0,t∧τM,ε]
‖Aε21(s, ·)‖2
]
≤√ελ(ε)C(K)
∫ t
0
(t− s)− 34E
[
sup
0≤r≤s∧τM,ε
∥∥Xε,vε(r, ·)∥∥2
2
]
ds
≤√ελ(ε)C(K, T,M). (5.21)
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For the term Aε22, similarly to the proof of (5.7), we have
E
[
sup
s∈[0,t∧τM,ε]
‖Aε22(s, ·)‖2
]
≤C
∫ t
0
(t− s)− 34 · E
[
sup
0≤r≤s∧τM,ε
∥∥Xε,vε(r, ·)−Xv(r, ·)∥∥
2
]
ds. (5.22)
Putting (5.21) and (5.22) together, we have
E
[
sup
s∈[0,t∧τM,ε]
‖Aε2(s, ·)‖2
]
≤√ελ(ε)C(K, T,M) + C
∫ t
0
(t− s)− 34 · E
[
sup
0≤r≤s∧τM,ε
∥∥Xε,vε(r, ·)−Xv(r, ·)∥∥
2
]
ds.
(5.23)
Similarly to the proof of (5.23), we obtain the following estimate for Aε3:
E
[
sup
s∈[0,t∧τM,ε]
‖Aε3(s, ·)‖2
]
≤√ελ(ε)C(K, T,M) + C
∫ t
0
(t− s)− 34 · E
[
sup
0≤r≤s∧τM,ε
∥∥Xε,vε(r, ·)−Xv(r, ·)∥∥
2
]
ds.
(5.24)
Term Aε4. Notice that
Aε4(t, x)
=
∫ t
0
∫ 1
0
Gt−s(x, y)
[
σ(s, y, U0(s, y) +
√
ελ(ε)Xε,v
ε
(s, y))(vε(s, y)− v(s, y)]dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)
{[
σ(s, y, U0(s, y) +
√
ελ(ε)Xε,v
ε
(s, y))− σ(s, y, U0(s, y))] v˙(s, y)} dyds
=:Aε41(t, x) + A
ε
42(t, x). (5.25)
Using the argument as that in the proof of (5.11), we obtain that
lim
ε→0
E
[
sup
t∈[0,T ]
‖Aε41(t, ·)‖2
]
= 0. (5.26)
By the Lipschitz continuity of σ, we know that
|Aε42(t, x)| ≤
√
ελ(ε)K
∫ t
0
∫ 1
0
Gt−s(x, y)|Xε,vε(s, y)| · |v˙(s, y)|dyds.
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Applying Lemma 3.1 for Aε42 with ρ = 2, q = 1 and by Ho¨lder’s inequality, we obtain
that for all t ∈ [0, T ],
‖Aε42(t, ·)‖2 ≤
√
ελ(ε)C(K)
∫ t
0
(t− r)− 34‖Xε,vε(r, ·)v˙(r, ·)‖1dr
≤√ελ(ε)C(K)
∫ t
0
(t− r)− 34‖Xε,vε(r, ·)‖2 · ‖v˙(r, ·)‖2dr.
First taking the supremum of t over [0, T ∧ τM,ε], and then taking expectation, we
obtain that
E
[
sup
t∈[0,T ]
‖Aε42(t ∧ τM,ε, ·)‖2
]
≤√ελ(ε)C(K)
∫ t
0
(t− r)− 34E
[
sup
0≤r≤s∧τM,ε
∥∥Xε,vε(r, ·)∥∥
2
· ‖v˙(r, ·)‖2
]
dr
≤√ελ(ε)C(K, T,N,M). (5.27)
According to (5.25)-(5.27), we have that
lim
ε→0
E
[
sup
t∈[0,T ]
∥∥Aε4(t ∧ τM,ε, ·)∥∥2
]
= 0. (5.28)
Putting (5.18), (5.19), (5.23), (5.24) and (5.28) together and by Gronwall’s inequality
([18, Theorem 1]), we have
lim
ε→0
E
[
sup
t∈[0,T ]
∥∥Xε,vε(s ∧ τM,ε, ·)−Xv(t ∧ τM,ε, ·)∥∥
2
]
= 0. (5.29)
By Chebychev’s inequality, we have
lim
ε→0
sup
t∈[0,T ]
∥∥Xε,vε(s ∧ τM,ε, ·)−Xv(t ∧ τM,ε, ·)∥∥
2
= 0, in probability.
Letting M →∞, by (5.15) we get the desired result (5.17).
The proof is complete. 
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