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Abstract. Possible feedback effects between aeolian dust,
climate and ice sheets are studied for the ﬁrst time with an
Earth system model of intermediate complexity over the late
Pleistocene period. Correlations between climate and dust
deposition records suggest that aeolian dust potentially plays
an important role for the evolution of glacial cycles. Here
climatic effects from the dust direct radiative forcing (DRF)
caused by absorption and scattering of solar radiation are in-
vestigated. Key elements controlling the dust DRF are the at-
mospheric dust distribution and the absorption-scattering ef-
ﬁciency of dust aerosols. Effective physical parameters in the
description of these elements are varied within uncertainty
ranges known from available data and detailed model stud-
ies. Although the parameters can be reasonably constrained,
the simulated dust DRF spans a wide uncertainty range re-
lated to the strong nonlinearity of the Earth system. In our
simulations, the dust DRF is highly localized. Medium-range
parameters result in negative DRF of several watts per square
metre in regions close to major dust sources and negligible
values elsewhere. In the case of high absorption efﬁciency,
the local dust DRF can reach positive values and the global
mean DRF can be insigniﬁcantly small. In the case of low
absorption efﬁciency, the dust DRF can produce a signiﬁ-
cant global cooling in glacial periods, which leads to a dou-
bling of the maximum glacial ice volume relative to the case
with small dust DRF. DRF-induced temperature and precipi-
tation changes can either be attenuated or ampliﬁed through
a feedback loop involving the dust cycle. The sensitivity ex-
periments suggest that depending on dust optical parame-
ters, dust DRF has the potential to either damp or reinforce
glacial–interglacial climate changes.
1 Introduction
Mineral dust aerosols are abundant in the atmosphere and
have the potential to alter the energy budget of the Earth
by inducing a radiative forcing at the top of the atmosphere
(TOA) via absorbing and scattering of radiation ﬂuxes.
Global and annual means of the dust radiative forcing can be
small but are connected with relatively large standard devia-
tions related to spatial heterogeneity and seasonal variability.
It is unclear to which extent the naturally varying radiative
forcingbyatmosphericdustparticlesleadstointernalclimate
variability or plays a role in shaping the glacial–interglacial
climate changes. More widely accepted are the ideas that the
darkening of ice and snow ﬁelds by dust deposition (War-
ren and Wiscombe, 1980) is important for explaining the ex-
tent and melting of ice sheets (Krinner et al., 2006; Ganopol-
ski et al., 2010), and that the iron fertilization of the marine
biota by mineral dust (Martin, 1990) is important for repro-
ducing the global carbon cycle (Archer et al., 2000; Bopp
et al., 2003; Brovkin et al., 2012; Watson et al., 2000).
The aeolian dust concentration in the atmosphere ﬂuctu-
ates over orders of magnitude in space and time due to varia-
tions in dust emission, wind-driven transport and deposition.
In terms of dust mass, the atmospheric dust load per surface
area is more than 3 orders of magnitude larger at low lati-
tudes than at polar latitudes. This spatial irregular dust dis-
tribution is attributed to the short atmospheric residence time
of about several days, much shorter than the residence time
of the well-mixed greenhouse gases.
For present day, a consistent picture of the emission in-
ventories and the atmospheric loads of primary aerosols (i.e.
dust, sea salt, sulfate, organic matter and soot) has been
generated by the comprehensive analysis of the AEROsol
interCOMparison (AEROCOM) project (aerocom.met.no).
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The global dust load has an annual mean value of 19.2Tg
(1Tg = 1012 g) and a median of 20.5Tg, which means that
mineral dust aerosols constitute about 60% of the dry mass
of atmospheric aerosols (Dentener et al., 2006; Textor et al.,
2006). A mean residence time of about four days is obtained
from simulating the removal process of dust aerosols based
on 16 different circulation models (Textor et al., 2006). The
corresponding mean dust emission ﬂux is 1840Tgyr−1 with
a median of 1640Tgyr−1. These results on the dust life cycle
depend on model parameterizations as shown by the harmo-
nizedemission experimentin whichaerosol emissions,injec-
tion heights and particle sizes at dust sources are prescribed
(Textor et al., 2007).
For palaeotimes, dust proxy data from different sedi-
ment and ice cores indicate increased deposition ﬂuxes of
dust mass during the Last Glacial Maximum (LGM, about
21000yr before present) compared to Holocene climate con-
ditions(KohfeldandHarrison,2001;Maheretal.,2010).De-
position ﬂuxes are larger in glacials than in interglacials by
a factor of 2–2.5 in the equatorial Paciﬁc (Anderson et al.,
2006; Winckler et al., 2008) and by a factor of roughly
25 in Antarctica (Petit et al., 1999; Lambert et al., 2008).
A major cause of glacial–interglacial changes in dust de-
position is presumably the changing dust emission from
changes in vegetation distribution and sediment export from
glacial erosion. The use of the BIOME3 model which ac-
counts for the carbon dioxide (CO2) fertilization of vege-
tation (Haxeltine and Prentice, 1996) shows that the dust
emission can grow from 8040Tgyr−1 in preindustrial times
to 10880Tgyr−1 at LGM, which can increase further to
14020Tgyr−1 if also glaciogenic dust production is consid-
ered (Mahowald et al., 2006b).
Possible answers on how the associated atmospheric dust
load and the dust radiative forcing could have differed be-
tween glacial and interglacial climates, and which impact the
dust radiative forcing might have had for the climate evolu-
tion are to be studied with climate system models coupled to
a dust cycle model. Currently, different dust cycle models are
operational and they show a wide divergence in dust radiative
forcing (Cakmur et al., 2006; Chin et al., 2002; Ginoux et al.,
2006; Grini et al., 2005; Liao et al., 2004; Lunt and Valdes,
2002; Luo et al., 2003; Mahowald et al., 2006a; Miller et al.,
2006; Myhre et al., 2003; Reddy et al., 2005; Takemura et al.,
2009; Tanaka and Chiba, 2006; Tegen et al., 2002; Werner
et al., 2002). Model simulations on the climate response to
the dust radiative forcing are still rare. A ﬁrst study shows
that the dust radiative forcing can produce a surface cooling
of about −1K for LGM conditions and of −0.4K for prein-
dustrial conditions (Mahowald et al., 2006b).
The dust radiative forcing at TOA depends on dust load
and particle size distribution and varies with climate vari-
ables such as radiation ﬂuxes, surface albedo and cloudi-
ness. Using realistic size and optical characteristics, the di-
rect shortwave radiative forcing by dust gets increasingly
negative with increasing dust load over dark surfaces and, in-
versely, increasingly positive with increasing dust load over
bright surfaces. At glacials, the larger dust load is accompa-
nied with a larger surface albedo. Due to increased ice and
snow cover and decreased vegetation cover, the global mean
surface albedo is increased at LGM by about 30% compared
to present day. Hence, the dust radiative forcing is expected
to vary with long-term seasonal and regional changes in sur-
face albedo, dust emission and dynamics of the atmosphere.
The dust radiative forcing depends further on micro-
physical properties, such as particle shape, mineralogy and
mixing state among different aerosols. The broad range of
dust particle sizes from less than 0.01 to more than 10µm
(Tegen and Lacis, 1996; Myhre and Stordal, 2001) compli-
cates the calculation of dust radiative forcing because the
dust optical parameters are sensitive to particle size and radi-
ation wavelength (Otto et al., 2009). Of particular relevance
for the present study is that the imaginary part of the refrac-
tive index (RI; see Appendix) for visible wavelengths (0.3–
0.7µm) is found to be a factor of 2 to 6 smaller than consid-
ered earlier (Dubovik et al., 2002; Kinne et al., 2006; Balka-
nski et al., 2007). This explains partly the diverse results on
radiative forcing by mineral dust obtained by earlier stud-
ies (Overpeck et al., 1996; Tegen et al., 1996; Claquin et al.,
1998). Recent estimates of the global mean shortwave forc-
ing at TOA by aeolian dust with revised values of RI lie be-
tween −0.28Wm−2 (Reddy et al., 2005) and −0.68Wm−2
(Balkanski et al., 2007) for present-day all-sky conditions.
Calculations of the direct dust radiative forcing at TOA
with a global climate model for LGM and present-day time
slices by Claquin et al. (2003) utilize the dust ﬁelds simu-
lated by Mahowald et al. (1999). These dust ﬁelds are ver-
tically integrated and transformed to aerosol optical thick-
ness (AOT) at a wavelength of 0.55µm, resulting in mean
AOT of 0.14 and 0.05 for LGM and modern climates, re-
spectively. The net direct radiative forcing from combining
shortwave and longwave forcing is given to be −3.2Wm−2
for LGM climate and −1.2Wm−2 for modern climate if ex-
ternal mixing of mineral dust with low particle absorption
is assumed. The difference in net radiative forcing between
LGM and present day of −2Wm−2 reduces to −1Wm−2 if
internal mixing of haematite aerosols with an upper limit for
absorption is assumed. More recently, Takemura et al. (2009)
simulated with an integrated aerosol–climate model the dust
direct radiative forcing deﬁned at the tropopause in all-sky
conditions. The net forcing from summing up shortwave
and longwave forcing is −0.02Wm−2 for LGM climate
and −0.01Wm−2 for present climate, and the shortwave
forcing only is −0.24Wm−2 for LGM and −0.10Wm−2
for present day. Mahowald et al. (2006b) ﬁnd intermediate
values of the net dust radiative forcing at TOA of −0.96
and −1.47Wm−2 for the two LGM cases without and with
glaciogenic dust sources, respectively, and −0.87Wm−2 for
preindustrial conditions.
Different possibilities might be responsible for the
stronger negative dust radiative forcing obtained by Claquin
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et al. (2003) than by Takemura et al. (2009). Differences in
radiative forcing could be caused by different optical param-
eters and the use of different shortwave schemes which im-
pede a direct comparison. Claquin et al. (2003) used different
single-scattering albedos for desert soils with different min-
eralogical composition. Takemura et al. (2009) accounted
for size-dependent extinction coefﬁcients (Takemura et al.,
2002) and used a RI value for soil dust (see Appendix) based
on recent studies (Takemura et al., 2005). The dust loads
used for LGM and present day are larger by a factor of about
2.6 in Claquin et al. (2003) than in Takemura et al. (2009).
The dust load in Claquin et al. (2003) for present day is
35.3Tg, which is derived from the global dust emission ﬂux
of 3000Tgyr−1 and the average lifetime of 4.3 days given
in Mahowald et al. (1999). The smaller dust load of 13.6Tg
in Takemura et al. (2009) results from a short dust lifetime
of only 1.9 days although the emission ﬂux of 2594Tgyr−1
corresponds to 86% of the emission ﬂux in Claquin et al.
(2003). Their glacial dust emissions show compatible en-
hancement factors of 2.5 (Mahowald et al., 1999) and of 2.39
(Takemura et al., 2009). The stronger negative dust radiative
forcing in Claquin et al. (2003) could further result from the
longer dust lifetime whereby dust aerosols are transported
farther downwind from source areas toward dark ocean ar-
eas. Hence, larger dust load and longer transport might con-
tribute to the more negative forcing for LGM and present day
in Claquin et al. (2003) than in Takemura et al. (2009).
Here, an Earth system model of intermediate complexity
with coupled atmosphere, ocean, vegetation, ice sheet and
dust cycle is used. Section 2 describes the climate model, the
dust cycle model and the experimental design for the glacial–
interglacial simulations. Section 3 presents model veriﬁca-
tions and explores key parameters controlling the shortwave
(SW) direct radiative forcing (DRF). Key parameters are the
atmospheric dust lifetime and the imaginary refractive index
of dust aerosols. Their ranges of uncertainty obtained from
data and theoretical studies deﬁne a set of sensitivity experi-
ments. Section 4 shows the results of the sensitivity simula-
tions over glacial–interglacial climate changes. Implications
of the parameter uncertainties are discussed with respect to
uncertainties in DRF and with respect to uncertainties in the
DRF-induced climate response. Conclusions are drawnin the
ﬁnal section, Sect. 5.
2 Model description
2.1 Climate model
The present study uses an Earth system model of interme-
diate complexity (Claussen et al., 2002). The Earth system
model CLIMBER-2 was tested in studies on the equilibrium
climate sensitivity (Schneider von Deimling et al., 2006),
on forced transient climate changes (Bauer et al., 2004,
2008; Brovkin et al., 2007; Calov et al., 2005; Ganopolski
Figure 1. Forcing time series of climate model in Wm−2 (a) and
simulated dust emission ﬂux in Tgyr−1 (b) for the past 420kyr. (a)
Annual global mean radiative forcing relative to present day from
equivalent CO2 concentration (blue line) and orbitally varying in-
solation (red line). (b) Global dust emission ﬂux of the total (black
line) and of partitions from deserts (red line), grass areas (green
line) and exposed shelf areas (blue line) compared to climatic pre-
cession parameter in arbitrary units (cyan line). Vertical grey bars
mark LGM period over 23–19ka.
and Roche, 2009) and on glacial–interglacial cycles (Bauer
and Ganopolski, 2010; Bonelli et al., 2009; Ganopolski and
Calov, 2011; Ganopolski et al., 2010).
The atmosphere model has a resolution of about 51◦ in
longitude and 10◦ in latitude. The thermodynamical ﬁelds
are vertically resolved on 10 levels and the longwave radia-
tion transfer on 16 levels (Petoukhov et al., 2000; Ganopolski
et al., 2001). The atmospheric ﬁelds of temperature, wind,
precipitation and cloudiness are computed by a statistical-
dynamical approach with a daily time step. The shortwave
radiation transfer calculation uses the two-stream delta–
Eddington approximation (Shettle and Weinman, 1970) for
wavelengths in the UV band (0.2–0.4µm) and visible band
(0.4–0.75µm). The scheme includes molecular Rayleigh
scattering, absorption by water vapor and carbon dioxide
and effects of cloudiness. The ocean model describes the
zonal-mean circulation in the three basins connected with
the southern circum–polar circulation. The ocean model with
a thermodynamic sea-ice model is integrated every ﬁve days.
The vegetation model describes the cover of grass and for-
est on land surface grid cells by a function of growing de-
gree days, precipitation and CO2 fertilization (Brovkin et al.,
2002). The desert area results from the remaining fraction of
the land surface without vegetation and ice cover. The shares
of desert, vegetation and ice sheet on each land surface grid
cell are computed with an annual time step, and the size of
each land surface grid cell is given by the land–sea mask.
The ice sheet model SICOPOLIS with a resolution of 1.5◦ in
longitude and 0.75◦ in latitude simulates the ice sheet eleva-
tion in the Northern Hemisphere with a half-year time step
(Greve, 1997; Calov et al., 2005). Ice sheet changes are fed
back to calculations of the land–sea mask, the surface eleva-
tion, the freshwater ﬂux and the surface albedo. The surface
albedo is computed daily for each grid cell, accounting for
land and ocean partitions, snow properties, clear and cloudy
conditions and visible and infrared wavelength bands.
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The model is driven by orbitally varying insolation
(Berger, 1978) and longwave greenhouse gas forcing from
equivalent CO2 concentration using measurements of CO2,
CH4 (methane) and N2O (nitrous oxide) from Antarctica
(Petit et al., 1999; Augustin et al., 2004) as described in
Ganopolski et al. (2010). Figure 1a shows the radiative en-
ergy ﬂuxes from the sun and the greenhouse gases in terms
of global and annual mean radiative forcing relative to prein-
dustrial times (0kyrBP = 0ka) for the past 420kyr. The
mean solar radiative forcing calculated with solar constant
of 1360Wm−2 and mean planetary albedo of 0.3 varies
only by up to 0.3Wm−2 with the periods of eccentricity of
about 100 and 400kyr. Here, short-term ﬂuctuations from
solar activity are neglected. Nevertheless, the seasonal and
latitudinal distribution of insolation which varies strongly
on orbital timescales constitutes a major driver for the
glacial–interglacial climate changes. This is usually shown
by the maximum insolation at 65◦ N in June (so-called Mi-
lankovitch forcing) which varies by more than 100Wm−2 on
orbital timescales. In contrast, the long-term greenhouse gas
forcing varies by up to 3Wm−2 and is nearly homogeneous
with season and latitude.
2.2 Dust cycle model
The emission, transport and deposition of aeolian dust sim-
ulated by the dust cycle model are incorporated into the cli-
mate model (Bauer and Ganopolski, 2010). The long-term
changes in the aeolian dust distribution result largely from
changes in source areas. The terrestrial source areas com-
prise desert areas, semi-arid grass areas with sparse grass
cover and shelf areas exposed after ice sheet growth from
sea level decrease. The dust emission ﬂux grows with the
third power of the surface wind speed for speeds exceeding
a threshold speed which is a function of soil dryness. The
effect of wind gustiness (McGee et al., 2010) is implicitly
included in the simulated surface winds. The surface winds
account for baroclinity connected with meridional pressure
gradients (Petoukhov et al., 2000), which are usually higher
in glacial conditions. The dust uplift into the atmosphere de-
pends on the static stability of the atmosphere.
The main constraint for adjusting the scaling parameters
in the dust cycle model is to simultaneously reproduce the
dust deposition ﬂuxes reconstructed from DIRTMAP (Dust
Indicators and Records of Terrestrial and MArine Palaeoen-
vironments) (Kohfeld and Harrison, 2001), from the tropical
Paciﬁc (Winckler et al., 2008) and from Antarctica (Augustin
et al., 2004). Further constraints are provided by the AE-
ROCOM (Aerosol Comparisons between Observations and
Models) project (Textor et al., 2006). Accordingly, the sim-
ulated global and annual mean emission ﬂux for present day
is scaled to 1710Tgyr−1 and the mean lifetime is adjusted to
4.7 days, giving a total load of 22.4Tg (Table 1). Thus, the
present dust load per area of 43mgm−2 is close to the me-
dian value of 39.1mgm−2 obtained from the analysis of 20
Table 1. Simulated global dust emission ﬂux, atmospheric dust load
and lifetime for present day from three solutions of climate system
model compared to other studies.
Emission ﬂux Load Lifetime
(Tgyr−1) (Tg) (d)
Solution L0 1710 22.4 4.7
Solution L1 1710 27.2 5.7
Solution L2 1710 17.2 3.6
Mahowald et al. (1999) 3000 35.3 4.3
Mahowald et al. (2006a), 8040 59.5 2.7
Mahowald et al. (2006b)∗
Takemura et al. (2009) 2594 13.6 1.9
Textor et al. (2007) (Exp B) 1630 21.3 4.8
∗ Simulation with CO2 fertilization for preindustrial conditions.
Table 2. Global dust deposition ﬂux and dust load per area from
three solutions of climate system model simulated at 21ka (LGM)
and 0ka (PRE).
Solution Deposition ﬂux (Tgyr−1) Dust load (mgm−2)
LGM PRE LGM PRE
L0 3220 1710 83.3 43.9
L1 3220 1710 101.8 53.3
L2 3220 1710 63.5 33.7
different global circulation models (Kinne et al., 2006). For
LGM climate, the dust cycle model produces a dust emission
ﬂux of 3220Tgyr−1, which is a factor of 1.88 larger than for
present day. The corresponding dust load is equally increased
because the mean lifetime changes hardly during the glacial
cycle simulation (Table 2).
Figure 1b shows the time series of the global dust emis-
sion ﬂux over 420 kyr together with the individual contribu-
tions from deserts, grass areas and exposed shelf areas. The
total dust emission ﬂux varies primarily with the source ar-
eas located in the Sahara and in Arabia followed by areas
in Asia, North and South America, Australia and southern
Africa. The Sahara is suggested to vary periodically through
climate–vegetation feedbacks driven by insolation changes
(Ganopolski et al., 1998). The dust emission (Fig. 1b) corre-
lates with the climatic precession parameter deﬁned by the
longitude of perihelion and the orbital eccentricity (Berger
et al., 1993). Maxima in dust emission follow minima in
daily irradiation at summer solstice in the Northern Hemi-
sphere. The omnipresent portion of dust emitted from grass
areas ﬂuctuates with the atmospheric CO2 concentration due
to the CO2 fertilization effect on vegetation growth. The dust
emission from exposed shelf areas is small and proportional
to the volume of the glacial inland ice. Note that glaciogenic
dust is not considered in the present emission scheme.
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Figure 2. Time series of regional dust deposition for the past
420kyr. (a) Simulated range of dust deposition (blue shaded) from
solutions L1 with a high dust lifetime (thick line) and L2 with a
low dust lifetime (thin line) for the equatorial Paciﬁc in gm−2 yr−1
compared to data (black line) from Winckler et al. (2008). (b) As in
(a) but for dust concentration (ngg−1) in Antarctic ice compared to
data from Augustin et al. (2004). Vertical grey bars as in Fig. 1.
2.3 Experimental design
The sensitivity experiments are conducted over the last eight
glacial cycles. They are forced by insolation and greenhouse
gases as shown in Fig. 1a for the last 420 kyr. The dust
deposition on ice and snow surfaces is simulated using the
dust deposition ﬁelds for LGM and present day from Ma-
howald et al. (1999) as described in Calov et al. (2005) and
used previously (Bauer and Ganopolski, 2010; Ganopolski
et al., 2010). Unlike in our previous studies, the dust DRF is
now simulated interactively in a consistent manner with the
dust cycle model and the SW radiation scheme. The previ-
ous workaround of using external simulations for dust DRF
(indicated by RDST in Fig. 1 of Ganopolski et al. (2010)) is
found to have a minor effect and is not further used. Thus the
control simulation in the present study is without dust DRF.
The following sensitivity experiments investigate causes
of uncertainties in dust DRF and the resulting response in
the climate system. Uncertainties in SW DRF by aeolian dust
during glacial cycles are mainly caused by uncertainties in
atmospheric dust load and uncertainties in scattering and ab-
sorption effects by aeolian dust. The SW DRF represents
the instantaneous change in the SW radiative ﬂux deﬁned
at TOA. The dust DRF is calculated from two runs of the
SWradiationschemewithandwithoutatmosphericdustload
whiletheclimateﬁeldsinbothrunsareidentical(Woodward,
2001). Here, indirect effects from interactions between dust
aerosols and clouds and longwave effects are not considered.
3 Model veriﬁcation
The model veriﬁcation addresses the uncertainty in the
climate-driven atmospheric dust load and the uncertainty in
the optical parameter describing the scattering and absorp-
tion effect by aeolian dust. The key parameters are the atmo-
spheric dust lifetime and the imaginary RI (see Appendix).
Section 3.1 describes the determination of high and low
boundaries for dust load. Then Sect. 3.2 tests the calculation
of dust SW DRF by comparing the simulated dust DRF as a
functionofsurfacealbedo,RIandcloudinesswiththeoretical
and data studies.
3.1 Dust load
The geographic distribution of the atmospheric dust load de-
pends on dry and wet deposition processes apart from emis-
sion and transport processes. General circulation models,
which account for the aerosol size distribution, simulate an
increasing dry deposition ﬂux for increasing sizes. The frac-
tion of wet deposition ﬂux relative to the total deposition ﬂux
ranges from 48% (Luo et al., 2003) to 16% (Liao et al.,
2004). The scavenging of particles by precipitation is a com-
plex micro-physical process and a description requires phys-
ical and chemical information on the aerosols. Here, the dry
and wet deposition ﬂuxes depend on the dust load in each
atmospheric column. The two scaling parameters for gravi-
tationally driven dry deposition and precipitation-driven wet
deposition were determined by assuming that the dry and wet
deposition ﬂuxes are equal on average (Bauer and Ganopol-
ski, 2010). If this ad hoc assumption for the initial solution
(L0) is released, then by varying the scaling parameters two
other reasonable solutions (L1, L2) are found. These solu-
tions may be seen concurrent to the initial solution, because
their simulated depositions agree likewise with reconstruc-
tions from the tropical Paciﬁc (Fig. 2a) and from Antarctic
ice cores (Fig. 2b) over the past 420kyr. In solution L1, the
fraction of wet deposition ﬂux is 70% of the total and is 6%
in solution L2. The dust deposition ﬂux over Asia is slightly
larger in L1 than in L2, but both solutions agree with the
DIRTMAP data (Kohfeld and Harrison, 2001) within uncer-
tainty ranges.
The solutions L1 and L2 differ by their total atmospheric
loads (Table 2) attributed to different lifetimes. In solution
L1, in which wet deposition dominates dry deposition, the
present-day dust load is 27.2Tg and the lifetime is 5.7d,
while the reversed dominance in solution L2 results in a load
of17.2Tgandalifetimeof3.6d.Thehighandlowdustloads
in solutions L1 and L2, respectively, are still within the range
simulated with general circulation models (Table 1).
The geographic dust distributions from the three solu-
tions show peak values over the source areas in northern
Africa and Asia as displayed for LGM and present day
from solution L1 (Fig. 3a, b). Differences in dust load be-
tween LGM and present day in solution L1 reach regionally
about 500mgm−2 (Fig. 3c). The largest differences are over
Africa, Asia, the subtropical North Atlantic and the subtrop-
ical latitudes of South America and Australia. The dust load
differences between solution L1 relative to solution L2 show
a maximum around 500mgm−2 over the Sahara at LGM
(Fig. 3d). Nonetheless, the deposition ﬂuxes in solutions L1
and L2 agree reasonable with data (Fig. 2a, b). This is ac-
complished through the larger wet deposition in L1 than in
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Figure 3. Geographic distributions of atmospheric dust load
(mgm−2) from solution L1 for 21ka (a) and 0ka (b) with a log-
arithmic scale. Difference distributions of dust load shown with a
linear scale for 21ka relative to 0ka from solution L1 (c) and from
solution L1 relative to solution L2 for 21ka (d).
L2, which implies more dust removal in the tropical rain belt
(i.e. tropical Paciﬁc) and longer dust suspension in air over
dry areas in L1 than in L2. The prolonged westward trans-
port of Saharan dust to the Atlantic Ocean by trade winds
in L1 is partly compensated by larger wet deposition over
ocean than over land. Dust deposits in Antarctica originate
mainly from South America and to a lesser extent from Aus-
tralia,whichimpliesalong-rangetransportovertheSouthern
Ocean. So, to reasonably reproduce the dust deposition far
away from source areas, a larger fraction of wet deposition
calls for a longer dust lifetime.
3.2 Dust SW DRF
The dust SW DRF is a nonlinear function of daily insolation,
solar zenith angle, dust AOT, dust RI (see Appendix), sur-
face albedo and cloudiness. In practice, the vertical integral
of the simulated dust mass distribution can be converted into
the dust AOT distribution by use of an effective parameter for
dust mass extinction. Measurements show (Sow et al., 2009)
that the size distribution of aeolian dust particles uplifted by
convective events is fairly constant and relatively insensitive
to surface wind variations. If these results from the African
Monsoon Multidisciplinary Analysis (AMMA) project can
be seen as representative also for other regions and wind con-
ditions, then some support is given for assuming that dust
particles can be aggregated into a single bin. It then seems
justiﬁed for the present study to determine dust AOT as a
function of dust mass load by use of the dust mass extinction
efﬁciency (ME) available from the AEROCOM study (Kinne
et al., 2006).
For present day, median values are for dust dry mass per
area 39.1mgm−2, for dust AOT at a wavelength of 0.55µm
0.032 and for dust ME 0.95m2 g−1 (Kinne et al., 2006).
For comparison, the simulated mean dust AOT of 0.053 at a
wavelength 0.5µm for the current climate (Mahowald et al.,
2006b) ranks at the upper limit of diversity discussed in
Kinne et al. (2006). Here, ME= 0.95m2 g−1 is used for rea-
sons of simplicity and because possible variations in dust
ME associated with different types of dust sources are poorly
known. Also, the AEROCOM project provides a mean esti-
mate of RI= 0.0015 at mid-visible wavelength (Kinne et al.,
2006). Various investigations suggest an uncertainty range
for dust RI from 0.0005 to 0.0060 (Dubovik et al., 2002),
which is considered in the following sensitivity simulations.
Theoretical studies show that the DRF at TOA induced by
mineral dust aerosols divides into three regimes, a regime
with negative forcing occurring over dark ocean surfaces,
a regime with positive forcing occurring over bright snow
and ice surfaces and a transition regime in which the sign
of the radiative forcing changes (Liao and Seinfeld, 1998).
The larger the particle number concentration per volume of
air and the lower the surface albedo are, the larger is the
backscatter of the insolation at TOA. Otherwise, the larger
the particle number concentration and the larger the surface
albedo are, the more light is absorbed owing to multiple re-
ﬂections between the aerosols and the surface whereby the
dust DRF at TOA can achieve positive values. The DRF at
TOA changes its sign at the critical surface albedo, which
varies with AOT, RI and cloudiness.
A consequence of the absorption and scattering effects by
aerosols is that the SW radiative forcing at the surface is al-
ways negative and gets increasingly negative with increasing
extinction of the insolation. The reduction of insolation at the
surface is connected with a gain of radiative energy in the at-
mosphere. Here, the calculations of Liao and Seinfeld (1998)
of dust DRF at TOA and at the surface for clear and cloudy
sky with a one-dimensional radiative transfer model based
on Mie’s theory are used to validate the SW scheme of the
climate model (Petoukhov et al., 2000).
Figure 4a shows the simulated dust DRF as a function of
surface albedo for a dust load of 100mgm−2 as used by Liao
and Seinfeld (1998). The dust DRF at TOA and at the sur-
face are shown for cloud-free conditions and for a typical
mean cloud fraction of 0.6. The sensitivity of the dust DRF
is displayed for RI of 0.001 and 0.006 by shaded areas. The
boundaries of the shaded areas obtained with RI= 0.006 are
directly comparable with the calculations of Liao and Sein-
feld (1998). Their DRF at TOA and at the surface are closely
reproduced for clear sky. For the partially cloudy sky, the
simulated TOA and surface DRF vary over a slightly larger
range than in Liao and Seinfeld (1998). This is presumably
due to the partial cloud fraction used in our simulations since
the SW DRF diminishes gradually with growing cloudiness.
The critical surface albedo for DRF at TOA with RI=
0.006 is close to the surface albedo for the Sahara of 0.3–0.35
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Figure 4. Dust SW DRF as a function of surface albedo simulated
for dust load 100mgm−2 (a) and 1000mgm−2 (b). DRF at TOA
(darkshading)andDRFatsurface(lightshading)forclearsky(blue
shading) and for mean cloud fraction of 0.6 (red shading) where
boundaries of shaded areas are obtained with RI= 0.001 and RI=
0.006. Vertical grey bars show surface albedo typical for ocean, the
Sahara and ice/snow marked with O, D and I, respectively.
in clear and cloudy conditions for a dust load of 100mgm−2
(Fig. 4a). In contrast, the critical surface albedo is about 0.6
with RI= 0.001 in clear and cloudy conditions, which im-
plies a negative DRF at TOA over the Sahara. However, the
dust load over deserts and in particular during glacial peri-
ods often exceeds 100mgm−2, and Fig. 4b shows the dust
DRF for 1000mgm−2. The DRF increases by a factor of
8 to 10 for the 10-fold increase in dust load, and the crit-
ical surface albedo shifts to smaller values with increasing
dust load. This means that a dust load of 1000mgm−2 over
a cloudless Sahara leads to a positive TOA forcing between 5
and 8Wm−2 for RI= 0.006 and to a negative TOA forcing
between −11 and −9Wm−2 for RI= 0.001. Hence Fig. 4b
suggests that dust DRF at TOA can be small for a large dust
load over a bright desert area with RI between 0.001 and
0.006. At the surface, the SW DRF is negative for all val-
ues of dust load and surface albedo and gets increasingly
negative with increasing extinction of the insolation in the
atmosphere (Fig. 4).
Simulations of dust DRF are difﬁcult to verify because
the provision of adequate data is hindered by the interactions
among aerosols, radiation and cloudiness. In clear-sky condi-
tions, the simulated dust DRF can be assessed with satellite-
based estimates on dust DRF. Measurements of SW DRF at
TOAinclear-skyconditionsovertheAtlanticOceanbetween
0 and 30◦ N can be ascribed to the abundant dust aerosols
for which the forcing is estimated to be −7.75±0.86Wm−2
(Christopher and Jones, 2007). This estimate is obtained for
dust AOT at a wavelength 0.55µm during the months June to
August in the years 2000 to 2005. The longwave dust forcing
is positive and cancels nearly 20% of the negative SW DRF,
resulting in a net radiative forcing of −6.31±1.16Wm−2
(Christopher and Jones, 2007). The mean direct radiative ef-
fect at TOA for one year (2000–2001) over global land ar-
eas in clear-sky conditions is found to be −5.1±1.15Wm−2
(Patadia et al., 2008). This estimate is obtained for AOT at a
wavelength of 0.558µm, including contributions from differ-
Fig. 5. Time series of annual global mean surface albedo (a), dust AOT (b) and dust SW DRF (W m−2)
at TOA (c) and at surface (d) for last 140kyr. b) Range of dust AOT (yellow shaded) from solutions
L1 (thick line) and L2 (thin line), respectively. c) and d) DRF from six simulation experiments using
dust AOT from L1 and L2 (line width as in b)) and RI= 0.0005 (blue shaded), 0.0015 (red shaded) and
0.0060 (green shaded). Gray-shaded bars as in Fig. 1.
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Figure5.Timeseriesofannualglobalmeansurfacealbedo(a),dust
AOT (b) and dust SW DRF (W m−2) at TOA (c) and at surface (d)
for last 140kyr. (b) Range of dust AOT (yellow shaded) from so-
lutions L1 (thick line) and L2 (thin line), respectively. (c) and (d)
DRF from six simulation experiments using dust AOT from L1 and
L2 (line width as in (b) and RI= 0.0005 (blue shaded), 0.0015 (red
shaded) and 0.0060 (green shaded). Vertical grey bars as in Fig. 1.
ent natural and anthropogenic aerosols but excluding aerosol
loads over regions with high surface reﬂectance. A detailed
analysis for the Sahara with a surface albedo 0.35–0.40
shows that the SW DRF at TOA is small and nearly insen-
sitive to increasing AOT (Patadia et al., 2009; Yang et al.,
2009). That low sensitivity derived from satellite data and
supported by four-stream radiative transfer calculations for
clear sky is reasonably well reproduced by the SW scheme
of our climate model.
4 Simulation experiments over glacial cycle
The effect of uncertainties in the parameters describing the
dust SW DRF is tested in transient simulations and presented
for the last glacial–interglacial climate cycle. We show six
simulation experiments using an upper and a lower value for
dust lifetime and for both cases three different absorption ef-
ﬁciencies. The high and low values for dust lifetime are ob-
tained from solutions L1 and L2 of the dust cycle model (see
Sect. 3.1), and low, medium and high absorption efﬁciencies
are described by RI values of 0.0005, 0.0015 and 0.0060, re-
spectively (see Sect. 3.2).
4.1 Analysis of dust DRF
The different dust lifetimes in solutions L1 and L2 yield the
potential range of the annual and global mean dust AOT,
which is shown Fig. 5b for the last 140kyr. The dust AOT in
solution L1 varies between about 0.02 and 0.10, and in solu-
tion L2 between about 0.015 and 0.060. The dust AOT varies
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Table 3. Global mean dust AOT and dust DRF at TOA from six
simulations using solutions L1 and L2 and low, medium and high
imaginary refractive index (RI) calculated at 21ka (LGM) and 0ka
(PRE).
Experiment Dust AOT () Dust DRF (Wm−2)
Solution RI LGM PRE LGM PRE
L1 0.0005 0.097 0.051 −0.92 −0.59
L2 0.0005 0.060 0.032 −0.65 −0.42
L1 0.0015 0.097 0.051 −0.66 −0.45
L2 0.0015 0.060 0.032 −0.50 −0.33
L1 0.0060 0.097 0.051 +0.04 −0.06
L2 0.0060 0.060 0.032 −0.06 −0.08
with the period of climatic precession in correspondence to
the dust emission ﬂux (Fig. 1b). The dust AOT shows a peak
value at the beginning of the LGM period, which is deﬁned
from 23 to 19ka (Waelbroeck et al., 2009), and a minimum
value in the early Holocene at 9ka when a large fraction
of the Sahara is simulated with grass cover. The simulated
range of dust AOT for present-day (preindustrial) climate of
0.032–0.051 (Table 3) lies well in the interval 0.012–0.054
obtained from models participating in the AEROCOM exer-
cise (Kinne et al., 2006). Dust AOT and surface albedo are
correlated and AOT maxima concur with enhanced surface
albedo from increased snow and ice cover in cold periods
(Fig. 5a).
The annual and global means of dust DRF at TOA from
the six simulation experiments (Fig. 5c) vary with the period
of climatic precession as dust AOT. The dust DRF calculated
for the three RI values is displayed by three shaded bands
of which the boundaries result from high and low lifetimes
corresponding to high and low AOT. The dust DRF obtained
with RI of 0.0005 and 0.0015 is negative and correlated with
dust AOT. This is different when RI= 0.0060 is used. The
dust DRF from L1 with high lifetime ﬂuctuates around zero
with positive values for large dust AOT, and the dust DRF
from L2 with low lifetime is negative and anticorrelated with
dust AOT. The strongest negative DRF of −0.92Wm−2 at
21ka and −0.59Wm−2 at 0ka is obtained in the experiment
with low absorption efﬁciency and high dust AOT (Table 3).
At the surface, the dust DRF is negative and its strength
increases with dust AOT and absorption efﬁciency (Fig. 5d).
The surface radiative forcing obtained from the six experi-
ments range from −0.95 to −2.4Wm−2 for LGM climate
and from −0.6 to −1.35Wm−2 for present-day climate.
These ranges of the surface radiative forcing enclose the val-
ues presented in Mahowald et al. (2006b), which are −1.28
and −1.59Wm−2 for two LGM cases and −1.03Wm−2 for
the preindustrial case.
The annual zonal means of dust AOT show the largest val-
ues in the latitudes with the major dust sources. These are in
the latitude band 20–30◦ N for both solutions and at both pe-
riods 21 and 0ka (Fig. 6a and b). The dust DRF at TOA from
Fig. 6. Zonal means from simulations for dust AOT (a, b), DRF (Wm−2) at TOA (c, d) and DRF at
surface (e, f) for 21ka (a, c, e) and 0ka (b, d, f). Color shading and line width as in Fig. 5.
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Figure 6. Zonal means from simulations for dust AOT (a, b), DRF
(Wm−2) at TOA (c, d) and DRF at surface (e, f) for 21ka (a, c, e)
and 0ka (b, d, f). Colour shading and line width as in Fig. 5.
the six sensitivity experiments is seen to be substantial in the
northern subtropical latitudes and at the same time highly un-
certain (Fig. 6c and d). In the latitude band of maximum dust
load, the dust DRF is either negative or positive when using
the low or high absorption efﬁciency, respectively. This is
most obvious for LGM conditions when the dust DRF from
solution L1 changes from about −3 to +2Wm−2 with RI
growing from 0.0005 to 0.0060 (Fig. 6c). The experiment
with medium absorption efﬁciency leads to a negative DRF
for both solutions and periods; however, the sensitivity of
dust DRF on dust load in the northern subtropical latitude
band is reduced because the surface albedo of the Sahara is
close to the critical value (Fig. 4).
The dust DRF at the surface concentrates in northern sub-
tropics (Fig. 6e and f) owing to the localized dust load. The
larger the absorption of the insolation by atmospheric dust
is, the stronger is the decrease of solar radiation energy at the
surface and the gain of radiative energy in the atmosphere
above. For LGM conditions, the surface DRF in the subtrop-
ics increases from about −3.5 up to −9.3Wm−2 with RI
growing from 0.0005 to 0.0060.
Figure 7 shows the geographically varying annual mean
dust DRF at TOA for solution L1 with medium absorp-
tion efﬁciency for LGM and present day. For LGM climate
(Fig. 7a), the dust DRF in the grid cell east of the Sahara
is stronger than −6Wm−2, north and south of the Sahara
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Figure 7. Geographic distributions of dust SW DRF at TOA
(Wm−2) with dust load of solution L1 and RI= 0.0015 for 21ka
(a) and 0ka (b).
stronger than −5Wm−2 and over large areas of Asia be-
tween −2 and −3Wm−2. In northern low latitudes of the
Atlantic and subtropical latitudes of South America and Aus-
tralia the DRF is between −1 and −2Wm−2. In high lati-
tudes with snow or ice cover the dust DRF reaches small pos-
itive values. For present-day climate (Fig. 7b), the dust DRF
is negative and concentrated over northern Africa, south-
ern Europe and Asia. The strongest negative DRF of about
−4Wm−2 occurs over land adjacent to the Sahara grid cell
with maximum dust load. The maps of dust DRF (Fig. 7)
compare reasonably with the maps of net dust radiative forc-
ing shown in Takemura et al. (2009) except for the positive
forcing over the Sahara in Takemura et al. (2009). That pos-
itive forcing results presumably from the longwave forcing
which can outbalance the negative shortwave forcing in the
net forcing.
4.2 Analysis of climate response to dust DRF
The dust DRF at TOA can alter the global energy budget
and thereby change the annual and global mean near-surface
air temperature (SAT). Deviations from proportionality be-
tween forcing and SAT change can occur through interaction
processes in the climate system comprising dynamic com-
ponents with different response timescales. Simulated cli-
mate variables contain millennium-scale variability leading
to variability on multi-millennia scales in anomaly series.
Figure 8 shows the response of speciﬁc climate variables
smoothed by a 1000yr running mean for the last 140kyr as
obtained by the six simulation experiments.
Figure 8a compares the glacial–interglacial SAT evolu-
tion of the control simulation without DRF with the upper
and lower bounds resulting from the DRF-driven simula-
tion experiments. The simulation experiment with L1 and
RI= 0.0060 has the least effect on SAT and agrees closely
with the control simulation which shows a cooling by 5.3K
at LGM relative to present day. The simulation experiment
with L1 and RI= 0.0005 produces the strongest effect and
causes a SAT cooling relative to the control simulation of
about 1.1K at present day and of 2.3K at LGM. In that ex-
periment, SAT cools by 6.5K at LGM relative to present
Figure 8. Response to dust DRF from simulation experiments
for last 140kyr. (a) Global SAT (K) of control simulation mi-
nus present-day SAT (black line) and range from upper and lower
SAT (yellow shaded) from simulations with solution L1 and RI=
0.0005 and 0.0060, and lower graphs show SAT anomaly series
(K) from six simulation experiments minus control SAT series for
RI= 0.0005, 0.0015 and 0.0060 (colour shading and line width as
in Fig. 5). (b) Total dust emission ﬂux (Tgyr−1) of control simu-
lation (black line) and range from upper and lower emission ﬂuxes
(yellow shaded) as in (a), and lower graphs show dust emission ﬂux
anomalies (Tgyr−1) as in (a). (c) Sea level (m) from simulations
(colour shading and line width as in (a) compared to data (black
line) of Waelbroeck et al. (2002). Vertical grey bars as in Fig. 1.
day. In general, the SAT cooling due to SW DRF by at-
mospheric dust relative to the control simulation increases
with increasing dust load and with decreasing absorption ef-
ﬁciency for RI from 0.0015 to 0.0005 (Fig. 8a). The maxi-
mum SAT cooling of more than −3K with high dust load in
solution L1 and RI= 0.0005 occurs around 16ka and shows
that the glacial cooling is ampliﬁed and prolonged involving
a delayed transition to Holocene climate. This is different in
the DRF-driven simulation experiment with RI= 0.0060 in
which the amplitudes of SAT anomalies vary by only 0.5K.
The dust DRF affects temperature and precipitation, which
in turn affect the dust source strength and thus dust AOT,
which either amplify or attenuate the instantaneous dust DRF
in the climate system (Table 4). Fig. 8b shows the dust emis-
sion ﬂux from the control simulation and the induced up-
per and lower bounds obtained from the simulations exper-
iments with solution L1 and low and high absorption ef-
ﬁciencies, respectively. At LGM, the dust emission ﬂux is
3400Tgyr−1 in the control simulation and ranges from 2400
to 3900Tgyr−1 in the DRF-driven simulation experiments.
The anomaly series of the total dust emission ﬂux from
the six simulations experiments relative to the control sim-
ulation are insigniﬁcantly small in the early Holocene and
the Eemian period around 125ka but are substantial during
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Table 4. Impact of dust DRF on global dust emission ﬂux and dust
AOT from six simulation experiments using solutions L1 and L2
and low, medium and high imaginary refractive index (RI) calcu-
lated at 21ka (LGM) and 0ka (PRE).
Experiment Emission ﬂux (Tgyr−1) Dust AOT ()
Solution RI LGM PRE LGM PRE
L1 0.0005 3650 1730 0.116 0.050
L2 0.0005 3690 1740 0.070 0.032
L1 0.0015 3110 1600 0.096 0.047
L2 0.0015 3260 1640 0.061 0.031
L1 0.0060 2450 1380 0.072 0.040
L2 0.0060 2710 1480 0.051 0.028
glacial conditions (Fig. 8b). Using solution L1, the emission
ﬂux increases by more than 900Tgyr−1 with the low absorp-
tion efﬁciency and decreases by up to 800Tgyr−1 with the
high absorption efﬁciency. Thus changes in dust absorption
efﬁciency lead to climate changes and in turn to dust emis-
sion changes. Using RI= 0.0060 leads to a decreased emis-
sion ﬂux from shrinking desert areas in Africa, northward
extending grass areas in Asia and from reducing the uplift of
dust into the atmosphere. In contrast, the use of RI= 0.0005
leads to an increased emission ﬂux attributed to increased
desert areas, reduced grass cover and increased shelf areas
from growing inland ice volume. The experiments conducted
with RI= 0.0015, which give glacial–interglacial variations
in dust DRF from −0.7 to −0.2Wm−2 (Fig. 5c), produce
ﬂuctuating anomalies in the dust emission ﬂuxes with ampli-
tudes up to 300Tgyr−1.
An independent measure to assess the output of the DRF-
driven simulations is the comparison of the simulated ice
volume with sea level reconstructions (Waelbroeck et al.,
2002) shown in Fig. 8c. The simulated ice volume is seen
to respond to the dust DRF (Fig. 5c) with some time delay.
The simulated ice volume with high absorption efﬁciency
matches the ice volume of the control simulation which re-
produces the reconstruction closely and underestimates the
observed sea level drop at LGM only slightly. The ice vol-
ume simulated with medium absorption efﬁciency is larger
than reconstructed from the Eemian period toward LGM and
agrees closely with the reconstruction at LGM. Then un-
til about 18ka, the simulated ice volume grows further and
reaches the low value of the Holocene with about a 10kyr
delay. The simulations with low absorption efﬁciency pro-
duce a more strongly growing ice volume after 70ka than
the simulations with medium RI. Then toward the glacial
maximum the sea level with a low dust load in solution L2
dropped to about −160m and with a high dust load in solu-
tion L1 to about −210m. Thus, the negative dust DRF ob-
tained with RI= 0.0005 drives a positive feedback loop. The
negative DRF grows through the increasing dust emissions
from cooler and dryer climate conditions and the ampliﬁed
growth in ice volume in the time interval 70–18ka. Inversely,
Figure 9. Simulated ice sheet extent and elevation (m) at LGM in
control simulation without radiative forcing by atmospheric dust
(a), and experiments using solution L1 with RI= 0.0060 (b), RI=
0.0015 (c) and RI= 0.0005 (d).
the positive DRF obtained with high absorption efﬁciency
is connected with a negative feedback loop which leads to
warming, eventually to ice melt and sea level rise and in turn
to less dust emission.
The DRF-induced effect on the ice sheet distribution with
RI= 0.0060 at LGM compared to the control simulation
shows slightly reduced ice sheets in Europe and North Amer-
ica, similar to that simulated in Ganopolski et al. (2010).
In the simulation with RI= 0.0015, the North American ice
sheet is only moderately larger, but the European ice sheet
extends more eastward and in eastern Siberia a relatively
large glaciation develops. The low absorption efﬁciency of
RI= 0.0005 produces a substantial increase in extent and el-
evation of North American ice and an unrealistically large
zonally expanding ice sheet covering the entirety of northern
Eurasia (Fig. 9).
The feedbacks between climate, ice sheets and dust cy-
cle implicate different geographical distributions of forc-
ing and response. This is seen from comparing the zonal
means of dust DRF for LGM and present-day conditions
(Fig. 6c and d) with zonal mean responses in SAT, precip-
itation and dust AOT obtained in the six DRF-driven simu-
lation experiments (Fig. 10). The zonal mean responses in
SAT (Fig. 10a, b) and precipitation (Fig. 10c, d) induced
by dust DRF are shown relative to the control simulation
without dust DRF. The zonal mean responses in dust AOT
(Fig. 10e, f) obtained with a high dust lifetime in solution
L1 and a low dust lifetime in solution L2 are shown, re-
spectively, relative to the corresponding solutions L1 and
L2 without DRF (Fig. 6a, b). The DRF-induced mean SAT
changes are largest in high northern latitudes where zonal
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meansof SATarebelow thefreezingpoint and theice-albedo
and snow-albedo feedbacks are effective (Fig. 10a, b). The
zonal mean precipitation changes are relatively large in the
northern tropical rain belt 0–10◦ N and also in the latitude
band 50–60◦ N (Fig. 10c, d). The use of RI= 0.0060 leads
to substantial reduction of dust AOT in the northern latitudes
at LGM and present day (Fig. 10e, f) and explains the minor
responses in SAT (Fig. 10a, b) and precipitation (Fig. 10c, d).
The use of RI= 0.0015 leads to slightly lower dust AOT in
northern subtropical latitudes at LGM and present day, which
coincide with a cooler and dryer climate. However, at LGM
the dust AOT increases at high northern latitudes, which is
largely connected with dryer climate and reduced wet depo-
sition. The use of RI= 0.0005 produces a strong increase in
dust AOT at LGM in subtropical and mid-latitudes, which
is associated with a strong northward growing cooling and a
reduction in precipitation in low and mid-latitudes.
The zonal means in dust AOT, TOA radiative forcing and
induced SAT change for LGM and present day agree quali-
tatively with results presented in Mahowald et al. (2006b).
However, the simulation experiments conducted with the
medium absorption efﬁciency suggest that the SAT response
in northern latitudes can be about twice as strong as in the
simulations shown in Mahowald et al. (2006b) for LGM and
present-day conditions. The simulated SAT response shows
a polar ampliﬁcation as discussed in Lambert et al. (2013).
The results suggest that the ampliﬁed cooling in the northern
high latitudes is closely connected with the dust DRF. The
dust DRF is concentrated in the Northern Hemisphere and is
especially effective over Asia where the climate response is
ampliﬁed through the positive ice-albedo feedback.
5 Conclusions
Aeolian dust potentially plays an important role in under-
standing the Pleistocene ice ages, which is suggested by cor-
relations between climate and dust deposition records. The
present study presents transient simulations of glacial cycles
using the CLIMBER-2 model, which includes models for the
atmosphere, the ocean, the vegetation, the ice sheets and the
aeolian dust cycle. The focus is on how climate system prop-
erties could inﬂuence the distribution of aeolian dust, and
how changes in the radiative energy budget of the Earth in-
duced by dust aerosols could affect the glacial–interglacial
climate evolution. The interplay between large-scale climate
characteristics and micro-physical properties of dust aerosols
is described in an efﬁcient way for testing the possible im-
pact of the direct shortwave radiative forcing by aeolian dust
in long-term simulations.
The atmospheric distribution of dust and the absorption-
scattering efﬁciency of dust aerosols are identiﬁed as key ele-
ments controlling the dust SW DRF. Constraints for present-
day atmospheric dust lifetime, for past and present dust de-
position ﬂuxes and for the imaginary RI are available from
Fig. 10. Zonal means of response to dust SW DRF from six simulations experiments for SAT in K (a, b),
precipitation in mmd−1 (c, d) and dust AOT (e, f) for 21kyr (a, c, e) and 0ka (b, d, f). Note responses
of SAT and precipitation are relative to control simulation and responses of dust AOT are relative to
corresponding solutions L1 and L2 shown in Fig. 6a, b. Color shading and line width as in Fig. 5.
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Figure 10. Zonal means of response to dust SW DRF from six sim-
ulations experiments for SAT in K (a, b), precipitation in mmd−1
(c, d) and dust AOT (e, f) for 21kyr (a, c, e) and 0ka (b, d, f). Note
responses of SAT and precipitation are relative to control simulation
and responses of dust AOT are relative to corresponding solutions
L1 and L2 shown in Fig. 6a, b. Colour shading and line width as in
Fig. 5.
analyses of various data and simulations with general circu-
lationmodels.Theseconstraintsdeﬁneasetofsimulationex-
periments which account for high and low values in dust load
and RI. The resulting mean shortwave DRF by aeolian dust
spans a wide uncertainty range. For LGM climate at 21ka,
the dust DRF at TOA ranges from −0.92 to +0.04Wm−2
and for present day climate from −0.59 to −0.06Wm−2.
Yet, these values are in the range obtained from time slice
simulations with general circulation models (Claquin et al.,
2003; Takemura et al., 2009).
The dust DRF simulated with the different parameter set-
tings is applied for the ﬁrst time in different simulations to
study glacial cycles with the intermediate-complexity Earth
system model CLIMBER-2. The main conclusions from
these simulation experiments are as follows. First, the dust
DRF is highly localized with annual mean values of several
watts per square metre in the regions close to major dust
sources and negligible values elsewhere. Therefore, global
means of dust DRF should be used with caution for esti-
mating its global-scale impact on temperature. Second, the
dust DRF is a nonlinear function of insolation, dust load, sur-
face albedo, cloudiness and absorption-scattering efﬁciency
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leading to variable strength in dust DRF and even to an un-
certain sign in dust DRF. This is an explanation of the wide
uncertainty range of dust DRF. Third, the dust DRF induces
changes in temperature and precipitation ﬁelds. This climate
response is found strongly sensitive to dust distribution and
to absorption efﬁciency because the dust cycle is part of
a feedback loop. In simulations with high dust load and low
RIof0.0005,thedustDRFisnegativeandtheinducedglobal
SAT cooling is 2.3K at LGM and 1.1K at present day com-
pared to the control simulation without dust DRF. The cool-
ing and associated drying of the climate leads to an ampliﬁed
dust load and in turn to a stronger negative DRF followed by
a signiﬁcant increase in glacial ice sheets. Inversely, simula-
tions with a high RI of 0.0060 produce a weak or positive
dust DRF, and the mean SAT is about unchanged compared
to the control simulation. That small dust DRF leads to a re-
duced dust load and a further weakening of dust DRF, imply-
ing a negligible climate response. When the dust DRF is cal-
culated with a medium RI of 0.0015, a moderate additional
cooling is simulated and the simulated dust cycle character-
istics are similar to those of the control simulation.
Our simulations indicate that inclusion of the interactive
dust cycle into the Earth system model can be important for
simulations of glacial cycles. Even though the global dust
DRF is small compared to greenhouse gas forcing, it can al-
ter the climate and the global ice volume through feedback
mechanisms. Present results are based on the assumption that
the absorption and scattering effects of aeolian dust can be
described by effective optical parameters for dust mass ex-
tinction and refraction at visible wavelengths. This assump-
tion relies on present-day data analyses. It is unclear whether
the assumption holds also for different climate conditions.
Another caveat of the present dust cycle model is that the
transport and deposition schemes aggregate the natural range
of dust particles into a typical bin. This limitation is due
to a lack of adequate information on physical and chemi-
cal properties of dust particles emitted from different sources
and different climates. Likewise effects from longwave ra-
diative forcing and indirect effects from interactions between
aerosols and clouds are currently not considered.
The present work describes a new step toward a fully cou-
pled Earth system model. Further investigations are needed,
in particular, for dust of glaciogenic production and its inter-
action with the ice sheet evolution. This will contribute to a
consistent treatment of the dust deposition on snow and ice
ﬁelds and also to ongoing research on the interactions be-
tween the dust cycle and the global carbon cycle.
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Appendix A: Complex refractive index
The complex refractive index is an essential parameter in the
radiative transport equation of light through the atmosphere.
In the present study, the scattering and absorption of light by
atmospheric particles is described by the two-stream delta–
Eddington approximation as a function of the cosine of the
solar zenith angle, of the optical depth of aerosols and the
imaginary part of the aerosol refractive index (RI). The real
part of the refractive index of 1.5 is in reasonable agreement
with data (Otto et al., 2009). RI is zero if the scattering par-
ticles are non-absorbing. Values of RI are inferred by use of
theoretical spectral models, spectral measurements and par-
ticle property distributions. Dubovik et al. (2002) and refer-
ences therein give an overview of the methodology and about
RI values for dust aerosols. Recent measurements from the
Saharan Mineral Dust Experiment (SAMUM) over Morocco
give size-resolved values for RI between 0.0008 and 0.0060
at 0.55µm wavelength (Otto et al., 2009). Aircraft measure-
ments during the Saharan Dust Experiment (SHADE) sug-
gest RI= 0.0015 to be appropriate at 0.55µm wavelength
(Haywood et al., 2003). During the Dust and Biomass Burn-
ing Experiment (DABEX) over northern Africa a minimum
value of RI= 0.0004 is obtained from aircraft measurements
for dust aerosols at 0.55µm wavelength (Osborne et al.,
2008). The model studies by Takemura et al. (2005) and
Takemura et al. (2009) used RI= 0.0020 for soil dust. The
present study considers RI between 0.0005 and 0.0060.
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