In this work, we use a general nonlinear model predictive control (NMPC) technique for the twostage (primary and secondary refining) thermo-mechanical pulping (TMP) refining process. The NMPC strategy is based on empirical and first-principle models which describe dynamic behavior and interactions among process variables. The computational burden is one of main drawbacks of NMPC controllers when applied to real systems. In this work, we handle the computational burden of the resulting nonlinear programming (NLP) problem using the IPOPT (Interior Point OPTimizer) solver. This is further improved with the advanced step NMPC (asNMPC) controller concept, a sensitivity based approximation to the solution of the resulting NLP. The simulation study compares the performances of the ideal-NMPC and the asNMPC strategies. The asNMPC controller reduces the CPU time and performs well in the presence of disturbances.
INTRODUCTION
Model predictive control (MPC) is an advanced control technique, which calculates future control actions at each sample time, by solving a finite horizon optimization control problem. One of the main advantages of MPC is its ability to cope with hard constraints on control and state variables. Therefore, MPC has attracted considerable research effort and has been widely applied in process industries for lowlevel regulatory control under constraints [Morari and Lee (1999) , Mayne et al. (2000) ]. With the improvement of today's computational power, development of efficient nonlinear programming (NLP) solvers [Wächter and Biegler (2006) ], and tailored algorithms [Zavala and Biegler (2009a) ], there is growing tendency to use NMPC with detailed nonlinear dynamic models to control and optimize chemical processes [Huang et al. (2009) , Zavala and Biegler (2009b) ].
Wood-chip refiner control has been studied in literature and industry for a long time [Dumont andÅström (1988) ], and there have been a few attempts to control thermo-mechanical pulping (TMP) refining processes using MPC strategies. Ruscio [Ruscio (1997) , Ruscio (1993) ] demonstrated a linear MPC control technique for a TMP process. The objective of that work was to control the specific energy and consistency of the TMP process using the screw speed, dilution flow and plate This work was supported by the Michael Smith Foreign Study Supplements Scholarship, NSERC, the Centre for Advanced Process Decision-making (CAPD) at Carnegie Mellon University, and British Columbia Innovation Council.
gap. First, a subspace identification technique was presented. Then, a linear state-space model was identified with time series data to use for the MPC. Du et al. (1995) presented a generalized predictive control (GPC) algorithm based on a nonlinear Laguerre model to control the motor load and consistency of a TMP process. They demonstrated that the pad collapse can be avoided with the use of nonlinear Laguerre model. In addition, there are a few applications reported to control pulp quality and reject refining process using MPC [Euhus et al. (2003) , Kidd (2005) ]. Sidhu et al. (2004) applied MPC control strategy to an industrial two-stage: primary and secondary refining, TMP process. They presented a two-level control strategy in order to control the motor loads and consistencies, and improve pulp quality. The strategy was to first decouple the control variables according to their bandwidths, and then to formulate linear stabilizing and quality controllers, respectively. However, the separation was merely due to the placement of pulp quality sensor (after the latency tank), not due to the dynamics of the refiners.
In contrast to the above developments, we consider a general nonlinear model predictive (NMPC) framework for setpoint tracking in a two-stage TMP process with a nonlinear dynamic model of the refiners. The resulting NLP problem is solved using the IPOPT (Interior Point OPTimizer) solver. Here, we provide exact Hessian and Jacobian information to the IPOPT solver through the modeling platform AMPL so that the local convergence of Newtons method accelerates. The advanced step NMPC (asNMPC) control technique is also applied to the TMP process and compared with that of the ideal-NMPC controller in performances.
TWO-STAGE REFINING PROCESS MODELING
Modeling of TMP process is challenging due to complex conditions inside the pulp refiners. In this study, following models for the process variables are used to develop a discretetime nonlinear model for the TMP process.
Production rate
We use the following model for the production P (tonnes/day) as described in Du (1998) .
where k p (m 3 /rev) is the proportional constant, s c (%) is the chip solid content, d c (kg/m 3 ) is the chip bulk density, and R (rpm) is the chip-transfer screw speed, respectively.
Motor loads
The motor load can be described as a function of the production rate, plate gap, and dilution flow rate as in Du (1998) , Schwartz et al. (1996) . The model 1 which is used in this study is described by
where M i (MW ) is the motor load, D i (l/min) is the dilution water flow rate, G i (mm) is the gap, and km i , a i and b i are parameters of the refiner. The subscript index i = p, s represent the primary and secondary refiners, respectively.
Consistencies
The refining consistency is defined as the ratio of dry fiber flow rate to fiber and water flow rate. The refining consistency of each refining process can be derived using mass balance [Ruscio (1993) , Du (1998) ]. Then, outlet consistencies of the primary and secondary refiners can be expressed as:
where ke p and ke s are parameters for the primary and secondary refiners, respectively.
Pulp quality variables
In this work, we are interested in pulp quality variables such as Canadian standard freeness (CSF), long fiber content (LFC), and shive content (SC) after the secondary refining process.
We use the nonlinear model for the pulp quality variables, developed in Qian and Tessier (1995) in terms of the specific energy and the specific refining power. For simplicity, we express the relationship of the pulp quality variables and the 1 This model has been used in the case study of MPC Supervisory Control of a Two Stage Thermo-Mechanical Pulping Process, Model Predictive Control Toolbox DEMOS, MATLAB 7.8.0 (R2009a).
production rate, motor loads and consistencies as a general nonlinear implicit function, g;
We consider the production rate, primary motor load, primary consistency, secondary motor load and secondary consistency as discretized differential state variables while the pulp quality variables as algebraic state variables of the TMP process model. Manipulated variables are the chip-transfer screw speed, plate gap and dilution water flow rates of the both primary and secondary refiners. By introducing linear dynamics for discretized differential state variables and superimposing it with steady-state relationships (1) - (4), we can write a discrete-time nonlinear model for the TMP process at sample time k;
(5b) where z(k) ∈ ℜ n z , y(k) ∈ ℜ n y , and u(k) ∈ ℜ n u denote the vectors of discretized differential state, algebraic state, and manipulated variables of the TMP process model. A ∈ R n z ×n z is the dynamic matrix which can be simply formed with the time constants of each subprocesses. The nonlinear state function, h : ℜ n z +n u → ℜ n z , maps steady-state input variables to steady-state discretized differential state variables of the TMP refining model. Note that one could use time delay information to form state function h as h(z(k), u(k −d)) where d is a time delay vector in sample times, and in practice, one may have to perform closed-loop system identification experiments to identify the linear dynamics of the process. For simplicity, we consider following general form of state equation for (5a);
The following section describes the NMPC control strategy for setpoint tracking problem in the TMP process.
NMPC FOR TRACKING SETPOINT
The dynamic optimization problem is formulated for the NMPC at sampling time k, using current process state x(k) as initial conditions. We denote the following problem as P(k): min
where N is, for simplicity, the length of the horizon in sample times, without differentiating the control and prediction horizons. U = {u k|k , u k+1|k , . . . , u k+N−1|k } is the control policy over the horizon. In the above set-up, z k+ j|k and y k+ j|k denote the predicted vectors of discretized differential and algebraic state variables, with the information at sample time, k, of the process. x(k) is the current, measured or estimated, discretized differential state vector of the process. z min and z max , y min and y max , and u min and u max are the lower and upper bounds vectors of discretized differential and algebraic states, and manipulated variables of the TMP process, respectively. J is a general objective function of the state and manipulated inputs of the model for the NMPC formulation. For the setpoint tracking problem, J can be given by:
where ξ ∈ ℜ n ξ ⊂ ℜ n z +n y is a vector of controlled variables. In case of TMP process, we consider the discretized differential variables: the production rate, motor loads and consistencies of the both primary and secondary refiners as controlled variables, ξ ≡ z, while the algebraic state variables: CSF, LFC, SC are controlled within a desired range [Sidhu et al. (2004) ]. The diagonal matrices Q ξ and Q u are weights for the controlled and inputs variables, respectively. ξ s is the optimum setpoint vector, obtained normally solving a steadystate optimization, and u s is the corresponding reference input vector for the control and manipulated variables respectively. Once the optimum input sequence U * is found by solving the NMPC problem, only the first control move u * k|k is applied to the refining process. Then, the process evolves to new states x(k + 1), and again, a new NMPC problem is formulated and solved with new initial conditions z k+1|k+1 = x(k + 1). The resulting NLP should be solved within a sample time, in order to implement the NMPC controller. In this work, we use the IPOPT solver, an NLP solver based on interior-point strategy [Wächter and Biegler (2006) ]. The basic formulation of the IPOPT solver is described in the next Section, and more details can be found in Wächter and Biegler (2006) .
THE IPOPT SOLVER
The IPOPT solver uses a primal-dual interior-point algorithm to solve the general form of NLP problem as: min
(9c) where w ∈ ℜ n is a variable vector. f : ℜ n → ℜ and c : ℜ n → ℜ m , with m ≤ n, are the objective function and the equality constraints, which are assumed to be twice continuously differentiable. The resulting NLP problem P(k) described in Section 3 can be recast in the form of min
subject to : c(w, θ ) = 0 (10b) w ≥ 0 (10c) where θ is a parameter vector, and θ ≡ x(k). Note that here we have omitted the sample time dependence in the equations. The IPOPT computes a series of approximate solutions to a sequence of barrier problems:
subject to : c(w, θ ) = 0 (11b) with a decreasing sequence of the barrier parameters, δ → 0. The barrier terms, ln(w j ) where w j denotes the j th component of the vector w, are added to the objective function in order to handle the inequality constraints (10c). With a fixed value of δ , the IPOPT first computes an approximate solution to the barrier problem (11) by solving the Karush-Kuhn-Tucker (KKT) conditions:
(12c) where λ ∈ ℜ m and η ∈ ℜ n are Lagrange multipliers for the equality constraints and bound constraints, respectively. Here E = diag(w) and N = diag(η) are diagonal matrices, and e = [1, 1, · · · , 1] T is vector of ones. By decreasing the barrier parameter, a new barrier problem is then solved with the approximate solution of the previous problem. When δ = 0, the KKT conditions (12) are the same as for the NLP problem (10), and hence, the solution of the barrier problem converges to the solution of the original NLP problem. The IPOPT solves each barrier problem using Newton's method for nonlinear equations applied to the KKT conditions (12). Let's consider a Newton step at a fixed value of δ k , and at an iteration i, (w i (θ ), λ i (θ ), η i (θ )). Then, the search directions (∆w i , ∆λ i , ∆η i ) are obtained by solving the following system of linear equations. 
where the matrix
is the Jacobian of the constraint (10c). I and 0 denote identity and zero matrices with appropriate dimensions. Let's denote s * (k) = [w * (θ ) T , λ * (θ ) T η * (θ ) T ], the solution for the linear system when δ = 0 at a fixed parameter value θ . In the following simulation study, a setpoint tracking NMPC problem for the TMP process is formulated, and the closed-loop is simulated with the IPOPT solver.
Example 1
In this study, the closed-loop is simulated for the TMP process for the setpoint tracking with the NMPC. The simulation was set-up so that there was no process/model mismatch and disturbances. In the beginning of the simulation, the production rate, primary motor load and consistency, and secondary motor load and consistency are set to 208 tonnes/day, 10. The computational delay of NMPC optimization introduces feed-back delay in the closed-loop system, and it causes poor performance and deterioration of the stability of the system [Santos et al. (2001) , Chen et al. (2000) ]. The computational burden is one of main drawbacks of NMPC controllers in application to real-time process control systems. In recent years, researchers have developed solvers which are tailored for the NMPC. The solvers can exploit the special structure of the NMPC problem to improve computational performance. There are two features which give the NMPC problem the special structure. The sparsity of the problem and the availability of good initial solutions [Wright (1997) , Maciejowski (2002) ]. One way of exploiting the block structure is to consider the system equations (output or/and state) as equality constraints in the NLP so that the Hessian of the objective function and the Jacobian of the constraints can be made sparse. In the absence of disturbance and setpoint changes, a feasible solution can be found at a previous time sample as an initial solution to the current problem [Maciejowski (2002) , Camacho and Bordons (2004) ].
In this paper, we assume that states can be directly measured for the TMP process. However, in practice some states of the TMP process, for example outlet consistencies of the refiners, are not measured but need to be estimated. Incorporation of a state estimation technique to NMPC formulation would increase the computational burden of the overall problem. The following section describes advanced-step NMPC (asNMPC) controller concept [Zavala and Biegler (2009a) ] to reduce on-line computational time. The asNMPC technique uses a sensitivity based approach to the NLP problem (10) since the resulting NLP problem of the NMPC is parametric with initial conditions.
THE ADVANCED STEP NMPC
The asNMPC algorithm consists of two main steps: (1) solving a nominal NLP problem in advance and (2) updating the nominal solution with new state information. Suppose that at sample time k, we know the control action u(k). Then, we can predict the next state, z k+1|k , of the process through a forward simulation of the process model (7c) and solve the predicted nominal problem P(k + 1|k) with θ = θ 0 = z k+1|k . With this strategy, the control policy for k + 1 sample time, U * (k + 1|k), is readily available when time reaches k + 1, provided that the predicted nominal problem P(k + 1|k) can be solved within a sample time. In the presence of disturbances, there is mismatch between the predicted state z k+1|k and actual state x(k + 1). The asNMPC algorithm then updates the nominal solution
The above equation is closely related to (13) where K * (θ 0 ) is the KKT matrix evaluated at θ 0 and s * (k + 1|k). The vector ϕ(s * (k + 1|k), θ ) has the same form as in (13) but is evaluated at s * (k + 1|k) and θ = x(k + 1). With the assumption that the active-set at nominal solution is the same as for the perturbed system, we have readily available the factorization of the KKT matrix. As a result, we can compute a fast approximate solution to the problem with a single backsolve. The above description is only a basic description of the method. The detailed discussion about the optimality, stability and robustness of the asNMPC formulation can be found in Zavala and Biegler (2009a), Zavala (2008) . In the following Section, the closed-loop simulation was performed to demonstrate the performance of the asNMPC controller along with the ideal-NMPC controller for the setpoint tracking problem of the TMP process.
Example 2
The ideal-NMPC and asNMPC have identical performance under nominal conditions. Therefore, in this simulation study, we have considered the presence of random disturbances on the state variables of the TMP process to illustrate the performance of asNMPC controller. The difference between the solution of ideal-NMPC and its approximation through the asNMPC is due to second order effects of model-process mismatch and disturbances [Zavala and Biegler (2009a) ], which in turn leads to a prediction error of the states of the process. As in the first simulation study, the asNMPC and ideal-NMPC controllers are given new setpoint targets, along with the corresponding reference manipulated inputs vector, at time 50s, and at 100s, the targets are set back to their original values. The tuning parameters, N, Q ξ , and Q u , are the same as in the first example. The IPOPT solver took 0.02 s to solve the NLP problem in the ideal-NMPC while the on-line computational time of the asNMPC was 0.004s to find the approximate solution. The simulation results are shown in Fig. 1 and Fig. 2 . Similar to the ideal-NMPC controller, the asNMPC controller was able to track the setpoints in the presence of disturbances, in this closed-loop simulation.
CONCLUSION AND FUTURE WORK
In this paper, we presented a NMPC strategy for the setpoint tracking in the two-stage TMP process. The burden of the computational delay for NMPC was handled by using the asNMPC concept with the IPOPT solver. The performances were the same as the system with ideal-NMPC strategy, and it reduced a significant CPU time so that the controller can be applied to a real TMP process. We assumed that the state variables are measured in the NMPC formulation. In practice, some state variables of the TMP process are not measured but need to be estimated. For instance, the outlet consistencies of the both refiners are not measured in the blow-line but after the latency tank. Moreover, these output measurements are available with a significant delay due to sensor capability. Therefore, we need to integrate an estimation technique for the delay output system though it would increase complexity of the problem and require more computational power. Incorporation of such a estimation technique with NMPC for the TMP process is our future research interest.
