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Abstract
Modeling dynamic systems requires to account for uncertainties arising from noises
impacting the measures and/or ! the dynamics, from lack of knowledge about distur-
bances, and also from uncertainties on parameter values (tolerance specifications, wear
processes). Some of these uncertainties, like measurement noises, can be properly model-
led in statistical terms but others are better characterized by bounds, without any additio-
nal feature.
In this thesis, motivated by the above considerations, we consider the problem of inte-
grating both statistical ans bounded uncertainties for discrete time linear systems.
Building on the Interval Kalman Filter (IKF) developed by [Chen 1997], we propose
significant improvements based on recent techniques of constraint propagation and set
inversion which, unlike the IKF algorithm, allow us to obtain guaranteed results while
controlling the pessimism of interval analysis. The improved filter is named iIKF. The
iIKF filter has the same recursive structure as the classical Kalman filter and delivers an
enclosure of all the possible optimal estimates and the covariance matrices. The previous
IKF algorithm avoids the interval matrix inversion problem and consequently looses pos-
sible solutions. For the iIKF, we propose an original guaranteed method for the interval
matrix inversion problem that couples the SIVIA (Set Inversion via Interval Analysis) al-
gorithm and a set of constraint propagation problems. In addition, several mechanisms
based on constraint propagation are implemented to limit the overestimation effect of in-
terval propagation within the filter recursive structure.
A fault detection algorithm based on the iIKF is proposed. It implements a semi-closed
loop strategy which stops feeding the filter with observation corrupted by the fault as soon
as it is detected. Through various examples, the advantages of the iIKF filter are presented
and the effectiveness of the of the fault detection algorithm is demonstrated.

Resumé
La modélisation des systèmes dynamiques requiert la prise en compte d’incertitudes
liées à l’existence inévitable de bruits (bruits de mesure, bruits sur la dynamique), à la
méconnaissance de certains phénomènes perturbateurs mais également aux incertitudes
sur la valeur des paramètres (spécification de tolérances, phénomène de vieillissement).
Alors que certaines de ces incertitudes se prêtent bien à une modélisation de type statis-
tique comme par exemple ! les bruits de mesure, d’autres se caractérisent mieux pa ! r des
bornes, sans autre attribut.
Dans ce travail de thèse, motivés par les observations ci-dessus, nous traitons le pro-
blème de l’intégration d’incertitudes statistiques et à erreurs bornées pour les systèmes
linéaires à temps discret.
Partant du filtre de Kalman Intervalle (noté IKF) développé dans [Chen 1997], nous
proposons des améliorations significatives basées sur des techniques récentes de propa-
gation de contraintes et d’inversion ensembliste qui, contrairement aux mécanismes mis
en jeu par l’IKF, permettent d’obtenir un résultat garanti tout en contrôlant le pessimisme
de l’analyse par intervalles. Cet algorithme est noté iIKF. Le filtre iIKF a la même structure
récursive que le filtre de Kalman classique et délivre un encadrement de tous les estimés
optimaux et des matrices de covariance possibles. L’algorithme IKF précédent évite quant
à lui le problème de l’inversion des matrices intervalles, ce qui lui vaut de perdre des so-
lutions possibles. Pour l’iIKF, nous proposons une méthode originale garantie pour l’in-
version des matrices intervalle qui couple l’algorithme SIVIA (Set Inversion via Interval
Analysis) et un ensemble de problèmes de propagation de contraintes. Par ailleurs, plu-
sieurs mécanismes basés sur la propagation de contraintes sont également mis en œuvre
pour limiter l’effet de surestimation due à la propagation d’intervalles dans la structure
récursive du filtre.
Un algorithme de détection de défauts basé sur iIKF est proposé en mettant en œuvre
une stratégie de boucle semi-fermée qui permet de ne pas réalimenter le filtre avec des me-
sures corrompues par le défaut dès que celui-ci est détecté. A travers différents exemples,
les avantages du filtre iIKF sont exposés et l’efficacité de l’algorithme de détection de dé-
fauts est démontré.

" Sic infit... "
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Introduction
Set-membership (SM) methods have been the focus of a growing interest and they
have been applied to many tasks ([Gelso 2008, Jaulin 2001a, Kieffer 1999]). The litterature
on this topic shows interesting progress in the last years. SM estimation can be based
on interval analysis that was introduced by [Moore 1966] and several algorithms have
been proposed (for more details, see [Jaulin 2001d, Ribot 2007, Kieffer 1999]). Other ap-
proaches dedicated to linear models include ellipsoid shaped methods ([Milanese 2004,
Lesecq 2003]), parallelotope and zonotope based methods [Ingimundarson 2009].
One of the main advantages of the SM estimation approach is that it provides a guar-
anteed solution in contrast to stochastic estimation approaches. However, it does not give
any precision about the belief degree.
On the other hand, the SM approach is often criticized for the overestimation of the
results. However, one should note that in a similar way, the stochastic approach may
estimate system states with a wide confidence range, which may turn as difficult the in-
terpretation of the results.
As a matter of fact, both techniques have specific advantages and they can interact
synergically. A stochastic method can provide means for analyzing the properties of an
SM estimator, and conversely an SM technique can provide the initial entry to a system
without assuming distribution law in advance. They are hence more complementary than
competitive.
Most importantly, in an estimation framework, the experimental conditions about
noise and disturbances are usually properly modeled through appropriate assumptions
about probability distributions. However, other sources of uncertainty are not well-suited
to the stochastic approach and are better modeled as bounded uncertainty. This is the case
of parameter uncertainties that generally arise from design tolerances and from aging. In
such cases, combining stochastic and bounded uncertainties may be an appropriate solu-
tion.
Motivated by the above observations, we consider the filtering problem for discrete
time linear models with bounded uncertainties on parameters and Gaussian measure-
ment noise. In [Chen 1997], the classical Kalman filter [Kalman 1960] has been extended
to interval linear models. We consider this work and propose several operations that im-
prove the algorithm. In particular, the approach proposed in [Chen 1997] does not provide
guaranteed results because it avoids especially interval matrix inversion by using opera-
tions described below. Our contribution consists in proposing an alternative approach to
solve the interval matrix inversion problem without loss of solutions while controlling the
inherent pessimism of interval calculus. Several technical operations are proposed to limit
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the overestimation effects due to interval propagation within the interval Kalman filter re-
cursive structure. In particular the gain of the filter is obtained by a calculus based on the
set inversion algorithm SIVIA (Set Inversion via Interval analysis) [Jaulin 2001d] which is
combined with constraint propagation techniques.
The main contributions of the thesis consist of the following points:
• an alternative approach to solve the interval matrix inversion problem without loss
of solution while controlling the inherent pessimism of interval calculus;
• a set-membership state estimation approach for linear systems based on the Kalman
filter, which copes with parameter bounded uncertainty and statistical noise;
• a combination of techniques has been implemented to limit the overestimation ef-
fects propagating within the interval Kalman filter (IKF) recursive structure;
• a new way to evaluate the filter gain based on the set inversion algorithm SIVIA;
the results have shown that the improved interval Kalman filter includes a family of
optimal estimates derived from bounded error and the result is better than existing
approaches;
• an adaptive threshold which defines the healthy model of the system is established
by combining the set-membership analysis and statistical behaviour of the noise
based on the improved Interval Kalman filter; it is shown that this method is very
useful for detecting additive sensor faults on measurements.
The work is organized as follows: Chapter 2 presents appropriate tools including the
interval analysis and related works for set-membership approach, an important improve-
ment on interval matrix inverse is proposed; Chapter 3 explains the basic definition of
uncertain stochastic system, and our state estimation approach based on the existing In-
terval Kalman Filter; the next Chapter uses the improved IKF to generate an adaptive
threshold for fault detection. Case studies are proposed in order to explain the implemen-
tation of the proposed algorithm, from academical examples to the aerospace application
simulation.
Chapter I
State of the art
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1.1 Introduction
Any system has input(s), output(s), and a given system structure serving designed
functions. Generally, we can easily access the system input and output, hence their values
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are known; however on the other hand, the system states are not always accessible or
known in advance, or they are just partially known. Moreover, the parameters could vary
during the running process according to the circumstance’s change, such as temperature
or altitude change. These derivations make it difficult to obtain the real value of system
parameters or states.
Meanwhile, the system state is important to many tasks. For instance, state feedback
can be used in a control loop in order to stabilize the system or tweak the system be-
haviour (speed, accuracy). It can also contribute to supervising the system, in tasks like
fault detection or system prognosis. Generally saying, the more informations the con-
troller or supervisor has about the system state, the better (more accurate, faster...) the
controller/supervisor can react.
In many practical cases, the system physical states are not easy to obtain by direct
observation, due to the structure complexity, or the limitation of sensors. Take an Iner-
tial Navigation System (INS) for example. The initial position of the system is known in
advance, the system attitude and velocity are measurable, but the actual geographical po-
sition of the system cannot be measured directly by the INS itself. In order to get the exact
position of the system at any given time, exterior observation is needed. It is possible to
use a Global Navigation System (like GPS, GLONASS or COMPASS) receiver to obtain the
precise position, which is called "hardware" observer. However, the extra hardware adds
up the cost, weight, energy resource consumption and complexity of wiring or structural
design. For some applications, these extra demands are hard to satisfy.
It is then interesting to reconstruct the system state from available information using
only "software" methods. This technique is called "software sensor", or state estimation. It
is designed to provide the internal state of the real system, by using the measurements of
the physical input and output, along with the knowledge of an abstracted mathematical
model which represents the physical system.
The idea of state observer was firstly introduced by Kalman on linear systems in the
stochastic context [Kalman 1960], but early work [Jeffreys 1946] can be tracked back to
the 40’s. Since then, many new approaches have been developed and implemented, for
linear systems as well as non-linear systems. Important aspects of the estimation theories
include the robustness, efficiency and flexibility of the estimators.
Our work focuses on state estimation, when the system is affected by both uncertain-
ties and noises. It is obvious that such a context represents a big challenge for establishing
a suitable state observer, which is desired to provide the correct range under types of un-
certainties existing in the system structure and sensors. A state estimation well adapted to
multi-type uncertainties can be used in system supervision, especially for fault detection.
Conventional approaches indeed suffer from the inability of the system model to properly
consider uncertainties.
In this chapter the basic concept about state estimation theory is presented. Different
approaches of estimation are introduced in section 1.3, from linear system to non-linear
systems. Different types of uncertainty models are presented in section 1.2. In Section
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1.4 the set-membership state estimation problem is formalized and its essential elements
are described. Various approaches are reviewed both for linear systems and non-linear
systems. In Section 1.5 the application of state estimation to fault detection is presented.
The last Section 1.6 introduced the objective of this work and our main contribution.
1.2 Modelling and uncertainties
Modelling, in the general sense, aims to provide a mathematical representation with
suitable algebraic characteristics. All models are simplified reflections of reality. The
model structure should describe the system behaviour of interest.
Building models is fundamental to any research. There exists no complete and perfect
representation of reality, the objective of modeling is to find the best model for a given
task, and construct a formal system whose theoretical properties are not contrary to the
behaviours found in reality. Keep in mind that no model can represent the real system. There
are several basic categories of mathematical models, such as linear or non-linear system
models, static or dynamic models, discrete or continuous time models, and deterministic
or stochastic model. The choice is made based on the knowledge of the analysed real
process and controller/supervisor’s objective, and most importantly, according to how
much a priori information is available. Usually it is preferable to use as much a priori
information as possible to make the model more accurate.
Since a model only refers to some aspects of the studied phenomenon in question,
different models of the same phenomenon may be essentially different, due to different
requirements of the model’s and users, or to conceptual differences among the modellers.
For example, the continuous time systems have both temporal and frequency representa-
tions, they represent both the model from the continuous system behaviour point of view,
but in different applications they have different advantages or disadvantages.
The system modeling, especially for confirming system parameters or approximating
a non deterministic variable, is done by extracting information from empirical data. This
information is called subjective information. This kind of information is modelled by
experimental experience, or expert knowledge. For instance, the Bayesian statistics spec-
ifies a prior probability distribution which can be subjective and updates the information
based on new empirical data. A model should be evaluated according to wheater it fits
empirical data, wheater it is appropriate and consistent with the prior assumptions.
One of the key points of this work is how to model the uncertainties in a dynamic
system. The stochastic framework is one way to represent uncertainties which have a priori
statistical characteristics. But there are also uncertainties which do not necessarily have an
explicit distribution laws or simply the law is not known. A proper model of uncertainty
representation for non statistical uncertainty is needed. In next section, we present the
origins of uncertainties and compare several forms of uncertainty approximation that we
may use in our work.
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1.2.1 Origins of uncertainties
It is important to notice that uncertainty in the system is considered and analysed sep-
arately from other "model deviations", such as faults, though there are certain similarities
among them. They are all deviations from the nominal system configuration, nominal
specification or nominal performance, but contrary to faults, uncertainties are acceptable
deviations within the tolerances of the process. A complete presentation on uncertainty
and imprecision for the systems can be found in [Bloch 1996].
Where do the uncertainties come from? Take an electronic system for example: a typ-
ical tension-resistance-current mechanism. The system can be modelled by V = IR. The
ideal value of the resistance is R0 which we consider as the nominal value. The voltage at
the resistance bounds is V and the current getting through the resistance is I. According
to the Ohm law, V and I are proportional.
Figure 1.1: Ohm law system
The tension-resistance-current relation is valid with several assumptions. Firstly, the
measurement instruments are assumed to be perfect as the value of I and V are measured
without any errors or noises, noted by Im and Vm. Secondly, the model V = R0 I is deter-
ministic when the current Im corresponds to the perfectly measured tension Vm with fixed
resistance R0.
However in practice, it is nearly impossible to have a strictly ideal component. The
manufacturer always gives a resistance value with certain precision σwhere σ = 5%, 10%....
it shows the value of R is knowingly included in an interval [(1− σ)R0, (1+ σ)R0].
Secondly the true value of the resistance is also affected by the environment. For in-
stance the temperature changes may change the resistivity. It is generally difficult to know
precisely the changing coefficient. In conclusion, the value R of the resistance also refers
to a bounded precision and deviates from its nominal value R0 because of various pertur-
bations.
This is why an uncertain model is introduced in place of a deterministe model V = R0 I
to properly interpret the set of possible real values. Not only the resistance is a compo-
nent with uncertainty, but the current I and the tension V are also measured with limited
precision. This is in addition to the probabilistic noise at the sensors. A simple uncertain
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model of measured current Im can be written as:
Im = (1+ ∆)I + θ,
in which the parameter ∆ represents the relative imprecision of current sensors because of
the non-linearity due to the saturation, and the parameter θ represents a random noise.
This example shows that the model for a given system is not unique, different ap-
proximations can be made according to different modellings. It is important to involve
uncertainties in the system model so that we do not lose solutions. There exists two ma-
jor categories of model uncertainties: structural uncertainty and parametric uncertainty.
Different mathematical models can be used to approximate different types of uncertainty.
1.2.2 Uncertainty modeling
Two main approaches are used to approximate uncertainties: the stochastic approach
and the Set-membership approach.
Stochastic The stochastic approach consists in approximating a random vector X of Rn
by a density function or distribution law f , a vectorial function which verifies the follow-
ing property:
f : Rn → R |
∫
Rn
f (x)dx = 1.
The stochastic model gives two types of information. On one side it provides the sup-
port of the uncertain variable, which is all possible values for this variable; on the other
hand, it also generates the value distribution on this support. Classically, the uncertainty
is represented in this form as an additive term to approximate the noises. Most distribu-
tion laws have unbounded support, such as gaussian distribution for example.
The stochastic approach has its limit when the distribution law is difficult to know.
One of the major criticisms of this approach is that the requisite distributions are of-
ten not available. To solve the problem, one can use more empirical data to "train" the
model, if the statistical characteristics exist among the data [Ferson 2002]. However, it
is not always possible to find a proper distribution information for describing the uncer-
tainty’s behaviour, or to have enough data and time to obtain a precise stochastic model.
There are also cases where the statistical information is partially known, or the known
distribution is not precise. Abundant researches can be found in this domain varyingly
naming "imprecise probability" or "credal sets" or "p-boxes". In these approaches the distri-
bution parameters are represented by set values, such as an interval variance or set mean
value [Wang 2008a, Walley 1991, Hall 2004, Kreinovich 2004, Utkin 2009, Cuzzolin 2010,
Alvarez 2009, Cozman 1997, Abellán 2005], a unified theory of these approaches can be
found in [Walley 2000]. Their applications on estimation cover also very large area (
[Kai 2010, Klumpp 2009, Batarseh 2008, Yager 1999, Noack 2009, Hable 2010, Rico 2010,
Noack 2008]).
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Another complex scenario is when multi sensors are used to estimate the same state,
each sensor has its own distribution information, the fusion of multi sensors’ measure-
ment generates the problem of confidence degree on the estimation result [Zhu 2006,
Shi 2007, Kosanam 2004].
The above approaches are still based on statistical assumptions. The approximation is
based on the statistical distribution. In some other cases where the statistical distribution
does not exists, set-membership approach is an alternative.
Set-membership The set-membership approach approximates the uncertainty by giv-
ing a set of values with equal "weight". In the set they are all "possible" candidate values.
This approach is poorer on providing information compared to stochastic approaches, as
it only retains the information on the boundaries of the variable support, and not much
about the distribution between the boundaries. However, modeling with bounded vari-
ables is often a direct translation of the available knowledge. When no distribution is
known, the set-membership approach is more appropriate than the stochastic approach.
Moreover, when system becomes more and more complex, the stochastic framework is
difficult to tweak and implement, but recent development make the set-membership ap-
proach applicable in these cases.
There are different bounded error approximations, for instance, without being ex-
haustive, one may use different geometrical regions involving an appropriate machin-
ery such as the ellipsoids [Calafiore 2004, Poignet 2003b], the parallelotopes [Hero 1997], the
polytopes [Ziegler 1995] , the zonotopes (a particular polytope) [Bourgain 1989] or the ortho-
topes [Milanese 1982], one can also use a simple interval approximation. The combination
of different geometrical regions is also possible [Kreinovich 2009].
The boundary determination which interprets the parametric uncertainty of the model
is called the characterization step. This step determines the set of acceptable values of the
parameters with which the model can better explain the data, under the chosen criterion
and the available observations [Milanese 1991]. Depending on the strategy and the given
model, the domain can be obtained precisely or approximated with adequate methods.
The paving method can be used to get an approximation of the domain for any kind of
complexity. In [Adrot 2002b], the authors concentrate on analyzing the bounded variables
in a linear model in order to find the influence of the uncertainty on parameters. The
paving method is used to determine the interval of the uncertainty under the criterion of
model precision.
Our work is based on interval analysis [Moore 1966]. With this approximation, an
uncertain model defines not only one behavior reference but a set of possible or acceptable
behaviors for the system, at the same time the form of uncertainty zone is convex and
simple enough so that the result can be easily used.
Proper modeling of uncertainty is the foundation of further works, such as actuator
control [Canale 2009], system lifetime prediction [Maksarov 1998], and of causes state es-
timation. In the next section, as a preliminary part, we introduce the basic principle of
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state estimation following by several approaches for linear and non-linear systems.
1.3 State estimation
Consider a system model described as:{
x˙ = f (x, e, θ, u),
y = g(x, ε, γ, u).
(1.1)
where y represents the output vector of the system, u the input vector, x the state variables
which are not entirely measurable, θ and γ the system parameters, e and ε the modeling er-
rors and/or noise terms affecting the process. θ and γ are considered as constant whereas
the other variables are function of time t, f and g are non-linear functions. The objective
of estimation is to get desired states from measurements of y, u by a suitable procedure
without using additional physical sensors which can be expensive.
A typical state observer structure can be presented as following, as x is assigned the
system state, we use xˆ to represent the state estimation generated from the observer.
System
Observer
U X
Sensors
Y
Figure 1.2: State observer structure
It is shown in the figure 1.2 that the state estimation acts as the soft sensor of the system
dynamics by using the available input and output values, aiming to correct the difference
between the reality and the model. The estimation problem can be transformed into an
equivalent optimization problem, by maximizing or minimizing certain cost function or
condition. The estimate can approximate the real state as executing time increases in real-
time applications or as the empirical data becomes more about in off-line reconstruction.
That is to say that an estimator can "learn" how to approach the real state.
The state estimation problem can be solved better when the number of measurements
increases, but the size of the optimization process increases at the same time in some
methods. To limit the memory space and computational time, one may use a sliding hori-
zon approximation to give a bounded size of optimization with approximate estimator to
speed up the algorithm [Drakunov 2010, Alessandri 2000, Puig 2003] especially for non-
linear system. In a way, there is a choice between accuracy and speediness.
For conventional cases which are not in the set-membership context, there are different
observer methods covering from linear systems to non-linear systems. In the following
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section we present several classical approaches for each system type. They are the foun-
dation of further work in the set-membership context. As there may exist noises in the
system structure and sensors, the estimator consists in extracting useful information from
the noise pollution, the estimator is also called "filter". The methods proposed in the next
sections can be used to estimate the state with or without noises and uncertainties.
1.3.1 Linear model case
Firstly the general theory of observer is proposed by Luenberger for a deterministic
linear system without stochastic modeling on noises, it is not suited to all systems accord-
ing to [Luenberger 1964, Luenberger 1971]. Observers are usually developed based on the
modeling of linear system with Gaussian noises, which can be given by the form:{
xk+1 = Axk + Buk + wk,
yk = Cxk + Duk + vk, k = 0, 1, 2, ...
(1.2)
where xk, yk and uk are defined in Equations (1.1), xk ∈ Rn, yk ∈ Rm, uk ∈ Rp. If the
system is observable, the output of the system yk can be used to derive the state estimate.
The matrices A ∈ Rn×n, B ∈ Rn×p, C ∈ Rm×n and D ∈ Rm×p are constant matrices;
A, B ⊂ θ, C, D ⊂ γ are parameter sets referring to the Equation (1.1); {wk} and {vk} are
independent Gaussian white noise sequences, with respective covariance matrices Q and
R. Q and R are definite positive by definition:
E{wk, wl} = Qδkl , E{vk, vl} = Rδkl ,
E{wk, vl} = E{wk, x0} = E{vk, x0} = 0,
∀k, l = 0, 1, 2, ...
where δkl is the Kronecker symbol.
As the state observer is generally computer-implemented, the discrete-time represen-
tation has more advantage for actual implementation and simulation. The process and
equations are similar for the continuous-time case.
1.3.1.1 Kalman filter
One of the well-known filters for linear discrete system is the Kalman filter, formally
introduced in [Kalman 1960]. It provides state and noise variance estimate of the lin-
ear dynamic system from a series of noisy measurements. The main assumption of the
Kalman filter is that the underlying system is a linear dynamical system and that all er-
ror terms and measurements have a Gaussian distribution (often a multivariate Gaussian
distribution).
There are several ways to deduce Kalman equations: one can use mathematical curve-
fitting function of data points from a least-squares approximation [Welch 2001]; one can
1.3. State estimation 13
also use more probabilistic methods such as the Likelihood function to maximize the con-
ditional probability of state estimate from measurement incomes [Masreliez 1977]. The
latter shows the connexion between the Kalman filter and the recursive Bayesian estima-
tion. The Kalman filter is a recursive estimator, meaning that only the estimated state from
the previous time step and the current measurement are needed to compute the estimate
of the current state.
Te following notations are used:
• xˆk+1|k ∈ Rn the a priori state estimate vector at time k+ 1 given state estimate at time
k,
• xˆk|k ∈ Rn the a posteriori state estimate vector at time k given observations at time k,
• Pk+1|k ∈ Rn×n the a priori error covariance matrix,
• Pk|k ∈ Rn×n the a posteriori error covariance matrix.
P| is an essential indicator that defines the estimated accuracy of the state estimate. It
is defined as:
Pk|k = E
(
(xk − xˆk|k)(xk − xˆk|k)T
)
, (1.3)
Pk+1|k = E
(
(xk+1 − xˆk+1|k)(xk+1 − xˆk+1|k)T
)
. (1.4)
It is known that the Kalman filter algorithm contains two steps for each iteration: a
prediction phase and a correction phase, and the whole recursive algorithm begins with
an initialization phase. The algorithm is presented as following:
Initialisation:
xˆ0|0 = E(x0),
P0|0 = Cov{x0}.
prediction:
xˆk+1|k = Axˆk|k + Buk,
Pˆk+1|k = APˆk|k AT + Q,
k = 0, 1, 2, ...
correction:
Kk+1 = Pˆk+1|kCT(CPˆk+1|kCT + R)−1,
Pˆk+1|k+1 = (In − Kk+1C)Pˆk+1|k,
xˆk+1|k+1 = xˆk+1|k + Kk+1(yk+1 − Duk+1 − Cxˆk+1|k),
k = 0, 1, 2, ...
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A necessary condition for the Kalman Filter to work correctly is that the system for
which the states are to be estimated, is observable. Therefore, you should check for observ-
ability before applying the Kalman Filter. Usually it is necessary to fine-tune the Kalman
Filter when it is connected to the real system. The process noise auto-covariance Q and/or
the measurement noise auto-covariance R are commonly used for the tuning.
An important advantage of Kalman filter is that it does not need to memorize the
measurements history and it gives a better result to state estimation because it is easier
and more intuitive to tune the filter in terms of process and measurement noise vari-
ances; its discrete time version can be easily implemented in system simulation or pro-
cess reconstruction by using only MATLAB, both for academical or practical purpose
[Grewal 2001]. It advances other approaches in real time application [Chui 1987] so that
it becomes nearly a synonym of the linear state estimation.It has lots of variations and
has been implemented in many applications, such as automatic control [Lou 2003], track-
ing and navigation [Hoehmann 2007], signal processing [Macalak 2010], finance analysis
[Wells 1995], even in computer language [Laaraiedh 2009]. Extensions and generaliza-
tions to the method have also been developed, such as the Extended Kalman filter and the
Unscented Kalman filter which work on non-linear systems; details can be found in the
next section on non-linear system.
The Kalman filter also belongs to a larger catalogue naming "minimum variance filters"
or "H2 estimator". Similar filters such as Wiener filter require an exact model of signal
generating process and full information about a statistical nature of noise sources.
1.3.1.2 Recursive least squares filter
Another frequently used prediction-correction based filter-estimator for linear system
is called the Recursive least squares filter (RLS) [Zhu 1999]. Similar to the Kalman gain
coefficient in the Kalman filter which can minimize the error covariance, this method also
uses a filter coefficient that can minimize a weighted linear least squares cost function re-
lated to input signal. However in this algorithm, the input measurement is considered
determinant. The idea behind RLS filter is to minimize a cost function by appropriately
selecting the filter coefficients updating the filter as new data arrives. The algorithm struc-
ture is as following:
Initialization:
xˆ0 = x0, P0 = αI, λ. (1.5)
Recursion:
Lk+1 = Pk ATCT(λIn + CAPk ATCT)−1
xˆk+1 = A[xˆk + Lk+1(yk+1 − CAxˆk − Buk)]
Pk+1 = λ−1(In − Lk+1CI A)Pk AT ,
k = 1, 2, ...
(1.6)
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where α > 0 is the parameter defined by the user, and λ is the forget factor, 0 < λ 6 1. By
tweaking the forget factor, the estimator has a choice between depending more on current
income measurement or more on historical estimates.
The RLS filter is useful when noise covariances are difficult to obtain, in which case the
Kalman filter is less efficient.
1.3.1.3 The observers
Many sophisticated analytical procedures for control design are based on the assump-
tion that the full state vector is available for measurement. In many systems of practical
importance, however, the entire state vector is not available for measurement. The ap-
proach that constructs an approximation to the full state vector on the basis of available
measurements is called observer. Any of the earlier static control procedures can then be
implemented using this approximate state in place of the actual state. It is shown that the
state (or an approximation to it) can be conveniently computed by a device known as an
observer [Luenberger 1971].
A more general situation can be expected, in which a fully-observable, linear, time-
invariant system has state xk of dimension n, input uk, and output yk of dimension p with
state and output equations as Equation (1.2).
The output yk gives us information about the state of the system, even if somewhat in-
directly. In particular, the exact copy of state equation can be augmented by incorporating
a term depending on the difference between the observed output and the expected one.
We obtain, for some n× p matrix L, the following structure:
xˆk+1 = Axˆk + L(yk − yˆk) + Buk, (1.7)
It is clear that unless p = n, the observer gain matrix L is needed in order to obtain a
term of the correct dimension. The choice of the observer gain matrix can also affect the
dynamic behavior of the state estimate and thus the state error.
Some observers have slightly more complicated structure in that it has two input vec-
tors, uk and yk, but a better dynamic response can be expected. This is called Luenberger
observer, and many extensions and variations ([Bourij 1999, Chaves 2002, Fairman 1977,
Hou 1992, Nandam 1990, Orlowska-Kowalska 1989, Price 1982, Xu 2005, Zeitz 1987]) have
been developed based upon it.
1.3.1.4 Other linear methods
Other filters than Kalman filters and the RLS filter exist: there are also the least mean
squares filter (LMS) and its variations. In the LMS filter, the filter weights are updated
in order to converge to the optimum filter weight, It differs from the RLS filter; the input
signals are considered stochastic, and the chosen cost function is the mean square error.
As a matter of fact, unlike under the non-linear context, for linear dynamic system, the
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Kalman filter is nearly the standard solution. In our work, we suppose that the noise
characteristic is known, so that the Kalman filter is more suitable than other methods.
1.3.2 Non-linear model case
In the linear case, if the system is observable, we can find one state which is the optimal
estimate, elsewhere there are infinitely many states are optimal estimates; if the system is
non-linear, it is possible to have finitely many states which are locally optimal estimates,
which adds the difficulty on the estimation.
The modelling of non-linear system with Gaussian noises can be given by the follow-
ing equations: {
xk+1 = f (xk, uk, θ) + wk,
yk = h(xk, uk, γ) + vk, k = 0, 1, 2, ...
(1.8)
where xk,yk and uk are defined in Equations (1.2), f and h are non-linear functions, θ and
γ are defined in Equations (1.1).
To solve the estimation problem for a non-linear system, it is possible to transform it
into a traditional linear system problem using linearizion of the original equations; one
can also use probabilistic approach to approximate the system evolution.
1.3.2.1 Extended Kalman filter
The first filter for non-linear system using linearizion is the extension of classical Kalman
filter (EKF). In fact, it is considered as the standard non-linear state estimation for well de-
fined models [Julier 2004].
The EKF uses multivariate Taylor Series expansions in order to linearise the working
point. The system equations are assumed to be differentiable functions. A Jacobian matrix
of partial derivative is needed to calculate the covariance prediction and estimation. At
each iteration the Jacobian matrix is evaluated with present predicted states.
The algorithm is presented as following:
Initialisation:
xˆ0|0 = E(x0),
P0|0 = Cov{x0}.
prediction:
xˆk+1|k = f (xˆk|k, θ, uk),
Pˆk+1|k = Fk−1Pˆk|kFTk−1 + Qk−1,
k = 1, 2, ...
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correction:
Kk+1 = Pˆk+1|kHTk (HkPˆk+1|kH
T
k + Rk)
−1,
Pˆk+1|k+1 = (In − Kk+1Hk)Pˆk+1|k,
xˆk+1|k+1 = xˆk+1|k + Kk+1(yk+1 − g(xˆk+1|k, uk+1)),
k = 1, 2, ...
state transition and observation matrices:
Fk−1 =
∂ f
∂x
∣∣∣∣
xˆk−1|k−1,uk−1
,
Hk =
∂h
∂x
∣∣∣∣
xˆk|k−1
,
k = 1, 2, ...
The extended Kalman filter (EKF) is probably the most widely used estimation algo-
rithm for non-linear systems [Edelmayer 2007, Blanchard 2007]. However, more than 35
years of experience in the estimation community has shown that is difficult to implement,
difficult to tune, and only reliable for systems that are almost linear on the time scale of
the updates . In addition, if the initial estimate of the state is wrong, or the modeling is
incorrect, the filter may diverge.
EKF has several variations, for example, there is Robust extended Kalman filter which
emphasizes the stability over the optimality [Welch 2001, Xue 2007, Kai 2010]; there is
also Unscented Kalman filter (UKF) where the probability density is approximated by
a deterministic sampling of points representing the underlying distribution as a Gaus-
sian; UKF is supposed to be more robust and accurate than the original EKF [Julier 2004,
Tudoroiu 2011]. The ensemble Kalman filter (EnKF) is also an alternative to the EKF
[Evensen 2003]: it circumvents the expensive integration of the state error covariance
matrix by propagating an ensemble of states from which the required covariance infor-
mation is obtained at the time of the update. The application of EnKF can be found in
[Reichle 2002].
1.3.2.2 Particle filter
Another approach to estimate state under the non-linear context other than the lineari-
sation is using the probability theory and simulation approximation. Let us use p(|) a
generic conditional distribution, the general discrete time state-space model can be also
given by: {
xk ∼ p(xk | xk−1; θ), system
zk ∼ p(zk | xk;γ), observation
(1.9)
where zk contains the observations at time tk, whereas {xk} is an unmeasurable stochastic
state. θ is a vector containing static parameters, which in some cases can be specified but in
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many cases are unknown. Typically, some prior distribution is placed on x0. The objective
here is the estimation of the state process based on measurements from the observation
process. For situations where analytical solutions such as EKF are impossible to obtain,
stochastic simulation can be applied.
Numerous papers ([Gamerman 1998, Hürzeler 1998]) have been written on construc-
tion of algorithms based on Markov chain Monte Carlo (MCMC) dealing with general
state-space models. But the MCMC algorithm needs to be restarted at each time point. An
alternative to full MCMC at each time point is construction of simulation algorithms for
sequential updating of the posterior distributions. Such algorithms have been developed
independently in many fields [Doucet 2001a, Crisan 2002, LeGland 2000, Doucet 1998]
with different names (bootstrap filter, sequential Monte-Carlo method, particle filter, con-
densation algorithm...). The name "particle filter" (PF) is mostly adopted by the commu-
nity.
The main idea behind particle filter is to represent the posterior distributions p(x1:k |
z1:k) through a finite set of samples or particles that can be used to estimate any property of
p(x1:k | z1:k) in an ordinary Monte Carlo estimation framework. When a new observation
zk+1 arrives, the particles are updated in order to represent the new posterior p(x1:k+1 |
z1:k+1).
This method approaches the a posterior by the mean value of all the measurement
points, which resemble "particles" with weight. The classical Monte-Carlo method was de-
veloped in the 50’s, in spite of the computation capacity limit at that time. Since the 90’s,
as the computer science boosted and the power of modern computer burst rapidly, the
Monte-Carlo method has redrawn the attention and has been largely developed. The par-
ticle filters became useful in actual application especially when the sequential importance
resampling (SIR) was proposed in 1993 [Gordon 1993]. Recent works still focus on finding
the balance point of algorithm speed and estimate error control [Faubel 2008, Verma 2003].
A complete review of these works can be found in [Doucet 2001a, Oppenheim 2008].
This is essentially an estimation technique based on simulation. In fact, particle filters
can cope with all dynamic Markov systems without any knowledge of noises characteris-
tics or of the time-varying parameters in signal processing system [Doucet 2001b]. It can
perform state estimation on wide range of system for fault detection, system identification
and control. A detailed overview can be found in [Andrieu 2004]. It is also very suitable
for hybrid systems [Funiak 2003, Koutsoukos 2003, Hutter 2003, Hofbaur 2004].
The applications on estimation and fault diagnosis using particle filtering can be found
in [Li 2001, Mcilraith 2000, Verma 2004]
1.3.2.3 Other non-linear model cases
Other non-linear filters which are worth mentioning include Volterra filtering which
uses the Volterra series expansion for linearizion. It differs from the Taylor series expan-
sion: the Volterra series expansion is a linear combination of non-linear functions of the
input signal. It has the memory in the precedent states [Morrison 1991].
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There is also Moving horizon estimation (MHE) or Sliding-mode observer and filter
[Alessandri 2000]. It is an optimization approach that uses a series of measurements ob-
served over time, containing noise (random variations) and other inaccuracies, and pro-
duces estimates of unknown variables or parameters. Unlike deterministic approaches
like the Kalman filter, MHE requires an iterative approach that relies on linear program-
ming or non-linear programming solvers to find a solution.
In [Storvik 2002] authors deal with unknown static parameters (somewhat "uncer-
tain"); the solution however concerns the Kalman filter based parameter identification
which can help updating the system parameter information. Another interesting work
consists in representing the particles in PF by interval [Abdallah 2007]. There are few
works under the same context as we are; particle filter has the advantage of coping with
various type of non-linear systems. In the perspective of our work, we consider using
the particle filter as the foundation of set-membership extension of our approach for non-
linear system.
1.4 Set-membership estimation
Bounded error approaches allow the characterization of the set of all values of the state
vector that are consistent with measured data, the model structure and the prior known
error bounds. Available methods based on set-membership (SM) approaches exist for
linear and non linear models. In the set-membership context, the estimation of the phys-
ical quantity (state or parameter) encloses the set of solutions or a union of disconnected
sub-sets of solutions which are produced by the uncertainty of experimental data and the
predefined system error boundaries.
In this work, we consider that the system parameters are uncertain but bounded. They
belong to a known-in-advance set of values. For example, a discrete linear system with
set valued parameter:
xk+1 = Axk + uk,
where A is an interval matrix, the definition of interval matrix is presented in the next
chapter along with other tools of the interval analysis. Of course sets can have different
geometrical forms other than boxes. In general, the set will be presented in bold type
through out this work.
The hypotheses for the system can be presented by the following equations:
xk+1 = f (xk, uk, p),
yk = g(xk, uk, p),
x0 ∈ X0,
p ∈ P,
(1.10)
where f and g are the known non-linear functions; xk ∈ Rn, uk ∈ Rp, yk ∈ Rm are the state
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vector, the input vector and the output vector at time k respectively; p is the parameter
referring to the θ and γ in equations in previous sections.
X0 is the a priori known set which contains the unknown initial condition x0; and P is
the set of possible parameters values. The estimation problem under set-membership con-
text consists in finding the unmeasurable state or unknown parameter without losing any
possible solution derived from uncertainty. This is also called "guaranteed estimation".
Monte Carlo method Firstly, there exists a method that is based on selecting a number
of samples from the value sets. When the number is large, the result is more accurate, but
the computing time is also increasing. Though it is not a guaranteed method, it can still be
used to demonstrate the trend of the uncertain system. This is a variation of Monte-Carlo
method [Kreinovich 2007a].
To estimate the system state using the Monte-Carlo method, one should take samples
in the set of parameters P to define the systems with parameter p ∈ P. Consequently the
system can be solved by conventional estimation methods. The final solution is the union
of all the solutions from systems with parameters p ∈ P.
Take a simple system for example, xk+1 =
[
1 h
0 1
]
xk + wk,
yk =
[
1 0
]
xk + vk, k = 0, 1, 2, ...
where h = h0 +4h, with h0 = 0.01 et 4h = [−0.01, 0.01], wk and vk are known noises in
the Equation (3.1).
E{x0} =
[
x01
x02
]
=
[
1
1
]
,
Cov{x0} =
[
P00 P01
P10 P11
]
=
[
0.5 0.0
0.0 0.5
]
,
Q =
[
q 0
0 q
]
=
[
1 0.0
0.0 1
]
, R = r = 10.
The result is illustrated in the figure 1.3 with 50 samples distributed averagely within
the parameter set. It is easy to see that the number of samples impacts the execution time
and the completeness.
The Monte Carlo method is a way to approximate the estimation result under the pa-
rameter uncertainties. It can provide us with a tendency of how the set of result tends to
be.
1.4.1 Parameter set-membership estimation
The parameter estimation, also known as system identification problem, is an impor-
tant part of the estimation problem. Although our work concentrates on state estimation,
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Figure 1.3: Monte Carlo method for estimation problem.
the both estimations share some new advances and techniques in the set-membership con-
text so that it is worth mentioning parameter estimation. A complete introduction of con-
ventional parameter identification and set-membership parameter estimation technique
can be found in [Rao 1976, Walter 1997a] and [Walter 1990] respectively.
The guaranteed estimation problem consists in determining the set of the values of
the model parameters that are consistent with experimental measurements, where all the
errors are assumed to be included in predefined boundaries.
Considering the continuous non-linear parametric state model described by the Equa-
tions (1.10), the parameters which need to be estimated belong to P0. The a priori known
search set contains all the admissible values of the parameter vector p.
To estimate the system parameters under the bounded error context, one should de-
termine the set P of all the parameters p contained in the initial search set P0. The error
between the experimental data and the model output, noted by:
ep,k = ym,k − yp,k,
must belong to the set of admissible error E, where ym,k stands for the output measure-
ment at time k. The ep,k means that this is an interval variable, which is bounded by its
upper value ep,k and its lower value ep,k, ; the same definition is applied to yp,k. The exact
definition can be found in Chapter 2 of this work.
P = {p ∈ P0 | e(p) ∈ E} = {p ∈ P0 | ep,k 6 ep,k 6 ep,k}.
The characterization of the set P can be defined as a set inversion problem:
P = e−1(E) ∩ P0.
A guaranteed enclosure of P can be obtained with interval analysis and the Set Inversion
Via Interval Analysis (SIVIA) algorithm developed by Luc Jaulin [Jaulin 1994] which are
presented in next chapter.
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When the system is described by ordinary differential equations, there exists several
integration methods for evaluating the model outputs. These methods compute a feasible
solution set (FSS) of parameters. This feasible set is consistent with the model structure,
obtained measurements and the considered uncertainty. Set-membership approach can
be used to identify systems with parametric and nonparametric uncertainties. For exam-
ple, the interval Taylor model produces the guaranteed numerical integration for system
identification in [Ramdani 2005a]; a bounded error identification is done by zonotopes ap-
proximation in [Bravo 2004]. Similar works can be found in [Malti 2010, Ramdani 2005c,
Chisci 1998].
1.4.2 State set-membership estimation
The conventional state estimation problems are usually solved by probabilistic meth-
ods [Walter 1997a] when the noises and perturbations can be reasonably assumed to be
random variables. The optimization is used after the choice of an appropriate criterion.
These methods rely on the knowledge of a dynamic model of the system under consid-
eration in order to provide an optimal performance. In many cases, however, only an
uncertain model of the system is available. In such situations, standard methods fail to
provide a guaranteed performance under the presence of parameter uncertainty.
The state estimation based on bounded uncertainty assumption is called set-valued
observer [Shamma 1999] or guaranteed state estimator. If the noises are ignored in the
state and observation equations while the parameter uncertainty remains, there exists
already several works such as [Ploix 1999, Raissi 2004]. [Puig 2003] talks about the so-
lution of worst-case simulation by determining the interval hull enclosing the system
states region at every iteration through optimization in a discrete linear time-invariant
interval dynamic systems. Linear programming based on state estimation also has its
set-membership extension in [Rami 2008] under the same context. Other works which
benefit the set-membership uncertainty include [Zhuk 2008, Zhuk 2007]. In some other
works the noise is modeled as bounded value without statistical properties; for example.
In [Combastel 2003] an observer based on zonotopes is introduced under such context. In
[Yang 2009] the noises are assumed to be confined to specified ellipsoidal sets. We can
find similar approaches in [Garulli 1999, Hanebeck 2001].
Non-linear system is more difficult. In fact, set integration has been used only recently
for nonlinear bounded-error parameter and state estimation with nonlinear continuous
time models. There are mainly two kinds of approaches which are used for reconstructing
unknown state.
The first approach addresses the case of continuous-time state estimation from discrete-
time measurement. It relies on a two-stage methodology: a prediction stage, which con-
sists in reconstructing the state vector by using set integration; a correction stage where are
pruned the parts of the predicted state or parameter vector inconsistent with experimental
data; for example, in the paper [Durola 2008], authors have proposed a technique for ro-
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bust filtering/prediction of nonlinear discrete-time systems with rational dependence on
the state and uncertain parameters in a set-membership context, where the prediction is
based on a recursive estimation of confidence ellipsoids enclosing the state vector at each
sampling time.
The second approach addresses the case of continuous-time state estimation from (al-
most) continuous-time measurement. The main idea is to build a closed loop interval
observer which takes into account measurement errors and model’s parameters uncer-
tainties. Two point observers are built which reconstruct the lower and upper bounds
of the feasible set for the unknown state or parameter vector when all the bounded un-
certainties are considered. This idea has been introduced in [Gouzé 2000, Rapaport 2003,
Bernard 2004].
Several approaches have been proposed in the literature to deal with bounded uncer-
tainty ordinary differential equation (ODE) models. In particular, we can distinguish three
classes of approaches: those based on interval analysis, those using zonotopes and those
using ellipsoids. Among interval based approaches, we can mention three main ones:
Interval Taylor series approximation methods The major problem when dealing with
interval methods is the explosion of the size of the enclosures at times t0, t1, ..., tN. Con-
sistency techniques allow one to prune the successive enclosures by extending non-linear
constraint programming in an interval framework [Deville 2002]. Different filtering oper-
ators based on relaxation of the ODE can be defined to prune the search space. They deter-
mine whether a box can or cannot contain a solution of the equation. Filters may be based
on backward computation, implicit methods, polynomial interpolation [Janssen 1999] or
Hermite theorem [Nedialkov 1999a].
Consider the function f which is assumed to be at least k-times continuously differ-
entiable in the real numbers domain Rn. Interval arithmetic is used to compute guaran-
teed bounds for the solution at the sampling times (t1, t1, ..., tN). The most known meth-
ods to solve such a problem are based on Taylor expansions [Rihm 1994, Moore 1966,
Nedialkov 1999b]. These methods consist in two parts: they first verify existence and
uniqueness of the solution using the fixed point theorem and the Picard-Lindelof opera-
tor and compute an a priori enclosure. In the second part, the solution is computed using
a Taylor expansion.
In practice, numerical implementation must be done with care. Mean value forms
and matrix preconditioning is used in order to control the conservatism, i.e. the spurious
uncertainty introduced by interval computation (wrapping and dependence effects).
Zonotopes based estimation methods Zonotopes are a special class of polytopes de-
fined as the linear image of an hypercube. The related linear application is not necessarily
invertible. To illustrate this, one can imagine a 3-dimensional cube that would be ar-
bitrarily oriented, then reduced or inflated along some directions and finally projected
on a 2-dimensional space (i.e. a plane). Zonotopes are thus convex polytopes with cen-
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tral symmetry that can be implicitly represented by a simple matrix describing the linear
application transforming a unit hypercube (i.e. an aligned box bounded by the interval
[−1, +1] along each elementary direction) into the related zonotope. One of the interest
of zonotopes consists in using an implicit and compact matrix representation to represent
some polytopes with a possibly very large number of vertices and facets. As many zono-
tope operators can be reduced to matrix operations, no costly enumeration of vertices and
facets is required in most cases. For instance, the Mikowski sum of two zonotopes can be
computed by a matrix concatenation; the linear image of a zonotope can be computed by a
matrix product, etc. Moreover, zonotopes constitute a rather natural way to represent the
reachable set of linear time varying discrete-time dynamical systems with a good control
of the so-called wrapping effect [Kühn 1998]. The trade-off between precision and compu-
tational load can be tuned through the parameterization of an operator allowing to reduce
the complexity of a given zonotope at the price of some outer approximation of the initial
domain. Even if the intersection between two zonotopes is not, in general, a zonotope, it
is however possible to design some algorithms based on standard linear algebra to com-
pute an outer approximation of the intersection between two zonotopes. Following the
principle of bounded error state observation, this can be used to design set-membership
observers based on a prediction/correction strategy [Combastel 2003], like Kalman filters
in a stochastic context. The case of non-linear systems is treated by a linearizion of the
system around the center of the currently computed domain and an inclusion of the lin-
earization error. Parametric uncertainties are taken into account either using interval ma-
trices and so-called notion of "zonotope family" introduced in [Alamo 2003] or by a state
extension like in [Combastel 2004] and [Combastel 2005]. The former is interesting from
the complexity point of view (the state dimension remains unchanged) but suffers from
some kinds of conservativeness as the dependency between uncertain physical parame-
ters is not well captured. The latter (state extension) allows to take such dependencies
into account but may induce many computations if the number of uncertain parameters
is not small enough. However, it can be noticed that zonotopes are well-adapted not only
to deal with small state dimensions which is also one of their interest compared to other
set-membership algorithms, especially when bisections are involved.
Clearly, there has been recently a significant progress in bounded error estimation
methods with continuous time models which makes plausible their future use for fault
detection and isolation.
Robust filter We should also mention that there exists a large research field on "ro-
bust filter", where the system parameters are assumed to be time-varying and "norm-
bounded". The major trade-off such as Kalman filter design is between the performance
and robustness when uncertainty is present [Xu 2009]. The basis is to design a stochastic
stable quadratic state estimator such that the estimation error covariance has a guaranteed
bound for all admissible uncertainties but not the state itself. Related work can be found
in [Shi 1999, Petersen 1999, Xie 1994, Zhu 2000, Souto 2008, Ra 2008].
1.5. Application to fault detection 25
1.5 Application to fault detection
Modern systems are designed to accomplish certain tasks automatically, in order to
reduce the human interventions. But the reliability of automatic components, sensors,
actuators are so crucial that it needs a surveillance system able to detect the faults when
they occur, locate the faulty component and if it is possible, restore the system to normal
operating conditions.
1.5.1 Fault modeling
We consider a system as a mechanism which can accomplish certain tasks with prede-
fined inputs and desirable outputs. Modern technology considers operational safety by
evaluating the behaviour of the system. A deviation from normal behavior is possible in
any process. If the deviation is foreseeable and acceptable, it is called uncertainty; but if
the deviation is unexpected or inordinate, it may have a serious impact on equipment,
production quality, security, economy, levels of contamination; in the worst case a fault
may cause fatal accidents. The development of fault detection and diagnosis tools to help
isolating the abnormal behavior during operating processes or off-line is a very active area
in automation.
Definition 1.1 A fault [Isermann 1997a] is an unpermitted deviation of at least one characteris-
tic property or variable of the system.
The faults in the system are generally classified into three types: actuator faults, sensor
faults, and component faults. For example on linear system, the faults can be formally
modeled as : {
x˙(t) = (A +4A)x(t) + (B +4B)u(t) + E1n1(t),
y(t) = (C +4C)x(t) + (D +4D)u(t) + E2n2(t),
(1.11)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rp is the input vector, y(t) ∈ Rm is the out-
put vector measured by the sensors. A, B, C, D represent respectively state matrix, input
matrix, output matrix and feed-forward matrix. We assume that the input vector u(t) is
known, but the system model may contain model uncertainties4A,4B,4C,4D, noise
or unknown disturbance vectors n1, n2 and their matrices correspond to E1, E2.
A component fault may happen when there exists an extreme change in the circum-
stance of the process feed stream or ambient conditions. For example, when there is ice
accumulated on the wings of a plane, the parameters of the dynamic system are different
than designed and the plane may probably respond to the control in an unpredicted way.
An actuator problem occurs when it can not provide desired command signals to con-
duct the system behaviour properly.
A sensor fault can be very tricky as the measurements are produced with unpredicted
bias. It is important to distinct whether it is the measurement noise or a sensor error, or
even the presence of both.
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To ensure the operations, the system must satisfy the performance specifications, the
faults in the process should be detected, diagnosed and eliminated.
1.5.2 Fault detection problem
To design a surveillance system, different approaches are possible. The available in-
formation for the surveillance system and the foreseeable type of faults play an important
role in the choice of the approach.
Two main approaches can be mentioned:
• Material redundancy: the technique of material redundancy is quite intuitive. The
decision is made by voting system composed of redundant sensors. The voting
result from multiple sensors can take control of the functions, or identify the faulty
component. However, it adds complexity to the hardware design and general cost.
• Analytical redundancy: it is based on on the availability of a mathematical model.
This approach consists in comparing the measurements from the real system and
the values "predicted" by the system model. The difference between them is called
residual.
The fault indicators can be built from the different approaches. By monitoring the set
of fault indicators, fault alarms can be trigged. The collection of fault indicators can be
used to proceed fault localization and identification. Once the fault is isolated, actions
can be deployed to restore the system in a normal state. A classical system supervision
procedure can be presented as in Figure 1.4.
Analytical redundancy, also known as model-based fault diagnosis, is the approach
chosen in our work. We consider set-membership state estimation methods for setting the
fault alarm thresholds. The scenario of analytical diagnostic is shown in Figure 1.5.
The estimation is an important step of the entire procedure as it participates to the
residual generation. Our goal is to provide a reliable estimate under the presence of multi-
type uncertainties in order to detect faults correctly, effectively and rapidly.
In the literature, Willsky introduced key points of analytical redundancy in model-
based fault detection in a survey paper [Willsky 1976] early in 1976. In 1981 Desai pre-
sented a general methodology of fault detection [Desai 1981]. In [Isermann 2005, Isermann 2006,
Muenchhof 2009, Isermann 1997b, Isermann 1997a] the authors present applications using
fault detection techniques. [Staroswiecki 2001] extends the analytical redundancy tech-
niques to FDI in non-linear dynamic systems. Three major methods can be outlined from
these works: the parameter estimation approach, the parity relation approach and the observer
based method.
Based on abundant work in the field, it is interesting to overview the development
and progress of fault detection techniques by using set-membership estimation. Our work
concentrates on the system state reconstruction in the set-membership context; neverthe-
less all the methods are important to explore as a reference for comparison.
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1.5.2.1 Model-based fault diagnosis
The basic concept of analytical redundancy-based fault diagnosis is about residual gen-
eration as it is shown in Figure 1.6.
A residual r(t) can be obtained by a generation function g which depends on the input
vector u(t) and the output vector y(t):
r(t) = g(u(t), y(t)), (1.12)
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This implements the difference between the measured output ym(t) and the estimated
output yˆ(t) estimated from a mathematical model:
r(t) = ym(t)− yˆ(t). (1.13)
In the set-membership context, the residual generation should be modified to suit the
presence of uncertainty. Set estimation algorithms have drawn lots of attention in the fault
detection domain since the 90’s. Abundant methods are based on the assumptions from
the functional form of the regression function describing the relations between measured
input and output, where the noise is assumed to be bounded. According to this assump-
tion, the set-membership approach seems to be quite promising and a good alternative
to either linear or non-linear, statical or dynamical, deterministic or uncertain systems
[Raissi 2004]. It has become a powerful tool in many fields. Fault diagnosis algorithms
can benefit from the ability of set-membership algorithms to describe sets of trajectories.
It is indeed important not only to compute a single (nominal) trajectory but also to quan-
tify the uncertainty around it in order to design efficient detection and diagnosis tests. The
last decade has seen several publications in that field where zonotopes are used to extend
model-based residual generation methods like parity space [Ploix 2001, Lalami 2006], ob-
servers [Puig 2003, Stancu 2005] and parameter estimation.
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Figure 1.6: System and residual generation.
In the next subsections, we present the three major approaches for model-based fault
diagnosis and their advances to date in the set-membership context.
1.5.2.2 Parameter Estimation Approach
Parameter estimation used in the fault detection problem is based on the assumption
that system faults are reflected in a variation of the parameters of the system model re-
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gardless of their multiplicative or additive nature. The fault detection problem is then
formulated as detecting any change in the system parameters.
The general procedure to detect faults with the parameter estimation approach has
been summarized in [Escobet 2001]. A normal behaviour system is modeled by an in-
put/output mathematical form as follow:
y(t) = f (x(t); u(1), ..., u(t); n2(t), γ), (1.14)
with the same notations as Eq.(1.11), while γ represents the non measurable parameters
related to faults.
By using a suitable estimation function fγ, the residual r(t) can be obtained from com-
paring the estimated parameters γˆ and model parameters:
γˆ(t) = fγ(y(1), · · · , y(t), u(1), · · · , u(t)), (1.15)
r(t) =| γ(t)− γˆ(t) | . (1.16)
Based on the residual and tolerance limits, a binary decision can be made on the sys-
tem status anticipating predetermined threshold level or using statistical decision theory
[Isermann 1984].
Parameter estimation has been well developed since years [Bellman 1971, Ljung 1999].
It is a very mature field in control theory [Gevers 1996], naturally related to probability
theory. A complete presentation can be found in various books especially [Walter 1997b].
It covers uncertainty management with Monte-Carlo methods and bounded-error set es-
timation. [Walter 1997b] also briefly discussed how to test normality by using parame-
ter estimation. In an early survey paper [Isermann 1984], Isermann illustrated how pro-
cess fault diagnosis can be achieved via estimation of unmeasurable process parameters
and/or state variables. Simani and al. wrote a book [Simani 2003] on fault detection meth-
ods focusing on system identification techniques.
Parameter estimation Approach in the Set-membership Context When the model out-
put is linear w.r.t the parameters, it is possible to use different types of algorithms. There
exists the ellipsoid-based approach which produces ellipsoidal outer bounds for the fea-
sible parameter set. The involved computations are recursive, very limited and similar
to those required by recursive least squares. However, the set estimates of the uncertain
parameters are often very pessimistic. As complementary, the orthotopic approximations
algorithm can be used [Walter 1990]. The computations involved are not recursive but
more complex, however the parameter uncertainty set can be obtained with more accu-
racy and used for further purpose.
[Ploix 1999] discussed static linear models characterized by bounded uncertainties in
both the equation error and the parameters. This work proposed an algorithm for charac-
terizing uncertainties. The author claims that in certain cases the coexistence of parameter
uncertainty and measurements uncertainty is difficult to take into account at the same
time due to the potential interaction.
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A recent work presented by Ari Ingimundarson and al. in [Ingimundarson 2009] shows
that consistency checks indicating faults of linear systems can be performed in a natural
manner with a zonotope description of the feasible parameter set. According to this work,
the zonotopes provide better estimates of the parameter set, leading directly to a better
trade-off between false alarm and missed alarm. The main contribution is to present a ro-
bust fault detection algorithm for a regression equation that uses zonotope estimates of the
parameter uncertainty set and is based on an efficient algorithm presented in [Bravo 2004].
The parameter estimation problem of fractional models based on frequency domain
uncertain but bounded data is discussed in [Malti 2010]. The set inversion technique is
used to compute the set of all the parameter vectors in order to verify if the model output
is consistent with the measured data and the error bounds. Two methods based on ICSP
(interval Constraint Satisfaction Problem) are used and compared. The first one formu-
lates a real-CSP (Constraint Satisfaction Problem) based on an explicit decomposition of
the frequency response in the real and the imaginary parts; the second one formulates a
complex-CSP using the complex frequency response without any decomposition. Accord-
ing to this work, to reduce pessimism and computation time.
An interval based fault detection application of parameter estimation approach on
aerospace field can be found in [Bouron 2002, Pons 2008].
1.5.2.3 Parity Relations Method
The Parity relations approach is a direct implementation of the concept of "redun-
dancy". Primary residuals are formed as the difference between the actual outputs and
those predicted by the model.
The model is based on the state-space framework as Equation(1.11). fa(t) is the actua-
tor fault vector and fs(t) is the sensor fault vector.{
x˙(t) = Ax(t) + B fa(t),
y(t) = Cx(t) + fs(t).
(1.17)
p(t) is defined as a parity vector to fulfill:
p(t) = Vy(t) = VCx(t) +V fs(t). (1.18)
By choosing the matrix V such that VC = 0, we have:
p(t) = V fs(t). (1.19)
The ith column of V determines the direction of the parity vector p(t) due to the ith
sensor fault. This method is known as the Chow Willsky scheme [Chow 1984], or the
parity space approach.
Contrary to the principle of the observer-based approach which is to estimate the un-
known variables and the state variable, the principle of the parity relations approach is
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to eliminate the unknowns to derive relations that only involve known variables (parity
relations). There are various schemes to formulate residual generation by using parity
relations. In general, the residual generation filters should be designed to enhance fault
isolation so that they each exhibit directional or structural properties in response to a par-
ticular fault and they also need to maintain robustness to noise, disturbances, or model
errors. In [Gertler 1997], the basic concepts of residual generation for both additive and
multiplicative faults are developed. J. Gertler also reviewed the link between the par-
ity relations method and the other two major approaches, observer-based diagnosis and
parameter estimation.
Parity Relations Approach in the Set-membership Context Since parity equations are
an obvious method to implement residual generators, there are many parity relation ap-
proaches in which uncertainties are handled in a set-membership context.
In [Adrot 2008], the parity space approach is used for generating testable redundancy
relations in which each uncertain parameter is defined by an interval containing all its
feasible values, and the solution domain is approximated by a convex zonotope.
Since the parity space approach leads to mathematical relations with a finite time hori-
zon and time-invariant uncertain parameters over this time horizon, a proper determina-
tion of horizon size is a key issue in parity relations approach in set-membership context.
In [Adrot 2000], residuals are linearized in the bounded variables and a reduction pro-
cedure is applied to decrease their complexity. Parity space approach is chosen to avoid
wrapping effect from interval analysis in case of set-membership recursive models. It re-
formulates the dynamic model equations in the form of algebraic relations on a chosen
time horizon. By stacking sensor observations on the time window according to initial
state vector, a static representation can be obtained. The importance of the horizon deter-
mination is supported in that work.
Calderón-Espinoza and al. tested the consistency between the interval model and
the real process using interval measurements in [Calderón-Espinoza 2007b], by includ-
ing bounded uncertainties of the sensors. To compute the envelope limits, an iterative
computation of the external and the internal estimations of the exact envelope is made by
a branch-and-bound algorithm.
In [Calderón-Espinoza 2007a] the diagnosis with set-membership parity relation ap-
proach is discussed. By the side of real application, in [Ploix 2006], a new approach for the
design of parity relations for linear dynamic systems with additive and multiplicative un-
certainties is presented and applied on a two water tank application. Deterministic parity
relations are replaced by uncertain parity relations to compute detection decisions in the
form of a set of inequalities to be satisfied. At each sampling time, the final numerical
expression is recomputed by using new income measurement data. The consistency is
checked by computing and testing the constraints.
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1.5.2.4 Observer Based Methods
The observer based approach generates the residual from the state estimate and output
based on Eq (1.13).
For example, Let xˆ(t) represent estimated state and yˆ represent the estimated output,
a full state observer is then written as:{
xˆ(t + 1) = Axˆ(t) + Bu(t) + L(ym(t)− yˆ(t)),
yˆ(t) = Cxˆ(t),
(1.20)
where L is the gain matrix, ym(t) is the measurement at instant t. In this case, the compo-
nent faults are assumed to be zero, the residual can be given as:
r(t) = W(ym(t)− yˆ(t)) = WCξ(t), (1.21)
where W is a weighting matrix and ξ is the state estimate error. The purpose here is
to choose L and W such that the residual r(t) has some desired sensitivity properties
concerning certain faults.
As we know, the observer based fault detection method is based on a system model,
obtained by commonly applying some approximation and linearizion during the system
modeling. In addition to disturbances and noises in the practical engineering, uncertain-
ties can drive the system insensitive to the faults, or activate false alarm.
Therefore, in the literature, lots of work have been done to improve robustness of the
observer-based residual generators. D. Luenberger had a very complete coverage of state
observing techniques over linear systems in early days [Luenberger 1964]. From the 90s,
an adaptive observer/filter has been introduced [Frank 1994], [Wang 1997], which can be
seen as a combination of observer and parameter based method. This method can handle
some uncertainties, and non-linearities as well so that the adaptive observer, its robust
analysis and optimization provide a very important track of the literature.
In the survey [Garcia 1997] some schemes are discussed to extend the well-known di-
agnosis methods for linear systems to the non-linear case which is also a very important
direction in this domain.
Observation Based Methods in the Set-membership Context State observer based fault
diagnosis is as popular as parameter estimation approach.
A set-valued observer (also called guaranteed state estimator) produces a set of pos-
sible states based on output measurements and models; this is a direct interpretation of
observation based methods in the context of set-membership. This technique consists in
checking whether the measurements of the output belong to the set of all possible esti-
mated outputs obtained considering uncertainty on model parameters [Stancu 2005].
As early as in the 90s, in the survey [Frank 1997], the membership value based estima-
tion plus the fuzzy threshold logic are used to deal with the noises and disturbances in an
observer based residual generator and fault detection. Thresholds are tweaked as small
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as possible because any increase of the threshold is associated with a loss of sensitivity
to faults. The interval with a properly chosen upper and lower bounds and membership
functions defining faulty(non-zero) and non faulty(zero) is considered in a fuzzy sense.
The interval observer discussed in [Rami 2008] is a Linear Programming approach
to the problem of designing observers that ensure guaranteed bounds on the estimated
states when uncertainties are present. A new type of robustness observers involving
dilatation functions is introduced to ensure robustness subjected to uncertainties and
non-linearities. The state estimator for non-linear dynamical systems is presented in
[Marx 2010, Raissi 2004] where the noise and perturbation are assumed bounded. Some
applications in the field of aeronautic test bench and data validation are presented in
[Alhaj-Dibo 2004, Karim 2008, Jauberthie 2009].
1.6 Conclusion
Until now, we have reviewed basic notions for dealing with uncertainty, the estimation
problem and faults. Different formalizations of the uncertainties are used for different
cases. Several fault detection techniques are presented, along with their recent advances
in the set-membership context.
As it is shown in the overview, works generally make the hypothesis that the statisti-
cal uncertainties (errors and noises) and the bounded uncertainties (parameter variation,
measurement tolerances) are considered separately. In real applications, these uncertain-
ties usually coexist. Our work consists in providing a complete structure for fault detec-
tion in the set-membership context, in which some uncertainties are modeled as bounded
sets, and noises are model led statistically at the same time. This work concentrates on
a state estimation method and the related fault detection problem. Conventional ap-
proaches are foundations of their set value extension but in the set-membership context
the estimation meets particular challenges.
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2.1 Introduction
System modelling can be difficult due to the presence of noise and perturbations.
When the model structure and uncertainty characteristics are known, the process state
can be reconstructed. Under the stochastic approach, the estimation problem depends
on the statistical distribution of the noises and perturbations. In practice, there are many
cases in which the statistical distribution is not known.
An alternative approach consists in considering uncertainty differently. The only avail-
able information on uncertain variables is that their value belongs to a known bounded
set. This is the principle of the set-membership approach. The sets are characterized by
their boundaries. The uncertain magnitudes are assumed to belong to known acceptable
bounds. The results obtained by set-membership estimations provide all the solutions
consistent with the predefined uncertainties.
As shown previously, set-membership estimation can characterize a set of state or pa-
rameter vector values which are admissible, namely those resulting in trajectories which
are within a priori given error bounds. Different geometrical forms of sets are possible,
from ellipsoids to zonotopes, but also boxes as used in this thesis.
Interval analysis was originally introduced by R. E. Moore[Moore 1966]. It is particu-
larly used for system robust control [Kreinovich 2011, Rauh 2009, Dao 2006] and for esti-
mation tasks on which we are working [Poignet 2003a, Ramdani 2005b]. It also has nu-
merous applications in pure mathematical problems [Janssen 2003, Kamali 2011] or com-
puter science [Kreinovich 2007b, Melquiond 2008]. Recently, some attempts have been
made to improve the interval arithmetic, such as the generalized interval arithmetic, which
is developed to solve the dependency problem existing with the traditional interval arith-
metic [Wang 2008b], but its implementation in real applications has not yet been proven
to be more accurate or efficient than the traditional arithmetic.
In this chapter, the basic concepts and definitions of interval analysis are presented.
Most of the notions of interval analysis can be found in [Jaulin 2001d]. The new advances
for improving the pessimism of interval solutions are introduced in Section 2.3, especially
the usage of constraint propagation techniques; in Section 2.4 we emphasize the problem
of interval matrices inversion. A new approach to obtain the matrix inversion by using a
set inverse algorithm is proposed, followed by a brief introduction of the toolbox that we
uses for simulation and validation purposes.
2.2 Basic definitions
Definition 2.1 (Interval) An interval x in R is a closed set of connected real values noted by
x = [x, x] = {x ∈ R|x 6 x 6 x}.
where x ∈ R is the inferior bound of interval x and x is the superior bound.
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The set of all intervals in R is noted as IR.
In our work, the interval variable is represented in bold type as in [Kreinovich 2007b]
for example. There exist also other ways to represent an interval. Some use superscript
I as xI in [Chen 1997] to represent an interval, others use square brackets as [x] as in
[Jaulin 2001a].
Different expressions for bounds exist as [xin f , xsup], [x−, x+]([Jaulin 2006]). The su-
perior bound and inferior bound can also be obtained by operators sup(•) and in f (•)
respectively.
Definition 2.2 Given x ∈ IR, we define:
the interval width : w(x) = x− x,
the interval center : mid(x) = (x + x)/2,
the interval radius : rad(x) = (x− x)/2.
The interval width defines the grade of uncertainty of variable. There exists several
different forms of representations, such as the equivalence of mid(x) to xc and rad(x) to
∆x.
The difference between rad(x) and the ∆x is that the latter is actually a random value
from [−rad(x), rad(x)], while the former is a determined value. It is possible to encounter
a different form of interval definition:
x = xc + ∆x, (2.1)
which is also widely used in applications. In this formulation, ∆x can not be replaced by
rad(x) and mixed with xc as rad(x) is a punctual value while ∆x is actually a set of values.
Real values, that we also qualify as "punctual", can be easily represented in an interval
framework:
Proposition 2.1 A punctual value x in R can be seen as an interval value [x] as follows:
x = x = [x, x] = {x ∈ R|x 6 x 6 x, x = x}.
Then we have w(x) = 0, rad(x) = 0, mid(x) = x = x. Punctual variables are some-
times called degenerated interval ([Chabert 2009, Markov 1996, Wang 2007, Shevtshenko 2009,
Goldsztejn 2005, Goldsztejn 2007]).
Definition 2.3 (Interval vector) An interval vector noted by:
x = (x1, x2, ..., xn)T ,
is a vector in which the elements are intervals. x ∈ IRn which is the set of interval variables in IR.
For all i ∈ 1, ..., n, the interval xi corresponds to the ith component of x.
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xi can also be noted as xi in case the subscript place is used for other index such as
discrete time k, under the condition of proper advanced statement in place.
Definition 2.4 (Interval matrix) An interval matrix noted by
X =
x1,1 · · · x1,m... . . . ...
xn,1 . . . xn,m
 ,
is a matrix in which the elements are intervals; X ∈ IRn×m which is the set of interval vectors of
IRn. For all i ∈ 1, ..., n and j ∈ 1, ..., m, the interval xi,j corresponds to the ith row jth column
component of X.
xi,j can also be noted as x(i,j) in case the subscript place is used for other index such as
discrete time k, under the condition of proper advanced statement in place.
The basic concepts defined for intervals are also defined for interval vectors and ma-
trices.
Definition 2.5 If x ∈ IRn, we define:
the interval vector inferior bound : x = in f (x) = (x1, x2, ..., xn)
T ,
the interval vector superior bound : x = sup(x) = (x1, x2, ..., xn)T ,
the interval vector center : mid(x) = (x + x)/2,
the interval vector radius : rad(x) = (x− x)/2,
the interval vector width : w(x) =
n
max
i=1
(xi − xi) ,
the interval vector volume : Vol(x) =
n
∏
i=1
w(xi) = (x1 − x1) · ... · (xn − xn).
Notice that interval width and interval volume characterize different aspects of a given
interval vector.
Definition 2.6 If X ∈ IRn×m, we define:
the interval matrix inferior bound : X = in f (X) =
x1,1 · · · x1,m... . . . ...
xn,1 . . . xn,m
 ,
the interval matrix superior bound : X = sup(X) =
x1,1 · · · x1,m... . . . ...
xn,1 . . . xn,m
 ,
the interval matrix center : mid(X) = (X + X)/2,
the interval matrix radius : rad(X) = (X − X)/2,
the interval matrix width : w(X) =
n,m
max
i=1,j=i
(
xi,j − xi,j
)
.
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The interval vector x can also be characterized as a Cartesian product of intervals; for
differentiating their usages, it is suggested to define explicitly.
Definition 2.7 (Interval box) An interval box x in IRn is the Cartesian product of n intervals:
x = [x1, x1]× ...× [xn, xn] = x1 × ...× xn. (2.2)
The interval box has the identical characteristics as an interval vector. Moreover, an
operation called "the bisection" can divide a box into two boxes.
Definition 2.8 (Sub-paving) A sub-paving is defined as a union of interval boxes. Particularly, a
regular sub-paving is constituted by a set of disconnected boxes who do not share their boundaries.
Definition 2.9 (Bisection) The bisection is an operation that partitions an interval box x into two
other interval boxes L(x) and R(x) which are:
L(x) , [x1, x1]× ...×
[
xj,
xj + xj
2
]
× ...× [xn, xn], (2.3)
R(x) , [x1, x1]× ...×
[xj + xj
2
, xj
]
× ...× [xn, xn], (2.4)
where the jth component of x is bisected.
It is clear that we have x = L(x) ∪ R(x). The bisection is the foundation of most
interval arithmetic based algorithms which are destined to solve the set inverse problem.
Generally the to-be-bisected jth component is chosen so that w(xj) = w(x). But other
strategies can be adopted for set inversion or global optimization.
2.2.1 Interval arithmetic
The mathematical operations allowing one to manipulate interval variables are pre-
sented in this section. See [Moore 1966, Kearfott 1996, Jaulin 2001d] for detailed reviews.
2.2.1.1 Natural arithmetic
The operations on real numbers can be extended to intervals by the following formula:
x  y = [{x  y | x ∈ x, y ∈ y}], (2.5)
with  ∈ {+,−,×, /}.
Given x and y, two intervals in IR, the characterization of x  y can be obtained by:
x + y = [x + y, x + y],
x− y = [x− y, x− y],
x× y = [min(xy, xy, xy, xy), max(xy, xy, xy, xy)],
x/y = x× 1/y,
(2.6)
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with:
1/y =

[−∞,∞] if y = [0, 0]
[1/y, 1/y] if 0 < y
[1/y,∞] if y = 0, y > 0,
[−∞, 1/y] if y > 0, y = 0,
[−∞,∞] if y < 0, y > 0.
(2.7)
Unfortunately, the result of a series of operations between two or more intervals is not
necessarily "minimal" in the sense that the interval result may include spurious values.
The interval result is therefore pessimistic. The problem has two major sources, multi
occurrence or dependence effect and wrapping effect.
2.2.1.2 Dependency effect
Given an interval, x ∈ IR, w(x) , 0, the definition 2.5 gives:
x  x = [{x1  x2|x1 ∈ x, x2 ∈ x}]. (2.8)
with  ∈ {+,−,×, /}. According to this equation, the same interval appears more than
once in the expression: the natural interval arithmetic considers two different real values
belonging to this interval, there is no constraint specifying that x1 = x2. In comparison,
in point wise arithmetic, each occurrence of the same variable is equal to others. This is
called the dependency effect.
This effect provides several special characteristics for the natural interval arithmetic.
Non existence of zero in subtraction In point-wise arithmetic, zero can be obtained by
the subtraction of two identical numbers, while in natural interval arithmetic, the point
zero after the subtraction no longer exists,except for degenerated intervals.
Example 2.1 Given x = [2, 4], then x− x = [−2, 2] , 0, nevertheless 0 ∈ (x− x).
Non existence of unity in division In point-wise arithmetic, unity can be obtained by
the division of two identical numbers, while in natural interval arithmetic, the point unity
after the division no longer exists,except for degenerated intervals.
Example 2.2 Given x = [2, 4], then x/x = [0.5, 2] , 1, nevertheless 1 ∈ (x− x).
Constraint loss When identical variable is constructed distinctly in different operations
and equations, it is non doubt that the constraint between identical variables can no longer
hold.
Example 2.3 Given x = [−1, 2], y = [2, 3], then x × y × x = [−1, 2] × [2, 3] × [−1, 2] =
[−6, 12].
There exists a constraint. Cx = {x1 × y× x2 | x1 = x2, x1 ∈ x, x2 ∈ x}, the more compact
yet exact result should be [0, 12]. The constraint Cx is lost along the operations.
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2.2.1.3 Wrapping effect
The envelope effect is used to describe the pessimism caused by the way an interval
vector (or matrix) is represented. One can always use an example in [Moore 1966] to
explain it.
Example 2.4 Consider successive rotations of a dimension 2 box x = x1 × x2 submitted to a
rotation matrix:
M =
(
cos θ sin θ
− sin θ cos θ
)
.
The first rotation of the box gives us a rectangle of same size, but different angle w.r.t the
original axes. The representation of this rectangle by a box, generates a new rectangle
enveloping the exact result. The borders of new rectangle are parallel to the reference
axes. Its size is larger than the point-wise result. The successive rotations make the result
larger every time a new rectangle envelopes the point-wise result. Rotation in interval
arithmetic is then a very conservative operation. The result is illustrated in Figure 2.1
where x(0) is the initial box, and f (x) is a natural inclusion function which is explained
in a further section.
x2
x1
f(x(0))
f(x(0))
f(f(x(0)))
f(f(x(0)))
x(0)
Figure 2.1: Rotation operation of an interval vector and the wrapping effect.
2.2.1.4 Modal arithmetic
The envelope evaluated from interval arithmetic can be over-bounded or under-bounded,
as shown in Figure 2.2. The pessimism of interval arithmetic generate over-bounded en-
velope. To reduce this problem, other methods and arithmetic have been proposed. These
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Figure 2.2: Evaluated envelope from interval arithmetic properties
researches remain most of time in mathematical fields. Among them, modal interval anal-
ysis is widely known and has been applied on real applications.
One of the consequences of the dependence effect is that there exists no zero point
by subtraction of two identical interval numbers (except for degenerated intervals). In
such case, if one needs to solve an interval equation with unknown variable, the obtained
value could not hold the equality of original equation. An example can help to present
the problem:
Example 2.5 Consider a linear equation with unknown variable x,
[2, 3] + x = [3, 6],
it can be solved with the natural interval arithmetic, which gives:
x = [3, 6]− [2, 3] = [0, 4].
But when x = [0, 4] is injected into the equation, equality does not hold but only inclusion:
[2, 3] + [0, 4] = [2, 7] ⊃ [3, 6].
As a matter of fact, natural interval arithmetic encloses the solution set ([3, 6] ⊂ [2, 7]), but it is
fairly conservative.
Modal interval analysis ([Gardeñes 1986]) was proposed to solve this problem. It is
an algebraic and semantic extension of classical interval analysis. The essential idea is to
introduce the concept of proper/improper. A modal interval is sometimes called a general-
ized interval. The set of generalized intervals is denoted by KR and is divided into three
subsets: x := [x, x] ∈ KR is called proper when x ≤ x and improper when x ≥ x, and the de-
generated when x = x. Then it is suggested to use IR = [x, x] | x ≤ x to represent the set of
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proper intervals, and IR = [x, x] | x ≥ x to represent the set of improper intervals. The ac-
ceptance of left bound superior to the right bound changes several basic definitions, such
as w(x) := |x− x|. A real function f (x), where x ∈ Rn, can be extended to f (x) where
x ∈ KRn, which is called modal extension; in some works it can vary to KR-extension or
AE-extension ([Popova 1998]). The real arithmetic is extended to the so-called Kaucher
arithmetic ([Goldsztejn 2006]). To manipulate modal intervals, three devoted operators
are needed, which are pro, imp and dual defined in Kaucher arithmetic. For a modal
interval x = [x, x] ∈ KR, we have:
prox = [min(x, x), max(x, x)], impx = [max(x, x), min(x, x)],
particularly there is
dual[x, x] := [x, x].
These operators build a relationship between proper and improper intervals. The other
arithmetic operations stay same.
The set of the modal intervals is closed under the Kaucher arithmetic operations. A
generalized interval x1 is an algebraic solution of the equation f (x) = b, where x is un-
known, if the original algebraic relation is still valid when the variable x is replaced by the
interval result a. This is called algebraic closure. Take again the previous example:
Example 2.6 Given a linear equation with unknown variable x,
[2, 3] + x = [3, 6],
now it can be solved by modal interval arithmetic, which gives:
x = [3, 6]− dual[2, 3] = [3, 6]− [3, 2] = [1, 3].
if we inject x = [1, 3] to original place of first equation, the algebraic equality remains:
[2, 3] + [1, 3] = [3, 6] = [3, 6].
Another characterization of generalized intervals is the modal semantic extension. Unlike
classical interval analysis which identifies an interval by a set of real numbers only, modal
interval arithmetic identifies an interval by a set of predicates which is fulfilled by real
numbers. Each interval x ∈ KR has an associated logical quantifier, either existential (∃)
or universal (∀). For a real relation f (x) = z where x ∈ Rn and z ∈ R, the semantics
of its modal extension can be expressed with the quantifiers, which are derived based on
the modalities of generalized intervals. As universal quantifiers precede existential ones,
such quantified propositions have the form of:
(∀xP ∈ xP)(Qzz ∈ pro(z))(∃xI ∈ pro(xI))( f (x) = z),
where P and I are disjoint sets of index for proper and improper components of xP∪I ∈
KRn,Qz = ∀ if z ∈ IR,Qz = ∃ if z ∈ IR. For example:
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Example 2.7
[1, 3] + [4, 5] = [5, 8],
[1, 3] + [5, 4] = [6, 7],
[3, 1] + [5, 4] = [8, 5],
[3, 1] + [4, 5] = [7, 6].
are all valid in modal interval arithmetic, they are interpreted as:
(∀a ∈ [1, 3])(∀b ∈ [4, 5])(∃c ∈ [5, 8])(a + b = c),
(∀a ∈ [1, 3])(∃b ∈ [4, 5])(∃c ∈ [6, 7])(a + b = c),
(∃a ∈ [1, 3])(∃b ∈ [4, 5])(∀c ∈ [5, 8])(a + b = c),
(∃a ∈ [1, 3])(∀b ∈ [4, 5])(∀c ∈ [5, 8])(a + b = c).
Though the modal interval arithmetic could give a perfect semantic for the zero point
intervals and maintains the algebraic equality and logical explanation, the whole idea is
still not yet adopted widely and sometimes complicated to interpreter. Most development
tools, like INTLAB are still based on natural interval analysis, in which the inferior upper
bound is not allowed. There is no point to build up the work from ground zero with this
proposition, nevertheless it shows clearly the various potential of interval analysis in the
future.
2.2.2 Inclusion function
Once the basic notions of interval analysis are defined, it is possible to evaluate vec-
torial functions with interval variables and finite number of arithmetic elementary opera-
tions. Different evaluation techniques have different efficiency or result.
The interval function f of IRn in IR is called inclusion function of f if and only if:
∀x ∈ IRn, f (x) ⊆ f (x). (2.9)
It is also important to notice that if the inclusion function of each component fi of f
satisfies:
f i(x) ⊇ fi(x)(i = 1, ..., m),
we have:
f = f 1(x)× ...× f m(x). (2.10)
One of the major objectives is to find the smallest box containing f (x) for all x ∈ IRn,
called the minimal inclusion function for f , noted by f ∗.
∀x ∈ IRn, f ∗(x) = f (x). (2.11)
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Definition 2.10 (Convergent inclusion function) An inclusion function is convergent if and only
if for any interval boxes xk, we have:
lim
k→∞
w(xk) = 0⇒ lim
k→∞
w( f (xk)) = 0, (2.12)
which implies,
∀x ∈ IRn, f (x) = f (x). (2.13)
Definition 2.11 (Monotonic inclusion function) An inclusion function is monotone if and only
if:
x ⊂ y→ f (x) ⊂ f (y). (2.14)
with x and y two boxes of IRn.
2.2.2.1 Elementary inclusion function
Firstly, the elementary functions should be evaluated based on the properties intro-
duced in previous sections. Generally elementary real functions can be extended to inter-
val space with following formula:
f (x) = [in f
x∈x
( f (x)), sup
x∈x
( f (x))], (2.15)
where in f (•) and sup(•) are two operators returning inferior and superior bounds re-
spectively, as defined for interval variables in previous sections.
It is then easy to write down the expressions of different monotone elementary func-
tions, for example:
exp(x) = [exp(x), exp(x)],
ln(x) =

[−∞, ln(x)] i f 0 ∈ x,
∅ i f x 6 0,
[ln(x), ln(x)] otherwise,
x2 =
{
[0, max(x2, x2)] i f 0 ∈ x,
[min(x2, x2), max(x2, x2)] otherwise,
√
x =
{
[−√x,−√x] et [√x, √x] i f x > 0,
[0,
√
x] i f not.
(2.16)
Other non monotone functions need specific analysis and algorithm.
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Example 2.8
exp([0, 1]) = [1, e],
log([−2,−1]) = ∅,
[−2, 2]2 = [0, 4],
[−2, 2]× [−2, 2] = [−4, 4],√
[−2, 4] = [0, 2],
abs([−2, 1]) = [0, 2],
sin([0,
2pi
3
]) = [0, 1],
cos([0,
2pi
3
]) = [−1
2
, 1].
(2.17)
Let us notice that [−2, 2]2 and [−2, 2]× [−2, 2] provide different results, which is dis-
cussed in the following section.
2.2.2.2 Natural inclusion function
As it is important to find a convergent inclusion function for a given function f , there
exist various methods in different communities. The simplest and the most direct way
consists in replacing every point-wise number by an interval in which it belongs, and
also the real elementary functions by their interval extensions. This method provides the
"natural inclusion function".
Example 2.9 Consider the function:
f (x) = x2 + 2x + 1.
A natural inclusion function of this function is:
f (x) = x2 + 2× x + 1.
The evaluation of this function for x = [−1, 1] is:
f ([−1, 1]) = [−1, 1]2 + 2× [−1, 1] + 1 = [−1, 1] + [−1, 3] = [−2, 4].
Notice that the interval image of x by f is f ([−1, 1]) = [0, 4], which verifies the inclusion relation
(2.9).
Lots of works ([Jaulin 2001c, Ratschek 1985]) have proven that natural inclusion func-
tions are rarely minimal. The pessimism is always introduced by the fact that each oc-
currence of an interval variable is considered as an independent variable which respect to
other occurrences of the same variable. A given function generally has different formula-
tions, in natural interval arithmetic.
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Example 2.10 Consider the function f : x → x2 + 2x + 2. This function can be rewritten under
the following forms:
f1(x) = x(x + 2) + 2,
f2(x) = x× x + 2× x + 2,
f3(x) = x2 + 2× x + 2,
f4(x) = (x + 1)2 + 1.
and for [x]=[-2,1], we have:
f 1(x) = x(x + 2) + 2 = [−4, 5],
f 2(x) = x× x + 2× x + 2 = [−4, 8],
f 3(x) = x
2 + 2× x + 2 = [−2, 8],
f 4(x) = (x + 1)
2 + 1 = [1, 5].
It is clear that different expressions give different results, though the real interval image
is included in all the results. Especially the expressions x× x and x2 do not give that same
interval result, the interval variable x is supposed to take the same value in any occurrence
during the calculation, but in first expression it appears two times and it is considered as
different values. Some constraints are hence lost and pessimism is introduced during the
evaluation of the function f . f 4 gives the smallest interval solution, and it can be proven
to be minimal.
The first observation on pessimism of interval arithmetic is that the width of obtained
interval results depends on the number of occurrences of each interval variable in the
expression of function f .
To reduce the pessimism introduced by multi-occurrences, one should always find
the equivalent expression which reduces the number of occurrences of each variable. If
each variable appears just once in function f , the natural inclusion function is minimal.
Unfortunately there is no method which can be used systematically to find the minimal
inclusion function. The natural inclusion function is still the simplest way to evaluate an
interval function.
2.2.2.3 Centered inclusion function
One of the methods that can reduce the pessimism is the Taylor series function which
is developed based on the arithmetic of Taylor form [Neumaier 2003]. It constitutes a sig-
nificant enhancement of the toolkit of interval analysis techniques. The use of the Taylor
expansion function as a wrapping effect controller can be found in [Ramdani 2010].
If the interval x is not too wide, we can use the centered form of the inclusion func-
tion. Given a function f : Rn → Rm differentiable and to be derived continuously on the
domain D ⊂ Rn, then:
∀x ∈ D, f (x) ∈ f m(x) = f (m) + f ′(x)(x−m), (2.18)
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where m is a point in the interval x (generally the center) and f ′(x) is the inclusion Jaco-
bian function of f , f m is the centered inclusion function. Notice that in the interval vector
case, the center of x is written m, the ith element of x has the center of mi.
The centered inclusion function gives generally a less pessimistic result compared to
the natural inclusion function when w[x] is not too large or when the system equations
are complex on differential. Actual systems are often described by ordinary differential
equations. Interval analysis and a first-order enclosure of the solution to the ordinary
differential equation allow one to compute guaranteed solutions of the state estimation
problem. Then, validated numerical methods for solving the ordinary differential equa-
tion are applied. These methods use high-order interval Taylor models ([Corliss 1994]) to
compute intervals which are guaranteed to contain the solution of the ordinary differential
equation.
2.2.2.4 Convergence of the inclusion function
The criterion of the convergence of inclusion functions is studied by Moore [Moore 1979].
In his work, the convergence order of a inclusion function is defined as the largest integer
α which satisfies:
∃β ∈ R+| (w( f (x))− w( f (x))) ≤ βw(x)α . (2.19)
The convergence order of a minimal inclusion function is infinite. It shows that the
center inclusion function is more interesting than the natural inclusion function when the
width of intervals is small. But for larger size intervals, it is preferable to use natural
inclusion function.
2.3 Tighten interval calculation
Two main methods have been proposed during the last decades to solve equation sys-
tems. One is known as the set inversion problem, the other as rooted in constraint satisfaction.
2.3.1 Set inversion problem
Considering the following equation:
f (x) = y,
the objective is to find:
f (x) ∈ y, x ∈ x. (2.20)
x is the set of values of x which satisfy the equation, and y is an interval vector. The
solution set S of such equation is given by:
S = {x ∈ x | f (x) ∈ y} , (2.21)
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which is equivalent to:
S = f−1 (y) ∩ x. (2.22)
Firstly the set S defined in the previous equation is the "set inversion problem". For
linear systems, one can use natural arithmetic to solve the equation, but results may be
pessimist; for nonlinear systems, the performance of any method based on centered forms
is drastically affected by pessimisms [Uwamusi 2008].
This problem can be partially solved with an approximate but also guaranteed way
based on interval analysis and an algorithm called SIVIA (Set Inversion Via Interval Analy-
sis) which was developed by [Jaulin 1993]. This algorithm enables the construction of two
sub-paving S and S which verify the following inclusions:
S ⊂ S ⊂ S. (2.23)
The algorithm SIVIA allows one to obtain these two sub-pavings with a required precision
ε, based on an inclusion test. The relation between the two sub-pavings can be character-
ized as:
∆S = S− S. (2.24)
where ∆S is called the inclusion test uncertainty, in which no decision can be made during
the test. The properties of solutions are:
• if S = ∅ the problem (2.20) has no solution,
• if S , ∅, there exists at least one verified solution for (2.20).
2.3.1.1 Inclusion test
An inclusion test aims at verifying whether an interval, which is calculated with an
inclusion function, belongs to a a priori known set. For any interval box x, three situations
are anticipated:
• f (x) j y→ x ⊂ S and x is called feasible, or acceptable,
• f (x) ∩ y = ∅→ S− x and x is called unfeasible, or rejectable,
• f (x) ∩ y , ∅→ x is called uncertain.
One of the purposes of SIVIA is to deal with the last situation, which is the method of
bisection.
2.3.1.2 SIVIA algorithm
The SIVIA algorithm determines the sub-paving S which contains the solutions and S
which contains the admissible boxes and undetermined boxes. This algorithm uses stacks:
a stack Pint keeps all the intervals to-be-analyzed (the intermediate boxes). An initial box
x(0) ∈ X0 is supposed to contain all the solutions and it is placed in the stack Pint.
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During the execution of the algorithm, the first element of such stack is retrieved as
a box x. This operation extracts the element on the top of the stack. Its image by the
inclusion function f is then tested against the known set y. If the box x is undetermined
and its length is superior to ε (a user predefined size), it is then bisected. The two sub-
pavings x1 and x2 are put on the top of the stack Pint. If the box x is acceptable, x is added
to the stack S and S, or it is undetermined but it can no longer be divided, x is added to
the stack S
Algorithm 1 Algorithm SIVIA( f ,y,Pint,ε)
Input: f ,x(0),y,ε;
Output: S, S;
1: initialization: Pint := x(0);
2: x:=getTop(Pint);
3: if f (x) ⊂ y then
4: Pad := Pad ∪ x;
5: S := S∪ x; S := S∪ x;
6: else if f (x) ∩ y , ∅ AND w(x) < ε then
7: S := S∪ x;
8: else if f (x) ∩ y , ∅ AND w(x) > ε then
9: bisectBox(x)→ {x1, x2|x1 ∪ x2 = x};
10: Pint := Pint ∪ x1, Pint := Pint ∪ x2;
11: end if
12: if Pint , ∅ then
13: SIVIA( f ,y,Pint,ε);
14: end if
The function getTop(◦) retrieves a box from the stack, and bisectBox(◦) divide box into
two sub-box. The box stack ∆S = S− S which represents the uncertainty of the solution
set contains the undetermined boxes with dimension smaller than predefined by ε. The
volume of this set reduces while ε gets smaller.
It is clear that SIVIA is a recursive algorithm, its complexity is exponential depending
on the size of the variable vector. The number of bisections is estimated as inferior to:(
w(x(0))
ε
+ 1
)n
. (2.25)
[x](0) is the initial search box as mentioned above, n is the dimension of vector x. This
number can be reduced by using contraction or preconditioning methods, which are dis-
cussed later.
Example 2.11 Consider
y = x41 − x21 + 4x22,
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Figure 2.3: SIVIA solution illustration
where y = [−0.1, 0.1], and x(0) = ([−3, 3][−3, 3])T. To find the solution set S, SIVIA can be
used and the result is shown in the Figure 2.3.
The strategy of bisection is an important issue, which can influence the efficiency of
the algorithm. An overview of different strategies is given in the next section.
2.3.1.3 Bisection strategies
SIVIA uses a branch-and-bound type algorithm to explore and refine the research
space x(0). Several works have proposed different strategies to carry out bisection of
the search space subject [Ratz 1995, Csendes 1997, Csendes 2003, Csendes 2004]. As the
bisection rules have been implemented in different applications, it is worth mentioning
them briefly here.
Consider a general set inversion problem:
S = {x ∈ X | f (x) ∈ y} ,
exactly as in the previous section, which can be solved by the algorithm SIVIA [Jaulin 1993].
The bisection strategy consists in choosing the component of the interval vector to bisect.
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Mostly it is based on a dedicated function D(i). The main target is to find an optimal
component also called coordinate direction to bisect the box. This choice is named inter-
val subdivision direction selection. It is generalized as:
k = arg
(
max
i∈(1,...,n)
(D(i))
)
, x ∈ IRn. (2.26)
Strategy A This rule is based on the interval component width. Based on the definition
2.6, in the Cartesian product the bisection direction choice is given by the largest vector
component width. Another interpretation can be given as:
D(i) = w(xi). (2.27)
Strategy B In [Walster 2004] Walter and Hansen proposed a bisection rule which aims to
maximize the quantity:
qi =
{
max
t∈xi
(
f
(
m(x1), ..., m(xi−1), t, m(xi+1)
))−min
t∈xi
(
f
(
m(x1), ..., m(xi−1), t, m(xi+1)
))}
.
(2.28)
The quantity qi gives an indication of the variation of the function when t slides in xi.
When the function is not monotonic, the process is very complex, it is suggested to use
the following function:
D(i) = w( f ′i(x)) · w(xi). (2.29)
in which f ′i is the ith element of the inclusion function of the gradient function of f .
Strategy C This strategy is interesting as it aims at finding a bisection direction which
can minimize the size of f (x) by using a centered inclusion function. It is based on the
Equation (2.18), the size of the image is given by:
w( f m(x)) = w( f (m) + ( f (x))(x−m))
=
n
∑
i=1
w(( f i(x))(xi −mi)).
(2.30)
The bisection is chosen according to the following cost function:
D(i) = w(( f i(x))(xi −mi)). (2.31)
Strategy D It is a variation of strategy A, for the cases where the difference of the abso-
lute width values of each component are big so that the bisection direction would be stuck
in one component. We can then use an analogue expression but with percentage value of
actual width to the original width of each component.
D(i) =
w(xi)
w(xi(0))
, (2.32)
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where w(xi(0) is the original width of the ith interval component.
The choice of strategy is based on the algorithm requirements, considering a balance
between efficiency, convergence, implementation complexity and algorithm speed.
2.3.2 Constraint satisfaction problem
Another approach of solving an interval equation system is to use constraint propa-
gation [Jaulin 2001b]. As a matter of fact, the inclusion relations and the equations can
be interpreted as the constraints; the resolution of such system can then be taken into a
Constrain Satisfaction Problem (CSP). Let us recall the basic definitions:
Definition 2.12 A Constraint Satisfaction Problem H = (X ,D, C) is defined by:
- a set of variables X = {x1, ..., xn},
- a set of value domains D = {D1, ..., Dn} where Di is the domain associated to the variable xi,
- a set of constraints C = {C1, ..., Cm}, linking the variables X .
For example, an interval linear system of the form
0 ∈ AX − B,
can be represented as a CSP as follows:
CSP(A ∈ A, B ∈ B, X ∈ X , AX = B).
We can also write the CSP row by row:
H =

X = {x1, ..., xn}
D = {IR, ..., IR}
C =
{
Ci : 0 ∈ ∑nk=1 ai,kxk − bi
}
 . (2.33)
The solution S of the CSP : H = (X ,D, C) is the set of all the values affected to the
corresponded variables at the same time.
2.3.2.1 Contraction and consistency of a CSP
The resolution of CSP starts from an infinite domain or a bounded domain. The re-
duction of the domain is known as a local consistency problem, which can take the form
of node consistency, arc consistency, and path consistency [Chabert 2009, Lhomme 1993]. The
operation is called constraint propagation or contraction, which is based on the equivalent
relation below:
Definition 2.13 Two CSP H1 and H2 are equivalent if and only if they have the same set of
solutions.
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Remark 2.1 For the same set of variables X and the same set of constraints C, different sets of
variable domains Di define different CSPHi.
Definition 2.14 A contractor R for a CSP H1 = (X ,D1, C) is an operator that can shrink the
defined domain D1 into a domain D2 without losing any solution, such that:
D2 ⊂ D1.
The new CSPH2 is equivalent toH1.
A CSP is solvable when it is equivalent to the CSP in which the infinite quantity do-
main is replaced by a largest value in serving computer (CSPs are solved by the help of
modern computer science). The contractor aims to reduce the initial domain into an as
small as possible domain. The principle is to reject the parts of the domain which are not
consistent with the constraints.
Definition 2.15 A CSP:H = (X ,D, C) is globally consistent if and only if:
∀xi ∈ Di, ∃(x1, ..., xi, ..., xn) ∈ D | ∀C(x1, ..., xi, ..., xn) ∈ C , C(x1, ..., xi, ..., xn) is verified,
in which C(x1, ..., xi, ..., xn) is a single constraint with a set of varibles.
Definition 2.16 The number of constraints of the CSPH = (X ,D,H) is noted Nc. The number
of the variables of CSPH = (X ,D,H) is noted Nx;
Global consistency can be interpreted as for all the variables in the problem, the de-
fined domain corresponds to the variation of the constraints. In such case, a globally
consistent CSP gives a minimal exterior estimation of the equivalent system equation of
the solution.
There is a large choice of contractors. Each has its own advantages and shortcomings,
system characteristics and available information. We use these criteria to classify different
contractors: constraint linearity, number of unknown variables, constraints, and size of
X, which is w(X). The first criterion to consider is the linearity of the constraints, which
define two categories, linear CSPs and non linear CSPs.
2.3.2.2 Convergence of contractors
The contraction is an operation that can reduce the search space to a domain no longer
compressible according to the same contractor. Its size depends on the initial uncertainty
of the system. The result is yielded by an iterative process:
Dk+1 = R(Dk).
The algorithm stops is at the point when:
Dk+1 = R(Dk) = Dk.
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The solution S of CSP H = (X ,D, C) can be provided by the suitable contractor for
this CSP which verifies the properties:
contractible X ⊂ D ⇒ R(X) ∈ D
monotony X ⊂ D, X ′ ⊂ D; X ⊂ X ′ → R(X) ⊂ R(X ′)
idempotent X = S → R(X) = X
Monotonicity is a property of the inclusion function. If the the series Dk+1 = Dk ∩
R(Dk) is an inclusion function, it should be monotonic which yields to a minimal func-
tion. Among all the contractors, the fix point contractors are those that are idempotent.
In this thesis, the solution of a CSP is noted as Ds. For convergent CSP, theoretically
we have:
Ds = Dk+1 = R(Dk) = Dk.
In practice, the convergence is validated when the different of two domains from two
successive iterations are less than a predefined size.
2.3.2.3 Linear CSP
These CSPs concern linear systems, which can be represented by following equation:
Ax− B = 0
Gauss Elimination Contractor (CGE) This contractor is for the CSPH : (X ,D, Ax− b =
0).
The principle is to transform the interval matrix A into two triangular matrices, the
inferior L and superior U such that A ⊆ LU. This manipulation is also called LU decom-
position.
1 0 · · · 0
l2,1 1 · · · 0
...
... . . .
...
ln,1 ln,2 · · · 1


u1,1 u2,1 · · · u1,n
0 u2,2 · · · u2,n
...
... . . .
...
0 0 · · · un,n
 ⊇

a1,1 a1,2 · · · a1,n
l2,1 a2,2 · · · a2,n
...
... . . .
...
an,1 an,2 · · · an,n

The solution is given in the following two CSPs:
Ly ⊇ b,
Ux ⊆ y.
The matrices L and U are obtained by iterative calculus:
li,k =
ai,k −∑j>k li,juj,k
uk,k
, 0 < uk,k, for i > k,
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and
ui,k = ai,k −∑
j<i
li,juj,k, for i ≤ k,
which yields
yi = bi −
i−1
∑
j=1
li,jyj, i = 1, ..., n,
and the contractor is completed by
xi =
yi −∑nj=i+1 ui,jxj
ui,i
, i = 1, ..., n.
The algorithm is then given by Algorithm 2:
Algorithm 2 Algorithm Gauss elimination contractor CGE(X ,Dx, Ax− b = 0)
Input: Dx, A ∈ IRn×n, b ∈ IRn×1;
Output: x;
1: for i = 1 to n− 1 do
2: if 0 ∈ ai,i then
3: (x1, ..., xn) = IRn; return;
4: end if
5: for j = i + 1 to n do
6: aj = aj,i/ai,i;bj = bj − aj × bi;
7: for k = i + 1 to n do
8: aj,k = aj,k − xj × ai,k;
9: end for
10: end for
11: end for
12: for i = n to 1 do
13: xi = (b−∑nj=i+1 ai,j × xj)/ai,i.
14: end for
This contractor requires that 0 < ai,i, otherwise the contractor fails to contract. CGE is
efficient when the interval matrix A is close to the identity matrix.
Gauss-Seidel Contractor (CGS) This contractor is for the CSPH : (X ,D, Ax− b = 0).
The principle is to develop row by row the interval model Ax = b, where A is sup-
posed to be a square matrix so that Nx = Nc.
The algorithm starts from decomposing the matrix A, whose diagonal elements should
not be zero into two sub matrices:
A = Λ+ M.
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where Λ is a diagonal matrix whose diagonal elements are identical to the A. M is the
matrix whose diagonal elements are zeros. The solution of x of the CSP is the fixed point
of:
ψ(x) = Λ−1(b−Mx).
which yields:
CGS : xk+1 = xk ∩ (Λ−1(b−Mx)). (2.34)
Algorithm 3 Algorithm Gauss-Seidel contractor CGS(X ,Dx, Ax− b = 0)
Input: Dx, A, b;
Output: x;
1: Λ = diag(A);
2: M = A−Λ;
3: i = Λ−1(b−Mx);
4: x = x ∩ [i].
2.3.2.4 All system CSP
The contractors presented below are suitable for the systems in the form:
f (x) = 0.
Constraint propagation contractor (CP) The principle is to decompose the constraint
equation f (x1, ..., xn) = 0 in a sequence of elementary operations like {+,−,×, /} yield-
ing a list of primitive constraints ([Lhomme 1996]). For example, equation:
xˆk+1|k+1 = xˆk+1|k + Kk+1(yk+1 − Cxˆk+1|k).
can be decomposed into the set of following primitive constraints:
a1 = Cxˆk+1|k,
a2 = yk+1 − a1,
a3 = Kk+1a2,
xˆk+1|k+1 = xˆk+1|k + a3.
The algorithm can be repeated until the convergence of the result is verified.
Constraint forward backward contractor (CFB) This contractor is for the CSP with the
form ofH : (X ,D, f (x) = 0).
The forward-backward contractor is based on constraint propagation. The basis of CFB
is also to decompose the original constraints into elementary constraints. The sequence of
operations should be arranged carefully as it has an impact on the contraction result.
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Krawczyk contractor (CK) This contractor is for the CSP H : (X ,D, f (x) = 0). f (•)
should be differentiable, the number of constraints Nc should be equal to the dimension
of x Nx, i.e. we have Nx = Nc.
M is supposed to be an invertible matrix, so we can construct a function:
f (x) = 0⇔ x−M f (x) = x ⇔ ψ(x) = x−M f (x). (2.35)
Once the function is established, the point x which fulfills f (x) = 0 is the fixed point
of the series defined by xk+1 = ψ(xk). If this series is convergent, it converges towards to
this point. The centered inclusion function ψ(x) is given by:
ψ(x) = ψ(xc) + Jψ(x− xc). (2.36)
where Jψ is the inclusion function of the Jacobian matrix of ψ and the xc is the center of
the x (equivalent to mid(x)). That allows to write down the Krawczyk contractor:
Ck : xk+1 = xk ∩ (ψ(xc) + Jψ(x− xc)). (2.37)
Now we introduce ψ(x) = x−M f (x) which gives:
CK : xk+1 = xk ∩ (xc −M f (xc) + (I −MJ f (x))(x− xc)). (2.38)
Notice that I is the identity matrix. In practice, it is suggested to use the inverse J−1f (xc)
which is a kind of preconditioning operations. The algorithm is as below:
Algorithm 4 Algorithm Krawczyk contractor CK(X ,Dx, f (·))
Input: Dx, f (·);
Output: [x];
1: M = J−1f (xc);
2: Jψ = I −MJ f (x);
3: i = xc −M f (xc) + (I −MJ f (x))(x− xc);
4: x = x ∩ i.
This contractor can be nested, which means that it can be used recursively CK(CK(...CK(x)))
until convergence towards the solution or until the stop point predefined.
Newton contractor (CN) This contractor is also for the CSP H : (X ,D, f (x) = 0). f (•)
should be differentiable, the number of constraints Nc should be equal to the dimension
of x which is also Nx, i.e. we have Nx = Nc.
In this contractor, first order Taylor expansion is used to get a fixed-point sub-solver
ψ(x) = x− J−1f (x) ∗ f (x). The inclusion function is then:
ψ(x) = ψ(xc) + J−1f (x) f (x). (2.39)
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Algorithm 5 Algorithm Newton contractor CN(X ,Dx, f (·))
Input: Dx, f (·);
Output: x;
1: A = J f (x);
2: p = x− xc;
3: CGS(Ap + f (xc) = 0);
4: x = x ∩ (p + xc).
The Newton contractor is given as:
CN : xk+1 = xk ∩ (ψ(xc) + J−1f (x) f (x)). (2.40)
This contractor can be nested, which means that it can be used recursively CN(CN(...CN(x)))
until convergence towards the solutions.
2.3.2.5 Examples and comparison
Different contractors adapt different situations, they all have advantages and limits. To
show their performances, three examples are used and simulated numerically in Matlab.
Figure 2.4: Electrical circuit example
Example 2.12 Given an electrical circuit which contains two resistances, obtained following con-
straints:
C :

P = UI,
U = (R1 + R2) ∗ I,
U1 = R1 ∗ I,
U2 = R2 ∗ I,
U = U1 +U2.
(2.41)
where U ∈ [23, 26]V,I ∈ [4, 8]A,U1 ∈ [10, 11]V,U2 ∈ [14, 17]V, and P ∈ [124, 130]W.
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Table 2.1: Comparison result for example 2.12
Nb-cycle Results
CP 3 X =
{
[1.8462, 2.3065]
[2.5846, 3.3548]
}
CFB 2 X =
{
[1.8462, 2.3065]
[2.5846, 3.3548]
}
Contract X = {R1, R2}, given the initial domains:
D :
{
R1 ∈ [0, inf],
R2 ∈ [0, inf].
For this example, the constraint propagation contractor and forward-backward con-
tractor can be used; the results are given in table 2.1.
Nb-cycle represents the number of iterations of contraction algorithm until it achieves
the stop point. The Table 2.1 shows that both contractors can achieve a good result; the
forward-backward contractor has less iterations, as it repeats contraction equations twice
(though in different direction) at each iteration.
Example 2.13 Consider an equation as a constraint:
C : {Ax− b = 0}. (2.42)
where
A =

[4, 5] [−1, 1] [1.5, 2.5]
[−0.5, 0.5] [−7,−5] [1, 2]
[−1.5,−0.5] [−0.7,−0.5] [2, 3]
 , B = ([3, 4] [0, 2] [3, 4])T (2.43)
Contract X = {x}, with initial domain:
D1 : x ∈ ([−10, 10] [−10, 10] [−10, 10])T
For this initial domain, all the contractors can be used, the results are presented in table
2.2:
The results show that the best result is obtained by the Gauss-Seidel algorithm with
preconditioning.
Another initial domain is not bounded,
D2 : x ∈ ([− inf, inf] [− inf, inf] [− inf, inf])T .
Only gauss elimination can be used, the results are in table 2.3:
Gauss elimination with preconditioning provides better results compared to simple
gauss elimination.
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Table 2.2: Comparison result for example 2.13
Nb-cycle Results
CP 81 X =

[−2.0846, 1.6368]
[−0.7370, 1.7436]
[−0.3214, 3.8378]

CFB 81 X =

[−2.0846, 1.6368]
[−0.7370, 1.7436]
[−0.3214, 3.8378]

CGE 1 X =

[−1.8193, 1.1687]
[−0.4141, 1.7252]
[0.7002, 3.4208]

CGE with preconditioning 1 X =

[−1.1070, 1.3837]
[−0.7852, 1.3320]
[0.7584, 2.9841]

CGS 45 X =

[−2.0845, 1.6367]
[−0.7370, 1.7436]
[−0.3214, 3.8378]

CGS with preconditioning 11 X =

[−1.1070, 1.3837]
[−0.8114, 1.3320]
[0.5757, 2.9841]

CK 13 X =

[−10.0000, 10.0000]
[−9.6789, 9.2992]
[−10.0000, 10.0000]

Table 2.3: Comparison result for example 2.13
Nb-cycle Results
CGE 1 X =

[−1.8193, 1.1687]
[−0.4141, 1.7252]
[0.7002, 3.4208]

CGE with preconditioning 1 X =

[−1.1070, 1.3837]
[−0.7852, 1.3320]
[0.7584, 2.9841]

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Table 2.4: Comparison result for example 2.14
Nb-cycle Results
CP 4 X =
{
[0.7584, 2.9841] ∗ 10e−12
[−0.0964, 0.2403] ∗ 10e−12
}
CFB 3 X =
{
[0, 0.0000] ∗ 10e−12
[0, 0.2328] ∗ 10e−12
}
CK 4 X =
{
[−0.7762, 0.7762] ∗ 10e−10
[−0.3342, 0.3342] ∗ 10e−10
}
Example 2.14 Given an equation in the form of following constraints:
C :
{
f1(x1, x2) = x21 − 4x2.
f2(x1, x2) = x22 − 2x1 + 4x2.
(2.44)
contract X = {x1, x2}, with the initial domain:
D :
{
x1 ∈ [−0.1, 0.1],
x2 ∈ [−0.1, 0.3].
The results are given in table 2.4.
We can notice that in this example, the constraint propagation contractor gives the best
result.
In conclusion, interval-based constraint propagation is an efficient way to reduce the
initial domain towards the solution set. It is essential to speed up the interval analysis al-
gorithm. The basic constraint propagation contractor and its forward-backward enforce-
ment iteration provide generally good and quick results in linear discrete system. These
are the prior choice for us.
2.4 Interval matrices
2.4.1 Inversion problem
The resolution of interval linear systems like AX = b can be tricky because of the
interval matrix A. A numerical matrix may have singularities so that the inverse of the set
diverges very quickly.
A square matrix A of n order is called invertible or regular when it exists a matrix A∗
which has the same order as A and satisfies:
AA∗ = A∗A = In,
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where In is the identity matrix of order n, and the multiplication here is the ordinary mul-
tiplication of matrices. A square matrix is singular if and only if its determinant is 0, and
in such case, the matrix is not invertible. An interval matrix is more likely to have singu-
larities as the candidate matrices within bound are infinite. Traditionally, we assume the
interval matrix to be square and regular, meaning that every matrix in the set is nonsin-
gular. The exact result of the set A−1 is not necessarily convex, so it is more natural to
define the inverse of an interval matrix as the narrowest interval matrix which contains
the set A−1. As today, the algorithm used to approximate interval matrix inversion is pro-
posed by Rohn in [Rohn 1993], and it is used in many numerical solvers and toolboxes
like INTLAB [Rump 1999]. This algorithm assumes that the interval matrix is regular.
2.4.2 Regularity test
The regularity of interval matrices is very important for solving systems of linear inter-
val equations. An interval matrix is required to be regular before the inversion operation.
An interval matrix is said to be regular if all scalar matrix candidates that belong to
the set have non-null determinant and it is called singular otherwise. There exist lots of
criteria for testing the regularity of interval matrices. Rump presents the criterion to verify
positive definiteness of a symmetric or Hermitian matrix in [Rump 2006]. In [Rohn 2009]
Rohn presents forty criteria for regularity test for interval matrices, some of which are ef-
ficient in practice. [Pas¸ca 2010] presents the formerly verified condition for the regularity
of an interval matrix.
Definition 2.17 An interval matrix A ∈ IRn×n is called regular if and only if it satisfies:
∀A ∈ A, det A , 0,
otherwise it is called singular:
∃A ∈ A, det A = 0.
2.4.3 Rohn’s approach
Rohn uses the centered form of interval matrix 1 and a set of ±1 vectors Y to generate
the possible vertices of A by
Ayz = Ac − Ty∆Tz,
the complexity order is at most 22n−1. It still does not exhaust all the vertices of A the num-
ber of which equals 2n
2
. Then some (but not necessarily optimal) bounds of the inverse
interval matrix are defined as:
Bi,j = min(A
−1
yz )i,j, y, z ∈ Y,
1. A = Ac + ∆, Ac = mid(A),∆ = rad(A)
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and
Bi,j = max(A−1yz )i,j, y, z ∈ Y,
then A−1 is approximated by [B, B]. The complete deduction of this approximation can
be found in [Rohn 1993].
This approach is widely used. It can provide a good approximation of an interval ma-
trix inverse as long as the matrix is regular. If any of the vertices of the original interval
matrix has null determinant, the result is not usable. Another issue is that the approxima-
tion is rough and in certain circumstance it may exacerbate the pessimism due to interval
arithmetic.
2.4.4 Inverse interval matrix with SIVIA
It has been shown in the previous section that the algorithm SIVIA can be solved to
find the set inversion problem for interval functions. The precision of the result can be
adjusted according to the requirements. We can either have a narrower interval container
or less computational time.
In our work, the interval matrix that needs to be inverted is square and symmetric
(HkPˆk+1|kHTk + Rk). According the matrix property, the inverse symmetric matrix is still
symmetric. Finding the matrix inverse can be interpreted as finding the solution for a
family of constraints. Moreover, finding a solution for a linear system like AX = B,
whether the matrix A is square or not, can always be treated as constraints family.
Given an interval matrix A ∈ IRn×n and B ∈ IRn×m, if the solution of X exists, it must
satisfy the following constraints:
Ci,j :
n
∑
p=1
ai,pxp,j = bi,j, i = {1, · · · , n}, j = {1, · · · , m}. (2.45)
Each constraint can be solved by SIVIA algorithm, the complexity of this approach is
defined by following equation, based on the Equation (2.25):
i×
(
w(x(0))
ε
+ 1
)j
, (2.46)
where the x is the vector box constructed from ith row of matrix X:
X i,1 × X i,2 × · · · × X i,j.
2.4.4.1 Application example
Example 2.15 Given
AX = B, A =
(
[3.7, 4.3] [−1.5,−0.5]
[−1.5,−0.5] [3.7, 4.3]
)
, B =
(
[−14, 0]
[−9, 0]
)
.
find solution set of X.
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Rohn’s approach : X = A−1 × B =
(
[−5.7163, 1.3829]
[−4.7546, 1.4212]
)
Inversion by SIVIA : The initial search space can be set as the result of Rohn’s approach
(see Figure 2.5); the reason is that Rohn’s approach is already a sub-optimal solution. It is
over-estimated and the stop factor of SIVIA ε is set to 0.01. The result is shown in Figure
2.5.
Notice that in the figure, the square of entire space is the result of Rohn’s approach. In
the inversion using SIVIA, the green area is the part such that ∀A ∈ A, AX ⊂ B, while in
yellow area, ∃A ∈ A, AX ⊂ B, and the red area corresponds to the rejected solutions. It is
very clear that the result obtained by our approach is more accurate.
−5 −4 −3 −2 −1 0 1
−4
−3
−2
−1
0
1
Figure 2.5: Matrix inversion by SIVIA
2.5 INTLAB
There exist different libraries of interval arithmetic for numerical implementation and
simulation. Some of them even provide complete solvers for certain algorithms, such as
contractor solvers from Ibex[Jaulin 2008]. Our simulation environment is under MATLAB
[Hargreaves 2002], the toolbox INTLAB meets our criterion of usage [Rump 1999]. The
philosophy of INTLAB is that everything is written in Matlab code to assure best porta-
bility. Throughout our use, we find that INTLAB is very flexible as we can write our own
solvers under MATLAB easily, and run test in a simple and efficient way. The drawback
of this choice is that almost every solver should be written by our own, and the calculation
speed is limited and needs lots of delicate optimizations.
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The whole work is written in Matlab scripts with the INTLAB toolbox.
2.6 Conclusion
In this chapter, the basic notions of interval arithmetic are introduced. One important
point of interval arithmetic is to find a minimum inclusion function, which can reduce the
pessimism.
The techniques that can tighten the interval calculation result are also discussed in this
part. It concerns two major methods. The first one is the set inversion approach which
can provide a better enclosure of result, even in the non-convex case; the algorithm needs
more time and resource to obtain the result. In certain applications, another technique ,
the constraint propagation, is more practical. This approach looks for the constraints in
equations and variables’ relations, different methods are used to proceed the search space
contraction.
These two approaches can be used in the same application. The constraint propagation
provides a smaller initial search space for the set inversion technique, the latter gives
a refined result, as it is time consuming, a smaller initial search space can reduce the
calculation time and resource.
The interval matrix is highlighted in this chapter. Especially the inversion problem of
interval matrix is discussed. The objective is to find singularities in an interval matrix,
and find the matrix inverse without losing any solution, but still has a good precision
and speed. The set inversion algorithm can be used to obtain the inverse matrix without
inversion operation.
Lastly, the toolbox INTLAB is introduced as it is used widely in this work.
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3.1 Introduction
The set-membership approach can provide guaranteed solution for dealing with bounded
uncertainties. Numerous related works have been developed in the last few years. The
characteristic of this approach are revealed in comparison with conventional stochastic
approach.
The primary differences between the set-membership approach and the stochastic frame-
work are presented in Table 3.1, inspired by the contribution established in [Gelso 2008].
Table 3.1: Differences between the stochastic approach and the set-membership approach
Stochastic approach Set-membership approach
Uncertainties Process and measurement
noise respect a probabilis-
tic model
Bounded value representa-
tive otherwise unknown
Model Sensitive to strong non-
linearity
Not sensitive to strong
non-linearity
Challenge Modelling complexity Computational complex-
ity, over estimation
Parameters and state estimations from experimental measures are usually obtained
within a stochastic framework in which assumed known distribution laws are associ-
ated to interferences and noisy measurements. In contrast, in the bounded error context,
measurements and modelling uncertainties are supposed to be unknown but stay within
known bounds. It is not always possible to get enough information on disturbances and
noises. Lack of information may turn the usual stochastic framework inappropriate. In
such cases, the model of bounded uncertainties can be a better solution.
Regarding the computational complexity, if all the pre-required statistical informations
are given, the stochastic framework is generally less difficult than the set-membership
approach. But in cases where the distribution law is unknown, set-membership methods
are more adequate. In this term, the stochastic method requires more prior information
than the set-membership method. Both approaches can obtain similar estimation results
for a proper combination of tuning parameters, as mentioned in [Gelso 2008].
In addition to the difficulty of setting initial conditions, the set-membership approach
has overestimation drawbacks, and may fail estimation and detection process. A stochas-
tic method however, would not invalidate the non relevant fault models but it would
conclude to the existence of a solution with a confidence interval, which is difficult to
interpret at some time.
As both techniques have specific advantages and disadvantages, they may interact
synergically. A stochastic method can provide means for analyzing the properties of a set
estimator, whereas a set-membership technique can provide the initial entry to a system
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without assuming the distribution law of uncertainty in advance. They are hence more
complementary than competitive.
3.2 Definition and formulation
Based on above idea, it is interesting to combine these two uncertainty models in
one system, which we call Uncertain Stochastic System. The name emphasizes that mea-
surement and system noises are still modelled under a statistical framework, meanwhile
bounded uncertainties exist in system parameters which are given set values.
As mentioned previously, in this work we mainly concentrate on linear dynamic dis-
crete system. It is called Kalman model [Kalman 1960] given by the following form:{
xk+1 = Axk + Buk + wk,
yk = Cxk + Duk + vk, k = 0, 1, 2, ...
(3.1)
where xk ∈ Rn, yk ∈ Rm, uk ∈ Rp are state observation and input vectors, respectively,
A ∈ Rn×n, B ∈ Rn×p, C ∈ Rm×n and D ∈ Rm×p are constants matrices, {wk} and {vk}
are independent Gaussian white noises sequences, with covariance matrices Q and R,
respectively, definite positive by definition:
E{wk, wl} = Qδkl , E{vk, vl} = Rδkl ,
E{wk, vl} = E{wk, x0} = E{vk, x0} = 0,
∀k, l = 0, 1, 2, ...
where δkl is the Kronecker symbol.
For this system, Kalman filtering and recursive least square method are well known to
provide optimal estimation on unknown states by taking account measurements at each
iteration.
In order to adapt the Uncertain Stochastic System model, system (3.1) is reformulated
in this double context,
xk+1 = Axk + Buk + wk, A ∈ A, B ∈ B,
yk = Cxk + Duk + vk, C ∈ C, D ∈ D,
A ∈ IRn×n, B ∈ IRn×p, C ∈ IRm×n, D ∈ IRm×p, k = 0, 1, 2, ...
(3.2)
In calculus, involved parameters are belonging to the boxes indicated in bold type.
Notice that in the system model, states and observations are not set values. At time k
the parameters’ values are certainly punctual but unfortunately unknown, however it is
assumed that they belong to bounded areas thus we can use the set value approximation
to replace the unknown exact values in the following sections. It is also assumed that
parameters are time invariant.
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3.3 Estimation based on the initial state and historical com-
mand and noises
The mixture of different types of variables makes the system analysis difficult. Neither
the statistical approach nor the set-membership method has considered the presence of
various uncertainty approximations in one framework. Only a part of the state is biased
by known statistical noises.
Based on system (3.2) and the alternative form of interval definition in Equation (2.1),
the following equations are obtained:{
xk+1 = (A + ∆A)xk + (B + ∆B)uk + wk,
yk = (C + ∆C)xk + (D + ∆D)uk + vk, k = 0, 1, 2, ...
(3.3)
Interval parameters are presented as a combination of a nominal value described in
equation (3.1) and a bounded uncertainty term.
At time k, the state estimate xˆk can be evaluated from x0 by:
xˆk = (A + ∆A)kx0 +
k
∑
i=1
(A + ∆A)k−iwi−1 +
k
∑
i=1
(A + ∆A)k−i(B + ∆B)ui−1, k > 0. (3.4)
this is demonstrated in Appendix A.
Then xˆk can be divided into xˆS and xˆIk,
xˆk = xˆSk + xˆ
I
k,
xˆSk =
k
∑
i=1
(A + ∆A)k−iwi−1,
xˆIk = (A + ∆A)
kx0 +
k
∑
i=1
(A + ∆A)k−i(B + ∆B)ui−1.
(3.5)
xˆSk is the sub-state biased by the statistical noise and xˆ
I
k contains only bounded uncertain-
ties.
It is also possible to divide into two parts:
yˆk = (C + ∆C)xˆk + (D + ∆D)uk + vk
= (C + ∆C)(xˆSk + xˆ
I
k) + (D + ∆D)uk + vk
=
(
(C + ∆C)xˆSk + vk
)
+
(
(C + ∆C)xˆIk + (D + ∆D)uk
)
= yˆSk + yˆ
I
k.
(3.6)
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therefore:
yˆk =yˆSk + yˆ
I
k,
yˆSk =(C + ∆C)
k
∑
i=1
(A + ∆A)k−iwi−1 + vk,
yˆIk =(C + ∆C)
[
(A + ∆A)kx0 +
k
∑
i=1
(A + ∆A)k−i(B + ∆B)ui−1
]
+ (D + ∆D)uk.
(3.7)
The same comments as far xˆsk and xˆ
I
k hold for yˆ
s
k and yˆ
I
k.
3.4 Uncertainty in probability density functions
The previous section shows that, in any way, the statistical noise and the uncertain
parameters can not be separated completely; therefore they can not be treated as parallel
processes. It is then interesting to investigate the influence of the set valued parameters in
a conventional stochastic model.
Case 1 Firstly we consider a discrete state model without noise and uncertainty,
xk = Axk−1. (3.8)
The state estimate at time k based on previous estimate at time k − 1 can be easily
yielded by
xˆk = Axˆk−1, (3.9)
as it is illustrated in Figure 3.1 (up-left). Without noise and other uncertainty, the proba-
bility of the state passing from xˆk−1 to xˆk equals to 1.
Case 2 Next, a statistical noise w is added. The original system turns into:
xk = Axk−1 + wk−1. (3.10)
We consider a centered noise which has a normal distribution, w ∼ N(0, σ2).
This classical system model can be solved by numerous estimation methods. One can
use correction gain to minimize the error co-variance of the estimate by using the system
output measurement. A correction gain G is designed to satisfy some criterion in order to
obtain an optimal estimate.
xˆk|k = xˆk|k−1 + G(y− yˆk|k−1).
where xˆk|k is the a posteriori estimate, xˆk|k−1 is the a priori estimate, yˆk|k−1 is the a priori
output prediction.
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Figure 3.1: Case 1: state estimation without noise and uncertainty (up-left); Case 2: state
estimation with noise but without uncertainty (up-right); Case 3: state estimation without
noise but with uncertainty (bottom-left); Case 4: state estimation with noise and uncer-
tainty (bottom-right)
In this case, the estimate is an optimal approximation which is the mode. Since we can
not know the exact value of the noise at each time, the only information that we have is
the distribution of all possible system state estimates and the probability of each possible
noise value defined by the probability density function (3.12) on an infinite support. The
set of possible state estimates can be illustrated by the Figure 3.1 (up-right).
Notice that in this case, the possible state is not bounded as the possible noise values
are normally distributed in R. For the mean value µ of the noise, the state has the theoret-
ical largest probability among the set bunch, though the state estimate is yielded by other
criterion such as minimum error covariance, they are not necessarily the same.
Case 3 If the system does not involve statistical noise but has parameter uncertainty, the
system estimate turns into a bounded set of values:
xk = Axk−1. (3.11)
All the values in the set have equal probability. They are uniformly distributed on a
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bounded support. It is illustrated by the Figure 3.1 (bottom-left).
Case 4 Finally we consider parameter uncertainty and statistical noise at the same time.
In this situation, the result is a set of estimates which can be seen as two parts. The first
part is yielded from the parameters uncertainty and corresponds to a set of nominal esti-
mates without noises perturbation. The second part is the statistical noise which is added
to each estimate obtained in the first part. The result is in fact a family of statistical es-
timates as it is illustrated in the Figure 3.1 (bottom-right). The mean value and standard
derivation of this set can be expressed as a bounded interval:
µ ∈ [µ, µ] = µ,
which will be explained more explicitly in the next section.
It raises the following question: How can we interpret a statistical noise with interval
mean value? How does bounded uncertainty affect the basic characteristics of a stochastic
framework, for instance, the probability density function? If the original noise is Gaussian
with interval mean value, is the family of a set of Gaussian noises still Gaussian? In the
set-membership context, the expectation and the variance of a random data series needs
to be carefully investigated.
3.4.1 Interval expectation and variance
As seen in the last section, if bounded uncertainties are added to a statistical gaussian
error, the characteristic of the random data changes. Let us consider the case of a nor-
mal distribution parametrized in terms of the mean µ and the variance σ, the family of
densities is described as:
f (x; µ, σ2) =
1
σ
√
2pi
exp
(
−1
2
(x− µ)2
σ2
)
. (3.12)
When the variable x is represented by a set value, x ∈ x, every candidate value in the
set is also assumed to have statistical distribution, which yields a set of statistical variables,
whose average values are included in the set µ and the standard Deviation in the set σ. Is
the family of statistical variables still following the same statistical distribution? In order
to investigate the characteristic of such variable family, both curve fitting simulation and
theoretical demonstration are proposed in the following sections.
3.4.1.1 Set valued µ et σ simulation
Considering an example xk ∼ N(µ, σ2), µ and σ are assumed to belong to µ, σ. Initially
we can take µ = 1, σ = 2 and xk ∼ N(1, 4).
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Situation 1: µ = [0, 2], and σ stays punctual, the xk ∼ N([0, 2], 4) We simulated µ =
[0, 2] under Matlab: 1000 samples of µ uniformly distributed in the interval µ, and for
each µ we consider 100 samples of xk, which gives us a total 100 ∗ 1000 random values,
they follow the normal distribution with µ defined as an interval value.
The set of all the value is then fitted by a new distribution function, which has a mean
value at 1.0033, variance at 2.0807. We obtain xk ∼ N([0, 2], 4) ' xk ∼ N(1.0033, 4.3294),
which means the set of all values with an interval mean value, still follows a normal
distribution law.
The figure is given in Figure 3.2.
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Figure 3.2: µ ∈ [0, 2], σ fixed
Situation 2: σ = [1, 3], µ stays punctual, xk ∼ N(1, [1, 9]) We simulated σ = [1, 3] under
Matlab: 1000 samples of σ uniformly distributed in the interval σ, and for each σ we give
100 samples of xk, in total 100 ∗ 1000 random values; they follow the normal distribution
with σ defined as an interval value.
The set of all the value is then fitted by a new distribution function, which has a mean
value at 0.9953, variance at 2.0809, approximately we obtain xk ∼ N(1, [1, 9]) ' xk ∼
N(1.0033, 4.3294), which means the set of all values with an interval mean value, globally
still follows the normal distribution law.
The figure is given in Figure 3.3.
Situation 3: σ = [1, 3], µ = [0, 2], xk ∼ N([0, 2], [1, 9]) We simulated µ = [0, 2] and
σ = [1, 3] under Matlab, 1000 samples of µ uniformly distributed in the interval µ, 1000
samples of σ uniformly distributed in the interval σ and for each pair of µ and σ we give
100 samples of xk, which gives us a total 100 ∗ 1000 ∗ 1000 random values, they follow the
normal distribution with µ and σ defined as interval values.
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Figure 3.3: µ fixed, σ ∈ [1, 3]
The figure is given in 3.4.
The set of all the value is then fitted by a new distribution function, which has a mean
value at 1.0147, variance at 2.0838, approximately we can obtain xk ∼ N([0, 2], [1, 9]) '
xk ∼ N(1.0147, 4.7602), which means the set of all values with an interval mean value,
globally still follows the normal distribution law.
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Figure 3.4: µ ∈ [0, 2], σ ∈ [1, 3]
These tests conclude that, with interval mean value or/and variance, the set of random
data still obeys a normal distribution law; the approximation curving shows that they tend
to have the center of the interval as their statistical characteristics.
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3.4.1.2 Set valued µ et σ demonstration
Given a random continuous variable x, following a normal distribution with mean
value µ and variance σ2, its density is represented by:
f (x; µ, σ2) =
1
σ
√
2pi
exp
(
−1
2
(x− µ)2
σ2
)
, ∀x ∈ R.
We now consider the functions with mean µ and standard deviation σ, µ ∈ µ, σ ∈ σ,
which implies the uncertain stochastic characteristic:
f (x; µ, σ2) =
1
σ
√
2pi
exp
(
−1
2
(x− µ)2
σ2
)
, ∀x ∈ R, µ ∈ µ, σ ∈ σ. (3.13)
We call this set of functions f (x, µ, σ2).
3.4.1.3 Interval linear function
If X is a variable of dimension N which follows the gaussian distribution, which means
X ∼ N(mx, Vx), does the variable Y defined by affine transformation,
Y = AX + b, A ∈ A, b ∈ b
follow a gaussian distribution.
Proposition 3.1 Let X be a random continuous variable of dimension N with normal distribution
characterized by X ∼ N(mx, Vx),the variable Y evaluated from the affine transformation:
Y = AX + b = g(X), A ∈ A, b ∈ b, (3.14)
is also a random continuous variable with normal distribution characterized by
Y ∼ N(Amx + b, AVx AT).
if and only if A is invertible.
Proof 3.1 From the Equation (3.14), we have:
x = A−1(y− b) = g−1(y). (3.15)
The Jacobian matrix of function g−1(y) can be represented:
Jg−1(y) = A
−1.
The Jacobian determinant is:
|det(Jg−1(y))| = |det(A−1)| =
1
det(A)
.
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Given fX(x) the density function of variable x, and fY(y) the density function of variable y,
we then have:
fY(y) =
1
(det(A))
fX(A−1(y− b)). (3.16)
We also have:
fX(x) =
1√
2pi ∗ det(Vx)
e
−(x−mx)
TV−1x (x−mx)
2 . (3.17)
It yields:
my = E(y) = Amx + b, (3.18)
and
Vy = E((y−my)(y−my)T), (3.19)
where
y−my = Ax + b− Amx − b = A(x−mx),
so that:
Vy = E((y−my)(y−my)T)
= E(A(x−mx)(x−mx)T AT) = AVx AT.
(3.20)
3.4.1.4 Interval covariance matrix
For random vectors x1 and x2 (of dimension n) the n× n covariance matrix is equal to:
Cov(x1, x2) = E
(
(x1 − E(x1))(x2 − E(x2))T
)
.
It can be extended to the set-membership context.
For random interval vectors x1 and x2 (of dimension n) the n× n interval covariance
matrix is equal to:
Cov(x1, x2) = E
(
(x1 − E(x1)(x2 − E(x2))T
)
. (3.21)
In our work, the state vector is of dimension n at instance k, xk = (x1k , x
2
k , ..., x
n
k )
T,
xik is the ith component of interval vector x at time k; its covariance matrix is defined as
Cov(xk, xk).
3.5 Linear uncertain stochastic system state estimation
In this section, we present the set-membership state estimation problem for linear
discrete-time interval systems based on the knowledge and notions obtained at previous
sections and introduce the existing approaches. We remind that the system formulation is
as following:
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In order to adapt the Uncertain Stochastic System model, system (3.1) is reformulated
with in this double context,
xk+1 = Axk + Buk + wk, A ∈ A, B ∈ B,
yk = Cxk + Duk + vk, C ∈ C, D ∈ D,
A ∈ IRn×n, B ∈ IRn×p, C ∈ IRm×n, D ∈ IRm×p, k = 0, 1, 2, ...
The problem is to estimate state of such system by considering the statistical noise and
bounded parameter tolerance at the same time.
3.5.1 Interval recursive least squares method (IRLS)
In case the noises are not supposed to be independent (E[wivTj ] , 0, i = 0, 1, ..., j =
0, 1. . . .) or when the estimation of the covariance matrix is not credible, the methods based
on statistical approximation are less efficient; to solve the problem, some method can still
be used by not including directly the characteristic of statistical noise. First we explore
the estimation approach based on recursive least square method. In this context, a filter
called "interval recursive least squares (IRLS)" has been proposed in order to obtain a state
estimation in the form of set value which enclosures the real states with high confidence
[Li 2008].
By introducing a forgetting factor like in the conventional least squares filter, and by
replacing the correspond matrix by intervals, the new algorithm is the following:
Initialization:
xˆ0 = x0, P0 = αI, λ. (3.22)
Recursion:
xˆk+1 = Axˆk + Lk+1(yk+1 − CAxˆk)
Pk+1 = λ−1(In − Lk+1CA)Pk AT ,
Lk+1 = Pk ATCT(λIn + CAPk ATCT)−1
k = 1, 2, ...
(3.23)
where α > 0 is a parameter defined by the user, and λ is a forgetting factor such that
0 < λ 6 1.
A major issue in the set-membership context is the pessimism introduced by the inter-
val arithmetic. Uncertainty is cumulated at each iteration and the interval matrix inver-
sion is time consuming, sometime divergent. To reduce this pessimism, special techniques
should be used. These techniques are developed in further subsection.
As this approach does not concern the statistical noise, it is used in this thesis as a
comparison technique.
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3.5.2 Interval Kalman filtering (IKF)
In the conventional sense, the Kalman Filter equations provide a minimum variance es-
timator over all unbiased estimators. In [Chen 1997], an algorithm based on interval con-
ditional expectation for interval linear systems has been developed. It has the same struc-
ture as the conventional Kalman filter algorithm while preserving the statistical optimal-
ity and the recursive computational scheme in the set-membership context; some exten-
sions for non-linear system are also developed using the same approach [Ashokaraj 2005,
He 1999].
3.5.3 Sub-optimal Interval Kalman filter (sIKF)
In [Chen 1997], it is suggested to use the upper bound of interval matrices as a regular
matrix to avoid singularity problems in interval matrix inversion. This point of view leads
to a sub-optimal solution that does not preserve guaranteed results, some solutions being
lost. We note sIKF for this algorithm (sub-optimal interval Kalman filtering).
3.6 The improved Interval Kalman filter (iIKF)
It can be noticed that the previous algorithms does not include recent advances in in-
terval analysis and constraint propagation techniques. This is why we propose a new
recursive estimator including these recent advances that deals better with matrix inver-
sion and controls better over-estimation.
3.6.1 Set-value propagation in Kalman filtering
In the set-membership context, we remind that the matrices A, B, C and D are consid-
ered as interval matrices, noted A, B, C and D. Notice that x0|0, P0|0, uk, yk could be boxes
due to the measurement errors, instrument precision or incomplete system information.
Since punctual value can be considered as interval values for which width is equal to
zero, the system framework can be unified for both interval values and punctual values.
In the following, we evaluate the impact of changes between the conventional sense and
the interval approach of Kalman filtering. Let us note, x0 , x0, w(x0) = 0. To simplify
explanation, we consider that the matrix D in Equation (3.1) is equal to zero.
Initial value of states x0 are considered statistically known with expectation m0 and
covariance P0, these variables could be an interval.
The relation between x0 and P0 is defined as x0 ∼ N(m0, P0).
Noises are considered as statistically known, meaning covariance matrices Q and R
defined in section 3.2 are punctual. But if information about statistic characteristic on noise
is not sufficient, their covariance matrix could also be a box. In that case, more dedicated
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work can be found as "imprecise probability" ([Walley 1991]), and it is also compatible in
our framework.
It is important to know in the set-membership context if the classic estimation algo-
rithm also holds. To verify this query we need to start from basic definitions to evaluate
the impact of interval uncertainty.
Prediction Firstly the prediction step is investigated; the initial condition is given by:
xˆ0|0 = x0, Pˆ0|0 = P0.
Calculus for the a priori state estimate vector is inherit directly from the deterministic
model, while corresponding variables are replaced by boxes which indicate bounded un-
certainty:
xˆk+1|k = Axˆk|k + Buk. (3.24)
The Equation (3.24) gives all the possible a priori state estimates from set of parameters
based on the previous state estimate and current system input. The estimate state is a box.
At the previous time, the estimation error is characterized by Pk|k. The prediction
model does not include noise so the estimation error at the present instant should also be
updated:
Pˆk+1|k = APˆk|k AT + Q. (3.25)
This equation can be interpreted as all possible a priori estimation error covariances
between real state and a priori state estimate at time k + 1. It is important to verify if the
classical error covariance holds under the set-membership context.
The definition of covariance matrix which indicates the estimated accuracy of the esti-
mate has been rewritten according to the basic definition:
Pk|k = E
(
(xk − xˆk|k)(xk − xˆk|k)T
)
, (3.26)
Pk+1|k = E
(
(xk+1 − xˆk+1|k)(xk+1 − xˆk+1|k)T
)
(3.27)
where Pk|k is the a posteriori error covariance and Pk+1|k is the prediction error covariance.
Another way to represent the matrix is element by element, which is written by fol-
lowing:
P(i,j) = E
(
(xi − xˆi)(xj − xˆj)
)
,
i = 1, ..., n, j = 1, ..., n.
where x and xˆ are vectors with n elements, denoted by [x1, x2, ..., xn]T and [xˆ1, xˆ2, ..., xˆn]T,
respectively, P(i,j) is the ith row jth column component of interval covariance P.
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The estimation goal is to have the minimum trace of the error covariance matrix, con-
sequently elements that are not diagonal do not have much interest. However, their over-
estimated value may result in singularity problems, meaning that candidates of the matrix
set have their determinant equal to zero.
Notice that if the matrix P.|. is not an interval matrix, all elements on the diagonal
are positive as they represent the variance of each state, thus its trace is positive. In the
case of an interval matrix, this particularity no longer holds, due to interval arithmetic
[Jaulin 2001d]. Thus a first CSP is introduced which respects the variance definition: each
component of the diagonal of P.|., noted P
(i,i)
.|. , is positive, i = 1, 2..., n. An operation is
given on the interval covariance matrix as follows.
Remark 3.1 For any P(i,i), i = 1, 2..., n the value can not be evaluated by (xi − xˆi)(xi − xˆi));
instead P(i,i) should be calculated from (xi − xˆi)2 in order to avoid multi-occurrence effect:
P(i,j) = E
(
(xi − xˆi)(xj − xˆj)
)
, i , j,
P(i,i) = E
(
(xi − xˆi)2
)
,
i = 1, ..., n, j = 1, ..., n.
(3.28)
.
Thus we obtain a constraint on the value of the variance and consequently on the
matrix diagonal and it has the same matrix diagonal particularity as in the punctual case,
tr(P) > 0 and P(i,i) > 0, i = 1, 2..., n
As we saw above, the prediction error covariance should also respect the fact that
Pˆi,ik+1|k > 0, i = 1, 2..., n, which is not guaranteed in interval arithmetic. An extra constraint
is therefore added:  Pˆk+1|k = APˆk|k A
T + Q,
Cp : Pˆ(i,i)k+1|k > 0, i = 1, 2..., n.
(3.29)
There exists also other contractors that can contract optimally an interval matrix with-
out loosing any positive semi-definite matrix; for example in [Jaulin 2013], authors showed
that the problem of computing the smallest interval sub matrix of a given interval matrix
which contains all symmetric positive semi definite matrices is a linear matrix inequal-
ity problem, and a convex optimization problem over the cone of positive semi definite
matrices, that can be solved in polynomial time. To avoid prohibitive execution times, a
simple contractor is implemented.
Correction In the correction phase, the purpose is to find a proper value which can im-
prove the a priori state estimate by using the actual output measurement, in order to satisfy
the criterion of minimum estimation error covariance. For conventional Kalman filter, the
gap between predicted state and real state comes from the statistically known error. In the
Interval Kalman filter estimation, not only the noise deviates the state prediction from the
real state, but the uncertainties in system parameters and previous estimates also play an
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important role. It is difficult to distinguish the two different sources of deviation, as they
are correlated.
Assuming the correction equation in the set-membership context, we have:
xˆk+1|k+1 = xˆk+1|k + Kk+1
(
yk+1 − yˆk+1|k
)
. (3.30)
where Kk+1 represents the gain. The relation between Kk+1 and Kk is evaluated by:
Kk+1 =
(
A (I − KkC) Pk|k−1AT + Q
)
· CT ·
(
C
(
A (I − KkC) Pk|k−1AT + Q
)
CT + R
)−1
(3.31)
Intuitively, Kk+1 aims to bring back the estimate enclosure around the real state while
still keeping all the possible values corresponding to uncertainty.
Equations (3.26), (3.27) and (3.30) give the estimation error covariance expression. This
manipulation is only valid when the noise is centered gaussian:
Pˆk+1|k+1 = Pˆk+1|k − Kk+1CPˆk+1|k − Pˆk+1|k(CTKTk+1 + Kk+1
(
CPˆk+1|k(CT + R
)
KTk+1.
(3.32)
We find Kk+1 that minimizes trace(Pˆk+1|k+1). The reason why using trace(·) is that
state variance at matrix diagonal is in fact the value that indicates the estimation error:
∂trace(Pˆk+1|k+1)
∂Kk+1
= −2Pˆk+1|kCTs + 2Kk+1
(
CPˆk+1|kCT + R
)
.
∂2trace(Pˆk+1|k+1)
∂Kk+1∂KTk+1
= 2
(
CPˆk+1|kCT + R
)
.
The second derivative is always positive in the conventional Kalman filter, which guar-
antees the existence of a minimization solution. We can prove that in the set-membership
context it is still valid if and only if the second derivative, which is a box, stays posi-
tive. This result set includes all possible vertices for any possible coefficient combinations
within bounded uncertainty. If we inject the obtained set of vertices into the original
function, we have a set of minimum function values guaranteed in the solution, as we
expected.
In this case, Kk+1 turns out to be an interval matrix, which we can note as Kk+1 ∈
IRn×m, its value can be determined from the first order derivative which must be zero:
Kk+1 = Pˆk+1|kCT
(
CPˆk+1|kCT + R
)−1
. (3.33)
Equations (3.32) and (3.33) give the estimation error covariance expression:
Pˆk+1|k+1 = (In − Kk+1C)Pˆk+1|k. (3.34)
The interval matrix gain Kk+1 in Equation (3.32) produces a set of estimation error
covariances which contain (but not only) the minimum values of all possible uncertainties.
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In comparison, the conventional Kalman gain yields the only one minimum estimation
covariance.
The Equation (3.33) has a matrix inverse operation, which means the following prop-
erty should be fulfilled:
0 < det
(
CPˆk+1|kCT + R
)
.
C occurs in the formula several times, the constraint applied on Equation (3.29) should
also be used on CPˆk+1|kCT.
By using the updated state estimate and estimation error covariance, we can proceed
to the next iteration; the loop is then completed.
3.6.2 Algorithm loop
Equations (3.24), (3.25), (3.33), (3.34) and (3.30) constitute a discrete interval Kalman
filtering algorithm that we note as iIKF.
Initialization:
xˆ0|0 = x0, where x0 ∼ N(m0, P0),
Pˆ0|0 = P0,
(3.35)
prediction:
xˆk+1|k = Axˆk|k + Buk,
Pˆk+1|k = APˆk|k AT + Q,
Cp : Pˆ(i,i)k+1|k > 0, i = 1, 2..., n,
k = 0, 1, ...
correction:
Kk+1 = Pˆk+1|kCT
(
CPˆk+1|kCT + R
)−1
,
Cp : [CPˆk+1|kCT](i,i) > 0, i = 1, 2..., n,
Pˆk+1|k+1 = (In − Kk+1C)Pˆk+1|k,
xˆk+1|k+1 = xˆk+1|k + Kk+1
(
yk+1 − yˆk+1|k
)
,
k = 0, 1, ...
3.6.3 Over estimation control
3.6.3.1 Gain value propagation
The interval matrix CPCT + R in Equation (3.33) may have a singularity and the in-
verse algebraic operation is difficult. Besides, the interval matrix inverse is obtained by
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approximation algorithms like in [Rohn 1993] which generally produces over estimation.
We suggest an approach which uses set inversion, in particular the algorithm SIVIA.
Applying The idea in Section 2.4.4, we replace the interval matrix inversion problem by
a list of constraint propagation problems. The Equation (3.33) is rewritten without the
inverse operation:
Kk+1
(
CPˆk+1|kCT + R
)
= Pˆk+1|kCT.
We define Sk+1 = CPˆk+1|kCT + R, Tk+1 = Pˆk+1|kCT,
Kk+1Sk+1 = Tk+1. (3.36)
where Kk+1 ∈ IRn×m, Sk+1 ∈ IRm×m, Tk+1 ∈ IRn×m.
Every component in matrix K is considered separately and the search space is the
Cartesian product of each component:
K(1,1)k+1 × K(1,2)k+1 × ...× K(n,m)k+1 .
This search space is then bisected and tested under SIVIA properly adapted to matrix
operations. The result is a set of small boxes that satisfy Equation (3.36).
The initial search space of Kk+1 can be obtained by several techniques. The Equation
(3.33) can still be used to give a large approximation of the gain, but in that case, matrix
singularity problems remain; another approach is to use constraint propagation (such as
Forward-backward algorithm) in order to obtain a reasonable initial sub space from a very
large search space.
Each box can establish a "small acceptable gain"; the set of boxes is then injected into
the correction step to update covariance matrix and state estimate vector. The final result
is the hull of all the covariance matrices and state estimate vectors corrected by each small
gain.
3.6.3.2 Constraint Propagation
The traditional algorithms for constraint satisfaction problem can also be applied in
interval analysis. In [Jaulin 1993], these algorithms are extended to the interval arithmetic
for linear and nonlinear system.
Among these extensions, the forward-backward algorithm is adapted to our imple-
mentation. The principle is to decompose the constraint equation f (x1, ..., xn) = 0 in a
sequence of elementary operations of primitive functions like {+,−,×, /} to construct a
list of primitive constraints ([Lhomme 1996]). For example, equation:
xˆk+1|k+1 = xˆk+1|k + Kk+1(yk+1 − Cxˆk+1|k),
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can be decomposed into a set of following primitive constraints:
a1 = Cxˆk+1|k,
a2 = yk+1 − a1,
a3 = Kk+1a2,
xˆk+1|k+1 = xˆk+1|k + a3.
We seek to contract {xˆk+1|k+1, xˆk+1|k, Kk+1} by the propagation of constraints without
changing {C, yk+1} as they are considered as inputs.
The advantage of implementing CSP in interval analysis is to accelerate the computa-
tion and to find a less overestimated result. In [Lhomme 1996, Ramdani 2010, Jaulin 2001b],
this advantage has been presented.
3.6.3.3 Interval intersection rule
As the associative law is no longer valid in interval arithmetic, we must redefine the
product of interval matrices to control overestimation like in [Li 2008], which yields the
principle of the interval intersection rule:
n
∏
i=1
M i ,
[
(
n−1
∏
i=1
M i) ·Mn
]
∩
[
M1 · (
n−1
∏
i=1
M i+1)
]
. (3.37)
This definition is applied systematically when there is multiplication of 3 or more in-
terval matrices in our work, which improves the result of product.
3.6.3.4 Adaptive calibration
As a last operation to control overestimation, a calibration can be implemented to reset
the iteration for limiting the divergence. The idea appeared in [Li 2008]. In our approach,
the calibration can be trigged when the interval matrix to-be-inverse is not regular:
xˆk , Ck, Pk = P0. (3.38)
where Ck is supposed to be a smaller box than xˆk and is approaching or containing the real
state with high confidence. In practice, one can use the value estimated from the nominal
system where the parameters are middle (or nominal) value of interval matrices.
At other times, a threshold can be set to verify if the calibration should take place. The
threshold can be obtained by the following equation based on Equation (??):
xk+1 =
k+1
∑
i=1
Ak+1−iwi−1 +
k
∑
n=1
((A + ∆A)n − An)wk−n+
(A + ∆A)k+1x0 +
k+1
∑
n=1
(
(A + ∆A)n−1(B + ∆B)− An−1B
)
uk+1−n +
k+1
∑
i=1
Ak+1−iBui−1.
90 Chapter 3. Uncertain stochastic systems
In case of a command free system, this equation can be simplified to:
xk+1 =
k+1
∑
i=1
Ak+1−iwi−1 +
k
∑
n=1
((A + ∆A)n − An)wk−n + (A + ∆A)k+1x0.
In practice, we replace the noise element w in the equation by its standard derivation
interval [−3√q, 3√q] to approximate 99.7% cases of generated noise, where q is the vari-
ance vector of noise sequence w. This approximation gives an estimated state x∗ from the
initial condition:
x∗k+1 = A
k+1x0 +
k+1
∑
i=1
Ak+1−i [−3√q, 3√q]. (3.39)
The threshold for calibration is then set to x∗k+1, that means, if:
w(x(i)k+1|k+1) > w(x(i)∗k+1), i = 1, ..., n,
the calibration will take place. It is important to notice that after the calibration, the current
state is set to new x0 by Equation (A.5).
In the following section, we implement the different filters on a simple example and
compare the results with the original Interval Kalman filtering sIKF from [Chen 1997].
3.7 Case study
Application to case study is the best way to test the efficiency of new methods. In
this section, two examples are used to compare side by side all methods mentioned in
previous sections. In order to evaluate the performance of each method, three indexes are
introduced: N , O and D. N is the number of calibration times, O is the number of times
that estimate envelope does not contain real state, and D the norm describing the distance
of interval estimate bounds and the true value. D is given by:
D =
√
∑Kk=1 d(xˆk, xk)Td(xˆk, xk)√
∑Kk=1 x
T
k xk
,
d(xˆk, xk) = (sup(xˆk)− xk) + (in f (xˆk)− xk).
(3.40)
where K represents the maximum iteration number.D is the less the better, which implies
the algorithm is less divergent, O is also the less the better. However, for D, though it is
generally the less the better, it is also influenced by the value of N, when the calibration
happens more, the distance of estimated bound can also be smaller. Besides, method IRLS
requires a forget factor λ, and the algorithm SIVIA requires a user-specified precision
threshold ε. These factors are also investigated in our work. Lastly t is the execution time.
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3.7.1 Example 1: Comparison of iIKF, sIKF and IRLS with different for-
get factors
Firstly, we apply the original filter IKF, sIKF and IRLS on the example originally pre-
sented in [Chen 1997] which describes a simple radar tracking system. xk+1 =
[
1 h
0 1
]
xk + wk,
yk =
[
1 0
]
xk + vk, k = 0, 1, 2, ...
where h = h0 +4h, with h0 = 0.01 et 4h = [−0.001, 0.001], wk and vk are known noises
in the Equation (3.1).
E{x0} =
[
x01
x02
]
=
[
1
1
]
,
Cov{x0} =
[
P00 P01
P10 P11
]
=
[
0.5 0.0
0.0 0.5
]
,
Q =
[
q 0
0 q
]
=
[
0.1 0.0
0.0 0.1
]
, R = r = 0.1.
For IRLS, the forget factor λ = 0.3, 0.5, 0.7 and 0.9 are investigated, the calibration
threshold is fixed to 1 as the largest width of the results for x1.
Using MatlabTM the results are written in table 3.2.
Filtre λ N O D t
sIKF - 29 177 0.427 76
iIKF - 0 0 0.928 105
IRLS 0.3 51 161 0.552 137.58
0.5 37 147 0.535 133.03
0.7 25 159 0.608 135.82
0.9 14 191 0.797 136.88
Table 3.2: Comparison of the IKF, sIKF and IRLS
These approaches give satisfactory results if the noises are known and independent,
which is the precondition of the classical Kalman filter.
By comparing the obtained estimate of iIKF, sIKF and IRLS with their conventional ori-
gins, it is noted that the estimated set bounds xˆk envelope the estimated value obtained in
conventional point based approaches, however in sIKF and also in IRLS, there are some-
times the bounds do not envelope the real states, due to the choice of replacing the interval
matrix by its upper bound.
The behaviour of filter IRLS varies with different forget factors, which is a compromise
between the calibration number N and the estimation error D.(see Figure 3.5 et Figure 3.6)
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Figure 3.5: Result of estimation from sIKF (up) / Result of estimation from iIKF (down).
Our filter iIKF has better performance than the IRLS by comparing all the variables D,
O and t, under the condition that the noises are well known. Once the characteristics of
noises are not as precise as expected,the simulation of iIKF will encounter an important
degeneration, while the IRLS resists (result not shown in the test).
By comparing the iIKF and sIKF, we notice an obvious improvement in terms of N
and O, although the execution time is longer in iIKF. The reason is that in iIKF, the SIVIA
based filter gain and constraint propagation has a better control on overestimation which
limits the calibration time and also improves the enclosure of estimation result, but these
operations demand more compute resource and time.
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Figure 3.6: Results of IRLS with different forget factors
3.7.2 Example 2: Comparison of the sIKF and the iIKF with different
SIVIA ε factor
Another demonstration is established on a rewritten example proposed in [Chen 1997],
originally appeared in [Zhang 1995], in order to compare sIKF and iIKF with different set
of ε.
This is an interesting example as it is allowed that the noise covariance matrices Q and
R have perturbations4Q and4R, respectively:
{
xk+1 = Axk + wk,
yk = Cxk + vk, k = 0, 1, 2, ...
where wk et vk are noises modelled by known Gaussian distribution, A = A +4A, C =
C +4C,
A =
[
0.4 0.1
−0.1 0.2
]
, C =
[
0 1
]
, Q =
[
10 0
0 10
]
, R = 1.
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Filter ε N O D t
IKF - 18 14 18.4770 0.93s
sIKF - 0 56 0.85 0.75s
iIKF 1 0 0 1.5382 11s
0.2 0 0 1.5098 55s
0.05 0 0 1.5036 791s
Table 3.3: Comparison between the interval Kalman filter (IKF) and improved interval
Kalman filter (iIKF) with different bisection factors ε.
The bounded perturbations and initial conditions are:
4A =
[
[−0.1, 0.1] [−0.15, 0.15]
0 [−0.25, 0.25]
]
,4C = [0 [−0.1, 0.1]] ,
4Q =
[
[−2, 2] 0
0 [−2, 2]
]
,4R = [−0.9, 1.1],
E{x0} =
[
x01
x02
]
=
[
1
1
]
,
Cov{x0} =
[
P00 P01
P10 P11
]
=
[
0.5 0.0
0.0 0.5
]
.
The covariance matrices are time-invariant and considered without uncertainty. The
goal is to determine the additive fault on the measurement as soon as possible.
The simulation is done on the time stage [0,100]. By using MatlabTM and INTLABTM
toolbox ([Rump 1999]),we obtained results in table 3.3. Notice that ε = 1 means there is no
gain value propagation. These results are consistent with that shown in Figures 3.7 (left)
and 3.7 (right).
We can see that the original IKF has the largest D, meaning without over-estimate
control causes divergence in implementations, while sIKF has the minimum value of D
which corresponds to narrower boundaries of interval estimates. But since it replaces
the uncertainty matrix to-be-inverse by its upper bound, certain solutions are lost, which
leads to a largest value of O: more than half time the real state is outside the estimate
envelope.
By using iIKF, D is larger than sIKF, because it keeps all bounded uncertainties in its
loop. We notice that the real state and optimal solution from conventional Kalman filter
are both entirely contained in boundary. The gain value propagated from SIVIA actu-
ally refines the interval value, but it is time consuming as predefined precision increases.
Compare to original IKF, our approach prevents unnecessary recalibration due to the di-
vergent interval operation; compare to sIKF, the new approach keeps all the solutions
derived from bounded error uncertainty.
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Figure 3.7: Simulation results from sIKF (up) / Simulation results from iIKF with ε = 0.05
(down).
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3.8 Conclusions
In this chapter, our main contribution consists in proposing an alternative approach
to solve the interval matrix inversion problem without loss of solutions while controlling
the inherent pessimism of interval calculus. The objective is to combine the natural statis-
tical uncertainty and set-membership uncertainty in system called "Uncertain Stochastic
System". Several techniques have been implemented to limit overestimation effects prop-
agating within the interval Kalman filter recursive structure, in particular constraints on
the interval covariance matrix are added. In particular the gain of the filter is obtained
by a calculus based on the set inversion algorithm SIVIA. This method can be extended
to all linear system for solving inversion problem. The results have shown that the iIKF
provides guaranteed results while controlling the pessimism of interval calculus.
The improved IKF can be applied to obtain estimation of all the Kalman filter by taking
account non linear parametric uncertainty, which will be presented in the next chapter.
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4.1 Introduction
Fault detection and isolation play a crucial role in enhancing the safety and reliabil-
ity, and reducing the operating cost of any related systems. However, achieving the FDI
task with high reliability is a challenging problem especially when the circumstance is
complicated and different uncertainties are present. The model based fault detection con-
sists in comparing the behaviours of the process and its model when both are fed with
the same inputs. As generally the process state is unknown, this comparison is achieved
from the process output and the model output, where the latter is reconstructed from a
state estimator. The extensions of the Kalman filter to deal with disturbances, noises and
parameter uncertainties at the same time was presented in the previous chapters.
In practice, divergence between the measured and predicted output arising from noises
are corrected by the filtering. But it can also come from faults. The purpose of the work is
to detect the abnormalities as fast as possible by taking account the modeled uncertainties.
The diagnostic problem consists in supervising the system behaviour and alerting as
early as possible when a fault appears, then in identifying the faulty component. We
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present not only the standard method of fault detection using the state estimation from
the Kalman filter, but also the set-membership estimation based fault detection; in the
following section we use our estimation approach, the iIKF, to achieve fault detection. The
main challenge is the residual generator, which is investigated on several sensor faults in
two case studies.
4.2 Classical fault detection
Different types of faults exist in a system, such as actuator faults, sensor faults and
component faults. Each type of fault is modelled differently.
In our work, only sensor faults are considered, the following cases are considered:
The blocking value - In such case, the measured outputs ym stay at some constant value
starting from instant k f :
ym(k) = const, ∀k > k f , (4.1)
where const represents constant vector and k f is the time instant at which the fault occurs.
The zero value - The measured output ym is zero after the fault happens:
ym(k) = 0, ∀k > k f . (4.2)
Additive fault - This fault is trigged when there is a bias or calibration problem. The
measured output is the theoretical value plus an additive term, the theoretical value y∗m(k)
plus an additive term fa:
ym(k) = y∗m(k) + fa, ∀k > k f . (4.3)
Multiplicative fault - In this case, a multiplicative factor changes the nominal value:
ym(k) = fmy∗m(k), ∀k > k f , (4.4)
where fm is the multiplicative fault factor.
4.2.1 Fault detection with conventional Kalman filter
The Kalman filter can be used for fault detection. Under the bounded situation where
there is no set-valued uncertainty, the Kalman filter provides an optimal state estimate.
The state estimate can then be used to calculate the model output and the result is com-
pared to the output measurement.
The residual at time k + 1 can be obtained by the following equation:
rk+1 = yk+1 − yˆk+1|k, (4.5)
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where yk+1 represents the measured output at time k+ 1, and yˆk+1|k represents the a priori
estimated output.
A distance measure can be used to evaluate the deviation, for example, one may use
directly the residual:
Dk+1 = rk+1, (4.6)
or one may also use a moving average filter distance measure to give an adjustable rele-
vance for the last samples and present sample, depending on whether the system designer
considers the past estimation history less relevant. This distance measure is defined as:
Dk+1 = (1− λ)Dk + λrk+1, (4.7)
where λ varies from 0 to 1. A larger value of λ indicates that the present estimation has
more impact on the distance measure D.
There exists a "normal" difference between the predicted output and the measured out-
put, which is due to the output noise. When the measured output is not faulty and without
measurement noise, the residual is reduced to zero. When a fault occurs, the residual vec-
tor is no longer null and at least one of its components indicates the fault. When noise
is present, the residual should be evaluated statistically. A classical approach is to apply
a statistical test to the distance measure using a threshold as an estimate of the standard
deviation from the predicted output at each time, known as the 3σ test [Isermann 1997a].
The area between two deviation curves includes 99.7% of the possible values deviated
from the theoretical value due to the noise. The measured output that exceeds the range
of such interval can be marked as a fault. Illustrated in figure 4.1, a sensor fault occurs at
the sample time k = 50. It can be detected by the Kalman filter method by testing if the
measured output exceeds the thresholds.
Another approach is to check the generalized variance 1 of the Kalman filter innovation
sequence [Hajiyev 1999]. In the Kalman filter, there is an innovation sequence following
the normal distribution, which has a zero mean and a unit covariance matrix when nor-
malized [Hajiyev 1998]. In fact, for sensor faults, the mean, the covariance matrix are
altered from their "normal values". However this approach is not investigated in this
work.
The applications of the Kalman filter and its extensions on non-linear systems for fault
detection can be found in [Mosallaei 2008].
4.2.2 Fault detection with bounded noise or disturbances
Residual generation for uncertain models is different. In many cases, the interval based
approaches for fault detection have different assumptions on noise. In these approaches
such as [Ingimundarson 2009], the only information on noise and disturbances is that they
1. generalized variance is the determinant of correlation matrix
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Figure 4.1: Fault detection by using Kalman filter
are knowingly bounded too, which gives a system modeled by the interval version of
Equation (1.8): {
xk+1 = f (xk, uk, θ) + wk,
yk = g(xk, uk, γ) + vk, k = 0, 1, 2, ...
In this equation, wk and vk are no longer Gaussian but bounded boxes, the parameters
are also uncertain and bounded. Although these are still unknown sequences, the fact
that the disturbances belong to known compact sets enables fault detection by testing the
consistency of the estimated uncertain state or output with the measured ones.
The process involves the state estimation and the measured output inverse; an admis-
sible domain can be obtained by the intersection of the domain obtained using the model
equation and the measurement equation. If the admissible domain is empty, an inconsis-
tency between the system model and the measured output is detected.
We should notice that the domain evaluated from measured outputs is defined by:
Dy,k+1 = {y | in f (vk+1) < yk+1 − ym,k+1 < sup(vk+1)}. (4.8)
The estimation domain is given by:
Dyˆ,k+1 = {yˆ | yˆ = g(xˆk+1, uk+1, γk+1) + vk+1, xˆk+1 = f (xˆk, uk+1, θk+1) + wk+1}. (4.9)
The residual can be expressed as:
rk+1 = Dy,k+1 ∩ Dyˆ,k+1 (4.10)
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This domain can be achieved in the case where the disturbance can be modelled as a
known bounded set. Formally, a fault is detected when:
rk+1 = ∅. (4.11)
The intersection of two domains is not necessarily convex, which may result in an im-
portant computational load. Sometimes, the intersection domain is approximated by an
overestimated simpler form. The overestimation may imply no detection of some faults.
The difficulty in reality is to find a compromise between the complexity of the state do-
main or the output domain and the tolerable rate of the missed alarms.
A similar method is adopted in different applications, such as [Kesavan 2001], which
uses the parallelotope covering the feasible region of the initial state propagated by using
the ’Recursive Optimal Bounding Parallelotope’ methodology.
4.2.3 Diagnosis
The previous procedures for fault detection make it possible to detect inconsistency
in the data. In the point-wise case, under the context of stochastic noise, the Kalman
filter uses the standard deviation to test if the measured output is statistically consistent
with the predicted output defined by the healthy model; in the set-valued case, under the
assumption of bounded disturbances and uncertain parameters, interval arithmetic and
the intersection operation are used to test the consistency between the measured outputs
and the output estimated from the model.
But the diagnosis does not stop here. The complete procedure includes fault isolation.
A solution consists in computing the state estimate using only part of the output measure-
ments: one may design a bank of dedicated observers where each observer is associated
with specific component [Xue 2007]. Each observer or a group of observers represents
an indicator for one possible fault. Because the principles of fault isolation remain the
same as those of fault detection, with several instead of one observer, we focus the work
presented in the rest of the chapter on fault detection.
4.3 Fault detection in Uncertain Stochastic System
In our work, the bounded parameters and statistical noises are both included in the
system, so the fault detection approach should be reconsidered.
In the case of discrete time linear models with bounded uncertainties on parameters
and Gaussian output noise, the residual analysis is more complex than in the standard
cases presented in sections 4.2.1 and 4.2.2.
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4.3.1 Adaptive threshold
Let us consider the same system model (3.2) as chapter 3:{
xk+1 = Axk + Buk + wk,
yk = Cxk + Duk + vk,
where A ∈ A, B ∈ B, C ∈ C, D ∈ D. The matrices A, B, C, D are "punctual", while
A, B, C, D are interval matrices. The state equation and output equation at time k have
centered Gaussian noises w and v.
In the proposed work, we consider additive faults on sensors and adopt the single
fault assumption i.e. only one fault is present at a time. The faults can be modelled by
modifying the observation equation of (3.2) as follows :
yk = Cxk + Duk + vk + fa, ∀k > k f , (4.12)
where fa represents an additive fault vector and k f is the time when the fault occurs.
We can also consider the case of a non-persistent fault, which can be interpreted as:
yk = Cxk + Duk + vk + fa, ∀kr > k > k f , (4.13)
where kr is the time when the system restores to healthy.
The state observer is based on the uncertain stochastic model:{
xk+1 = Axk + Buk + wk,
yk = Cxk + Duk + vk.
The state estimate xˆ is obtained by the iIKF, including the a priori estimate xˆk+1|k and
the a posteriori estimate xˆk+1|k+1.{
xˆk+1|k = Axˆk|k + Buk,
xˆk+1|k+1 = xˆk+1|k + Kk+1(ym,k+1 − yˆk+1|k),
The a posteriori state estimate xˆk+1|k+1 is corrected by the Kalman gain, which is evalu-
ated based on the updated output measurement ym,k+1, thus it is highly possible that this
estimate value follows the faulty measurement when there exist sensor problem. That is
why in following work the a posteriori state estimate is not used in the fault detection pro-
cess. On the other hand, the a priori state estimate can be used for fault detection if we
carefully choose the strategy, which is presented in the next section.
The a priori state estimate can be used to obtain the output estimate yˆk+1|k without
correction from Kalman filter:
yˆk+1|k = Cxˆk+1|k + Duk+1. (4.14)
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Confidence intervals for state and output estimates In the conventional approach, a
confidence interval at 99.7% on the ith component of xˆk+1|k (i = 1, ..., n) can be used for
determining threshold on a priori states by using the previous a priori state covariance Pk|k:
Iixˆ,k+1|k =
[
xˆik+1|k − q×
√
P(i,i)k+1|k , xˆ
i
k+1|k + q×
√
P(i,i)k+1|k
]
, (4.15)
where xˆik+1|k is the ith component of the a priori state estimate xˆk+1|k, P
(i,i)
k|k is the ith com-
ponent of diagonal elements of state error covariance matrix Pk+1|k and q = 3 (to obtain
a confidence interval at 99.7%). Thus the probability of all values lying within the thresh-
olds is higher or equal to 99.7%.
This threshold definition can be extended to the set-membership context by using the
interval expectation and the covariance matrix obtained by the iIKF. Thus Iixˆ,k+1|k is given,
for i = 1, ..., n, by:
Iixˆ,k+1|k =
[(
xˆik+1|k − q×
√
P(i,i)k+1|k
)
,
(
xˆik+1|k + q×
√
P(i,i)k+1|k
)]
, (4.16)
where xˆik+1|k is the ith component of yˆk+1|k and σ
i
k+1 represents the standard deviation of
yˆik+1|k.
Also in the conventional approach, a confidence interval at 99.7% on the ith component
of yˆk+1|k (i = 1, ..., n) can be used for fault detection thresholding:
Iiyˆ,k+1|k = [µ
i
k+1 − q× σik+1, µik+1 + q× σik+1], (4.17)
where the µik+1 is the ith component of the a priori output estimate, yˆk+1|k, σ
i
k+1 is the
standard deviation of yˆk+1|k and q = 3 (to obtain a confidence interval at 99.7%). Thus the
probability of all values lying within the thresholds is higher or equal to 99.7%.
This threshold definition can be extended to the set-membership context by using the
interval expectation and the covariance matrix obtained by the iIKF. Thus Iiyˆ,k+1|k is given,
for i = 1, ..., n, by:
Iiyˆ,k+1|k =
[(
yˆik+1|k − q× σik+1
)
,
(
yˆik+1|k + q× σik+1
)]
, (4.18)
where yˆik+1|k is the ith component of yˆk+1|k and σ
i
k+1 represents the standard deviation of
yˆik+1|k, which is approximated by the a priori measurement error standard deviation.
Notice that the confidence interval Iixˆ,k+1|k and I
i
yˆ,k+1|k are larger than any of the corre-
sponding confidence intervals of the candidate values of the interval estimate.
It is also possible to obtain the tolerated interval of output prediction by using the
Equation (4.14). We denote I∗yˆ,k+1|k as the alternative tolerated interval:
I∗yˆ,k+1|k = CI xˆ,k+1|k + Duk+1, (4.19)
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the difference of I∗yˆ,k+1|k and I yˆ,k+1|k is that the former is evaluated by using the updated
state error covariance, where the measurement noise is already considered within the
complete Kalman filter framework; the latter however, is calculated by using the pre-
required statistical information of the noise. They can be used in different fault detection
methods.
Intuitively the Equation (4.17) and (4.19) provide extended domain to any of the can-
didate output predictions. We can use them as thresholds for fault detection as they are
adapted to parameter uncertainties, when the parameter bounds change. On the other
hand, the detection thresholds result from the propagation of the parameter uncertainties
within the model. That is why we call it Adaptive threshold based on iIKF.
4.3.2 Principle for fault detection based on adaptive threshold
We have shown that the state estimated from the iIKF approximates well the real state,
if the system is not faulty and the model is consistent with the process. The system output
estimate based on the state observer is also consistent with the output. Since the iIKF ap-
proach accounts for parameter uncertainty as well as Gaussian noise, the output estimate
is the set of all possible outputs driven by the uncertain stochastic model. This is a very
important foundation to avoid false alarms.
The output prediction yˆk+1|k is obtained by the a priori state estimate which is not cor-
rected by the filter based on the output measurement. If the prediction is incompatible
with the tolerated domain deduced from measured output and known statistical infor-
mation, then the corresponding model, representing the healthy mode does not reflect the
current situation of the system.
Fault detection by checking the interval intersection Fault detection can be achieved
at a time k + 1 by checking for consistency the confidence interval (at 99,7%) of each com-
ponent of the measured output ym,k+1 against the confidence interval associated to each
component of the a priori estimate output yˆk+1|k. These are consistent when their in-
tersection is not empty. Hence a fault is detected when at least one of the component
intersections is empty. Thus, we consider a binary fault indicator variable indexed by the
time instant τk+1:
τk+1 =
{
1 if there exists at least an index i such that Iiy,m,k+1 ∩ Iiyˆ,k+1|k = ∅,
0 otherwise.
(4.20)
where Iiy,m,k+1 represents the ith component of the confidence interval.
Fault detection by checking the inclusion of zero Equivalently, one may test whether
the interval residual includes zero or not ([Adrot 2002a]). The tolerated interval I∗yˆ,k+1|k is
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used in this approach and compared directly with measured output:
rk+1 = I∗yˆ,k+1|k − ym,k+1, (4.21)
Our approach is to test if the interval residual includes zero or not, a method that can
be found in [Adrot 2002a],[Marx 2010],[Makkuni 1990].
We denote rik+1 the ith component of the vector rk. The τk+1 defined previously be-
comes now:
τk+1 =
{
1 if there exists at least an index i such that 0 < rik+1
0 otherwise.
(4.22)
We used Algorithm 6 (provided below) inspired by [Marx 2010].
Strategy in a fault situation The output estimate is reliable if and only if there is no
faulty sensor. Indeed the occurrence of a fault invalidates the healthy model. We consider
that the iIKF estimate is no longer a valid estimate for the normal system state when a
fault occurs, or at least it can not be used to verify if the output sensors are healthy.
Thus as soon as the fault is detected, the innovation step in the iIKF is halted un-
til the system is restored healthy. A similar approach can be found in [Benazera 2007,
Trave-Massuyes 2001], known as the Semi-Closed Loop (SCL) strategy. This strategy aims
at avoiding to corrupt the prediction with faulty measured data, which would then lead
the prediction to "follow the fault". Our approach follows the same idea but the strategy
is slightly different.
In case of faulty output, we introduce a "pure" a priori state estimate xˆ∗k|k−1 which is
always evaluated based on the previous "pure" a priori state estimate xˆ∗k|k−1. The tolerated
interval I yˆ,k|k−1 in (4.18) is expressed as:
Iiyˆ,k|k−1 =
[(
yˆik|k−1 − q× σik
)
,
(
yˆik|k−1 + q× σik
)]
, ∀i i f τik = 0,
Iiyˆ,k|k−1 =
[(
yˆi,∗k|k−1 − q× σik
)
,
(
yˆi,∗k|k−1 + q× σik
)]
, ∀i i f τik = 1,
yˆ∗k|k−1 = Cxˆ
∗
k|k−1 + Duk,
xˆ∗k|k−1 = Axˆ
∗
k−1|k−2 + Buk−1, k ∈ [k f , kr],
(4.23)
where k f is the time when the fault occurs, and kr is the time when the system restores to
healthy, yˆi,∗k|k−1 is the ith component of yˆ
∗
k|k−1.
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The same strategy can be used on the tolerated interval I∗yˆ,k|k−1 in (4.19):
Iiyˆ,k|k−1 = C
(i,:)I xˆ,k|k−1 + D(i,:)uk, ∀i i f τik = 0,
Iiyˆ,k|k−1 = C
(i,:)I∗xˆ,k|k−1 + D
(i,:)uk, ∀i i f τik = 1,
Ii,∗xˆ,k|k−1 =
[(
xˆi,∗k|k−1 − q×
√
P(i,i)k|k−1
)
,
(
xˆi,∗k|k−1 + q×
√
P(i,i)k|k−1
)]
,
xˆ∗k|k−1 = Axˆ
∗
k−1|k−2 + Buk−1,
P(i,i)k|k−1 = P
(i,i)
k f
, k ∈ [k f , kr],
(4.24)
where xˆi,∗k|k−1 is the ith component of xˆ
∗
k|k−1, C
(i,:) and D(i,:) are the ith rows of matrices C
and D, respectively.
The situation of the system is defined by the following rules:{ ∀i such that τik f−1 = 0 AND ∃i such that τik f = 1,⇒ there is a f ault on sensor i,
∃i such that τikr−1 = 1 AND ∀i such that τikr = 0.⇒ the system restores to healthy.
In this way, the output prediction is evaluated based on the previous system status. If
the sensors are detected healthy at the previous iteration, the current output is predicted
from a posteriori state estimate.
We also set a counter Θ to ignore the temporary overstep due to unbounded noise. If
the value goes back to normal before the number of time steps indicated by the counter
(in the simulation we set it to 1), no alarm is triggered. This mechanism can help distin-
guishing excessive noise and a persistent additive faulty value.
We should notice that if the additive value from a faulty sensor is too small, it can not
be distinguished from bounded tolerance defined with model, thus to be detectable a fault
should be superior to the width of residual interval, which should at least fulfil:
fa > w(rk+1).
In the next section, let us use an example to illustrate the scenario of fault detection
based on the iIKF state observer.
4.3.3 Case study 1: Academic case
Let us consider the system used in Chapter 3.{
xk+1 = Axk + wk,
yk = Cxk + vk, k = 0, 1, 2, ...
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Algorithm 6 Fault detection based on iIKF
Input: Variance vector q and r for noise sequence w and v respectively;
system interval parameters A,B,C and D;
actuator command u and output measurement y
1: Define the initial state and model at instant k=0; Initialize the observer and set k = 1
2: Compute the a priori state estimate xˆk|k−1 from a posteriori state estimate xˆk−1|k−1 from
time k− 1
3: Compute the a priori output yˆk|k−1 based on xˆk|k−1
4: Collect the data uk and yk
5: Compute the residual rk or the intersection Iiyk ∩ Ii[yˆk|k−1]
6: Compute the fault indicator σk according to the residual or the intersection result
7: if ∀i, σi = 0 then
8: The system is healthy, a priori state estimate xˆk|k−1 is reliable
9: If the innovation step is halted, resume it
10: Compute the a posteriori state estimate xˆk|k by using IKF from a priori state estimate
xˆk|k−1
11: end if
12: if ∃i, σi = 1 then
13: The measurement sensor on ith outputs is faulty; ∀i such that σi = 1, the measure-
ment yik is not reliable.
14: If the innovation step is not halted, pause it; the measurement yi is not reliable as
long as the system is faulty.
15: the a posteriori state estimate equals a priori state estimate
16: end if
17: Increase k=k+1 and go to Step 2
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where wk et vk are noises modelled by known Gaussian distribution, A = A +4A, C =
C +4C,
A =
[
0.4 0.1
−0.1 0.2
]
, C =
[
0 1
]
, Q =
[
10 0
0 10
]
, R = 1.
4A =
[
[−0.1, 0.1] [−0.15, 0.15]
0 [−0.25, 0.25]
]
,4C = [0 [−0.1, 0.1]] ,
The initial conditions are:
E{x0} =
[
x01
x02
]
=
[
1
1
]
,
Cov{x0} =
[
P00 P01
P10 P11
]
=
[
0.5 0.0
0.0 0.5
]
.
The covariance matrices are considered static without uncertainty and time invariant.
The arising problem is to determine the additive fault on the measured outputs as soon as
possible, although the system has uncertain parameters.
The simulation is done on the horizon [0,100].
4.3.3.1 Situation without fault
Firstly let us examine the output estimation under the normal operation condition, i.e.
there is no fault. In this circumstance, the iIKF provides continuously the state estimate.
We can see in the figures 4.2, that the output estimates follow well the real measured
outputs. The output prediction uses standard derivation to define the tolerated thresh-
olds.
4.3.3.2 Situation with fault
A sensor fault affecting the system is introduced at time k = 50. This fault is persistent
until time k = 80. The fault value is set to approximatively 4 standard deviations. To
calculate the interval vector, we choose q = 3.
The residual evolution is represented on Figures 4.3 along with the output prediction
and the real measured output. The obtained results are discriminating with respect to the
system status. By examining the evolution of τk, we can conclude to the occurrence of a
fault at time k = 50 and this fault is persistent until k = 80.
In lower plot of the Figure 4.3, we can see that the estimated output envelops the faulty
measured output. This is due to the correction in the innovation step of iIKF. The a pos-
teriori state estimate is indeed compensated according to the measured output providing
an erroneous state estimate, as it is shown in Figure 4.4.
We should point out that in our scenario, no calibration takes place. But in more com-
plex systems, it is more likely to have singular interval matrices triggering the calibration.
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Figure 4.2: Fault detection by using the output prediction, no fault, case 1 (up) / Output
based on a posteriori state estimate, no fault, case 1 (down).
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Figure 4.3: Fault detection by using the output prediction, case 1 (up) / Output a posteriori
estimate in the faulty situation, case 1 (down).
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Figure 4.4: A posteriori estimate of system state 1(up) / A posteriori estimate of system
state 2(down).
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Figure 4.5: Fault detection by using the output prediction, the intersection test approach
Another approach of fault detection is by testing the intersection of the confidence
interval of the measured and predicted outputs. The result of such approach is given in
Figure 4.5.
The evolution of τk shows that the system detects the occurrence of the sensor fault
at time k = 50, where the intersection of two confidence intervals is empty, and empty
intersection persists in two consecutive steps which gives the counter Θ > 1. A fault on
sensor is indicated.
The measurements yk, k > 50, are no longer reliable, the output prediction yˆk|k−1 is
calculated from the "pure" a priori system state xˆ∗ from Equation (4.23). xˆ∗ is not corrected
according to the measurements , so it is "smoother" than the state estimate from the filter
as shown in Figure 4.5. The output prediction in the faulty situation does not correspond
to the real evolution of the system with the presence of noise, but it still shows the "trend"
of the system evolution. If the sensor noise is centered gaussian, this output prediction in
faulty case can be used to verify if the system restores to healthy.
At time k = 80, the intersection of two confidence intervals is no longer empty and
non-empty intersection persists in two consecutive steps. A health restoration is required
for the sensor.
4.3.4 Case study 2: simplified satellite altitude control system
Satellites are typical examples for autonomously operating robotic systems. The At-
titude Control System (ACS) for the three-axes stabilization of a satellite is critical for its
autonomous operation [Olive 2010]. We therefore use a (simplified) model of an ACS that
4.3. Fault detection in Uncertain Stochastic System 115
includes nominal parameters and uncertainties to test the fault detection capability of our
iIKF approach. This case study is taken and adapted from [Bayoudh 2011]. The original
case study is an Attitude and Orbit Control system that aims to stabilize the satellite atti-
tude in the presence of disturbances by pointing the axes of the spacecraft in the direction
required for its mission. A detailed description of the modelling process can be found in
[Rienmüller 2013]. The system model that we used is the propulsion system. The state
space representation is the following:{
x˙(t) = Ax(t) + Bu(t) + w,
y(t) = Cx(t) + D + v.
where w et v are noises modelled by known Gaussian distribution. Notice that the original
system is continuous, and has 6 states, 3 inputs and 3 outputs. The inputs are for the
purpose of controlling the system. D is a static gain. The vector of the continuously
valued state variables consists of the Cardan angles and their first derivative with respect
to time.
In this study, the command free behaviour of the system, given an initial state, is anal-
ysed. Among the 6 states, 3 states are controllable and the system can be simplified and
reduced to 3 states, 3 outputs and command free. According to the general knowledge
about aerospace applications, we choose a sample time of 0.25 s, apply the discretization 2
on the original system and obtained following system:
The original system matrices are given by:
A =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 ω0
(
IY−IX
IZ
− 1
)
0 0 0 0 0 0
0 0 0 ω0
(
IY−IX
IZ
+ 1
)
0 0

, B =

0 0 0
0 0 0
0 0 0
−IW
IZ
0 0
0 −IWIY 0
0 0 −IWIX

,
C =
−ω0 0 0 0 0 10 0 0 0 1 0
0 0 ω0 1 0 0
 , D =
 0−ω0
0

where approximation values used for the simulation are IX = 600; IY = 700; IZ = 600; IW =
0.1322;ω0 = 2e−2, where IX , IY , IZ are the satellite inertia of each axis from the target atti-
tude frame (Figure 4.6), IW is the wheel inertia, ω0 is the rotational velocity of the satellite
about Y-axis. For every channel of states and outputs, the noises follow normal distribu-
tions: w ∼ N(0, 0.01) and v ∼ N(0, 0.01), which are simulated according to the general
knowledge about aerospace applications.
2. The conversion from continuous-time system to discrete time is done by using the "c2d" command of
Matlab with the default "zero-order hold on the inputs" method.
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Earth
!
"
Y
Figure 4.6: Target attitude frame C = (X, Y, Z) that depends on the satellite mission.
After discretization with sample time T=0.25s, we obtain:
Ad =

1 0 0 0.25 0 −0.00052
0 1 0 0 0.25 0
0 0 1 0.00052 0 0.25
− − − +
0 0 0 | 1 0 −0.0041
0 0 0 | 0 1 0
0 0 0 | 0.0041 0 1

, Cd =
−0.02 0 0 0 0 10 0 0 0 1 0
0 0 0.02 1 0 0
 , Dd = ∅
Bd is not given because we analyse the system behaviour when it is command free. In
addition, as the 4th to 6th states are independent from the first three states (cf. the block
diagonal structure of Ad), we decided to build a reduced satellite altitude control system
based on the 4th to 6th states as follows:{
xk+1 = A∗dxk + wk,
yk = C∗d xk + vk, k = 0, 1, 2, ...
where
A∗d =
 1 0 −0.00410 1 0
0.0041 0 1
 , C∗d =
0 0 10 1 0
1 0 0

with
Q = R =
0.001 0 00 0.001 0
0 0 0.001
 .
and the initial conditions are:
E{x0} =
x01x02
x03
 =
11
1
 , Cov{x0} =
0.1 0.0 0.00.0 0.1 0.0
0.0 0.0 0.1
 .
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Figure 4.7: Measurement simulation of the satellite altitude control system example
In the simulation, the response of the system without parameter uncertainty is shown
in Figure 4.7 on the horizon [0,2000]
The system 1st and 3rd outputs in the command free mode are sinus signals, while
2nd signal is a total free response with only the noise affection.
In order to test our fault detection algorithm, parameter uncertainty is introduced to
this system according to the general knowledge about aerospace applications, by setting
A = A∗d +4A with:
4A =
 0 0 [−0.0001, 0.0001]0 0 0
[−0.0001, 0.0001] 0 0
 .
The same scenario implemented in the first case study is considered; a sensor fault
affects the system in all the measured output channels, beginning at step k=50, and the
system is restored at step k=80. The fault value is set to about 4 times the standard devia-
tion.
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For residual interval, we also choose q = 3 as the multiplicative factor of the standard
deviation, which covers 97% of the possible noises.
The residual evolutions are represented in the upper plot of Figure 4.8 along with the
output prediction and the real measured outputs. The lower plot of Figure 4.8 shows the
evolution of system state estimates. The obtained results are discriminating with respect
to the system status. The examination of the fault indicator τk enables to conclude to
the occurrence of the fault in the time interval [50,80], the fault is detected and the alarm
persists during the faulty situation.
Another approach of fault detection is testing the intersection of the confidence interval
of the measured output and predicted output. The results of such approach applied on
this case study are given in Figure 4.9.
The upper plot concerns a single sensor fault on output 1, from time k = 50 to k = 80.
The evolution of τk shows that the system detects the occurrence of the sensor fault on
output 1 at time k = 50, for which the intersection of the two confidence intervals is
empty, and empty intersection persists in two consecutive steps. A fault on the output 1
sensor is raised.
The measurements y1m,k, k > 50 are no longer reliable, but the other output sensors
are still sane. Only the output prediction yˆ1k|k−1 is calculated from the "pure" a priori sys-
tem state xˆ∗ from Equation (4.23). xˆ∗ is not corrected according to the measurements and
knowledges about the noise, so it is "smoother" than the state estimate from filter. The
other output predictions are still evaluated normally. The output prediction in faulty sit-
uation does not correspond to the real evolution of the system with the presence of noise,
but it still shows the "trend" of the system evolution. When the sensor noise is centered
gaussian, the output prediction in faulty case can be used to verify if the system restores
to healthy.
At time k = 80, the intersection of two confidence intervals is no longer empty during
Θ = 2. A health restoration on output 1 sensor is raised.
The lower plot concerns a multi sensor fault on 1st output from time k = 50 to k = 80,
and on 3rd output from time k = 30 to k = 60. The evolution of τk shows that the system
detects the occurrence of sensor fault on output 3 at time k = 30, and the occurrence of
the sensor fault on 1st output at time k = 50, separately. Indeed the intersections of two
confidence intervals are empty, and empty intersections persist in two consecutive steps.
Different faults on sensors of output 1 and 3 are detected correctly.
The measurements y1k , k > 50 and y
3
k , k > 30 are no longer reliable, but the output sen-
sor 2 is still sane. The output prediction yˆ1k|k−1 and yˆ
3
k|k−1 are calculated from the "pure"
a priori system state xˆ∗ (see Equation (4.23)). The prediction of the output 2 is still evalu-
ated normally. The output predictions in the faulty situation do not correspond to the real
evolution of the system with the presence of noise, but they still show the "trend" of the
system evolution. When the sensor noise is centered gaussian, the output prediction in
the faulty case can be used to verify if the system restores to healthy.
At time k = 60 and k = 80, the intersections of two confidence intervals are no longer
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Figure 4.8: Fault detection by using the output prediction (up) / A posteriori state esti-
mate(down).
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empty during Θ = 2. The health restoration on sensors 1 and 3 are both indicated.
The simulations show that our approaches of fault detection are quite sensitive to the
occurrence of faults and also the disappearance of faults; They can detect multiple faults
on different sensors even when they are present in the system on overlapping time win-
dows.
4.4 Conclusion
In this chapter, the basic principle of fault detection using Kalman filters for systems
without parameter uncertainty is firstly reviewed. The approach that inverses the mea-
sured output equation to define the admissible domain is then presented for cases in
which parameter uncertainty and output noises are both considered as known bounded
values.
Our work consists in proposing a solution for system with the bounded parameter
uncertainty and centered gaussian noise, i.e. stochastic uncertain systems. To do so, the
basic residual generation method based on the conventional Kalman filter is kept, i.e.
we use the output prediction as the reference of healthy system, and use the standard
deviation to build the fault detection threshold. Different from the fault detection based
on the conventional Kalman filter, the output prediction from iIKF contains all the possible
values from parameter uncertainty and the threshold is actually adapted to the size of the
parameter intervals. When the parameter intervals are large, the threshold is loose, which
can avoid false alarms when the parameters are not precisely known; when the parameter
intervals are narrow, the threshold does not change much from the one of the conventional
Kalman filter, which prevents to miss alarms. That is why we call it adaptive threshold
based fault detection.
The iIKF is used to propose a fault detection algorithm which makes use of a Semi-
Closed Loop strategy as proposed by [Benazera 2007, Trave-Massuyes 2001]. Through
an example, the advantages of the iIKF with respect to previous versions are exhibited
and the efficiency of the iIKF based Semi-Closed Loop fault detection algorithm is clearly
demonstrated. The two considered cases have shown that the proposed method is effi-
cient to detect the occurrence of an additive measurement fault.
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Figure 4.9: Fault detection by using the intersection approach: single fault in one out-
put (up) / Fault detection by using the intersection approach: multiple fault in different
outputs at different times (down).

Conclusion and perspectives
In this thesis, a new approach to estimation problems under the presence of bounded
uncertain parameters and statistical noise has been presented. The objective is to use the
uncertainty model which appears as the most appropriate for every kind of uncertainty.
This leads to the need to consider uncertain stochastic systems and to study how the two
types of uncertainty combine.
In the first chapter, the concept of fault as known in the diagnosis field is recalled and
the different kinds of uncertainties are overviewed. Several state/parameter estimation
methods are presented. Considering the problem of combining statistic and bounded un-
certainties, statistical noise is modeled as the centered gaussian variable and the unknown
but bounded parameters are approximated by intervals. This results in an estimation
problem that demands the development of mixed filters and a set-theoretic strategy.
In chapter 2, the basics of interval analysis are introduced. The attention is drawn on
set inversion problems and constraint satisfaction problems. The former is the foundation
of a method for solving interval equations, and the latter can significantly improve the
speed of interval based arithmetic and algorithms. The interval matrix inversion problem
is also discussed. An important contribution of this work consists in proposing an interval
matrix inversion method which couples the algorithm SIVIA with the construction of a list
of constraint propagation problems.
The uncertain stochastic state estimation problem is mainly discussed in chapter 3. The
system model is formalized as an uncertain stochastic system. Starting with the interval
Kalman filtering algorithm proposed in [Chen 1997] and that we name the IKF, an im-
proved interval Kalman filtering algorithm (iIKF) is proposed. This algorithm is based on
interval conditional expectation for interval linear systems, which is demonstrated in the
beginning of the chapter. The iIKF has the same structure as the conventional Kalman fil-
ter while achieving guaranteed statistical optimality. The recursive computational scheme
is developed in the set-membership context. Our improvements achieve guaranteed in-
terval inversion whereas the original version IKF [Chen 1997] uses an instance (the upper
bound) of the interval matrix to avoid the possible singularity problems. This point of
view leads to a sub-optimal solution that does not preserve guaranteed results, some so-
lutions being lost. On the contrary, in the presence of unknown-but-bounded parameters
and measurement statistical errors, our estimation approach in the form of the iIKF pro-
vides guaranteed estimates, while maintaining a computational burden comparable to
that of classic statistical approaches. Several constraint based techniques have also been
implemented to limit the overestimation effect due to interval propagation within the in-
terval Kalman filter recursive structure:
– constraints on the interval covariance matrix have been added to make sure that the
covariance matrix respects the fact that its diagonal elements are semi-positive;
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– the gain of the filter is obtained by a calculus based on the set inversion algorithm
SIVIA complemented by constraint propagation;
– a constraint propagation algorithm has been implemented based on the forward-
backward method, and also an interval intersection rule has been used to find a
more compact result for the product of n interval matrices;
– based on the system state estimate calculated from the initial state, another con-
straint on the width of the iIKF state estimate has been added. A calibration has
been implemented to reset the iteration for limiting divergence once the width of
the iIKF estimate exceeds a given threshold.
The results have shown that the iIKF outputs bounded estimates that enclose all the
solutions consistent with bounded errors and achieves good overestimation control.
In chapter 4, The iIKF is used to propose a fault detection algorithm which makes use
of a Semi-Closed Loop strategy which does not correct the state estimate with the measure
as soon as a fault is detected. Two methods for generating fault indicators are proposed:
they use the a priori state estimate and a threshold based on the a posteriori and a priori
covariance matrix, respectively, and check the consistency against the measured output.
Through different examples, the advantages of the iIKF with respect to previous versions
are exhibited and the efficiency of the iIKF based Semi-Closed Loop fault detection algo-
rithm is clearly demonstrated.
Further improvements should target to improve the algorithm efficiency and speed.
The constraint propagation is still an important direction in order to achieve higher per-
formance. Additional constraints can probably be added, so that constraint propagation
techniques further reduce the estimate interval width and to improve the algorithm effi-
ciency.
Another issue for future work is to theoretically unify the combination of interval vari-
ables and statistical variables. One of the difficulties in uncertain stochastic systems is that
there exist two different types of variables at the same time. Our approach is to superpose
the stochastic support (centered gaussian distributed values) on known intervals, which
gives us a new gaussian variable that has interval expectation and variance. But we also
proved that a gaussian variable with interval expectation and variance can be approxi-
mated by another gaussian variable with the middle value of the interval expectation and
variance. That rises a different point of view about bounded variables. It can be inter-
preted as a uniformly distributed variable on a bounded support. With this approach, the
uncertainties may be entirely unified under the statistical framework.
Finally, this work has concentrated on linear discrete systems. So, there is space for
extensions to non linear systems, as it is shown in [Abdallah 2008]. In this case, a inter-
esting direction for state estimation could be to consider uncertain particle filtering for
which the prediction phase could use bounded uncertainty models. As a consequence,
the resampling phase should account for the uncertain predictions and their overlaps.
APPENDIX A
Estimation based on the initial state and
historical command and noises
The recursive estimator:
xk+1 = (A + ∆A)xk + (B + ∆B)uk + wk. (A.1)
can be rewritten based on the initial state and historical command and noises.
xk+1 =
k+1
∑
i=1
(A+∆A)k+1−iwi−1 +(A+∆A)k+1x0 +
k+1
∑
i=1
(A+∆A)k+1−i(B+∆B)ui−1. (A.2)
The proof uses a recursive deduction:
Proof A.1 For k=0 from A.1
x1 = (A + ∆A)x0 + (B + ∆B)u0 + w0. (A.3)
k=1
x2 = (A + ∆A)x1 + (B + ∆B)u1 + w1
= (A + ∆A)[(A + ∆A)x0 + (B + ∆B)u0 + w0] + (B + ∆B)u1 + w1
= w1 + (A + ∆A)w0 + (A + ∆A)2x0 +
2
∑
i=1
(A + ∆A)2− i(B + ∆B)ui−1.
(A.4)
Suppose that:
xk =
k
∑
i=1
(A + ∆A)k−iwi−1 + (A + ∆A)kx0 +
k
∑
i=1
(A + ∆A)k−i(B + ∆B)ui−1.
then from A.1:
xk+1 =(A + ∆A)[
k
∑
i=1
(A + ∆A)k−iwi−1 + (A + ∆A)kx0
+
k
∑
i=1
(A + ∆A)k−i(B + ∆B)ui−1] + (B + ∆B)uk + wk
=
k+1
∑
i=1
(A + ∆A)k+1−iwi−1 + (A + ∆A)k+1x0
+
k+1
∑
i=1
(A + ∆A)k+1−i(B + ∆B)ui−1.
(A.5)
and A.2 holds.
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