Let α, β ∈ R be given and let s ∈ N also be given. Let δ x denote the Dirac measure at x ∈ R, and let * denote convolution. If f ∈ L 2 (R), and if there are u ∈ R and g ∈ L 2 (R) such that
Introduction
Let R denote the set of real numbers, let T denote the set of complex numbers of modulus 1, and let G denote either R or T. Note that in some contexts T may be identified with the interval [0, 2π) under the mapping t −→ e it (some comments on this are in [9, page 1034] ). Then G is a group and its identity element we denote by e, so that e = 0 when G = R and e = 1 when G = T. Let N denote the set of natural numbers, Z the set of integers, and let s ∈ N. The Fourier transform of f ∈ L 2 (G) is denoted by f , and is given by f (n) = (2π) −1 2π 0 f (e it )e −int for n ∈ Z (in the case of T), and by the extension to all of L 2 (R) of the transform given by f (x) = ∞ −∞ e −ixu f (u) du for x ∈ R (in the case of R). Let M (G) denote the family of bounded Borel measures on G. If x ∈ G let δ x denote the Dirac measure at x, and let * denote convolution in M (G).
We call a function f ∈ L 2 (G) a difference of order s if there is a function g ∈ L 2 (G) and u ∈ G such that f = (δ e − δ u ) s * g. The functions in L 2 (G) that are a sum of a finite number of differences of order s we denote by D s (G). Note that D s (G) is a vector subspace of L 2 (G). Now in the case of T it was shown by Meisters and Schmidt [3] that
2 (T) and f (0) = 0 , and that every function in D 1 (T) is a sum of 3 differences of order s. It was shown in [6] that, for all s ∈ N, 1) and that every function in D s (T) is a sum of 2s + 1 differences of order s. It was also shown in [6] that 2) and again, that every function in D s (R) is a sum of 2s + 1 differences of order s.
Further results related to the work of Meisters and Schmidt in [3] may be found in [1, 2, 4, 7] . The Sobolev space of order s in L 2 (G) is the space of all functions f ∈ L 2 (G) such that D s (f ) ∈ L 2 (G), where D denotes differentiation in the sense of Schwartz distributions. Then, D s is a multiplier operator on W s (T) with multiplier (in) s , in the sense that D s (f ) (n) = (in) s f (n), for all f ∈ W s (T) and n ∈ Z. Also, D s is a multiplier operator on W s (R) with multiplier (ix) s , the sense that D s (f ) (x) = (ix) s f (x), for all f ∈ W s (R) and x ∈ R. Note that W s (T) is a Hilbert space whose norm || · || T,s derives from the inner product , T,s where
Note also that W s (R) is a Hilbert space whose norm || · || R,s derives from the inner product , R,s where
Using these observations, together with Plancherel's Theorem, it is easy to verify that
and f (0) = 0 , and that (1.3)
In view of (1.3) and (1.4), (1.1) together with (1.2) can be regarded as describing the ranges of D s upon W s (T) and W s (R) as spaces consisting of finite sums of differences of order s. Corresponding results have been obtained in [8] for operators (D 2 − i(α + β)D − αβI) s acting on W 2s (T), where α, β ∈ Z and I denotes the identity operator. In this paper, the main aim is to derive corresponding results for the operator (D 2 − i(α + β) − αβI) s , where α, β ∈ R, for the non-compact case of R in place of the compact group T. Note that, in general, the range of a multiplier operator depends upon the behaviour of Fourier transforms at or around the zeros of the multiplier of the operator, as in (1.3) and (1.4). Note also that (D 2 − i(α + β)D − αβI) s is a multiplier operator whose multiplier is, in the case of R, −(x − α)(x − β) with zeros at α and β.
Given α, β ∈ R and s ∈ N, a generalised (α, β)-difference of order 2s is a function f ∈ L 2 (G) such that for some g ∈ L 2 (G) and u ∈ G we have
It may be called also an (α, β)-difference of order 2s, or simply a generalised difference. In the case when G = T, we restrict α and β to be in Z and T is identified with [0, 2π) . The vector space of functions in L 2 (G) that can be expressed as some finite sum of (α, β)-differences of order 2s is denoted by D α,β,s (G). Thus, f ∈ D α,β,s (R) if and only if there are m ∈ N, u 1 , u 2 , . . . , u m ∈ R and
and is a weighted L 2 -space under the Fourier transform in which the inner product of f and g is
dx. Now, if α, β ∈ Z, and if we take an (α, β)-difference f in L 2 (T) as in (1.5) with G = T, then f (α) = g(β) = 0. In [8] it is proved that if f in L 2 (T) and f (α) = g(β) = 0, then f is a sum of 4s + 1 (α, β)-differences of order s. Thus, the results obtained here extend the results obtained in [8] , for the compact case of the circle group T, to the non-compact case of R. The techniques used here develop the approach in [8] , so as to deal with the additional complexities in going from T to R.
Further notations and background
First we need some notions relating to partitions of an interval.
Definitions. If J is an interval, λ(J) denotes its length. A closed-interval partition is a sequence R 0 , R 1 , . . . , R r−1 of closed intervals of positive length such that r = 1 or, when r ≥ 2, the right hand endpoint of R j is the left hand endpoint of R j+1 for all j = 0, 1, . . . , r − 2. We may refer to such a closed-interval partition as {R 0 , R 1 , . . . , R r−1 }, where we understand that the intervals R j may be rearranged so as to get a sequence forming a closed-interval partition. In this case if we put
is a closed-interval partition, and we call it the refinement of the closed-interval partitions {R 0 , R 1 , . . . , R r−1 } and {S 0 , S 1 , . . . , S s−1 }. Finally, if A is a set, A c will denote its complement.
Lemma 2.1 Let J be a closed interval with λ(J) > 0. Let R 0 , R 1 , . . . , R r−1 be r intervals in a closed-interval partition of a closed interval J. Let S 0 , S 1 , . . . , S s−1 be s intervals in a closed-interval partition of a closed interval K, and assume that λ(R j ∩ S k ) = ∅ for at least one pair j, k. Then the refinement of R 0 , R 1 , . . . , R r−1 and S 0 , S 1 , . . . , S s−1 is a closed-interval partition of J ∩K and it has at most r+s−1 elements.
Proof. It is easily checked that the refinement of R 0 , R 1 , . . . , R r−1 and S 0 , S 1 , . . . , S s−1 is a closed-interval partition of J ∩K. Now, for any r, s and closed-interval partitions P = {R 0 , R 1 , . . . , R r−1 } and Q = {S 0 , S 1 , . . . , S s−1 } let's put
Let A(P, Q) and B(P, Q) denote the number of elements in A(P, Q) and B(P, Q) respectively. The statement in the lemma is thus equivalent to saying that A(P, Q) ≤ r + s − 1. If r = 1, we have J = R 0 and we see that A(P, Q) ≤ s = 1+ s − 1, so in this case the result holds for any closed-interval partition S 0 , S 1 , . . . , S s−1 . We proceed by induction on r, by assuming that, for some given r ≥ 2, for every closed-interval partition P = {R 0 , R 1 , . . . , R r−1 } and for any closed-interval partition Q having s elements for arbitrary s ∈ N, we have A(P, Q) ≤ r + s − 1. Now consider closed-interval partitions
and then
as we have seen the lemma is true when one of the partitions has a single element. That is, in this case, the truth of the lemma for r implies the truth of the lemma for r + 1. Now, when (A({R 0 , R 1 , . . . , R r−1 }, Q ′ ) ≥ 1, let s 1 ∈ {1, 2, . . . , s − 1} be the maximum of all k ∈ {1, 2, . . . , s − 1} such that λ(A j ∩ B k ) > 0 for some j ∈ {0, 1, 2 . . . , r−1}. By the inductive assumption, A({R 0 , R 1 , . . . , R r−1 }, Q ′ ) ≤ r+s 1 − 1. Also, as we go from r to r+1, the single interval R r is adjoined to R 0 , R 1 , . . . , R r−1 on the right. So, we see that B(P ′ , Q ′ ) ≤ s − (s 1 − 1). As well, it is clear that
Using the inductive assumption it follows that
and we see that assuming the inductive assumption holds for r implies that it holds for r + 1. Invoking induction completes the proof.
Proof. If a ′ = a or b ′ = b, the result is easily checked. The only other case is when a ′ = c and b ′ = d. In this case we have
and this expression is linear in u and non-negative for u = c and u
, and the proof is complete. 
Theorem 2.4 Let f ∈ L 2 (R) and let µ 1 , µ 2 , . . . , µ r ∈ M (R). Then the following conditions (i) and (ii) are equivalent.
Proof. This is essentially proved in [3, pages 411-412 ], but see also [6, pages 77-88] and [7, page 23 ].
Main results
The main aim in this paper is to prove the following result.
Theorem 3.1 Let s ∈ N and let α, β ∈ R. Let D α,β,s (R) be the vector space of functions f ∈ L 2 (R) that can be expressed as some finite sum of (α, β)-differences of order 2s. Then the following conditions (i) -(iii) are equivalent for a function f ∈ L 2 (R).
(3.1) When the preceding conditions hold for a given function f ∈ L 2 (R), for almost all
is a Hilbert space with the inner product , α,β,s given by
The operator (D 2 − (α + β)D − αβI) s is a linear, bounded and invertible operator that maps W 2s (R) onto D α,β,s (R).
Proof. If (iii) holds it is clear that (ii) also holds. Let (ii) hold. If u ∈ R, define λ u ∈ M (R) by
The Fourier transform λ u of λ u is given for x ∈ R by
Using the definition of λ u in (3.2), we deduce that (ii) implies (i). Now, we assume that (i) holds, and we will prove that (iii) holds. Let c > 0 be given and let x ∈ {R} also be given but with x / ∈ {α, β}. Put, for each k ∈ Z,
Then put, again for each k ∈ Z,
Note that a k is the mid-point of A k and b k is the mid-point of B k . The points a k are the zeros of u −→ sin(u(x − α)), while the b k are the zeros of u −→ sin(u(x − β)). It is immediate from the definitions that, for each k ∈ Z,
We will use the notation that d Z (x) denotes the distance from x ∈ R to the nearest integer. Note that d Z (x) = |x| if and only if −1/2 ≤ x ≤ 1/2. Note also that | sin(πx)| ≥ 2d Z (x) for all x ∈ R (for example see [7, page 89] or [10, page 233]). Now
Similarly, for u ∈ B k ,
That is, for u ∈ A j ∩ B k we have (3.10)
Then, putting
we see that P 1 and P 2 are closed-interval partitions. If we put
and if we let P be the refinement of P 1 and P 2 , we have
Now, from (3.6) we see that all lengths of the r intervals in the closed-interval partition P 1 equal π/|x − α|, so that (r − 2)π/|x − α| < 2c. Hence, Now, again let 0 < δ < 1/2. Assume that either |x − α| > πδ/c or |x − β| > πδ/c, with both perhaps holding. In the case that |x − α| > πδ/c and |x − β| ≤ πδ/c, we have from (3.14) and (3.17) that
The argument that produced (3.18) is symmetric in α and β, and we see from (3.14), (3.15), (3.16) and (3.17) that in all cases when either |x−α| > πδ/c or |x−β| > πδ/c we have
Also, observe that if 0 < δ < 1/2, |x − α| ≤ πδ/c and |x − β| ≤ πδ/c, we have from (3.15) and (3.17) that r = s = 1. (3.20)
Note that in the above, a k , b k , A k , B k and so on, depend upon x. In particular, r and s depend upon x. We now take m ∈ N with m ≥ 4s + 1, and we estimate the integral
, allowing for the different values x may be, but recall that x / ∈ {α, β}. We let P 1 , P 2 be the closed-interval partition as given in (3.11) and let P be their refinement as given in (3.12). We have, using the definitions and (3.4), (3.9), (3.10) and (3.12), 
jt ∩ B ′ kt , and this contradicts the fact that b m 2 +kt / ∈ A ′ jt ∩ B ′ kt . This argument, repeated for other cases, means we can say that if a m 1 +jt , b m 2 +kt / ∈ A ′ jt ∩B ′ kt , then a m 1 +jt is on the left of A ′ jt ∩B ′ kt and b m 2 +kt is on the right of A ′ jt ∩B ′ kt , or vice versa. Now, let t ∈ {1, 2, . . . , m} and (j t , k t ) ∈ A be given. In Lemma 2.2, let's take
Now let 0 < δ < 1/2 and assume that we have either |x − α| > πδ/c or |x − β| > πδ/c. Then from Lemma 2.1, the right hand side of (3.19) gives an upper bound for the number of elements in P. Using (3.19), and using (3.9), (3.12), (3.20), (3.21), (3.22), Lemma 2.3 and the assumption that m ≥ 4s + 1, we have in this case that
where M is the constant in Lemma 2.3 ,
for all x / ∈ {α, β} with either |x − α| > πδ/c or |x − β| > πδ/c. Note that the constant Q in (3.23) is independent of x.
CASE I: α = β. We now have from (3.30) and (3.31) that if m ≥ 4s + 1 and x ∈ L, 
for some G > 0 that is independent of x ∈ L ∩ {α} c . On the other hand, if x / ∈ L we have |x − α| ≥ πδ/c, so that if we apply (3.23) with α = β we have
Assuming that |α| < c, we now have, using (3.32) and (3.33) and the fact that
as α = β and we are assuming that
We have considered the cases α = β and α = β. The dénoument results from using Fubini's Theorem, (3.28) and (3.34). We see that provided |α| < c and m ≥ 4s + 1, in both cases we have
We conclude from this that for almost all (
By letting c tend to ∞ through a sequence of values, we deduce that, in fact, the inequality in (3.35) holds for almost all (u 1 , u 2 , . . . , u m ) ∈ R m . But then, using (3.3) and Theorem 2.4, we see that provided m ≥ 4s + 1, for almost all (u 1 , u 2 , . . . , u m ) ∈ R m there are
We deduce that (i) implies (ii) in Theorem 3.1 and, by taking m = 4s + 1, we see that (i) implies (iii).
We have now proved that (i), (ii) and (iii) are equivalent. Also, the statement that (iii) is possible for almost all (u 1 , u 2 , . . . , u 4s+1 ) ∈ R 4s+1 has been proved.
Finally and it follows that T is bounded from W 2s (R) into D α,β,s (R). As the multiplier of T vanishes only at the two points α and β, T is injective on W 2s (R). Finally, if h ∈ L 2 (R) is such that ∞ −∞ (x − α) −2s (x − β) −2s | h(x)| 2 dx < ∞, we may let g ∈ L 2 (R) be the function such that g(x) = (−1) s (x − α) −s (x − β) −s h(x). It is easy to see that g ∈ W 2s (R) and that T (g) = h. Consequently, T maps W 2s (R) onto D α,β,s (R), and it follows that T is a bounded invertible linear operator from W 2s (R) onto D α,β,s (R). This completes the proof of Theorem 3.1.
Note that an alternative proof of Theorem 3.1 for the special case α = β may be derived from the identity (1.2), which was proved originally in [6] and [7] . In [3] Meisters and Schmidt showed that every translation invariant linear form on L 2 (T) is continuous, but in [4] it was shown that there are discontinuous translation invariant linear forms on L 2 (R), and this latter result may also be deduced from the subsequent identity (1.2).
Definition. Let α, β ∈ R and let s ∈ N. Then a linear form T on L 2 (G) is called (α, β, s)-invariant if, for all f ∈ L 2 (R) and u ∈ L 2 (R), When α, β ∈ Z, we may also introduce the notion of (α, β, s)-invariant linear forms on L 2 (T). It was shown in [8] that an (α, β, 1)-invariant linear form on L 2 (T) is continuous and, in fact, any (α, β, s)-invariant linear form on L 2 (T) is continuous (proved using the same technique as in [8] for the case s = 1). Together with the preceding comments, the following corollary to Theorem 3.1 shows that the situation pertaining to translation invariant linear forms on L 2 (T) and L 2 (R) is mirrored by that for (α, β, s)-invariant linear forms on L 2 (T) and L 2 (R).
Corollary 3.2 Let α, β ∈ R and let s ∈ N. Then, there are discontinuous (α, β, s)-invariant linear forms on L 2 (R).
