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ABSTRACT
The purpose of this paper is to show that the randomized weighted p-Laplacian evolution equation given
by


U ′(t)(ω) = div
(
g(ω)|∇U(t)(ω)|p−2∇U(t)(ω)
)
on S,
g(ω)|∇U(t)(ω)|p−2∇U(t)(ω) · η = 0 on ∂S,
U(0)(ω) = u(ω),
(1)
for P-a.e. ω ∈ Ω and a.e. t ∈ (0,∞) admits a unique strong solution and to determine asymptotic
properties of this solution.
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1 Introduction
The existence of a unique strong solution of


V ′(t) = div
(
γ|∇V (t)|p−2∇V (t)
)
on S
γ|∇V (t)|p−2∇V (t) · η = 0 on ∂S,
V (0) = v,
(2)
for a.e. t ∈ (0,∞), has been proven by F. Andreu, J.M. Mazo´n, J. Rossi and J. Toledo in [2]. In addition,
the importance of the PDE (2) to the evolution of fluvial landscapes has been discussed by B. Birnir
and J. Rowlett in [5]. Moreover, the asymptotic properties of the solution of (2) have been studied in [7].
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2The purpose of this paper is to study a random version of the PDE (2); more precisely: The weight
function γ : S → (0,∞) occurring in (2) is replaced by a (vector-valued) random variable g : Ω→ L1(S).
Hereby (Ω,F ,P) denotes a complete probability space, S ⊆ Rn, where n ∈ N \ {1}, is a sufficiently reg-
ular set, η is the unit outer normal on ∂S and p ∈ (1,∞) \ {2}.
The weight function g being random of course implies that the solution has to be random as well. Con-
sequently, it is appropriate to assume that the initial value is no longer deterministic but also a random
quantity. Therefore it is natural to consider the randomized PDE (1) as the PDE corresponding to (2)
for a random weight function.
From an applied point of view, the weight function γ in (2) models a stationary water depth which
occurs due to rain, on the landscape v. The motivation for considering the randomized PDE (3) is
that this water depth might be not precisely known, which makes it reasonable to view it as a random
quantity.
Hereby, the assumptions made on g(ω) for a given ω ∈ Ω are, due to technical reasons, actually stronger
than those made on γ in [2].
It seems important to point out that this paper is not concerned with any kind of stochastic differ-
ential equation. The noise occurring in this paper’s setting does not come from integrating with respect
to Brownian motions or other stochastic processes, but originates from the random weight function g
and the random initial value u.
2 The main results
The existence of a unique solution of (1) will be obtained by means of the nonlinear semigroup theory;
more precisely:
First of all a single-valued operator A : D(A)→ L1(Ω;L1(S)) is introduced, which is defined such that
a continuous function U : [0,∞)→ L1(Ω;L1(S)), with U ∈W 1,1Loc((0,∞);L
1(Ω;L1(S))), fulfilling
−U ′(t) = AU(t), for a.e. t ∈ (0,∞), U(0) = u, (3)
is also a function fulfilling (1). Afterwards it will be established that A is accretive, fulfills a certain
range condition and has dense domain. Unfortunately, A is not m-accretive, but its closure, denoted by
A, is. Consequently, one obtains that
0 ∈ U ′(t) +AU(t), for a.e. t ∈ (0,∞), U(0) = u, (4)
has a unique mild solution for arbitrary initial values u ∈ L1(Ω;L1(S)). Thereafter, it will be established
that this mild solution is even a strong solution. Moreover, it will be proven that the uniquely determined
strong solution of (4) also fulfills (3), and therefore (1), provided that in addition P(u ∈ L∞(S)) = 1.
3For a given u ∈ L1(Ω;L1(S)), let T (·)u : [0,∞)→ L1(Ω;L1(S)) be the strong solution of (4) and let
T (·, γ)v : [0,∞) → L1(S) be the strong solution of its deterministic counterpart, where v ∈ L1(S) and
the weight function γ ∈ L1(S) fulfills certain regularity conditions.
It will be proven that (T (t)u)(ω) = T (t, g(ω))u(ω) for P-a.e. ω ∈ Ω. The latter makes it possible to
transfer many results from [7] to the current setting; more precisely:
Firstly, T (·)u conserves mass with probability one, i.e. for a given t ∈ [0,∞) one has
((T (t)u)(ω)) = (u(ω)) for P-a.e. ω ∈ Ω, every u ∈ L1(Ω;L1(S)) and t ≥ 0, where (v) := 1
λ(S)
∫
S
vdλ is
the average of any v ∈ L1(S); hereby λ is the Lebesgue measure on Rn.
Secondly, one has for a given t ∈ (0,∞) and u ∈ L1(Ω;L1(S)), with P(u ∈ L2(S)) = 1, that
||(T (t)u)(ω)− (u(ω))||L1(S) ≤ c1∆u(ω)
1
p
(
1
t
) 1
p
, P-a.e. ω ∈ Ω, (5)
where ∆u : Ω → R, with ∆u(ω) := ||u(ω) − (u(ω))||2L2(S). Hereby it is actually possible to explicitly
determine c1 ≥ 0.
Finally, if p > n, and if u ∈ L1(Ω;L1(S)) is such that P(u ∈ Lp(S)) = 1, then one has
||(T (t)u)(ω)− (u(ω))||L∞(S) ≤ c2∆u(ω)
1
p
(
1
t
) 1
p
, P-a.e. ω ∈ Ω, (6)
where c2 can be determined explicitly.
Relation (6) is a very strong regularity result. Proving it is actually fairly simple, since one can relate
T (t)u to its deterministic counterpart.
There are two asymptotic results proven in this paper which are not direct consequences of the
results in [7].
Firstly, one has
lim
t→∞
T (t)u = (u), in Lq(Ω;Lq(S)). (7)
for any u ∈ Lq(Ω;Lq(S)), q ∈ [1,∞).
Secondly, it is possible to derive an upper bound for the tail function of ||T (t)u − (u)||2L2(S), assuming
that p ∈ [ 2n
n+2 , 2) \ {1}; more precisely: Let r ∈ [1,∞) and assume ||u||
4r
L2(S) ∈ L
1(Ω). Then one has
P

∫
S
(T (t)u− (u))2dλ > α

 ≤ (1
t
)r
2
log(α+ 1)
c3
(
E(∆u)E((1 + ∆u)
2r)
) 1
2 , (8)
for any α, t ∈ (0,∞); and if there is even an ε > 0 such that e
ε||u||2
L2(S) ∈ L1(Ω), one has
P

∫
S
(T (t)u− (u))2dλ > α

 ≤ exp(−t 12 c4) 2 exp
(
ε
2
)
log(α+ 1)
(E(∆u)E (exp (ε∆u)))
1
2 , (9)
4for any α, t ∈ (0,∞).
Hereby c3, c4 ≥ 0 are again constants which can be determined explicitly.
One should note that if n = 2, which is from an applied point of view the interesting case, one can apply
either (6) or (8), resp. (9), given that the initial is sufficiently integrable.
This paper is structured as follows: Section 3 contains all assumptions, notations and basic definitions
which are needed throughout this paper. Section 4 (Section 5, resp.) deals with the existence and
uniqueness of mild (strong, resp.) solutions of (4). The assertions (5)-(7) are established in Section 6.
Finally, Section 7 deals with the tail function bounds (8) and (9).
Moreover, this article contains two appendices. The first answers some technical measurability questions
which occur while defining A and the second one provides some delicate results about the deterministic
counterpart of A. Those are mostly needed to prove the existence and uniqueness of mild solutions of
(4).
3 Assumptions, notations and preliminary results
Some notational preliminaries are in order: For any m-dimensional Borel measurable set B, where
m ∈ N, B(B) denotes the Borel σ-algebra on this set. Moreover, for any measure µ : B(B) → [0,∞]
and any q ∈ [1,∞], Lq(B, µ;Rm) denotes the usual Lebesgue spaces and || · ||Lq(B,µ;Rm) denotes the
canonical norm on these spaces.
If m = 1, Lq(B, µ;Rm) is abbreviated by Lq(B, µ) and if µ is the Lebesgue measure, Lq(B) is written.
Of course the analogous convention applies to || · ||Lq(B,µ;Rm).
Now let B ⊆ Rm be open. L1Loc(B;R
m) denotes the space of locally Lebesgue integrable functions
f : B → Rm. If m = 1, then L1Loc(B) is written.
Moreover, C∞(B) denotes the space of all infinitely often continuously differentiable function, such that
the function and all of its partial derivatives can be extended continuously to the boundary of B and
C∞c (B) denotes the space of all functions ϕ ∈ C
∞(B) which have compact support contained in B.
Moreover, C∞(B;Rm), C∞c (B;R
m) resp., denotes the space of all functions ϕ = (ϕ1, ..., ϕm) such that
ϕj ∈ C
∞(B) for all j = 1, ...,m, ϕj ∈ C
∞
c (B) for all j = 1, ...,m, resp.
Moreover,W 1,1Loc(B) denotes the space of weakly differentiable functions and∇f denotes the weak deriva-
tive of any f ∈W 1,1Loc(B). In addition, W
1,q(B) denotes the Sobolev space of once weakly differentiable
functions, such that the function and all of its weak derivatives are in Lq(B).
For any Banach space (X, || · ||X), introduce
W
1,1
Loc((0,∞);X) := {f : (0,∞)→ X | f is locally absolutely continuous and differentiable a.e.}
and
C([0,∞);X) := {f : [0,∞)→ X | f is continuous}.
5In addition, for any f ∈W 1,1Loc((0,∞);X) the function f
′ denotes the almost everywhere existing deriva-
tive of f .
Moreover, B(X) denotes the Borel σ-algebra on X and 2X denotes its power set.
For a complete probability space (Ω,F ,P), introduce
Lq(Ω;X) := {f : Ω→ X | f is F −B(X)−meas. and
∫
Ω
||f(ω)||qXdP(ω) <∞}, ∀q ∈ [1,∞)
and let || · ||Lq(Ω;X) denote its canonical norm. This is abbreviated by L
q(Ω), if X = R.
Finally, λ denotes the Lebesgue measure, x · y the canonical inner product between two vectors
x, y ∈ Rm and | · | the Euclidean norm on Rm.
Here and in all that follows let n ∈ N\{1} be arbitrary but fixed, let p ∈ (1,∞)\{2} and let p˜ denote
its Ho¨lder conjugate, i.e. p˜ ∈ (1,∞) is such that 1
p
+ 1
p˜
= 1. Additionally, introduce ∅ 6= S ⊆ Rn and
assume that it is an open, bounded, connected set of class C1. Moreover, (Ω,F ,P) denotes a complete
probability space.
In addition, introduce for any 0 < ε1 < ε2 <∞ the set
L1ε1,ε2(S) := {f ∈ L
1(S) : ε1 ≤ f ≤ ε2 a.e. on S}
and note that L1ε1,ε2(S) is closed w.r.t. || · ||L1(S). This yields that L
1
ε1,ε2
(S) ∈ B(L1(S)).
Moreover, introduce analogously
L1ε1,ε2(Ω;L
1(S)) := {f ∈ L1(Ω;L1(S)) : P({ω ∈ Ω : f(ω) ∈ L1ε1,ε2(S)}) = 1}.
Finally, let 0 < g1 ≤ g2 <∞ be constants and let g ∈ L1g1,g2(Ω;L
1(S)).
Remark 3.1. It will be necessary to consider expressions of the form |x|p−2x, resp. |x|p−2x ·y for given
x, y ∈ Rn. And the last needs to be considered even if x = 0.
Notation will be slightly abused by setting |x|p−2x := 0 and |x|p−2x · y := 0 if x = 0 for any y ∈ Rn.
This is justified because one verifies immediately that the mappings Rn\{0} ∋ x 7→ |x|p−2x and Rn\{0} ∋
x 7→ |x|p−2x · y can be extended continuously by 0 in x = 0.
Remark 3.2. Some severe measurability issues will occur throughout this paper. The reader who is not
too familiar with measurability of vector-valued mappings is referred to [6, Chapter 5], for a detailed
introduction to this concept. Particularly, one should note that the vector-valued mappings occurring
here act on L1(S) which is well known to be separable. Moreover, it is common knowledge that in this
case the notions of measurability (in the usual measure-theoretic sense), strong measurability and weak
measurability are equivalent, cf. [6, Theorem 5.8 and Theorem 5.9].
The following operator plays a crucial role in this paper. Some questions concerning measurability
occur during its definition. Answers to these question can be found in Appendix A.
6Definition 3.3. Let A : D(A) → 2L
1(Ω;L1(S)) be such that (f, fˆ) ∈ A if and only if the following
assertions hold.
i) f ∈ L1(Ω;L1(S)) and P (f ∈W 1,p(S) ∩ L∞(S)) = 1.
ii) fˆ ∈ L1(Ω;L1(S)).
iii) P
(∫
S
g|∇f |p−2∇f · ∇ϕdλ =
∫
S
fˆϕdλ, ∀ϕ ∈W 1,p(S) ∩ L∞(S)
)
= 1.
Moreover, let A : D(A) → 2L
1(Ω;L1(S)) be the closure of A, i.e. (f, fˆ) ∈ A if and only if there is a
sequence ((fm, fˆm))m∈N ⊆ A such that
lim
m→∞
(fm, fˆm) = (f, fˆ), in L
1(Ω;L1(S))2.
Definition 3.4. Let γ ∈ L1g1,g2(S) and introduce the single-valued operator a(γ) : D(a(γ))→ L
1(S) by:
(f, fˆ) ∈ a(γ) if and only if the following assertions hold.
i) f ∈ W 1,p(S) ∩ L∞(S).
ii) fˆ ∈ L1(S).
iii)
∫
S
γ|∇f |p−2∇f · ∇ϕdλ =
∫
S
fˆϕdλ for all ϕ ∈W 1,p(S) ∩ L∞(S).
Moreover, let a(γ) : D(a(γ)) → L1(S) be the closure of a(γ), i.e. (f, fˆ) ∈ a(γ) if and only if there is a
sequence ((fm, fˆm))m∈N ⊆ a(γ) such that
lim
m→∞
(fm, fˆm) = (f, fˆ), in L
1(S)2.
As a(γ) is single-valued, it will either be written (f, fˆ) ∈ a(γ) or fˆ = a(γ)f , depending on which of
both notations is more convenient for the setting.
The operators a(γ) and a(γ) are the operators which are used in [2] to prove the existence of unique
solutions of (2), cf. [2, Theorem 3.7].
An explicit description of a(γ) can be found in [2, Prop. 3.6]. But this description is not needed for our
purposes.
Remark 3.5. Let J0 denote the space of all lower-semicontinuous and convex functions, j : R→ [0,∞],
fulfilling j(0) = 0. Moreover, for two functions f1, f2 ∈ L1(S) it will be written f1 << f2, whenever∫
S
j ◦ f1dλ ≤
∫
S
j ◦ f2dλ, ∀j ∈ J0.
7Finally an operator B : D(B)→ 2L
1(S) is called completely accretive if
f − h << f − h+ α(fˆ − hˆ),
for all α ∈ (0,∞) and (f, fˆ), (h, hˆ) ∈ B.
Note the following: If f1, f2 ∈ L1(S) are such that f1 << f2, one has ||f1||Lq(S) ≤ ||f2||Lq(S), for every
q ∈ [1,∞], provided f2 ∈ Lq(S).
Besides some technical advantages, the concept of complete accretivity also offers a (fairly straight-
forward) way to prove differentiability almost everywhere of mild solutions of evolution equations, even
if the evolution equation is framed in a Banach space which does not have the Radon-Nikodym property,
cf. [3, Theorem 4.2 and 4.4] . The latter is the main reason why this concept is frequently used when
it comes to nonlinear evolution equations.
The reader is referred to [3] for a detailed treatment of complete accretivity.
Remark 3.6. Besides the concept of complete accretivity, the notion of accretivity and m-accretivity
will be needed as well. An operator B : D(B)→ 2X, where (X, || · ||X) is an arbitrary Banach space, is
called accretive if
||f − h||X ≤ ||f − h+ α(fˆ − hˆ)||X
for all (f, fˆ), (h, hˆ) ∈ B and α > 0.
Moreover, B is called m-accretive if it is accretive and
R(Id+A) = X.
Now fix β ∈ (0,∞) and let B : D(B) → 2X be an accretive operator, then it is clear that there is for
every h ∈ R(Id + βB) precisely one pair (f, fˆ) ∈ B such that h = f + βfˆ . Consequently, one can
introduce (Id+ βB)−1 : R(Id+ βB)→ D(B), where (Id+ βB)−1h is precisely the element f ∈ D(B),
such that there is an fˆ ∈ Bf with h = f + βfˆ .
The mapping (Id+ βB)−1 is called the resolvent of B.
This section concludes by introducing two more spaces needed in this paper. In that what follows,
τk : R→ R, where k ∈ (0,∞), denotes the standard truncation function, that is,
τk(s) :=

s, if |s| < kksign(s), if |s| ≥ k.
For f : S → R, τk(f) : S → R is defined by τk(f) := τk(f(·)) and for f : Ω→ L1(S), τk(f) : Ω→ L1(S)
is defined by τk(f)(ω) := τk(f(ω)).
Moreover, introduce
τ(L1(Ω;L1(S))) := {τk(f)| f ∈ L
1(Ω;L1(S)), k ∈ (0,∞)}
8and
L1,∞(Ω;L1(S)) := {f ∈ L1(Ω;L1(S))| P(f ∈ L∞(S)) = 1}.
4 Mild solutions of the randomized weighted p-Laplacian evo-
lution equation with Neumann boundary conditions
The following result serves as a guideline for this section and is taken from [4] which is a very compre-
hensive book on nonlinear semigroups and evolution equations.
Theorem 4.1. Let (X, || · ||) be a Banach space and B : D(B) → 2X be an m-accretive operator.
Moreover, assume that D(B) is dense in (X, || · ||). Then the evolution equation
0 ∈ U ′(t) +BU(t), for a.e. t ∈ (0,∞), U(0) = u,
has for any u ∈ X precisely one mild solution U ∈ C([0,∞);X).
Proof. See [4, Theorem 4.6] for the existence and [4, Theorem 6.5] for the uniqueness.
Consequently, as the headline suggests, the purpose of this section is to prove that A is m-accretive
and has dense domain.
For proving this, some technical properties of a(γ) have to be established. These technical results and
their proofs have been moved to Appendix B. Moreover, the denseness of the spaces τ(L1(Ω;L1(S)))
and L1,∞(Ω;L1(S)) is also proven in Appendix B.
Particularly, none of the proofs in Appendix B relies on any result in this section.
The Lemmata 4.2-4.5 are essentially a collection of useful properties of the considered operators.
These results are on the one hand of extreme importance for the next sections, and on the other
hand, they build the path to a fundamental estimate which yields particularly the accretivity of A, see
Proposition 4.6.
Lemma 4.7, together with Appendix B, brings us in the position to prove that A is m-accretive, which is
achieved in Theorem 4.8. Finally, it will be established that A, and a fortiori also A, has dense domain,
which then implies the first main result of this paper, namely the existence of unique mild solutions of
(4).
Lemma 4.2. The operator A is single-valued.
Proof. Let (f, fˆ), (f, f˜) ∈ A. Then one has
∫
S
(fˆ − f˜)ϕdλ = 0, ∀ϕ ∈ W 1,p(S) ∩ L∞(S)
9with probability one. Consequently f˜ = fˆ a.e. on S with probability one, i.e. fˆ = f˜ as elements of
L1(Ω, L1(S)).
Lemma 4.3. Let f, fˆ ∈ L1(Ω;L1(S)). The following assertions are equivalent.
i) (f, fˆ) ∈ A
ii) P
({
ω ∈ Ω : (f(ω), fˆ(ω)) ∈ a(g(ω))
})
= 1
Proof. Let f, fˆ ∈ L1(Ω;L1(S)). Then one has
{ω : (f(ω), fˆ(ω)) ∈ a(g(ω))}
= {ω : f ∈W 1,p(S) ∩ L∞(S),
∫
S
g|∇f |p−2∇f · ∇ϕdλ =
∫
S
fˆϕdλ, ∀ϕ ∈W 1,p(S) ∩ L∞(S)},
which yields, by invoking Lemma A.1 and Lemma A.2 that the event {ω : (f(ω), fˆ(ω)) ∈ a(g(ω))} is
measurable. Moreover, the former equality also yields the equivalence of i) and ii).
Lemma 4.4. Let (f, fˆ) ∈ A. Then one has
P
({
ω ∈ Ω : (f(ω), fˆ(ω)) ∈ a(g(ω))
})
= 1.
Proof. As (f, fˆ) ∈ A, there is, by passing to a subsequence if necessary, a sequence ((fm, fˆm))m∈N ⊆ A
such that
lim
m→∞
(fm(ω), fˆm(ω)) = (f(ω), fˆ(ω)), for P-a.e. ω ∈ Ω, in L
1(S)2.
Consequently, Lemma 4.3 yields that one has, up to a P-nullset
{ω ∈ Ω : (f(ω), fˆ(ω)) ∈ a(g(ω))
}
= {ω ∈ Ω : ∃(Fm(ω), Fˆm(ω))m∈N ⊆ a(g(ω)), lim
m→∞
(Fm(ω), Fˆm(ω)) = (f(ω), fˆ(ω)), in L
1(S)2
}
⊇ {ω ∈ Ω : lim
m→∞
(fm(ω), fˆm(ω)) = (f(ω), fˆ(ω)), in L
1(S)2
}
= Ω.
Hence {ω ∈ Ω : (f(ω), fˆ(ω)) ∈ a(g(ω))
}
is, up to a P-nullset, equal to Ω. Therefore this event is
F -measurable, because (Ω,F ,P) is complete, and occurs with probability one.
Lemma 4.5. Let (f, fˆ) ∈ A and assume f ∈ L1,∞(Ω;L1(S)). Then (f, fˆ) ∈ A.
Proof. Invoking Lemma 4.4 yields that (f(ω), fˆ(ω)) ∈ a(g(ω)) for P-a.e. ω ∈ Ω. As also f(ω) ∈ L∞(S)
for P-a.e. ω ∈ Ω, one has, by virtue of [7, Lemma 3.1] that (f(ω), fˆ(ω)) ∈ a(g(ω)) for P-a.e. ω ∈ Ω.
This yields the claim by Lemma 4.3.
10
Proposition 4.6. Let (f, fˆ), (h, hˆ) ∈ A, α ∈ (0,∞), q ∈ [1,∞] and assume that f−h+α(fˆ−hˆ) ∈ Lq(S)
with probability one. Then one has
P
({
ω ∈ Ω : ||f(ω)− h(ω)||Lq(S) ≤ ||f(ω)− h(ω) + α(fˆ(ω)− hˆ(ω))||Lq(S)
})
= 1. (10)
Particularly, A as well as A, are accretive.
Proof. One has, by virtue of Lemma 4.4, that (f(ω), fˆ(ω)), (h(ω), hˆ(ω)) ∈ a(g(ω)) for P-a.e. ω ∈ Ω.
Consequently, (10) follows by invoking Remark 3.5 and Lemma B.1.i).
Moreover, (10) yields particularly that ||f − h||L1(Ω;L1(S)) ≤ ||f − h + α(fˆ − hˆ)||L1(Ω;L1(S)), i.e. A is
accretive. This obviously implies that A is accretive as well.
Lemma 4.7. Assume that g is simple, i.e. there is an m ∈ N, γ1, ..., γm ∈ L1(S) and disjoint sets
Ω1, ...,Ωm ∈ F , such that
m⋃
k=1
Ωk = Ω and
g(·) =
m∑
k=1
γk1Ωk(·). (11)
Moreover, let h ∈ L1,∞(Ω;L1(S)). Then the mapping defined by
Ω ∋ ω 7→ (Id+ a(g(ω)))−1h(ω)
is F-B(L1(S))-measurable.
Proof. Let h ∈ L1,∞(Ω;L1(S)) be arbitrary but fixed and assume that g is given by (11). Moreover,
assume w.l.o.g. that none of the Ωk is a P-nullset.
Since g1 ≤ g ≤ g2 a.e. on S with probability one, it is clear that g1 ≤ γk ≤ g2 a.e. on S for each
k = 1, ...,m.
Moreover, as h(ω) ∈ L∞(S) for P-a.e. ω ∈ Ω, Lemma B.1.ii) yields that the mapping ϕ : Ω → L1(S)
defined by
ϕ(ω) := (Id+ a(g(ω)))−1h(ω), for P-a.e. ω ∈ Ω
is well-defined.
For a given k ∈ {1, ...,m} and all ω ∈ Ωk except for a P-nullset, one has ϕ(ω) = (Id + a(γk))−1h(ω).
Consequently, Lemma B.1.iii) yields
ϕ(ω) =
m∑
k=1
1Ωk(ω)(Id + a(γk))
−1h(ω) =
m∑
k=1
1Ωk(ω)(Id + a(γk))
−1h(ω), for P-a.e. ω ∈ Ω.
Moreover, (Id + a(γk))
−1 is L1(S)-continuous for all k = 1, ...,m, see Lemma B.1.iv). Hence, the
mapping (Id + a(γk))
−1 is B(L1(S)) −B(L1(S))-measurable. Since h ∈ L1(Ω;L1(S)) it follows that
Ω ∋ ω 7→ (Id+a(γk))
−1h(ω) is F -B(L1(S))-measurable as it is the composition of measurable functions.
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Consequently, Ω ∋ ω 7→ 1Ωk(ω)(Id + a(γk))
−1h(ω) is also F -B(L1(S))-measurable, which yields the
measurability of ϕ.
Theorem 4.8. One has
L1,∞(Ω;L1(S)) ⊆ R(Id+A). (12)
Consequently, the following assertions hold.
i) R(Id+A) is a dense subset of L1(Ω;L1(S)).
ii) A is m-accretive.
Proof. Lemma B.4 yields that (12) implies i). Moreover, one trivially has R(Id + A) ⊆ R(Id + A).
Consequently, (12) implies that R(Id + A) is also dense. Moreover, as A is accretive and closed, one
has that R(Id+A) is closed, cf. [4, Proposition 2.18]. Consequently, (12) implies i) as well as ii).
Now prove inclusion (12). Let h ∈ L1,∞(Ω;L1(S)).
Let f : Ω → L1(S) be defined by f(ω) := (Id + a(g(ω)))−1h(ω) for P-a.e. ω ∈ Ω. This is well-defined
by Lemma B.1.ii).
Now introduce fˆ : Ω→ L1(S) by fˆ(ω) := a(g(ω))f(ω) for P-a.e. ω ∈ Ω.
Trivially, h = f + fˆ by construction. Consequently the claim follows if (f, fˆ) ∈ A. Proving this result
is divided in the following steps.
(I) f as well as fˆ are F -B(L1(S))-measurable.
(II) f, fˆ ∈ L1(Ω;L1(S)).
(III) (f, fˆ) ∈ A.
Proof of (I). Since fˆ = h− f it suffices to prove that f is F -B(L1(S))-measurable.
As g ∈ L1g1,g2(Ω;L
1(S)), there is a sequence of simple functions (γm)m∈N ⊆ L
1
g1,g2
(Ω;L1(S)) such that
lim
m→∞
γm(ω) = g(ω) in L
1(S) for P-a.e. ω ∈ Ω.
Consequently, it follows by virtue of Lemma B.2 that
f(ω) = (Id+ a(g(ω)))−1h(ω) = w - lim
m→∞
(Id+ a(γm(ω)))
−1h(ω), in L1(S) for P-a.e. ω ∈ Ω,
i.e. f is, by Lemma 4.7, almost surely the L1(S)-weak limit of F -B(L1(S))-measurable functions and
consequently it is itself F -B(L1(S))-measurable.
Proof of (II). Since particularly h ∈ L1(Ω;L1(S)) it suffices to prove that f ∈ L1(Ω;L1(S)).
The needed measurability condition has been proven in (I).
As (f(ω), fˆ(ω)) ∈ a(g(ω)) for P-a.e. ω ∈ Ω and as a(g(ω)) is completely accretive, one obtains in
particular
∫
S
|f(ω)|dλ ≤
∫
S
|f(ω) + fˆ(ω)|dλ =
∫
S
|h(ω)|dλ for P-a.e. ω ∈ Ω.
This obviously implies
∫
Ω
||f(ω)||L1(S)dP(ω) ≤
∫
Ω
||h(ω)||L1(S)dP(ω) <∞, i.e. f ∈ L
1(Ω;L1(S)).
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Proof of (III). One has f, fˆ ∈ L1(Ω;L1(S)) and trivially (f(ω), fˆ(ω)) ∈ a(g(ω)) P-a.e. ω ∈ Ω, which
yields (III) by Lemma 4.3.
Lemma 4.9. D(A) as well as D(A) are dense subsets of (L1(Ω;L1(S)), || · ||L1(Ω;L1(S))).
Proof. As D(A) ⊆ D(A), it suffices to prove the claim for D(A). Moreover, Lemma B.4 yields that it
suffices to prove that
τ(L1(Ω;L1(S))) ⊆ D(A)
L1(Ω;L1(S))
.
Let h ∈ τ(L1(Ω;L1(S))) and introduce k ∈ (0,∞), h˜ ∈ L1(Ω;L1(S)) such that h = τk(h˜).
As A is m-accretive there is for each m ∈ N a uniquely determined pair of functions (fm, fˆm) ∈ A, such
that
h = fm +
1
m
fˆm.
Moreover, the last equation yields, by observing that obviously (0, 0) ∈ A and by recalling Proposition
4.6 that
||fm(ω)||L∞(S) ≤ ||fm(ω) +
1
m
fˆm(ω)||L∞(S) = ||h(ω)||L∞(S) ≤ k, ∀m ∈ N and for P-a.e. ω ∈ Ω.
Consequently, one has in particular fm ∈ L1,∞(Ω;L1(S)) and hence it follows, by invoking Lemma 4.5
that (fm, fˆm) ∈ A for each m ∈ N.
Hence the claim follows if one proves that
lim
m→∞
fm = h, in L
1(Ω;L1(S)). (13)
Firstly, (fm, fˆm) ∈ A yields (fm(ω), fˆm(ω)) ∈ a(g(ω)) for P-a.e. ω ∈ Ω, cf. Lemma 4.3. Moreover,
h(ω) ∈ L∞(S), h(ω) = fm(ω) +
1
m
fˆ(ω), i.e. fm(ω) = (Id+
1
m
a(g(ω)))−1h(ω) for all m ∈ N and P-a.e.
ω ∈ Ω. Consequently, one obtains by virtue of Lemma B.3 that
lim
m→∞
||fm(ω)− h(ω)||L1(S) = 0, for P-a.e. ω ∈ Ω.
Finally, observe that ||fm(ω)−h(ω)||L1(S) ≤ 2kλ(S) for all m ∈ N, and P-a.e. ω ∈ Ω, which yields (13),
by virtue of dominated convergence.
Theorem 4.10. Let u ∈ L1(Ω;L1(S)). The evolution equation (4) has, for any u ∈ L1(Ω;L1(S)), a
uniquely determined mild solution.
Proof. The claim follows from Theorem 4.1, Theorem 4.8 and Lemma 4.9.
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5 Strong solutions of the randomized weighted p-Laplacian evo-
lution equation with Neumann boundary conditions
Throughout everything which follows (T (t))t≥0 denotes the semigroup of mild solutions of (4), i.e.
T (t) : L1(Ω;L1(S))→ L1(Ω;L1(S)) is such that T (·)u ∈ C([0,∞);L1(Ω;L1(S))) is the uniquely deter-
mined mild solution of (4), fulfilling T (0)u = u, for any u ∈ L1(Ω;L1(S)).
Now let γ ∈ L1g1,g2(S). Then, throughout everything which follows, (T (t, γ))t≥0 denotes the semigroup
of mild solutions of
0 ∈ V ′(t) + a(γ)V (t), for a.e. t ∈ (0,∞), V (0) = v ∈ L1(S).
The existence of mild solutions is clear, because a(γ) is m-accretive and has dense domain.
The purpose of this section is to establish that t 7→ T (t)u is, for any u ∈ L1(Ω;L1(S)), not only a
mild, but also a strong solution of (4).
The following theorem serves as a guideline for this section:
Theorem 5.1. Let (X, || · ||) be a Banach space and let B : D(B) → 2X be closed and m-accretive.
Moreover, assume that D(B) is dense in X and let U ∈ C([0,∞);X) be the mild solution of
0 ∈ U ′(t) +BU(t), for a.e. t ∈ (0,∞), U(0) = u ∈ X. (14)
If U ∈ W 1,1
Loc
((0,∞);X), one has that U is also the uniquely determined strong solution of (14).
Proof. Firstly, note that any strong solution of (14) is also a mild solution. Consequently, Theorem 4.1
yields the uniqueness. Moreover, U ∈ W 1,1Loc((0,∞);X) already implies that U is a strong solution of
(14), cf. [4, Prop. 7.9].
Remark 5.2. Let γ ∈ L1g1,g2(S). Then one has, by using the nonlinear semigroup theory, that T (t) as
well as T (t, γ) are contraction semigroups fulfilling the exponential formula, i.e. one has
i) T (t1 + t2)u = T (t1)T (t2)u and T (t1 + t2, γ)v = T (t1, γ)T (t2, γ)v, for all t1, t2 ∈ [0,∞),
u ∈ L1(Ω;L1(S)) and v ∈ L1(S) (cf. [4, Theorem 1.10]),
ii) ||T (t)u1 − T (t)u2||L1(Ω;L1(S)) ≤ ||u1 − u2||L1(Ω;L1(S)), for all u1, u2 ∈ L
1(Ω;L1(S)) and
||T (t, γ)v1 − T (t, γ)v2||L1(S) ≤ ||v1 − v2||L1(S) for all v1, v2 ∈ L
1(S) (cf. [4, Theorem 3.10]),
iii) lim
m→∞
(
Id+ t
m
A
)−m
u = T (t)u for all u ∈ L1(Ω;L1(S)) and lim
m→∞
(
Id+ t
m
a(γ)
)−m
v = T (t, γ)v
for all v ∈ L1(S), where the limits are understood in L1(Ω;L1(S)) and in L1(S), resp. (cf. [4,
Theorem 4.2]).
Theorem 5.3. Let u ∈ L1(Ω;L1(S)) and t ∈ [0,∞). Then one has
P ({ω ∈ Ω : (T (t)u)(ω) = T (t, g(ω))u(ω)}) = 1.
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Proof. Let u ∈ L1(Ω;L1(S)) and t˜ ∈ (0,∞).
Firstly, it will be proven inductively that
((Id+ t˜A)−mu)(ω) = (Id+ t˜a(g(ω)))−m(u(ω)), ∀m ∈ N and for P-a.e. ω ∈ Ω. (15)
So let m = 1 and introduce f := (Id+ t˜A)−1u. Consequently, there is an fˆ ∈ Af such that f + t˜fˆ = u.
As (f, fˆ) ∈ A, one has (f(ω), fˆ(ω)) ∈ a(g(ω)) for P-a.e. ω ∈ Ω, see Lemma 4.4.
Since obviously f(ω) + t˜fˆ(ω) = u(ω) for P-a.e. ω ∈ Ω one obtains that f(ω) = (Id+ t˜a(g(ω)))−1(u(ω))
for P-a.e. ω ∈ Ω and consequently
((Id+ t˜A)−1u)(ω) = f(ω) = (Id+ t˜a(g(ω)))−1(u(ω)) for P-a.e. ω ∈ Ω,
i.e. (15) is proven for m = 1. The proof of the induction step works analogously and will be skipped.
Now let t ∈ [0,∞) be given and choose t˜ := t
m
in (15). Then one gets
((
Id+
t
m
A
)−m
u
)
(ω) =
(
Id+
t
m
a(g(ω))
)−m
u(ω), ∀m ∈ N and P-a.e. ω ∈ Ω. (16)
Moreover, the exponential formula, i.e. Remark 5.2.iii), yields, by passing to a subsequence if necessary,
that
lim
m→∞
((
Id+
t
m
A
)−m
u
)
(ω) = (T (t)u)(ω), for P-a.e. ω ∈ Ω in L1(S).
Analogously, one also has by virtue of the exponential formula that
lim
m→∞
(
Id+
t
m
a(g(ω))
)−m
u(ω) = T (t, g(ω))u(ω), for P-a.e. ω ∈ Ω, in L1(S),
which yields the claim.
Even though one has T (·, γ)u ∈ W 1,1Loc((0,∞);L
1(S)), cf. [2, Theorem 3.7] and in addition
T (t, g(ω))u(ω) = (T (t)u)(ω) for P-a.e. ω ∈ Ω, it is not trivial that T (·)u is also differentiable almost
everywhere and locally Lipschitz continuous. Particularly one needs a more detailed version of some
parts of the proof of [2, Theorem 3.7]. It is only stated in [2] that T (·, γ)v is locally Lipschitz continuous
and differentiable a.e. Particularly, the Lipschitz constant of T (·, γ)v is not given and moreover it is not
explicitly proven that T (·, γ)u is right differentiable everywhere on (0,∞). The Lipschitz constant as
well as the right differentiability of T (·, γ)u are needed to prove that T (·)u ∈ W 1,1Loc((0,∞);L
1(Ω;L1(S))).
Lemma 5.4. Let v ∈ L1(S) and γ ∈ L1g1,g2(S). The mapping (0,∞) ∋ t 7→ T (t, γ)v is right differen-
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tiable, i.e. there is T ′r(t, γ)v ∈ L
1(S) such that
lim
hց0
T (t+ h, γ)v − T (t, γ)v
h
= T ′r(t, γ)v, in L
1(S), ∀t ∈ (0,∞). (17)
In addition, let ε > 0. Then the mapping [ε,∞) ∋ t 7→ T (t, γ)v is Lipschitz continuous; more precisely
one has
||T (t+ h, γ)v − T (t, γ)v||L1(S) ≤ h||T
′
r(t, γ)v||L1(S) ≤ h
2
|p− 2|ε
||v||L1(S), ∀t ≥ ε, h > 0.
Proof. Let γ ∈ L1g1,g2(S) and v ∈ L
1(S).
Throughout this proof let a(γ)◦ : D(a(γ)) → L1(S) be such that a(γ)◦w is, for any w ∈ D(a(γ)), the
uniquely determined element fulfilling
a(γ)◦w << wˆ, ∀wˆ ∈ a(γ)w.
As a(γ) is m-accretive and completely accretive, such an element does indeed exist and is unique, cf. [3,
Proposition 3.7].
As a(γ) is m-accretive and completely accretive, [3, Theorem 4.2] yields that
lim
hց0
T (h, γ)w − w
h
= −a(γ)◦w, in L1(S), ∀w ∈ D(a(γ)).
Moreover, as a(γ) is also positively homogeneous of degree p− 1 and since D(a(γ)) = L1(S), it follows
by virtue of [3, Theorem 4.4] that T (t, γ)v ∈ D(a(γ)) for every t ∈ (0,∞).
Now introduce T ′r(t, γ)v := −a(γ)
◦T (t, γ)v for any t ∈ (0,∞). Then one has for any t ∈ (0,∞) that
lim
hց0
T (t+ h, γ)v − T (t, γ)v
h
= lim
hց0
T (h, γ)T (t, γ)v− T (t, γ)v
h
= −a(γ)◦T (t, γ)v = T ′r(t, γ)v, in L
1(S)
which yields the first assertion.
Now let ε > 0, t ∈ [ε,∞) and h ∈ (0,∞). As T (t, γ)v ∈ D(a(γ)), one infers by [3, Theorem 4.2] and [3,
Theorem 4.4] that
∣∣∣∣
∣∣∣∣T (t+ h, γ)v − T (t, γ)vh
∣∣∣∣
∣∣∣∣
L1(S)
≤ ||T ′r(t, γ)v||L1(S) ≤
2
|p− 2|t
||v||L1(S) ≤
2
|p− 2|ε
||v||L1(S)
which yields the claim.
Remark 5.5. Throughout everything which follows T ′r(t, γ)v denotes, for any γ ∈ L
1
g1,g2
(S), t > 0 and
v ∈ L1(S), the element introduced in (17).
Moreover, introduce T ′r(t)u : Ω→ L
1(S), for any u ∈ L1(Ω;L1(S)) and t > 0, by
(T ′r(t)u)(ω) := T
′
r(t, g(ω))u(ω).
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Lemma 5.6. Let u ∈ L1(Ω;L1(S)). The mapping (0,∞) ∋ t 7→ T (t)u is right differentiable; more
precisely, one has
lim
hց0
T (t+ h)u− T (t)u
h
= T ′r(t)u, in L
1(Ω;L1(S)), ∀t ∈ (0,∞).
In addition, let ε > 0. Then the mapping [ε,∞) ∋ t 7→ T (t)u is Lipschitz continuous, i.e.
||T (t+ h)u− T (t)u||L1(Ω;L1(S)) ≤ h||T
′
r(t)u||L1(Ω;L1(S)) ≤ h
2
|p− 2|ε
||u||L1(Ω;L1(S)) (18)
for all t ≥ ε and h > 0.
Proof. Let u ∈ L1(Ω;L1(S)), t ∈ (0,∞) and (hm)m∈N ⊆ (0,∞) be a sequence fulfilling lim
m→∞
hm = 0.
One has, by virtue of Theorem 5.3 and Lemma 5.4 that
lim
m→∞
∣∣∣∣
∣∣∣∣(T ′r(t)u)(ω)− (T (t+ hm)u)(ω)− (T (t)u)(ω)hm
∣∣∣∣
∣∣∣∣
L1(S)
= 0, for P-a.e. ω ∈ Ω.
Consequently, T ′r(t)u is F − B(L
1(S))-measurable because it is a.s. the L1(S)-limit of F -B(L1(S))-
measurable functions.
Moreover, one has by applying Theorem 5.3 and Lemma 5.4 again that
∣∣∣∣
∣∣∣∣(T ′r(t)u)(ω)− (T (t+ hm)u)(ω)− (T (t)u)(ω)hm
∣∣∣∣
∣∣∣∣
L1(S)
≤ 2||T ′r(t, g(ω))u(ω)||L1(S) ≤
4
|p− 2|t
||u(ω)||L1(S),
for P-a.e. ω ∈ Ω and all m ∈ N. Consequently, as u ∈ L1(Ω;L1(S)) one infers from Lebesgue’s theorem
that
lim
m→∞
T (t+ hm)u− T (t)u
hm
= T ′r(t)u, in L
1(Ω;L1(S)).
Now let ε > 0, h > 0 and assume t ≥ ε. Then one has by Lemma 5.4 and Theorem 5.3 that
||T (t+ h)u)(ω)− (T (t)u)(ω)||L1(S) ≤ h||(T
′
r(t)u)(ω)||L1(S) ≤ h
2
|p− 2|ε
||u(ω)||L1(S), for P-a.e. ω ∈ Ω,
which obviously implies (18).
Remark 5.7. Let (X, || · ||) denote a separable Banach space and let f : Ω → X be any mapping. So
far it has been used that the notions of f being F −B(X)−measurable, strongly measurable and weakly
measurable are equivalent, cf. [6, Theorem 5.8 and 5.9].
Now it will be necessary to consider measurability on the not necessarily separable Banach space
L1(Ω;L1(S)). Consequently, if f : [a, b] → L1(Ω;L1(S)), one needs to choose one of the measura-
bility concepts.
Hereby, the common convention of choosing strong measurability as the appropriate notion of measura-
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bility will be followed. Moreover, introduce
L1([a, b];L1(Ω;L1(S))) := {f : [a, b]→ L1(Ω;L1(S))| f is strongly meas.,
∫
[a,b]
||f(t)||L1(Ω;L1(S))dt <∞},
for any compact interval [a, b] ⊆ [0,∞).
For an introduction to strong measurability, resp. integrability of functions f : [a, b] → X, for not
necessarily separable Banach spaces (X, || · ||), see [1]. Particularly, all results concerning integrability,
resp. differentiability, of vector-valued functions needed in the following proof, can be found in [1, Section
1.1 and 1.2].
Theorem 5.8. Let u ∈ L1(Ω;L1(S)). Then one has T (·)u ∈W 1,1
Loc
((0,∞);L1(Ω;L1(S))) and therefore
0 ∈ T ′(t)u+AT (t)u, for a.e. t ∈ (0,∞), T (0)u = u,
i.e. T (·)u is not only the mild, but also the uniquely determined strong solution of (4).
Proof. Recalling Theorem 5.1 yields that it suffices to prove T (·)u ∈W 1,1Loc((0,∞);L
1(Ω;L1(S))). More-
over, by Lemma 5.6 one has that this holds if (0,∞) ∋ t 7→ T (t)u is differentiable almost everywhere.
In addition, it is clear that this follows if ( 1
m
,m) ∋ t 7→ T (t)u is differentiable almost everywhere for
every m ∈ N.
Let m ∈ N be arbitrary but fixed. Moreover, let ζ : [ 1
m
,m]→ L1(Ω;L1(S)) be defined by ζ(t) := T (t)u
for all t ∈ [ 1
m
,m]. Then ζ is, as it is continuous, a fortiori strongly measurable. Moreover, the continuity
also yields that
∫
[ 1
m
,m]
||ζ(t)||L1(Ω;L1(S))dt <∞
and therefore ζ ∈ L1([ 1
m
,m];L1(Ω;L1(S))).
Now introduce ζ′r : [
1
m
,m]→ L1(Ω;L1(S)), by ζ′r(t) := T
′
r(t)u. Then one has
lim
hց0
∣∣∣∣
∣∣∣∣ζ(t+ h)− ζ(t)h − ζ′r(t)
∣∣∣∣
∣∣∣∣
L1(Ω;L1(S))
= 0,
for all t ∈ [ 1
m
,m). Moreover, it follows by virtue of Lemma 5.6 that
∣∣∣∣
∣∣∣∣ζ(t+ h)− ζ(t)h − ζ′r(t)
∣∣∣∣
∣∣∣∣
L1(Ω;L1(S))
≤
4m
|p− 2|
||u||L1(Ω;L1(S)), ∀t ∈ [
1
m
,m], h > 0.
Consequently, dominated convergence yields lim
hց0
ζ(·+h)−ζ(·)
h
= ζ′r(·) in L
1([ 1
m
,m];L1(Ω;L1(S))) and
therefore particularly that ζ′r(·) ∈ L
1([ 1
m
,m];L1(Ω;L1(S))).
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Now introduce ζ∗ : [
1
m
,m]→ L1(Ω;L1(S)), by
ζ∗(t) :=
∫
[ 1
m
,t]
ζ′r(z)dz + ζ
(
1
m
)
, ∀t ∈ [
1
m
,m].
Then the fundamental theorem of calculus (for Bochner integrals) yields that ζ∗ is differentiable almost
everywhere and that ζ′∗(t) = ζ
′
r(t) for a.e. t ∈ [
1
m
,m].
Consequently, the claim follows if ζ(t) = ζ∗(t) for every t ∈ [
1
m
,m].
To prove this, introduce Γ : [ 1
m
,m]→ R by
Γ(t) := ||ζ(t) − ζ∗(t)||L1(Ω;L1(S)), ∀t ∈ [
1
m
,m].
Firstly, note that obviously Γ( 1
m
) = 0. Moreover, one has
lim
hց0
∣∣∣∣Γ(t+ h)− Γ(t)h
∣∣∣∣
≤ lim
hց0
(∣∣∣∣
∣∣∣∣ζ(t+ h)− ζ(t)h + ζ′r(t)
∣∣∣∣
∣∣∣∣
L1(Ω;L1(S))
+
∣∣∣∣
∣∣∣∣−ζ∗(t+ h) + ζ∗(t)h − ζ′r(t)
∣∣∣∣
∣∣∣∣
L1(Ω;L1(S))
)
= 0,
for almost every t ∈ [ 1
m
,m), i.e. Γ is almost everywhere right differentiable and the right derivative is
equal to zero.
In addition, one has by invoking Lemma 5.6 that
|Γ(t+ h)− Γ(t)| ≤ h
2m
|p− 2|
||u||L1(Ω;L1(S)) +
∫
[t,t+h]
||ζ′r(z)||L1(Ω;L1(S))dz ≤ h
4m
|p− 2|
||u||L1(Ω;L1(S))
for all t ∈ [ 1
m
,m] and 0 < h ≤ m− t.
Conclusively, the last estimate yields that Γ is Lipschitz continuous, which implies, as R has the Radon-
Nikodym property, that it is differentiable almost everywhere. Since the right derivate of Γ is zero
almost everywhere, the almost everywhere derivative is also zero a.e. Finally, the Lipschitz continuity
of Γ yields that Γ is constant, and hence Γ(t) = 0 for all t ∈ [ 1
m
,m].
Remark 5.9. Let γ ∈ L1g1,g2(S). Then T (·, γ) is not only a contraction semigroup, but even a complete
contraction semigroup, i.e. one has
T (t, γ)v1 − T (t, γ)v2 << v1 − v2
for every v1, v2 ∈ L1(S) and t ≥ 0, cf. [3, Proposition 4.1].
This also yields that T (t, γ)v << v for all t ≥ 0 and v ∈ L1(S), because one immediately verifies that
T (t, γ)0 = 0. (Due to the non-linearity, this is actually not true for arbitrary semigroups.)
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Proposition 5.10. Let u, u1, u2 ∈ L
1(Ω;L1(S)), q ∈ [1,∞] and t ∈ [0,∞). Moreover, assume that
u, u1, u2 ∈ Lq(S) a.s. Then the following assertions hold.
i) P
({
ω ∈ Ω : ||(T (t)u1)(ω)− (T (t)u2)(ω)||Lq(S) ≤ ||u1(ω)− u2(ω)||Lq(S)
})
= 1,
ii) P
({
ω ∈ Ω : ||(T (t)u)(ω)||Lq(S) ≤ ||u(ω)||Lq(S)
})
= 1.
Proof. Follows trivially from Remark 5.9, Theorem 5.3 and Remark 3.5.
Theorem 5.11. Let u ∈ L1,∞(Ω;L1(S)). Then one has
−T ′(t)u = AT (t)u, for a.e. t ∈ (0,∞). (19)
Proof. Let u ∈ L1,∞(Ω;L1(S)). Theorem 5.8 yields that (T (t)u,−T ′(t)u) ∈ A for a.e. t ∈ (0,∞).
Consequently, it follows by virtue of Lemma 4.5 that it suffices to prove P(T (t)u ∈ L∞(S)) = 1, for a.e.
t ∈ (0,∞). But this is a trivial consequence of Proposition 5.10.ii).
Theorem 5.11 finishes the discussion on existence and uniqueness results. The remaining part of this
paper is devoted to determine the asymptotic behavior of T (t)u.
6 Stability results for the solution of the randomized weighted
p-Laplace evolution equation with Neumann boundary con-
ditions
This section opens the investigation on the asymptotic results of T (t). The asymptotic properties of
T (t, γ) have been discussed in [7]. Due to Theorem 5.3 some of these results can be easily transfered to
the current setting.
For any v ∈ L1(S), let (v) denote its average, i.e. (v) := 1
λ(S)
∫
S
vdλ. By slightly abusing notation,
the real number (v) and the function ϕ : S → R which is constantly equal to (v), is also denoted by (v).
Moreover, for u : Ω→ L1(S) introduce (u)(ω) := (u(ω)).
Finally, let CS,q denote the Poincare´ constant of S in L
q(S), i.e. CS,q ∈ (0,∞) is the smallest constant
such that
||v − (v)||Lq(S) ≤ CS,q||∇v||Lq(S;Rn), ∀v ∈W
1,q(S),
where q ∈ [1,∞). The Poincare´ inequality ensures that CS,q exists.
Moreover, introduce the real-valued random variable ∆u : Ω→ [0,∞) by
∆u(ω) := ||u(ω)− (u(ω))||
2
L2(S)
for any u ∈ L1(Ω;L1(S)), with P(u ∈ L2(S)) = 1.
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Lemma 6.1. Let γ ∈ L1g1,g2(S). Then one has (T (t, γ)v) = (v) for any t ∈ [0,∞) and v ∈ L
1(S). In
addition,
||T (t, γ)v − (v)||L1(S) ≤ CS,1

∫
S
γ
1
1−p dλ


p−1
p (
2
|p− 2|
) 1
p
||v − (v)S ||
2
p
L2(S)
(
1
t
) 1
p
for any t ∈ (0,∞) and v ∈ L2(S).
Proof. See [7, Lemma 3.4 and Corollary 4.8].
Corollary 6.2. Let t ∈ [0,∞) and u ∈ L1(Ω;L1(S)). Then ((T (t)u)(ω)) = (u(ω)) for P-a.e. ω ∈ Ω. If
in addition P(u ∈ L2(S)) = 1 and t 6= 0, then one has
||(T (t)u)(ω)− (u(ω))||L1(S) ≤ CS,1λ(S)
p−1
p
(
2
g1|p− 2|
) 1
p
∆u(ω)
1
p
(
1
t
) 1
p
.
Proof. Follows by combining Lemma 6.1 and Theorem 5.3.
Remark 6.3. Thanks to the last corollary, it is, for sufficiently integrable u, straightforward to derive
upper bounds for ||T (t)u− (u)||Lq(Ω;L1(S)), where q ∈ [1,∞).
What is not that easy is to establish is that T (t)u − (u) converges in Lq(Ω;Lq(S)) to zero, if one only
requires u ∈ Lq(Ω;Lq(S)).
Theorem 6.4. Let q ∈ [1,∞) and u ∈ Lq(Ω;Lq(S)). Then one has
lim
t→∞
T (t)u = (u), in Lq(Ω;Lq(S)).
Proof. Firstly, the case q = 1 is considered. Let u ∈ L1(Ω;L1(S)). Moreover, let ε > 0 be arbitrary but
fixed and introduce u˜ ∈ τ(L1(Ω;L1(S))), such that
||u− u˜||L1(Ω;L1(S)) <
ε
3
and E||(u˜)− (u)||L1(S) <
ε
3
.
Lemma B.4 ensures the existence of u˜. The last inequality, together with Proposition 5.10.ii), yields
that
||T (t)u− T (t)u˜||L1(Ω;L1(S)) <
ε
3
.
Now let k ∈ (0,∞) be such that ||u˜(ω)||L∞(S) ≤ k for P-a.e. ω ∈ Ω. Then Corollary 6.2 implies that
||T (t)u˜− (u˜)||L1(Ω;L1(S)) ≤ CS,1λ(S)
p−1
p
(
2
g1|p− 2|
) 1
p (
2k
√
λ(S)
) 2
p
(
1
t
) 1
p
, ∀t > 0.
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The last estimate yields the existence of a t0 ∈ (0,∞) such that
||T (t)u˜− (u˜)||L1(Ω;L1(S)) <
ε
3
, ∀t ≥ t0.
Hence, one has for all t ≥ t0 that
||T (t)u− (u)||L1(Ω;L1(S)) = ||T (t)u− T (t)u˜+ T (t)u˜− (u˜) + (u˜)− (u)||L1(Ω;L1(S)) < ε,
i.e.
lim
t→∞
||T (t)u− (u)||L1(Ω;L1(S)) = 0, ∀u ∈ L
1(Ω;L1(S)). (20)
Now let q ∈ (1,∞) and u ∈ Lq(Ω;Lq(S)).
Let (tm)m∈N ⊆ [0,∞) be such that lim
m→∞
tm = ∞. Moreover, let k ∈ (0,∞). Then (20) yields, by
passing to a subsequence if necessary, that
lim
m→∞
(T (tm)τk(u))(ω) = (τk(u))(ω), for P-a.e. ω ∈ Ω, in L
1(S).
Moreover, by invoking Proposition 5.10, one has
||(T (tm)τk(u))(ω)||L∞(S) ≤ k, P-a.e. ω ∈ Ω, ∀m ∈ N.
Now fix ω ∈ Ω such that the last two assertions holds. Then it follows, by passing to a subsequence if
necessary, that lim
m→∞
(T (tm)τk(u))(ω) = (τk(u))(ω) a.e. on S and consequently
lim
m→∞
∣∣∣(T (tm)τk(u))(ω)− (τk(u))(ω)∣∣∣q = 0 a.e. on S. (21)
Moreover, as ||T (tm)τk(u)(ω)||L∞(S) ≤ ||(τk(u))(ω)||L∞(S) ≤ k, one has by (21) and by virtue of domi-
nated convergence that
lim
m→∞
||(T (tm)τk(u))(ω)− (τk(u))(ω)||
q
Lq(S) = 0 for P-a.e. ω ∈ Ω.
Hence, the boundedness of T (tm)τk(u), resp. (τk(u)), yield lim
m→∞
||T (tm)τk(u)− (τk(u))||Lq(Ω;Lq(S)) = 0
and consequently
lim
t→∞
||T (t)τk(u)− (τk(u))||Lq(Ω;Lq(S)) = 0, ∀k ∈ (0,∞). (22)
Moreover, as lim
k→∞
τk(u) = u in L
1(Ω;L1(S)) and as |τk(u)| ≤ |u| ∈ Lq(Ω;Lq(S)) one verifies analogously
that
lim
k→∞
||τk(u)− u||Lq(Ω;Lq(S)) = 0. (23)
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Now let ε > 0 be arbitrary but fixed and observe that (23) yields the existence of a k0 ∈ (0,∞), such
that
max(||τk0 (u)− u||Lq(Ω;Lq(S)), ||(τk0 (u))− (u)||Lq(Ω;Lq(S))) <
ε
3
, (24)
and consequently, one has by invoking Proposition 5.10.ii) that
||T (t)u− T (t)τk0(u)||Lq(Ω;Lq(S)) <
ε
3
, ∀t ≥ 0. (25)
Moreover, (22) implies that there is t0 ∈ [0,∞), such that
||T (t)τk0(u)− (τk0(u))||Lq(Ω;Lq(S)) <
ε
3
, ∀t ≥ t0. (26)
Finally, one deduces the claim for q ∈ (1,∞) from (24), (25) and (26) analogously to the case q = 1.
Remark 6.5. There are two kinds of more sophisticated decay estimates in [7]. Both of them depend
on the relation between p and n.
Firstly, assume p > n, let v ∈ Lp(S) and γ ∈ L1g1,g2(S). Then one has T (t, γ)v ∈ L
∞(S) for every
t ∈ (0,∞). Moreover, if in addition δ ∈ (n − 1, p − 1) is arbitrary but fixed, there is a constant C∗S,δ
such that
||T (t, γ)v − (v)||L∞(S) ≤ C
∗
S,δλ(S)
1
1+δ
(
2
λ(S)g1|p− 2|
) 1
p
||v − (v)||
2
p
L2(S)
(
1
t
) 1
p
, ∀t ∈ (0,∞).
In addition, C∗S,δ can be chosen as C
∗
S,δ = C˜S,1+δ
(
C1+δS,1+δ + 1
) 1
1+δ
, where C˜S,1+δ is the operator norm
of the continuous injection W 1,1+δ(S) →֒ L∞(S), cf. [7, Theorem 4.9].
Consequently, one has, by invoking Theorem 5.3, the following: Assume p > n and let u ∈ L1(Ω;L1(S))
be such that P(u ∈ Lp(S)) = 1. Then one has for any δ ∈ (n− 1, p− 1) and t ∈ (0,∞) that
||(T (t)u)(ω)− (u)(ω)||L∞(S) ≤ C
∗
Sγ ,δ
λ(S)
1
1+δ
(
2
λ(S)g1|p− 2|
) 1
p
∆u(ω)
1
p
(
1
t
) 1
p
(27)
for P-a.e. ω ∈ Ω, where C∗S,δ can be chosen as above.
Inequality (27) is a very strong result which gives almost surely an upper bound on the uniform distance
between the solution and its limit. Unfortunately, this strong result is only valid if p > n.
In the deterministic setting, one verifies that if p is sufficiently small, then the solution extincts after
finite time, cf. [7, Theorem 5.7]. Unfortunately, this result does not carry on to the random case in a
useful way: In general, one obtains a random time of extinction.
Nevertheless, one can prove strong results for small p. Doing so requires ”slightly” more effort than for
large p and is treated in its own section.
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7 Decay estimates for p ∈ [ 2n
n+2, 2) \ {1}.
The purposes of this Section is to prove the estimates (8) and (9).
Remark 7.1. Let v ∈ L2(S) and γ ∈ L1g1,g2(S). Throughout the remaining part of this section
fv,γ : [0,∞)→ [0,∞) denotes the function defined by
fv,γ(t) := log

∫
S
(
T (t, γ)v − (v)
)2
dλ+ 1


for any t ∈ [0,∞).
The basic technique to obtain a bound on the tail function of ||T (t)u− (u)||2L2(S) is as follows: One
uses Markov’s inequality to bound the tail function by
E(log(||T (t)u−u(u)||2
L2(S)
+1))
log(α+1) . And afterwards one
uses Theorem 5.3 together with an upper bound on fv,γ to get an upper bound on the tail function of
||T (t)u− u(u)||2L2(S). Finally, some technical calculations yield the results (8) and (9).
The following well known lemma (which is a version of Gro¨nwall’s inequality) builds the foundation for
bounding fv,γ .
Lemma 7.2. Let f : [0,∞) → [0,∞) be locally Lipschitz continuous. Moreover, set b := f(0) and
assume that there is a β > 0 such that
f ′(t) + βf(t) ≤ 0, for a.e. t ∈ (0,∞). (28)
Then one has
f(t) ≤ b exp(−βt)
for all t ∈ [0,∞).
Remark 7.3. Recall that CS,q denotes the Poincare´ constant of S in L
q(S), q ∈ [1,∞). In addition, let
C˜S, 2n
n+2
denote the operator norm of the continuous injection W 1,
2n
n+2 (S) →֒ L2(S). Note that 2n
n+2 < n,
consequently the Sobolev embedding theorem yields the existence of such an injection.
Lemma 7.4. Let γ ∈ L1g1,g2(S) and introduce v ∈ D(a(γ)). Then fv,γ is locally Lipschitz continuous.
Moreover, one has T (t, γ)v ∈W 1,p(S) for every t ∈ (0,∞) and
f ′v,γ(t) ≤ −2
∫
S
γ|∇T (t, γ)v|pdλ

∫
S
(
v − (v)
)2
dλ+ 1


−1
(29)
for a.e. t ∈ (0,∞).
Proof. At first the local Lipschitz continuity will be established. Let τ > 0 be given. Then the mapping
defined by [0, τ ] ∋ t 7→
∫
S
(
T (t, γ)v − (v)
)2
dλ is Lipschitz continuous, cf. [7, Lemma 5.2]. This, together
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with the commonly known inequality
| log(x+ 1)− log(y + 1)| ≤ |x− y|, ∀x, y ∈ [0,∞).
yields the Lipschitz continuity of fv,γ |[0,τ ].
As v ∈ D(a(γ)) ⊆ L∞(S), one has by virtue of [7, Lemma 3.3] that T (t, γ)v ∈ D(a(γ)) and a fortiori
T (t, γ)v ∈W 1,p(S), for all t > 0. Consequently, it remains to prove (29).
Firstly, one has, by [7, Lemma 5.3] that
∂
∂t
∫
S
(
T (t, γ)v − (v)
)2
dλ = −2
∫
S
γ|∇T (t, γ)v|pdλ, for a.e. t ∈ (0,∞). (30)
Moreover, it follows from [7, Lemma 4.1] and Remark 5.9 that
T (t, γ)v − (v) = T (t, γ)
(
v − (v)
)
<< v − (v), ∀t ∈ [0,∞)
which implies
∫
S
(
T (t, γ)v − (v)
)2
dλ ≤
∫
S
(
v − (v)
)2
dλ, ∀t ∈ [0,∞).
This, together with (30), yields
∂
∂t
fv,γ(t) =
−2
∫
S
γ|∇T (t, γ)v|pdλ
∫
S
(
T (t, γ)v − (v)
)2
dλ+ 1
≤ −2
∫
S
γ|∇T (t, γ)v|pdλ

∫
S
(
v − (v)
)2
dλ+ 1


−1
for a.e. t ∈ (0,∞).
Lemma 7.5. Let γ ∈ L1g1,g2(S), introduce v ∈ D(a(γ)) and set m :=
2n
n+2 . Moreover, assume
p ∈ [m, 2) \ {1}. Then one has
fv,γ(t) ≤ −f
′
v,γ(t)
1
p
max
(
C˜2S,m
(
CmS,m + 1
) 2
m g
− 2
p
1 λ(S)
p−m
p , 1
)∫
S
(
v − (v)
)2
dλ+ 1

 ,
for a.e. t ∈ (0,∞).
Proof. Firstly, one infers by combining the Sobolev embedding theorem and (T (t, γ)v) = (v) that
∫
S
(
T (t, γ)v − (v)
)2
dλ ≤ C˜2S,m
(
||T (t, γ)v − (v)||mLm(S) + ||∇T (t, γ)v||
m
Lm(S;Rn)
) 2
m
.
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Using this and Poincare´’s inequality yields
∫
S
(
T (t, γ)v − (v)
)2
dλ ≤ C˜2S,m
(
CmS,m + 1
) 2
m

∫
S
|∇T (t, γ)v|mdλ


2
m
, ∀t ∈ [0,∞), (31)
which is finite as p ≥ m and T (t, γ)v ∈ W 1,p(S), by Lemma 7.4.
Consequently, one has by observing that p ≥ m and γ ≥ g1 and by applying (31) as well as Ho¨lder’s
inequality that
fv,γ(t) ≤ log

C˜2S,m (CmS,m + 1) 2m g− 2p1 λ(S) p−mp

∫
S
γ|∇T (t, γ)v|pdλ


2
p
+ 1

 , ∀t ∈ [0,∞).
Now it is plain that C˜2S,m
(
CmS,m + 1
) 2
m g
− 2
p
1 λ(S)
p−m
p ≤ max(C˜2S,m
(
CmS,m + 1
) 2
m g
− 2
p
1 λ(S)
p−m
p , 1) and
hence employing Bernoulli’s inequality yields
fv,γ(t) ≤ max
(
C˜2S,m
(
CmS,m + 1
) 2
m g
− 2
p
1 λ(S)
p−m
p , 1
)
log



∫
S
γ|∇T (t, γ)v|pdλ


2
p
+ 1

 (32)
for all t ∈ [0,∞).
Consequently, one has by (32) and by using the well known inequalities x
2
p + 1 = x
2
p + 1
2
p ≤ (x + 1)
2
p
and log(x+ 1) ≤ x for all x ≥ 0 that
fv,γ(t) ≤ max
(
C˜2S,m
(
CmS,m + 1
) 2
m g
− 2
p
1 λ(S)
p−m
p , 1
)
2
p
∫
S
γ|∇T (t, γ)v|pdλ.
Finally, one infers the claim from the last inequality and (29).
Lemma 7.6. Let γ ∈ L1g1,g2(S), introduce v ∈ L
2(S), set m := 2n
n+2 and assume p ∈ [m, 2) \ {1}. Then
one has
log

∫
S
(
T (t, γ)v − (v)
)2
dλ+ 1

 ≤ 2||v − (v)||L2(S) exp
(
−C∗S,m,p,g1t
1 + ||v − (v)||2
L2(S)
)
(33)
for every t ∈ [0,∞), where
C∗S,m,p,g1 = p
(
max
(
C˜2S,m
(
CmS,m + 1
) 2
m g
− 2
p
1 λ(S)
p−m
p , 1
))−1
. (34)
Proof. Firstly, assume v ∈ D(a(γ)) and introduce β := C∗S,m,p,g1
(
1 + ||v − (v)||2L2(S)
)−1
. Then one has,
by recalling Lemma 7.5, that f ′v,γ(t) + βfv,γ(t) ≤ 0 for a.e. t ∈ (0,∞) which yields, by invoking Lemma
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7.2 that fv,γ(t) ≤ fv,γ(0) exp(−βt) for every t ∈ [0,∞) and therefore
log

∫
S
(
T (t, γ)v − (v)
)2
dλ+ 1

 ≤ log

∫
S
(
v − (v)
)2
dλ+ 1

 exp
(
−C∗S,m,p,g1t
1 + ||v − (v)||2
L2(S)
)
. (35)
Consequently, as log(x2 + 1) ≤ 2x for all x ≥ 0 one obtains
log

∫
S
(
v − (v)
)2
dλ+ 1

 = log(||v − (v)||2L2(S) + 1) ≤ 2||v − (v)||L2(S). (36)
Hence, one has, by combining (35) and (36) that (33) holds, if v ∈ D(a(γ)).
Now let v ∈ L2(S) and introduce (vk)k∈N ⊆ D(a(γ)) such that lim
k→∞
vk = v in L
2(S). Such a sequence
exists, cf. [7, Lemma 5.6].
Then trivially lim
k→∞
(vk) = (v) and moreover, one has by contractivity (cf. Remark 5.2.ii)) that
lim
k→∞
T (t, γ)vk = T (t, γ)v in L
2(S).
As the mappings [0,∞) ∋ x 7→ log(x + 1) and [0,∞) ∋ x 7→ exp(−(x + 1)−1C∗S,m,p,g1t) are continuous,
the claim follows.
Remark 7.7. In the sequel C∗S,m,p,g1 denotes the constant defined in (34). The previous lemma brings
us in the position to prove the main result of this section.
Theorem 7.8. Let u ∈ L1(Ω;L1(S)), t ∈ (0,∞), α > 0 and assume that p ∈ [m, 2) \ {1}, where
m := 2n
n+2 . Then all of the following assertions hold.
If ∆u ∈ L1(Ω), one has
P

∫
S
(T (t)u− (u))2dλ > α

 ≤ 2
log(α+ 1)
(
E(∆u)E
(
exp
(
−2tC∗S,m,p,g1
1 + ∆u
))) 1
2
. (37)
If r ∈ [1,∞) and ∆u ∈ L2r(Ω), one has
P

∫
S
(T (t)u− (u))2dλ > α

 ≤ (1
t
)r
2
log(α+ 1)
(
r
2C∗S,m,p,g1
)r (
E(∆u)E((1 + ∆u)
2r)
) 1
2 . (38)
If there is an ε > 0 such that eε∆u ∈ L1(Ω), one has
P

∫
S
(T (t)u− (u))2dλ > α

 ≤ exp
(
−t
1
2
(
εC∗S,m,p,g1
2
) 1
2
)
2 exp( ε2 )
log(α+ 1)
(E(∆u)E (exp (ε∆u)))
1
2 . (39)
Proof. Proof of (37).
Firstly, note that [0,∞) ∋ x 7→ log(x + 1) is obviously nonnegative, increasing and strictly positive on
(0,∞). Consequently, one has by virtue of Markov’s inequality and by recalling Lemma 7.6 as well as
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Theorem 5.3 that
P

∫
S
(T (t)u− (u))2dλ > α

 ≤ 2
log(α+ 1)
∫
Ω
∆u(ω)
1
2 exp
(
−C∗S,m,p,g1t
1 + ∆u(ω)
)
dP(ω)
which verifies (37) by applying Cauchy-Schwarz’ inequality. (Moreover, note that the assumption on
∆u ensures that the first expectation exists and the the second one exists trivially.)
Throughout the remaining part of this proof, let ∆˜u :=
1
1+∆u
.
Now inequality (38) follows from the succeeding estimate, where relation (37) is used.
trP

∫
S
(T (t)u− (u))2dλ > α


≤ tr
2
log(α+ 1)
(
E(∆u)E
(
exp
(
−2tC∗S,m,p,g1
1 + ∆u
))) 1
2
=
2(E(∆u))
1
2
log(α + 1)
(
E
(
(2r−1∆˜uC
∗
S,m,p,g1
)−2r exp
(
r log
(
(2r−1∆˜uC
∗
S,m,p,g1
t)2
)
− 2tC∗S,m,p,g1∆˜u
))) 1
2
≤
2(E(∆u))
1
2
log(α + 1)
(
E
(
(2r−1∆˜uC
∗
S,m,p,g1
)−2r exp
(
r2r−1∆˜uC
∗
S,m,p,g1
t− 2tC∗S,m,p,g1∆˜u
))) 1
2
=
2
log(α+ 1)
(
r
2C∗S,m,p,g1
)r (
E(∆u)E
(
(1 + ∆u)
2r
)) 1
2 .
Finally, (39) will be proven. For the sake of brevity, let β :=
(
1
2εC
∗
S,m,p,g1
) 1
2 . The estimate follows from
the succeeding calculation, where relation (37) is used.
exp
(
t
1
2 β
)
P

∫
S
(T (t)u− (u))2dλ > α


≤
2 (E(∆u))
1
2
log(α+ 1)
(
E
(
exp
(
2t
1
2
(
β − t
1
2C∗S,m,p,g1∆˜u
)
1{β > t
1
2C∗S,m,p,g1∆˜u}
))) 1
2
≤
2 (E(∆u))
1
2
log(α+ 1)
(
E
(
exp
(
2t
1
2β1
{
t
1
2 <
β
C∗S,m,p,g1∆˜u
}))) 1
2
≤
2 (E(∆u))
1
2
log(α+ 1)
(
E
(
exp
(
2
β2
C∗S,m,p,g1
(1 + ∆u)
))) 1
2
=
2
log(α + 1)
exp
(ε
2
)
(E(∆u)E (exp (ε∆u)))
1
2
Remark 7.9. If u : Ω → L1(S) is Gaussian and P(u ∈ L2(S)) = 1, it is clear that there is an ε > 0,
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such that eε∆u ∈ L1(Ω,F ,P). Consequently, one can apply (39) if u is Gaussian and P(u ∈ L2(S)) = 1.
Remark 7.10. Note that if n = 2, one can apply Theorem 7.8 for any p ∈ (1, 2). Moreover, one can
apply (27), if p > 2. Consequently, if n = 2, which is the interesting case from an applied point of view,
one can apply one of these two results, given that the initial u is sufficiently integrable.
Appendices
A Measurability questions concerning A
The following two lemmas reveal that all events occurring in the definition of A are indeed measurable
and that all occurring integrals are well-defined as well as finite.
Lemma A.1. The set W 1,p(S) ∩ L∞(S) is B(L1(S))-measurable. Let f ∈ L1(Ω;L1(S)) and assume
P (f ∈W 1,p(S) ∩ L∞(S)) = 1. Then the following assertions hold.
i) f is F-B(Lp(S))-measurable.
ii) ∇f is F-B(Lp(S;Rn))-measurable.
iii) The mapping Φ : Lp(S;Rn) → Lp˜(S;Rn) defined by Φ(ϕ) := |ϕ|p−2ϕ for all ϕ ∈ Lp(S;Rn) is
continuous.
iv) The mapping defined by Ω ∋ ω 7→ g(ω)|∇f(ω)|p−2∇f(ω) ∈ Lp˜(S;Rn) is F-B(Lp˜(S;Rn))-measurable.
Proof. At first it will be proven that L∞(S) ∈ B(L1(S)).
Introduce K(κ) := {f ∈ L∞(S) : ||f ||L∞(S) ≤ κ} and note that obviously L
∞(S) =
⋃
κ∈N
K(κ) and that
each of the K(κ) is closed w.r.t. || · ||L1(S). Consequently, L
∞(S) is the countable union of L1(S)-closed
sets and therefore L∞(S) ∈ B(L1(S)).
Now it will be proven that W 1,p(S) ∈ B(L1(S)). Introduce Kp(κ) := {f ∈W 1,p(S) : ||f ||W 1,p(S) ≤ κ},
then clearly W 1,p(S) =
⋃
κ∈N
Kp(κ). Consequently, the claim follows if Kp(κ) is L
1(S)-closed.
Let (fm)m∈N ⊆ Kp(κ) and f ∈ L
1(S) be such that lim
m→∞
fm = f in L
1(S). Firstly, ||∇fm||Lp(S;Rn) ≤ κ
for all m ∈ N, which yields, by passing to a subsequence if necessary, that there is an
F := (F1, ..., Fn) ∈ Lp(S;Rn), with
w - lim
m→∞
∇fm = F , in L
p(S;Rn).
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The latter, together with lim
m→∞
fm = f in L
1(S), yields that one has for all ϕ ∈ C∞c (S) that
∫
S
f
∂
∂xj
ϕdλ = lim
m→∞
∫
S
fm
∂
∂xj
ϕdλ = − lim
m→∞
∫
S
ϕ
∂
∂xj
fmdλ = −
∫
S
ϕFjdλ.
Hence f ∈ W 1,1loc (S) and ∇f = F . Consequently, one also has ∇f ∈ L
p(S;Rn). Moreover, one has
(by passing to a subsequence if necessary) that lim
m→∞
fm = f a.e. on S. It follows by virtue of Fatou’s
Lemma that ∫
S
|f |pdλ ≤ lim inf
m→∞
∫
S
|fm|
pdλ ≤ κp.
Consequently, f ∈W 1,p(S).
Finally, one has
||f ||p
W 1,p(S) ≤ lim infm→∞

∫
S
|fm|
pdλ+
∫
S
|∇fm|
pdλ

 = lim inf
m→∞
||fm||
p
W 1,p(S) = κ
p
and consequently f ∈ Kp(κ).
As L∞(S), W 1,p(S) ∈ B(L1(S)), it is clear that L∞(S) ∩W 1,p(S) ∈ B(L1(S)).
Proof of i). By assumption f is F -B(L1(S))-measurable. Hence the mapping
Ω ∋ ω 7→
∫
S
f(ω)ϕdλ
is F -B(R)-measurable for any ϕ ∈ L∞(S).
Now let ϕ ∈ Lp˜(S) and (ϕm)m∈N ⊆ L
∞(S) such that lim
m→∞
ϕm = ϕ in L
p˜(S). Then
Ω ∋ ω 7→
∫
S
f(ω)ϕdλ = lim
m→∞
∫
S
f(ω)ϕmdλ,
for P-a.e. ω ∈ Ω, since P(f ∈ Lp(S)) = 1. Hence Ω ∋ ω 7→
∫
S
f(ω)ϕdλ is, as it is the almost sure limit of
F -B(R)-measurable functions, F -B(R)-measurable. Consequently, Pettis’ measurability theorem yields
i).
Proof of ii). Firstly, note that P(f ∈W 1,p(S)) = 1, consequently ∇f(ω) exists for P-a.e. ω ∈ Ω.
For ϕ = (ϕ1, ..., ϕn) ∈ C∞c (S;R
n), one has
∫
S
∇f(ω) · ϕdλ = −
∫
S
f(ω)
n∑
j=1
∂
∂xj
ϕjdλ
for P-a.e. ω ∈ Ω.
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Consequently, Ω ∋ ω 7→
∫
S
∇f(ω) · ϕdλ is, for any ϕ ∈ C∞c (S;R
n), F -B(R)-measurable because f is
F -B(L1(S))-measurable and
n∑
j=1
∂
∂xj
ϕj ∈ L∞(S).
Now let ϕ ∈ Lp˜(S;Rn) and let (ϕm)m∈N ⊆ C∞c (S;R
n) be such that lim
m→∞
ϕm = ϕ in L
p˜(S;Rn). Then,
as ∇f ∈ Lp(S;Rn) a.s., one obtains that
∫
S
∇f(ω) · ϕdλ = lim
m→∞
∫
S
∇f(ω) · ϕmdλ for P-a.e. ω ∈ Ω.
Consequently, Ω ∋ ω 7→
∫
S
∇f(ω) · ϕdλ is, for any ϕ ∈ Lp˜(S;Rn), the almost sure limit of measurable
functions and hence itself F -B(R)-measurable. Conclusively, it follows by virtue of Pettis’ measurability
theorem that ∇f is F -B(Lp(S;Rn))-measurable.
Proof of iii). Let ϕ ∈ Lp(S;Rn) and let (ϕm)m∈N ⊆ Lp(S;Rn), such that lim
m→∞
ϕm = ϕ in L
p(S;Rn).
One has, by passing to a subsequence if necessary, that there is an h ∈ Lp(S) such that lim
m→∞
ϕm = ϕ
a.e. on S and |ϕm| ≤ |h| a.e. on S for each m ∈ N. Moreover, the continuity of Rn ∋ x 7→ |x|p−2x yields
lim
m→∞
Φ(ϕm) = Φ(ϕ) a.e. on S. (A.1)
In addition,
|Φ(ϕm)− Φ(ϕ)|
p˜ ≤ (|ϕm|
p−1 + |ϕ|p−1)p˜ ≤ 2p˜|h|p ∈ L1(S), ∀m ∈ N.
This yields, by virtue of dominated convergence, that lim
m→∞
Φ(ϕm) = Φ(ϕ) in L
p˜(S;Rn).
Proof of iv). It is obvious that P(g ∈ Lp(S)) = 1. In addition, g is by assumption F -B(L1(S))-
measurable. Consequently, one has by working as in i) that g is F -B(Lp(S))-measurable. Moreover, ii)
and iii) yield that Ω ∋ ω 7→ |∇f(ω)|p−2∇f(ω) is F -Lp˜(S;Rn)-measurable.
Consequently, one infers that g|∇f |p−2∇f is F -B(L1(S;Rn))-measurable.
In addition, as |∇f |p−2∇f ∈ Lp˜(S;Rn) a.s. and particularly g ∈ L∞(S) almost surely, one has that
g|∇f |p−2∇f ∈ Lp˜(S;Rn) a.s. This, together with the F -B(L1(S;Rn))-measurability of g|∇f |p−2∇f
yields, by working similarly to i), that g|∇f |p−2∇f is F -B(Lp˜(S;Rn))-measurable.
Lemma A.2. Let f, fˆ ∈ L1(Ω;L1(S)) and assume P (f ∈ W 1,p(S) ∩ L∞(S)) = 1. Then the Lebesgue
integrals
∫
S
g(ω)|∇f(ω)|p−2∇f(ω) · ∇ϕdλ and
∫
S
fˆ(ω)ϕdλ (A.2)
exist for any given ϕ ∈ W 1,p(S) ∩ L∞(S) and a.e. ω ∈ Ω. Moreover, the mappings defined by
Ω ∋ ω 7→
∫
S
g(ω)|∇f(ω)|p−2∇f(ω) · ∇ϕdλ and Ω ∋ ω 7→
∫
S
fˆ(ω)ϕdλ (A.3)
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are F-B(R)-measurable for any ϕ ∈W 1,p(S) ∩ L∞(S).
Finally, one has

ω ∈ Ω :
∫
S
g(ω)|∇f(ω)|p−2∇f(ω) · ∇ϕdλ =
∫
S
fˆ(ω)ϕdλ, ∀ϕ ∈ W 1,p(S) ∩ L∞(S)

 ∈ F ,
and A is well-defined.
Proof. Firstly, note that the assertions concerning fˆ stated in (A.2) and (A.3) are trivial.
Moreover, for ϕ ∈ W 1,p(S) ∩ L∞(S), one has a fortiori ∇ϕ ∈ Lp(S;Rn) which yields, by virtue of
Lemma A.1.iv), that the left-hand-side integral in (A.2) exists with probability one and also that the
left-hand-side mapping in (A.3) is F -B(R)-measurable.
Now the final assertion in this lemma will be proven. Firstly, note that

ω ∈ Ω :
∫
S
g(ω)|∇f(ω)|p−2∇f(ω) · ∇ϕdλ =
∫
S
fˆ(ω)ϕdλ

 ∈ F (A.4)
for any given ϕ ∈ W 1,p(S) ∩ L∞(S).
Introduce L∞k (S) := {f ∈ L
∞(S) : ||f ||L∞(S) ≤ k} for every k ∈ N. One verifies immediately
that W 1,p(S) ∩ L∞k (S) is a closed subset of W
1,p(S) w.r.t. || · ||W 1,p(S) . Moreover, it is well known
that (W 1,p(S), || · ||W 1,p(S)) is separable and that subsets of separable spaces are separable as well.
Consequently, for each k ∈ N there is a countable set D(k) ⊆W 1,p(S) ∩ L∞k (S) fulfilling
D(k) = W 1,p(S) ∩ L∞k (S),
where the closure is taken w.r.t. || · ||W 1,p(S).
Now introduce γ ∈ L1g1,g2(S) and (F, Fˆ ) ∈ (W
1,p(S) ∩ L∞(S))× L1(S). It will be proven that one has,
for a given k ∈ N,
∫
S
γ|∇F |p−2∇F · ∇ϕdλ =
∫
S
Fˆϕdλ, ∀ϕ ∈W 1,p(S) ∩ L∞k (S), (A.5)
if and only if
∫
S
γ|∇F |p−2∇F · ∇ϕdλ =
∫
S
Fˆϕdλ, ∀ϕ ∈ D(k). (A.6)
Firstly, note that (A.5) obviously implies (A.6).
Now assume that (A.6) holds. Let ϕ ∈ W 1,p(S) ∩ L∞k (S) be arbitrary but fixed and introduce
(ϕm)m∈N ⊆ D(k) such that lim
m→∞
ϕm = ϕ in W
1,p(S).
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As γ|∇F |p−2∇F ∈ Lp˜(S;Rn) and as particularly lim
m→∞
∇ϕm = ∇ϕ in L
p(S;Rn) one obtains that
lim
m→∞
∫
S
γ|∇F |p−2∇F · ∇ϕmdλ =
∫
S
γ|∇F |p−2∇F · ∇ϕdλ.
Moreover, as particularly lim
m→∞
ϕm = ϕ in L
p(S) one obtains, by passing to a subsequence if necessary,
that lim
m→∞
(ϕm − ϕ)Fˆ = 0 a.e. on S. Since clearly |(ϕm − ϕ)Fˆ | ≤ 2k|Fˆ | ∈ L
1(S) one obtains by virtue
of dominated convergence that
lim
m→∞
∫
S
Fˆϕmdλ =
∫
S
Fˆϕdλ.
This yields that (A.6) implies (A.5).
Finally, one obtains by using W 1,p(S) ∩ L∞(S) =
⋃
k∈N
(W 1,p(S) ∩ L∞k (S)) and the equivalence of
(A.5) and (A.6) that

ω ∈ Ω :
∫
S
g(ω)|∇f(ω)|p−2∇f(ω) · ∇ϕdλ =
∫
S
fˆ(ω)ϕdλ, ∀ϕ ∈W 1,p(S) ∩ L∞(S)


=
⋂
k∈N

ω ∈ Ω :
∫
S
g(ω)|∇f(ω)|p−2∇f(ω) · ∇ϕdλ =
∫
S
fˆ(ω)ϕdλ, ∀ϕ ∈ D(k)


=
⋂
k∈N
⋂
ϕ∈D(k)

ω ∈ Ω :
∫
S
g(ω)|∇f(ω)|p−2∇f(ω) · ∇ϕdλ =
∫
S
fˆ(ω)ϕdλ

 ,
which implies, using (A.4), the claim as D(k) is countable for each k ∈ N.
Remark A.3. Let q ∈ (1,∞). Then one has Lq(S) ∈ B(L1(S)). (This works precisely as the proof of
L∞(S) ∈ B(L1(S)), see Lemma A.1.)
Now let f ∈ L1(Ω;L1(S)) and assume P(f ∈ Lq(S)) = 1. Then one has, by working as in the proof
of Lemma A.1 that f is F − B(Lq(S))-measurable. Consequently, as the mapping Lq(S) ∋ h 7→
||h||Lq(S) is continuous (and hence B(L
q(S))−B(R)-measurable), one has that the mapping defined by
Ω ∋ ω 7→ ||f(ω)||Lq(S) is F − B(R)-measurable. This holds, as the following lemma reveals, also for
q =∞.
Lemma A.4. Let f ∈ L1(Ω;L1(S)) and assume P(f ∈ L∞(S)) = 1. Then the mapping defined by
Ω ∋ ω 7→ ||f(ω)||L∞(S) is F −B(R)-measurable.
Proof. As P(f ∈ L∞(S)) = 1 one has particularly P (f ∈ Lm(S), ∀m ∈ N) = 1. Consequently f is
F − B(Lm(S)) measurable for any m ∈ N. This yields that Ω ∋ ω 7→ ||f(ω)||Lm(S) is F − B(R)-
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measurable. Moreover, one has for P-a.e. ω ∈ Ω that
||f(ω)||L∞(S) = lim
m→∞
||f(ω)||Lm(S).
Consequently, Ω ∋ ω 7→ ||f(ω)||L∞(S) is the almost sure limit of F −B(R)-measurable functions and
therefore itself F −B(R)-measurable.
B Technical results necessary to prove the existence and unique-
ness of mild solutions
Lemma B.1. Let γ ∈ L1g1,g2(S). The following assertions hold.
i) a(γ), and consequently also a(γ), is completely accretive.
ii) L∞(S) ⊆ R(Id+ a(γ)) and consequently R(Id+ a(γ)) = L1(S). Hence, a(γ) is m-accretive.
iii) (Id+ a(γ))−1|L∞(S) = (Id+ a(γ))
−1|L∞(S).
iv) (Id+ a(γ))−1 is L1(S)-continuous.
Proof. Proof of i). See [2, Prop. 3.5], for the fact that a(γ) is completely accretive. Consequently, [3,
Corollary. 2.7] implies that a(γ) is also completely accretive.
Proof of ii). See [2, Prop. 3.5] for L∞(S) ⊆ R(Id+ a(γ)). Consequently, [4, Prop. 2.18.ii)] , implies iii),
because L∞(S) is well known to be dense in L1(S).
Proof of iii). Let h ∈ L∞(S) and let (f, fˆ) ∈ a(γ), resp. (F, Fˆ ) ∈ a(γ), be the uniquely determine
functions fulfilling h = f + fˆ , resp. h = F + Fˆ , i.e. f = (Id+ a(γ))−1h, resp. F = (Id+ a(γ))−1h.
The complete accretivity of a(γ) yields F << F+Fˆ and consequently F << h. This implies F ∈ L∞(S)
since h ∈ L∞(S). Hence, it follows by virtue of [7, Lemma 3.1] that (F, Fˆ ) ∈ a(γ). Conclusively, one
has, by uniqueness, that f = F .
Proof of iv). Resolvents are not only continuous, but even nonexpansive, cf. [4, Prop. 4.3].
Lemma B.2. Let (γm)m∈N ⊆ L1g1,g2(S) and assume that there is γ ∈ L
1(S) such that
lim
m→∞
γm = γ, in L
1(S).
Then
w - lim
m→∞
(Id+ a(γm))
−1h = (Id+ a(γ))h, in L1(S),
for any h ∈ L∞(S).
The following proof is long and technical. Moreover, the proof works similar to the one of [2, Prop.
3.5] which states the range condition L∞(S) ⊆ R(Id + a(γ)). Proving the range condition works by
showing that a certain resolvent converges. As in our case, it is easy to see that the resolvent converges
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to a limit, but it is very challenging to show that this is the correct limit. And the delicate technique
which is used to show that the limit is the correct one, is the same as in [2]. As it is, on a first glance,
not that obvious that these proofs work similar, the proof of Lemma B.2 will be given here.
Proof. Firstly, observe that, by passing to a subsequence if necessary, lim
m→∞
γm = γ a.e. on S. Moreover,
it is clear that |γ| ≤ g2 a.e. on S. This implies |γm − γ|max(p,p˜) ≤ (2g2)max(p,p˜). Consequently, since
λ(S) <∞ it follows by virtue of dominated convergence that
lim
m→∞
γm = γ, in L
p(S) and in Lp˜(S). (B.1)
Let fm := (Id + a(γm))
−1h for each m ∈ N and f := (Id + a(γ))−1h. Additionally introduce
fˆm := a(γm)fm for all m ∈ N and fˆ := a(γ)f .
Note that by construction f + fˆ = h = fm + fˆm for each m ∈ N. Moreover, one has
fm << fm + fˆm = h, ∀m ∈ N, (B.2)
by complete accretivity.
Consequently, ||fm||Lp(S) ≤ ||h||Lp(S) <∞ for each m ∈ N. As L
p(S) is reflexive this implies, by passing
to a subsequence if necessary, that there is an F ∈ Lp(S) such that
w - lim
m→∞
fm = F in L
p(S). (B.3)
Now introduce Fˆ := h− F . Then
w - lim
m→∞
fˆm = Fˆ in L
p(S), (B.4)
as fˆm = h− fm for each m ∈ N.
Now it will be verified that
F ∈W 1,p(S) ∩ L∞(S). (B.5)
Proof of (B.5). First of all it follows from (B.2), (B.3) and by the virtue of [3, Corollary 2.7] that
F << h and consequently F ∈ L∞(S). Hence, particularly F ∈ Lp(S).
Moreover, (fm, fˆm) ∈ a(γm) together with (B.2) yields
||∇fm||
p
Lp(S;Rn) =
∫
S
|∇fm|
pdλ ≤
1
g1
∫
S
γm|∇fm|
pdλ =
1
g1
∫
S
fmfˆmdλ ≤
2
g1
λ(S)||h||2L∞(S). (B.6)
Consequently, by passing to a subsequence if necessary, there is an F = (F1, ...,Fn) ∈ Lp(S;Rn) such
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that w - lim
m→∞
∇fm = F in L
p(S;Rn). This, together with (B.3), implies for all ϕ ∈ C∞c (S) that
∫
S
F
∂
∂xj
ϕdλ = lim
m→∞
∫
S
fm
∂
∂xj
ϕdλ = lim
m→∞
−
∫
S
ϕ
∂
∂xj
fmdλ = −
∫
S
ϕFjdλ,
i.e. F ∈ W 1,1Loc(S) and ∇F = F. Consequently, (B.5) holds and also
w - lim
m→∞
∇fm = ∇F in L
p(S;Rn). (B.7)
Now observe that (B.6) yields
|| |∇fm|
p−2∇fm||
p˜
Lp˜(S;Rn) =
∫
S
|∇fm|
(p−1)p˜dλ =
∫
S
|∇fm|
pdλ ≤
2
g1
λ(S)||h||2L∞(S).
Consequently, by passing to a subsequence if necessary, there is a ζ ∈ Lp˜(S;Rn) such that
w - lim
m→∞
|∇fm|
p−2∇fm = ζ in L
p˜(S;Rn). (B.8)
Now it will be proven that
∫
S
γζ · ∇ϕdλ =
∫
S
Fˆϕdλ, ∀ϕ ∈W 1,p(S) ∩ L∞(S). (B.9)
For ϕ ∈ C∞(S), (B.6) implies that
∫
S
∣∣|∇fm|p−2∇fm · ∇ϕ∣∣p˜ dλ ≤
∫
S
|∇fm|
p|∇ϕ|p˜dλ ≤ || |∇ϕ|p˜||L∞(S)
2
g1
λ(S)||h||2L∞(S) <∞,
for all m ∈ N.
This yields, by virtue of Ho¨lder’s inequality and (B.1) that
lim
m→∞
∣∣∣∣∣∣
∫
S
(γm − γ)|∇fm|
p−2∇fm · ∇ϕdλ
∣∣∣∣∣∣ ≤ limm→∞ ||γm − γ||Lp(S)|| |∇fm|p−2∇fm · ∇ϕ||Lp˜(S) = 0
for all ϕ ∈ C∞(S).
Using this, (B.4) as well as (B.8) yields (B.9) for ϕ ∈ C∞(S). Moreover, for arbitrary
ϕ ∈W 1,p(S)∩L∞(S), there is, as S is of class C1, a sequence (ϕm)m∈N ⊆ C∞(S) such that lim
m→∞
ϕm = ϕ
in W 1,p(S). Hence, as γζ ∈ Lp˜(S;Rn) and Fˆ = h− F ∈ L∞(S) ⊆ Lp˜(S), one obtains
∫
S
Fˆϕdλ = lim
m→∞
∫
S
Fˆϕmdλ = lim
m→∞
∫
S
γζ · ∇ϕmdλ =
∫
S
γζ · ∇ϕdλ,
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which verifies (B.9).
Now observe the following: If one has
ζ = |∇F |p−2∇F, (B.10)
then (B.9) yields
∫
S
γ|∇F |p−2∇F · ϕdλ =
∫
S
Fˆϕdλ, ∀ϕ ∈W 1,p(S) ∩ L∞(S).
This, together with (B.5) implies (F, Fˆ ) ∈ a(γ).
Since it has been already established that h = F + Fˆ and since also h = f + fˆ as well as (f, fˆ) ∈ a(γ)
the accretivity of a(γ) yields
||f − F ||L1(S) ≤ ||f − F + fˆ − Fˆ ||L1(S) = ||h− h||L1(S) = 0.
Consequently, (B.10) implies f = F and it follows by virtue of (B.3) that
w - lim
m→∞
(Id+ a(γm))
−1h = w - lim
m→∞
fm = F = f = (Id+ a(γ))
−1h in Lp(S).
Conclusively, since Lp(S)-weak convergence implies L1(S)-weak convergence, the claim follows once
(B.10) is proven.
The delicate proof of (B.10) is preceded by the proofs of the following four statements.
One has, by passing to a subsequence if necessary:
(I) lim sup
m→∞
∫
S
γm|∇fm|
p ≤
∫
S
FFˆdλ.
(II) w - lim
m→∞
γm∇fm = γ∇F in Lp(S).
(III) w - lim
m→∞
γm|∇fm|p−2∇fm = γζ in Lp˜(S;Rn).
(IV) lim
m→∞
∫
S
(γ − γm)|ϕ|pdλ = 0 for all ϕ ∈ Lp(S;Rn).
Proof of (I). Firstly, (B.2) implies that ||fm||L2(S) ≤ ||h||L2(S). Consequently, (fm)m∈N has, by passing
to a subsequence if necessary, an L2(S)-weakly convergent subsequence, converging to an f˜ ∈ L2(S).
Moreover, it is plain that f˜ = F and therefore
∫
S
F 2dλ ≤ lim inf
m→∞
∫
S
f2mdλ. (B.11)
Conclusively, it follows by virtue of (B.3) as well as (B.11) that
lim sup
m→∞
∫
S
γm|∇fm|
pdλ ≤ lim sup
m→∞
∫
S
fmhdλ− lim inf
m→∞
∫
S
f2mdλ =
∫
S
FFˆdλ.
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Proof of (II). Firstly, note that (B.6) yields
||γm∇fm||
p
Lp(S;Rn) =
∫
S
γpm|∇fm|
pdλ ≤
g
p
2
g1
2λ(S)||h||2L∞(S) <∞, ∀m ∈ N.
Consequently, by passing to a subsequence if necessary, there is an α ∈ Lp(S;Rn) such that
w - lim
m→∞
γm∇fm = α in L
p(S;Rn). (B.12)
Moreover, one has for any ϕ ∈ L∞(S;Rn), by virtue of Ho¨lder’s inequality, Cauchy-Schwarz’ inequality,
(B.6) and (B.1) that
lim
m→∞
∣∣∣∣∣∣
∫
S
(γm − γ)∇fm · ϕdλ
∣∣∣∣∣∣ ≤ limm→∞ ||γm − γ||Lp˜(S)|| |ϕ| ||L∞(S)
(
2
g1
λ(S)||h||L∞(S)
) 1
p
= 0.
Consequently, one obtains for any ϕ ∈ L∞(S;Rn) by invoking (B.7) and (B.12) that
∫
S
(α− γ∇F ) · ϕdλ = lim
m→∞
∫
S
γm∇fm · ϕ−∇fm · ϕγdλ = 0.
This clearly implies α = γ∇F . Hence, (B.12) implies (II).
Proof of (III). Firstly, note that it follows by virtue of (B.6) that
||γm|∇fm|
p−2∇fm||
p˜
Lp˜(S;Rn)
≤ gp˜2
∫
S
|∇fm|
pdλ ≤
g
p˜
2
g1
2λ(S)||h||2L∞(S).
Consequently there is, by passing to a subsequence if necessary, an α ∈ Lp˜(S;Rn) such that
w - lim
m→∞
γm|∇fm|
p−2∇fm = α in L
p˜(S;Rn).
Moreover, one has for any ϕ ∈ L∞(S;Rn), by virtue of Ho¨lder’s inequality, Cauchy-Schwarz’ inequality,
(B.6) and (B.1) that
lim
m→∞
∣∣∣∣∣∣
∫
S
(γm − γ)|∇fm|
p−2∇fm · ϕdλ
∣∣∣∣∣∣ = 0.
Consequently, one obtains for any ϕ ∈ L∞(S;Rn) by recalling (B.8) that
∫
S
(α − γζ) · ϕdλ = lim
m→∞
∫
S
(γm|∇fm|
p−2∇fm − γ|∇fm|
p−2∇fm) · ϕdλ = 0.
This implies α = γζ.
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Proof of (IV). Since particularly lim
m→∞
γm−γ = 0 in L
1(S) one has, by passing to a subsequence if neces-
sary, that lim
m→∞
(γ − γm)|ϕ|p = 0 a.e. on S for any given ϕ ∈ Lp(S;Rn). Since plainly
|(γ − γm)|ϕ|p| ≤ 2g2|ϕ|p ∈ L1(S), dominated convergence yields (IV).
Proof of (B.10). Let ϕ ∈ Lp(S;Rn). First of all it is a direct consequence of Cauchy-Schwarz’ inequality
for the Euclidean norm that
γm(|∇fm|
p−2∇fm − |ϕ|
p−2ϕ) · (∇fm − ϕ) ≥ 0, ∀m ∈ N
and consequently
∫
S
γm|ϕ|
p−2ϕ · (∇fm − ϕ)dλ ≤
∫
S
γm|∇fm|
p−2∇fm · (∇fm − ϕ)dλ, ∀m ∈ N, ϕ ∈ L
p(S;Rn).
(Hereby the existence of both integrals is a direct consequence of the boundedness of γm and Ho¨lder’s
inequality.)
The last yields, by using at first (II) and (IV), then the last inequality, and finally (I) as well as (III)
that ∫
S
γ|ϕ|p−2ϕ · (∇F − ϕ)dλ ≤
∫
S
FFˆ − γζ · ϕdλ, ∀ϕ ∈ Lp(S;Rn), (B.13)
Now note that it follows from fm ∈ D(a(γm)) that particularly fm ∈ W 1,p(S) ∩ L∞(S). Consequently,
by (B.9) one gets
∫
S
γζ · ∇fmdλ =
∫
S
Fˆ fmdλ, ∀m ∈ N. (B.14)
Now note that combining (B.3), (B.7) and (B.14) yields
∫
S
γζ · ∇Fdλ =
∫
S
FˆFdλ
Consequently, one infers from (B.13) that
∫
S
γ|ϕ|p−2ϕ · (∇F − ϕ)dλ ≤
∫
S
γζ · (∇F − ϕ)dλ, ∀ϕ ∈ Lp(S;Rn). (B.15)
Now note that ∇F ∈ Lp(S;Rn) which implies that ∇F −αϕ is, for any α ∈ (0,∞) and ϕ ∈ Lp(S;Rn) a
valid choice as a test function in (B.15). Hence, using ∇F −αϕ as a test function in (B.15) and dividing
the resulting equation by α yields
∫
S
γ|∇F − αϕ|p−2(∇F − αϕ) · ϕdλ ≤
∫
S
γζ · ϕdλ, ∀ϕ ∈ Lp(S;Rn), α ∈ (0,∞). (B.16)
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It is obvious that
lim
α↓0
γ|∇F − αϕ|p−2(∇F − αϕ) · ϕ = γ|∇F |p−2∇F · ϕ a.e. on S
for a given ϕ ∈ Lp(S;Rn). Now let ε > 0 and α ∈ (0, ε). Then one instantly verifies that
|γ|∇f − αϕ|p−2(∇F − αϕ) · ϕ| ≤ g2(|∇F |+ ε|ϕ|)
p−1|ϕ| a.e. on S
for any ϕ ∈ Lp(S;Rn). Now it is a direct consequence of Ho¨lder’s inequality that the right-hand-side
of the last inequality is in L1(S) for any ϕ ∈ Lp(S;Rn). Hence, it follows by virtue of dominated
convergence that
lim
α↓0
∫
S
γ|∇F − αϕ|p−2(∇f − αϕ) · ϕdλ =
∫
S
γ|∇F |p−2∇F · ϕdλ.
Consequently, it follows by recalling (B.16) that
∫
S
γ|∇F |p−2∇F · ϕdλ ≤
∫
S
γζ · ϕdλ, ∀ϕ ∈ Lp(S;Rn).
Conclusively, replacing ϕ by −ϕ implies
∫
S
(γ|∇F |p−2∇F − γζ) · ϕdλ = 0, ∀ϕ ∈ Lp(S;Rn).
Finally, this yields γ|∇F |p−2∇F − γζ = 0 a.e. on S which implies (B.10) since particularly γ 6= 0 a.e.
on S.
The following lemma can be inferred from [7, Lemma 5.6] and the first lines of its proof:
Lemma B.3. Let γ ∈ L1g1,g2(S), h ∈ L
∞(S) and introduce fm := (Id+
1
m
a(γ))−1h. Then one has
lim
m→∞
fm = h, in L
1(S).
Particularly, D(a(γ)) as well as D(a(γ)) are dense in L1(S).
Lemma B.4. τ(L1(Ω;L1(S))) as well as L1,∞(Ω;L1(S)) are dense subsets of L1(Ω;L1(S)).
Proof. Firstly, note that clearly τ(L1(Ω;L1(S))) ⊆ L1,∞(Ω;L1(S)) which implies that it suffices to prove
the claim for τ(L1(Ω;L1(S))).
Now let f ∈ L1(Ω;L1(S)) and introduce fk := τk(f) for each k ∈ N.
As lim
k→∞
τk(s) = s for each s ∈ R it is clear that lim
k→∞
fk(ω) = f(ω) a.e. on S for every given ω ∈ Ω, up
to a P-nullset.
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Since |fk(ω)− f(ω)| ≤ 2|f(ω)| ∈ L
1(S), Lebesgue’s theorem yields
lim
k→∞
||fk(ω)− f(ω)||L1(S) = 0, for P-a.e. ω ∈ Ω.
Moreover, ||fk(·)− f(·)||L1(S) ≤ 2||f(·)||L1(S) ∈ L
1(Ω), which implies, by applying Lebesgue’s Theorem
again, that lim
k→∞
fk = f in L
1(Ω;L1(S)).
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