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MEASURES OF WEAK NON-COMPACTNESS IN PREDUALS
OF VON NEUMANN ALGEBRAS AND JBW∗-TRIPLES
JAN HAMHALTER, ONDRˇEJ F.K. KALENDA, ANTONIO M. PERALTA,
AND HERMANN PFITZNER
Abstract. We prove, among other results, that three standard measures of
weak non-compactness coincide in preduals of JBW∗-triples. This result is new
even for preduals of von Neumann algebras. We further provide a characteri-
zation of JBW∗-triples with strongly WCG predual and describe the order of
seminorms defining the strong∗ topology. As a byproduct we improve a char-
acterization of weakly compact subsets of a JBW∗-triple predual, providing so
a proof for a conjecture, open for almost eighteen years, on weakly compact
operators from a JB∗-triple into a complex Banach space.
1. Introduction
Measures of weak non-compactness are an important tool for a deeper under-
standing of weak compactness of sets and operators. They are used to prove more
precise versions of known results and to establish new results as well. As an il-
lustration we mention a fixed-point theorem [21], quantitative versions of Krein’s
theorem [26, 31], James’ compactness theorem [18, 32], Eberlein-Sˇmulyan theorem
[3] and Gantmacher’s theorem [4].
There are several procedures how one can measure weak non-compactness of sets.
There are two basic non-equivalent ways – on the one hand the De Blasi measure
introduced and used in [21], and on the other hand various mutually equivalent
quantities used in the other above-quoted papers. Their non-equivalence follows
from [5, 4]. However, the counterexample witnessing their non-equivalence is an
artificially constructed Banach space – it is constructed as the ℓ1-sum of suitable
renormings of the space ℓ1. It seems to be still an open question whether there is
a ‘natural’ Banach space where they fail to be equivalent.
This question seems to be rather interesting as in many classical spaces all these
measures of weak non-compactness are equivalent. This applies, for example, to the
Lebesgue spaces L1(µ) for an arbitrary non-negative σ-additive measure µ [46, The-
orem 7.5], including the special case ℓ1(Γ) [46, Proposition 7.3], the space c0(Γ) [46,
Proposition 10.2], the space of nuclear operators N(ℓq(Λ), ℓp(J)) for p, q ∈ (1,∞)
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[34, Theorem 2.1], and preduals of atomic von Neumann algebras [34, Theorem
2.2].
In the present paper we prove the equivalence of the measures of weak non-
compactness in preduals of JBW∗-triples. This covers, in particular, the preduals
of general von Neumann algebras.
The machinery developed in this paper also have some important consequences
in improving our current knowledge on relatively weakly compact subsets in the
predual of a JBW∗-triple. More concretely, the result established in [62] asserts
that a bounded subset, K, in the predual of a JBW∗-triple, M , is relatively weakly
compact if and only if there is a couple of normal functionals ϕ1, ϕ2 in M∗ whose
associated preHilbertian seminorm ‖ · ‖ϕ1,ϕ2 controls uniformly the values of all
functionals inK on the closed unit ball ofM (see sections 3, 6, and 7 for definitions).
As shown, for example in [17, pages 340 and 341], the existence of control seminorms
‖·‖ϕ1,ϕ2 for relatively weakly compact subsets inM∗ can be applied to characterize
weakly compact operators from a complex Banach space into the predual of a
JBW∗-triple and from a JB∗-triple into a complex Banach space. It has been
conjectured that, as in the case of von Neumann algebras (see [1, 45]), a single
functional ϕ in the predual, M∗, of a JBW
∗-tripleM (and the associated seminorm
‖·‖ϕ) is enough to control relatively weakly compact subsets inM∗ and to determine
those weakly compact operators from a complex Banach space intoM∗. It was even
so claimed in [20, Theorem 11]. However, some subtle difficulties in the Barton-
Friedman’s proof for the Grothendieck inequality for JB∗-triples, also affected the
arguments in [20] (cf. section 11 or [17, page 341]). In this paper we also provide a
complete proof for this conjecture and we show the validity of the original statement
in [20, Theorem 11].
The paper is organized as follows.
In Section 2 we give the definitions of the three measures of weak non-compact-
ness we will deal with and provide their basic properties.
Section 3 contains some background on JB∗-triples and, more specifically, on dual
spaces among them, i.e., JBW∗-triples. We provide the basic notions and proper-
ties, including the relationship to the classical subclasses formed by C∗-algebras (re-
spectively, von Neumann algebras) and JB∗-algebras (respectively, JBW∗-algebras).
In Section 4 we formulate our main result on the equivalence of the three measure
of weak non-compactness in JBW∗-triple preduals (see Theorem 4.1). We further
collect some consequences – the special cases of the main result and the analogous
result for real spaces.
Sections 5, 6, 7 and 8 are devoted to the proof of the main result. On the
way to the proof we establish several results which seem to be of an independent
interest. In Section 5 we show that there is a close relationship between the equality
of measures of weak non-compactness and the subsequence splitting property (see
Proposition 5.1).
In Section 6 we gather some properties of projections in C∗-algebras and JB∗-
algebras and of tripotents in JB∗-triples. Most of the results presented there are
known, but we point out that Lemmata 6.1 and 6.3 and Proposition 6.5 seem to be
of independent interest.
In Section 7 we investigate the relation between the strong∗ topology on a JBW∗-
triple and the weakly compact subsets of its predual. The main achievements there
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are Propositions 7.5 and 7.11, where we explore the connections between the natural
partial order in the set of tripotents with the order among the associated seminorms
and the first results leading to the existence of control functionals.
Section 8 contains the culminating arguments of the proof of Theorem 4.1.
In Section 9 we focus on σ-finite JBW∗-triples. We characterize those σ-finite
JBW∗-triples whose predual is strongly WCG (see Theorem 9.3). This theorem
reveals, in particular, a substantial difference between JBW∗-triples and JBW∗-
algebras, as the predual of a σ-finite JBW∗-algebra is always strongly WCG.
In Section 10 we apply the methods from Section 9 to prove Theorem 10.1 which
provides a deep understanding of the structure of the strong∗ topology for general
JBW∗-triples.
In Section 11 we present the new advances on the characterization of relatively
weakly compact subsets in the predual of a JBW∗-triple (see Theorem 11.3), and
the subsequent consequences determining the weakly compact operators from a
JB∗-triple into a complex Banach space (cf. Theorem 11.4), which, as we have
already commented, provides a proof for a conjecture considered during the last
eighteen years.
The last section contains some open problems.
2. Measures of weak noncompactness
Let X be a (real or complex) Banach space and A,B ⊆ X two nonempty sets.
We set
d̂(A,B) = sup{dist(a,B); a ∈ A}.
The Hausdorff measure of norm non-compactness is defined by the formula
χ(A) = inf{d̂(A,F ); F ⊆ X finite} = inf{d̂(A,K); K ⊆ X compact}
for a bounded set A ⊆ X . It is clear that χ(A) = 0 if and only if A is relatively
norm compact.
The De Blasi measure of weak non-compactness introduced in [21] is defined by
ω(A) = inf{d̂(A,K); K ⊆ X weakly compact}.
(When confusion concerning the underlying space X could arise, like for example
in Lemma 2.1, we will write ωX instead of ω.) It is a natural modification of
the Hausdorff measure of non-compactness. Further, ω(A) = 0 if and only if A
is relatively weakly compact. As remarked in [21] this was proved already by
Grothendieck [33, p. 401] (compare also [22, Lemma XIII.2]).
Another measure of weak non-compactness inspired by the Banach-Alaoglu the-
orem is defined by
wkX (A) = d̂(A
w∗
, X).
Here A
w∗
is the closure of A in the space (X∗∗, w∗), where X is considered to be
canonically embedded into its bidual. It is clear that A is relatively weakly compact
if and only if A
w∗ ⊆ X , i.e., if and only if wkX (A) = 0.
We will use one more quantity, namely
wckX (A) = sup{dist(clustw∗(xn), X); (xn) is a sequence in A},
where clustw∗(xn) denotes the set of all weak
∗-cluster points of the sequence (xn)
in the bidual X∗∗. It follows easily from the Eberlein-Sˇmulyan theorem that
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wckX (A) = 0 whenever A is relatively weakly compact. The converse follows
from the quantitative version of the Eberlein-Sˇmulyan theorem proven in [3]. It
consists in the inequalities
wckX (A) ≤ wkX (A) ≤ 2wckX (A)
which hold for any bounded subset A ⊆ X . Further, the following inequalities are
easy to check:
wkX (A) ≤ ω(A) ≤ χ(A).
In general, the quantities wkX (·) and ω(·) (hence also wckX (·) and ω(·)) are not
equivalent. As mentioned above, this was proved in [5, 4] but it follows also from
[46, Theorem 2.3] using the fact that weakly compactly generated spaces are not
stable under taking subspaces.
If Y is a closed subspace of X and A is a bounded subset of Y , then we can
consider the measures of weak non-compactness of the set A either in the space X
or in the space Y . In general it is not the same but we have
wkX (A) ≤ wkY (A) ≤ 2wkX (A) , wckX (A) ≤ wckY (A) ≤ 2wckX (A) .
Indeed, in both cases the first inequality is trivial and the second one follows from
[31, Lemma 11].
Further, we clearly have ωX(A) ≤ ωY (A) but the converse inequality is, in
general, not true, neither up to a constant (this follows, for example, from [46,
Theorem 2.3] with the same remark as above).
However, if Y is 1-complemented in X , then the measures considered in X and
in Y coincide. This is the content of the following easy lemma which is proved in
[34, Lemma 3.8(b)].
Lemma 2.1. Let X be a Banach space, Y ⊆ X a 1-complemented subspace and
A ⊆ Y a bounded set. Then
wkX (A) = wkY (A) , wckX (A) = wckY (A) , ωX(A) = ωY (A).
3. JB∗-triples and their subclasses
Originated as mathematical models of physical observables in quantum mechan-
ics by authors like W. Heisenberg, P. Jordan and J. von Neumann, C∗-algebras
constitute nowadays an area of intensive research in functional analysis. The ab-
stract definition says that a C∗-algebra is a complex Banach algebra A equipped
with an algebra involution ∗ satisfying the so-called Gelfand–Naimark axiom, that
is ‖a∗a‖ = ‖a‖2 for all a ∈ A. The celebrated Gelfand–Naimark theorem represents
each abstract C∗-algebra as a norm-closed selfadjoint subalgebra of the space B(H)
of all continuous linear operators on a complex Hilbert space H .
From the point of view of functional analysis, the class of C∗-algebras is not very
stable for several properties. For example, a C∗-algebra is reflexive if and only if it
is finite-dimensional, and C∗-algebras are not stable under contractive projections
as we can find a contractive projection from B(H) onto the Hilbert space H . As
observed by Poincare´ in 1907, for complex Banach spaces of dimension bigger than
or equal to two, there exists a wide range of simply connected domains which
are not biholomorphic to the unit ball. In other words, the Riemann mapping
theorem cannot be easily generalized to arbitrary complex Banach spaces. JB∗-
triples were introduced in 1983 by W. Kaup in a successful classification of bounded
MEASURES OF WEAK NON-COMPACTNESS 5
symmetric domains in complex Banach spaces of arbitrary dimension (see [52]).
A JB∗-triple is a complex Banach space E together with a (continuous) triple
product {., ., .} : E3 → E, which is symmetric and bilinear in the outer variables
and conjugate-linear in the middle one, satisfying the following algebraic–analytic
properties:
(JB∗-1) L(x, y)L(a, b) = L(L(x, y)(a), b) −L(a, L(y, x)(b)) +L(a, b)L(x, y) for all
a, b, x, y ∈ E, where given a, b ∈ E, L(a, b) stands for the (linear) operator
on E given by L(a, b)(x) = {a, b, x}, for all x ∈ E (Jordan identity);
(JB∗-2) The operator L(a, a) is a hermitian operator with nonnegative spectrum
for each a ∈ E;
(JB∗-3) ‖{a, a, a}‖ = ‖a‖3 for a ∈ E.
Let us observe that the third axiom (JB∗-3) is a Jordan-geometric analogue of
the Gelfand–Naimark axiom.
The mapping (x, y, z) 7→ {x, y, z} = 12 (xy∗z + zy∗x) can be applied to define a
structure of JB∗-triple on a C∗-algebra A, or on the space B(H,K) of all bounded
linear operators between complex Hilbert spaces H and K and in particular on an
arbitrary Hilbert space H identified with B(H,C), in all these cases we keep the
original norm of the corresponding underlying Banach spaces.
Some of the lackings exhibited by the class of C∗-algebras are no longer a hand-
icap for JB∗-triples. For example, JB∗-triples are stable under contractive pertur-
bations (see [28, 75, 53]). One of the most interesting properties of JB∗-triples is
that a linear bijection between JB∗-triples is an isometry if and only if it is a triple
isomorphism, that is, it preserves triple products (see [52, Proposition 5.5]). In
particular, if a complex Banach space E admits two triple products under which
E is a JB∗-triple with respect to its original norm and any of these products, then
both products coincide.
An intermediate class between C∗-algebras and JB∗-triples is formed by JB∗-
algebras. The hermitian part, Asa, of a C
∗-algebraA is not, in general, closed under
products. However Asa is a Jordan subalgebra of A when the latter is considered
with its natural Jordan product defined by a ◦ b = 12 (ab+ ba).
P. Jordan released the notion of Jordan algebra to set a mathematical model for
the algebra of observables in quantum mechanics. In abstract algebra, a Jordan
algebra is a nonassociative algebra over a field whose multiplication, denoted by ◦,
is commutative and satisfies the so-called Jordan identity (x ◦ y) ◦x2 = x ◦ (y ◦x2).
Given an element a in a Jordan algebra B, we shall write Ua for the linear mapping
on B defined by Ua(b) := 2(a ◦ b) ◦ a − a2 ◦ b. A Jordan Banach algebra B is
a Jordan algebra equipped with a complete norm satisfying ‖a ◦ b‖ ≤ ‖a‖ · ‖b‖
for all a, b ∈ B. A complex Jordan Banach algebra B admitting an involution ∗
satisfying that ‖Ua(a∗)‖ = ‖a‖3 for all a, b ∈ B is called a JB∗-algebra (see [79],
[16, Definition 3.3.1]). In some texts the definition of JB∗-algebras includes the
extra axiom that the involution in a JB∗-algebra is an isometry (cf. [36, §3.8]).
The result in [79, Lemma 4] (see also [16, Proposition 3.3.13]) shows that this extra
axiom is redundant. The self-adjoint part of a JB∗-algebra B will be denoted by
Bsa. It is known that (real) JB-algebras are precisely the self-adjoint parts of JB
∗-
algebras (compare [78]). Any JB∗-algebra also admits a structure of a JB∗-triple
when equipped with the triple product defined by {x, y, z} = (x ◦ y∗) ◦ z+(z ◦ y∗) ◦
x− (x ◦ z) ◦ y∗ in which case Ua(b) = {a, b∗, a}.
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For a general overview of JB-algebras, JB∗-algebras and JB∗-triples the reader
is referred to the monographs [36, 19, 16, 17].
A JBW∗-triple (respectively, a JBW∗-algebra) is a JB∗-triple (respectively, a
JB∗-algebra) which is also a dual Banach space. JBW∗-triples can be considered as
the Jordan alter-ego of von Neumann algebras. It should be noted that, as estab-
lished by Sakai’s theorem for von Neumann algebras, every JBW∗-triple admits a
unique (isometric) predual and its product is separately weak∗-to-weak∗ continuous
[8] (see also [17, Theorems 5.7.20 and 5.7.38] for new proofs). These facts rely on
the fact proved in [8] (see also [70]) asserting that the bidual of any JB∗-triple E is a
JB∗-triple under a triple product which extends that of E and is separately weak∗-
to-weak∗ continuous. It is further known that every triple isomorphism between
JBW∗-triples is automatically weak∗-continuous (cf. [40, Corollary 3.22]).
A JC∗-algebra is a concrete JB∗-algebra which materializes as a norm-closed
Jordan ∗-subalgebra of a C∗-algebra, and hence a norm-closed Jordan self-adjoint
subalgebra of some B(H). A JW∗-algebra is a JC∗-algebra which is also a dual Ba-
nach space, or equivalently, a weak∗-closed JB∗-subalgebra of some von Neumann
algebra. There are examples of JB∗-algebras which are not JC∗-algebras. Macdon-
ald’s and Shirshov-Cohn’s theorems are useful tools to describe certain important
subalgebras of JB∗-algebras (see [36, Theorems 2.4.13 and 2.4.14]). For example,
these structure results were originally applied by J.D.M. Wright in [78] to deduce
that the JB∗-subalgebra of a JB∗-algebra generated by two hermitian elements (and
the unit element) is a JC∗-algebra. This result and one of its multiple consequences
are gathered in the next lemma (which is a variant of [16, Proposition 3.4.6]).
Lemma 3.1. Let B be a unital JB∗-algebra and a ∈ B an arbitrary element.
(i) Let N be the closed Jordan ∗-subalgebra of B generated by a and 1. Then
N is Jordan (isometrically) ∗-isomorphic to a JB∗-subalgebra of some B(H),
where H is a complex Hilbert space;
(ii) The element a∗ ◦a is positive in N . Moreover, a∗ ◦a = 0 if and only if a = 0.
Proof. (i) Note that N coincides with the unital Jordan ∗-subalgebra generated
by two self-adjoint elements 12 (a
∗ + a) and 12i (a− a∗). Hence the assertion follows
immediately from [78, Corollary 2.2] (see also [16, Proposition 3.4.6]). Statement
(ii) follows from (i) since the assertion is clearly true in B(H). 
The literature offers a generous collection of structure results for JB∗-triples.
The Gelfand–Naimark theorem established by Y. Friedman and B. Russo proves
that every JB∗-triple can be isometrically embedded as a JB∗-subtriple of an ℓ∞-
sum of Cartan factors (see [30, Theorem 1] and details there). A consequence of
this fact shows that every JB∗-triple is isometrically JB∗-triple isomorphic to a
JB∗-subtriple of a JB∗-algebra.
Let us fix some additional notation. Given two von Neumann algebrasA ⊆ B(H)
and W ⊆ B(K), the algebraic tensor product A⊗W is canonically embedded into
B(H ⊗ K), where H ⊗ K is the hilbertian tensor product of H and K (see [77,
Definition IV.1.2]). Then the von Neumann tensor product of A andW (denoted by
A⊗W,) is precisely the von Neumann subalgebra generated by the algebraic tensor
product A ⊗W in B(H ⊗K), that is, the weak∗ closure of A ⊗W in B(H ⊗K)
(see [77, §IV.5]).
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Suppose A is a commutative von Neumann algebra and M is a JBW∗-subtriple
of some B(H). Following the standard notation, we shall write A⊗M for the
weak∗-closure of the algebraic tensor product A ⊗M in the usual von Neumann
tensor product A⊗B(H) of A and B(H). Clearly A⊗M is a JBW∗-subtriple of
A⊗B(H). It is well known that every Cartan factor C of type 1, 2, 3, or 4 is
a JBW∗-subtriple of some B(H) (compare [41] and section 9 for a more detailed
presentation of Cartan factors), and thus, the von Neumann tensor product A⊗C
is a JBW∗-triple.
The exceptional Cartan factors of type 5 and 6 can not be represented as JB∗-
subtriples of some B(H). Fortunately, these factors are all finite-dimensional.
Henceforth, if C denotes a finite-dimensional JB∗-triple, A⊗C will stand for the in-
jective tensor product of A and C, which is clearly identified with the space C(Ω, C),
of all continuous functions on Ω with values in C endowed with the pointwise op-
erations and the supremum norm, where Ω denotes the spectrum of A (cf. [71, p.
49]). This convention is consistent with the definitions in the previous paragraph,
because if C is a finite-dimensional Cartan factor which can be also embedded as
a JBW∗-subtriple of some B(H) both definitions above give the same object (cf.
[77, Theorem IV.4.14]).
In the setting of JBW∗-triples, a much more precise description than that derived
from the Gelfand-Naimark theorem was found by G. Horn and E. Neher in [41,
(1.7)], [42, (1.20)], where they proved that every JBW∗-triple M writes in the form
(1) M =
⊕
j∈J
Aj⊗Cj

ℓ∞
⊕ℓ∞ H(W,α)⊕ℓ∞ pV,
where each Aj is a commutative von Neumann algebra, each Cj is a Cartan factor,
W and V are continuous von Neumann algebras, p is a projection in V , α is a linear
involution on W commuting with ∗, that is, a linear ∗-antiautomorphism of period
2 on W , and H(W,α) = {x ∈W : α(x) = x}.
We conclude this section by the following result originated from [20, Proposition
2] and [69, Theorem D.20].
Proposition 3.2. [17, Proposition 5.10.137] Let M be any JBW∗-triple. Then
M is triple-isomorphic to a weak∗-closed subtriple of a JBW∗-algebra which is 1-
complemented by a weak∗-to-weak∗ continuous projection.
4. Main results
Our main result is the following theorem on coincidence of measures of weak
non-compactness in preduals of JBW∗-triples. It is proved at the end of Section 8
below.
Theorem 4.1. Let M be a JBW∗-triple and let A ⊆ M∗ be a bounded set. Then
ω(A) = wkM∗ (A) = wckM∗ (A).
Since JBW∗-algebras and von Neumann algebras are special cases of JBW∗-
triples, the following two corollaries are immediate.
Corollary 4.2. Let M be a JBW∗-algebra and let A ⊆M∗ be a bounded set. Then
ω(A) = wkM∗ (A) = wckM∗ (A).
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Corollary 4.3. Let M be a von Neuman algebra and let A ⊆M∗ be a bounded set.
Then ω(A) = wkM∗ (A) = wckM∗ (A).
Note that Corollary 4.2 easily implies the main result Theorem 4.1 using Propo-
sition 3.2 and Lemma 2.1. This is in fact the way the main result will be proved in
Section 8.
We further easily obtain the same results for real variants of the respective
structures.
Corollary 4.4. Let M be a real JBW∗-triple and let A ⊆ M∗ be a bounded set.
Then ω(A) = wkM∗ (A) = wckM∗ (A).
Proof. We use the following arguments explained in detail in [11, Section 6].
Let M be a real JBW∗-triple. Then there is a JBW∗-triple N and a weak∗-
to-weak∗ continuous conjugate-linear isometry τ : N → N such that τ2 = idN
and
M = {x ∈ N ; x = τ(x)}.
For each ϕ ∈ N∗ define
τ#(ϕ)(x) = ϕ(τ(x)), x ∈ N.
Then τ# is a conjugate-linear isometry of N∗ onto N∗ such that (τ
#)2 = idN∗ . Set
N τ∗ = {ϕ ∈ N∗; τ#(ϕ) = ϕ}.
Then N τ∗ is a closed real-linear subspace of N∗ and the mapping ϕ 7→ Reϕ is a
real-linear isometry of N τ∗ onto M∗.
Hence the formula
P (ϕ) =
1
2
(ϕ+ τ#(ϕ)), ϕ ∈ N∗
defines a real-linear norm-one projection of N∗ onto N
τ
∗ .
If X is a complex Banach space, denote by XR the underlying real space.
Now, by Theorem 4.1 we know that the measures of weak non-compactness
coincide for subsets of N∗. By the discussion at the end of Section 2.5 of [46]
the measures of weak non-compactness with respect to N∗ coincide with those with
respect for (N∗)R. Finally, N
τ
∗ is 1-complemented in (N∗)R, hence Lemma 2.1 yields
that the measures of weak non-compactness coincide for subsets of N τ∗ . Since this
space is isometric to M∗, the proof is complete. 
Since JBW-algebras are among the examples of a real JBW∗-triple, the following
corollary follows immediately.
Corollary 4.5. Let M be a JBW-algebra and let A ⊆M∗ be a bounded set. Then
ω(A) = wkM∗ (A) = wckM∗ (A).
The following corollary also is a special case of our previous result, since the
self-adjoint part of a von Neumann algebraM is a real JBW∗-triple and its predual
is formed exactly by the self-adjoint elements of M∗.
Corollary 4.6. Let M be a von Neuman algebra and let A ⊆M∗,sa (where M∗,sa
denotes the subspace of M∗ formed by self-adjoint functionals) be a bounded set.
Then ω(A) = wkM∗,sa (A) = wckM∗,sa (A).
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5. Subsequence splitting property
In [46, Proposition 7.1] a special case of Theorem 4.1 was proved – the equality
of measures of weak non-compactness for subsets of L1(µ) for a finite measure µ.
A key role in the proof is played by a variant of Rosenthal’s subsequence splitting
lemma. This is a motivation to define the following property of Banach spaces
which turns out to be closely connected with the equality of measures of weak
non-compactness.
Let X be a Banach space. We say that X has
• the subsequence splitting property if for any bounded sequence (xn) in X and any
ε > 0 there is a subsequence (xnk) which can be expressed as xnk = yk + zk,
where (yk) is weakly convergent in X and
(2)
∥∥∥∥∥∥
n∑
j=1
αjzj
∥∥∥∥∥∥ ≥ (1− ε)
n∑
j=1
|αj | ‖zj‖
for any n ∈ N and any choice of scalars α1, . . . , αn;
• the isometric subsequence splitting property if for any bounded sequence (xn) in
X there is a subsequence (xnk) which can be expressed as xnk = yk + zk, where
(yk) is weakly convergent in X and∥∥∥∥∥∥
n∑
j=1
αjzj
∥∥∥∥∥∥ =
n∑
j=1
|αj | ‖zj‖
for any n ∈ N and any choice of scalars α1, . . . , αn.
That L1([0, 1]) has the isometric subsequence splitting property has been men-
tioned by Bourgain and Rosenthal in [12] but a forerunner can be found in [47].
There are also splitting versions for Lp-spaces, 0 < p < ∞ but in this paper we
naturally restrict to the case p = 1 because preduals of JBW∗-triples are gen-
eralizations of (non-commutative) L1-spaces. The generalization of the isometric
subsequence splitting property to preduals of von Neumann algebras was proved by
Randrianantoanina [66] and, by different methods, by Raynaud and Xu [67]. Then
Ferna´ndez-Polo, Ramı´rez and the third mentioned author [27] showed the isomet-
ric subsequence splitting property for preduals of JBW∗-algebras and the two last
named authors for JBW∗-triples [64].
The predual of a JBW∗-triple is L-embedded (see [17, Theorem 5.7.36] or [40],
[8]). Recall that a Banach space X is called L-embedded if there is a projection
P on X∗∗ with image X such that ‖x∗∗‖ = ‖Px∗∗‖ + ‖x∗∗ − Px∗∗‖ for all x∗∗ ∈
X∗∗; the standard reference for L-embedded spaces is [37, Chapter IV]. An L-
embedded Banach space X is weakly sequentially complete [37, Theorem IV.2.2].
Hence if a bounded sequence (xn) of X does not contain any ℓ
1-subsequence then
by Rosenthal’s theorem [25, Theorem 5.37] it contains a weak Cauchy subsequence
(xnk) and in this case the splitting property is trivially satisfied with yk = xnk
and zk = 0. The interesting case appears when (xn) contains an ℓ
1-sequence. This
explains why we use Lemma 5.3 which says that the quality of an ℓ1-sequence (i.e.,
its James constant, see below) remains invariant, up to a subsequence, under a
perturbation by a weak Cauchy sequence.
The aim of this section is to show the following proposition whose main purpose
for this paper is part (b).
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Proposition 5.1. Let X be a Banach space. Consider the following possible prop-
erties of X.
(I) For any bounded set A ⊆ X we have wckX (A) = ω(A).
(II) For any bounded set A ⊆ X and any ε > 0 there is a countable subset
C ⊆ A such that
ω(C′) > ω(A)− ε for any infinite C′ ⊆ C.
Then the following assertions are true.
(a) (I)⇒(II);
(b) If X has the subsequence splitting property, then (II)⇒(I);
(c) If X is L-embedded and enjoys (I), then X has the subsequence splitting prop-
erty.
Before we pass to the proof of Proposition 5.1 we recall some known facts on ℓ1-
sequences.
To a bounded sequence (xn) in a Banach space X we associate its ‘James con-
stant ’
(3) cJ(xn) = sup cm where the cm = inf

∥∥∥∥∥∥
∑
n≥m
αnxn
∥∥∥∥∥∥ ;
∑
n≥m
|αn| = 1

form an increasing sequence. If (xn) is equivalent to the canonical basis of ℓ
1 then
cJ(xn) > 0 and more specifically, cJ(xn) > 0 if and only if there is an integerm such
that (xn)n≥m is equivalent to the canonical basis of ℓ
1. The number cJ(xn) may
be thought of as the approximately best l1-basis constant of (xn) in the sense that
for each ε > 0 there is m ∈ N such that ‖∑∞n=m αnxn‖ ≥ (1− ε)cJ(xn)∑∞n=m |αn|
for all (αn) ∈ ℓ1, and cJ (xn) cannot be replaced by a strictly greater constant.
Further, a sequence (zl) will be called a block sequence of (xn) if there are suc-
cessive finite sets Al ⊆ N (i.e., maxAl < minAl+1 for l ∈ N) and a sequence of
scalars (λn) such that for each l ∈ N we have∑
k∈Al
|λk| = 1 and zl =
∑
k∈Al
λkxk.
Lemma 5.2. Let (xn) be a bounded sequence in a Banach space X such that
cJ(xn) > 0. Then there is a block sequence (zl) of (xn) such that ‖zl‖ → cJ(xn) as
l→∞ and, moreover,
(4) (1− 2−m)cJ(xn)
∞∑
l=m
|αl| ≤
∥∥∥ ∞∑
l=m
αlzl
∥∥∥ ≤ (1 + 2−m)cJ (xn) ∞∑
l=m
|αl|
for all m ∈ N and all (αn) ∈ ℓ1.
Proof. Set c = cJ(xn) and let cm have the meaning from (3). Since cm ր c, we can
fix an increasing sequence (km) of natural numbers such that ckm > c(1− 2−m).
Next, having in mind that ck is defined as an infimum and ck ≤ c for each k ∈ N,
we can find finite sets Am ⊆ N and constants λn, n ∈ Am, such that for each m ∈ N
we have
• km ≤ minAm ≤ maxAm < minAm+1,
• ∑n∈Am |λn| = 1,
•
∥∥∑
n∈Am
λnxn
∥∥ < c(1 + 2−m).
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Set zm =
∑
n∈Am
λnxn. Then clearly (zm) is a block sequence of (xn) with ‖zm‖ →
c as m→∞. Moreover, fix any sequence (αl) ∈ ℓ1 and m ∈ N. Then∥∥∥∥∥
∞∑
l=m
αlzl
∥∥∥∥∥ ≤
∞∑
l=m
|αl| ‖zl‖ ≤ (1 + 2−m)c
∞∑
l=m
|αl| ,
and ∥∥∥∥∥
∞∑
l=m
αlzl
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
l=m
∑
n∈Al
αlλnxn
∥∥∥∥∥ ≥ (1− 2−m)c
∞∑
l=m
∑
n∈Al
|αl| · |λn|
= (1− 2−m)c
∞∑
l=m
|αl|,
which completes the proof. 
It is elementary but useful that if one passes to a subsequence (xnk) of (xn) then
cJ(xnk) ≥ cJ(xn); in particular it makes sense to define
(5) c˜J(xn) = sup
nk
cJ(xnk ).
A diagonal argument shows that every bounded sequence (xn) admits a subsequence
(xnk) which is cJ -stable in the sense that cJ(xnk ) = c˜J(xnk). If one passes to a
block sequence (zn) of (xn) then cJ (zn) ≥ cJ(xn).
Lemma 5.3. Let (xn) be a bounded sequence in a Banach space X. Let (yn) be a
weak Cauchy sequence in X. Then for each ε ∈ (0, 1) there is a subsequence (nk)
such that (xnk) and (xnk + ynk) are cJ -stable and
(1− ε)c˜J (xn) ≤ cJ(xnk) ≤ c˜J(xn).(6)
cJ(xnk + ynk) = cJ(xnk).(7)
Proof. Let (xn) be a bounded sequence. If c˜J(xn) = 0 then by Rosenthal’s ℓ
1-
theorem (xn) contains a weak Cauchy subsequence which remains weak Cauchy
when a weak Cauchy sequence is added; hence the cJ -value of the sum is still 0 and
we are done in this case.
Assume now that c˜J(xn) > 0. Let (yn) be weakly Cauchy and let 0 < ε < 1.
Set zn = xn + yn. Choose a subsequence (xnk) such that (6) holds. Passing
to another subsequence, if necessary, we assume further that (xnk) and (znk) are
cJ -stable. Write c = cJ(xnk) for short. Note that c ≥ (1 − ε)c˜J(xn) > 0. In
particular we may assume that (xnk ) is an ℓ
1-sequence (by omitting, if necessary,
finitely many xnk). Passing to another subsequence again, if necessary, we also
get that cJ (znk) > 0 because otherwise (znk) would have no ℓ
1-subsequence and
would therefore contain a weak Cauchy subsequence (znkl ) by Rosenthal’s theorem
in which case xnkl = znkl − ynkl would form a weak Cauchy sequence which is not
possible. By Lemma 5.2 take blocks x
(1)
n of the sequence (xnk) such that
(8) (1− 2−m)c
∞∑
l=m
|αl| ≤
∥∥∥ ∞∑
l=m
αlx
(1)
l
∥∥∥ ≤ (1 + 2−m)c ∞∑
l=m
|αl|
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for all m ∈ N and (αl) ∈ ℓ1. For the corresponding blocks z(1)n we have cJ (z(1)n ) ≥
cJ(znk) > 0. By Lemma 5.2 take blocks z
(2)
n of (z
(1)
n ) such that
(9) (1− 2−m)cJ(z(1)n )
∞∑
l=m
|αl| ≤
∥∥∥ ∞∑
l=m
αlz
(2)
l
∥∥∥ ≤ (1 + 2−m)cJ (z(1)n ) ∞∑
l=m
|αl|
for all m ∈ N and (αl) ∈ ℓ1. Note that every block sequence of (yn) admits a weak
Cauchy subsequence [for, if un =
∑
k∈An
λkyk, (with finite pairwise disjoint An,∑
k∈An
|λk| = 1) and if (unm) is a subsequence such that λ = limm
∑
k∈Anm
λk
exists then, given x∗ ∈ X∗, the sequence x∗(unm) converges to λµ where µ =
limn x
∗(yn): |x∗(unm)− λµ| = |
∑
k∈Anm
λk(x
∗(yk)− µ) + ((
∑
k∈Anm
λk)− λ)µ| ≤
maxk∈Anm |x∗(yk)− µ|+ |(
∑
k∈Anm
λk)− λ||µ| → 0 as m→∞]. Hence the blocks
y
(2)
n which correspond to z
(2)
n admit a weak Cauchy subsequence (y
(2)
nk ) whose differ-
ences 12 (y
(2)
n2k+1 − y(2)n2k) are weakly null and, by the Mazur theorem, there are blocks
y
(3)
n of (y
(2)
n ) such that
∥∥∥y(3)n ∥∥∥ → 0. Note that for the corresponding blocks x(3)n
(which are blocks of the x
(1)
n ) we have
∥∥∥x(3)n ∥∥∥ → c by (8). Hence the norm of the
right hand side in
z(3)n = x
(3)
n + y
(3)
n
converges to c while the norm of the left hand side converges to cJ (z
(1)
n ) by (9).
Thus c = cJ(z
(1)
n ). This shows that cJ(xnk) = cJ(z
(1)
n ) ≥ cJ(xnk + ynk).
Apply now what has been shown so far to the bounded sequence (znk) and the
weak Cauchy sequence (−ynk) in order to obtain subsequences (znkl ) and (ynkl )
such that, by cJ -stability of (xnk) and (znk),
cJ(xnk) = cJ(xnkl ) = cJ(znkl + (−ynkl )) ≤ cJ (znkl ) = cJ (znk).
Now (7) follows. 
Proof of Proposition 5.1. (a) The proof of the implication (I)⇒(II) is almost im-
mediate from the definition of wckX . For, given ε > 0, it is enough to set C = {xn}
where (xn) is a sequence in A such that dist(x
∗∗, X) > wckX (A)− ε for all weak∗-
cluster points x∗∗ of (xn) which leads to ω(C
′) > wckX (A) − ε = ω(A) − ε for all
infinite C′ ⊆ C.
(b) Suppose that X has the subsequence splitting property and (II) is satisfied.
Let A be bounded in X . We need to prove that wckX (A) ≥ ω(A). If ω(A) = 0, the
inequality is trivial. So, assume ω(A) > 0 and fix an arbitrary ε ∈ (0,min{1, ω(A)}).
Let C = {xn} be a countable subset of A provided by (II). In particular, ω({xnk}) >
0 for every subsequence (xnk) of (xn).
Take a subsequence (xnk) of (xn) such that c˜J(xn)−ε < cJ (xnk) ≤ c˜J(xn). Take
another subsequence (still denoted by (xnk)) and write xnk = yk + zk according to
the subsequence splitting property where (yk) converges weakly and ‖
∑
αkzk‖ ≥
(1 − ε/2)∑ |αk| ‖zk‖ for all (αk) ∈ ℓ1. Note that the sequence (zk) is bounded,
so without loss of generality λ := lim ‖zk‖ exists. We have that λ > 0 because
otherwise (xnk) would be weakly convergent which would contradict ω({xnk}) > 0.
Hence, without loss of generality λ(1− ε/2) < ‖zk‖ < λ(1+ ε) for k ∈ N. Since the
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sequence (yk) forms a relatively weakly compact set, by the assumptions we have
ω(A)− ε < ω({xnk , k ∈ N}) ≤ sup
k
‖zk‖ ≤ λ(1 + ε).
Moreover, cJ(zk) ≥ (1− ε/2)λ(1− ε/2) > (1− ε)λ.
We apply Lemma 5.3 and obtain further subsequences (still denoted by (xnk),
(yk), (zk)). Then (7) yields
cJ(xnk ) = cJ(zk) ≥ λ(1− ε) ≥
1− ε
1 + ε
(ω(A)− ε).
By [51, Lemma 5(ii)] dist(clustw∗(xnk), X) ≥ cJ(xnk), hence
wckX (A) ≥ dist(clustw∗(xnk), X) ≥ cJ(xnk) ≥
1− ε
1 + ε
(ω(A)− ε).
Since ε is arbitrary we are done.
(c) Assume X is L-embedded and satisfies (I). Fix a bounded sequence (xn) in
X . If c˜J (xn) = 0 then by Rosenthal’s ℓ
1-theorem, (xn) contains a weak Cauchy
subsequence (xnk ) which, by weak sequential completeness of L-embedded spaces
[37, Theorem IV.2.2] converges weakly. The case is settled by putting yk = xnk
and zk = 0.
Let us now suppose that c˜ := c˜J(xn) > 0. In order to prove the subsequence
splitting property in this case it is enough to produce, given ε > 0, a decomposition
xnk = yk + zk where (yk) converges weakly and where
(1− ε)c˜
∑
|αk| ≤
∥∥∥∑αkzk∥∥∥ ≤ (1 + ε)c˜∑ |αk|(10)
for all (αk) ∈ ℓ1. Set A = {xn;n ∈ N}.
First we claim that wckX (A) = c˜. The inequality “≥” follows from [51, Lemma
5(ii)]. For the other inequality note that for any η > 0, the construction (which
works also for complex scalars) leading to [51, formula (8)] yields an x ∈ X and a
subsequence (xnk) such that cJ(xnk − x) > (1 − η)wckX (A). (Note that here the
assumption that X is L-embedded is used). It follows cJ(xnk) > (1 − η)wckX (A)
(cf. [56, Proposition 4.2] or Lemma 5.3 for constant yn = −x). This proves “≤”
and the claim.
Let (xnk) be a subsequence such that cJ(xnk) > (1 − ε2 )c˜. Since ω(A) = c˜ by (I)
and the claim, there is a weakly compact set K of X such that A ⊆ K+(1+ε)c˜BX .
Choose a sequence (yk) in K (which can be supposed to converge weakly) such that
xnk = yk + zk with ‖zk‖ ≤ (1+ ε)c˜. The latter inequality implies the second one of
(10). By Lemma 5.3 we pass to subsequences (still denoted by (xnk), (yk), (zk)) in
order to get cJ(zk) = cJ(xnk). Now, by the definition of cJ(zk), if we omit at most
finitely many zk then we have∥∥∥∑αkzk∥∥∥ ≥ (1 − ε
2
)cJ (zk)
∑
|αk| ≥ (1− ε
2
)2c˜
∑
|αk|
and the first inequality of (10) follows. 
Proposition 5.1(b) will play a key role in the proof of Theorem 4.1 in Section 8.
Let us remark that some special cases may be proved already now, as there are
some spaces which are easily seen to satisfy (II).
14 J. HAMHALTER, O.F.K. KALENDA, A.M. PERALTA, AND H. PFITZNER
Recall that a Banach space X is said to be weakly compactly generated (shortly
WCG) if there is a weakly compact subset K ⊆ X with spanK = X . Further, X
is called strongly WCG (see [73]) if there is a weakly compact set K ⊆ X such that
∀L ⊆ X weakly compact∀ε > 0 ∃n ∈ N : L ⊆ nK + εBX .
By the Krein theorem we may assume without loss of generality thatK is absolutely
convex.
We have the following easy lemma
Lemma 5.4. Let X be a strongly WCG Banach space. Then for any bounded set
A ⊆ X there is a countable subset C ⊆ A such that ω(C′) = ω(A) for each C′ ⊆ C
infinite.
Proof. Let K ⊆ X be a weakly compact set witnessing the strong WCG property.
Then clearly
ω(A) = inf
n∈N
d̂(A, nK)
for any bounded set A ⊆ X . Given any bounded set A ⊆ X , we can find a
sequence (xn) in A such that dist(xn, nK) > ω(A) − 1n . It is enough to take
C = {xn; n ∈ N}. 
Since L1(µ) is strongly WCG for any finite measure µ (by [73, Example 2.3(d)])
and L1 spaces have the subsequence splitting property, then the essential part of [46,
Proposition 7.1] follows immediately from the previous lemma and Proposition 5.1.
Further, preduals of σ-finite von Neumann algebras and, more generally, preduals
of σ-finite JBW∗-algebras are seen to be strongly WCG by combining [73, Theorem
2.1], [43, Appendice 6, Lemma 2] (cf. Lemma 7.3 below), and [69, Theorem D.21]
(see Proposition 7.9 below). Hence the validity of Theorem 4.1 for σ-finite JBW∗-
algebras easily follows. The case of σ-finite JBW∗-triples is more complicated, see
Theorem 9.3 below.
6. Tripotents and projections
A projection in a C∗-algebraA is a self-adjoint idempotent, i.e., an element p ∈ A
satisfying p∗ = p = p2. If A is represented as a C∗-subalgebra of B(H), then p ∈ A
is a projection if and only if it is, when viewed as an operator on H , an orthogonal
projection.
Similarly, a projection in a JB∗-algebra A is an element p ∈ A satisfying p∗ = p
and p ◦ p = p; in particular, p is positive (by Lemma 3.1). Two projections p, q ∈ A
are said to be orthogonal if p ◦ q = 0 or, equivalently, if p+ q is also a projection.
In case A is a C∗-algebra, this is just equivalent to pq = 0, which means that the
ranges of the projections are orthogonal subspaces of H .
We shall consider the usual partial order on the set of projections in a JB∗-algebra
defined by p ≤ q if q − p is a projection. In a C∗-algebra this order coincides with
the standard one.
In a JB∗-triple there is no natural notion of projections, but tripotents play
a similar role. As a motivation for the latter notion, suppose A is a C∗-algebra
regarded as a JB∗-triple with respect to the triple product {a, b, c} = 12 (ab∗c+cb∗a).
It is well known that an element u in A is a partial isometry (i.e., u∗u is a projection,
or equivalently, uu∗ is a projection) if and only if {u, u, u} = uu∗u = u. Given a
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partial isometry u in a C∗-algebra A, the elements pi = u
∗u and pf = uu
∗ are called
the initial and final projection of u, respectively. An element u of a JB∗-triple M is
called a tripotent if {u, u, u} = u. If M is a JB∗-algebra, then u ∈M is a tripotent
if and only if
u = 2(u ◦ u∗) ◦ u− (u ◦ u) ◦ u∗,
which cannot be simplified. Note that the projections of a JB∗-algebra A are
precisely those tripotents in A which are positive elements.
6.1. Peirce decomposition. From a purely algebraic point of view, a complex
linear space E equipped with a triple product {., ., .} : E3 → E, which is symmetric
and bilinear in the outer variables and conjugate-linear in the middle one satisfying
the axiom (JB∗-1) in the definition of JB∗-triple is called a complex Jordan triple
system. An element u in a Jordan triple system E is a tripotent if {u, u, u} = u.
Each tripotent u in a complex Jordan triple system E induces a decomposition of
E in terms of the eigenspaces of the mapping L(e, e) (this purely algebraic result
can be seen, for example, in [58, 1.3 in page 7] or [19, page 32]).
In our concrete setting, the algebraic structure assures that for each tripotent
u in a JB∗-triple M , the eigenvalues of the operator L(u, u) are contained in the
set {0, 12 , 1}. If u 6= 0, then 1 is always an eigenvalue, the witnessing eigenvector
is u. For j = 0, 1, 2 we shall denote by Mj(u) the eigenspace of M with respect to
the eigenvalue j2 . Then M is the direct sum M0(u) ⊕M1(u) ⊕M2(u) of the three
eigenspaces of L(u, u); this decomposition is called the Peirce decomposition of M
with respect to u. The canonical projection, Pj(u), of M onto Mj(u) is called the
(j-)Peirce projection associated with u. Peirce projections are explicitly determined
by the following formulae:
P2(u) = L(u, u)(2L(u, u)− idM ) = Q(u)2,
P1(u) = 4L(u, u)(idM −L(u, u)) = 2(L(u, u)−Q(u)2),
P0(u) = (idM −L(u, u))(idM −2L(u, u)) = idM −2L(u, u) +Q(u)2
where the quadratic operator Q(u) : M → M is defined by Q(u)(x) = {u, x, u}
(compare [58, 1.3 in page 7] or [19, page 7]). In the setting of JB∗-triples, Peirce
projections are all contractive (see [29, Corollary 1.2] or [19, 3.2.1]).
In case M is a C∗-algebra and u ∈M is a tripotent (i.e., a partial isometry with
initial projection pi and final projection pf), the Peirce projections are given by the
following expressions:
P2(u)x = pfxpi, P1(u)x = pfx(1−pi)+(1−pf)xpi, P0(u)x = (1−pf )x(1−pi),
where x runs through M .
If i, j, k ∈ {0, 1, 2}, then the so-called Peirce arithmetic or Peirce multiplication
rules say that
(11)

{Mi(u),Mj(u),Mk(u)} ⊆Mi−j+k(u), if i− j + k ∈ {0, 1, 2},
{Mi(u),Mj(u),Mk(u)} = 0, if i− j + k /∈ {0, 1, 2},
{M2(u),M0(u),M} = {M0(u),M2(u),M} = 0,
(see [58, (1.20)–(1.22) in pages 7-8] or [19, Theorem 1.2.44]).
It follows immediately from the Peirce multiplication rules that Mj(u) is a JB
∗-
subtriple for j = 0, 1, 2. In the case j = 2 something more can be said. In this
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caseM2(u) is even a unital JB
∗-algebra with respect to the product and involution
given by
a ◦ b = {a, u, b} , a∗ = {u, a, u} , a, b ∈M2(u),
respectively (cf.[19, §1.2 and Remark 3.2.2] or [16, Corollary 4.2.30]). It is further
known that u is the unit of this JB∗-algebra. (If we wish to stress that the operations
are with respect to u, we write a ◦u b and a∗u .)
6.2. Complete tripotents. A tripotent u in a JB∗-triple M is called complete if
M0(u) = {0} and unitary if M = M2(u) (that is if {u, u, x} = x for all x ∈ M).
It follows from the above structure results that M admits a unitary tripotent if
and only if it admits a structure of unital JB∗-algebra (cf. [16, Theorem 4.1.55]).
Further, if M is a unital JB∗-algebra, then u ∈ M is a unitary tripotent if and
only if it is a unitary element, i.e., an element satisfying that u is invertible in the
Jordan sense (i.e., there exists a unique element b = u−1 in M such that b ◦ u = 1
and u2 ◦ b = u) and u−1 = u∗ (compare [16, §4.1.1]). In a C∗-algebra this reduces
to u∗u = uu∗ = 1.
A complete tripotent need not be unitary, even in the C∗-algebra case. Indeed,
if u ∈ B(H) is a partial isometry whose initial projection is the identity on H
but its final projection is strictly smaller than the identity on H (or vice versa),
i.e., if u∗u = 1 6= uu∗ (or vice versa), then u is a complete non-unitary tripotent.
This is not the unique possibility, but it is an important case as witnessed by the
forthcoming lemmata. We observe that the extreme points of the closed unit ball
of a C∗-algebra A are precisely the complete partial isometries (tripotents) of A
(see [48, Theorem 1] or [77, Theorem I.10.2]). The same result remains true for
the closed unit ball of a JB∗-triple E, that is, the complete tripotents in E are the
extreme points of its closed unit ball (cf. [13, Lemma 4.1] and [55, Proposition 3.5]
or [19, Theorem 3.2.3]).
We recall that a conjugation on a complex Banach space X is a conjugate-linear
isometry τ : X → X of period-2 (i.e., τ2 = IdX). Let H be a complex Hilbert
space, and let us fix an orthonormal basis (ξk)k∈Λ in H . Given ξ ∈ H, let τ(ξ) ∈ H
be the vector defined by τ(ξ) =
∑
k∈Λ 〈ξ, ξk〉ξk. Then τ is a conjugation on H and,
moreover, any conjugation is of that form (with a properly chosen orthonormal
basis).
Lemma 6.1. Let M be a unital C∗-algebra, and let u ∈M be a complete tripotent.
Then there exist a complex Hilbert space H and an isometric unital Jordan ∗-
monomorphism ψ :M → B(H) such that ψ(u)∗ψ(u) = 1.
Proof. By applying the Gelfand-Naimark-Segal construction, we can find a family
of complex Hilbert spaces {Hi}i∈I and irreducible representations Φi :M → B(Hi),
such that
Φ =
⊕
i∈I
Φi :M →
ℓ∞⊕
i∈I
B(Hi) ⊆ B(
ℓ2⊕
i∈I
Hi)
is an isometric ∗-monomorphism (we can consider, for example, the atomic repre-
sentation of M [59, 4.3.7], where the family I is precisely the set of all pure states
of M and each Φi is the irreducible representation associated with the pure state i
[59, Theorem 3.13.2]).
MEASURES OF WEAK NON-COMPACTNESS 17
Fix i ∈ I. Since u is tripotent in M , Φi(u) is a tripotent in Φi(M) as well.
Moreover, u is complete, i.e.,
(1− uu∗)a(1− u∗u) = 0 for a ∈M,
hence
(1− Φi(u)Φi(u)∗)x(1 − Φi(u)∗Φi(u)) = 0 for x ∈ Φi(M).
Since Φi is irreducible, its range is weak
∗-dense in B(Hi), thus the above for-
mula holds for all x ∈ B(Hi). In other words, Φi(u) is a complete tripotent in
B(Hi). Having in mind that B(Hi) is a factor, it follows that Φi(u)
∗Φi(u) = 1 or
Φi(u)Φi(u)
∗ = 1 (this follows e.g. from [77, Lemma V.1.7] applied to the projections
1− Φi(u)∗Φi(u) and 1− Φi(u)Φi(u)∗).
Let I1 := {j ∈ I : Φj(u)∗Φj(u) = 1j} and I2 := I \ I1.
For each j ∈ I2, we can find a ∗-anti-homomorphism Ψj : B(Hj)→ B(Hj) (con-
sider, for example a transposition on B(Hj) defined by Ψj(a) := τa
∗τ , where τ is
the conjugation on Hj described before the statement of the lemma). For j ∈ I1,
Ψj will stand for the identity on B(Hj). Let Ψ =
⊕
j∈I Ψj :
⊕ℓ∞
j B(Hj) →⊕ℓ∞
j B(Hj). Clearly Ψ is a Jordan
∗-isomorphism. By construction we have
Ψ(Φ(u))∗Ψ(Φ(u)) = 1, the identity in
⊕ℓ∞
j B(Hj). Finally, we can embed the C
∗-
algebra
⊕ℓ∞
j B(Hj) inside B(
⊕ℓ2
j Hj) via a
∗-monomorphism θ, and the Jordan
∗-monomorphism ψ = θ◦Ψ◦Φ :M → B(⊕ℓ2j Hj) satisfies the desired property. 
We continue with a technical result relating complete tripotents in a JC∗-algebra
A with the complete tripotents in the C∗-algebra generated by A.
Lemma 6.2. Let M be a unital JB∗-algebra. Let u be a complete tripotent in M ,
and let N denote the JB∗-subalgebra of M generated by u and the unit element.
Then N is a JC∗-subalgebra of some C∗-algebra B, and u is a complete tripotent
in the C∗-subalgebra of B generated by N .
Proof. The first statement follows from Lemma 3.1(i), so fix a C∗-algebra B coni-
taing N as a JC∗-subalgebra. Let A be the C∗-subalgebra of B generated by N .
Furhter, let 1 denote the unit of M (which belongs to N). Then for any x ∈ N we
have 1x1 = {1, x, 1} = x, hence x = 1x = x1. Since A is generated by N , it follows
that 1 is the unit of A.
Clearly u is a tripotent (hence a partial isometry) in A, so its Peirce-0 projection
is given by
P0(u)(a) = (1− uu∗)a(1 − u∗u), a ∈ A.
To prove that u is complete in A it is enough to show that P0(u) vanishes on all
the (associative) monomials in u and u∗. To this end, we will consider the formal
degree of such monomials in the obvious way (1 is the unique monomial of degree
0, monomials of degree 1 are u and u∗, monomials of degree 2 are u2, (u∗)2, uu∗
and u∗u etc.).
Since u is complete in N and 1, u, u∗ ∈ N , we deduce that P0(u) vanishes on
monomials of degree 0 or 1. Assume that n ∈ N and P0(u) vanishes on all the
monomials of degree at most n. Let a be a monomial of degree n+1. If a = un+1 or
a = (u∗)n+1, then a ∈ N , hence P0(u)(a) = 0. Otherwise there are two monomials
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b, c with deg(b) + deg(c) = n + 1 such that either a = buu∗c or a = bu∗uc. If the
first possibility takes place, then
P0(u)(a) = (1− uu∗)buu∗c(1− u∗u)
= (1− uu∗)bc(1− u∗u)− (1− uu∗)b(1− uu∗)c(1 − u∗u)
= P0(u)(bc)− (1− uu∗)bP0(u)(c) = 0
by the induction hypothesis. The second case is analogous. 
Lemma 6.3. Let M be a unital JB∗-algebra and u a complete tripotent in M . Let
N be the closed unital Jordan ∗-subalgbebra of M generated by u. Then there is
a unital Jordan ∗-monomorphism ψ : N → B(H), where H is a complex Hilbert
space, such that ψ(u)∗ψ(u) = 1.
Proof. By Lemma 6.2 we can assume that N is a unital JC∗-subalgebra of some C∗-
algebra A such that u is a complete tripotent in A as well. The desired conclusion
follows now from Lemma 6.1. 
6.3. Orders on tripotents. There is a natural partial order on tripotents which
we recall below. We start by analyzing a coarser ordering (see the subsequent
Proposition 6.5) which will be useful in the next section. We start by the following
easy lemma.
Lemma 6.4. Let M be a JB∗-triple, e ∈ M a tripotent and x ∈ Mj(e) for some
j ∈ {0, 1, 2}. Then the following assertions hold.
(a) The operators L(e, e) and L(x, x) commute.
(b) The operator L(x, x) commutes with the Peirce projections induced by e.
(c) If x is moreover a tripotent, then the Peirce projections induced by x commute
with the Peirce projections induced by e.
Proof. (a) Let j ∈ {0, 1, 2} be such that x ∈ Mj(e). It means that L(e, e)x = j2x.
By the Jordan identity we deduce that given any y ∈M we have
L(e, e)L(x, x)y = L(e, e) {x, x, y}
= {L(e, e)x, x, y} − {x, L(e, e)x, y}+ {x, x, L(e, e)y}
=
{
j
2
x, x, y
}
−
{
x,
j
2
x, y
}
+ {x, x, L(e, e)y} = L(x, x)L(e, e)y.
This completes the proof of (a). Assertions (b) and (c) follow from (a) using the
formulae for Peirce projections. 
Let us remark that statement (c) was already established by G. Horn in [40,
(1.10)]. The previous result and its proof are included here for completeness reasons.
A coarser ordering on the set of tripotents is considered in our next result.
Proposition 6.5. Let M be a JB∗-triple and e, u be two tripotents in M . The
following assertions are equivalent:
(1) u ∈M2(e);
(2) P2(u)P2(e) = P2(e)P2(u) = P2(u), P1(u)P1(e) = P1(e)P1(u) and P0(u)P0(e) =
P0(e)P0(u) = P0(e);
(3) M2(u) ⊆M2(e) and M0(e) ⊆M0(u);
(4) M2(u) ⊆M2(e).
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Proof. (1)⇒(2) Assume that u ∈ M2(e). By Lemma 6.4 the Peirce projections
induced by u commute with the Peirce projections induced by e. Further, given
x ∈M the Peirce rules (11) yield
{u, P1(e)x, u} = {u, P0(e)x, u} = 0,
thus
{u, x, u} = {u, P2(e)x, u} .
It follows that Q(u) = Q(u)P2(e), so
P2(u) = Q(u)
2 = Q(u)2P2(e) = P2(u)P2(e).
Let x ∈M0(e), another application of Peirce arithmetic yields
{u, u, x} ∈ {M2(e),M2(e),M0(e)} = {0},
so M0(e) ⊆M0(u), and hence P0(u)P0(e) = P0(e).
The implications (2)⇒(3)⇒(4)⇒(1) are obvious. 
Proposition 6.6. Let M be a JB∗-triple, and let e, u be two tripotents in M . The
following assertions are equivalent:
(1) u ∈M2(e) and e ∈M2(u);
(2) M2(e) =M2(u);
(3) The Peirce decompositions induced by e and u coincide (i.e., Mj(e) = Mj(u)
for all j = 0, 1, 2).
Proof. The implications (3)⇒(2)⇒(1) are obvious.
(1)⇒(3) Assume u ∈ M2(e) and e ∈ M2(u). It follows from Proposition 6.5
(the implication (1)⇒(2)) that P2(e) = P2(u) and P0(e) = P0(u). Hence also
P1(u) = P1(e). 
Proposition 6.7. Let M be a JB∗-triple, and let e, u be two tripotents in M . The
following assertions are equivalent:
(1) u ∈M0(e);
(2) e ∈M0(u);
(3) M2(u) ⊆M0(e) and M2(e) ⊆M0(u);
(4) P2(u)P0(e) = P0(e)P2(u) = P2(u) and P0(u)P2(e) = P2(e)P0(u) = P2(e).
Proof. (1)⇒(2) Assume u ∈ M0(e). Then {u, u, e} = {e, u, u} = 0 by the Peirce
arithmetics (note that e ∈M2(e) and u ∈M0(e)). Hence e ∈M0(u).
(2)⇒(1) follows by symmetry.
(1)⇒(4) Assume u ∈ M0(e). By the already proved implications we know that
also e ∈M0(u). It follows from Peirce arithmetic thatM2(u) ⊆M0(e) andM2(e) ⊆
M0(u). Therefore P2(u) = P0(e)P2(u) and P2(e) = P0(u)P2(e). Since, by Peirce
arithmetics, we also have {u,M2(e), u} = {u,M1(e), u} = {0}, and P2(u) = Q(u)2,
we deduce that P2(u)Pj(e) = 0, for j = 1, 2. Therefore, P2(u) = P2(u)P0(e), and
similarly P2(e) = P2(e)P0(u).
The implications (4)⇒(3)⇒(2) are obvious. 
Remark 6.8. Propositions 6.5 and 6.6 show that the Peirce subspace M2(e) de-
termines the whole Peirce decomposition. This is not the case for M0(e) as there
may exist complete tripotents with different Peirce decompositions.
20 J. HAMHALTER, O.F.K. KALENDA, A.M. PERALTA, AND H. PFITZNER
Tripotents u, e ∈M satisfying any of the equivalent conditions in Proposition 6.7
are called orthogonal (u ⊥ e in short). In particular, e ± u are again tripotents.
It is actually known that given two tripotents e, u ∈ M , then e ⊥ u if and only if
e± u is a tripotent (cf. [44, Lemma 3.6]).
We are now in position to recall the natural partial order on the set of tripo-
tents. If M is a JB∗-triple and e, u are two tripotents in M , we say that u ≤ e if
e− u is a tripotent orthogonal to u. This order is finer than the one derived from
Proposition 6.5 as can be seen from the last of the characterizations in the follow-
ing proposition (originally due to Y. Friedman and B. Russo [29, Corollary 1.7],
compare also [19, Proposition 1.2.43], [17, Corollary 5.10.56]).
Proposition 6.9. (essentially [29, Corollary 1.7]) Let M be a JB∗-triple and e, u ∈
M two tripotents. Then the following assertions are equivalent:
• u ≤ e;
• u = P2(u)e;
• u = {u, e, u};
• u is a projection in the JB∗-algebra M2(e);
• M2(u) is a JB∗-subalgebra of M2(e).
6.4. More on the Peirce-2 subspace. Our next result gathers some properties
of the Peirce-2 subspace associated with a tripotent. Most of the statements are
part of the folklore in the theory of JB∗-triples, we include here the properties and
basic references for completeness reasons.
Lemma 6.10. Let M be a JB∗-triple and let e ∈M be a tripotent. Consider M2(e)
equipped with its structure of JB∗-algebra.
(a) Assume that v ∈ M is a tripotent such that e ≤ v. Then for any a, b ∈ M we
have
P2(e) {a, b, v} = {P2(e)a, P2(e)b, e}+ {P1(e)a, P1(e)b, e} ,
P1(e) {a, b, v} = {P1(e)a, P2(e)b, e}+ {P0(e)a, P1(e)b, e}
+ {P2(e)a, P1(e)b, v − e}+ {P1(e)a, P0(e)b, v − e} ,
P0(e) {a, b, v} = {P0(e)a, P0(e)b, v − e}+ {P1(e)a, P1(e)b, v − e} ,
in particular
P2(e) {a, b, e} = {P2(e)a, P2(e)b, e}+ {P1(e)a, P1(e)b, e} ,
P1(e) {a, b, e} = {P1(e)a, P2(e)b, e}+ {P0(e)a, P1(e)b, e} ,
P0(e) {a, b, e} = 0.
(b) Assume j ∈ {1, 2} and a, b ∈Mj(e). Then
{a, b, e} ∈M2(e) and {a, b, e}∗ = {b, a, e} .
(c) Assume a, b ∈M2(e). Then a ◦ b∗ = {a, b, e}.
(d) If a ∈ M2(e) ∪M1(e), then {a, a, e} is a positive element of the JB∗-algebra
M2(e). Moreover, {a, a, e} = 0 if and only if a = 0.
Proof. Fix a tripotent v ∈ M with e ≤ v. Then P2(e)v = e, P1(e)v = 0, and
P0(e)v = v − e. Hence the Peirce arithmetic implies that, given x ∈ Mj(e) and
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y ∈Mk(e) for some j, k ∈ {0, 1, 2}, we have
(12) {x, y, e}

∈M2(e) if j = k = 2 or j = k = 1,
∈M1(e) if j = 1, k = 2 or j = 0, k = 1,
= 0 otherwise,
and
(13) {x, y, v − e}

∈M0(e) if j = k = 0 or j = k = 1,
∈M1(e) if j = 1, k = 0 or j = 2, k = 1,
= 0 otherwise.
Assertion (a) now follows from (12) and (13). Further, the first statement of asser-
tion (b) follows from (12). Let us continue by proving the second statement from
(b). We deduce from the Jordan identity, the definition of the involution in M2(e),
and the fact that {b, a, e} ∈M2(e), that
{b, a, e} = L(b, a)e = L(b, a) {e, e, e}
= {L(b, a)e, e, e} − {e, L(a, b)e, e}+ {e, e, L(b, a)e}
= 2L(e, e) {b, a, e} − (L(a, b)e)∗ = 2 {b, a, e} − {a, b, e}∗ .
(c) The Peirce-2 subspace M2(e) is a JB
∗-algebra, and hence it is a JB∗-triple
with respect to the triple product given by {a, b, c}1 = (a ◦ b∗) ◦ c + (c ◦ b∗) ◦
a − (a ◦ c) ◦ b∗. It is also a JB∗-triple with the triple product inherited from
M . Since the identity mapping from (M2(e), {., ., .}1) onto (M2(e), {., ., .}) is a
surjective isometry, it follows from Kaup’s Riemann mapping theorem (see [52,
Proposition 5.5] or [19, Theorem 3.1.7]) that {a, b, c}1 = {a, b, c}, for all a, b, c ∈
M2(e). Consequently, {a, b, e} = {a, b, e}1 = (a◦b∗)◦e+(e◦b∗)◦a−(a◦e)◦b∗ = a◦b∗,
because e is the unit of M2(e).
(d) If a ∈M2(e), then {a, a, e} = a ◦ a∗ by (c), hence the assertion follows from
Lemma 3.1(ii). The case a ∈ M1(e) is covered by [29, Lemma 1.5(b)], and both
cases (a ∈M1(e) and a ∈M2(e)) are fully studied in [63] (see also [16, Proposition
4.2.32]), where a simple proof based on the axioms of JB∗-triples can be found. 
When we combine the previous result with the properties of the functionals in the
dual space of a JB∗-triple we get additional properties. We recall that a functional
ϕ in the dual space of a JB∗-algebra M is called faithful if ϕ(a) = 0 for a ≥ 0
implies a = 0.
Lemma 6.11. Let M be a JB∗-triple and let e ∈M be a tripotent. Consider M2(e)
equipped with its structure of unital JB∗-algebra. Let ϕ ∈ M∗. Then the following
assertions hold:
(a) ‖ϕ ◦ (P2(e) + P0(e))‖ = ‖ϕ ◦ P2(e)‖+ ‖ϕ ◦ P0(e)‖.
Moreover, if ‖ϕ‖ = ϕ(e), then the following assertions are valid, too:
(b) ϕ = ϕ ◦ P2(e);
(c) ϕ|M2(e) is a positive linear functional on the JB∗-algebra M2(e);
(d) The mapping
(x, y) 7→ ϕ({x, y, e}), x, y ∈M,
is a positive semidefinite sesquilinear form on M , and if z ∈M is a norm-one
element satisfying ϕ(z) = ‖ϕ‖ then ϕ({x, y, e}) = ϕ({x, y, z}) for all x, y ∈M ;
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(e) The formula
‖x‖e,ϕ =
√
ϕ({x, x, e}), x ∈M
defines a pre-Hilbert seminorm on M which is zero on M0(e).
If moreover ϕ|M2(e) is faithful, then the kernel of ‖·‖e,ϕ is exactly M0(e).
Proof. Assertions (a) and (b) are proved in [29, Lemma 1.3(b) and Proposition
1(a)], compare also [17, Lemma 5.7.11, Fact 5.10.53].
(c) Since ‖ϕ‖ = ϕ(e) we also have ‖ϕ ◦ P2(e)‖ = ‖ϕ‖ =
∥∥ϕ|M2(e)∥∥ = ϕ|M2(e)(e).
Therefore ϕ|M2(e) is a positive functional on the JB∗-algebraM2(e) (cf. [36, Lemma
1.2.2] or [17, Lemma 5.10.2]).
(d) and (e) are consequences of (c), (b) and Lemma 6.10(a) and (d). They are
also explicitly proved in [6, Proposition 1.2] and [24, Lemma 4.1]. See also [17,
Proposition 5.10.60] for the JBW∗-case. 
7. Strong∗ topology and weakly compact sets
In the previous section we collected many results on projections and tripotents.
However, it may happen that there are no nontrivial projections or tripotents. For
example, the C∗-algebra C0(R) contains no nonzero projection or tripotent and in
the unital C∗-algebra C([0, 1]) the only projections are 0 and 1 and the only nonzero
tripotents are the unitary ones (which coincide with the continuous functions with
values in the unit circle). The situation is different in the dual case – in a von
Neumann algebra projections form a complete lattice and their linear span is norm-
dense, and, as we previously commented, any JBW∗-triple provides a rich supply
of tripotents (cf. [19, Theorem 3.2.3] or [16, Theorem 4.2.34]).
If M is a JBW∗-triple and u ∈M is a tripotent, then the Peirce projections are
weak∗-to-weak∗ continuous and the Peirce subspaces are weak∗-closed. This follows
from the separate weak∗-to-weak∗ continuity of the triple product and the explicit
formulae for the Peirce projections displayed in page 15. In particular, M2(u) is a
JBW∗-algebra.
7.1. Strong∗ topology on JBW∗-triples. Assume thatM is a JBW∗-triple and
ϕ ∈ M∗ \ {0}. By [29, Proposition 2] (see also [17, Proposition 5.10.57]) there is a
unique tripotent s(ϕ) ∈M , called the support tripotent of ϕ, such that
• ϕ = ϕ ◦ P2(s(ϕ)),
• ϕ|M2(s(ϕ)) is a faithful positive functional on the JBW∗-algebra M2(s(ϕ)).
Furthermore, ‖ϕ‖ = ϕ(s(ϕ)). According to the notation from Lemma 6.11, we set
‖·‖ϕ = ‖·‖s(ϕ),ϕ .
Note that ifM is a JBW∗-algebra (or even a von Neumann algebra) and ϕ ∈M∗
is a positive functional, then its support tripotent s(ϕ) is even a projection because
in such a case ϕ attains its norm at a positive element. Observe that in the latter
case the seminorm ‖·‖ϕ writes in the form
‖x‖ϕ =
√
ϕ {x, x, s(ϕ)} =
√
ϕ {x, x, 1} =
√
ϕ(x∗ ◦ x).
Introduced in [7], the strong∗ topology on M is the locally convex topology gen-
erated by the seminorms ‖·‖ϕ where ϕ runs in the set M∗ \ {0}. It should be noted
that in the original definition (see [7, Definition 3.1]) only norm-one functionals
are considered, but both definitions obviously give the same notion. Since each
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‖.‖ϕ is a preHilbertian seminorm, it follows from the Cauchy-Schwarz inequality
(cf. 6.11(d)) and the properties of the support tripotent that, with x2 = P2(s(ϕ))x,
|ϕ(x)| = |ϕ(x2)| = |ϕ(x2 ◦s(ϕ) s(ϕ))| = |ϕ({x2, s(ϕ), s(ϕ)})|
6.10
= |ϕ(P2(s(ϕ)){x, s(ϕ), s(ϕ)})| = |ϕ {x, s(ϕ), s(ϕ)} |
≤ ‖x‖ϕ ‖s(ϕ)‖ϕ =
√
‖ϕ‖ ‖x‖ϕ, x ∈M,ϕ ∈M∗ \ {0}.
Consequently, the strong∗ topology is stronger than the weak∗ topology.
Given ϕ1, . . . , ϕn ∈M∗, we shall write ‖.‖ϕ1,...,ϕn for the seminorm onM defined
by
‖x‖2ϕ1,...,ϕn :=
n∑
k=1
‖x‖2ϕk (x ∈M).
The following lemma summarizes some known properties of the strong∗ topology.
Lemma 7.1. Let M be a JBW∗-triple.
(a) If M is even a JBW∗-algebra, then the strong∗ topology on M coincides with
the algebra strong∗ topology, i.e., with the locally convex topology generated by
seminorms
x 7→
√
ϕ(x∗ ◦ x), ϕ ∈M∗, ϕ ≥ 0;
(b) If N is a weak∗ closed subtriple of M , then the strong∗ topology of N coincides
with the restriction to N of the strong∗ topology of M ;
(c) If M is even a von Neumann algebra (embedded to some B(H)), the strong∗
topology coincides on bounded sets with the locally convex topology generated by
the seminorms
x 7→ ‖xξ‖+ ‖x∗ξ‖ , ξ ∈ H ;
(d) A linear functional ϕ : M → C is strong∗ continuous if and only if it is weak∗
continuous. Furthermore a linear mapping between JBW∗-triples is strong∗-to-
strong∗ continuous if and only if it is weak∗-to-weak∗ continuous. In particular,
the Peirce projections associated with a tripotent are strong∗-to-strong∗ contin-
uous;
(e) If s(ϕ) is complete, then ‖x‖ϕ is a norm on M .
Proof. Assertion (a) is proved in [68, Proposition 3], while (b) is established in [14,
COROLLARY].
Let us justify assertion (c). In [77, Definition II.2.3] the name σ-strong∗ operator
topology is used for the algebra strong∗ topology in B(H). By [77, Lemma II.2.5(iii)]
this topology coincides on bounded sets with the topology generated by the given
seminorms. Hence we can conclude by applying (a) and (b).
Statement (d) is proved in [65, Corollary 9] and [68, Corollary 3] and the com-
ments before [65, Theorem 9].
(e) If s(ϕ) is a complete tripotent, then M0(s(ϕ)) = {0}, thus the statement
follows from Lemma 6.11(e). 
The description of the strong∗ topology is closely related to σ-finite projections
and tripotents. Recall that a projection p in a JBW∗-algebra is called σ-finite if
any family of pairwise orthogonal smaller nonzero projections is at most countable.
If the unit of a JBW∗-algebra is σ-finite, the respective algebra is called σ-finite.
The classical definitions in von Neumann algebras are exactly the same. Let us note
24 J. HAMHALTER, O.F.K. KALENDA, A.M. PERALTA, AND H. PFITZNER
that some authors also employ the term countably decomposable to refer to σ-finite
projections in a von Neumann algebra (cf. [72, Definition 2.1.8] or [49, Definition
5.5.14]).
Similarly, a tripotent u in a JBW∗-triple is σ-finite if any family of pairwise
orthogonal nonzero smaller tripotents is at most countable. A JBW∗-triple is itself
called σ-finite if it admits a σ-finite complete tripotent (cf. [24, §3]). The next
result gathers some basic facts on σ-finite tripotents.
Let us recall a couple of notions. A subspace I of a JB∗-triple E is an inner ideal
if {I, E, I} ⊆ I. Every inner ideal of E is a subtriple.
Given a norm-one element a in a JBW∗-tripleM , there exists a smallest tripotent
e ∈ M satisfying that a is a positive element in the JBW∗-algebra M2(e), this
tripotent is called the range tripotent of a, and it will be denoted by r(a) (see,
for example, [23, comments before Lemma 3.1]). For a non-zero element b ∈ M ,
the range tripotent of b, r(b), is defined as the range tripotent of b‖b‖ and we set
r(0) = 0. It follows from the same reference that if M is a JBW∗-algebra and x
is a non-zero positive element, then r(x) is a projection and it coincides with the
range projection in [36, Lemma 4.2.6].
Lemma 7.2. (a) Let u be a tripotent in a JBW∗-triple M . Then u is σ-finite if
and only if u = s(ϕ) for some norm-one functional ϕ ∈M∗;
(b) Let M be a JBW∗-algebra and p ∈M a projection. Then p is a σ-finite projec-
tion if and only if it is a σ-finite tripotent;
(c) Let M be a JBW∗-algebra and p ∈ M a projection. Then p is σ-finite if and
only if p = s(ϕ) for some normal state (i.e., a positive norm-one functional)
ϕ ∈M∗;
(d) Let M be a JBW∗-algebra and e ∈ M a σ-finite tripotent. Then there is a
σ-finite projection p ∈M such that e ∈M2(p).
Proof. Assertion (a) is proved in [24, Theorem 3.2]. Statement (b) follows from the
fact that any projection is also a tripotent, and from the property that a tripotent
u is smaller than or equal to a projection p if and only if u is a projection and u ≤ p
(cf. Proposition 6.9).
Statement (c) is a consequence of (a).
(d) Let us consider the sets
S = {x ∈M : ∃p ∈M a σ-finite projection such that x ∈M2(p)},
Mσ = {x ∈M : ∃u ∈M a σ-finite tripotent such that x ∈M2(u)}.
Clearly S ⊆Mσ. By [11, page 667 and Theorems 4.1 and 5.1] we haveMσ = {x ∈
M : r(x) is σ-finite} is (a 1-norming Σ-subspace and) a norm-closed inner ideal of
M = (M∗)
∗ (see the quoted paper for definitions). Since M is a JBW∗-algebra, we
get Mσ ◦Mσ = {Mσ, 1,Mσ} ⊆Mσ, and hence Mσ is a Jordan subalgebra of M .
It can be seen easily that a tripotent u ∈ M is σ-finite if and only if u∗ is,
therefore M∗σ ⊆ Mσ, and hence M∗σ = Mσ is a norm-closed JB∗-subalgebra of M,
which is also hereditary in the Jordan terminology, that is, if 0 ≤ a ≤ b in M with
b ∈Mσ, then a ∈Mσ.
Let a = h+ ik be an element in Mσ, where h, k ∈ (Mσ)sa. The elements h2, k2
are positive and belong to Mσ, thus h
2 + k2 ∈ Mσ. Therefore, the range tripotent
p = r(h2+k2) is a σ-finite projection inM . Clearly, h2, k2 ≤ h2+k2 ∈M2(p) ⊆Mσ,
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and consequently, h, k ∈M2(p), which implies that p◦h = h and p◦k = k. Therefore
{p, p, a} = p ◦ a = a as desired. 
Lemme 2 in Appendice 6 in [43] offers a sufficient condition to guarantee the
metrizability of the strong∗ topology on the bounded subsets of a JBW-algebra.
We shall next adapt the result to JBW∗-algebras.
Lemma 7.3. Let M be a σ-finite JBW∗-algebra.
(a) M admits a faithful normal state;
(b) Let ϕ be a faithful normal state on M . Then the topology induced by the norm
x 7→
√
ϕ(x∗ ◦ x) = ‖x‖ϕ, x ∈M,
coincides with the strong∗ topology on bounded sets.
Proof. (a) Since 1 is a σ-finite projection, by Lemma 7.2(c) there is a positive norm-
one functional ϕ ∈ M∗ (i.e., a normal state) such that s(ϕ) = 1. It follows that ϕ
is faithful.
(b) We know that Msa is a JBW-algebra and a real JBW
∗-subtriple of M , and
that ϕ|Msa is a faithful normal state on Msa. [43, Appendice 6, Lemme 2] implies
that the strong∗ topology on the closed unit ball ofMsa is metrized by the seminorm
‖x‖2ϕ = ϕ(x◦x) = ϕ(x2), x ∈Msa. Let (aλ)λ be a net in BM , and a ∈ BM such that
‖aλ − a‖ϕ → 0. If we write aλ = hλ + ikλ and a = h+ ik with hλ, kλ, h, k ∈ BMsa ,
then we get the inequalities
ϕ((hλ − h)2), ϕ((kλ − k)2) ≤ ϕ((hλ − h)2 + (kλ − k)2) = ‖aλ − a‖2ϕ.
Therefore, (hλ)λ → h and (kλ)λ → k in the strong∗ topology of Msa, and by [14,
COROLLARY] they also converge to the same limits with respect to the strong∗
topology of M , and consequently, (aλ)λ → a in the strong∗ topology of M . 
The previous lemma says, in particular, that the strong∗ topology is metrizable
on bounded sets of a σ-finite JBW∗-algebra. The analogous statement for von
Neumann algebras is proved already in [77, Proposition III.5.3]. The analogy for
JBW∗-triples fails, as we will explain below (see Example 9.1).
We continue now with a lemma characterizing strong∗ convergence of bounded
positive nets.
Lemma 7.4. Let (xν) be a bounded net of positive elements in a JBW
∗-algebra M .
Then the following assertions are equivalent.
(1) xν
strong∗−→ 0;
(2) ϕ(xν )→ 0 for each positive ϕ ∈M∗;
(3) xν
weak∗−→ 0.
Proof. The implication (1) ⇒ (3) follows from the fact that the strong∗ topology
is stronger than the weak∗ one, and (3)⇒ (2) is trivial.
(2)⇒(1): By Lemma 7.1(a) the net (xν ) strong∗ converges to zero if and only if
for any positive ϕ ∈ M∗ we have ϕ(x2ν) → 0. Now the double inequality 0 ≤ x2ν ≤
‖xν‖xν proves the implication (2)⇒(1). 
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7.2. Order on seminorms generating the strong∗ topology. To describe the
strong∗ topology it is not necessary (in some cases) to use all the defining seminorms.
This is witnessed by Lemma 7.1(a) and, on bounded sets, by Lemma 7.3. In this
section we investigate this feature in detail. A key result is the following proposition
relating the order on seminorms with the order from Proposition 6.5.
Proposition 7.5. Let M be a JBW∗-triple and ϕ, ψ ∈M∗ \ {0}.
(i) Assume s(ψ) ∈M2(s(ϕ)) (or, equivalently, M2(s(ψ)) ⊆M2(s(ϕ))). Then the
seminorm ‖·‖ψ is weaker than the seminorm ‖·‖ϕ on bounded sets.
(ii) Assume M2(s(ψ)) $ M2(s(ϕ)). Then on BM , the seminorm ‖·‖ψ is strictly
weaker than the seminorm ‖·‖ϕ.
To prove this proposition we will need some lemmata. The first lemma char-
acterizes convergence of sequences in a fixed seminorm. Note that the same char-
acterization applies to nets, but since we are comparing seminorms, sequences are
enough.
Lemma 7.6. Let M be a JBW∗-triple and ϕ ∈ M∗ \ {0}. Let e = s(ϕ) and let
(an) be a bounded sequence in M . Then the following assertions are equivalent:
(1) ‖an‖ϕ → 0;
(2) {P2(e)(an), P2(e)(an), e} strong
∗
−→ 0 and {P1(e)(an), P1(e)(an), e} strong
∗
−→ 0;
(3) {P2(e)(an), P2(e)(an), e} weak
∗
−→ 0 and {P1(e)(an), P1(e)(an), e} weak
∗
−→ 0;
(4) {P2(e)(an), P2(e)(an), e}+ {P1(e)(an), P1(e)(an), e} weak
∗
−→ 0.
Proof. First notice, that it does not matter whether the convergence is considered
in the JBW∗-triple M or in the JBW∗-algebra M2(e) (cf. [14, COROLLARY]).
The strong∗ case follows from Lemma 7.1(a), (b), the weak∗ case is obvious.
(1)⇒ (2) Assume that ‖an‖ϕ → 0, i.e., ϕ({an, an, e})→ 0. Since ϕ = ϕ ◦P2(e),
by Lemma 6.10(a) we have
ϕ({an, an, e}) = ϕ({P2(e)(an), P2(e)(an), e}+ {P1(e)(an), P1(e)(an), e}).
We actually know that the elements
wn = {P2(e)(an), P2(e)(an), e} and zn = {P1(e)(an), P1(e)(an), e}
are positive in the JBW∗-algebra M2(e) by Lemma 6.10(d). Note that 0 ≤ w2n ≤
‖wn‖ · wn. Since the sequence (wn) is bounded, we deduce ϕ(w2n) → 0, hence
wn
strong∗−→ 0 by Lemma 7.3(b). Similarly we get zn strong
∗
−→ 0.
(2)⇒ (3) This is clear, as the weak∗ topology is weaker than the strong∗ one.
(3)⇒ (4) This follows by the linearity of the weak∗ topology.
(4)⇒ (1) This follows from the fact that
‖an‖2ϕ = ϕ({P2(e)(an), P2(e)(an), e}+ {P1(e)(an), P1(e)(an), e}).

The following lemma, together with the preceding one, provides a proof of as-
sertion (i) of Proposition 7.5.
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Lemma 7.7. Let M be a JBW∗-triple and p, u ∈M tripotents such that u ∈M2(p).
Then for any bounded sequence (an) in M we have
{P2(p)(an), P2(p)(an), p}+ {P1(p)(an), P1(p)(an), p} weak
∗
−→ 0
=⇒ {P2(u)(an), P2(u)(an), u}+ {P1(u)(an), P1(u)(an), u} weak
∗
−→ 0.
Proof. Let us start by noticing that we can identify M with a JB∗-subtriple of a
unital JB∗-algebra B in such a way that p is a projection in B. This is proved in
the first paragraph of the proof of [15, Proposition 2.4] (using [30, Corollary 1] and
[15, Lemma 2.3]). (Note that B can be assumed to be a JBW∗-algebra – just pass
to B∗∗.)
Let us consider the bounded linear mapping G : B → B2(u) defined by
G(x) = P2(u)(x ◦ u), (x ∈ B).
Further, observe that for any x ∈ B we have
{x, x, u}+ {x∗, x∗, u} = (x ◦ x∗) ◦ u+ (x∗ ◦ u) ◦ x− (x ◦ u) ◦ x∗
+ (x ◦ x∗) ◦ u+ (u ◦ x) ◦ x∗ − (x∗ ◦ u) ◦ x
= 2(x ◦ x∗) ◦ u,
thus
P2(u)({x, x, u}+ {x∗, x∗, u}) = 2P2(u)((x ◦ x∗) ◦ u)
= 2G(x ◦ x∗) = 2G({x, x, 1}).
Further, given any x ∈ B, we have
P2(p)({x, x, 1} ◦ u) = P2(p) {{x, x, 1} , 1, u}
= {P2(p) {x, x, 1} , P2(p)(1), u}+ {P1(p) {x, x, 1} , P1(p)(1), u}
= {P2(p) {x, x, 1} , p, u} = {P2(p) {x, x, 1} , 1, u}
= (P2(p) {x, x, 1}) ◦ u = (P2(p) {x, x, p}) ◦ u.
Indeed, the first equality is obvious, the second one follows from Peirce arithmetic
as u ∈M2(p) ⊆ B2(p). In the third equality we use the facts that P2(p)(1) = p and
P1(p)(1) = 0. The fourth equality follows by Peirce arithmetic using the fact that
1− p ∈ B0(p), and thus 1 − p ⊥ u. The fifth equality is obvious and the sixth one
follows from Lemma 6.10(a).
Thus, for each x ∈ B we have
G({x, x, 1}) = P2(u)({x, x, 1} ◦ u) 6.5(2)= P2(u)P2(p)({x, x, 1} ◦ u)
= P2(u)((P2(p) {x, x, p}) ◦ u) = G(P2(p) {x, x, p}),
so
P2(u)({x, x, u}+ {x∗, x∗, u}) = 2G(P2(p) {x, x, p}).
Let us check what happens in M . If x ∈M , then
G(x) = P2(u)(x ◦ u) = P2(u)P2(p) {x, 1, u}
= P2(u)({P2(p)(x), P2(p)(1), u}+ {P1(p)(x), P1(p)(1), u})
= P2(u) {P2(p)x, p, u} .
It follows that G maps M into P2(u)(M) = M2(u) and, moreover, G restricted to
M is weak∗-to-weak∗ continuous.
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So, assume (an) is a bounded sequence in M such that
{P2(p)(an), P2(p)(an), p}+ {P1(p)(an), P1(p)(an), p} weak
∗
−→ 0,
equivalently,
P2(p) {an, an, p} weak
∗
−→ 0.
Since this sequence lives in M , using weak∗-to-weak∗ continuity of G we get
G(P2(p) {an, an, p}) weak
∗
−→ 0,
and this sequence is contained in M2(u). Note that by the above calculation and
Lemma 6.10(a) we have
G(P2(p) {an, an, p}) = 1
2
P2(u)({an, an, u}+ {a∗n, a∗n, u})
=
1
2
(
{P2(u)(an), P2(u)(an), u}+ {P1(u)(an), P1(u)(an), u}
+ {P2(u)(a∗n), P2(u)(a∗n), u}+ {P1(u)(a∗n), P1(u)(a∗n), u}
)
.
Moreover, all the four summands in the right hand side are positive elements in the
JB∗-algebraB2(u) by Lemma 6.10(d), hence their sum is positive as well. Moreover,
the sum belongs to M2(u) and the first two summands as well, and thus
{P2(u)(a∗n), P2(u)(a∗n), u}+ {P1(u)(a∗n), P1(u)(a∗n), u} ∈M2(u),
too. Since
0 ≤ {P2(u)(an), P2(u)(an), u}+ {P1(u)(an), P1(u)(an), u}
≤ {P2(u)(an), P2(u)(an), u}+ {P1(u)(an), P1(u)(an), u}
+ {P2(u)(a∗n), P2(u)(a∗n), u}+ {P1(u)(a∗n), P1(u)(a∗n), u} ,
the equivalence (2)⇔ (3) in Lemma 7.4(2) shows that
{P2(u)(an), P2(u)(an), u}+ {P1(u)(an), P1(u)(an), u} weak
∗
−→ 0,
which completes the proof. 
The following lemma together with Lemma 7.6 provides the proof for assertion
(ii) in Proposition 7.5.
Lemma 7.8. Let M be a JBW∗-triple and e, u ∈ M two tripotents such that
M2(u) $M2(e). Then there is a bounded sequence (an) in M such that
{P2(u)(an), P2(u)(an), u} strong
∗
−→ 0 and {P1(u)(an), P1(u)(an), u} strong
∗
−→ 0
but
{P2(e)(an), P2(e)(an), e}+ {P1(e)(an), P1(e)(an), e}
strong∗
6−→ 0.
Proof. If M0(u) ∩M2(e) contains a nonzero element a, then
{P2(u)(a), P2(u)(a), u} = {P1(u)(a), P1(u)(a), u} = 0
but
{P2(e)(a), P2(e)(a), e} + {P1(e)(a), P1(e)(a), e} = {a, a, e} 6= 0
by Lemma 6.10(d). It follows that the constant sequence an = a works.
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Next assume that M0(u) ∩M2(e) is trivial, hence u is a complete tripotent in
M2(e). Since M2(e) is a JBW
∗-algebra, by Lemma 7.1(b) it is enough to consider
the case in whichM =M2(e). We shall therefore assume thatM is a JBW
∗-algebra,
e = 1 and u ∈M is a complete non-unitary tripotent.
Let N denote the unital JB∗-subalgebra of M generated by u. By Lemma 6.3
we can assume without loss of generality that N is a JB∗-subalgebra of B(H) for
a suitable complex Hilbert space H and, moreover, u∗u = 1 in B(H). Since u is
not unitary, necessarily uu∗ 6= 1.
Set q = uu∗. Then q is a projection in B(H). Moreover, q ∈ N , as
q = uu∗ = uu∗ + u∗u− 1 = 2u ◦ u∗ − 1.
Let us define a sequence in N by x0 = 1 − q and xn = xn−1 ◦ u∗ for n ∈ N. We
claim that
xn = 2
−n(1 − q)(u∗)n, n ∈ N ∪ {0}.
Indeed, for n = 0 the equality holds. Assume that n ∈ N and the equality holds for
n− 1. Then
xn = xn−1 ◦ u∗ = 1
2
(xn−1u
∗ + u∗xn−1) = 2
−n((1 − q)(u∗)n + u∗(1− q)(u∗)n−1)
= 2−n(1− q)(u∗)n,
as obviously u∗(1 − q) = 0.
Set an = 2
nxn = (1−q)(u∗)n. Then (an) is a bounded sequence in N , and hence
in M . Further,
{an, an, 1} = an ◦ a∗n =
1
2
(ana
∗
n + a
∗
nan)
=
1
2
(un(1− q)(u∗)n + (1− q)(u∗)nun(1− q))
=
1
2
(un(1− q)(u∗)n + (1− q))
as u∗u = 1. Therefore,
{an, an, 1} ≥ 1− q,
and it then follows from Lemma 7.4 that {an, an, 1} does not converge to zero in
the strong∗ topology.
Further, observe that q = P2(u)(1), hence q ∈ M2(u) and 1 − q ∈ M1(u). We
claim that xn ∈M1(u) for every n ∈ N ∪ {0}. The case, n = 0 is clear. The Peirce
arithmetic yields by the induction hypothesis that
xn = xn−1 ◦ u∗ = {xn−1, u, 1} = {xn−1, u, q}+ {xn−1, u, 1− q}
= {xn−1, u, q} ∈M1(u),
where we used that {xn−1, u, 1− q} ∈ M0(u) = {0}. So an ∈ M1(u) for each
n ∈ N ∪ {0} as well. It follows by Lemma 6.10(a) that
P2(u) {an, an, u} = {an, an, u} = 1
2
(ana
∗
nu+ ua
∗
nan)
=
1
2
((1− q)(u∗)nun(1− q)u+ uun(1 − q)(1− q)(u∗)n)
=
1
2
un+1(1 − q)(u∗)n
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as (1 − q)u = 0. We shall show that the sequence 12un+1(1 − q)(u∗)n strong∗
converges to zero.
To this end note that un is a partial isometry for each n ∈ N and, moreover,
(un)∗un = 1. Thus its final projection qn = u
n(un)∗ belongs to N . Let
Y =
⋃
n∈N
ker((un)∗).
Then Y is a closed subspace of H , and lim
n
(u∗)n(ξ) = 0 for each ξ ∈ Y .
Furthermore,
Y ⊥ =
⋂
n∈N
(ker((un)∗))⊥ =
⋂
n∈N
(ker qn)
⊥ =
⋂
n∈N
qn(H).
Thus for any ξ ∈ Y ⊥ and n ∈ N we have ξ = qn(ξ) and so
(1 − q)(u∗)n(ξ) = (1− q)(u∗)nqn+1(ξ) = (1− q)(u∗)nun+1(u∗)n+1(ξ)
= (1− q)u(u∗)n+1(ξ) = (1− q)q(u∗)n(ξ) = 0.
It follows that the sequence (1 − q)(u∗)n SOT converges to zero, hence clearly
(12u
n+1(1− q)(u∗)n) strong∗ converges to zero. This completes the proof. 
7.3. Weakly compact sets in the predual of a JBW∗-triple. There is a
close connection of the strong∗ topology, the generating seminorms and the weakly
compact subsets of the predual. It is witnessed, for example, by the following
proposition which is proved in [69, Theorem D.21], see also [17, Theorem 5.10.138].
Proposition 7.9. Let M be a JBW∗-triple. The strong∗ topology on bounded
subsets of M coincides with the Mackey topology (i.e., with the topology of uniform
convergence on weakly compact subsets of M∗).
We shall analyze the relationship in more detail in the following lemma.
Lemma 7.10. Assume that M is a JBW∗-triple, e ∈M is a tripotent, and ϕ ∈M∗
satisfies ‖ϕ‖ = ϕ(e). Define the mapping Φ = Φe,ϕ :M →M∗ by
Φ(a)(x) = ϕ({x, a, e}), x ∈M,a ∈M.
(a) Φ is a conjugate linear mapping of M into M∗ which is moreover weak
∗-to-weak
continuous and ‖Φ‖ ≤ ‖ϕ‖;
(b) Set K = K(e, ϕ) = Φ(BM ) ⊆ ‖ϕ‖ BM∗ . Then K is an absolutely convex weakly
compact subset of M∗;
(c) Let a ∈M be arbitrary. Then
sup{|ψ(a)| ; ψ ∈ K} = ‖Φ(a)‖ ;
(d) For each x ∈ BM we have
‖x‖2e,ϕ ≤ ‖Φ(x)‖ ≤
√
‖ϕ‖ · ‖x‖e,ϕ .
In particular, the topologies induced by the seminorms ‖·‖e,ϕ and ‖Φ(·)‖ coin-
cide on BM .
Proof. (a) The mapping
(x, y) 7→ ϕ({x, y, e}), x, y ∈M,
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is a separately weak∗-continuous sesquilinear form onM (cf. Lemma 6.11). Indeed,
the separate weak∗ continuity follows from the assumption ϕ ∈ M∗ together with
the separate weak∗-to-weak∗ continuity of the Jordan product.
It follows that for each a ∈ M its image Φ(a) is a weak∗ continuous linear
functional on M , hence Φ(a) ∈ M∗. Further, Φ is clearly conjugate linear. The
estimate of the norm is immediate from the inequality ‖{x, y, z}‖ ≤ ‖x‖ ‖y‖ ‖z‖
(x, y, z ∈M) [30, Corollary 3], [16, Corollary 4.1.114]. Finally, Φ is weak∗-to-weak
continuous because for each x ∈ (M∗)∗ =M the mapping
a 7→ Φ(a)(x) = ϕ({x, a, e})
is weak∗ continuous on M .
(b) This follows from (a) as BM is weak
∗ compact and absolutely convex.
(c) Let us compute:
sup{|ψ(a)| ; ψ ∈ K} = sup{|Φ(x)(a)| ; x ∈ BM} = sup{|ϕ({a, x, e})| ; x ∈ BM}
= sup{
∣∣∣ϕ({x, a, e})∣∣∣ ; x ∈ BM} = sup{∣∣∣Φ(a)(x)∣∣∣ ; x ∈ BM}
= ‖Φ(a)‖ ,
where we used that the sesquilinear form from the proof of (a) is hermitian (because
it is even positive semidefinite by Lemma 6.11(d)).
(d) Fix any x ∈ BM . Then
‖x‖2e,ϕ = ϕ({x, x, e}) = Φ(x)(x) ≤ ‖Φ(x)‖ ,
which proves the first inequality. Further, for any y ∈ BM , by the Cauchy-Schwarz
inequality, we have
|Φ(x)(y)| = |ϕ({y, x, e})| ≤ ‖x‖e,ϕ · ‖y‖e,ϕ ≤ ‖x‖e,ϕ ·
√
‖Φ(y)‖ ≤
√
‖ϕ‖ · ‖x‖e,ϕ .
This proves the second inequality. The ‘in particular part’then follows immediately.

If ϕ ∈M∗ \ {0}, we set
Φϕ = Φs(ϕ),ϕ, K(ϕ) = K(s(ϕ), ϕ), ‖·‖Kϕ = ‖Φϕ(·)‖ ,
where we use the notation from the previous lemma.
We can next state a characterization of relatively weakly compact subsets in the
predual of a JBW∗-triple.
Proposition 7.11. Let M be a JBW∗-triple. Let A ⊆ M∗ \ {0} be such that the
topology on M generated by the family {‖·‖ϕ : ϕ ∈ A} coincides on bounded sets
with the strong∗ topology. Then the following assertions are satisfied.
(a) Let L ⊆M∗ be a weakly compact subset and ε > 0. Then there are ϕ1, . . . , ϕk ∈
A and n ∈ N such that
L ⊆ n · conv(K(ϕ1) ∪ · · · ∪K(ϕk)) + εBM∗ ;
(b) Assume moreover that the family {M2(s(ϕ)); ϕ ∈ A} is up-directed by inclu-
sion. Then for any weakly compact set L ⊆M∗ and any ε > 0 there are ϕ ∈ A
and n ∈ N such that L ⊆ nK(ϕ) + εBM∗ .
In particular, the assumption is satisfied if
∀ψ ∈M∗ \ {0}, ∃ϕ ∈ A : s(ψ) ∈M2(s(ϕ)).
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Proof. (a) We may assume that 0 < ε ≤ 1. We will use the following notation. For
a bounded set D ⊆M∗ denote by qD the seminorm on M defined by
qD(x) = sup{|ϕ(x)| ; ϕ ∈ D}.
Then qL is a Mackey continuous seminorm onM , so qL|BM is strong∗ continuous by
Proposition 7.9. The assumption together with Lemma 7.10(d) yields the existence
of ϕ1, . . . , ϕk ∈ A and a natural number m such that for δ = 1m > 0 we have
{x ∈ BM ; ‖x‖Kϕj ≤ δ for j = 1, . . . , k} ⊆ {x ∈ BM ; qL(x) ≤ ε},
hence
{x ∈ BM ; ‖x‖Kϕj ≤ δ for j = 1, . . . , k}◦ ⊃ {x ∈ BM ; qL(x) ≤ ε}◦.
Clearly
{x ∈ BM ; qL(x) ≤ ε}◦ ⊃ 1
ε
L.
Further, by Lemma 7.10(c) we have ‖·‖Kϕ = qK(ϕ) for any ϕ ∈ A, hence
{x ∈ BM ; ‖x‖Kϕj ≤ δ for j = 1, . . . , k}◦ =
BM ∩ ⋂
j≤k
{x ∈M ; qK(ϕj)(x) ≤ δ}

◦
=
BM ∩ ⋂
j≤k
(
1
δ
K(ϕj)
)◦
◦
=
BM∗ ∪ 1δ ⋃
j≤k
K(ϕj)
◦
◦
⊆ 1
δ
conv(K(ϕ1) ∪ · · · ∪K(ϕk)) +BM∗ .
It follows that
L ⊆ ε
δ
conv(K(ϕ1) ∪ · · · ∪K(ϕk)) + εBM∗
⊆ m · conv(K(ϕ1) ∪ · · · ∪K(ϕk)) + 2εBM∗ ,
which completes the proof.
(b) We proceed in the same way as in the proof of (a). We find ϕ1, . . . , ϕk and δ.
The assumption then yields ϕ ∈ A such that M2(s(ϕ)) contains s(ϕ1), . . . , s(ϕk).
By Proposition 7.5(i) and Lemma 7.10(d) we get some η > 0 such that
{x ∈ BM ; ‖x‖Kϕ ≤ η} ⊆ {x ∈ BM ; ‖x‖Kϕj ≤ δ for j = 1, . . . , k}
⊆ {x ∈ BM ; qL(x) ≤ ε}.
The arguments in the second part of the proof of (a) complete the proof here.
The ‘in particular’ statement concerning the family {‖·‖ϕ : ϕ ∈ A} follows from
Proposition 7.5(i). 
8. Proof of the main result
In this section we provide a proof of Theorem 4.1. We begin with a technical
lemma.
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Lemma 8.1. Let M be a JBW∗-algebra and let (pn) be an increasing sequence of
projections in M with supremum p. Then for any bounded sequence (ak) in M we
have
strong∗- lim
k
P2(p) {ak, ak, p} = 0⇔ ∀n ∈ N, strong∗- lim
k
P2(pn) {ak, ak, pn} = 0.
Proof. (⇒) Fix n ∈ N. By Lemma 6.10(a) we have
P2(pn){ak, ak, pn} = P2(pn){ak, ak, p} = P2(pn)P2(p){ak, ak, p}.
Thus we can conclude by the strong∗-to-strong∗ continuity of P2(pn).
(⇐) Arguing by contradiction, we assume that (ak) is a bounded sequence in M
such that
∀n ∈ N : strong∗- lim
k
P2(pn) {ak, ak, pn} = 0
but P2(p) {ak, ak, p}
strong∗
6−→ 0. We may assume, without loss of generality that
(ak) ⊆ BM . Since
P2(p) {ak, ak, p} = {P2(p)(ak), P2(p)(ak), p}+ {P1(p)(ak), P1(p)(ak), p}
is a positive element of M (by Lemma 6.10(a),(d)), there is, due to Lemma 7.4,
a positive norm-one functional ϕ ∈ M∗ (i.e., a normal state on M) such that
ϕ(P2(p) {ak, ak, p}) 6→ 0. Up to passing to a subsequence we may assume that
there is some c > 0 such that
ϕ(P2(p) {ak, ak, p}) > c, for all k ∈ N.
By [10, Lemma 3.2] there is some m ∈ N with ‖P2(p)∗ϕ− P2(pm)∗ϕ‖ < c2 . Then
ϕ(P2(pm) {ak, ak, pm}) = ϕ(P2(pm) {ak, ak, p})
> c+ ϕ(P2(pm) {ak, ak, p})− ϕ(P2(p) {ak, ak, p})
= c+ P2(pm)
∗ϕ {ak, ak, p} − P2(p)∗ϕ {ak, ak, p}
≥ c− ‖P2(pm)∗ϕ− P2(p)∗ϕ‖ > c
2
for all k ∈ N. Thus, Lemma 7.4 implies that (P2(pm) {ak, ak, pm})k
strong∗
6−→ 0,
leading to a contradiction. 
Lemma 8.2. Let M be a σ-finite JBW∗-algebra and let (ϕn) be a sequence of
nonzero positive functionals in M∗ such that their support projections s(ϕn) form
an increasing sequence with supremum 1. Then the strong∗ topology on bounded
subsets of M coincides with the topology generated by the seminorms ‖·‖ϕn, n ∈ N.
Proof. Since M is σ-finite, there exists a normal state ϕ ∈ M∗ with s(ϕ) = 1 and,
moreover, the norm ‖·‖ϕ generates the strong∗ topology on bounded sets of M (cf.
Lemma 7.3). Hence we can conclude using Lemmata 7.6 and 8.1. 
Lemma 8.3. Let M be a JBW∗-algebra and A ⊆M∗ a bounded set. Then there is
a countable set B ⊆ A such that ω(B′) = ω(A) for any B′ ⊆ B infinite.
Proof. For any σ-finite projection p ∈M , the Peirce-2 subspace M2(p) is a σ-finite
JBW∗-algebra, hence by Lemma 7.3 we can fix a faithful normal state ωp onM2(p).
Let us set ϕp = ωp ◦P2(p). Then ϕp is a normal positive functional onM such that
‖ϕp‖ = ϕp(p) = 1 and ϕp|M2(p) is faithful.
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Let Φp = Φp,ϕp using the notation from Lemma 7.10. Let Kp = K(p, ϕp) =
Φp(BM ). Then Kp is a weakly compact set in M∗ (by Lemma 7.10(b)).
Let A ⊆ M∗ be a bounded set such that c = ω(A) > 0. Let us construct, by
induction, two sequences (γn) ⊆ A and (pn) ⊆M such that
(i) ‖γ1‖ > c− 1;
(ii) pn is a σ-finite projection such that γn = γn ◦ P2(pn);
(iii) pn ≥ pk for k < n;
(iv) dist(γn+1, n conv(Kp1 ∪ · · · ∪Kpn)) > c− 1n+1 .
This construction can be done by just applying the definition of ω(A). Indeed,
the existence of γ1 ∈ A satisfying (i) is obvious. Assume that n ∈ N and we have
already constructed γj for 1 ≤ j ≤ n and pj for 1 ≤ j < n.
By [10, Lemma 3.6] there is a σ-finite projection r ∈M such that γn = γn◦P2(r).
By [10, Lemma 3.5], there is a σ-finite projection pn ≥ r satisfying (iii). Clearly pn
satisfies (ii) as well. Finally, find γn+1 ∈ A satisfying (iv) by the definition of ω(A).
Set B = {γn; n ∈ N}. Then B is a countable subset of A and we claim that
ω(B′) = c for each infinite subset B′ ⊆ B.
Let p = supn pn. Then p is σ-finite (see, e.g., [24, Theorem 3.4] or [10, Lemma
3.5]) and B ⊆ P2(p)∗M∗. Since P2(p) is a norm-one projection, an application of
Lemma 2.1 shows that ω(B) = ωM2(p)(B). We continue by working in the JBW
∗-
algebra M2(p).
Lemma 8.2 implies that the strong∗ topology on BM2(p) is generated by the
sequence of seminorms ‖·‖ϕpn |M2(p) . Let L ⊆ (M2(p))∗ = P2(p)
∗M∗ a weakly
compact set and ε > 0. By Proposition 7.11(b) there are m,n ∈ N such that
L ⊆ nΦpm(BM2(p)) + εBM2(p)∗ ⊆ n(Kpm ∩ P2(p)∗M∗) + εBM2(p)∗ .
It follows that
d̂(B,L) ≥ d̂(B, nKpm)− ε ≥ d̂(B, kKpm)− ε ≥ c−
1
k + 1
− ε
for each k ≥ max{n,m}. Hence d̂(B,L) ≥ c − ε. Since L is an arbitrary weakly
compact set, we get ω(B) ≥ c − ε, and by the arbitrariness of ε > 0 we have
ω(B) ≥ c.
The same procedure applies to each infinite subset B′ ⊆ B, so the proof is
completed. 
Proof of Theorem 4.1. IfM is a JBW∗-algebra, the result follows from Lemma 8.3,
[27, Corollary 4.3], and Proposition 5.1(b). The general case of a JBW∗-triple
follows from the JBW∗-algebra case applying Lemma 2.1 and Proposition 3.2. 
9. Preduals of JBW∗-triples which are strongly WCG
Strongly WCG spaces (see the end of Section 5 for definitions) are a nice class
of Banach spaces in which the computation of the De Blasi measure of weak non-
compactness is easy. As explained in the end of Section 5 they include the spaces
L1(µ) for a σ-finite measure µ or, more generally, preduals of σ-finite von Neu-
mann algebras and preduals of σ-finite JBW∗-algebras. In the present section we
characterize JBW∗-triples whose preduals are strongly WCG.
Let us explain why it is not clear. By [73, Theorem 2.1] a Banach space X is
strongly WCG if and only if the Mackey topology on X∗ is metrizable on bounded
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sets. Therefore, it follows from Proposition 7.9 that the predual M∗ of a JBW
∗-
triple M is strongly WCG if and only if the strong∗ topology on BM is metrizable.
For σ-finite JBW∗-algebras this is the case by Lemma 7.3. However, for σ-finite
JBW∗ triples it need not be the case as witnessed by the following example.
Example 9.1. Let Γ be an uncountable set and C ⊆ Γ be an infinite countable set.
Then M = B(ℓ2(Γ), ℓ2(C)) is a σ-finite JBW∗-triple whose strong∗ topology is not
metrizable on the closed unit ball of M .
Proof. A family of pairwise orthogonal partial isometries of M = B(ℓ2(Γ), ℓ2(C))
has pairwise orthogonal final projections and is therefore countable as ℓ2(C) is
separable. Hence M is σ-finite. M is 1-complemented in B(ℓ2(Γ)) by a weak∗-
to-weak∗ continuous projection, thus by [72, §1.15] and [14, COROLLARY], the
strong∗ topology on bounded sets of M is given by the seminorms a 7→ ‖a(eγ)‖ +
‖a∗(eγ)‖ (a ∈M), where γ is a fixed element in Γ and {eγ : γ ∈ Γ} is the canonical
orthonormal basis of ℓ2(Γ).
If the strong∗ topology of BM were metrizable, it would be first countable,
hence there would exist a countable set D ⊆ Γ such that the seminorms a 7→
‖a(eγ)‖ + ‖a∗(eγ)‖, γ ∈ D, generate this topology. We may assume without loss
of generality that D ⊃ C. Let C = (cn)n∈N. Let {γn : n ∈ N} be a set of pairwise
distinct elements in Γ \D. Define the sequence of operators ak ∈M by
ak(eγ) =
{
ecn+k if γ = γn
0 otherwise.
Then
a∗k(eγ) =
{
eγn−k if γ = cn and n > k
0 otherwise.
In this case ‖ak(eγn)‖ = 1, so ak do not converge strong∗ to zero. However
a∗k → 0 in SOT and ak(eγ) = 0 for γ ∈ D, so ‖ak(eγ)‖ + ‖a∗k(eγ)‖ → 0 for γ ∈ D,
leading to a contradiction. 
On the other hand, σ-finiteness of a JBW∗-triple is a necessary condition for its
predual to be strongly WCG. Indeed, any strongly WCG space is clearly WCG and
the predual of a JBW∗-triple is WCG if and only if the triple is σ-finite by [11,
Theorem 1.1].
In order to find a sufficient and necessary condition we get back to the structure
results of JBW∗-triples due to G. Horn and E. Neher presented in (1) in page 7
(see [41, (1.7)], [42, (1.20)]). Every JBW∗-triple M decomposes (uniquely) as an
(orthogonal) ℓ∞-sum of the form M =
(⊕
j∈J Aj⊗Cj
)
ℓ∞
⊕ℓ∞ H(W,α) ⊕ℓ∞ pV,
where each Aj is a commutative von Neumann algebra, each Cj is a Cartan factor,
W and V are continuous von Neumann algebras, p is a projection in V , α is a
linear involution on W commuting with ∗, that is, a linear ∗-antiautomorphism
of period 2 on W , and H(W,α) = {x ∈ W : α(x) = x}. Clearly, H(W,α) is a
JBW∗-subalgebra of W when the latter is equipped whit its natural structure of
JBW∗-algebra.
A Cartan factor of type 1 is a JBW∗-triple C1 which coincides with the space
B(H,K) of all bounded linear operators between two complex Hilbert spacesH and
K. We can always assume that K is a closed subspace of H . Therefore, denoting
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by p the orthogonal projection of H onto K, we have C1 = B(H,K) = pB(H).
Suppose A is a commutative von Neumann algebra. Now taking p̂ = 1⊗p ∈ A⊗C1,
we deduce that A⊗C1 = p̂ (A⊗B(H)) is a right ideal of the von Neumann algebra
A⊗B(H).
Cartan factors of types 2 and 3 are the subtriples of B(H) defined by C2 = {x ∈
B(H) : x = −jx∗j} and C3 = {x ∈ B(H) : x = jx∗j}, respectively, where j is a
conjugation (i.e., a conjugate-linear isometry of period 2) on H . By a little abuse
of notation, each x ∈ B(H) can be identified with a “matrix” (xγδ)γ,δ∈Γ. It is easy
to check that the representing matrix of jx∗j is the transpose of the representing
matrix of x. Hence, C2 consists of operators with antisymmetric representing matrix
and C3 of operators with symmetric ones.
The properties around Peirce decomposition show that, if a JBW∗-triple M
admits a unitary element u, then M = M2(u) is a JBW
∗-algebra with product ◦u
and involution ∗u (cf. page 16). It is shown in the proof of [38, Proposition 2]
that every Cartan factor of type 2 with dim(H) even, or infinite, and every Cartan
factor of type 3 contains a unitary element. The same result actually proves that
Cartan factors of type 2 with dim(H) even, or infinite, and all Cartan factors of
type 3 are JBW∗-algebras. Consequently, if C is a Cartan factor of type 2 with
dim(H) even, or infinite, or a Cartan factor of type 3, and A is a commutative von
Neumann algebra, then A⊗C is a JBW∗-algebra.
A Cartan factor of type 4 (also called a spin factor) is a complex Hilbert space
(with inner product 〈., .〉) equipped with a conjugation x 7→ x, triple product
{x, y, z} = 〈x, y〉z + 〈z, y〉x− 〈x, z〉y,
and norm given by ‖x‖2 = 〈x, x〉 +
√
〈x, x〉2 − |〈x, x〉|2. Let u be an element in
a spin factor C4 satisfying u = u and ‖u‖ = 〈u, u〉 = 1. It is not hard to check
that {u, u, x} = 〈u, u〉x + 〈x, u〉u − 〈u, x〉u = 〈u, u〉x + 〈x, u〉u − 〈x, u〉u = x, for
all x ∈ C4. This shows that u is a unitary in C4, and consequently A⊗C4 is a
JBW∗-algebra whenever A is a commutative von Neumann algebra.
Finally, assume that C is a finite-dimensional Cartan factor and A is a com-
mutative von Neumann algebra. Then A is isomorphic to
⊕ℓ∞
j∈J L
∞(µj), where
(µj)j∈J is a family of finite (or, equivalently, probability) measures (cf. [72, §1.18]).
Thus the JBW∗-triple A⊗C can be identified with⊕ℓ∞j∈J L∞(µj , C), (cf. [39, 41]).
Let us observe that the remaining Cartan factors, that is, the exceptional Cartan
factors of types 5 and 6, are all finite-dimensional (they have dimensions 16 and 27,
respectively).
Combining the arguments in the previous paragraphs we get the following rep-
resentation of JBW∗-triples.
Proposition 9.2. Let M be any JBW∗-triple. Then M is (isometrically) JB∗triple
isomorphic to a JBW∗-triple of the form
(14)
(
ℓ∞⊕
k∈Λ1
L∞(µk, Ck)
)
ℓ∞⊕ ℓ∞⊕
j∈Λ2
L∞(µj , Dj)
 ℓ∞⊕N ℓ∞⊕ pV,
where
• (µk)k∈Λ1 and (µj)j∈Λ2 are two (possibly empty) families of probability measures;
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• Each Ck is a Cartan factor of type 5 or 6 for any k ∈ Λ1, and each Dj is a
finite-dimensional Cartan factor of type 2 with dim(H) ∈ N odd for any j ∈ Λ2;
• N is a JBW∗-algebra;
• V is a von Neumann algebra and p ∈ V is a projection such that the triple pV
has no nonzero direct summand triple-isomorphic to a JBW∗-algebra.
Moreover, such a representation is unique, in the sense that if M admits two such
representations, the respective four summands in one of them are triple-isomorphic
to the respective four summands in the second one.
Thanks to the structure result in the previous proposition, the promised charac-
terization of JBW∗-triples is now stated in the following theorem.
Theorem 9.3. Let M be a JBW∗-triple. Consider its representation provided by
Proposition 9.2.
(a) M is σ-finite if and only if the sets Λ1 and Λ2 are countable, the JBW
∗-algebra
N is σ-finite and the projection p is σ-finite.
(b) M∗ is WCG if and only if M is σ-finite.
(c) The following assertions are equivalent.
(i) M∗ is strongly WCG.
(ii) M is σ-finite and, moreover, the projection p is finite.
(iii) There is ϕ ∈M∗ \ {0} such that the strong∗ topology on BM is generated
by ‖·‖ϕ.
(iv) There is a σ-finite tripotent u ∈ M whose Peirce-2 subspace M2(u) is
maximal with respect to inclusion.
Assertions (a) and (b) follow from [24] and [11], respectively. More concretely,
the ‘only if part’in (a) is obvious; to see the ‘if part’ it is enough to use the known
fact that exceptional Cartan factors are finite-dimensional and every Dj is finite-
dimensional too, hence each of the summands L∞(µα, Cα) and L
∞(µj , Dj) is σ-
finite (cf. [24, Theorem 4.4]). Assertion (b) follows from [11, Theorem 1.1].
It remains to prove (c). In view of (b) we may restrict our attention to the σ-finite
case. Let us observe that some implications in (c) are easy at this point. Indeed,
(iii) implies that the strong∗ topology on BM is metrizable, hence we get (iii)⇒ (i).
Further, (iii)⇒ (iv) follows from Proposition 7.5(ii). Recall that a projection p in
a von Neumann algebra V is finite if there is no partial isometry in V with final
projection p and initial projection stricly less than p. The argument will follow after
considering the individual summands in the representation. However, we first give
the following corollary on JBW∗-triples with separable predual. Note that while
any separable Banach space is trivially WCG, c0 is an example of a separable space
which is not strongly WCG by [73, Theorem 2.5]. A similar example cannot be a
predual of a JBW∗-triple.
Corollary 9.4. Let M be a JBW∗-triple with separable predual M∗. Then M∗ is
strongly WCG.
Proof. First observe that M is σ-finite. Indeed, being separable, M∗ is WCG, thus
M is σ-finite by Theorem 9.3(b). (There is also an alternative way of proving this.
Assume that M∗ is separable and fix e ∈ M a complete tripotent. Then M2(e)∗ is
also separable. Since M2(e) is a JBW
∗-algebra, we can choose a countable family
of normal states {ϕn : n ∈ N} which is norm-dense in the set of normal states of
38 J. HAMHALTER, O.F.K. KALENDA, A.M. PERALTA, AND H. PFITZNER
M2(e). Then
∞∑
n=1
1
2n
ϕn is a faithful normal state of M2(e). Therefore, M2(e) is
σ-finite, so e is σ-finite and M is σ-finite as well.)
So, assume M∗ is separable and fix a representation of M given by Proposi-
tion 9.2. It follows that (pV )∗ is separable as well. Without loss of generality there
is no nonzero central projection in V orthogonal to p (if z is such a projection,
then pV = p(1 − z)V ). We claim that in this case necessarily V is σ-finite. As-
sume it is not the case. Then there is an uncountable family of pairwise orthogonal
nonzero projections (rγ)γ∈Γ in V . It follows from [77, Theorem V.1.8] that for each
γ ∈ Γ there is a nonzero partial isometry uγ ∈ V such that its initial projection
pi(uγ) ≤ rγ and its final projection pf(uγ) ≤ p. Then clearly uγ ∈ pV for γ ∈ Γ.
Fix ϕγ ∈ (pV )∗ of norm one with uγ = s(ϕγ). Since ϕγ(uγ) = 1 and for δ 6= γ
ϕγ(uδ) = ϕγP2(uγ)(uδ) = 0,
we see that (ϕγ)γ∈Γ is a 1-discrete set, contradicting the separability of (pV )∗.
Hence the strong∗ topology on BV is metrizable, so by Lemma 7.1(b) the same
holds for BpV , thus (pV )∗ is strongly WCG. Using Theorem 9.3 we now see that p
is finite and hence M∗ is strongly WCG as well. 
To prove assertion (c) in Theorem 9.3 we will describe the structure of all pre-
Hilbertian seminorms generating the strong∗ topology using Proposition 7.5 and
some complements to that. We will do it first for σ-finite triples and then (in the
next section) we shall discuss the general case. We start by analyzing the individual
summands appearing in Proposition 9.2.
9.1. JBW∗-algebras. In the case of JBW∗-algebras we can conclude by applying
the existing literature. The desired conclusion is covered by the following proposi-
tion.
Proposition 9.5. Let M be a JBW∗-algebra.
(a) Let (en) be a sequence of σ-finite tripotents in M . Then there is a σ-finite
projection p ∈M such that M2(p) contains en for each n ∈ N.
(b) Assume M is not σ-finite. Then for each σ-finite projection p ∈ M there is a
σ-finite projection q ∈M such that q > p (and hence M2(p) $M2(q)).
(c) The strong∗ topology on BM is metrizable if and only if M is σ-finite. In this
case it is metrizable by ‖·‖ω, where ω is any faithful normal state.
Proof. (a) This follows from Lemma 7.2(d) and [10, Lemma 3.5].
(b) This follows easily from the definitions. If M is not σ-finite and p is σ-finite,
then 1 − p 6= 0, hence there is a σ-finite projection r ∈ M2(1 − p). It is enough to
take q = p+ r.
(c) The ‘if part’ follows from Lemma 7.3. Conversely, assume that BM is metriz-
able in the strong∗ topology. Then there is a countable base of strong∗ neighbor-
hoods of zero in BM . It follows that the strong
∗ topology on BM is generated by
countably many seminorms. By (a) and Proposition 7.5(i) it is generated by one
seminorm. By (b) and Proposition 7.5(ii) we deduce that M is σ-finite. 
9.2. Finite dimensional Cartan factors. In this subsection we shall deal with
summands of the form L∞(µ,C) where C is an exceptional Cartan factor (i.e., the
Cartan factor of type 5 or 6) or a finite-dimensional Cartan factor of type 2 with
dim(H) ∈ N odd. We start with properties of a finite-dimensional JB∗-triple.
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Let E be a JB∗-triple. Following the most employed notation, the symbol U(E)
will stand for the set of all tripotents in E. We shall write U(E)∗ for the set of
all nonzero tripotents in E, and we shall employ the symbol Umax(E) to denote
the set of all complete tripotents in E. By Kaup’s Riemann mapping theorem
[52, Proposition 5.5], a linear bijection between JB∗-triples E and F is a triple
isomorphism if and only if it is an isometry. Henceforth, we denote by Iso(E,F )
the set of all surjective isometries (equivalently, triple isomorphisms) from E to F .
We write Iso(E) =Iso(E,E) for the set of all triple automorphisms of E.
Fix Φ ∈ Iso(E). Then Φ, being a JB∗-triple automorphism, preserves all the
triple structure. In particular, it maps tripotents to tripotents and complete tripo-
tents to complete tripotents, that is,
(15) Φ(E)(U(E)∗) = U(E)∗, and Φ(E)(Umax(E)) = Umax(E).
Moreover, the equality Φ(Pj(e)(x)) = Pj(Φ(e))(Φ(x)) holds for every e ∈ U(E),
j ∈ {0, 1, 2} and x ∈ E. In particular, Φ(E2(e)) = E2(Φ(e)) and Φ is a (unital)
JB∗-algebra isomorphism of E2(e) onto E2(Φ(e)). Let us fix e ∈ U(E) and ϕ ∈ E∗ a
functional satisfying ϕ = ϕP2(e). Then ϕ◦Φ−1 = ϕ◦P2(e)◦Φ−1 = ϕ◦Φ−1◦P2(Φ(e))
and (ϕ ◦ Φ−1)|E2(Φ(e)) = ϕ|E2(e) ◦ Φ−1.
It is natural to ask about the orbit of a fixed e ∈ Umax(E) under the group
Iso(E). In general, Iso(E)(e) is not easy to be determined (cf. [13] and [54]). If E
is a finite-dimensional JB∗-triple, then any two complete (maximal) tripotents in
E are interchanged by an element in Iso(E) (see [57, Theorem 5.3(b)]). This can
be also seen by applying that E being finite-dimensional implies that E coincides
with a finite ℓ∞-sum of finite-dimensional Cartan factors, and it is known that on a
finite-dimensional Cartan factor C the group Iso(C) acts transitively on Umax(C).
Therefore, for e ∈ Umax(E) and dim(E) <∞ we have
(16) Iso(E)(e) = Umax(E).
Lemma 9.6. Let E be a finite-dimensional JB∗-triple, let e ∈ Umax(E), and let
ϕ ∈ E∗ be a norm-one functional such that e = s(ϕ). Then the following assertions
hold:
(a) For each Φ ∈ Iso(E) we have Φ(e) ∈ Umax(E) and Φ(e) = s(ϕ ◦ Φ−1);
(b) U(E), U(E)∗, and Umax(E) are compact subsets of E and Iso(E) is a compact
subset of B(E);
(c) There is a constant α > 0 such that for each Φ ∈ Iso(E) we have
α ‖x‖ ≤ ‖x‖ϕ◦Φ−1 ≤ ‖x‖ , x ∈ E.
(d) There is a Borel measurable mapping θ : Umax(E) → Iso(E) such that u =
θ(u)(e) for each u ∈ Umax(E).
Proof. Since E is finite-dimensional, it is a σ-finite JBW∗-triple, so ϕ can be found.
(a) This was justified in (15).
(b) Since the triple product is jointly norm continuous, U(E) and U(E)∗ =
U(E)\{0} are closed subsets of the closed unit ball and the unit sphere of E,
respectively, so they are compact. Elements of Iso(E) are precisely (surjective)
isometries, so Iso(E) is a closed subset of the unit sphere of B(E), hence it is
compact.
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We next consider the mapping Ψ : Iso(E)→ E defined by
Ψ(Φ) = Φ(e), Φ ∈ Iso(E).
It is clearly a continuous mapping and by (a) it maps Iso(E) into Umax(E). We
deduce from (16) that Ψ is onto, so Umax(E) is compact.
(c) For any Φ ∈ Iso(E) and x ∈ E we have (due to (a))
‖x‖2ϕ◦Φ−1 = (ϕ ◦ Φ−1) {x, x,Φ(e)} = ϕ
{
Φ−1(x),Φ−1(x), e
}
=
∥∥Φ−1(x)∥∥2
ϕ
.
Since
(x,Φ) 7→ ∥∥Φ−1(x)∥∥
ϕ
, x ∈ SE ,Φ ∈ Iso(E)
is a strictly positive continuous mapping on the compact space SE × Iso(E), it has
some strictly positive minimum and maximum. Thus, the existence of the constant
α easily follows. Clearly, ‖x‖φ ≤ ‖x‖ for all x ∈M and every norm-one functional
φ in M∗.
(d) The mapping Ψ from the proof of (b) is a continuous mapping of a compact
metric space Iso(E) onto a compact metric space Umax(E), hence the inverse set-
valued map u 7→ Ψ−1(u) admits a Borel-measurable selection by the Kuratowski—
Ryll-Nardzewski theorem (see [2, Theorem 18.13]). 
The reader may already guess at this stage that the constant α > 0 given by
Lemma 9.6(c) is directly linked to the dimension of the JB∗-triple E. If we have
a family {Ck : k ∈ Λ} of finite-dimensional Cartan factors for which the dim(Ck)
is uniformly bounded for all k ∈ Λ (for example, a family of exceptional Cartan
factors of types 5 and 6), then the constant α can be chosen to be valid for all
k ∈ Λ.
Proposition 9.7. Let E be a finite-dimensional JB∗-triple, and let (Ω,Σ, µ) be
a probability space. Consider the JBW∗-triple M = L∞(µ,E) (equipped with the
pointwise triple product). Let e, ϕ, θ, α be as in Lemma 9.6. Then the following
assertions hold:
(a) An element f ∈ M is a tripotent if and only if f(ω) ∈ U(E) µ-almost every-
where;
(b) An element f ∈ M is a complete tripotent if and only if f(ω) ∈ Umax(E)
µ-almost everywhere;
(c) Assume that f ∈M is a complete tripotent. Let
v(ω) = ϕ ◦ θ(f(ω))−1, ω ∈ Ω.
Then v ∈ L1(µ,E∗) = L∞(µ,E)∗ and s(v) = f ;
(d) Let f and v be as in (c). Then
α
(∫
‖g(ω)‖2 dµ(ω)
) 1
2
≤ ‖g‖v ≤
(∫
‖g(ω)‖2 dµ(ω)
) 1
2
, g ∈M ;
(e) The strong∗ topology on BM coincides with the topology generated by the norm
‖·‖v and also with the topology generated by the norm g 7→
(∫ ‖g(ω)‖2 dµ(ω)) 12 .
Proof. Assertion (a) follows immediately from the fact that the triple product is
defined pointwise.
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(b) Since the triple product is defined pointwise, we have, for a given tripotent
f ∈M ,
P0(f)(g)(ω) = P0(f(ω))(g(ω)) µ-a.e.
Hence, if f(ω) ∈ Umax(E) µ-almost everywhere, then clearly P0(f) = 0.
Conversely, assume that it is not true that f(ω) ∈ Umax(E) µ-almost everywhere.
Since Umax(E) is a closed set, there is a measurable set A ⊆ Ω of positive measure
such f(ω) /∈ Umax(E), for all ω ∈ A.
For any u ∈ U(E) there is u′ ∈ Umax(E) with u ≤ u′ (cf. [40, Lemma 3.12]).
Moreover, the set
{(u, u′) ∈ U(E)× Umax(E); u ≤ u′}
is closed, hence compact, and thus the set-valued mapping
U(E) ∋ u 7→ {u′ ∈ Umax(E); u ≤ u′}
is upper-semicontinuous and compact-valued. By the Kuratowski–Ryll-Nardzewski
theorem we find a Borel-measurable mapping ζ : U(E) → Umax(E) such that
u ≤ ζ(u) for u ∈ U(E).
Then the mapping g = ζ ◦ f belongs to M and
P0(f)(g)(ω) = P0(f(ω))(g(ω)) = P0(f(ω))(ζ(f(ω)) = ζ(f(ω))− f(ω)
which is nonzero on A. Thus f is not complete.
(c) By (b) we know that f(ω) ∈ Umax(E) µ-almost everywhere, so the mapping
ω 7→ θ(f(ω)) is a µ-almost everywhere defined measurable mapping from Ω into
Iso(E). Since taking an inverse is a continuous transformation, we see that v is a
µ-almost everywhere defined measurable mapping from Ω into E∗. Moreover, since
‖ϕ‖ = 1 and elements of Iso(E) are isometries, ‖v(ω)‖ = 1 µ-almost everywhere.
Thus v ∈ L1(µ,E∗) and ‖v‖ = 1 (as µ is a probability measure). Moreover,
〈v, f〉 =
∫
〈v(ω), f(ω)〉 dµ =
∫
ϕ ◦ θ(f(ω))−1(f(ω)) dµ =
∫
ϕ(e) dµ = 1.
Furthermore, assume that h ∈ M2(f) is positive with 〈v, h〉 = 0. Then h(ω) is a
positive element of E2(f(ω)) for µ-almost all ω ∈ Ω, hence θ(f(ω))−1(h(ω)) is a
positive element of E2(e) for µ-almost all ω. Hence
0 = 〈v, h〉 =
∫
〈v(ω), h(ω)〉 dµ =
∫
ϕ(θ(f(ω))−1(h(ω))) dµ,
so ϕ(θ(f(ω))−1(h(ω))) = 0 µ-a.e. Since ϕ is faithful on E2(e), we deduce that
θ(f(ω))−1(h(ω)) = 0 µ-a.e., so h(ω) = 0 µ-a.e.
(d) For any g ∈M we have
‖g‖2v = 〈v, {g, g, f}〉 =
∫
〈v(ω), {g(ω), g(ω), f(ω)}〉 dµ
=
∫ 〈
ϕ ◦ θ(f(ω))−1, {g(ω), g(ω), f(ω)}〉 dµ = ∫ ‖g(ω)‖2ϕ◦θ(f(ω))−1 dµ,
so we can conclude by the choice of α.
(e) For any tripotent h ∈ M there is a complete tripotent f ∈ M with f ≥ h.
For any complete tripotent f let v(f) ∈M∗ be as in (c). By Proposition 7.5(i) the
strong∗ topology on BM coincides with the topology generated by the seminorms
42 J. HAMHALTER, O.F.K. KALENDA, A.M. PERALTA, AND H. PFITZNER
‖·‖v(f), f ∈M a complete tripotent. We deduce from (d) that all these norms are
equivalent to the norm g 7→
(∫ ‖g(ω)‖2 dµ(ω)) 12 . 
9.3. Triples of the form pV . It turns out that the analysis of this case is more
complicated than the previous two cases. We shall employ an argument which is
closely related to the notion of equivalence of projections and to the theory of types
of von Neumann algebras (see, for example, [50]).
Given a von Neumann algebra V , two projections p, q ∈ V are said to be equiv-
alent (we write p ∼ q) if there is a partial isometry in V with initital projection p
and final projection q. Further, a projection p is called finite if the only projection
q satisfying q ≤ p and q ∼ p is the projection p itself. A projection which is not
finite is called infinite. Finally, a projection p is properly infinite if zp is infinite for
any central projection z such that zp 6= 0.
For any projection p ∈ V its central carrier is the smallest central projection Cp
satisfying Cpp = p. It is further known that there is a unique central projection
z ≤ Cp such that zp is properly infinite or zero and (1 − z)p = (Cp − z)p is finite.
Indeed, if p is finite, we take z = 0, and if p is infinite we may use [50, Proposition
6.3.7].
Henceforth, assume that we have a JBW∗-triple of the form pV , where V is a
von Neumann algebra, and p ∈ V is a projection. We may assume, without loss
of generality, that Cp = 1 (otherwise we may replace V by CpV ). By the previous
paragraph there is a central projection z ∈ V such that zp is properly infinite and
(1− z)p is finite. Then pV = zpV ⊕ (1− z)pV , thus we discuss separately the cases
in which p is finite or properly infinite.
We begin with the following lemma on equivalence of projections.
Lemma 9.8. Let V be a von Neumann algebra. Then the following assertions are
true.
(a) Let (pn) be a sequence of properly infinite projections in V which are all equiv-
alent to one projection q ∈ V . Then the supremum of the sequence (pn) is also
equivalent to q.
(b) Let (pn) be an increasing sequence of projections in V with supremum p. If all
the projections pn are equivalent to one projection q, then p ∼ q as well.
(c) Assume that p1, p2 are two equivalent projections in V . Then for any projection
q1 ≥ p1 there is a projection q2 ≥ p2 such that q1 ∼ q2.
Proof. Assertion (a) is proved in [74, Lemma 3.2(1)].
(b) By [50, Proposition 6.2.8] we have Cpn = Cq for each n ∈ N, hence Cp = Cq
by [49, Proposition 5.5.3]. So, denote by c the common central carrier of all the
projections in question.
Let z ≤ c be the central projection such that zq is finite and (c− z)q is properly
infinite. Then zpn ∼ zq for each n ∈ N, so zpn ∼ zpm for m,n ∈ N. Since zpn is
finite for each n, we deduce that zpn = zpm for each m,n ∈ N, thus zp = zpn for
n ∈ N, hence zp ∼ zq.
Further, (c − z)pn ∼ (c − z)q for n ∈ N. Since (c − z)q is properly infinite, the
projections (c − z)pn are properly infinite as well. Thus by (a) we deduce that
(c− z)p ∼ (c− z)q, hence by [50, Proposition 6.2.2] p ∼ q.
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(c) By the comparability theorem [77, Theorem V.1.8] for the pair of projections
q1 − p1 and 1− p2, there is a central projection z such that
• z(q1 − p1) is equivalent to some projection r ≤ z(1− p2), and
• (1 − z)(1− p2) is equivalent to some projection s ≤ (1− z)(q1 − p1).
By [50, Proposition 6.2.2] we get that zq1 = zp1 + z(q1 − p1) is equivalent
to r + zp2 and, moreover, 1 − z = (1 − z)p2 + (1 − z)(1 − p2) is equivalent to
(1− z)p1 + s ≤ (1− z)q1. But this means that (1 − z)q1 is equivalent to 1− z (by
[50, Proposition 6.2.4]). Finally, one can take q2 = r + zp2 + 1− z. 
We consider first the case in which p is finite.
Lemma 9.9. Let V be a von Neumann algebra and p ∈ V be a finite and σ-finite
projection such that p 6= 1. Consider the JBW∗-triple M = pV .
(a) There is τ ∈M∗ such that s(τ) = p, τ(p) = 1 and τ |pV p is a trace.
(b) Let u ∈ M be a complete tripotent. Then u can be extended to a unitary
operator u˜ ∈ V . Moreover, the functional
τu(x) = τ(xu˜
∗), x ∈M,
belongs to M∗, s(τu) = u and
1√
2
√
τ(pxx∗p) ≤ ‖x‖τu ≤
√
τ(pxx∗p), x ∈M.
(c) The strong∗ topology on BM is generated by the norm ‖·‖τ and also by the norm
x 7→
√
τ(pxx∗p).
Proof. (a) Since pV p is a finite and σ-finite von Neumann algebra with unit p, it
admits a normal finite faithful trace τ with τ(p) = 1. Indeed, such a trace can be
obtained by composition of the standard canonical center valued trace on pV p (see
[77, Theorem V.2.6]) with any norm-one faithful positive normal functional on the
center of pV p. Then τ ◦P2(p) (i.e., the mapping x 7→ τ(xp)) is an extension of τ to
pV . Clearly p = s(τ ◦ P2(p)), hence it is enough to denote the composition again
by τ .
(b) Let u ∈ M be a complete tripotent. Then it is a partial isometry in V with
final projection pf (u) ≤ p. Since pf (u) is finite u can be extended to a unitary
operator u˜ ∈ V (by [77, Proposition V.1.38]). Moreover, observe that the final
projection pf (u) must coincide with p. Indeed, pu˜ ∈M and, since u is complete,
0 = P0(u)(pu˜) = (p− pf (u))pu˜(1− pi(u)) = (p− pf (u))u˜(1− pi(u)).
Since p is finite, we get pi(u) 6= 1. Moreover, u˜ maps the range of 1−pi(u) onto the
range of 1−pf(u), which contains the range of p−pf(u). It follows that pf (u) = p.
Set q = pi(u) = u
∗u and consider the operator υ :M →M defined by
υ(x) = xu˜∗, x ∈M.
Then υ is a surjective isometry. Hence it is a triple isomorphism (this can be
also easily checked directly), in particular, it is a weak∗-to-weak∗ homeomorphism.
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Since υ(u) = p, we deduce that s(τ ◦ υ) = u. Thus,
‖x‖2τ◦υ = (τ ◦ υ)({x, x, u}) = τ({υ(x), υ(x), υ(u)}) = τ({xu˜∗, xu˜∗, p})
=
1
2
τ(pxu˜∗u˜x∗p+ pu˜x∗xu˜∗p) =
1
2
τ(pxx∗p+ ux∗xu∗)
=
1
2
(τ(pxx∗p) + τ((ux∗p)(pxu∗))) =
1
2
(τ(pxx∗p) + τ((pxu∗)(ux∗p))
=
1
2
(τ(pxx∗p) + τ(pxqx∗p)).
Since q ≤ 1, we deduce pxqx∗p ≤ pxx∗p, and thus
1
2
τ(pxx∗p) ≤ ‖x‖2τ◦υ ≤ τ(pxx∗p).
Since τu = τ ◦ υ, the proof is completed.
(c) It follows from (b) combined with Proposition 7.5(i) that the strong∗ topology
on BM coincides with the topology generated by the norms ‖·‖τu , where u ∈M is
a complete tripotent. By a further application of (b) we see that all these norms
are equivalent to the one given in (c). 
We finally consider the case in which p is properly infinite.
Proposition 9.10. Let V be a von Neumann algebra and let p ∈ V be a σ-finite
properly infinite projection. Consider the JBW∗-triple M = pV . Assume that M
contains no nonzero direct summand triple-isomorphic to a JBW∗-algebra. Then
the following assertions hold:
(a) V is not σ-finite;
(b) A tripotent u ∈M is complete if and only if its final projection equals p;
(c) Let (un) be a sequence of complete tripotents in M . Then there is a complete
tripotent u ∈M such that M2(un) ⊆M2(u) for each n ∈ N;
(d) If u ∈M is a complete tripotent, then there is a complete tripotent v ∈M such
that M2(u) $M2(v);
(e) The strong∗ topology on BM is not metrizable.
Proof. (a) If V is σ-finite, then p ∼ 1 (as Cp = 1 and p is purely infinite), thus
M = pV would be triple-isomorphic to a JBW∗-algebra (given a partial isometry
u with uu∗ = p and u∗u = 1, the mapping x 7→ xu∗ is a surjective isometry from
M onto pV p).
(b) The ‘if part’ is clear. Let us prove the ‘only if part’. Assume pf (u) < p. By
(a) we get pi(u) < 1. Thus p − pf (u) and 1 − pi(u) are two nonzero projections
in V , thus it follows easily from the comparability theorem [77, Theorem V.1.8]
that there are two nonzero projections q1 ≤ 1 − pi(u) and q2 ≤ p − pf (u) which
are equivalent. Fix a partial isometry v ∈ V with initial projection q1 and final
projection q2. Then v ∈M and
P0(u)(v) = (p− pf (u))v(1 − pi(u)) 6= 0
as the range of 1 − pi(u) contains the range of q1, v maps it isometrically to the
range of q2 which is contained in the range of p− pf (u).
(c) By (b) we know that pf(un) = p for each n. So, p ∼ pi(un) for each n ∈ N.
If we set q = supn pi(un), Lemma 9.8(a) yields p ∼ q. Then u can be any partial
isometry with initial projection q and final projection p.
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(d) By (b) we know that pf (u) = p. Since pi(u) < 1 (by (a)), we can find a
σ-finite projection q > pi(u). Then q is properly infinite, and hence p ∼ q. Then v
can be any partial isometry with initial projection q and final projection p.
(e) Assume that the restriction of the strong∗ topology to BM is metrizable.
Then it is first countable, hence generated by countably many of the defining semi-
norms. Then (c) and (d) together with Proposition 7.5(i) yield a contradiction. 
9.4. The case of a general σ-finite JBW∗-triple. We are now ready to prove
assertion (c) of Theorem 9.3. We will do it by proving the following two propositions
(the final proof follows them).
Proposition 9.11. Assume that M is a nontrivial JBW∗-triple of the form(
ℓ∞⊕
k∈Λ
L∞(µk, Ck)
)
ℓ∞⊕
N
ℓ∞⊕
pV,
where
• Λ is a (possibly empty) countable set;
• (µk)k∈Λ is a (possibly empty) family of probability measures;
• Each Ck is a Cartan factor of type 5 or 6 or a finite-dimensional Cartan factor
of type 2 in B(Hk) with dim(Hk) odd;
• N is a (possibly trivial) σ-finite JBW∗-algebra;
• V is a (possibly trivial) von Neumann algebra and p ∈ V is a finite σ-finite pro-
jection such that the triple pV has no nonzero direct summand triple-isomorphic
to a JBW∗-algebra.
Fix a faithful normal state φ3 ∈ N∗. Let τ ∈ (pV )∗ be as in Lemma 9.9(a).
Then the following statements hold:
(a) We can regard φ3 as an element in M∗ satisfying that the strong
∗ topology on
BN is metrizable by the norm ‖ · ‖φ3 |N ;
(b) We can regard τ as an element in M∗ satisfying that the strong
∗ topology on
B(pV ) is metrizable by the norm ‖ · ‖τ |pV ;
(c) Let C =
ℓ∞⊕
k∈Λ
L∞(µk, Ck). Fix any ϕ ∈ C∗ \ {0} such that s(ϕ) ∈ Umax(C).
Then the norm ‖·‖ϕ is equivalent to the norm
(ak)k∈Λ 7→
(
∞∑
n=1
4−n
∫
‖akn‖2 dµkn
) 1
2
on bounded sets of C (where (kn) is an enumeration of Λ). The strong
∗ topology
on BC is metrized by the norm displayed above;
(d) The strong∗ topology on BM is metrized by the norm ‖·‖τ+φ3+ϕ (where the
functional ϕ from (c) is considered as an element of M∗) which is equivalent to
the norm
‖((ak)k∈Λ, x, y)‖2 =
(
∞∑
n=1
1
4n
∫
‖akn‖2 dµ
)
+ ‖x‖2φ3 + τ(py∗yp).
Proof. (a) and (b) are proved in Lemmata 7.3(b) and 9.9, respectively.
(c) Fix any ϕ ∈ C∗ \ {0} such that s(ϕ) = (fk)k∈Λ ∈ Umax(C).
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Fix k ∈ Λ. Then fk is a maximal tripotent in L∞(µk, Ck), hence we can fix
hk ∈ L1(µk, (Ck)∗) provided by Proposition 9.7(c). Let (kn) be an enumeration of
Λ and set
φ1((ak)k∈Λ) =
∞∑
n=1
2−n 〈hkn , akn〉 , ((ak)k∈Λ ∈ C).
Clearly, s(φ1) = (fk)k∈Λ = s(ϕ), so ‖·‖φ1 and ‖·‖ϕ are equivalent on BC by Propo-
sition 7.5. By Proposition 9.7 the norm ‖·‖hk is equivalent to the norm
f 7→
(∫
‖f‖2 dµk
)1/2
on the unit ball of L∞(µk, Ck) for each k ∈ Λ. Hence, the norm
‖(ak)k∈Λ‖φ1 =
(
∞∑
n=1
4−n ‖akn‖2hkn
)1/2
is equivalent on BC to the norm
(ak)k∈Λ 7→
(
∞∑
n=1
4−n
∫
‖akn‖2
)1/2
.
Indeed, both norms are well defined. Moreover, a bounded sequence ((ajk)k∈Λ)
∞
j=1
converges to zero in the first norm if and only if∥∥∥ajk∥∥∥
hk
j→ 0 for each k ∈ Λ,
which takes place if and only if∫ ∥∥∥ajk∥∥∥2 dµk j→ 0 for each k ∈ N,
which is in turn equivalent to the convergence to zero in the second norm.
Finally, it follows from Proposition 7.5 that the strong∗ topology on BC is gen-
erated by the mentioned norm.
Lastly, statement (d) follows from the previous statements. 
The remaining case is treated in our next result.
Proposition 9.12. Assume that M is a JBW∗-triple of the form(
ℓ∞⊕
k∈Λ
L∞(µk, Ck)
)
ℓ∞⊕
N
ℓ∞⊕
pV
ℓ∞⊕
qW,
where
• Λ is a (possibly empty) countable set;
• (µk)k∈Λ is a (possibly empty) family of probability measures;
• Each Ck is a Cartan factor of type 5 or 6 or a finite-dimensional Cartan factor
of type 2 in B(Hj) with dim(Hj) odd;
• N is a (possibly trivial) σ-finite JBW∗-algebra;
• V is a (possibly trivial) von Neumann algebra and p ∈ V is a finite σ-finite pro-
jection such that the triple pV has no nonzero direct summand triple-isomorphic
to a JBW∗-algebra;
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• W is a nontrivial von Neumann algebra and q ∈ W is a properly infinite σ-
finite projection such that the triple qW has no nonzero direct summand triple-
isomorphic to a JBW∗-algebra.
Then the strong∗ topology on BM is not metrizable.
Proof. Proposition 9.10(e) assures that the strong∗ topology on BqW is not metriz-
able, and the desired conclusion follows from Lemma 7.1(b). 
Proof of Theorem 9.3(c). (ii)⇒ (iii) This follows from Proposition 9.11.
(iii)⇒ (i) This follows from Proposition 7.9 and [73, Theorem 2.1] as explained
above.
(i) ⇒ (ii) Assume p is not finite. By Proposition 9.12 the strong∗ topology on
BM is not metrizable. Hence M∗ is not strongly WCG by Proposition 7.9 and [73,
Theorem 2.1].
(iii)⇒ (iv) This follows from Proposition 7.5(ii).
(iv) ⇒ (ii) Assume (iv) holds but p is not finite. It follows from (iv) that M is
σ-finite, hence M has the form from Proposition 9.12. Let u = ((ak), (bj), x, v, w)
be any tripotent in M . Then w is a tripotent in qW . It follows from Propo-
sition 9.10 that there is a tripotent w˜ ∈ qW with (qW )2(w) $ (qW )2(w˜). Set
u˜ = ((ak), (bj), x, v, w˜). Then u˜ is a tripotent in M and M2(u) $M2(u˜). 
Remark 9.13. It follows from the analysis of the individual cases in this section
that any σ-finite JBW∗-triple can be expressed as a direct sum of (countably many)
summands of three different types.
Type 1 – JBW∗-algebra: If N is a σ-finite JBW∗-algebra, it admits a unit,
i.e., a (σ-finite) unitary element. Then N2(1N ) = N , hence the Peirce-2
subspace is the largest possible.
Type 2 – L∞(µ,C) or pV with p finite: Assume M = L∞(µ,C), where µ
is a probability measure and C is a finite-dimensional Cartan factor without
a unitary element, or M = pV , where V is a von Neumann algebra and
p ∈ V is a finite σ-finite projection such that M has no direct summand
isomorphic to a JBW∗-algebra. Then there are tripotents whose Peirce-2
subspaces are maximal with respect to inclusion, but mutually different.
But all the norms ‖·‖ϕ, where s(ϕ) is such a tripotent, are equivalent on
bounded sets.
Type 3 – pV for p properly infinite: Assume that M = pV , where V is
a von Neumann algebra and p ∈ V is a properly infinite σ-finite projection
such that M has no direct summand isomorphic to a JBW∗-algebra. Then
the family of Peirce-2 subspaces M2(u), u ∈ U(M), is upwards σ-directed
by inclusion and has no maximal element.
In the next section we give some consequences of this trichotomy to the structure
of general (not necessarily σ-finite) JBW∗-triples.
10. On seminorms generating the strong∗ topology
In this section we provide a characterization of the natural ordering of the semi-
norms generating the strong∗ topology for a JBW∗-triple, which is defined by in-
clusion of the respective topologies on the unit ball. The case of σ-finite triples
is covered by Propositions 9.11 and 9.12, here we deal with general triples. The
promised result is contained in the following theorem.
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Theorem 10.1. Let M be a JBW∗-triple. Then it can be represented in the form
M =
⊕
α∈Λ
L∞(µα, Cα)⊕N ⊕ pV ⊕ qW,
where
• Λ is an arbitrary (possibly empty) set;
• µα is a probability measure and Cα is a finite-dimensional Cartan factor not
containing a unitary element for any α ∈ Λ;
• N is a (possibly trivial) JBW∗-algebra;
• V is a (possibly trivial) von Neumann algebra and p ∈ V is a finite projection
such that the triple pV has no nonzero direct summand triple-isomorphic to a
JBW∗-algebra;
• p =∑j∈J pj, where (pj)j∈J is an orthogonal family of (finite) σ-finite projections
in the center of pV p;
• W is a (possibly trivial) von Neumann algebra and q ∈ W is a properly infi-
nite projection such that the triple qW has no nonzero direct summand triple-
isomorphic to a JBW∗-algebra.
For an element
h = ((fα(h))α∈Λ, x(h), v(h), w(h)) = ((fα)α∈Λ, x, v, w) ∈M
we denote
spt1 h = {α ∈ Λ; fα 6= 0}, spt2 h = {j ∈ J ; pjv 6= 0}.
Further, set
T (M) = {h = ((fα)α∈Λ, x, v, w) ∈M ; spt1 h, spt2 h are countable,
∀α ∈ spt1 h : fα is a complete tripotent in L∞(µα, Cα),
x is a σ-finite projection in N, vv∗ =
∑
j∈spt2 h
pj,
ww∗ is a properly infinite σ-finite projection below q}.
Then the following assertions hold:
(a) The elements of T (M) are σ-finite tripotents in M . Moreover, for any σ-finite
tripotent g ∈M there is h ∈ T (M) with M2(g) ⊆M2(h).
(b) Let ϕ, ψ ∈M∗ \ {0} such that the support tripotents of these functionals belong
to T (M). Set h = s(ϕ) and g = s(ψ). Then ‖·‖ϕ is weaker than ‖·‖ψ on BM
if and only if the following assertions hold:
◦ spt1 h ⊆ spt1 g and spt2 h ⊆ spt2 g;
◦ x(h) ≤ x(g) as projections in N ;
◦ ‖·‖ϕ is weaker than ‖·‖ψ on BqW .
Before proving this theorem let us formulate some consequences.
Corollary 10.2. Let M be a JBW∗-triple. Given a sequence (ϕn) in M∗ \ {0},
there is ψ ∈M∗ \ {0}, such that ‖·‖ϕn is weaker than ‖·‖ψ on BM for each n ∈ N,
i.e., the family of topologies on BM generated by the seminorms ‖·‖ϕ, ϕ ∈M∗ \{0}
is upwards σ-directed by inclusion.
The proof of this corollary will use one of the lemmata below, so we postpone
the the end of the section.
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Corollary 10.3. Let M be a JBW∗-triple and L ⊆ M∗ any weakly compact set.
Then there is ϕ ∈ M∗ such that for any ε > 0 there is n ∈ N satisfying L ⊆
nK(ϕ) + εBM∗ .
Proof. We will imitate the proof of Proposition 7.11 using the same notation. The
seminorm qL is Mackey continuous, so qL|BM is strong∗-continuous. Hence, given
m ∈ N, there are ϕm1 , . . . , ϕmkm ∈M∗ \ {0} and δm > 0 such that
{x ∈ BM ; ‖x‖ϕm
j
≤ δm for j = 1, . . . , km} ⊆ {x ∈ BM ; qL(x) ≤ 1
m
}.
By Corollary 10.2 there is ϕ ∈M∗ \{0} such that ‖·‖ϕm
j
is weaker than ‖·‖ϕ on BM
for each m ∈ N and j = 1, . . . , km. Since ‖·‖ϕ is on BM equivalent to ‖·‖Kϕ = qK(ϕ)
(by Lemma 7.10(c, d)) we deduce that for each m ∈ N there is ηm > 0 such that
{x ∈ BM ; qK(ϕ)(x) ≤ ηm} ⊆ {x ∈ BM ; qL(x) ≤
1
m
}.
The calculation of polars (see the proof of Proposition 7.11) shows that
L ⊆ 1
mηm
K(ϕ) +
2
m
BM∗ .
This completes the proof. 
Now we proceed with the proof of Theorem 10.1. This will be done in several
steps.
Let us start by explaining the existence of the respective representation. Let M
be any JBW∗-triple. By Proposition 9.2 M can be represented as
M =
⊕
α∈Λ
L∞(µα, Cα)⊕N ⊕ sU,
where Λ is a set, µα is a probability measure and Cα is a finite-dimensional Cartan
factor without unitary element for each α ∈ Λ, N is a JBW∗-algebra, U is a von
Neumann algebra, and s ∈ U is a projection such that sU admits no nonzero
direct summand isomorphic to a JBW∗-algebra. We may assume without loss
of generality that Cs = 1U . By [50, Proposition 6.3.7] there is a unique central
projection z ∈ U such that zs is poperly infinite or zero and (1−z)s is finite, hence
sU = zsU ⊕ (1 − z)sU . Take W = zU , q = zs, V = (1 − z)U , p = (1 − z)s. Then
we have the representation of the form from Theorem 10.1, where p is finite and q
properly infinite. Finally, the existence of the relevant decomposition of p follows
from [77, Corollary V.2.9].
We continue by proving assertion (a). It is clear that all the elements of T (M)
are σ-finite tripotents. To prove the second statement we will use two lemmata.
Lemma 10.4. Let V be a von Neumann algebra, u ∈ V a σ-finite tripotent and
(rj)j∈J an orthogonal family of projections. Then the sets
{j ∈ J ; rju 6= 0} and {j ∈ J ; urj 6= 0}
are countable.
Proof. Note that u, being a tripotent, is a partial isometry with initial projection
pi(u) = u
∗u and final projection pf (u) = uu
∗. Moreover, since u is σ-finite, both
pi(u) and pf(u) are σ-finite. Further, it is clear that rju 6= 0 if and only if rjpf (u) 6=
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0, and that urj 6= 0 if and only if pi(u)rj 6= 0. We can therefore assume, without
loss of generality, that u is a projection.
So, assume u is a projection. Now consider two orthogonal families of cyclic
projections in V with sum equal to 1, say (qγ)γ∈Γ and (sδ)δ∈∆, such that u is the
sum of a subfamily of the first one and rj is the sum of a subfamily of the second one
for each j ∈ J . The existence of these families follows easily from [49, Proposition
5.5.9].
Since {γ ∈ Γ; qγu 6= 0} is countable, [9, Proposition 4.1] implies that both sets
{δ ∈ ∆; usδ 6= 0} and {δ ∈ ∆; sδu 6= 0} are countable. Now the assertion easily
follows. 
Lemma 10.5. Let V be a von Neumann algebra and let p ∈ V be a properly infinite
projection. Then for any σ-finite projection q ≤ p there is a properly infinite σ-finite
projection r such that q ≤ r ≤ p.
Proof. Without loss of generality we can assume that p = 1. According to assump-
tion V is properly infinite. Therefore there is a sequence (qn) of mutually orthogonal
projections such that
∑
n qn = 1 and qn ∼ 1 for each n (see e.g. Proposition 4.12,
page 97 in [76]). Therefore, there are projections r′n with r
′
n ≤ qn and q ∼ r′n for
each n (cf. Lemma 9.8(c)). Then r′ =
∑
n r
′
n is a properly infinite σ-finite projec-
tion (cf. [76, Proposition 4.12]) to which q is subequivalent (see Lemma 9.8). Now
by Lemma 9.8(c) there is a projection r ≥ q with r ∼ r′. This projection is σ-finite
and properly infinite. 
Now we are ready to prove the second statement of assertion (a). Let
h = ((fα)α∈Λ, x, v, w) ∈M
be a σ-finite tripotent. It is clear that spt1 h is countable. For each α ∈ spt1 h
choose a complete tripotent gα ∈ L∞(µα, Cα) such that gα ≥ fα, and for each
α ∈ Λ \ spt1 h set gα = 0.
Further, x is a σ-finite tripotent in N , hence by Lemma 7.2(d) there is a σ-finite
projection y ∈ N with x ∈ N2(y).
Since v is a σ-finite tripotent in pV , by Lemma 10.4 the set spt2 h is countable.
The final projection of v satisfies pf (v) ≤
∑
j∈spt2 h
pj, so by Lemma 9.8(c) there
is a projection r ≥ pi(v) such that r ∼
∑
j∈spt2 h
pj, so we can choose a partial
isometry v˜ ∈ V with pi(v˜) = r and pf (v˜) =
∑
j∈spt2 h
pj.
Finally, w is a σ-finite tripotent in qW , thus pf (w) is a σ-finite projection below
q. It follows from Lemma 10.5 that there is a σ-finite properly infinite projection s1
with pf (w) ≤ s1 ≤ q. By Lemma 9.8(c) there is a projection s2 ≥ pi(w) equivalent
to s1. Let w˜ be any partial isometry with pi(w˜) = s2 and pf (w˜) = s1.
Now it is clear that
g = ((gα)α∈Λ, y, v˜, w˜) ∈ T (M)
and M2(h) ⊆M2(g). This completes the proof of assertion (a).
We continue by proving (b). Fix ϕ, ψ ∈M∗ \ {0} such that
s(ϕ) = h = ((hα)α∈Λ, x(h), v(h), w(h)),
s(ψ) = g = ((gα)α∈Λ, x(g), v(g), w(g)).
It is clear that ‖·‖ϕ is weaker than ‖·‖ψ on BM if and only if
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• ‖·‖ϕ is weaker than ‖·‖ψ on BL∞(µα,Cα) for each α ∈ Λ,
• ‖·‖ϕ is weaker than ‖·‖ψ on BN ,
• ‖·‖ϕ is weaker than ‖·‖ψ on BpV ,
• ‖·‖ϕ is weaker than ‖·‖ψ on BqW .
Observe that Proposition 9.7 yields that ‖·‖ϕ and ‖·‖ψ are equivalent on the
closed unit ball of L∞(µα, Cα) whenever both hα and gα are nonzero. Further,
clearly ‖·‖ϕ is weaker than ‖·‖ψ on BN if and only if x(h) ≤ x(g) (by Proposi-
tion 7.5, but in fact this is an easy case).
Further, set
u(g) =
∑
j∈spt2 g
pj, u(h) =
∑
j∈spt2 h
pj .
These are σ-finite projections in V which belong to pV , thus there are ϕ˜, ψ˜ ∈
(pV )∗ \ {0} with s(ϕ˜) = u(h) and s(ψ˜) = u(g). By Lemma 9.9 and Proposition 7.5
we see that ‖·‖ϕ and ‖·‖ϕ˜ are equivalent on BpV (and ‖·‖ψ and ‖·‖ψ˜ as well). Now
we deduce, via Proposition 7.5, that ‖·‖ϕ is weaker than ‖·‖ψ on BpV if and only
if spt2 h ⊆ spt2 g.
Now assertion (b) follows easily.
Next we provide the following postponed proof.
Proof of Corollary 10.2. We use the notation from Theorem 10.1. By assertion (a)
in the just quoted theorem, for each n ∈ N, we can find an element hn ∈ T (M)
such that M2(s(ϕn)) ⊆M2(hn) for each n ∈ N. Fix the notation
h
n = ((fnα )α∈Λ, x
n, vn, wn), n ∈ N.
For any α ∈ ⋃n spt1 hn choose a complete tripotent fα ∈ L∞(µα, Cα) and set
fα = 0 for the remaining α ∈ Λ. Further, set x = supn xn and
v =
∑
j∈
⋃
n spt2 h
n
pj .
Finally, wn is a partial isometry in W such that its final projection pf (w
n) is a
properly infinite σ-finite projection below q for each n ∈ N. By Lemma 10.5 there
is a σ-finite properly infinite projection r ∈W with
sup
n
pf (w
n) ≤ r ≤ q.
By Lemma 9.8(c) we can find, for each n ∈ N, a projection sn ≥ pi(wn) such that
sn ∼ r. Then s = supn sn is equivalent to r by Lemma 9.8(a). So, we can fix a
partial isometry w ∈W with initial projection s and final projection r. Then
h = ((fα)α∈Λ, x, v, w) ∈ T (M).
Choose ϕ ∈ M∗ \ {0} with s(ϕ) = h. Then ‖·‖ϕn is weaker than ‖·‖ϕ on BM by
Theorem 10.1(b) (and Proposition 7.5). 
11. Characterizations of weakly compact sets and operators
As a byproduct of our investigation we improve characterizations of weakly com-
pact sets in preduals of JBW∗-triples and of weakly compact operators on such
spaces. We start by recalling the following known result.
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Theorem 11.1. [62, Theorem 1.1, Corollary 1.4 and Theorem 1.5] Let K be a
bounded subset in the predual of a JBW∗-triple M . Then the following are equiva-
lent:
(a) K is relatively weakly compact;
(b) There exist norm-one normal functionals ϕ1, ϕ2 ∈ M∗ satisfying the following
property: Given ε > 0, there exists δ > 0 such that for every x ∈ M with
‖x‖ ≤ 1 and ‖x‖ϕ1,ϕ2 < δ, we have |φ(x)| < ε for every φ ∈ K;
(c) The restriction, K|C , of K to each maximal abelian subtriple C of M is rela-
tively weakly compact in C∗;
(d) For each tripotent e ∈ M the restriction of K to M2(e) is relatively weakly
compact in (M2(e))∗;
(e) For any monotone decreasing sequence of tripotents (en) in M with (en) → 0
in the weak∗ topology, we have lim
n→+∞
φ(en) = 0 uniformly for φ ∈ K.
If M is a JBW∗-algebra then statement (b) can be replaced with the following:
(b′) There exists a normal state ψ ∈ M∗ satisfying the following property: Given
ε > 0, there exists δ > 0 such that for every x ∈M with ‖x‖ ≤ 1 and ‖x‖ψ < δ,
we have |φ(x)| < ε for each φ ∈ K.
The equivalence (a) ⇔ (b) is a generalization of Akemann’s theorem [1] char-
acterizing weakly compact sets in predual of von Neumann algebras. Recall that
‖x‖2ϕ1,ϕ2 = ‖x‖
2
ϕ1
+ ‖x‖2ϕ2 , hence it gives also a more precise version of Proposi-
tion 7.9 on the relationship of strong∗ and Mackey topologies.
We also notice that a triple C is abelian if the operators L(a, b) and L(x, y)
commute for any choice a, b, x, y ∈ C (cf. [16, p. 468]).
As observed in [17, pages 340–342] the previous theorem can be applied to char-
acterize weakly compact operators from a complex Banach space into the predual
of a JBW∗-triple and from a JB∗-triple into a complex Banach space. The concrete
result in the latter case reads as follows.
Theorem 11.2. [65, Theorem 10] Let E be a JB∗-triple, X a complex Banach
space, and T : E → X a bounded linear operator. Then the following assertions are
equivalent:
(i) T is weakly compact;
(ii) There exist norm-one functionals ϕ1, ϕ2 ∈ E∗ and a function N : (0,+∞)→
(0,+∞) such that
‖T (x)‖ ≤ N(ε) ‖x‖ϕ1,ϕ2 + ε‖x‖
for all x ∈ E and ε > 0;
(iii) There exist a bounded linear operator G from E to a real (respectively, com-
plex) Hilbert space and a function N : (0,+∞)→ (0,+∞) such that
‖T (x)‖ ≤ N(ε)‖G(x)‖ + ε‖x‖
for all x ∈ E and ε > 0.
This result is collected in the recent monograph [17] as Theorem 5.10.141. By
quoting [17], it should be noted that “The above theorem is established in [20,
Theorem 11], with ‖·‖ϕ1,ϕ2 in condition (ii) replaced with ‖·‖ϕ for a single functional
ϕ in the unit sphere of E∗. Since this refinement depends on an affirmative answer
to [17, Problem 5.10.131], it should remain in doubt.” Problem 5.10.131 refers to
MEASURES OF WEAK NON-COMPACTNESS 53
the so-called Barton-Friedman conjecture for JB∗-triples and the subtle difficulties
appearing around the original statement of Grothendieck’s inequality for JB∗-triples
published in [6] (see [60, 65, 61], [17, Subsection 5.10.4], [35] and the final remark in
page 55 for more details). Summarizing, the problem whether in Theorem 11.2(ii)
(respectively, Theorem 11.1(b)) the seminorm of the form ‖ · ‖ϕ1,ϕ2 can be replaced
with a seminorm of the form ‖ · ‖ϕ for a single norm-one functional ϕ ∈ E∗ remains
as an open question. Our next result provides a positive solution to these problems
and proves the validity of the original statement in [20, Theorem 11].
Theorem 11.3. Let K be a bounded subset in the predual of a JBW∗-triple M .
Then K is relatively weakly compact if and only if there exists a norm-one normal
functional ϕ ∈M∗ satisfying the following property: Given ε > 0, there exists δ > 0
such that for every x ∈M with ‖x‖ ≤ 1 and ‖x‖ϕ < δ, we have |φ(x)| < ε for every
φ ∈ K.
Proof. The ‘if part’ follows from the implication (b)⇒ (a) in Theorem 11.1, whereas
the ‘only if part follows from the implication (a)⇒ (b) in Theorem 11.1 and Corol-
lary 10.2. 
We can now provide a proof of the statement in [20, Theorem 11] and close a
conjecture which has remained open for over eighteen years. The proof dissipates
the commented doubts expressed in [17, page 341].
Theorem 11.4. Let M be a JBW∗-triple, E a JB∗-triple, and let X be a complex
Banach space. Then the following statements hold:
(a) A bounded linear operator T : X → M∗ is weakly compact if and only if there
exists a norm-one functional ϕ ∈ M∗ and a function N : (0,+∞) → (0,+∞)
such that
‖T ∗(a)‖ ≤ N(ε) ‖a‖ϕ + ε‖a‖
for all a ∈M and ε > 0;
(b) A bounded linear operator T : E → X is weakly compact if and only if there
exists a norm-one functional ϕ ∈ E∗ and a function N : (0,+∞) → (0,+∞)
such that
‖T (a)‖ ≤ N(ε) ‖a‖ϕ + ε‖a‖
for all a ∈ E and ε > 0.
Proof. In both statements the ‘if parts’ follow from Theorem 11.2.
(a) Suppose T : X → M∗ is weakly compact. Since T (BX) ⊆ M∗ is relatively
weakly compact, Theorem 11.3 implies the existence of a norm-one normal func-
tional ϕ ∈ M∗ satisfying the following property: Given ε > 0, there exists δ > 0
such that for every a ∈ M with ‖a‖ ≤ 1 and ‖a‖ϕ < δ, we have |T (x)(a)| < ε for
every x ∈ BX .
Given a ∈ M\{0}, the element b = a‖a‖+δ−1‖a‖ϕ ∈ BM and satisfies ‖b‖ϕ < δ,
therefore |T (x)(b)| < ε for every x ∈ BX , equivalently,
|T ∗(a)(x)| = |T (x)(a)| < εδ−1‖a‖ϕ + ε‖a‖,
for all x ∈ BX , and thus
‖T ∗(a)‖ ≤ εδ−1‖a‖ϕ + ε‖a‖, for all a ∈M.
Statement (b) follows from (a) since, by virtue of Gantmacher’s theorem, an
operator T : E → X is weakly compact if and only if T ∗ : X∗ → E∗ is. 
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12. Final remarks and open problems
Theorem 4.1 says that the three measures of weak non-compactness considered
in this paper coincide in preduals of JBW∗-triples which complements the previous
results from [46, 34]. However, the mentioned results include explicit formulas for
these measures. In fact, these formulas are substantially used in the proofs. In the
present paper we do not get an explicit formula due to the procedure of the proof –
we use subsequence splitting property, Lemma 8.3, Proposition 3.2 and Lemma 2.1.
So it is natural to ask whether there are some natural formulas for the De Blasi
measure ω. The first question deals with a special case of von Neumann algebras.
Question 12.1. Let M be a semifinite von Neumann algebra with a fixed normal
semifinite faithful trace τ . Is there a formula for the De Blasi measure of weak
noncompatness in M∗ in terms of the trace τ? Is it so at least for finite σ-finite
von Neumann algebras?
We note that the special case of commutative spaces L1(µ) is settled in [46,
Section 7].
Another possibility is to try to get quantitative versions of some characterizations
of weakly compact sets in the predual of a JBW∗-triple given in Theorem 11.1 (or
in the improvement of its assertion (b) contained in Theorem 11.3). More precisely,
we have the following question.
Question 12.2. Let M be a JBW∗-triple and let A ⊆ M∗ be a bounded set. Can
ω(A) be expressed using quantitative versions of the characterizations from The-
orem 11.1? In particular, is ω(A) equal (or at least equivalent) to the following
quantities?
(b) inf
ϕ∈SM∗
sup
φ∈A
inf
δ>0
sup {|φ(x)| ; x ∈ BM , ‖x‖ϕ < δ};
(c) sup {ω(A|C); C ⊆M a maximal abelian subtriple};
(d) sup {ω(A|M2(e)); e ∈M a tripotent};
(e) sup
{
lim sup
n→∞
sup
φ∈A
|φ(en)| ; (en) a decreasing sequence of tripotentsweak∗-converging to 0
}
.
Note that these quantities naturally correspond to the respective characteriza-
tions in Theorem 11.1 (or in the improvement of assertion (b) contained in Theo-
rem 11.3). It is easy to check that all these quantities are bounded above by the
De Blasi measure ω, but the converse inequalities seem not to be obvious.
We investigated measures of weak non-compactness in preduals of JBW∗-triples.
Another possibility is to look at subsets of JB∗-triples themselves. In this direction
there is just one positive result – coincidence of measures of weak non-compactness
for subsets of c0(Γ) (see [34, Theorem C]) and no negative result up to now. So,
the following question seems to be natural.
Question 12.3. Are the above-considered measures of weak non-compactness equi-
valent (or even equal) for bounded subsets of a JBW∗-triple?
We have no idea how to approach this general question, so we formulate two
important special cases.
Question 12.4. Let K be a compact space. Are the above-considered measures of
weak non-compactness equivalent (or even equal) for bounded subsets of C(K)? Is
it true for K = [0, 1]?
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Question 12.5. Let H be a Hilbert space. Are the above-considered measures of
weak non-compactness equivalent (or even equal) for bounded subsets of K(H), the
space of compact operators on H?
Added during the revision process: Months after the submission of this paper
we discovered a complete proof of the so-called Barton-Friedman conjecture for
general JB∗-triples, and a solution to Problem 5.10.131 in [17] (treated in page
53). The result is included in the recent preprint [35]. This proof of the Barton-
Friedman conjecture offers an alternative approach to derive Theorems 11.3 and
11.4 as a straightforward consequences of [65, Theorem 10].
Acknowledgements: We would like to thank the anonymous referee for the time em-
ployed in writing a professional and thorough report with a wide list of constructive
and enriching comments and suggestions.
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