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 要  旨 
学校でのデジタル学習環境の利用は，学習プロセスに関する構成要素の研究のみではなく，こ
の情報を元に学習者の躓いている学生を特定し支援するデジタル学習環境を提供している．ま
た，学習者において学習の持続性は学生の成功に重要な学習要素として考えられている．学習
プロセスにおいて，Wheel Spinning と Stopout は，持続性に関する学習不振兆候を示す重要
な現象である．Stopout は成功するのに十分な持続性を示さない学習兆候を表し，Wheel 
Spinningは高い持続性を示すが，習熟度に到達できない状態を表す． 
先行研究では，Anthonyらが，深層学習を用いてWheel Spinningや Stopoutの予測を行った
が，学習者の知識状態が特徴量として用いられていないといった問題が考えられる． 
一方で知的学習支援システム(ITS)分野では，学習者の知識状態を推定するモデルが提案されて
きた．Deep Knowledge Tracing(DKT)は深層学習を用いて過去の学習データと特徴量から学習
者の知識状態を推定する手法である．また，Ritwick らの研究ではヒント利用予測と知識状態
推定を組み合わせたMulti Task Learningモデルが提案されており，結果としてヒント取得予
測と知識状態推定の両方で精度が向上したことが報告されている． 
本研究の目的は，従来の深層学習モデルに DKT による知識状態を特徴量として組み込むこと
で Wheel spinning と Stopout の早期検出を高精度に行うことである．具体的には，まずはじ
めに、学習者の問題 IDとその問題の正誤から DKTを学習しその知識状態変数を取り出す．次
に従来の学習不振兆候の特徴量と抽出した隠れ層を結合することで，新たに学習不振兆候予測
の特徴量を生成する．最後に，新たに生成された特徴量を Long Short Term Memory(LSTM)
の入力として用いて学習不振兆候の予測を行う．提案手法では．これまで学習不振兆候に用い
られていない学習者の知識状態を特徴量として活用するだけでなく，知識状態の推定と学習不
振兆候の予測を同時に行うMulti Task Learningを提案しており更に推定精度向上が期待され
る． 
評価実験において，提案手法は従来手法に比べ Wheel Spinning の分類精度が向上することが
確かめられた．Stopout についても従来手法では推定が困難であった Stopout の検出が可能と
なった事が確かめられた． 
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1 まえがき
学校でのデジタル学習環境の利用は，学習者の学習構成についてきめ
細かいレベルで対応する新しい可能性をもたらしている．デジタル学習
環境では，学習プロセスをよりよく理解するためのツールとデータを研
究者に提供していると共に，学習者の学習経験を改善するための研究プ
ラットフォームも与えている．
しかし，教師の指導や支援または，補完することを目的とした多くの
学習支援システムでは，利用する学習者に限られた援助しか提供できな
い．その後の生産的な学習戦略を促進するため，より良い支援システム
を開発し学習プロセスの中の学習者の躓きを検出することが重要である．
難しい問題に遭遇したとき，その課題を解決するに十分な数の練習問題
へ取りくみ続ける「固執」は，学習者にとって不可欠である．グリット
[1]，忍耐力 [2]，及び生産失敗 (product failure)[3]などの研究から，持続
性は学習者の成功に重要な役割を果たしていることが明らかになってい
る．学習プロセスにおいて，Wheel Spinningと Stopoutは，持続性に関
する学習不振兆候を示す重要な現象として考えられている [4]．
学習不振兆候の Stopoutを示す学習者は，課題の早い段階で少数の問
題を解くだけで学習をやめてしまい，追加の問題を通して難しい学習内
容を学ぶ機会を逃している．一方，練習問題をやり続けるという固執の
存在は，困難を乗り越える学習者にとって不可欠のものであるが，その
固執が非生産的である場合もある．そのような非生産的な持続性という
否定的な側面を示す兆候は，Wheel spinning として知られている [5]．具
体的には，学習者が規定の学習課題に取り組みを続けていても制限時間
内に学習の習熟状態に到達できない場合を指す．
Wheel spinningと Stopoutはどちらも学習者の非生産的な学習兆候を
表している．Stopoutは成功するのに十分な持続性を示さない学習兆候を
表し，Wheel spinningはインストラクターやチューターからの追加援助
を求めることが学習者にとって有益である可能性が高い場合の学習兆候
を表す．Beckと CongのWheel spinningに関する研究 [5]では，課題の
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10 番目の問題までに課題を完了できない学習者がWheel spinningとして
定義される．
学習者にとって有益な持続性を促進するために，Wheel spinning と
Stopoutを検出することが重要である．しかし，Stopoutが検出されて
から介入するとしても，学習者がすでにシステムの利用をやめている可能
性が高い．同様に，Wheel spinningが検出されてから介入をするとして
も，学習者がすでに時間と労力を浪費しており遅すぎる可能性がある．こ
のような問題を避けるためには，学習者がWheel spinningと Stopoutを
示す前に，そのような行動を見越して先行的に介入して，Wheel spinning
と Stopoutの潜在的原因に対処することが不可欠である．Botelho[4] ら
は，深層学習を用いてWheel Spinnningや Stopoutの予測を行ったが，学
習者の知識状態が特徴量として用いられていないといった問題が考えら
れる．
一方で，知的学習支援システム (Intelligent Tutoring System:ITS)の分
野において，学習データの分析を行うことで，学習過程における知識への
習熟度や理解度を把握をすることが重要な研究テーマとなっている．学
習者が課題の解決の知識をどのくらい獲得しているかという学習者の知
識状態の推定を行うことにより，未習熟の課題を同定し，個人の成長に
最適な指導を行うことを可能にする．これまで，学習過程における学習
者の知識状態をモデル化し，過去の学習データから現在の知識状態を推
定する手法が多く開発されている．一般的に知られているモデルとして
Deep Knowledge Tracing:DKT がある [6]．DKTは深層学習を用いて過
去の学習データと特徴量から学習者の知識状態を推定する．
また，Ritwickらの研究 [7]でヒント利用予測と知識状態推定を組み合
わせたMulti Task Learningモデルが提案されており，結果としてヒント
取得予測と知識状態推定の両方で精度が向上したことが報告されている．
これらを踏まえ，本研究の目的は，Botelho[4] らのモデルを拡張して，
DKTによる知識状態を特徴量として組み込むことでWheel spinningと
Stopoutの早期検出を高精度に行うことである．具体的には，以下の手順
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で行う．
1)学習者の問題 IDとその問題の正誤からDKTを学習しその知識状態
変数を取り出す．
2)従来の学習不振兆候の特徴量と抽出した隠れ層を結合することで，新
たに学習不振兆候予測の特徴量を生成する．
3)新たに生成された特徴量を LSTMの入力として用いて学習不振兆候
の予測を行う．
提案手法では．これまで学習不振兆候に用いられていない学習者の知
識状態を特徴量として活用するだけでなく，知識状態の推定と学習不振
兆候の予測を同時に行うMulti Task Learningを提案しており更に推定精
度向上が期待できる．
Assistment2016-2017[4]を用いた評価実験において，提案手法は既存の
LSTMモデルに比べWheel Spinningの分類精度が向上することが確かめ
られた．Stopoutについても従来手法では推定が困難であった Stopoutの
検出が可能となったことが確かめられた．
本論文は，以下の構成からなる．まず先行研究について第 2章にまと
める．その後，第 3章では提案手法の概要を示し，第 4章では今回の評価
実験に用いるデータセットについて説明したあと，比較実験によりその
効果を明らかにする．最後に，第 5章において本論文のまとめと今後の
課題を示す．
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2 先行研究
近年，Congnitive tutor[8] や ASSISTments[5],[9]や大規模オープンオ
ンラインコースMOOC[10]などのオンライン学習プラットフォームが提
供され，その上でWheel spinningのモデル化など多くの学習の持続性に
関する研究成果が報告されている [5][8][9][10]．
2.1 Wheel spinning
Wheel spinningは学習者が学習課題に解き続けるが，学習教材の十分
な理解を得ることができない行動を指す．Wheel spinning の用語は，雪
や泥の中で立ち往生している車が必死に動いているにもかかわらず車輪
が空転している状態に由来している．BeckとCongのWheel spinningに
関する研究 [5]では，Wheel spinningを 10回チャレンジしたにも関わら
ず要求された習熟度に到達できない状態であると定義している．
課題にある問題をすべて答えることを学習者に要求する伝統的なの課題
の出題方法に対して，ASSISTments など習熟度ベースに基づく課題の出
題方法では，課題を完了するために割り当てられたスキルに対する十分な
理解，または習熟を示すことを学習者に要求する．例えば，ASSISTments
の場合，学習者がすべての問題を解くのではなく，ヒントを利用せずに 3
つの問題に連続して正解することを合格と見なしている．
Wheel spinningを観測する初期の研究は，習熟度ベースの課題との学
習者の相互作用に着目したものである [9]．このようなモデルでは，各問
題と学習者の直近の行動について，専門家が作成した特徴量を用い，現
在の課題で学習者が Wheel spinning である可能性を推定していた．
また，Botelho[4] らのWheel spinning に関する研究では，より細かい
粒度の説明変数を導入し，深層学習の手法を用いてWheel spinningの動
作を長期間にわたって予測した．さらにモデルのパフォーマンスがどの
ように連続した問題で変化するかを考察している．
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2.2 Stopout
最初の少数の問題で学習をやめてしまう現象を，Stopoutという．学習
者が Stopoutすることでより困難な教材を学ぶ機会を逃してしまう．
学習者が授業や課題の受講をやめてしまうことについては，より一般
的には学習者の Dropoutとして，主にMOOCなどのデジタル学習環境
における教育の問題として大きな注目を集めている [10],[11],[12],[13] ．
Dropoutは，学習者によって理由が異なることが先行研究 [14]によって
示されている．例えば，不十分な背景知識やコンテンツの難しさのため
にやめてしまう人もいれば，時間管理やスケジュールのせいでやめてし
まう人もいる．MOOC内の学生のDropoutは，「Gritnet」という学習モ
デルの開発を通じて以前から研究されている [14]．
Dropoutと Stopoutの違いは，学習者は Stopoutの状態であっても講
義を受講しており，その後の課題を完了することを選択できることであ
る．一方で講義の受講自体をやめてしまう場合は，Dropoutとして定義さ
れる．学習者のDropoutが，学習者が教材を十分に習得することを妨げ，
その後必要なスキルを習得する際にさらなる困難につながる可能性があ
る [15]．Stopout を示す学習者は，学習環境との相互作用をやめてしまっ
ているため，プラットフォームを介して学習者を支援することができず，
その場合学習者を助けるために教師などの外部の力に頼ることしかでき
ない．そのため，すでに Stopoutを示している学習者の Stopoutの原因
を特定し，生産性の高い持続性をサポートするための効果的な介入をす
ることは，困難である．
これらの理由により，課題内での学習不振兆候を防ぐため，Stopoutを
示す可能性のある学習者をなるべく早い段階で判断することができるモ
デルを構築することが重要である．
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2.3 教育分野における深層学習
教育や学習分析などの分野では，学習者の行動や成績の予測について，
深層学習を利用した研究が増えている．特に，教育分野では，学習者の行動
の複雑な時系列パターンをモデル化する能力が高いため，多くの研究で再
帰型ニューラルネットワーク（recurrent neural network：RNN)[16]が使わ
れている．特にRNNの一種であるLong-Short Term Memory(LSTM)[17]
は，画像処理や自然言語処理など広範囲の分野に用いられてきた．Botelho
ら [4]の Wheel Spinning，Stopoutの検出にも LSTM が用いられている．
その他にもLSTMを用いて，学習者の知識と短期間の成績予測 [6][18][19]，
MOOCにおける学習者の卒業予測 [14]とリアルタイム成績 [20]，学習者
の感情状態の検出 [21]，長期的な成績予測 [22][23]などが行われている．
深層学習モデルは，高精度に予測が可能であることが報告されている
にもかかわらず，多数の学習パラメータと複雑なモデル構造はそれらの
解釈を困難にしてしまう．しかし，パラメータの解釈性は存在しないと
しても，深層学習の隠れ層にはそれまでの豊富な情報が含まれていると
みなせ，別のモデルの特徴量として用いることは可能である．
2.4 Deep Knowledge Tracing(DKT)
本節では，知識状態推定モデルについて先行モデルの説明を行う．本
研究では学習履歴データにおける問題数をM と表し,　学習者の問題m
に対する反応データ xmを次のように表す.
xm =
 1　 (学習者が問題mに正答)0　 (上記以外) (1)
Deep Knowledge Tracing(DKT)は，それまでの研究で考えられていた
スキル間の独立やマルコフ過程を仮定せず，過去の学習データから時系
列の深層学習モデルである LSTMを用いて課題への反応を予測するモデ
ルである [6].
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まずはじめに，LSTMのモデル構造についてである．LSTMは，RNN
の学習時に入力長が長くなると指数関数的に勾配が小さくなってしまう
勾配消失問題 [24]を解決するために長期依存を保存しているセルとゲー
トベクトルが導入されている．時点 tにおける LSTMのモデルを図 1に
示す．具体的には，Xの時点 tにおける入力Xtと t − 1の隠れ層ht−1を
を用い式 (2)(3)で忘却ゲート ft，入力ゲート itの値を求め式 (6)を用い
てmtを更新する．忘却ゲート ftは，セルが保存している長期依存をど
のくらい維持するかを調節し，入力ゲート itは，新たにセルに保存する
値を調整する役割を果たす．これらのゲートベクトルの導入によりmtに
保存する情報と削除する情報を制御することが可能となっており，長期
依存を扱うことができるようになっている．さらに式 (4)によって求めら
れる出力ゲートとセルを用いて，式 (7)のように時点 tにおける出力とな
る隠れ層 htを求める．
図 1: LSTMのモデル構造
ft = σ(WfxXt + Wfhht−1 + bf ) (2)
it = σ(WixXt + Wihht−1 + bi) (3)
ot = σ(WoxXt + Wohht−1 + bo) (4)
gt = σ(WgxXt + Wghht−1 + bg) (5)
mt = ft ◦ mt−1 + it ◦ tanh(gt) (6)
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ht = ot ◦ tanh(mt) (7)
Wfx，Wfh，Wix，Wih，Wox，Woh，Wgx，Wghは重みベクトルであ
り，bf，bi，bo，bgはバイアスベクトルである．これらの次元数は，任意
に設定する隠れ層の次元数と等しく，全て同時に学習される．σは式 (8)
に示すシグモイド関数であり，tanhは式 (9)に示すハイパボリックタン
ジェントである．ここで ◦はアダマール積を表している．
σ(x) = 1
1 + exp(−x)
(8)
tanh(x) = exp(x) − exp(−x)
exp(x) + exp(−x)
(9)
以下では式 (2)から式 (7)をまとめて次式で表す．
ht = LSTM(Xt, ht−1) (10)
次にDKTのモデル構造についてである．DKTでは時刻 tまでの学習
者の課題への反応ベクトルQDKTt を入力データとし，時刻 tにおける各
スキルに対する予測反応ベクトル yDKTt を出力する.　時刻 tの LSTMの
隠れ層を hDKTt として表すときDKTモデルは以下の図 2で表される
図 2: DKTのモデル構造
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DKTの入力は，問題数Mのデータセットについて，固定長ベクトルPt
をもとにワンホットベクトルQtを作成してモデルの入力として用いる．
Pt = {qt, at} (11)
Qt ∈ {0, 1}2M (12)
Qt =
 [0M , qt](at = 0の時)　[qt, 0M ](上記以外) (13)
ここで qtは時点 tで解いた問題 IDの要素を 1とするワンホットベクト
ルであり，atは時点 tで解いた問題の正誤を表す．また，0M は長さMの
ゼロベクトルを意味する．
Pt, qt, at, Qtについて例を用いて説明する．
ex :問題 id1に正解した場合,問題数 3
pt = {(1, 0, 0), 1}(M = 3)→Qt = {1, 0, 0, 0, 0, 0}
ex :問題 id2に誤答した場合,問題数 3
pt = {(0, 1, 0), 0}(M = 3)→Qt = {0, 0, 0, 0, 1, 0}
DKTの隠れ層 hDKTt と出力 yDKTt は式 (10)を用いて次のように表さ
れる.
hDKTt = LSTM(Qt, hDKTt−1 ) (14)
yDKTt = WhDKTt h
DKT
t + bDKTht (15)
このときWhDKTt は重みベクトルを表し，bht はバイアスベクトルを表
す．DKTのパラメータ学習は，次式ように，次の時点 t + 1で解く項目
に対する反応予測の誤差を示す損失関数を最小化することで実現できる．
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lossDKT =
∑
t
l((yDKT )⊤qt+1, at+1) (16)
ここで qt+1は時点 t + 1で実際に学習者が解答した問題ベクトルを表
し，at+1は時点 t + 1での問題への正誤を表す．lは交差エントロピー誤
差関数であり式 (17)のように表される．
l(qt, at) = −qt log at − (1 − qt) log(1 − at) (17)
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3 提案手法
3.1 提案手法の流れ
本研究では，DKTを用いて知識状態を考慮した新たな学習不振兆候予
測の手法を提案する．学習不振兆候予測とは，Wheel Spinning,Stopout
それぞれの検出のことを指し，提案手法のモデルは共通である．時点Tま
での提案手法の概要を図 3に示す．提案手法の流れは以下の通りである．
1)学習者の問題 IDとその問題の正誤からDKTを学習し，その隠れ層
を抽出することで，知識状態変数を取り出す．
2)従来の学習不振兆候のデータセットに含まれる特徴量と抽出した隠
れ層を結合することで，学習不振兆候予測の特徴量を作成する．
3)新たな特徴量を LSTMの入力として学習不振兆候の予測を行う．
図 3: 提案手法の概要
提案手法の実装では，LSTMの実装にニューラルネットワークのフレー
ムワークの一つであるChainer2を用いた．Lミニバッチ数を100，エポック
数を30に固定した．またパラメータの最適化アルゴリズムには　adaptive
moment estimation(Adam)[25]を用いた．
11
まずはじめに，図 3中のDKTの部分について説明する．DKTでは，解
いた問題とその正誤を one-hotベクトルで表す．問題数がMのデータセッ
トについて ptを以下のように定義する.
pt = {qt, at} (18)
ここでqtは時点 tで解いた問題 IDの要素だけが 1となるような one-hot
ベクトルであり，atは時点 tで解いた問題の正誤を表す．atは次のように
定義する．
at =
 1　 (学習者が時点 tで解いた問題に正答)0　 (上記以外) (19)
次にptを固定長のワンホットベクトルQtに変換することでDKTの入
力として用いる．
Qt ∈ {0, 1}2M (20)
Qt =
 [0M , qt](at = 1の時)　[qt, 0M ](上記以外) (21)
ここで 0M はM次元の 0ベクトルである．次に，2.3節で示したように
式 (10)を用いて，DKTの隠れ層の値 hDKTt を次式のように定義する．
LSTM(Qt, hDKTt−1 ) = hDKTt (22)
このとき出力 yDKTt は次式で表される．
yDKTt = WhDKTt h
DKT
t + bht (23)
本研究では，求めた隠れ層 hDKTt の値を学習不振兆候予測の特徴量と
して用いる．学習不振兆候予測において 3.2節で示した従来の特徴量を θt
とする.この特徴量 θtとhDKTt を結合することで，新たな学習不振兆候の
特徴量 xP ret として用いる．この時，x
P re
t は次式で表される．
　 xP ret = [θt; hDKTt ] (24)
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;は，θtと hDKTt のベクトルの結合を表す．
DKTと同様に学習不振兆候の隠れ層 hP ret は式 (25)で表される．また
学習不振兆候予測においては LSTMの最後入力時点Tの隠れ層のみを用
いる．この最後の隠れ層Hprelastを式 (26)に示す．
LSTM(xP ret , hP ret−1) = hP ret (25)
Hprelast = hP reT (26)
学習不振兆候予測の出力層 yP ret = [yP re=0t , yP re=1t ]と出力 Ytはそれぞ
れ次式で定義する．
　 yP ret = WyH
pre
last + by (27)
　 Yt = S(yP ret ) (28)
ここで，Wyは重みベクトルを表し，byは，バイアスベクトルである．
また S(yt)はソフトマックス関数を表し,次式で表される ．
S(yP ret ) =
[
yP re=0t
yP re=0t + yP re=1t
,
yP re=1t
yP re=0t + yP re=1t
]
(29)
また出力Ytは，次式のような 2値を持つ．
Yt =
 1　 (学習者がWheelSpinningまたは Stopoutしている)0　 (上記以外) (30)
3.2 パラメータ学習
一般に，深層学習では微分可能な損失関数を定義し，誤差逆伝播法に
よりパラメータを学習を行う．損失関数を最小化することでパラメータ
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学習を実現する．提案モデルの損失関数は，DKTの損失関数と学習不振
兆候予測の損失関数の重み付き和で求める．
一般の機械学習手法と同様に，深層学習もデータの偏りに大きな影響
を受けることが知られている．そこで，データの偏りの問題を解決する
ため出現頻度の少ないデータの重みを大きくする cost-sensitive learning
が一般に用いられている [26]．本研究でも，交差エントロピー誤差関数の
lを用いてDKTの損失関数と学習不振兆候予測の損失関数を次の式 (31)
と式 (32)で定義する．
lossDKT =
∑
t
l((yDKT )⊤qt+1, aDKTt+1 ) (31)
lossP re =
∑
t
l(yP ret , ˆyP ret ) + γ
∑
t∈yP ret =1
l(yP ret , ˆyP ret ) (32)
aDKTt+1 は時点 t + 1での問題への正誤を表す． ˆyP ret は実際の反応データ
を表す．式 (32)において γの値は，通常時 0であるが，少数ラベルの偏
りを考慮して重み付けを行う場合 γ = 1.0として少数ラベルに重みを付け
て計算する場合がある．
提案モデルの損失関数は次式で表される．
loss = α1× lossDKT + α2× lossP re (33)
α1と α2はそれぞれのパラメータの尺度の違いを考慮して α1 = 0.001，
α2 = 1として損失関数に重み付けを行い，パラメータ推定を行った．
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4 評価実験
4.1 データセット
評価実験で用いるデータセットについて説明する．
4.1.1 ASSISTments
一般に不振兆候予測タスクで使用されているデータセットとして AS-
SISTmentsデータセットがある.このデータセットは，2016－2017年度に
ASSISTments に取り組んだ学習者の学習履歴から構成されている．AS-
SISTmentsは，Webベースの学習プラットフォームであり，教師には授
業や宿題を割り当てるためのツールが提供され，学習者は即座に正解の
フィードバックを受けられる．それぞれの課題に取り組んでいる間，学
習者に対して即座に援助を与えることが可能である．更に必要になる場
合は，問題を解くための過程をより小さなステップに分割し，適切なヒ
ントを学習者に提供する．
これらに加えてASSISTmentsは，学習者が正しく答えられるまで次の
問題に進むことを許さないため，学習者が問題を正しく答えることがで
きない場合は，学習者に最終ヒント (bottom-out hint)を提供することも
可能である．
ASSISTments内の課題の完了を示す基準は，システムの援助（あらゆ
るヒント）を受けずに連続して３つの問題を正しく答えられることである．
学習者がスキルをマスターできない場合は，ASSISTmentsはその日の
新たな課題の割り当てを停止し，追加のヒントを提供する．
ASSISTments は，平均 1日で数千人の異なる学習者によって使用され
る．その殆どは主に数学の問題を解く 6 年生から 8 年生であり，深い学
習支援を行うために十分な規模とバリエーションをもつデータセットが
提供されている．データセットには，これらの学習履歴がすべて保存さ
れているが，多くの研究で実際に用いられているのは少なくとも 10 名以
上が解いている問題，かつ全体の課題を終わらせた割合が少なくとも 70
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％である学習者の履歴のみを用いる．この制限で，補足課題などの実験
に有効でないデータを取り除くことができる．
4.1.2 データセットの特徴
4.1.2.1 特徴量
データは，ASSISTmentsによって記録されている学習行動で構成され，
きめ細かいレベルの情報が数値化されている．データの各行には，時間
に関連した情報に加えて問題の正誤や要求したヒントなどの 15 個の特徴
量から，one-hot-encoding が適用され，合計 71個の特徴量が含まれる．
これらの特徴量についての説明を表 1に示す．また特徴量のデータサ
ンプルについてを表 2に示す
表 1: 学習不振兆候予測の特徴量とその説明
本研究では，DKTの隠れ層ベクトルを提案しており，81個の特徴量を
提案モデルへの入力として用いた．
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表 2: 学習不振兆候予測の特徴量とデータサンプル
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表 3: データセットの各データ総数
4.1.2.2 Wheel spinningと Stopoutのラベル付けについて
Botelho[4]らは次のようにWheel spinning と Stopout のラベル付けを
行っている．Wheel spinningと Stopoutをそれぞれ排他的なものとして
行っている．
まずはじめに，学習者が 10 回目の問題で十分な理解の閾値に達してい
ない場合にWheel Spinningとラベル付けしている．Wheel spinningを判
断するための 10個目の問題という設定は，今後の研究でより議論される
必要があり，任意である．
Stopoutは，10番目の問題の前に，問題に取り組むことをやめた場合
にラベル付けされる．
Wheel spinning と Stopoutのラベルは，学習者の課題単位で計算され
る．提案モデルでは先行研究をもとに学習者の各行動からWheel spinning
と Stopoutに陥るかを予測する．さらに，提案モデルでは時系列のデー
タを活用してWheel spinning と Stopoutを推定することが可能である．
また，本研究では学習者が 2問以上解答した課題のデータを抽出し，表
3で示す 10613人の学習者，4384個の課題，28223個の問題，616692行
の行動データを含む実験用データセットを作成した．
4.2 評価実験の方法
提案手法が，ASSISTMENTデータセットを用いて既存手法よりも提
案手法のほうが高い分類精度であることを示す．
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提案手法に加えLSTM[17]，Support Vector Machine (SVM) [27]，Naive
Bayes (NB)[28]，Neural Network　 (NNET)[29]，K近傍法 [30] ，Ran-
dom Forest (RF)[31]を用いて 5分割交差検証を行い，Accuracy(精度)，そ
れぞれの値についての適合率 (precision)と再現率 (Recall)の調和平均で
ある F値とその平均を求めた．提案手法と LSTMモデルは，学習者の各
課題毎の時系列を考慮して入力を行うが，その他の，SVM，NB，NNET，
K近傍法，RFについては，学習者の各課題毎の時系列を考慮することが
できないため，各時点ごと独立に予測を行った．
Wheel Spinningと Stopoutの検出に用いる入力については，知識状態
変数を含まない場合は，データセットの特徴量を入力として用い，知識
状態変数を含む場合は，問題 ID(problem id)とその問題の正誤の 2値を
入力として加えて評価を行った．
提案手法では，ミニバッチ処理を行い分類を行った．このときミニバッ
チ数は 100で，試行回数は 30回である．また，式 (32)において γの値を
γ = 0と γ = 1.0とし損失関数に対して，少数ラベルの重み付けの有無に
ついても評価を行う．DKTの隠れ層のノード数と学習不振兆候の隠れ層
のノード数は 10に固定して推定を行う．
次に評価実験に使用した LSTMモデルについて示す．ftは提案手法と
同じ学習不振兆候の特徴量である．隠れ層 hP ret のノード数は 10である．
エポック数は 1500に固定して行った．　 　　
　 　 　
図 4: LSTMモデル
　
19
4.3 Wheel Spinningの評価実験
まずはじめに，Wheel Spinningの検出について提案モデルの損失関数
は次の図 5のようになった．図 5より，エポック数が 3000の時の損失関数
が約 0.2程度となっており，正しく学習されていることが確かめられた．
図 5: 提案手法 (γ = 0)のWheel Spinning検出の損失関数
次にWheel Spinningについて分類結果についてまとめる．Wheel Spin-
ningの分類結果を表 4に示す．
分類結果について，精度，各 F値，F値の平均に分けて考察を行う．
まずはじめに，精度についてである．従来の LSTMモデルが 0.924で
あるのに対し，提案手法である知識状態変数を含むLSTMモデルが 0.941
となり約 2%程度分類精度が向上したことが確認できた．少数ラベルの
損失関数に重み付けを行う場合との比較では，少数ラベルに重み付けを
行わないモデルの方が 5%上回る結果となった．またその他の SVMなど
の従来手法と比較しても約 10%程度上昇しており，どのモデルよりも提
案手法が高精度にWheel Spinningの検出が可能であることが確かめられ
た．したがって，知識状態変数を推定に加えてMulti Task Learning する
ことにより知識状態変数を適切に活用できていることが確かめられた．
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表 4: Wheel Spinning の分類結果
次に各 F値についてである．ラベル 0の F値について，少数ラベルの
損失関数に重み付けをしない提案手法と従来の LSTMモデルを比較する
と，提案手法が 0.968であるのに対し，従来のLSTMモデルは 0.959であ
り，0のF値においても精度が向上したことが確かめることができた．少
数ラベルの損失関数に重み付けを行う提案手法と比較した場合では，わ
ずかに少数ラベルの損失関数に重み付けを行わないモデルの方が上回る
結果となった．その他の SVMなどの従来手法と比較した場合もすべての
場合で提案手法が優れており，提案手法の有効性が確かめられた．
ラベル 1の F値について，少数ラベルの損失関数に重み付けを行わな
い提案手法よりも，NNETがわずかに上回っている．少数ラベルに重み
付けを行うモデルよりも重み付けを行わないモデルのほうが 1の F値は
高くなった．少数ラベルの損失関数に重み付けを行わない提案手法の 1の
F値が 0.650であるのに対して従来のLSTMモデルの 1のF値は 0.468と
提案手法が大きく上回っているので，知識状態変数を加えることで，少
数ラベルの分類精度も上昇することが確かめられた．
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最後にラベル 0のF値とラベル 1のF値を平均して求めたF値の平均に
ついてである．F値を平均した場合は，提案手法が 0.809であるのに対し
て，従来の LSTMモデルは 0.714であり，約 10%程度上昇することが確
かめられた．さらに少数ラベルの損失関数に重み付けを行うモデルより，
行わないモデルの方がF値の平均も高い結果となった．その他の SVMな
どのモデルと比較しても約 5%程度上昇しており，提案手法を用いること
で全体的な分類精度を上昇することを確かめることができた．
以上の結果をまとめる．提案手法のうち少数ラベルの損失関数に重み
付けを行うモデルと行わないモデルでの比較では，少数ラベルの損失関
数に重み付けを行うことによる各精度の上昇は見られなかった．従来手
法との比較では，提案手法のモデルの推定精度や F値の値が上回ってお
り，Wheel Spinningの検出において，提案モデルが従来手法よりも高精
度で推定できることが明らかになった．
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4.4 Stopoutの評価実験
　まずはじめに，Stopoutの検出について提案モデルの損失関数は次の
図 6のようになった．図 6より，エポック数が 3000の時の損失関数が約
0.2程度となっており，正しく学習されていることが確かめられた．　　
　　 　 　
図 6: 提案手法 (γ = 0)の Stopout検出の損失関数
　
　次に Stopoutの分類結果についてについてまとめる．Stopoutの分類結
果について表 5に示す．
Stopoutについては，Stopoutしているラベルが約 8%程度しかなく少
数ラベルについて検出が困難となる場合が多い．
分類結果について，Wheel Spinningと同様に精度，各 F値，F値の平
均に分けて考察を行う．
まずはじめに，精度について考察を述べる．少数ラベルの損失関数に重
み付けを行わない提案モデルは，従来の LSTMモデルと同じ精度であっ
た．これは，どちらも少数ラベルの検出を行えなかったことが原因であ
る．一方で，少数ラベルの損失関数に重み付けを行うモデルでは，少数ラ
ベルの検出に成功しているため，精度では従来の LSTMモデルよりも低
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表 5: Stopout の分類結果
い結果となった．提案手法の重み付けを行うモデルの方が，従来の SVM
などの手法も，0の検出が誤って検出されることが少なく，検出を行える
少数ラベルの損失関数に重みを加えたモデルよりも良い精度となった．
次に各 F値についてである．ラベル 0の F値について．少数ラベルの
損失関数に重み付けを行わない提案モデルは，従来の LSTMモデルと同
じF値であった．これは，0のラベル全てが 0と予測されており，誤りが
0であったためである．一方で少数ラベルの損失関数に重み付けを行うモ
デルの場合は，Stopoutの検出に重みが加わり誤りが生じるため従来の
LSTMモデルよりも低い値となっている．従来の SVMなどの手法と比較
しても 0の F値にいては誤って検出される事が少ないため同程度の値と
なっている．
ラベル 1の F値について，ラベルの数が少ないためほぼ検出されない
結果となった．しかしながら，少数ラベルの損失関数に重み付けを行う
ことで，検出が可能となり，少数ラベルの損失関数に重み付けを行う提
案モデルが，Stopoutを検出できなかった LSTMモデルと比べ良い結果
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となった．従来の SVMなどの手法と比較しても，少数ラベルの損失関数
に重みを加えたモデルがすべての中で最も高く良い結果となった．
最後にラベル 0の F値とラベル 1の F値を平均して求めた F値の平
均についてである．少数ラベルの損失関数に重み付けをすることにより
Stopoutの検出が可能となったことで，従来のLSTMモデルでStopoutを
検出することが出来ず平均が計算出来ないところから計算が可能となっ
た．F値の平均では，少数ラベルの損失関数に重みを加えたモデルが従
来のすべてのモデルと比べて最も高い結果となった．ラベル 0の F値が
低いもののラベル 1の Stopoutである事の検出が大事であるので，少数
ラベルの損失関数に重みを加えたモデルがより優れていると考える．
以上の結果をまとめる．Stopoutの検出では Stopoutした学習者の行動
数が少なく検出することが困難であったが，少数ラベルに重み付けを行
う提案モデルを用いることにより，Stopoutの検出が可能となった．全体
の精度は下がるものの 1の F値では提案モデルが最も高く，Stopoutの
検出がモデルにおいて最も大事であるので提案モデルが従来手法よりも
Stopoutを検出する精度おいても上回ることが明らかになった．
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5 むすび
本論文では，知識状態変数を含む LSTMモデルによる新たな学習不振
兆候予測の手法を提案した．具体的には以下のような手順で学習不振兆
候予測を行った．
1)学習者の問題 IDとその問題の正誤からDKTを用いて隠れ層を抽出
することで，知識状態変数を取り出す．
2)従来の学習不振兆候のデータセットと抽出した隠れ層を結合するこ
とで，学習不振兆候予測の特徴量を生成する．
3)新しく生成された特徴量を用いて学習不振兆候の予測を行う．
データセットはWheel SpinningとStopoutがタグ付けられたAssistment2016-
2017を用いた評価実験により，提案手法が従来のLSTM手法やSVM，NB，
NNET，K近傍法，RFよりも，Wheel Spinningにおいては精度，ラベル
0の F値，F値の平均で上回り，Stopoutの検出においては，ラベル 1の
F値，F値の平均において上回ることができた．
モデルの少数ラベルの損失関数に重みを加える γの値を変えることで，
更に良い分類精度を目指し，さらなるモデルを発展させていきたい.
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