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Abstract
This paper presents a stabilizing tube-based MPC synthesis for LPV systems. We employ terminal constraint sets which are
required to be controlled periodically contractive. Periodically (or finite-step) contractive sets are easier to compute and can
be of lower complexity than “true” contractive ones, lowering the required computational effort both off-line and on-line. Under
certain assumptions on the tube parameterization, recursive feasibility of the scheme is proven. Subsequently, asymptotic
stability of the origin is guaranteed through the construction of a suitable terminal cost based on a novel Lyapunov-like metric
for compact convex sets containing the origin. A periodic variant on the well-known homothetic tube parameterization that
satisfies the necessary assumptions and yields a tractable LPV MPC algorithm is derived. The resulting MPC algorithm
requires the on-line solution of a single linear program with linear complexity in the prediction horizon. The properties of the
approach are demonstrated by a numerical example.
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1 Introduction
In a linear parameter-varying (LPV) system, the state
transition map is linear, but this linear map depends
on an external scheduling variable denoted by θ. The
present work considers systems represented in the state-
space form x(k+ 1) = A(θ(k))x(k) +Bu(k). In this set-
ting, the current value θ(k) can be measured for all time
k, but the future behavior of θ is generally not known
exactly. This uncertainty complicates the application of
model predictive control (MPC), as guaranteeing recur-
sive feasibility and closed-loop stability necessitates the
use of an MPC which is “robust” against all possible fu-
ture scheduling variations. Predictive control under un-
certainty gives rise to a so-called feedback min-max op-
timization problem [1, 2], which can be solved, e.g., by
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dynamic programming. Because of its inherent complex-
ity, it is useful to search for more conservative, but effi-
cient, approximations of this difficult problem which are
computationally tractable in practice [3].
Tube MPC (TMPC) is a paradigm devised to reduce
complexity with respect to the min-max solution. A
principal advantage is that its computational complex-
ity scales well (often, linearly) in the length of predic-
tion horizon. Tube-based approaches were originally pro-
posed to control constrained linear systems subject to
additive disturbances [4–8]. In this type of TMPC, the
purpose of constructing a tube is to keep the perturbed
system trajectories close to a nominal trajectory. The
work [5] uses rigid tubes, consisting of a sequence of
translated copies of a pre-designed robustly positively
invariant basic shape set, and ensures recursive feasibil-
ity by tightening constraints. In [4, 6], so-called homo-
thetic tubes are introduced: these tubes consist of a se-
quence of translated and, additionally, scaled copies of
the basic shape set. The scalings are optimized on-line,
so no constraint tightening is necessary. A much more
flexible, but more expensive, parameterization is given
in [7], which drops the restriction that the basic shape
sets are designed off-line. The elastic tubes of [8] also im-
prove upon the flexibility of homothetic tubes, by scaling
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each hyperplane of the basic shape set individually. In all
the TMPC approaches mentioned so far, persistent ad-
ditive disturbances are assumed to be present, and hence
asymptotic stability of the origin can not be established.
Instead, convergence to some limit set centered around
the origin is attained. In contrast, for an LPV system,
it should be possible to asymptotically stabilize the ori-
gin because the uncertainty entersmultiplicatively in the
state transition matrix. Thus, the notion of robust sta-
bility required for LPV systems is different from the one
employed in the aforementioned TMPC approaches for
additively disturbed systems.
Besides robust control, tubes can also be applied for the
purpose of stabilization. A framework for the construc-
tion of “stabilizing” tubes, with application to the pre-
dictive control of linear systems on assigned initial con-
dition sets, was presented in [9]. All system trajectories
emanating from the initial condition set are restricted
to be inside a tube, which terminates in a controlled λ-
contractive terminal set. The specific form of tube used
in [9] is homothetic to the terminal set, and in that sense
similar to the tubes from [4, 6]. However, the purpose
of the tube (stabilizing the origin, versus a robustly in-
variant set around the origin) is markedly different. The
theoretical conditions in [9] are in principle not limited
to the homothetic case, but would then require a new
terminal cost design.
The authors of [4] discuss a possible adaptation of “addi-
tive” TMPC to parametrically uncertain systems, how-
ever without investigating closed-loop stability. Special-
ized TMPC approaches for multiplicatively uncertain
systems are [10,11]: in these works, there is no scheduling
variable that can be measured on-line, classifying them
as “robust” rather than “LPV” approaches. An LPV tube
MPC based on the “stabilizing tube” setting of [9] was
presented in [12]: therein, the constructed tubes are ho-
mothetic to a λ-contractive terminal set, and the on-line
optimization of predicted feedback policies is carried out
over vertex controls. The cross sections in [10, 11] are
more flexible than in [12], as each hyperplane of the ba-
sic shape set is scaled individually. From a different per-
spective, the tubes of [10,11] are more restricted because
the considered feedback policy consists of control ac-
tions superimposed upon a pre-determined linear state
feedback, and the tube center has to satisfy a “nominal”
trajectory.
In this paper, we adopt the basic setting of [12], which
evolved from [9]. An important issue in these works is
that particularly in the LPV case, the λ-contractive sets
required for stability can be hard to compute and they
can be of very high complexity as the state dimension
increases. The main contribution of the current paper is
a terminal cost computation based on periodic LPV set
dynamics, which allows the construction of stabilizing
tube-based predictive controllers for LPV systems using
finite-step (or “periodic”) contractive terminal sets. Such
sets can be viewed as a relaxation of λ-contractive sets,
and are often easier to compute. The resulting MPC
algorithm requires the on-line solution of a single linear
program (LP) with a number of variables and constraints
which grows linearly in the prediction horizon.
The paper is organized as follows. In Section 2, we dis-
cuss notation, the problem setup, and present the main
concepts of finite-step contractive sets. The general for-
mulation of TMPC with finite-step terminal conditions
is given in Section 3. Suitable parameterizations to en-
able efficient implementation are presented in Section 4.
Finally, in Section 5, the method is demonstrated on a
numerical example.
In this extended paper, the proofs of all lemmas, propo-
sitions and theorems can be found in the Appendix.
2 Preliminaries
2.1 Notation and basic definitions
The set of nonnegative real numbers is denoted by R+
and N denotes the set of nonnegative integers includ-
ing zero. Define the index set N[a,b] with 0 ≤ a ≤ b as
N[a,b] := {i ∈ N | a ≤ i ≤ b}. The predicted value of
a variable z at time instant k + i given the information
available at time k is denoted by zi|k. In this paper, the
notation ‖x‖ always refers to the ∞-norm of a vector
x ∈ Rn, i.e., ‖x‖ = ‖x‖∞ = maxi∈N[1,n] |xi|. Let Cn de-
note the set of all compact convex subsets of Rn. A set
X ∈ Cn which contains the origin in its non-empty in-
terior is called a proper C-set, or PC-set. The convex
hull of a set X ⊂ Rn is denoted by convh{X}. A subset
of Rn is a polyhedron if it is an intersection of finitely
many half-spaces. A polytope is a compact polyhedron
and can equivalently be represented as the convex hull
of finitely many points in Rn. For sets Y,Z ⊂ Rn and
a scalar α ∈ R let αY = {αy | y ∈ Y }. Minkowski set
addition is defined as Y ⊕ Z = {y + z | y ∈ Y, z ∈ Z}
and for a vector v ∈ Rn let v ⊕ Y := {v} ⊕ Y . The
Hausdorff distance between a nonempty setX ⊂ Rn and
the origin is d0H(X) = dH (X, {0}) = supx∈X ‖x‖. For
a vector x ∈ Rn, observe that d0H ({x}) = ‖x‖. A func-
tion f : R+ → R+ is of class K∞ when it is continuous,
strictly increasing, f(0) = 0, and limξ→∞ f(ξ) =∞.
The gauge function ψS : Rn → R+ of a given PC-set
S ⊂ Rn is ψS(x) = inf {γ | x ∈ γS} [13]. We introduce
a generalized “set”-gauge function.
Definition 1 The set-gauge function ΨS : Cn → R+
corresponding to a PC-set S ⊂ Rn is
ΨS(X) := sup
x∈X
ψS(x) = inf {γ | X ⊆ γS} .
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The functions ψS(·) and ΨS(·) are K∞-bounded.
Lemma 2 Let S ⊂ Rn be a PC-set. Then, the following
properties hold:
(i) ∃s1, s2 ∈ K∞ such that ∀x ∈ Rn : s1 (‖x‖) ≤
ψS(x) ≤ s2 (‖x‖),
(ii) ∃s3, s4 ∈ K∞ such that ∀X ∈ Cn : s3
(
d0H(X)
) ≤
ΨS(X) ≤ s4
(
d0H(X)
)
.
2.2 Problem Setup
We consider a constrained LPV system, represented by
the following state-space equation
x(k + 1) = A(θ(k))x(k) +Bu(k), k ∈ N, (1)
with x(0) = x0, and where u : N → U ⊆ Rnu is the
input, x : N → X ⊆ Rnx is the state variable, and
θ : N→ Θ ⊆ Rnθ is the scheduling signal. The setsU and
X are the input- and state constraint sets, respectively,
while Θ is called the scheduling set. The matrix A(θ) in
(1) is assumed to be a real affine function of θ, i.e.,
A(θ) = A0 +
nθ∑
i=1
θiAi. (2)
We consider systems with a constant B-matrix, because
then all resulting optimization problems will turn out
to be convex. It is, however, possible to transform any
system with a parameter-varying B into the form (1) by
including a stable input filter or a pre-integrator [14].
The system (1) satisfies the following assumptions.
Assumption 3 (i) The values x(k) and θ(k) can be
measured at every time k ∈ N. (ii) The system repre-
sented by (1) is stabilizable under the constraints (X,U).
(iii) The sets X and U are polytopic PC-sets. (iv) The
set Θ is a polytope with q vertices, i.e., Θ = convh{θ¯j |
j ∈ N[1,q]}.
Our principal goal is to design a controller to achieve
constrained regulation of (1) to the origin. To this end,
we propose a tube-based approach using stabilizing ter-
minal conditions based on finite-step contractive sets.
2.3 Finite-step contraction
Definition 4 Let M ≥ 1 be an integer, let λ ∈ [0, 1),
let SM = {S0, . . . , SM−1} be a sequence of PC-sets, and
define σ(k) := k mod M . The PC-set S0 ⊆ X is called
controlled (M,λ)-contractive, if there exists a periodic
control law u(k) = κσ(k) (x(k), θ(k)) with κi : Si ×Θ→
U, i ∈ N[0,M−1] such that:
• ∀i ∈ N[0,M−2],∀x ∈ Si,∀θ ∈ Θ : (3a)
A(θ)x+Bκi(x, θ) ∈ Si+1
• ∀x ∈ SM−1,∀θ ∈ Θ : (3b)
A(θ)x+BκM−1(x, θ) ∈ λS0,
• ∀i ∈ N[0,M−1] : {0} ⊂ Si ⊆ X. (3c)
It is assumed that κσ(·)(·, ·) is (i) continuous and (ii)
positively homogeneous, i.e., ∀(i, x, θ, α) ∈ N[0,M−1] ×
Rnx ×Θ× R+ : κi(αx, θ) = ακi(x, θ).
Observe that (3b) means that contraction of S0 is
achieved after M time instances. Sets satisfying these
properties were first used in reference governor de-
sign [15], and can also be interpreted as an instance of
the positively invariant families from [16]. Finite-step
invariant sets were used in (nominal) non-linear MPC
in [17], and the framework of [18] employs periodi-
cally invariant sets in MPC of linear periodic systems.
Finite-step invariant ellipsoids for LPV systems were
introduced in [19], and applied in a stabilizing open-
loop min-max algorithm. A practical controller based
on these ellipsoids was given in [20], where only a single
free control action is being optimized on-line. In the cur-
rent paper, sets satisfying Definition 4 will be employed
in the construction of a stabilizing tube-based MPC for
LPV systems.
If S0 is a polytope the periodic control laws in Defini-
tion 4 can always be selected as gain-scheduled vertex
controllers, because – by convexity – existence of suit-
able controls on the vertices of Si ×Θ implies existence
of suitable controls over the full sets Si×Θ, i ∈ N[0,M−1]
(compare, e.g., [21, Corollaries 4.46 and 7.8]). Finally,
the closed-loop set-valued dynamics of (1) under a given
local periodic controller κσ(·)(·, ·) are
X(k + 1) = G (k,X(k)|κ)
=
{
A(θ)x+Bκσ(k)(x, θ) | x ∈ X(k), θ ∈ Θ
}
. (4)
The local uncertain closed-loop dynamics (4) are fun-
damentally different from those in nominally stabilizing
MPC [22]. Hence, constructing a suitable terminal cost
is a challenge which will be addressed in this paper.
3 TMPC with finite-step stabilizing conditions
The algorithm constructs, at each time instant k ∈ N, a
so-called constraint invariant tube [9, 12].
Definition 5 A constraint invariant tube for the con-
straint set (X,U) ⊂ Rnx × Rnu is defined as
Tk :=
({
X0|k, . . . , XN |k
}
,
{
Π0|k, . . . ,ΠN−1|k
})
3
where Xi|k ⊂ Rnx , i ∈ N[0,N ] are sets and Πi|k : Xi|k ×
Θi|k → U, i ∈ N[0,N−1] are control laws satisfying the
condition ∀(x, θ) ∈ Xi|k × Θi|k : A(θ)x + BΠi|k(x, θ) ∈
Xi+1|k ∩ X. The sequence of sets Xk is called the state
tube, and each set Xi|k is called a cross section.
Since θ(k) can be measured according to Assumption 3,
normally we have ∀k ∈ N : Θ0|k = {θ(k)}. The rest of
the sequenceΘk :=
{
Θ0|k, . . . ,ΘN−1|k
}
must satisfy the
following assumption and could, e.g., describe a known
and bounded rate-of-variation on θ or an “anticipated”
approximate future scheduling trajectory, see [12].
Assumption 6 (i) At any two successive time instants,
the sequences Θk+1 and Θk are related such that ∀i ∈
N[0,N−2] : Θi|k+1 ⊆ Θi+1|k (continuity). (ii) It holds
∀(k, i) ∈ N×N[0,N−1] : Θi|k ⊆ Θ (well-posedness). (iii)
All sets Θi|k are polytopes with q vertices, i.e., Θi|k =
convh{θ¯ji|k | j ∈ N[1,q]}.
The above Assumptions 6.(i) and 6.(ii) are critical in
obtaining recursive feasibility of the MPC scheme. As-
sumption 6.(iii) is invoked merely to simplify notation.
To synthesize tubes satisfying Definition 5 on-line, the
cross sections and control laws must be finitely parame-
terized. We introduce the 2-tuple of tube parameters
pi|k =
(
pXi|k, p
Π
i|k
)
∈ P = PX × PΠ ⊆ RqXp × RqΠp
where
(
qXp , q
Π
p
) ∈ N2. Each parameter pXi|k uniquely
characterizes a cross section Xi|k and each pΠi|k defines
the corresponding controllerΠi|k. The set P = PX×PΠ is
called the parameterization class. In the sequel, it has to
be understood that any pair
(
Xi|k,Πi|k
)
is assumed to be
parameterized by a corresponding tube parameter pi|k ∈
P. That is, we can always construct a time-dependent
function P¯ (·, ·), mapping tube parameters into corre-
sponding sets and controllers, such that
(
Xi|k,Πi|k
)
=
P¯ (k+i, pi|k). A suitable parameterization, which will be
covered fully in Section 4, is a periodically time-varying
homothetic tube where Xi|k = zi|k ⊕ αi|kSσ(k+i). Then,
pXi|k = (αi|k, zi|k) and Si, i ∈ N[0,M−1] are sets chosen
off-line. The control laws Πi|k are parameterized as the
vertex controllers induced by the sets Xi|k, so that each
pΠi|k corresponds to a finite number of control actions.
The tube construction can be formulated as the follow-
ing optimization problem, to be solved on-line:
V
(
k, x0|k,Θk
)
=
min
dk∈D
N−1∑
i=0
`(Xi|k,Πi|k) + Fk
(
XN |k
)
s.t. ∀i ∈ N[0,N−1] : ∀x ∈ Xi|k, ∀θ ∈ Θi|k :
A(θ)x+BΠi|k(x, θ) ∈ Xi+1|k ∩ X,
X0|k = {x0|k}, XN |k ⊆ Xf |k ⊆ X,
(5)
where `(·, ·) is the stage cost chosen to meet some desired
objective, and where the time-varying terminal set Xf |k
and terminal cost Fk(·) are selected to guarantee feasibil-
ity and stability. The decision variable consists of the se-
quence of tube parameters and is therefore a tuple dk =(
pX0|k, p
Π
0|k, . . . , p
X
N−1|k, p
Π
N−1|k, p
X
N |k
)
∈ D = PN+1X ×PNΠ .
In (5), the sets Xi|k and controllers Πi|k are functions of
these tube parameters, but this dependency is omitted
from the notation for brevity. The state measurement at
time k is captured in the constraint X0|k = {x0|k}. Be-
cause the value θ(k) is measured exactly, the first con-
trol law always reduces to a single control action, i.e.,
Π0|k(x, θ) = u0|k. After solving (5), we set u(k) = u0|k
and repeat the optimization at the next sample. In the
sequel, we use a worst-case homogeneous stage cost
`
(
Xi|k,Πi|k
)
= max
(x,θ)∈Xi|k×Θi|k
(‖Qx‖+ ‖RΠi|k(x, θ)‖) (6)
where Q ∈ Rnx×nx and R ∈ Rnu×nu are tuning parame-
ters. Let a sequence SM of polytopic controlled (M,λ)-
contractive sets satisfying Definition 4 be given. Then,
we select the periodically time-varying terminal set as
Xf |k = Sσ(k+N). (7)
To guarantee recursive feasibility the following assump-
tion, an extended variant of [9, Assumption 7], on the
tube parameterization is necessary.
Assumption 7 The terminal set and the associated lo-
cal controller are “homogeneously parameterizable” in P,
i.e., ∀(k, γ) ∈ N×R+ : ∃pf |k ∈ P such that P¯
(
k, pf |k
)
=
γ
(
Sσ(k), κσ(k)
)
.
Later, in Section 4, a concrete parameterization is given
which satisfies Assumption 7. Now, recursive feasibility
of (5) can be shown.
Proposition 8 Let SM be a sequence of controlled
(M,λ)-contractive sets for (1) according to Definition 4,
and let the associated closed-loop dynamics G(·, ·|κ) be
as in (4). Define the terminal setXf |k as in (7). Suppose
that Assumptions 6 and 7 are satisfied. Then the TMPC
defined by (5) is recursively feasible.
To guarantee stability of the MPC scheme, an appropri-
ate terminal cost has to be constructed. The first step
is to find a Lyapunov-type function which is monotoni-
cally decreasing along the set-valued trajectories of (4).
For this, we need the following finite-step decrease prop-
erty of the function ΨSi(·). The abbreviated notations
ψi(·) := ψSi and Ψi(·) := ΨSi(·) are used in the sequel.
Lemma 9 Let SM be a sequence of controlled (M,λ)-
contractive sets for (1) in the sense of Definition 4. De-
fine the resulting closed-loop dynamicsG(·, ·|κ) as in (4).
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Then, Ψσ(k) (·) satisfies ∀k ∈ N and ∀X ⊆ Sσ(k):
Ψσ(k+1) (G(k,X|κ)) ≤
{
Ψσ(k) (X) , σ(k) ∈ N[0,M−2],
λΨσ(k) (X) , σ(k) = M − 1.
The above lemma can be exploited to construct a
Lyapunov-type function enabling the computation of a
stabilizing terminal cost for (5). The following proposi-
tion applies a suitably modified version of the construc-
tion of [23, Theorem 20] to sequences of sets, yielding
the desired function.
Proposition 10 Suppose that the conditions from
Lemma 9 are satisfied. Then, the function
W (k,X) := (M + (λ− 1)σ(k)) Ψσ(k) (X)
is a Lyapunov-type function for the dynamics (4), i.e., it
satisfies the following properties:
(i) ∃s6, s7 ∈ K∞ such that ∀k ∈ N : ∀X ∈ Cn :
s6
(
d0H (X)
) ≤W (k,X) ≤ s7 (d0H (X)) holds,
(ii) ∃%(k) : N→ [0, 1) such that ∀k ∈ N : ∀X ⊆ Sσ(k) :
W (k + 1, G (k,X|κ)) ≤ %(k)W (k,X),
(iii) ∃% ∈ [0, 1) such that ∀k ∈ N : ∀X ⊆ Sσ(k) :
W (k + 1, G (k,X|κ)) ≤ %W (k,X).
The next step towards a stability proof is to construct
a scaling ofW (·, ·) to obtain a terminal cost for (5). For
all i ∈ N[0,M−1], let
¯`
i = max
(x,u)∈Si×U
(‖Qx‖+ ‖Ru‖) s.t. ∀θ ∈ Θ :{
A(θ)x+Bu ∈ Si+1, i ∈ N[0,M−2],
A(θ)x+Bu ∈ λS0, i = M − 1.
(8)
From Proposition 10 the next Corollary follows directly.
Corollary 11 Let ¯`i be as in (8) and define ¯` =
maxi∈N[0,M−1] ¯`i. Define W (k,X) and % as in Proposi-
tion 10 and Xf |k as in (7). Then the function
W (k,X) :=
¯`
1− %W (k,X) (9)
satisfies ∀k ∈ N and ∀X ⊆ Sσ(k):
W (k + 1, G (k,X|κ))−W (k,X) ≤ −¯`W (k,X) .
Furthermore, ∀k ∈ N : 1 ≤W (k +N,Xf |k) ≤M .
Before proving asymptotic stability of the TMPC
scheme, the following assumptions on the stage cost and
value function are required.
Assumption 12 (i) Let (k, p) ∈ N × P such that
P¯ (k, p) = (Xk,Πk) with Πk : X × Θ → U. Then
there exists a K∞-function s8 such that s8
(
d0H (Xk)
) ≤
`(Xk,Πk). (ii) There existK∞-functions s9, s10 such that
for all k ∈ N and for all x0|k ∈ Rnx for which (5) is feasi-
ble it holds s9
(‖x0|k‖) ≤ V (k, x0|k,Θk) ≤ s10 (‖x0|k‖).
In Section 4 it is proven that, for a certain choice of
tube parameterization, the stage cost (6) and the value
function of (5) indeed satisfy the above assumptions.
Now we state the main result.
Theorem 13 Suppose that the conditions of Proposi-
tion 8 and Assumption 12 are satisfied. Let Fk(·) :=
W (k +N, ·) according to (9). Then the TMPC defined
by (5) asymptotically stabilizes the origin.
4 Implementation details
In this section, it is shown how the general results pre-
sented previously can be used in practice by developing
a specific parameterization that satisfies Assumptions 7
and 12. To satisfy Assumption 7, consider a “periodic”
variant on the homothetic parameterization [4, 6, 9] by
parameterizing the tube cross sections as
Xi|k = zi|k ⊕ αi|kSσ(k+i) (10)
where zi|k ∈ Rnx and αi|k ∈ R+ are optimized on-line.
Thus, each cross section Xi|k is considered homothetic
to Sσ(k+i) with center zi|k and scaling αi|k. The sets
Si, i ∈ N[0,M−1] are the same as in (7) and they are
polytopes represented by the convex hull of ti vertices as
∀i ∈ N[0,M−1] : Si = convh
{
s¯1i , . . . , s¯
ti
i
}
. (11)
The associated control laws are parameterized as gain-
scheduled vertex controllers, i.e.,
Πi|k(x, θ) =
tσ(k+i)∑
j=1
ζj
q∑
l=1
ηlu
(j,l)
i|k (12)
where u(j,l)i|k ∈ U are control actions and ζ ∈ Rtσ(k+i)
and η ∈ Rq are convex multipliers in the state- and
scheduling spaces, respectively. At each prediction time
instant k + i, the control u(j,l)i|k is associated with the
j-th vertex of the cross section Xi|k and the l-th vertex
of the relevant scheduling set (see Assumption 6). The
tube parameters pi|k =
(
pXi|k, p
Π
i|k
)
corresponding to the
given parameterization are
pXi|k =
(
αi|k, zi|k
)
, pΠi|k =
(
u
(1,1)
i|k , . . . , u
(tσ(k+i),q)
i|k
)
.
Because the representation (1) has a constant B-matrix,
it is sufficient to verify the existence of the individual
5
control actions u(j,l)i|k to establish the existence of a tube
satisfying Definition 5, i.e., computation of the convex
multipliers (ζ, η) is not necessary. With this parameter-
ization, the stage cost (6) becomes
`(Xi|k,Πi|k)
= max
j∈N[1,tσ(k+i)],l∈N[1,q]
(
‖Qx¯ji|k‖+ ‖Ru(j,l)i|k ‖
)
(13)
where x¯ji|k = zi|k + αi|ks¯
j
σ(k+i). The scaling ¯` in Corol-
lary 11 can be efficiently computed as follows. For all
(i, l) ∈ N[0,M−1]×N[1,q] and all corresponding j ∈ N[1,ti],
compute the control actions
u
(i,j,l)
f = arg min
u∈U
(
‖Qs¯ji‖+ ‖Ru‖
)
s.t.
{
A(θ¯l)s¯ji +Bu ∈ Si+1, i ∈ N[0,M−2],
A(θ¯l)s¯ji +Bu ∈ λS0, i = M − 1,
to obtain a local periodic vertex control law which is
feasible and asymptotically stabilizing on SM . Then, the
constants ¯`i are directly found by computing
∀i ∈ N[0,M−1] :
¯`
i = max
j∈N[1,ti],l∈N[1,q]
(
‖Qs¯ji‖+ ‖Ru(i,j,l)f ‖
)
, (14)
and the next Lemma follows.
Lemma 14 Suppose that the tuning parameter Q ∈
Rnx×nx is strictly positive definite and therefore of rank
nx. Then, the stage cost (13) and value function of (5)
satisfy Assumption 12.
It has now been shown that the parameterization defined
in this section satisfies all the necessary assumptions
from Section 3. The next conclusion follows directly.
Corollary 15 The LPV TMPC algorithm with tube
parameterization (10)-(12) is recursively feasible and
asymptotically stabilizing.
With the choice of stage cost (6) and under the assump-
tion that all involved sets are polytopes, the optimiza-
tion problem (5) is a linear program (LP). Its complex-
ity, in terms of the number of decision variables and con-
straints, scales linearly in the prediction horizon N . As
they are polytopes, each setSi in (11) can be equivalently
represented in a half-space form with ri hyperplanes.
Half-space representations of X and U are also assumed
to be available with rX and rU hyperplanes, respectively.
According to the discussion below Definition 5 and to
Assumption 6, let q(i) = 1 when i = 0 and q(i) = q
otherwise. Then, by using the half-space representations
to verify set inclusions similarly to the implementation
described in [12], an LP can be formulated which has
nd(k,N) = 1 + (N + 1) (nx + 3) +
N∑
i=0
nuq(i)tσ(k+i)
decision variables, and
nineq(k,N) = 1+rσ(k+N)tσ(k+N)+
N∑
i=0
((
rXq(i)+rUq(i)
+ rσ(k+i+1)q(i) + 2nx + 2nuq(i)
)
tσ(k+i)
)
linear inequality constraints. The initial state constraint,
finally, gives rise to nx + 1 linear equality constraints.
Note that alternative formulations of the LP avoiding
the computation of the hyperplane representations of Si,
i ∈ N[0,M−1], can be constructed, however their exact
complexities were not studied in the context of this work.
The construction of the sequence of finite-step contrac-
tive sets SM for an LPV system can be done in sev-
eral ways. One can pick an arbitrary PC-set S0 and find
the smallest M for which a sequence SM exists, using a
straightforward extension of the algorithm for the LTI
case from [24]. Due to exponential complexity in M ,
this method is only practical when contraction can be
achieved for smallM . Alternatively, it is possible to first
determine any stabilizing controller for (1). Then again
we can choose an arbitrary PC-set S0 and propagate
this set forwards under the resulting closed-loop dynam-
ics until finite-step contraction is achieved, as proposed
in [17]. The number of vertices of the sets in the resulting
sequence SM grows exponentially in principle, but often
many vertices are redundant and can be eliminated using
standard algorithms: a similar technique was employed
in [25] for the stability analysis of switched systems.
5 Numerical example
The approach is now demonstrated on an example. We
consider a second-order LPV system defined in the state-
space form of (1) with two scheduling variables where
A0 =
[
1 1
0 1
]
, A1 =
[
0.08 −0.6
0.4 0.1
]
,
A2 =
[
0.23 0
0 −0.32
]
, B =
[
0
1
]
and furthermore
Θ =
{
θ ∈ R2 | ‖θ‖ ≤ 1} , U = {u ∈ R | |u| ≤ 6} ,
X =
{
x ∈ R2 | |x1| ≤ 4, |x2| ≤ 10
}
.
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(M,λ) nd nineq Avg. (max.) time
(1, 0.95) 276 4034 14 (20) [ms]
(5, 0.95) 168-176 1674-1810 6 (8) [ms]
Table 1
Illustration of complexity: number of decision variables,
number of inequality constraints, and solver time per sample.
The MPC tuning parameters are N = 8, Q = I, and
R = 0.25. This tuning assigns a low weight to the control
input, leading to a fast response. For simplicity, we set
Θi|k = Θ for all (k, i).
A set S0 was chosen which leads to a sequence SM of
(5, 0.95)-contractive sets, as depicted in Figure 2. The
set S0 was designed with 4 vertices, and all subsequent
sets also have 4 vertices except for S1, which has 6. For
comparison, the maximal controlled 0.95-contractive set
was also calculated using the algorithm from [21] and it
has 8 vertices.
The relative difference in computational load of the re-
sulting TMPC algorithm, based on an LP implementa-
tion where both the vertex- and hyperplane represen-
tations of the sets were used, is displayed in Table 1.
The simulations were carried out on a 3.6 GHz Intel
Core i7-4790 with 8 GB RAM, running Arch Linux, and
using the Gurobi 7.0.2 LP solver with its default set-
tings. Because the complexity of the terminal set in the
(5, 0.95)-contractive case is time-dependent, the number
of variables and constraints varies periodically between
the numbers shown. To illustrate their linear growth, the
maximum number of variables and constraints for the
(5, 0.95)-contractive case is calculated as a function of
N and shown in Figure 1.
An example closed-loop output trajectory of the con-
troller with finite-step terminal condition is shown in
Figure 3. The scheduling trajectory was generated ran-
domly and the initial state was x(0) =
[
4 −6
]
, i.e.,
taken at the boundary of the state constraint set. As ex-
pected, the system’s state variables are steered to the
origin and input- and state constraints are satisfied. We
also compare the achieved domains of attraction of the
controller with the finite-step terminal condition to that
of the controller from [12], which uses the maximal 0.95-
contractive terminal set (Figure 4). The feasible set was
calculated for a fixed initial value θ(0) =
[
1 −1
]>. In
the present case, the reduction in computational load
due to the lesser complexity of the sets in SM is paid for
by a marginally smaller feasible set.
6 Conclusion
The present work has introduced finite-step terminal
conditions in tube-based MPC for LPV systems. It was
shown that, under certain assumptions on the tube pa-
rameterization, the method is recursively feasible. A new
1 5 10 15 20
0
200
400
600
1 5 10 15 20
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6000
Fig. 1. Max. number of variables n¯d(N) = maxk nd(k,N)
and constraints n¯ineq(N) = maxk nineq(k,N).
Fig. 2. Constructed sequence of (5, 0.95)-contractive sets
(solid) compared with the maximal 0.95-contractive set
(dashed).
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Fig. 3. Closed-loop state- and input trajectories with
finite-step terminal condition.
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Fig. 4. Approximate domains of attraction with finite-step
terminal condition (filled) and with maximal contractive ter-
minal set (dashed line), for θ(0) =
[
1 − 1]>. The innermost
set (solid line) is S0 from Figure 2, and the outer box repre-
sents the state constraints.
Lyapunov-like function on periodic sequences of PC-sets
was constructed: it was subsequently used to derive a
terminal cost, enabling a proof of closed-loop asymp-
totic stability. Extension to constrained output reference
tracking for LPV systems is a future direction of interest.
Appendix. Proofs
Proof of Lemma 2. Denote B∞ = {x | ‖x‖ ≤ 1}.
Note that ψB∞(x) = ‖x‖. For sets S1, S2 ⊂ Rn
with S1 ⊆ S2, it holds ψS1(x) ≥ ψS2(x) for all
x ∈ Rn [26, Lemma 1]. Because S is a PC set,
∃a, b ∈ R+ such that aB∞ ⊆ S ⊆ bB∞. Thus,
∀x ∈ Rn : b−1ψB∞(x) ≤ ψS(x) ≤ a−1ψB∞(x), i.e.,
statement (i) holds with s1(ξ) = b−1ξ and s2(ξ) = a−1ξ.
Next, observe that ΨB∞(X) = supx∈X ‖x‖ = d0H(X).
For sets S1, S2 ⊂ Rn with S1 ⊆ S2, it similarly
holds ΨS1(X) ≥ ΨS2(X) for all X ∈ Cn. Hence,∀X ∈ Cn : b−1ΨB∞(X) ≤ ΨS(X) ≤ a−1ΨB∞(X),
i.e., statement (ii) follows with s3(ξ) = b−1ξ and
s4(ξ) = a
−1ξ. 
Proof of Proposition 8. Suppose that (5) is feasible
at time k and let
T?k =
({
X0|k, . . . , XN |k
}
,
{
Π0|k, . . . ,ΠN−1|k
})
be the tube resulting from the optimal solution of (5) at
time k. By construction, X0|k = {x0|k} and ∃γ ∈ [0, 1] :
XN |k ⊆ γXf |k. Note that γ = 1 would be sufficient here,
but keeping it variable simplifies the subsequent stability
proof of Theorem 13. After applying Π0|k to the system,
by definition of the terminal set and under Assumption 6
a feasible tube at time k + 1 can be explicitly given as
T◦k+1 =
({
X0|k+1, X2|k, . . . , XN−1|k, γXf |k,
γG
(
k +N,Xf |k|κ
)}
,
{
Π1|k, . . . ,ΠN−1|k, γκN
})
,
where X0|k+1 = {x0|k+1} ⊂ X1|k, which implies
feasibility of Π0|k+1 = Π1|k. Since (5) only op-
timizes over finitely parameterized sets and con-
trollers, there must exist parameters
(
pf |k, pf |k+1
) ∈
P2 such that P¯
(
k +N, pf |k
)
= γ
(
Xf |k, κN
)
and
P¯
(
k +N + 1, pf |k+1
)
= γ
(
G
(
k +N,Xf |k|κ
)
, ∗)
where ∗ denotes an irrelevant quantity. This is guaran-
teed by Assumption 7, and therefore it follows that (5)
is feasible at time k + 1. 
Proof of Lemma 9. Let ∂S denote the boundary of
a set S ⊂ Rn. By Definition 4, ∀x¯ ∈ ∂Sσ(k):
G (k, {x¯}|κ) ∈
{
Sσ(k+1), σ(k) ∈ N[0,M−2],
λSσ(k+1), σ(k) = M − 1.
Now let x ∈ Sσ(k). By definition of the gauge function it
holds x ∈ ψσ(k)(x)∂Sσ(k) [13]. Thus, ∃x¯ ∈ ∂Sσ(k) : x =
ψσ(k)(x)x¯. By homogeneity it follows directly that
G (k, {x}|κ) = G (k, {ψσ(k)(x)x¯}|κ)
= ψσ(k)(x)G (k, {x¯}|κ)
and therefore ∀x ∈ Sσ(k):
G (k, {x}|κ) ∈
{
ψσ(k)(x)Sσ(k+1), σ(k) ∈ N[0,M−2],
λψσ(k)(x)Sσ(k+1), σ(k) = M − 1.
From the above we get that ∀X ⊆ Sσ(k):
G (k,X|κ) ⊆{
supx∈X ψσ(k)(x)Sσ(k+1), σ(k) ∈ N[0,M−2],
λ supx∈X ψσ(k)(x)Sσ(k+1), σ(k) = M − 1
and by applying Definition 1 the desired property fol-
lows. 
Proof of Proposition 10. Since (M + (λ− 1)σ(k)) is
a positive number for all k ∈ N, it follows from Lemma 2
that ∃si6, si7 ∈ K∞ for each i ∈ N[0,M−1] such that
∀X ∈ Cn : sσ(k)6
(
d0H(X)
) ≤ W (k,X) ≤ sσ(k)7 (d0H(X)).
As the minimum- and maximum over a finite set of K∞-
functions is again K∞, statement (i) holds with s6(ξ) =
mini∈N[0,M−1] s
i
6(ξ) and s7(ξ) = maxi∈N[0,M−1] s
i
7(ξ). For
the proof of (ii), consider first that k is such that σ(k) ∈
N[0,M−2]. Then by Lemma 9, Ψσ(k+1) (G (k,X|κ)) ≤
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Ψσ(k) (X), and therefore
W (k + 1, G (k,X|κ))
= (M + (λ− 1)σ(k + 1)) Ψσ(k+1) (G (k,X|κ))
≤ (M + (λ− 1)σ(k + 1)) Ψσ(k) (X)
=
(M + (λ− 1)σ(k + 1))
(M + (λ− 1)σ(k)) W (k,X) .
Next, let k be such that σ(k) = M − 1. Again by
Lemma 9, Ψσ(k+1) (G (k,X|κ)) ≤ λΨσ(k) (X), so
W (k + 1, G (k,X|κ)) = MΨ0 (G (M − 1, X|κ))
≤ λMΨM−1 (X)
=
λM
λ (M − 1) + 1W (k,X).
Hence, statement (ii) is satisfied with
%(k) =
{
(M+(λ−1)σ(k+1))
(M+(λ−1)σ(k)) , σ(k) ∈ N[0,M−2],
λM
λ(M−1)+1 , σ(k) = M − 1,
and (iii) follows with % = maxk∈N %(k) = %(0). 
Proof of Theorem 13. Let Gf |k(·) := G (k +N, ·|κ)
according to (4). Consider the optimal solution T?k and
the feasible, but not necessarily optimal, solution T◦k+1
constructed in the proof of Proposition 8. Further, let
Θk and Θk+1 be two anticipated scheduling sequences
satisfying Assumption 6. By definition of Fk(·), it follows
that we can take γ = Ψσ(k+N)
(
XN |k
)
. Substitute the
solutions T?k and T
◦
k+1 in the cost function of (5) and
compute the difference between the value functions at
time k and time k + 1 to obtain
∆Vk = V
(
k + 1, x0|k+1,Θk+1
)− V (k, x0|k,Θk)
≤ ` (X0|k+1,Π1|k)+ γ` (Xf |k,Πf |k)
+ γFk+1
(
Gf |k
(
Xf |k
))− Fk (XN |k)
+
N−1∑
i=2
`
(
Xi|k,Πi|k
)− N−1∑
i=0
`
(
Xi|k,Πi|k
)
.
Observe that X0|k+1 = {x0|k+1} ⊂ X1|k, so
`
(
X0|k+1,Π1|k
) ≤ ` (X1|k,Π1|k) and therefore
∆Vk ≤
N−1∑
i=1
`
(
Xi|k,Πi|k
)− N−1∑
i=0
`
(
Xi|k,Πi|k
)
+ γ`
(
Xf |k,Πf |k
)
+ γFk+1
(
Gf |k
(
Xf |k
))
− Fk
(
XN |k
)
= −` (X0|k,Π0|k)+ γ` (Xf |k,Πf |k)
+ γFk+1
(
Gf |k
(
Xf |k
))− Fk (XN |k)
≤ −` (X0|k,Π0|k)+ γ ¯`+ γFk+1 (Gf |k (Xf |k))
− Fk
(
XN |k
)
where the last inequality follows from the definition of ¯`
in Corollary 11. Since XN |k ⊆ γXf |k, according to the
definition of the terminal cost
Fk
(
XN |k
)
=
¯`
1− % (M + (λ− 1)σ(k +N)) Ψσ(k)
(
XN |k
)
= γ
¯`
1− % (M + (λ− 1)σ(k +N)) Ψσ(k)
(
Xf |k
)
= γFk
(
Xf |k
)
.
Hence,
∆Vk ≤ −`
(
X0|k,Π0|k
)
+ γ
(
¯`+ Fk+1
(
Gf |k
(
Xf |k
))− Fk (Xf |k))
≤ −` (X0|k,Π0|k)+ γ (¯`− ¯`W (k +N,Xf |k))
≤ −` (X0|k,Π0|k)
≤ −s8
(‖x0|k‖)
where the second and third inequalities follow from
Corollary 11, and the last inequality from Assump-
tion 12.(i). The fact that V
(
k, x0|k,Θk
)
is monotoni-
cally decreasing with rate s8
(‖x0|k‖) is, in conjunction
with the bounds of Assumption 12.(ii), sufficient to
conclude that V (·, ·, ·) is a (time-varying) Lyapunov
function. Hence, asymptotic stability of the controlled
system follows [27, Theorem 2]. 
Proof of Lemma 14. For any i ∈ N[0,M−1] let pXi =
(zi, αi) and pΠi =
(
u
(1,1)
i , . . . , u
(ti,q)
i
)
be arbitrary but
fixed tube parameters such that Xi = zi ⊕ αiSi and
Πi : Xi×Θ→ U is an associated set-induced vertex con-
troller according to (12). Since rank(Q) = nx, ∃ai, bi > 0
such that ∀x ∈ Xi : ai‖x‖ ≤ ‖Qx‖ ≤ bi‖x‖ [28, Corol-
lary II.8]. Thus from (6),
` (Xi,Πi) ≥ max
x∈Xi
‖Qx‖ ≥ ai max
x∈Xi
‖x‖ = aid0H (Xi) .
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Hence Assumption 12.(i) is satisfied with the global
lower bound s8(ξ) =
(
mini∈N[0,M−1] ai
)
ξ. It is immedi-
ate that a lower bound on V (x0) is s9(·) = s8(·). The
existence of a K∞-upper bound s10(x0) on V (x0) can
then be shown proceeding as in [9, Lemma 2]. 
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