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Zusammenfassung. Eine Lagerzielmengenpolitik f ir den 
Fall intermittierender Fertigung mehrerer Sorten auf 
einer Anlage bei stochastischer Nachfrage wird durch ein 
Warteschlangenmodell abgebildet. Ft~r die sich ergeben- 
den Kostenfunktion wird eine Approximation vorge- 
schlagen. Die Bestimmung optimaler Losgr6gen und 
Lagerzielmengen wird untersucht. 
Summary. A queueing model is presented for a base-stock 
policy in the multi-product/one-machine case with sto- 
chastic demand. The resulting cost function is approxi- 
mated using a Browian Motion. The numerical optimiza- 
tion of lot-sizes and base-stock levels is discussed. 
Schliisselw6rter: Produktionsplanung, Losgr6gen, Lager- 
haltung, Warteschlangen 
Keywords: Production planing, Rot-sizing, inventory, 
queueing 
1. Einleitung 
In der vorliegenden Arbeit soll eine Lagerzielmengen- 
oder Base-Stock-Politik bei losweiser, geschlossener Fer- 
tigung mehrerer Produkte (Sorten) mit fester Losgr6ge 
auf einer Anlage in kontinuierlicher Zeit untersucht 
werden. Es wird eine beschrfinkte Produktionsgeschwin- 
digkeit betrachtet, d.h. die Bearbeitung der Lose nimmt 
jeweils eine endliche positive Zeit in Anspruch. Die Lose 
werden nach dem jeweiligen Herstellungsende in ein 
Lager eingestellt, aus dem die in zufiilligen Zeitpunkten 
auftretende Nachfrage befriedigt wird. M6gliche Fehl- 
mengen werden vorgemerkt. 
Die Literatur, die diese komplexe Produktionssitua- 
tion zum Gegenstand ihrer Untersuchung macht, ist nicht 
sehr umfangreich. Zu erw~ihnen sind vor allem die Arbei- 
ten von Williams [13] und Zipkin [14]. Sie kombinieren 
Modelle der Lagerhaltungs- und der Warteschlangentheo- 
rie: Fertigungsauftr~ige vom Umfang der Losgr6ge wer- 
den ausgel6st, sobald der Lagerbestand des betreffenden 
Produktes eine Meldemenge erreicht oder unterschreitet. 
Die Fertigungsauftr~ge ordnen sich in eine Warteschlan- 
ge vor der Fertigungsanlage ein, werden der Reihe nach 
bearbeitet und anschliei3end in ihr Lager transportiert, 
wobei die Bearbeitungszeiten - wie Williams und Zipkin 
annehmen - stochastisch sin& Die zu optimierende 
Kostenfunktion ist an die Zielgr6gen der Lagerhaltungs- 
theorie angelehnt, wobei die Rolle der (zufNligen) Liefer- 
zeit vonder aus dem Warteschlangenmodell ermittelten 
Systemzeit (Warte- plus Bearbeitungszeit) der Auftrgge 
bzw. Lose iibernommen wird. Beide Autoren approxi- 
mieren den Ankunftsstrom der Auftrgge durch einen 
Poissonprozeg, was gerechtfertigt erscheint, wenn eine 
groge Anzahl von Produkten betrachtet wird, die eine 
niedrige Auflagehfiufigkeit und damit relativ groge Lose 
haben. 
Der skizzierte Ansatz ft~r die Produktionssituation 
macht einen wesentlichen Unterschied zu den Modellen 
der Lagerhaltungstheorie d utlich: Die Durchlaufzeit 
eines Auftrages, also die Zeit, die zwischen der Erteilung 
eines Fertigungsauftrages und dem Ende seiner Bearbei- 
tung verstreicht, ist fiber die Riist- und die Bearbeitungs- 
dauer von der Losgr613e der betrachteten Sorte abh~ingig. 
Bei endlicher Produktionsgeschwindigkeit undknappen 
Kapazitfiten wird darfiberhinaus das Warten auf das 
Freiwerden der Anlage einen entscheidenden Bestandteil 
dieser Zeitdauer ausmachen. Die Wartezeit h~ingt aber 
von der Anzahl zuvor erteilter Auftr~tge der anderen 
Produkte, also auch von deren Losgr6Be und ihrer 
stochastischen Nachfrage ab. Dieser Warteschlangenef- 
fekt wird von den Modellen der Lagerhaltungstheorie im 
allgemeinen nicht betrachtet. F~ir die einzelnen Produkte 
werden aber sowohl die Lagerhaltungs- und Fehlmen- 
genkosten als auch der Servicegrad es Lagers yon der 
Durchlaufzeit der Fertigungsautrgge beeinflul3t. 
Die geeigneten Mittel, den Warteschlangeneffekt in ein 
Modell ft~r die beschriebene Produktionssituation ei zu- 
beziehen, liefert die Warteschlangetheorie. Si  bildet hier 
daher, wie in den Arbeiten von Williams und Zipkin, die 
Basis der Abbildung der Produktionsvorg~inge. 
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Abb. 1. Entwicktung des tats~ichlichen Lagerbestandes und der 
Modellgr66e (a-Ly(t)), die unten definiert wird 
politik), Altiok [1] und die dort angegebenen Literatur- 
stellen ((s, S)-Politiken). In diesen Arbeiten werden mei- 
stens der Einsortenfall mit einer Fertigungsauftragsgr66e 
von einer Mengeneinheit und ein poissonscher Nachfrage- 
proze6 unterstellt. Diese Einschrfinkungen sollen hier 
aufgehoben werden. 
In Abschn. 2 wird zungchst ein warteschlangentheore- 
tisches Modell ffir den Einsortenfall dargestellt. In Ab- 
schn. 3 wird analog zu diesem Ansatz die Kostenfunktion 
im Mehrsortenfall hergeleitet. Sie enthglt Kenngr66en 
von im allgemeinen unbekannten Verteilungen, die auf 
geeignete Weise zu ap.proximieren sind (Abschn. 4). In 
Abschn. 5 finden sich Uberlegungen zur optimalen Wahl 
der Lagerzielmengen u d der Losgr66en der Produkte. 
Im Unterschied zu den von Williams und Zipkin 
vorgeschlagenen A sMzen werden bei der in dieser Arbeit 
untersuchten Lagerzielmengenpolitik Fertigungsauftrfige 
eines festen, sortensspezifischen Umfanges ausgel6st, so- 
bald der Absatz eines entsprechenden Loses aus dem 
Lager vollst~indig abgeschlossen, d.h. eine fiber einen 
gewissen Zeitraum kumulierte Nachfrage in H6he eines 
Loses aufgetreten ist. Die Bearbeitung von Fertigungsauf- 
trggen eines Produktes wird eingestellt, sobald der aktuel- 
le Lagerbestand eine gewisse H6chstmenge - die Lager- 
zielmenge - erreicht. 
Motiviert ist die Untersuchung dieser Produktions-/ 
Lagerhaltungspolitik durch die Beobachtung, dab die 
Lagerzielmengenpolitik beidiskreter Periodeneinteilung, 
unbeschr~inkter Produktionsgeschwindigkeit und stocha- 
stischer Nachfrage im Einproduktfall optimal ist (vgl. [6], 
S. 64-68). Im Gegensatz u diesen Rahmenbedingungen 
wird in der vorliegenden Arbeit angenommen, dab die 
Produktionsgeschwindigkeit endlich, d.h. die Kapazit~it 
beschr~inkt ist. Zum anderen wird auf die diskrete Zeitein- 
teilung verzichtet. Die Einteilung der Zeit in Perioden 
resultiert niimlich in der Regel weniger aus den physischen 
Herstellungsvorg/ingen oder dem Strom der Nachfrage 
selbst. Beide kann man im allgemeinen als Prozesse mit 
kontinuierlicher Zeit auffassen. Die in den Modellen und 
der Praxis der Produktionsplanung h~iufige Periodisie- 
rung wird eher durch die verwendeten Planungsverfahren 
und die Notwendigkeit verursacht, bei Datenunsicherheit 
Sch~itzungen i bestimmten Zeitabst~nden zu erneuern 
und anschliegend in die Planung einzuarbeiten. Die hier 
eingesetzten warteschlangentheoretischen Instrumente 
benOtigen aber keine Periodisierung der Zeit. Der revidie- 
rende Einsatz des vorgeschlagenen A satzes kann zwar in 
der praktischen Anwendung sinnvoll sein, da in der Regel 
die ben6tigten Kenntnisse fiber die Parameter der beteilig- 
ten Verteilungen (Erwartungswerte, Varianzen) fehlen 
und durch Schgtzungen ersetzt werden mfissen; fiir die 
Entwicklung des Ansatzes wird hier jedoch die Kenntnis 
der Verteilun.gsparameter unterstellt. 
Mit der Ubertragung von Produktionspolitiken auf 
eine Situation mit endlicher Produktionsgeschwindigkeit 
und kontinuierlicher Zeit, die dann im wesentlichen mit 
warteschlangentheoretischen Hilfsmitteln untersucht 
wird, besch~iftigen sich auch Gaver ([2], Lagerzielmengen- 
2. Die Kostenfunktion im Einsortenfall 
Fiir die Modellierung des stochastischen Nachfragestro- 
rues wird angenommen, daft die zwischen je zwei Nachfra- 
gevorg~ingen vergehenden Zeiten eine Folge von zuf~illi- 
gen, voneinander unabh~ingigen und der gleichen Vertei- 
lung gehorchenden Zufallsvariablen C1, C2, ... mit Erwar- 
tungswert 0 <E(C/) -E(C1) = 1/2 < ~ (f~ir alle i = 1, 2,...) 
bilden. In den Nachfragezeitpunkten wird jeweils eine 
Mengeneinheit des Produktes nachgefragt. Nachfrage, die 
auf ein leeres Lager trifft, wird vorgemerkt und sp~iter 
befriedigt (Vormerkfall), also zu eventuell h6heren Ko- 
sten ,,nachgeliefert". 
Die Lagerzielmengenpolitik arbeitet mit einer festen 
Losgr66e von y Mengeneinheiten. Bevor ein Fertigungs- 
auftrag erteilt wird, werden jeweils y Nachfrageeinheiten 
gesammelt, d.h. entweder aus dem Lager befriedigt oder 
vorgemerkt. Zwischen den Zeitpunkten, zu denen der 
Absatz des (i 1)-ten bzw. des/-ten Loses abgeschlossen 
und deshalb jeweils ein Produktionsauftrag iiber y Men- 
geneinheiten erteilt wird, liegt die Summe von y Zwi- 
i )2  
schennachfragezeiten, also Ai = ~, Cj Zeiteinhei- 
j = (i - 1 )y + 1 
ten. Die Erwartungswerte dieser Gr66en sind 
E(Ai)=E(A~) =y/2 (fiir alle i= 1,2, ...). 
Die Bearbeitungszeit B1 des ersten Loses setzt sich aus 
der Riistzeit von r Zeiteinheiten und der reinen Bearbei- 
tungszeit von y/v Zeiteinheiten (die Produktionsge- 
schwindigkeit betrage vMengeneinheiten pro Zeiteinheit) 
zusammen: B1 = r +y/v. Die Bearbeitungszeit der anderen 
Lose ergibt sich analog. Nach dem Ende der Bearbeitung 
wird das Los komplett in das Lager eingestellt. Es wird 
eine geschlossene F rtigung unterstellt, bei der das Los 
erst ab dem Zeitpunkt seines Bearbeitungsendes zur 
Nachfragebefriedigung zur Verffgung steht. Die geschil- 
derte Lagerbestandsentwicklung entspricht dem ,,tats~ich- 
lichen Lagerbestand" es in Abb. 1 dargestellen Lagerbe- 
standspfades ffir den Fall einer Losgr6ge von fiinf Menge- 
neinheiten und eines Anfangbestandes von drei Losen. 
Die durch die Komplettierung des Absatzes eines 
Loses ausgel6sten Produktionsauftr~ige bilden Ankt~nfte 
in einem G/G/1-Warteschlangensystem mit Zwischen- 
ankunftszeiten A1,A2 ..... (deterministischen) Bedien- 
dauern B1,B2 .... und der Verkehrsintensit~t O(Y)= 
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(2r/y) + (2/v) ([5], S. 183). Die Verkehrsintensit~it l igt sich 
bei gegebener LosgrafSe als der Zeitanteil nterpretieren, 
der zur Befriedigung der auftretenden Nachfrage fiJr Riast- 
oder Herstellungsvorg~tnge verwendet werden mug. Denn 
2Iv ist der Anteil an einer Zeiteinheit ftir die reine 
Bearbeitungszeit, dieben6tigt wird, um eine Produktion 
in H6he der Nachfragerate aufrecht zu erhalten. Dagegen 
ist 2/y die Rate, mit der durch Lagerabg~tnge Fertigungs- 
auftr~ige ausgel6st werden, so dab der erste Term den 
Rtistzeitanteil an einer Zeiteinheit wiedergibt. 
~(y) ist zugleich ein Auslastungsgrad. Denn die Anla- 
ge steht still (Riastzeiten z~ihlen icht als Stillstandszeiten), 
falls im Zeitpunkt t die Warteschlangenl~inge Ly(t) - d. h. 
die Anzahl erteilter und noch nicht vollstfindig bearbeite- 
ter Auftr~ige - verschwindet, also Ly(t)= 0. Nun ist abet 
#(y) = 1 P(Ly-O), wobei P(Ly=0) die Wahrscheinlich- 
keit fiar den Zustand 0 unter der Grenzverteilung des 
Warteschlangenl~ingenprozesses {Ly(t),t>_O} ist. Die 
Warteschlangenlfinge ist in regenerativer stochastischer 
Prozeg ([5], S. 180 und 183), so dab P(Ly = 0) zugleich der 
Anteil der erwarteten Stillstandszeiten w~ihrend des ersten 
Regenerationsintervalles n der erwarteten Lfinge dieses 
Intervalles i t ([5]), S. 181). ~9 (y) ist folglich der Anteil der 
erwarteten Betriebszeit der Anlage, also der erwartete 
Auslastungsgrad im Regenerationsintervall. Wgchst die 
Losgr613e, so werden Produktionsauftr~ige seltener erteilt, 
und der Auslastungsgrad der Anlagen sinkt. 
Sei S der zuffillige Zeitpunkt, in dem das erste Regene- 
rationsintervall [0,S) endet und das zweite beginnt, d. h. 
der Zeitpunkt, in dem nach dem Ende der ersten Betriebs- 
periode ein Produktionsauftrag uf eine leerstehende 
Anlage trifft. Fiir S wird eine nichtarithmetische Vertei- 
lung unterstellt, so dag die erwfihnte Grenzverteilung 
existiert, wenn nur LosgraBen mit Auslastungsgraden 
~o(y) < 1 betrachtet werden ([5], S. 183). Es wird gefordert, 
dab zu Anfang des Betrachtungszeitraumes ein Produk- 
tionsauftrag erteilt wird, d. h. eine erste Ankunft stattfin- 
det. 
Im weiteren werden folgende Bezeichnungen benutzt: 
(x) + steht fiir das Maximum von x und 0; 1(.) fiar die 
Indikator- oder charakteritische Funktion - d. h. 1 (X< x) 
ist gleich 1, falls X<_x gilt und sonst gleich 0 -; FL(';y) ftir 
die Verteilungsfunktion der Grenzverteilung und E(Ly) 
far ihren Erwartungswert. 
Im Vormerkfall geht keine Nachfrage ndgtiltig verlo- 
ren, der erwartete (Brutto-) Deckungsbeitrag pro Zeitein- 
heit ist in Bezug auf die Losgr6Be und das angestrebte 
Lagerniveau eine Konstante. Es ist unter der Zielsetzung 
Gewinnmaximierung daher optimal, die Losgr6ge y und 
die Lagerzielmenge a (gemessen i der Anzahl Lose; in der 
in Abb. 1 dargestellten Situation ist a beispielsweise gleich 
Drei) so zu wfihlen, dab sie die Summe aus Fehlmengen-, 
Lagerhaltungs- und Rtistkosten minimieren. Folglich soll 
der Erwartungswert dieser Kosten im ersten Regenera- 
tionsintervall hergeleitet und auf eine Zeiteinheit bezogen 
werden (K(a; y)). 
Um Lagerhaltungs- und Fehlmengenkosten zu ermit- 
teln, werden zunfichst ein Zeitpunkt t, in dem der Absatz 
eines Loses gerade abgeschlossen u d ein Fertigungsauf- 
trag erteilt wird, und eine angestrebte Lagerzielmenge von 
a Losen betrachtet. Geht man beispielsweise davon aus, 
dab im Anfangszeitpunkt a Lose auf Lager liegen, ist die 
in t im Lager befindliche Anzahl von Losen gleich der 
Lagerzielmenge abziiglich der erteilten Fertigungsauftr~i- 
ge Ly(t), solange Ly(t) nicht gr6Ber als a ist. Diese 
Losanzahl, die in die Berechnung der Lagerhaltungsko- 
sten einfliegt, ist also (a-Ly(t)) +. Eine negative Differenz 
aus Lagerzielmenge und Auftragszahl in t entspricht der 
Fehlmenge im Zeitpunkt der  Auftragserteilung. Die 
Anzahl von Losen, far die bis t Nachfrage aufgetreten ist
und die vorgemerkt werden mul3te, ist (Ly(t)-a) +. Die 
Fehlmenge in t ist gleich dem Produkt aus der Anzahl der 
Fehllose und der Losgr6ge, also gleich y(Ly(t) a) +. Die 
fiar die Auftragserteilungszeitpunkte hergeleiteten For- 
meln ftir Lagerbestand und Fehlmenge werden in diesem 
und dem nSchsten Abschnitt auch ftir die anderen Zeit- 
punkte iabernommen, um die zugeh6rigen Kosten ermit- 
teln zu k6nnen. Diese Kostenermittlung ist daher elativ 
grob. Beispielsweise wird der Lagerbestand ur ungenau 
erfal3t, denn zwischen zwei aufeinanderfolgenden Auf- 
tragserteilungszeitpunkten wird ein Los gerade abgesetzt, 
ist also w~thrend dieser Zeitspanne nicht dauernd vollst~in- 
dig im Lager vorhanden (vgl. in Abb. 1 die Differenz 
zwischen tats~,ichlichem Lagerbestand und der entspre- 
chenden Modellgr613e). Eine Korrektur des Lagerbestan- 
des erfolgt im Modell aber erst, wenn der Absatzvorgang 
beendet und ein Fertigungsauftrag erteilt wird. Insofern 
tibersch~ttzt das Modell den tats/ichlichen Lagerbestand. 
Auf eine verfeinerte Erfassung der Lagerhaltungskosten 
wird in fiinften Abschnitt eingegangen. 
Bei einem Fehlmengenkostensatz von c Geldeinheiten 
pro Mengen- und Zeiteinheit sind die erwarteten, durch 
die endliche mittlere Intervallfinge E(S) dividierten Fehl- 
mengenkosten im ersten Regenerationsintervall 
E l J" E(S) o 
= ~y[~xl(a < x < ~)FL(dx; y) - a(1 - FL(a; y))]. 
Der Fehlmengenterm in eckigen Klammern auf der 
rechten Seite der Gleichung stimmt formal mit der 
erwarteten Fehlmenge w~ihrend er Lieferfrist im (s, q)- 
Modell der Lagerhaltungstheorie m t Bestellpunkt bzw. 
Meldemenge s und fester Losgr6Be q iiberein, ([9]), S. 96). 
Die Verteilungsfunktion beschreibt im (s, q)-Modell aller- 
dings die Verteilung der Nachfrage nach dem betrachteten 
Produkt in der Lieferfrist, wfihrend sich in der hier 
verwendeten Verteilungsfunktion der Warteschlangen- 
l~tnge neben der Wirkung der Nachfrage auch der in der 
Einleitung beschriebene Warteschlangeneffekt in der Pro- 
duktionssituation spiegelt. 
Bezeichnet man mit 1 die Lagerhaltungskosten pro
Mengen- und Zeiteinheit, so ergeben sich die pro Zeitein- 
heit erwarteten Lagerhaltungskosten analog zu dem Fehl- 
mengenkosten als
ly[aFL(a; y) -- I xl(0 < x < a)F~(dx; y)]. 
Der Ausdruck in eckigen Klammern ist die erwartete 
Anzahl yon Losen im Lager pro Zeiteinheit. Aus ihm 
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ergibt sich durch Multiplikation mit der Losgr6Be der 
erwartete Lagerbestand. 
Ist {Ay(t), t>0} der ErneuerungsprozeB ([5], S. 109) 
der Ank~nfte, so ist Ay(S) die Anzahl der im ersten 
Regenerationsintervall angekommenen Produktionsauf- 
tr~ige. Im Vormerkfall ist Ay(S) gleichzeitig die Anzahl der 
in [0, S) nachgefragten, hergestellten u d auch abgesetz- 
ten Lose. Der Erwartungswert von Ay(S) ist E(S)2/y, die 
erwarteten Rastkosten pro Zeiteinheit also R2/y, wenn R 
die durch einen Rt~stvorgang verursachten Rt~stkosten 
sind. Die Summe aus Lagerhaltungs-, Fehlmengen- und 
Riistkosten 
K(a; y) = R2/y + (~z + l)y[aFL(a; y) 
- f xl(O < x < a)FL(dX; y)] + rcy(E(Ly) - a) (1) 
gibt die erwarteten Kosten pro Zeiteinheit n Abh/~ngig- 
keit yon a und y an. 
Der Fehlmengenkostensatz wird in der Regel nur 
schwer zu ermitteln sein. In diesem Fall kann man die 
Betrachtung der Fehlmengenkosten durch diejenige ines 
Servicegrades rsetzen. Unter einem a-Servicegrad wird 
die Wahrscheinlichkeit daffir verstanden, dab keine Fehl- 
mengen entstehen ([11], S. 105). Fehlmengen k6nnen im 
Modell in einem Zeitpunkt t auftreten, wenn Ly(t) > a gilt, 
da in diesem Fall der Lagerbestand verschwindet und eine 
eventuell auftretende Nachfrage vorgemerkt werden mal3- 
te. Als Grundlage fiir die Berechnung des hier vorgeschla- 
genen Servicegrades wird die Wahrscheinlichkeit dieses 
Ereignisses unter der Grenzverteilung verwendet. Ein 
vorgegebener Servicegrad von 0 < ? < 1 wird also eingehal- 
ten, wenn P(Ly<a-  1) =FL(a - 1;y)>7 ist. 
Die entwickelte Lagerzielmengenpolitik weist eine 
gewisse Ahnlichkeit zum Vorgehen der bereits erw/ihnten 
(s, q)-Politik auf. Beide Politiken verwenden eine feste 
Losgr6Be. Allerdings gibt es bei der Lagerzielmengenpoli- 
tik nicht nur eine, sondern mehrere Meldemengen, die zur 
Ausl6sung eines Fertigungsauftrages fiihren, n/imlich 
y(a - 1), y(a - 2) usw. Daher kann bei der Lagerzielmen- 
genpolitik wegen des Warteschlangeneffektes der - insbe- 
sondere bei mehreren Sorten interessante - Fall eintreten, 
dab mehrere Fertigungsauftr~ige der gleichen Sorte in 
Bearbeitung sind oder auf diese warten. 
3. Die Kostenfunktion bei gegebenen Losgr6Ben 
im Mehrsortenfall 
Bei der folgenden 13bertragung der bisher angestellten 
/,Sberlegungen auf den Mehrsortenfall werden die im 
Vorabschnitt verwendeten Symbole analog benutzt, ohne 
jedesmal neu definiert zu werden. Die Zeit zwischen dem 
Auftreten der ( j-1)-ten und j-ten Nachfrage nach einer 
Produkteinheit der Sorte i wird beispielsweise mit Cij 
bezeichnet. Es wird o.E. nur der Fall zweier Produkte 
betrachtet. 
Ein gravierender Unterschied gegentiber dem Einsor- 
tenfall besteht darin, dab im Mehrsortenfall der betrachte- 
te Warteschlangenl/ingenprozeg - wie sich noch zeigen 
wird - kein regenerativer P ozeg mehr ist. Darum sind 
zus~itzliche Oberlegungen far die Herleitung der Kosten- 
gr6gen anzustellen. Ffir die Anwendung ist der Mehrsor- 
tenfall der interessantere, da der in der Einleitung ange- 
sprochene Warteschlangeneffekt gegent~ber der Herstel- 
lung nur eines Produktes hier an Bedeutung ewinnt. 
Die Nachfrageseite wird im Mehrsortenfall fiir alle 
Produkte (Sorten) far feste Losgr6gen wie im Einsorten- 
fall durch unabh/ingige Folgen von unabh/ingigen und 
sortenweise der gleichen Verteilung gehorchenden Zwi- 
schennachfragezeiten modelliert. Der Absatz eines Loses 
und das Ausl6sen eines Produktionsauftrages 1/il3t sich fiir 
jedes der Produkte analog dem Einsortenfall beschreiben, 
wenn man fiir die Sorten eine Politik mit Lagerzielmenge 
al (resp. a2) betreibt und zwischen der Nachfrage nach den 
beiden Produkten kein Zusammenhang besteht. Man 
erh~ilt wie im Fall einer Sorte voneinander unabh~ingige 
und identisch verteilte Zwischennachfragezeiten der Lose 
Ail, Ai2, Ai3,..., ffir die Sorten i = 1, 2. 
Ist ein Los einer beliebigen Sorte vollstfindig abgesetzt, 
reiht es sich in die Warteschlange vor der Anlage ein; es 
erh6ht die vonder entsprechenden Sorte zu beracksichti- 
gende Produktionsmenge umein Los. Da beide Soften die 
gleiche Anlage nutzen, besteht diese Warteschlange als 
aus ,,Kunden" zweier verschiedener Typen - Losen der 
Sorten Eins und Zwei - mit verschiedenen, sortenabh~ingi- 
gen Bearbeitungsdauern. Um in dieser komplizierten 
Situation dennoch Kostengr6gen ermitteln zu k6nnen, 
sind gegeniiber dem Einsortenfall zus/itzliche Approxima- 
tionsschritte notwendig. Es wird insofern ein gr6beres, die 
Gegebenheiten weniger genau wiedergebendes Modell 
betrachtet. 
Zun~ichst wird von den verschiedenen Typen der 
Kunden (Sorten) abstrahiert und so getan, als k~imen ur 
Lose einer (,,typischen") Sorte vor der Anlage an. Die 
verschiedenen Arten von Kunden werden also zu einem 
einzigen Typ aggregiert. Diese Abstraktion von der Pro- 
duktsorte ist beim Ankunfts- und beim Bedienvorgang zu
beracksichtigen. Die Bediendauern des aggregierten Mo- 
dells werden als unabh/ingige, identisch verteilte Zufallva- 
riable B1, B2, ... gewahlt, die mit Wahrscheinlichkeit P I die 
Bearbeitungsdauer eines Loses der Sorte 1, mit der 
Gegenwahrscheinlichkeit P2 = 1 -P l  eine solche eines Lo- 
ses der Sorte 2 als Auspr~gung annehmen. Pi ~ (0, 1) ist der 
auf Dauer im Mittel erwartete Anteil von ankommenden 
Kunden die Art i e{1,2} in der ursprfinglichen Zwei- 
Sorten-Situation mit gegebenen Losgr6gen Yl bzw. Y2. Die 
Produktionsdauer eines Loses der Sorte i e {1,2} setzt sich 
aus den ri Zeiteinheiten fiir den Riistvorgang, und den yi/vi 
Zeiteinheiten ffir den eigentlichen Bearbeitungsvorgang 
zusammen. Im aggregierten Modell nimmt also z. B. die 
erste Bediendauer B1 mit Wahrscheinlichkeit p  den Wert 
ri +yi/vi an (i = 1,2). Auf diese Weise bildet das Modell den 
langfristig erwarteten Anteil der sortenspezifischen Be- 
diendauern der einzelnen Sorten an allen Bediendauern 
richtig ab. Die erwartete Bediendauer ist 
E(B1) =pl(rl + yl/Vl) +p2(r2 + y2/v2) 
und ihre Varianz 
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Bezeichnet man mit {Ni(t), t> 0} den ErneuerungsprozeB 
der Anktinfte von Sorte i, so sind von beiden Sorten 
N(t) :=Nl(t)+N2(t) Kunden bis zum Zeitpunkt ange- 
kommen. N :={N(t),t>0} ist also der Z~ihlprozel3 der 
Ankfinfte ,,typischer" Kunden im aggregierten Warte- 
schlangenmodell. Aus dem Starken Gesetz der Grogen 
Zahlen fiir Erneuerungsprozesse (vgl. [5], S. 115) folgt, 
dag die Ankunftsrate von N gleich v~ + v2 ist, wenn vi= 
1/E(Ail) der Ankunftsrate von Kunden der Sorte i ent- 
spricht, vi h~ingt dabei vonder Losgr6ge der Sorte i ab. Ist 
nfimlich 2i die mittlere Nachfrage nach den Produktein- 
heiten der Sorte i pro Zeiteinheit, so werden pro Zeitein- 
heit im Mittel vi= 2~/yi Lose bei einer Losgr6fSe von Yi 
abgesetzt, kommen also vor der Bedienstation des Warte- 
schlangensystems an. Der langfristige mittlere Anteil von 
Sorte i an allen ankommenden Kundenpi ist entsprechend 
vi/(vl + v2), man kann Pi also aus den Ankunftsraten der 
beiden Ankunftsprozesse ermitteln. 
Das Modell mit ,,typischen" Kunden besteht aus zwei 
unabh~ingigen A kunftsstr6men u d einem Schalter (der 
Anlage) mit Bediendauern, die sich gem~ig der Wahr- 
scheinlichkeitenpl und P2 aus den Bearbeitungszeiten der
- in diesem Modell zun~ichst nicht unterscheidbaren - 
Lose der einzelnen Soften ergeben. L := {L(t), t > 0} be- 
zeichne den Warteschlangenl~ingenprozeB dieses Systems. 
Im allgemeinen ist N kein Erneuerungsprozeg ([3], S. 293) 
und L kein regenerativer P ozel3 mehr ([12], S. 127), so 
dab im weiteren einige im Einsortenfall nicht ben6tigte 
Annahmen, z.B. fiber die Grenzverteilung von L, getrof- 
fen werden miissen. Eine Ausnahme ist der Fall, dal3 die 
{Ni(t), t>_O}, i= 1, 2, unabh~ingige Poissonprozesse ind. 
Dann ist N ebenfalls ein PoissonprozeB und damit L 
regenerativ ([3], Seite 293). 
Um kostenminimale Lagerzielmengen a~, i -  1,2, her- 
leiten zu k6nnen, miissen sortenbezogene Lagerbestands- 
und Fehlmengengr613en erfafSt werden. Daher mtissen die 
vor der Anlage in einem Zeitpunkt t auf ihre Abwicklung 
wartenden Produktionsauftrfige des aggregierten Modells 
den beiden Sorten zugeordnet werden. Dieser Disaggrega- 
tionsvorgang wird als Markierungsvorgang modelliert 
(vgl. [10], S. 261 ft.): Kommt ein ,,typischer" Kunde an, so 
wird er - im Einklang mit der Konstruktion der Bedien- 
dauern des aggregierten Modells - mit Wahrscheinlichkeit 
Pi als Kunde vom Typ i gekennzeichnet. Die Markierungs- 
experimente sind Bernoulli-Experimente und sollen unab- 
h~ingig voneinander und yon den Zwischenankunftszeiten 
gestaltet werden. Ergebnis dieses Zuordnungsvorganges 
ist dann die in t wartende Anzahl von Produktionsauftrfi- 
gen ftir Sorte L Li(t). Kommen v (= vl + 1)2) Kunden vom 
aggregierten Typ im Mittel pro Zeiteinheit an, so ist die 
Ankunftsrate des durch einen solchen Markierungsme- 
chanismus erzeugten Ankunftsstromes yon Kunden des 
Typs i (in Ubereinstimmung mit der Ankunftsrate der 
Ausgangssituation) vi. Wfihrend die Reihenfolge, in der 
die Kunden im Markierungsmodell bedient werden, von 
der Ankunftsreihenfolge in der Ausgangssituation ab- 
weicht (vgl. hierzu auch die Uberlegungen am Ende dieses 
Abschnittes), werden die Anteile der Kunden verschiede- 
nen Typs im besprochenen Sinne richtig abgebildet. 
Speziell gilt dies ffir den oben erw~ihnten Fall, dal~ N ein 
PoissonprozeB ist. Hier bildet n~imlich die Anzahl ange- 
kommener und als Sorte i markierter Kunden wieder 
einen Poissonprozeg mit der entsprechenden Rate ([5], 
S. 111). 
Befinden sich n Kunden im Zeitpunkt im System 
(L(t)-  n), so sind n unabh~ingige B rnoulli-Experimente 
mit Erfolgswahrscheinlichkeit Pl fiir die Markierung als 
Kunde vom Typ 1 durchzufiihren. Die (bedingte) Wahr- 
scheinlichkeit daftir, dab in t etwaje No Kunden vom Typ 
1 warten (Ll(t)=j), ist 
P(LI(t) =ilL(t) = n) 
j e{0,  1,2, ..., n} 
sonst, 
und die Wahrscheinlichkeit ffir die Anwesenheit von j 
Sorte-l-Kunden im System im Zeitpunkt  ist: 
P(LI(t) =j)  = ~ b(j; n, pl)P(L(t) = n). (2) 
n=j  
Der Erwartungswert der Anzahl von Kunden des Typs 1 
im System im Zeitpunkt ist, da L(t) einen endlichen 
Erwartungswert hat, E(L1 (t)) =plE(L(t)) (analog far Sor- 
te 2). Mit rl-(yl,y2) gilt fiir die Verteilungsfunktion 
FI('; t, q) von Ll(t) fiir natfirliche Zahlen x mit (2) 
Fl(X; t, rl)=FL(x; t, 1I)+ ~, P(L(t)=n) 2 b(k; n, pl), 
n>x k -O 
(3) 
wobei FL ('; t, q) die Verteilungsfunktion der Warteschlan- 
ge L (t) im aggregierten, die Soften nicht unterscheidenden 
Modell bei den gegebenen Losgr6gen der beiden Soften 
sei. Kennt man die beiden Ankunftsraten und die Vertei- 
lungsfunktion der nach Sorten nicht differenzierten War- 
teschlangenl~inge der ,,typischen" Kunden, kann man also 
diejenigen der sortenweisen Warteschlangenlfingen dar- 
aus ermitteln. 
Der Ausgangspunkt ftir die Herleitung der Kosten- 
funktion ist im Mehrsortenfall verschieden von demjeni- 
gen des Abschnittes 2.Da L im allgemeinen kein regenera- 
tiver Prozeg ist, werden nicht mehr pro Zeiteinheit 
erwartete Kosten im ersten Regenerationsintervall, son- 
dern erwartete kumulierte Kosten, wiederum pro Zeitein- 
heit, betrachtet. Ist a~ das fiir Sorte 1 gew~thlte Lager- 
niveau, so ist die Fehlmenge in t analog zum Einsortenfall, 
wenn man nur komplett nachgefragte Lose erfagt, 
yl(Ll(t) al) +. Die bis zu einem Zeitpunkt Tkumulierten 
Fehlmengenkosten betragen dann 
T 
rqy~ f (Ll(t) al)+dt. 
0 
Den auf TZeiteinheiten bezogenen Erwartungswert dieser 
Kosten, also die zeitdurchschnittlichen erwarteten Fehl- 
mengenkosten, 
) rqyl--f E f (Ll(t)-  al)+dt 
0 
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kann man nun mit dem Satz von Fubini bei Beachtung 
von (3) zu 
1 T 1 r 
T I E(Ll(t) al)~d/=pl  T I E(L(t))dt - al 
o o 
1 r 
P(L(t) N al)dt 
+alZ-  0 
1 r 
+ al 2 Fev(n,pl)(al) T I P(L(t) = n)dt 
n>a I 0 
- 2 x ~, b(x; n, p l )T  IP (L ( t )= n)dt 
x-0 n>_x 0 
(4) 
umformen, wobei die Konstante gl Yl vernachl~issigt wur- 
w 
de und Fev@,pl)(x ) = 2 b(k; n, pl) die Verteilungsfunk- 
k=0 
tion der Binominalverteilung ist.
Um die langfristigen zeitdurchschnittlichen erwarteten 
Kosten, also den Grenzwert yon (4) for tiber alle Grenzen 
wachsendes T, auf m6glichst einfache Weise herleiten zu 
k6nnen, soll- wie angektindigt - die Gtiltigkeit folgender 
Annahmen vorausgesetzt werden: L hat eine Grenzvertei- 
lung, d.h. fiir alle nattirlichen n gilt mit q~(t):= 
P(L(t)=n), daB lira q,(t)=q,>_O, wobei die q~ zu 1 auf- 
summieren, q, steht dabei ftir die Wahrscheinlichkeit 
P(L = n). Die Verteilungsfunktionen von L(t) m6gen im 
Doppelfolgensinne ([4], S.251) gegen 1 konvergieren: 
lim lim FL(n; t, q) -  1, d.h. fur alle E > 0 gibt es ein 
t~oo n~t~ 
Pc > 0, so daB ftir alle t, n >p~ : IlL(n; t, q) - I I < e. Diese 
Annahme dient dazu, die Vertauschbarkeit von Grenz- 
tibergang und Reihenbildung zu sichern und ist daher 
keine unverzichtbare Forderung. SchlieBlich m6ge die 
Grenzverteilung von L einen endlichen Erwartungswert 
E(L) haben und lim E(L(t))=E(L). 
Die Gtiltigkeit der Annahmen ist in der Praxis schwer 
zu priifen. Es ist daher unter Umst~inden hilfreich zu 
wissen, daB die beiden letzten erftillt sind, falls es eine 
(feste) maximale Anzahl M von Auftragen gibt, die auf 
ihre Bearbeitung warten, so dab L(t) zu jedem Zeitpunkt 
fast sicher nur Werte kleiner oder gleich M annimmt. 
Gemeint ist dabei mit M keine obere Grenze fiir die 
Anzahl der Produktionsauftr/ige in dem Sinne, daB ein 
vor der Anlage ankommender M+ 1-ter Auftrag zurtick- 
gewiesen wtirde. Gedacht ist vielmehr an eine Situation, in 
der die Nachfrage (Zwischennachfragezeiten) und die 
Produktion (Bediendauern) solche Form (etwa solche 
Verteilungen) haben bzw. M so hoch angesetzt wird, daB 
mit Wahrscheinlichkeit 1 ein M tibersteigender Auftrags- 
bestand auch ohne solchen Eingriff nicht erreicht wird. 
Wegen der Wirkung 6konomischer Mechnismen (etwa 
des Abwanderns von Nachfrage zu anderen Herstellern 
eines vergleichbaren Produktes bei langen Lieferzeiten) 
diJrfte ein Modell, das den Auftragsbestand auf Werte 
unter einer m6glicherweise sehr groBen Zahl M be- 
schrankt, nichts an praktischer Anwendbarkeit einbiigen. 
Unter den genannten Annahmen ist ftir den ersten 
Term der rechten Seite von (4) 
lim 1 7 ~ S E(L(t))dt = n l im 1 r - -  - -  qn(t)dt = E(L), 
r~ r 0 n=O T ~oo T 0 




mit wachsendem T gegen qn. 
Entsprechend argumentiert man auch ftir die anderen 
Terme, so daB man die Konvergenz von (4) gegen 
piE(L) - al + alFl(al; rl) - ~ xl(0 < x < aDFl(dx; rl), (5) 
fiir wachsendes T erh/ilt. In (5) ist FI('; r/) der Grenzwert 
von (3) ftir wachsendes t, also die Verteilungsfunktion der 
Grenzverteilung der Anzahl von Sorte 1 wartender Kun- 
den. (5) ist die zeitdurchschnittliche erwartete Anzahl von 
Fehllosen der Sorte 1, durch Multipikation mit dem 
Fehlmengenkostensatz und der Losgr6ge der Sorte 1 
erh/~lt man daraus die zeitdurchschnittlichen erwarteten 
Fehlmengenkosten. 
Analog kann man fiir die Lagerhaltungs- und die 
Rtistkosten vorgehen, wobei die Rtistkosten unabh~ingig 
vom angestrebten Lagerbestandsniveau al sind. Das Kri- 
terium fiir die Wahl des Lagerbestandsniveaus l tet dann 
(vgl. (1)): 
RI~I/Yl + (7"gl + ll)Yl[alFl(al; #I) 
- f xl(0 < x < al)Fi(dx; r/)] + TClYl(E(L1) al). 
Durch die Addition der entsprechenden Kosten der Sorte 
2 erh~lt man die beztiglich der beiden Lagerniveaus zu 
minimierenden, auf Dauer pro Zeiteinheit erwarteten 
Kosten 
2 
K(a l ,  a2; ~1) = ~ {Ri-~i/Yi + (7~i + [i)Yi[aiFi(ai; #I) 
i=1 
(6) 
xl(0 < x < ai)Fi(dx; r/)] 
+ ~iY i (E(L i )  - ai)}. 
Die Kosten in (6) stellen in gewissem Sinne eine obere 
Schranke ftir die eintretenden Kosten dar. Denn in dem 
ursprtinglichen Modell mit sortenspezifischen Anki~nften 
wird die Bearbeitungsreihenfolge der Lose durch die 
Ankunftsreihenfolge festgelegt, die im aggregierten Mo- 
dell durch das Zufallsexperiment der Sortenwahl abgebil- 
det wird. Die betriebliche Planung wird aber auf eine 
Festlegung der Bearbeitungsreihenfolge der Lose nicht 
verzichten wollen, um etwa die Dringlichkeit der Lagerzu- 
fahrung einer Sorte (bei geringem Lagerbestand), relativ 
hohe Lagerbest~inde einzelner Sorten oder vonder Ferti- 
gungsreihenfolge abh~tngige Riistkosten zu berticksichti- 
gen. Wird diese Planung sinnvoll durchgefiihrt, sollten die 
Kosten niedriger als in (6) anfallen. 
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4. Approximation der Kostenfunktion im Mehrsortenfall 
Im allgemeinen werden die zur Berechnung der Kosten- 
funktion ben6tigten Verteilungsfunktionen und Erwar- 
tungswerte nicht bekannt sein, so dag die Notwendigkeit 
besteht, zu geeigneten N~iherungsgr6gen zu gelangen. 
Entscheidend far die Approximation ist die yon der 
Losgr61~e abhfingige (gemeinsame) Verkehrsintensitfit 
.O(Yl, 72) rlA1 21 r2s J~2 = + - -  + + - - .  (7) 
Yl v~ Y2 v2 
Sie ergibt sich aus dem Quotienten der Ankunftsrate von 
N und der Bedienrate in dem Modell mit ,,typischen" 
Kunden. Sowohl f~r die ursprt~ngliche 2-Sorten-Situation 
als auch ftir das aggregierte Modell mit Markierungsexpe- 
riment 1/~gt sich fiir 0(vl)< 1, ohne die eingef~hrten A - 
I 1 nahmen zu nutzen, zeigen, dab E I l (L(t)> 0)dt /T, 0 
also der erwartete Zeitanteil, w~threnddessen die Anlage in 
Betrieb ist, mit wachsendem T gegen (7) konvergiert (vgl. 
Anhang). Hierffir hat man lediglich zu unterstellen, dab 
bei mindestens einer Sorte die maximale Zeitdauer, die 
zwischen je zwei Nachfragevorg~ingen vergeht, fast sicher 
beschrgnkt ist. Damit l~igt sich auch im Mehrsortenfall die 
Verkehrsintensitfit als auf Dauer sich einstellender rwar- 
teter Zeitanteil interpretieren, der fiir Riist- und Herstell- 
vorg/inge ben6tigt wird, also als Auslastungsgrad. Fiir die 
Approximation soll unterstellt werden, dab der Ausla- 
stungsgrad nur wenig kleiner als 1 ist; denn im Falle 
niedriger Auslastung kann man der Tendenz nach die 
Sorten isoliert betrachten, jeweils eine nicht beschrgnkte 
Produktionsgeschwindigkeit annehmen und daher den in 
der Einleitung angesprochenen ( infacheren) Ansatz mit 
diskreter Zeit heranziehen. 
Losgr6gen mit niedriger Kapazit/itsauslastung k6nnen 
ferner nicht sinnvoll sein, da Unternehmen bestrebt sein 
werden, ihre Fertigungskapazit~it aufm6glichst hohem 
Niveau auszulasten, weil die Aufrechterhaltung derKapa- 
zitfit Kosten verursacht. Wird die Kapazit~it auf Dauer 
nur zu einem geringen Teil genutzt, so wird man sie 
folglich reduzieren. Da die Kapazit~itsanpassung hier 
ausgeblendet bleiben soll, wird unterstellt, dab die Kapa- 
zit/it schon sinnvoll gew~ihlt ist, d.h. nur noch hohe 
Auslastungsgrade r levant sind. Unter hohen Ausla- 
stungsgraden werden dabei sotche verstanden, die ober- 
halb einer vorgegebenen, unternehmensindividuellen un- 
teren Auslastungsschranke von Ou liegen, .~l/l)lq-.~2/V2 
<ou<l.  
Zu hohen Auslastungsgraden geh6ren gemgg Formel 
(7) Losgr613en, die im Vergleich zu solchen bei einer 
niedrigen Auslastung klein sind. Diese relativ kleinen 
Lose haben den Vorteil einer elativ groge Auflagehfiufig- 
keit. Der Beginn jedes R~stvorganges ist n~imlich ein 
natiirlicher Eingriffszeitpunkt in den betrieblichen Her- 
stellungsprozeg. Eine Erh6hung ihrer Anzahl bietet die 
Chance zur, gerade bei Unsicherheit notwendigen, Anpas- 
sung des Fertigungsablaufes an die jeweils aktuelle Daten- 
situation. 
Es gibt auch Griinde, die unter Umst~inden eine 
Erh6hung der Losgr6gen wt~nschenswert scheinen 1as- 
sen. Etwa den Effekt der Riistkostendegression oder den 
der Substitution von Rtistzeiten durch produktive Ma- 
schinennutzungszeiten (sofern die Kapazit~it der betrach- 
teten Maschine knapp ist). Diese Aspekte werden im 
Modell aber explizit - durch Beriicksichtigung von Rtist- 
zeiten und Riistkosten einerseits und der die Kapazit~its- 
knappheit widerspiegelnden Bedingung 0 (q) < 1 anderer- 
seits - erfagt. 
Bei hohem Auslastungsgrad kann man den Warte- 
schlangenl~ingenprozeg d r ,,typischen" Kunden L durch 
eine regulierte Brownsche Bewegung W ={W(t), t > 0} 
approximieren ([7], S. 360 und 363f.), d. h. im Kriterium 
(4) im vorstehenden Abschnitt E(L(t)) und FL(';t, q) 
dutch die entsprechenden Gr6gen einer Brownschen 
Bewegung E(W(t)) und Fw(';t,n) ersetzen, ferner 
P(L(t)=n) in geeigneter Weise - z.B. dutch 
Fw(n; t, 11) -Fw(n - 1; t, rl) - ann~ihern (W(t) ist ja eine 
stetige Zufallsvariable; beachte f~r n =0 auch die letzte 
Bemerkung des Anhanges). 
AnschlieBend kann man den Limes der so modifizier- 
ten Formel (4) untersuchen. Der Grenzwert, gegen den 
der Erwartungswert unter der N~iherung fiir wachsendes t 
konvergiert, ist 
E(W) := lim E(W(t)) 
1 
2(1 - O(Yl, Y2)) 
([5], S. 479), wobei TA eine Art Variationskoeffizient der 
Zwischenankunftszeiten (vgl.unten), TB den Variations- 
koeffizienten der Bediendauern im aggregierten Modell 
bezeichne. Sowohl rA als auch rB h~ingen yon den Losgr6- 
Ben Yl und Y2 ab, auch wenn dies aus Griinden der 
l~lbersichtlichkeit im verwendeten Symbol nicht deutlich 
wird: /(1)2 
v2 =p3 Vat (AI1) +p~ Var (A21) 
und 
~2=plp2 (r I + Y_! r2 y2 /2 /  
U1 U 2 / [ 
[p l ( r l+7)+pe( r2+ v2 /J " 
Mit E(W) kann man die Grenzverteilungsfunktion als 
Fw(x; t/) = 1 exp E(W) 
schreiben. Hieraus lassen sich die Grenzwerte der in (4) 
auftretenden Terme errechnen. Geht man fiir die Lager- 
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haltungs- und Rfistkosten ebenso vor, ergibt sich wieder 
die Kostenfunktion (6), wobei Erwartungswerte und 
Verteilungsfunktionen durch ihre eben entwickelten Ap- 
proximationen zuersetzen sind. 
Alternativ gelangt man zu demselben zu optimieren- 
den Zielkriterium, nfimlich den hergeleiteten N~iherungs- 
gr6gen eingesetzt in (6), auch durch einem weiteren 
Ansatz. Zentrales Problem des Warteschlangensystems 
mit zwei Ankunfsquellen ist, dab es in der Regel kein 
regeneratives System mehr ist. Whitt [12] konstruiert 
daher zu solchen icht notwendig regenerativen Systemen 
Ersatzsysteme, die diese Struktureigenschaft aufweisen. 
Sie werden als Warteschlangensysteme mit nur einem 
Erneuerungsprozel~ a s Ankunfsstrom angelegt, wobei die 
Verteilung der Zwischenankunfszeiten so gewfihlt wird, 
dab die Ein-Quellen-Systeme eine m6glichst gute Ann/ihe- 
rung an die Ausgangssysteme ergeben. FUr die hier 
vorliegende Situation schlggt Whirr mit seiner asymptoti- 
schen Methode ([12], S. 13 1 f.) vor, als Erwartungswert der 
neuen Zwischenankunftszeiten 1/v = 1/(v ~ + v2) und als 
ihre Varianz v~Var(All) + v23Var(A21) zu wghlen. Unter 
Ausnutzung der Regenerativit~t des so konstruierten 
approximierenden Warteschlangensystems kann man das 
Kostenkriterium (6) analog zum Einsortenfall in Ab- 
schn. 2 herleiten. 
Bei der Obertragung von Whitts Vorgehen auf die hier 
vorliegende Situation, spielte bislang die Form der Vertei- 
lung der Zwischenankunfszeiten m Ersatzsystem keine 
Rolle. Das ~indert sich, wenn man den zu bestimmten 
Lagerzielmengen u d Losgr6Ben geh6renden Wert der 
Kostenfunktion fiir eine gegebene Datenkonstellation 
berechnen will. Denn selbst bei Verteilungskenntnis hat 
man im allgemeinen Probleme, daraus die Verteilungs- 
funktion der Grenzverteilung des Warteschlangenl~ingen- 
prozesses zu bestimmen, die man far die anzustellenden 
Kalkulationen ben6tigt. Ist aber wieder die Auslastung 
des approximierenden, regenerativen Systems hoch, kann 
man auf die schon verwendete Brownsche Approximation 
zurackgreifen, also z.B. den unbekannten Erwartungs- 
wert der Grenzverteilung durch E(W)  ann~ihern (vgl. [5], 
S. 482). 
Die N~iherungsgr6Ben entsprechen den oben angefiihr- 
ten, wobei nun auch die obige Bezeichnung von rA als 
Variationskoeffizient klar wird: rA ist der Variationskoef- 
fizient der Zwischenankunftszeiten n dem nach Whitt 
gew~ihlten Ersatzsystem. 
5. Bestimmung optimaler Lagerzielmengen und LosgriiBen 
Fiir die verschiedenen OptimierungsUberlegungen soll 
unterstellt werden, dab L, wie in Abschn. 4 dargestellt, 
durch eine geeignete regulierte Brownsche Bewegung 
angen~ihert wird. Es werden keine Fehlmengenkosten 
betrachtet; stattdessen werden die interessierenden Gr6- 
Ben so bestimmt, dab die Summe aus Lagerhaltungs- und 
Rfistkosten minimiert wird unter der Nebenbedingung, 
daft ein vorgegebener, sortenspezifischer S vicegrad von 
Y1 bzw. Y2, 0 < 71, Y2 < 1, gilt. Analog zum Einsortenfall ist 
die Einhaltung des Servicegrades z.B. far Sorte 1 gew~ihr- 
leistet, wenn P(L1 <al 1) =Fl(al - 1; q)>_~'l ist. 
Bei gegebenen Losgr6gen ~1 = (Yb Y2) setzen sich die bei 
der Wahl der Lagerzielmengen zu betrachtenden Kosten 
aus zwei unabh~tngigen, additiv verknapften Lagerhal- 
rungs- und RUstkostentermen fur die beiden Sorten 
zusammen. Da in diesem Fall auch die Servicegrade der 
Sorten icht voneinander abh~ingen, kann man jede Sorte 
isoliert untersuchen. Nun ist die Summe aus Rast- und 
Lagerhaltungskosten etwa der Sorte 1 monoton ichtfal- 
lend in der Lagerzielmenge, so dab das kleinste ganzzahli- 
ge ab das die Servicegradbedingung ei hiilt, diese Kosten 
minimiert (analog fur Sorte 2). Die optimalen Lagerziel- 
mengen lassen sich daher auf numerischem Wege durch 
Auswertung der Servicegradrestriktion bestimmen. 
Bei der simultanen Optimierung von Lagerzielmengen 
und Losgr6gen mug man weitergehende Oberlegungen 
anstellen, da im bisher entwickelten Modell die far die 
Loswahl wichtigen Lagerhaltungskosten nur grob erfagt 
werden. Der La.g.erbestand z. B. der Sorte 1 wgchst nach 
den bisherigen Uberlegungen erst, wenn ein Los dieser 
Sorte vollst~indig bearbeitet ist. W~ihrend er Bearbei- 
tungsdauer ist aber im Mittel ein halbes Los von Sorte 1 
bei der Anlage vorhanden. Diese Lagermenge wird im 
bisherigen Modell nicht erfagt (vgl. auch [8]). 
Mit Hilfe des Starken Gesetzes der GroBen Zahlen fiir 
Renewal-Reward-Prozesse ([5], S. 173) l~igt sich zeigen, 
dab der erwartete Zeitanteil, wghrenddessen etwa Sorte 1 
gefertigt wird, im Markierungsmodell mit wachsendem T 
gegen ql(q)O(q) mit ql(q):=Pl (rl +yl/vl)/E(B1) geht, 
also gegen den erwarteten Zeitanteil, in dem aberhaupt 
gefertigt wird, multipliziert mit dem Anteil der erwarteten 
Bediendauer von Sorte 1 an der erwarteten Gesamtbe- 
diendauer. Die entsprechende, zusfitzlich zu bert~cksichti- 
gende Lagermenge ffir Sorte 1 damit ql(tl)O(rl)Yl/2. 
Andererseits wurde in Abschn. 2 dargestellt, dab der 
Lagerbestand, solange er yon Null verschieden ist, im 
Modell Ubersch~itzt wird (vgl. auch Abb. 1 in Abschn. 2). 
Denn wahrend ieser Zeit befindet sich ein Los gerade im 
AbsatzprozeB, ist also nur zu einem Teil tatsiichlich im 
Lager vorhanden. Das Modell Uberschgtzt den Lagerbe- 
stand wfihrend ieser Zeit im Mittel z. B. far Sorte 1 um 
(Yl - 1)/2 Mengeneinheiten, da es so tut, als ob das Los 
vollst~indig w/ire. Der Zeitanteil, w~ihrenddessen der La- 
gerbestand nicht verschwindet, l~13t sich durch 
P(L1 < al) =F1 (al - 1; q) approximieren, so dab der Lager- 
bestandsterm zur genaueren Erfassung der Lagerhal- 
tungskosten um (Yl- 1)Fl(al- 1; q)/2 zu bereinigen ist. 
Der modifizierte, pro Zeiteinheit auf Dauer erwartete 
Lagerbestand von Sorte 1 ist dann 
11(al, 11) = yi[alFffal; rl) - ~ xl(0 < x < al)Fl(dx; rl) 
1 y~ 1 
+--ql(~)O(~)] - -F l (a l -  1;q). 
2 2 
Die Summe aus RUst- und modifizierten Lagerhaltungs- 
kosten der Sorte 1, )~1R1/Yl + ll (al, TI), ist far jedes gegebe- 
ne Losgr6Benpaar ~1 monoton nichtfallend in ale R+. 
Damit ist die kostenminimale Lagerzielmenge b ibeliebig 
gegebenem 11, a~(vl), die kleinste den vorgegebenen Servi- 
cegrad Yl einhaltende Menge. Analoge Oberlegungen 
gelten fur Sorte 2. 
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Im Anwendungsfall wird man immer eine obere 
Schranke ftir die LosgrSgen der Sorten angeben k6nnen, 
etwa die Jahresfertigungskapazit~it. Dann sind nur ftir 
endlich viele Losgr6genpaare solche kostenminimalen 
Lagerzielmengen zu bestimmen. Anschliel3end ist fiir die 
so gewonnenen, endlich vielen Kombinationen aus Los- 
gr6gen und Lagerzielmengen (a~ (yi, Y2), a~(yl, Y2), Yl, Y2) 
ein Kostenvergleich durchzuftihren, um die optimale 
Kombination auszuwahlen. 
Die tatsfichliche numerische Ermittlung der optimalen 
Losgr613en und Lagerzielmengen ist allerdings nicht an- 
spruchslos, da z. B. die in den Kosten- und Servicegradter- 
men vorkommenden Verteilungsfunktionen wiebeschrie- 
ben approximiert und ausgewertet werden mtissen. Hier 
liegt - neben der numerischen Erprobung - ein Feld 
weiterer Untersuchungen im Zusammenhang mit dem in 
dieser Arbeit vorgestellten Ansatz. Das gilt auch ffir 
Oberlegungen beziaglich der Einbettung des Modells in 
praktische Planungsvorg~inge und die daraus erwachsen- 
de Notwendigkeit eines revidierenden Einsatzes der vor- 
geschlagenen Verfahren. 
Anhang 
Sei (s 5r P) der zugrunde liegende Wahrscheinlichkeits- 
raum. Wir treffen folgende Annahme (A): Die Zeit, die 
zwischen je zwei Nachfragevorg~ingen vergeht, ist bei 
mindestens einer Sorte fast sicher (f.s.) kfirzer als 8 
Zeiteinheiten. 
Bei gegebenen Losgr6gen bel~iuft sich die gesamte 
Bearbeitungszeit der bis zum Zeitpunkt  erteilten Ferti- 
gungsauftr~ge auf G(t) := (q + Yl/I)I )N1 ( t) + (r2 + y2/v2 )
N2(t) Zeiteinheiten im ursprtinglichen 2-Sorten-Modell 
N(t) 
(und auf G(t) := ~" [@1 +yl/vl)l(Xi = 1) + (r2 +y2/v2) 
i=1 
l(X/=2)] im Markierungsmodell; dabei seien X1,X2,... 
identisch verteilte und stochastisch unabh~ingige Markie- 
rungsvariable mit P(XI-1)=pl und P(XI=2)=p2- 
1 -Pl). Die tats~ichliche Betriebszeit der Anlage bis t ist 
t 
I(t) = f l(L(s) > 0)ds, denn die Anlage ist in Betrieb, so- 
0 
lange Kunden im System sind. In beiden F~illen ist 
I(t) <_ G(t) ffir alle t>0 und nach dem Starken Gesetz der 
Grogen Zahlen ffir Erneuerungsprozesse konvergiert 
G(t)/t mit t f.s. gegen (rl+yl/vl)plv+(r2+y2/v2)p2v= 
o(r/) =: O. Also ist f.s. limsup 1 i( 0 <_ ~). 
t~  t 
Gilt (A) und O < 1, so gibt es ffir fast alle m eine (strikt 
wachsende) Folge von ,,Leerzeitpunkten" {Sn(co), n e N} 
mit L(m,S,(m))-O. Denn gibt es eine Menge 
MeLP, P(M)>O, so dab ftir jedes m aus M schliel31ich 
L(m, t) strikt positivist, so geht I(m, t)/t aufMgegen 1- ein 
Widerspruch zur obigen Aussage tiber den Limes Supe- 
rior. 
Behauptung: Gilt (A) und ~9 < 1, so folgt 
1 t 
(1) lim - -  j l(L(s) > 0)ds = O f.s.; 
t~  t 0 
t~ 0 
Beweis: Zu (1): Die Pfade von L liegen f.s. in D [0, ~) und 
sind f.s. Sprungfunktionen. Daher kann man spezielle 
Leerzeitpunktfolgen w~ihlen. Fiar fast alle m gilt: Man 
kann die nichtnegative Z itachse in linksseitig abgeschlos- 
sene, rechtsseitig offene Intervalle zerlegen, fiber denen 
L (m, ")jeweils konstant ist. Unter ihnen sind insbesondere 
solche, iiber denen L(m, .) verschwindet. {Sn(m), ne N} sei 
nun die Folge der linken Randpunkte aller dieser Interval- 
le (aufsteigend angeordnet). 
Ffir die Zeitpunktfolge {tm, meN} sei S~(,,)(m) der 
spfiteste vor tm gelegene Leerzeitpunkt, so dal3 tm im 
Intervall [Sn(~)(m),S~(m)+l(m))liegt (bis auf h6chstens 
endlich vide Ausnahmezeitpunkte). In den Leerzeitpunk- 
ten ist der Anteil der Betriebs- an der Gesamtzeit 
1(03, Sn(m)(O.)))/Sn(m)(O) ) = G(m, Sn(m)(O,)))/Sn(m)(O.) ). grh6ht 
man yon einem solchen Zeitpunkt ausgehend den Nenner 
t kontinuierlich, so sinkt dieser Zeitanteil, denn der 
Nenner beider Quotienten wfichst, w~ihrend er Zfihler 
konstant bleibt, solange keine Ankunft eines neuen Kun- 
den (Loses) stattfindet. Steht A ffir @, y fiir die Losgr613e 
derjenigen Sorte, die die Annahme (A) erftillt, so kommt 
spMestens A Zeiteinheiten nach dem Leerzeitpunkt ein 
Kunde an. Also ist im Intervall [Sn(m)(fD ) 4-A, Sn(m)+l(O))) 
L(m, t)> 0 und der Betriebszeitanteil wgchst. Eine untere 
Schranke fiir den Betriebszeitanteil m Intervall 
[Sn(m)(fD), Sn(m)((9 ) q-z J) ist folglich bm(o) :-G(o3, Sn(m)(O3))/ 
(&(m)(~0) + ~). 
bm(cO) ist aber gleich S,(m)(co) 1 G(co, Sn(m)(Co)), 
&(~)(co)+3 &(m)(CO) 
geht also mit m gegen tg. Es folgt: l im in f l I ( t )  >p  f.s. 
und damit (1). t~  t 
Zu (2): (2) folgt aus (1) durch die Anwendung des 
Satzes vonder majorisierten Konvergenz. [] 
1 
Aus (2) folgt lim - -  j P(L(s)> 0)ds= O. Existiert eine 
t~  t 0 
Grenzverteilung von L, ergibt sich also unter den Voraus- 
setzungen der Behauptung P(L -  O) = 1 O. 
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