Abstract. We present a method for the computation of stopping criterion for linear classical iterations in inexact a ne-invariant Newton techniques. We show that the same methodology does not hold for non-classical iterative methods.
Introduction
We consider the solution of the nonlinear system of equations g(u) = 0;
where g = (g 1 ; g 2 ; : : : ; g n ) T , and u 2 < n , by an inexact a ne-invariant Newton technique (IANT).
Inexact Newton methods are described by
where x k is an approximation of z k the solution of the linear system of equations g 0 k z k g 0 (u k )z k = ?g k ?g(u k ):
The damping parameter, t k , is chosen so that kg(u k + t k x k )k < kg k k; (4) 0 < < 1 for some norm k k.
The choice of norm is a controversial issue. A ne invariant Newton techniques choose a norm, at each step k, of the form k k G = kg 0?1 k k 2 :
(5) Of course, satisfying inequality (4) with this norm on consecutive steps does not guarantee that either kg k k or ku k ? u k, u the root, has been reduced.
When an iterative method is used to solve equation (3), the decrease condition,
cannot be veri ed. Instead an iterative solver is used yielding a test of the form
where M(u k ) need not be the same as M(u k ), 2]. Again, (7) does not guarantee convergence of the Newton-type iteration, but serves as a convenient heuristic to \control" the iteration.
In general, failure to satisfy inequality (4) may be due to inaccuracy in the computation of x k , or t k too big. In 1] it was shown that if
then a t k exists so that inequality (4) can be satis ed. For, say a p-norm, this measure is computable before any particular choice of t k is tested. In fact, the accuracy level required of the linear solver is known before it is called, providing the solver with an exact criterion for stopping the linear iteration. Such an inequality does not exist for inequality (7) . In GIANT, a software package embodying IANT, failure to satisfy inequality (7) is treated by increasing the number of linear iterations and cutting t k 5]. This treatment may result in a slower overall convergence rate because t k 's are chosen to be too small. In section 3 we show that if a classical iterative method is used then it is possible to derive an inequality which, when satis ed, guarantees that there is a t k such that inequality (7) holds. In section 4 we give practical methods for computing this quantity. In section 2 we present background results on classical iterative methods. In section 5 we show that the same methodology does not give a practical algorithm for non-classical methods such as conjugate gradient.
Induced Splittings
Consider the solution of the linear system of equations Ax = b: (9) A classical iterative method to solve this system is described by
where A = M ? N, and M nonsingular. The method is convergent if the spectral radius of T M ?1 N, the iteration matrix, is bounded by 1, denoted (T) < 1 . We assume for the remainder of this note that T is convergent. We may rewrite the iteration as 
3. Classical Inexact Affine-Invariant Newton's Method
In this section we show that if a classical iterative method is used then it is possible to derive an inequality which when satis ed guarantees that there is a t k such that inequality (7) holds. Our main tool for analyzing this case will be the fundamental theorem of calculus given by: 
Assumptions A2 and A3 may now be used to show that
Since inequality (19) holds, it follows that there exists a t k such that the right hand side of equation (26) is less than 1. An alternative approach to the proof of this theorem can also be derived directly from (8) by using induced splitting algebra, but this approach is more self-contained.
Practical Considerations
To make e ective use of the results of the previous section we need e cient methods for computing M ?1 j g k+1 and T j x (j) k . In this section we give methods for computing these quantities. >From equation (13) The rst term can be rewritten as T j+1 x j?1 k = T redundant computations.
Semi-iterative Methods
In this section we consider two semi-iterative methods for solving equation (3), and whether a test of the same form as inequality (19) exists. We will show that following the same procedure does not yield an e ective test. Instead applying the same procedure yields a test which always is satis ed (and therefore is not useful).
Recall that conjugate gradient and GMRES form the sequence of iterates, V k , T k , such that
where V k = v 1 jv 2 j jv k ], V T k V k = I k , the k k identity matrix, T k tridiagonal (upper Hessenberg for GMRES), k+1 a scalar, and e k = (0; 0; : : : ; 1) T 2 < k . v k+1 is computed by creating w k+1 = Av k and then orthonormalizing w k with respect to v j , j = 1; 2; : : :k. The system of equations Ax = b is then approximated at each step, k, by ignoring the k+1 v k+1 e T k term. That is, V T k AV k y k = V T k b; where x k = V k y k , then, substituting V k T k for AV K , and solving for x k gives
Note that we have left out the details of the computation, but they can be found in 3, 7] . Following the procedure of section 3 we call
Recall that x
Following the proof of section 3 we can start with equation (20) 
Once again, following the proof from section 3 we apply norms to both sides, giving kM ?1 j g k+1 k (1 ? t k )kx 
This inequality implies that no matter how many iterations are done of CG or GMRES there is always a t k such that inequality (7) holds. Clearly a method that does not solve the linear equations with more than one iteration must fail. The global theory concerning this method 2] requires that M j be nonsingular. In this case M j does not exist. We have written M ?1 j = V j T ?1 j V T j as a notational convenience not as the inverse of some matrix M j .
