[1] The interaction of Saturn's inner magnetosphere with its moons ranges from the addition of significant quantities of gas, dust, and plasma, causing significant consequences for the dynamics and energetics of the entire Saturnian magnetosphere, to the simple absorption of plasma and energetic particles by the icy moons with non-electrically conducting interiors. The interaction with these moons is complex with the contribution of many physical processes, depending on the geometry of any plume, the structure of the atmosphere, and its interaction with the surface and interior of the moon, the latter by induced fields. Our ultimate goal is to understand the complexities of this interaction and its temporal variations, especially at Enceladus. In this paper we use magnetohydrodynamics (MHD) code for addressing the flow around obstacles that are simpler than the Enceladus interaction. These simulations both help us understand the interaction with other icy moons and prepare us for the simulation of the flow around Enceladus. The processes involved include ordinary collisions, impact ionization, photoionization, and charge exchange. We examine a series of simple canonical interactions before we later apply our simulation where the multiple processes are occurring simultaneously with asymmetric geometries. We apply our 3-D MHD model to simulate the interaction between the Saturnian corotational plasma flow for the following cases: an absorbing body having an insulating surface; ion pickup via photo and impact ionization from a spherically symmetric neutral cloud; charge exchange with such a neutral cloud; and ion pickup at an insulating, absorbing body with an atmosphere acted upon by the sum of the three ionization processes. In addition to validating the model and obtaining a deeper understanding of the consequences of each interaction, we can immediately make some conclusions about the Enceladus interaction. We find that the magnetometer data are most consistent with the surface of Enceladus being absorbing and insulating, rather than the surface being reflecting and electrically conducting. For the conditions in the corotating flow at Enceladus, the perturbation to the plasma flow produced by photo/impact ionization is an order of magnitude smaller than that produced by charge exchange. Moreover, the perturbation to the magnetic field B z component by a spherically symmetric mass loading source alone is an order of magnitude smaller than that observed in the neighborhood of the plume. Thus, the perturbation observed in the magnetometer data is primarily due to the mass loading in the plume, which is primarily ion-neutral charge exchange. The geometry and source strength of the plume are investigated in a following paper.
Introduction
[2] One of the Saturnian icy moons, Enceladus (radius R E ∼ 250 km), orbits at 3.95 Saturn radii with a speed of 12.6 km/s. It is accompanied by a plasma torus, composed mostly of water group ions [Richardson et al., 1998 ] that corotate with the planet at a speed of 39 km/s, resulting in a net flow speed of 26.4 km/s relative to Enceladus [e.g., Burger et al., 2007] . Cassini has made seven close flybys to Enceladus in 2005 and 2008 . These studies confirm the extensive gas plume at the moon's south pole. Such a plume injects gas particles at a rate of approximately 10 28 s −1 [Waite et al., 2006; Hansen et al., 2006] into the inner Saturnian system, which is eventually ionized and added to the plasma disk of the Saturnian magnetosphere Kivelson, 2006] .
[3] The newly ionized neutral particles are picked up by the rapidly corotating Saturnian plasma. The major ionization processes can be grouped into three types: photoionization, electron impact ionization and ion-neutral charge exchange. Among these, photo and impact ionizations create fresh electrons, while charge exchange does not. Thus the photo/impact ionizations can also be called electron-creating ionizations. The combination of these three ion pickup processes modifies the mass and momentum of the interacting plasma flow, so their effect is considered mass loading to the plasma.
[4] The dynamic plasma environment at Enceladus is comparable with that of Io [Delamere et al., 2007; Vasyliunas, 2008] , the geologically active Jovian moon that ejects SO 2 gas into its torus at a comparable rate of 3 × 10 28 s −1 [e.g., Saur et al., 2002; Lipatov and Combi, 2006] . However, the mass loading character of these two worlds and their effects on these global planetary magnetospheres differ, not only because of the geometry of the interaction region, but also because of the ionization rates of the liberated gas.
[5] Around Io, almost a ton of corotating ions is added per second into its torus [e.g., Bagenal, 1997] , while at Enceladus, the new ion production is barely 3 kg/s [Khurana et al., 2007] . Nevertheless the effects of these different rates are more comparable when the strength of the magnetic field near the two moons is considered: about three grams of picked-up ions per Weber of flux tubes convected across the diameter of Io and almost one gram of ions per Weber at Enceladus. Thus the added ions are almost as important for the dynamics of the Saturnian magnetosphere as the Io-genic ions are for the Jovian magnetosphere.
[6] In terms of chemical reactions, the Enceladus environment has similarities to a cometary atmosphere which is also dominated by water group particles [Haberli et al., 1997; Jia et al., 2008] , but unlike a comet, the incoming flow is dominated by water group ions rather than protons. At both objects, the charge-exchange interaction has important consequences as it removes momentum from the flow that is returned to the new ions from the surrounding plasma through the stress of the bent and compressed magnetic field resulting from the interaction. However, around a comet with a heliocentric distance around 1 AU, photoionization is about two orders of magnitude stronger than that around Enceladus, and thus contributes significantly to the pickup ions. At Enceladus the pickup ions are created primarily by charge exchange between water group ions and neutrals, which results in momentum change only.
In addition, the relative energy of the water group ions and neutrals are different between these two worlds, and thus a more accurate investigation of such chemical reactions requires multispecies or even multifluid methods considering the different rate of charge-exchange reactions at different relative speeds between ions and neutrals.
[7] Much was learned about the neutral plume from the observations during the E2 flyby [e.g., Waite et al., 2006; Tokar et al., 2006; Saur et al., 2008] . (The naming convention of the flybys is to use the first letter of the moon (in this case E for Enceladus) and append the sequence number starting from 0.) From these studies, the plume is estimated to be centered at the south pole, with a latitudinal distribution of 10°∼15° [Porco et al., 2006; Spitale and Porco, 2007] . The strength of the mass loading process, as revealed by the Cassini magnetometer data on the first three flybys, has been estimated by Khurana et al. [2007] with a Biot-Savart modeling method. They obtained a plasma loading rate of 10 26 ions/s in the vicinity of Enceladus. Saur et al. [2008] obtained a mass loading rate of 0.2∼3 kg/s (10
25

∼10
26 ions/s) using a two-fluid plasma interaction model. As indicated by the Monte Carlo model of Burger et al. [2007] , an ion mass loading rate of 10 26 s −1 within the plume corresponds to a neutral gas production of 10 28 s −1 . The electron-creating ionization rate that Burger et al. [2007] used is 0.8 × 10 −8 s −1 , while the average chargeexchange rate is approximately 4 × 10 −15 m 3 s −1 . In this paper we use a larger impact ionization rate, as suggested by the CAPS observations, and a smaller charge exchange rate, as calculated with a lower relative velocity between ions and neutrals. A density-dependent impact ionization rate and a velocity-dependent charge exchange rate will be discussed in future works.
[8] Saur et al. [2007] introduced a current system tangential to the Enceladus surface to couple the ionospheres in the southern and northern hemispheres of Saturn. It is found that the body-plume system at Enceladus forms a unique interaction with the magnetospheric plasma of Saturn. Its significance for the dynamics of the magnetosphere is comparable to that of the Io-Jupiter interaction, given the lower magnetic moment and smaller dynamic pressure of the solar wind at Saturn.
[9] In this paper, we present results of numerical simulations with simple geometries and specific models of the interaction and discuss their physical implications to set the foundation for our later study of the Enceladus plume and to provide a basis for comparison of the interactions with other moons, especially the Earth's Moon, Jupiter's Io, as well as Saturn's Tethys, Dione and Rhea. As summarized in Table 1 , four typical cases are investigated to compare the interactions due to surface absorption, photo/impact ionization, charge exchange and the combined effect of these three.
[10] The torus-Enceladus interaction region can be considered to be a combination of three interactions: that of the flowing plasma with the plume, that with the absorbing surface of Enceladus, and that with the sputtering-produced atmosphere [Jurac et al., 2001] of Enceladus. The selfconsistent simulations of the interaction with the atmosphere, surface and plume are presented in an accompanying paper [Jia et al., 2010] . With the objective of comparing our modeling results for all seven Cassini flybys in 2005 and 2008, the third study is targeted at the determination of the 
Model Description
[11] The interaction between the magnetospheric plasma and a gas-producing moon is characterized by a complex system involving a submagnetosonic plasma flow, the corotating planetary magnetic field, the newly picked-up plasma around the moon, the ejected neutral particles, and the planetary surface. For the current stage we simplify this multifluid interaction into a single-fluid single-species interaction model, by treating the ion pickup as source terms added to our MHD equations.
[12] The saturnian magnetic field strength is approximately 330 nT at the Enceladus orbit, as determined using the Cassini magnetometer . Pickup water ions have a gyro radius of approximately r g = 10 km (0.04 R E ) in this magnetic field, which is smaller than the scale of the moon and the plume. Such an interaction in the cold plasma is applicable for MHD simulations, while for other moons in the outer magnetosphere including Titan, the gyro radius increases, so hybrid simulations are necessary for comparisons. As examples, r g ≈ 0.1 R D at Dione, while r g ≈ 1 R T at Titan.
[13] This study applies an icy-moon version of the (Block Adaptive Tree Solar-wind Roe Upwind Scheme) BATS-R-US, a 3-D MHD code developed and maintained at the University of Michigan [Powell et al., 1999; Tóth et al., 2005] . In this section we present our governing equations and the boundary conditions to be used.
Mass-Loaded MHD Equations
[14] The governing equations in this model are the massloaded ideal MHD equations [e.g., Jia et al., 2007] . This code, with its multiscale grid system, has been applied to various plasma environments [e.g., Kabin et al., 2000; Ma et al., 2006] . The normalized equations can be written compactly as done by Gombosi et al. [1996] :
with the state vector W defined as the following:
In the definition above, r is the plasma density, u and B are the velocity and magnetic field vectors. The total energy density ɛ is the sum of dynamic, thermal, and magnetic energies:
where g = 5/3 is the adiabatic index, p is the thermal pressure.
[15] For this plasma system, the flux tensor F in equation (1) is expressed as the following:
where I denotes the unit matrix.
[16] The mass loading source vector P accounts for photo/ impact ionization and charge exchange. The major ion and neutral species belong to the water-group. The reaction is simplified to one species of mass m i = 17 amu. P can be defined as:
where u n is the neutral velocity, and the source and loss rates are defined as:
where n i = r/m i is the ion number density, n n is the neutral density, f i is the total rate of photo and impact ionizations, k in is the ion-neutral charge-exchange rate.
Inner Boundary at the Body
[17] In our study presented in sections 3.1 and 3.4, Enceladus is modeled as an absorbing body with an insulating surface. The Enceladus surface is considered the inner boundary of the calculation domain. No parameters are simulated inside the body. For this boundary condition, the plasma flow is absorbed as it reaches the surface of the body. On the wake side, the flow is free to leave the body boundary, with a bulk velocity vector equal to the velocity vector of the neighboring flow that is directly downstream of the surface cell. Theoretically the segment of flux rope contains no plasma when it leaves the body, but in MHD a low density (5% of the upstream plasma density) is imposed at the surface to avoid a vacuum wake. Our test indicates that the simulation result is not sensitive to the surface density, unless the surface density is large enough and becomes comparable to the upstream density. The temperature is the body temperature set to 200 K, as suggested by Hansen et al. [2008] . The uncertainty of the surface/ undersurface temperature of the icy moons is less than 100 K, while our test indicates that our simulation results are not sensitive to temperature variations in this range. The magnetic field is not disturbed at the surface, because for icy moons like Enceladus, Tethys, Rhea and Dione, the con-ductivity of ice at this temperature is negligible [e.g., Roussos et al., 2008; Simon et al., 2009] .
[18] In the simulations for a symmetric mass loading source (see sections 3.2 and 3.3), no body is placed in the domain, so no inner boundary is needed. The obstacle is a mass loading source distributed throughout the entire calculation domain, with a density peak at the origin.
Neutral Atmosphere
[19] The gravity field of Enceladus is weak, thus the newly released neutrals expand freely into the vacuum to form a supersonic flow (the sonic speed in a 200 K water gas is approximately 280 m/s) with a constant velocity of approximately u n = 0.3 km/s . In comparison, the escape velocity is about 0.25 km/s at the Enceladus surface, while the radius of the Hill sphere is approximately 4 R E [Spahn et al., 2006] . Our tests show that the dynamic interaction in the simulation result is not sensitive to the neutral velocity: The result does not exhibit observable differences at the contour levels shown in this paper for hypothetical u n values ranging from 0.1 to 5.0 km/s. It should be noted that we are assuming the same n n profile when performing such comparisons. (The linear scaling factors including u n used in equation (8) should be kept the same). In our MHD model, the distribution of the neutrals is treated as an input background, which is not affected by the plasma distribution.
[20] To simulate the mass loading effect, a neutral density distribution function n n falling as r −2 is adopted:
where r = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
is the radial distance, Q is the total gas production rate, u n is the neutral velocity. This distribution assumes constant flux across any closed surface surrounding the origin. In addition, this distribution neglects loss process due to ionization, and neglects particle redistribution due to gravity. Compared with commonly used cometary profiles [e.g., Hansen et al., 2007] that also neglect gravity, this distribution neglects the ionization loss because the ionization scale length is orders of magnitudes larger than the calculation domain.
[21] Such a neutral cloud interacts with the plasma in three ways: photoionization, impact ionization, and charge exchange. The first two increase the total number of ions and electrons, while charge exchange keeps the number and mass of ions constant when transferring the momentum between ions and the neutrals. There are dust particles ejected with the neutrals that become charged [Jones et al., 2009] , but these are neglected in our current study. Here we approximate the photoionization and impact ionization as a total electron-creating ionization effect represented by the ionization constant f i . The ion-neutral charge-exchange rate is treated as a constant, too. The actual impact ionization rate depends on the population of hot electrons, and the charge exchange rate depends on the relative velocity between ions and neutrals. Based on the dissociative recombination rate profile of water group ions , the probability of recombination is negligible.
Physical Conditions
[22] Enceladus is located in the inner magnetosphere of Saturn, where the corotating plasma flow is not affected by the solar wind. The upstream number density n 1 , magnetic field magnitude B 1 , flow velocity u 1 and plasma temperature T 1 are set to the nominal values, while the total gas production rate Q (used for the symmetric atmosphere) uses the averaged value from previous estimates for the plume [e.g., Burger et al., 2007; Saur et al., 2008] , as listed in Table 2 . The top and bottom boundaries are fixed with the upstream values to simulate the corotation coupled by the ionosphere, with necessary adjustments according to Saturn's dipole field. The rest boundaries are determined by the values in their upstream adjacent cells. The photoionization and impact ionization rates are simplified into one constant rate. The photoionization rate f ph = 5 × 10 −9 s −1 is extrapolated from the quiet sun ionization rate at 1 AU [Huebner et al., 1992] . The electron impact ionization process varies with the abundance and temperature of the hot electrons [Cravens et al., 1987; Tokar et al., 2006] . To simplify, a constant of f imp = 1.5 × 10 −8 s −1 is adopted for this study. The sensitivity of this parameter is discussed in paper 3.
[23] The calculation domain is set to be 80 × 80 × 80 R E , where R E = 250 km is the radius of Enceladus. The coordinate system is the ENIS system, where x is along the direction of corotational flow, y is positive toward Saturn, and z is northward . Multiscale grid [e.g., Jia et al., 2007, Figure 1 ] is used in this study. The resolution at the moon's surface is 10 km, while the resolution at the boundary is around 80 km. This grid system is designed for all the three papers, to ensure that all necessary signatures regarding the local interactions are included in the calculation domain.
Model Results
Case 1, Pure Absorbing Body
[24] Figure 1 shows the general steady state structures from the simulation result of the interaction between the plasma torus and an absorbing body. The interaction environment around the body is represented by the density, temperature, velocity and magnetic field contours. No mass loading is included in this case. The upstream magnetic field is antiparallel to the z axis, while the upstream flow is parallel to the x axis.
[25] In Figures 1a and 1b, density contours are plotted in the x -z, and x -y slices. A wake (green and blue regions between the black dashed lines) is created behind the body with a rarefaction wave. The angle of a wake boundary, or the slant angle of the pair of characteristic lines, is determined by the fastest phase speed of the wave perpendicular to the x-directed flow. Figure 2 shows the polar diagram of the phase speed of three MHD waves: fast magnetosonic wave, slow magnetosonic wave and the Alfven wave [e.g., Benz, 1993, p. 66] . In this diagram, the sonic speed is an order of magnitude slower than the Alfvenic speed, which is applicable to the fluid condition in this study. The values of the characteristic speeds are listed in Table 2 . Since Alfven speed is over 10 times larger than sonic speed, the fast
km/s is very close to the Alfvenic speed 210 km/s.
[26] In case 1, the rarefaction wave propagates parallel to the z axis at the sound speed V s while the field lines are advected with the x-directed flow at the speed u. These speeds can be estimated with the upstream values: V s = 18 km/s, while u 1 = 26.4 km/s. In the x -z plane (Figure 1a ), the angle of the wake boundary (marked with the black dashed lines) is approximately 35°, consistent with the theoretical estimate using the sonic Mach number M s = u 1 /V s = 1.5 = 1/tan(35°). [27] In the x = 0 plane there are no significant density or pressure disturbances except for those at the surface (not shown). In the z = 0 plane (Figure 1b) , a density wake can be seen between the two black dashed lines. The density in the wake increases with distance in x due to the filling in along the z direction, as indicated by the thinning blue region. The y extension of the wake is between ±2 R E close to Enceladus and kept constant as x increases. Without a background magnetic field, or for a hydrodynamic problem, the solution should be axially symmetric around the x axis. In this case, the strong vertical magnetic field inhibits the density expansion in the y direction. The rarefaction wave travels in the slow mode, which in the cold plasma has zero velocity perpendicular to the field lines.
[28] The temperature profiles are shown in Figures 1c and  1d . In the y = 0 plane (Figure 1c) , the temperature wake has the same boundary as the density wake, produced by the cooling effect of adiabatic expansion. Close to the surface on the wake side, the temperature decreases sharply where cold ions are released from the surface. In the z = 0 plane (Figure 1d ), the temperature recovers and increases behind x = 2 R E where kinetic energy (in u z ) is converted into thermal energy.
[29] There is no significant u x or B x perturbation in either of the three planes (u x is shown in Figures 8c and 9c; others not shown). For such an absorbing body, there is no slowdown of the flow to create a nontrivial B x component, because the plasma flowing into the body is absorbed without any resulting disturbance.
[30] Figures 1e and 1f show u z and u y contours with black stream lines. There is no significant perturbation of u z in the x = 0 and z = 0 planes (not shown). The u z acceleration in the y = 0 plane (Figure 1e ) is due to the low pressure in the rarefaction wake. At the x axis, the flows originating from the +z and −z regions (blue and red, respectively) collide and transfer their kinetic energy into thermal energy. (This conversion is the solution when an isotropic Maxwellian distribution is imposed in MHD. More accurate study of the wake requires the consideration of anisotropic pressure.) Consequently, in Figures 1c and 1d , there is a hotter island of plasma along the x axis in the region downstream of the u z perturbations. Our tests show that this u z is dependent on the plasma temperature and surface density on the wake side: For a hypothetical surface temperature an order of magnitude higher, the wake becomes about 1% shorter while u z becomes 1% stronger because the hotter plasma refills faster. For a surface density equal to the upstream plasma density, the wake nearly disappears because now the thermal pressure gradient is caused only by the temperature difference.
[31] There is no significant u y perturbation in the x -z or x -y planes. Shown in Figure 1f is a slice with constant x = 0.5 R E , which is slightly downstream. The u y perturbation is two orders of magnitude smaller than that of u z , because it is harder to bend the strong magnetic field lines than to create a flow parallel to these lines. The two orders of magnitude difference is consistent with the plasma b of 0.01.
[32] Figures 1g and 1h show the B z and B y perturbations caused by the Enceladus body passing through the plasma. In the wake shown in the x -y plane (Figure 1g ), the magnitude of B z decreases by 0.1% in the flanks and increases by 0.3% close to the surface. The decrease and increase of the magnetic field is the result of the perturbation in the thermal pressure. In the wake where thermal pressure is significantly decreased, the field increases, and in the flanks, the field decreases to conserve the divergence of B.
[33] The 0.1% decrease in front of the body is the effect of the decrease in the flanks because the flow is subsonic. This small decrease and increase is driven by the small y component of the velocity. We note that in the y direction, which is perpendicular to the magnetic field, the field perturbation propagates with the fast mode velocity V f .
[34] In the y -z slice at x = 0.5 R E (Figure 1h) , there is <0.5 nT B y perturbation, indicating the field lines bend toward the x axis (note that the main field is in the −z direction), which is consistent with the rarefaction and compression in B z . Again this field perturbation does not show a strong y -z asymmetry, because the fast magnetosonic speed is similar along the y and z directions. The perturbations in the magnetic field in the wake close to the body are consistent with the sketch by Spreiter and Alksne [1970, Figure 16 ] and with the Cassini magnetometer observations at Tethys and Rhea, the two icy moons with no or weak mass loading [Khurana et al., 2008] . The shape of the flow perturbation in the y = 0 plane is also comparable to the recent hybrid simulation results of Rhea [Roussos et al., 2008] and Tethys in cold plasma. In the z = 0 plane, ideal MHD does not include the gyroradius effect so there is no asymmetry as shown in the hybrid results. In addition, single fluid MHD assumes Maxwellian distribution so there are no counterstreaming particles in the wake in this simulation, to be compared directly with Figure 3 by Khurana et al. [2008] and Figure 4 by Simon et al. [2009] .
[35] In summary, an absorbing body in such a submagnetosonic torus flow creates a density wake with increased temperature and limited magnetic perturbations. The solution space is separated by a characteristic surface. The angle between the x axis and the surface varies in different directions. In its intersection with the y = 0 plane, the angle is defined by the ratio between the fast magnetosonic speed and the flow speed. Similarly, the angle in the z = 0 plane is defined by the ratio between the slow magnetosonic speed and the flow speed. Although the flow field is submagnetosonic, the perturbation that propagates upstream is insignificant: with the set of contour levels shown here, only in Figure 1g can we identify an upstream perturbation, whose magnitude is barely 0.1% of the background value. Consequently, the flow field upstream of the expansion Mach cone appears to be undisturbed, because the density rarefaction tends to propagate in the slow mode, whose speed is zero across the field lines.
[36] In their review paper, Spreiter and Alksne [1970] illustrated the perturbation by such an absorbing body in a supersonic flow using convected-field gasdynamic simulations. Lipatov et al. [2002] and Hansen et al. [2007] presented 3-D hybrid simulations on the interaction between solar wind and weak comets as absorbing bodies with limited mass loading. Compared with our subsonic case, the geometry of the dynamic perturbations close to the body is similar, except for the following differences: the angles of the Mach cones are different; there is a trailing shock in the supersonic case while there is no shock in the subsonic case; and the small magnetic perturbation does not propagate upstream in the supersonic case while it does in the subsonic case here.
[37] The interaction of plasma flow with nonconducting, nonmagnetic moons is studied by recent hybrid and full particle models [e.g., Birch and Chapman, 2001; Kallio, 2005; Simon et al., 2009] . Our current MHD model forces Maxwellian distribution in the calculation, so it is necessary to adopt kinetic effects such as anisotropic pressure terms in future studies to observe the fine structures created by the plasma-moon interaction more accurately.
Case 2, Spherically Symmetric Electron-Creating Ionization Source
[38] Before we move to a complete mass loading simulation, we quantify the total of photo and impact ionization effects in case 2. In contrast to case 1, there is no physical body representing Enceladus. The obstacle to the upstream torus plasma is due to the ion pickup caused by such electron-creating ionizations from the neutrals distributed, as in equation (8).
[39] Figure 3 shows our 3-D simulation result. In Figures 3a and 3b , density contours are plotted in the y = 0 and z = 0 slices. There is no obvious density increase following the dash-dotted lines, because the density increase caused by the slowed flow is weaker than the local pickup. The density increases in the cone between the pair of dashed lines, with an angle of approximately 35°, similar to the wake angle in case 1. This angle is created by a pair of rarefaction waves propagating from the high-density regions caused by pickup. In the z = 0 plane (Figure 3b ) this density tail slightly decreases its width with x distance because of diffusion. Compared with case 1 (also see Figures 8a, 8e, 9a , and 9e), this obstacle results in a pure density increase centered at the density peak of the neutrals. [40] Figures 3c and 3d show the temperature contours in the y = 0 and z = 0 planes. The temperature in the expansion fan increases because of the pickup and then decreases close to the +x axis because of the combination of two processes. On average, a newly picked up ion is traveling at velocity v = u + v Tn relative to the plasma, where v Tn ≈ 0.3 km/s is the thermal velocity of the neutrals (negligible compared to the flow velocity u). The new ion is then accelerated to the bulk flow speed. In the inertial frame, this acceleration process transfers kinetic energy from the bulk flow to the new ion. In the observing frame that moves with the flow, kinetic energy is taken from the particle to heat the flow. This relative velocity converts to a thermal energy of 57 eV, higher than the plasma temperature 40 eV. Thus pickup causes a temperature increase (see the first term on the righthand side of equation (8)). Alternatively, there is a pressure gradient in the wake region, pointing in the +x direction. This pressure causes an adiabatic expansion toward the −x direction that results in a temperature decrease. In Figure 3d , the region of temperature decrease slowly expands with an angle close to 35°. Again, there is no obvious temperature increase along the Alfven wings. The peak temperature is located at the origin, with a less than 2% increase above the torus value. For the reader's convenience, the original form of the energy equation is listed below, which is equivalent to its conservative form as listed in equations (1)- (7):
where p i = p/2 is the ion pressure, and the extra n n f i term comes from the energy of electrons created by photo/impact ionization processes. It should also be noted that the illustrated effects are dominant for such cases with low gas production rate and low ionization rate. For cases with gas density or ionization rate orders of magnitudes higher, such as the interaction around an active comet, the relative speed decreases significantly close to the mass loading center from the background value and thus this energy transfer process works differently. As an example, a subcase with 10 times the current photo/impact ionization rate creates a temperature decrease after the center, which is close to the contact surface around an active comet [see Jia et al., 2007, Figure 2 ]. More details are discussed in case 3.
[41] Shown in Figures 3e and 3f are the u x velocity contours. The green color indicates a slight (<2%) slowdown of the torus flow. This perturbation propagates in the ±z direction (along the background field) with the fast magnetosonic speed, which equals the Alfven speed: V A = 210 km/s. The angle between the x axis and the dash-dotted lines is 83°, consistent with the estimate using the fast magnetosonic Mach number M f = M A = u/V A = 0.12 = 1/tan (83°) (see Table 2 ). Such a slowing down forms an Alfven wing system [Neubauer, 1980] as a result of the mass increase in the flux tubes, when newborn ions are picked up by the frozen-in magnetic field. Although its magnitude is decreasing away from the z = 0 plane, this u x perturbation extends to near the top and bottom boundaries. In the y direction, the u x gradient is sharper and stays within about 1 R E because the magnetic field is mainly in the z direction (Figure 3f ).
[42] Figure 3g shows the B x contours in the y = 0 plane. The B x perturbation is <0.2% of the field magnitude, while the shape of the perturbation is consistent with that of the u x contours. The u x slowdown creates the B x perturbations, while the maximum density variation in the density wings depends on the point source's intensity. At its minimum, u x drops to 94% of its background value. When the gas production rate (Q) increases, the mass loading increases at each point in the calculation domain, as can be seen from the neutral density equation (equation (8)), and thus the flow is slowed down more effectively.
[43] Figure 3h shows the B x contours in the x = 0 plane. As can be inferred from Figures 3g and 3h , there is no significant B x perturbation in the z = 0 plane. In the x = 0 plane, the u x gradient in the y direction is sharper than in the z direction because the magnetic field is mainly in the z direction (Figure 3f ). The slant angles between the x axis and the contour level boundaries are determined by two major factors: the angle (75°∼85°) close to the mass loading center is defined by the ratio between the Alfven speed and the local sonic speed. The x tilt of the Alfven wings results in faster decrease of B x perturbation than that shown in Figure 3g . In the z = 0 plane, the u x perturbation propagates both upstream and downstream in bent characteristic lines. This is not directly shown but can be indicated by comparing Figures 9g and 9k) . Our tests show that by changing the minimum and maximum contour levels in Figure 3g to 25.72 and 26.595, respectively, Figure 3g can appear similar to Figure 3k . Alternatively, as can be inferred from the B x plots (Figures 3g and 3h) , there is no significant B x perturbation in the z = 0 plane.
[44] Because of the symmetry of this interaction, there is no significant u y perturbation in the y = 0 plane, or significant u z perturbation in the z = 0 plane. The u z contours in the y = 0 plane and u y contours in the z = 0 plane are shown in Figures 3i and 3j . In the x -z plane, a large u z is created, pointing away from the obstacle, coincident with the density expansion fan. Compared with the case 1 result, the expansion angle is similar, but the red-blue colored region is reversed. In the x -y plane, the u y contours show a symmetric deflection around the obstacle. The perturbations in u z and u y are <3% of the magnitude of the flow speed.
[45] The B z perturbation in the y = 0 plane is shown in Figure 3k . The white lines are projected magnetic field lines. On the upstream side of the body, the total field increases (blue), while along the z axis and in the wake, the total field decreases (red, yellow and light green). The magnetic field perturbation on the downstream side roughly follows the profile of the expansion cone. The B y perturbation in the y = 0.5 R E plane is shown in Figure 3l . There is no significant B y perturbation in the y = 0 or z = 0 planes because of the symmetry. Upstream of the origin in this y = 0.5 R E plane, the field bends away from the y = 0 plane in the northern part but toward the y = 0 plane in the southern part. At the down stream side, the B y distribution is reversed. This B y perturbation is the result of the Alfven wing current system [e.g., Russell and Huddleston, 2000, and references therein]. Close to the y axis with y > 0, there is a pair of field line currents that direct to the mass loading center (not shown in this paper). Around the mass loading center the current flows in the −y direction as the result of motion electric field that is caused by the slowing down flow. On the y < 0 side the current flows away from the mass loading center to the ionosphere.
[46] In summary, a spherically symmetric photo/impact ionization source creates a density increase that effectively slows down and deflects the torus flow proportionally to the strength of the photo/impact ionization source. The magnetic field lines drape around the source center and display B y perturbations whose signs are opposite to that of an absorbing obstacle.
Case 3, Spherically Symmetric Charge Exchange Source
[47] Based on the same neutral density distribution used in case 2, in case 3 we model the effect of charge exchange from the same neutral cloud. Again, in this case there is no physical body representing Enceladus. The model results are shown as 2-D contour plots in Figure 4 .
[48] Figures 4a and 4b show the density contours in the x -z and x -y plane. The maximum density variation is less than ±20%. In contrast to case 2, there is no density peak around the point source. Rather the density increases downstream of the Alfven wings, marked by the dash-dotted lines with an angle of approximately 83°, as the same result of velocity decrease as case 2. In both flanks the angles of the dashed lines to the ram direction are 35°. Downstream of these lines, the density peaks and starts to decrease, caused by the expansion behind the deflected flow around the point source. The angle of this expansion fan is similar to that of case 1, which is also determined by the upstream sonic Mach number. Downstream of the mass loading center along the x axis, the reaccelerating flow between the two expansion fans causes a density decrease.
[49] In Figure 4b , the density also decreases between the pair of dashed lines due to the speedup of the local flow. In contrast to the rarefaction tail with slightly decreasing width away from the origin in case 1, this tail in case 3 increases its width (also see Figures 9a and 9i) , indicating the outward deflection of the plasma in the y direction, as can be seen in the stream lines and u y plots in the z = 0 slice of Figure 4j .
[50] Figures 4c and 4d show the temperature contours in the y = 0 and z = 0 plane. The boundary of the tail in the y = 0 plane (green region in Figure 4c ) is similar to the peak of the density compression region (red region) shown in Figure 4a . The maximum temperature increase is about 50% of the torus value. In the wake, in contrast to case 2's results that show a decreased temperature by 2%, the temperature from case 3's result shows a 60% maximum increase from the background. This is a combination of five processes: in addition to the pickup heating and expansion cooling that happen in case 2, the folding flow in the z direction (as shown in Figure 4i ) causes a temperature increase, similar to the heating in the wake of the case 1 result. The fourth effect is caused by the sharp decrease in flow velocity across the Alfven wings. At the mass loading center, the velocity decreases to below 20 km/s, which corresponds to a pickup energy comparable to 40 eV (21 km/s). This rapid decrease in pickup energy causes a slight temperature decrease near the neutral source center. The fifth process is the removal of thermal energy by the old ions that now become neutrals. This process by itself removes ion density too, so its effect is not as obvious as the pickup and dynamic processes. In general the pickup heating and folding flow heating are the two dominant processes that result in an overall increased temperature. The only exception is at the mass loading center where the flow velocity is below 20 km/s, thus the pickup process does not cause heating.
[51] The background flow is slowed down due to momentum exchange between ions and neutrals, as shown in Figures 4e and 4f . In theory, because the torus flow speed is slower than the fast magnetosonic speed, the steady state perturbation to the flow extends from x = −1 to x = +1 along the x axis. In the x -z plane (Figures 4e and 4g) , the Alfven wing structure can be seen from the u x contours (Figure 4e ) and the B x contours (Figure 4g ). The angle of the Alfven wings is consistent with the density wings marked by the dash-dotted line in Figure 4a . Such a slowdown creates the B x perturbations, while the maximum density variation in the density wings depends on the intensity of the point source. The minimum u x drops to 60% of the background value.
[52] In the y direction, the u x gradient is sharper, with a shape comparable to the case 2 result (Figures 3f and 4f) . In the z = 0 plane (Figure 9k ), the u x perturbation propagates both upstream and downstream along bent characteristic lines due to the modification to the ambient flow condition by mass loading. These angles can be roughly averaged to 35°upstream and 30°downstream due to the temperature difference. Moreover, as can be inferred from the B x plots (Figures 4g and 4h) , there is no significant B x perturbation in the z = 0 plane.
[53] In comparison with the case 2 result, Figures 4e, 4f, 4g and 4h show the same shape while the perturbation is an order of magnitude stronger. The difference in the perturbation is not only due to the different mechanism of mass loading, but mainly due to the difference in the reaction rates. The chance for each neutral particle to be ionized via photo/impact ionization is approximately 2 × 10 −8 s −1 , while the chance of ionization via charge exchanging with an ion is n i k in ≈ 70 × 10 6 m −3 × 2 × 10 −15 m 3 s −1 = 1.4 × 10 −7 s −1 , which is an order of magnitude larger than the former. In addition, the charge-exchange rate is estimated using the torus ion density. The ion density increases close to the mass loading center, so the ratio between real charge-exchange rate versus photo/impact ionization rate is even larger than the estimated value (except in the body wake discussed in case 4).
[54] The density profile is also consistent with the u z and u y plots in Figures 4i and 4j . There is no significant u z perturbation in the z = 0, x = 0 planes (not shown). In the y = 0 plane (Figure 4i) , the u z contours show an expansion wave with an angle of approximately 35°in the z direction, which is consistent with the density wake in Figure 4a . The plasma close to this plane is deflected along the z axis in front of the mass loading center. Across the expansion fans, the plasma is deflected again toward the x axis. These deflections are driven by the thermal pressure distribution (not shown). On the other hand, there is no significant u y perturbation in the y = 0 plane (not shown here). In the z = 0 plane (Figure 4j) , the u y contours show a deflection around the mass loading center. In a x -z cut with y = 0.5 R E , this deflection propagates in the z direction with the Alfven speed (not shown). The u y distribution can be indicated from the B y contour shown in Figure 4l . As obstacles that deflect the flow around themselves, the source in case 3 results in a distribution of u y that is similar to that of the case 2 result.
[55] Figures 4k and 4l show the B z and B y contours in two x -z planes with y = 0 and y = 0.5 R E , respectively. The maximum B z perturbation is below 2% at this resolution. It should be noted that the neutral density at the origin is mathematically infinity, so higher resolution close to the origin results in an artificial singular point, which is beyond the scope of this study. Our tests (not shown here) indicate that higher resolution in this region results in a sharper gradient in the B z perturbation at the origin. The current result physically limits the peak neutral density at the origin, which is closer to reality.
[56] At the upstream side the field piles up, so the field strength increases (blue), while in the tail side the field straightens to "catch up" with the background field, and the field strength decreases (red). The B z contours in the z = 0 plane (not shown) appear close to that in the y = 0 plane, except for the former appearing thinner in the tail. At the downstream side the field still convects slower than the background, and y dimension convection is also involved. Thus a lower density region is associated with the field decrease (Figures 4a and 4b) . Compared with Figure 4e , it should also be noted that although the bent field lines in the y = 0 plane straighten to "catch up" with the corotational speed in the top and bottom boundaries (simulating the rigid rotation in the Saturn ionosphere), u x never becomes larger than the corotating speed. This is because along the +x axis, the increase of B z to its background value (between 0 < x < 5 R E ) is mainly due to the flux carried by the flow in the y direction from both flanks, instead of a pure x direction "catch-up" of flux tubes.
[57] Due to the symmetry of this interaction, there is no significant B y perturbation in the y = 0 or z = 0 planes (not shown). Figure 4l shows the x -z cut with y = 0.5 R E . At this flank of the point source, the B y perturbation exhibits outward bending at the upstream side with inward bending at the tail side. Such bending propagates in the z direction to a large distance in the Alfven speed.
[58] In summary, the flow and field perturbation of case 3 (charge exchange) has a similar shape to that of case 2 (photo/impact ionization), which is an order of magnitude weaker in intensity. The density and temperature distributions are different, revealing the physical difference between these two mass loading processes. Photo and impact ionization increases the plasma flux while charge exchange keeps the flux constant. Both processes create cool newly born ions that decrease the total plasma thermal energy. Both processes slow down and deflect the upstream flow so that the density and temperature tend to increase (in different regions). On the other hand, the mass loading cases (cases 2 and 3) are fundamentally different from case 1 (absorbing body), not only because of the mass addition itself, but also because the distribution of the mass loading in the entire simulation domain. Although the slow mode waves cannot propagate upstream, the local pickup already disturbs the upstream flow, creating a slightly modified flow field from the far torus value. Such a mass loading source interacting with a supersonic flow is widely studied by cometary MHD simulations, as reviewed by Cravens and Gombosi [2004] , which is significantly different from this case.
Case 4, Absorbing Body and Mass Loading
[59] In case 4, we model the combined effect of an absorbing body and a spherically symmetric mass loading source in an incident plasma flow, as a combination of cases 1, 2 and 3. In this case, the neutral distribution serves as an [60] Figures 5a and 5b show the density contours in the x -z and x -y plane. In the y = 0 plane (Figure 5a ), a density pileup is formed in the z direction between the black dashdotted lines, which is consistent with the Alfven wings in Figure 5e and comparable to the pileup in case 3 result (Figure 4a) . A rarefaction wake between the dashed lines is formed, which is comparable to that of case 1 (Figure 1a ) and which dominates over the effect of u z in case 3 (also see Figures 8a, 8i and 8m ). In the z = 0 plane (Figure 5b ), the wake shows both broadening (marked by the dashed lines) and thinning in different contour levels along the x axis, which are comparable to case 3 and case 1, respectively (also see Figures 9a, 9i and 9m) .
[61] Figures 5c and 5d show the temperature contours in the y = 0 and z = 0 planes. Compared with the case 1 result, which is shown with contour levels similar to the case 4 result, the temperature decreases less in the rarefaction wake and increases more around the x axis (also see Figures 8b, 8n, 9b and 9n) .
[62] The background flow is slowed due to momentum exchange between ions and neutrals, as shown in Figures 5e and 5f. Because the density at the body surface is lower than the density at the origin of the point source, the flow is slowed less than in case 3 (also see Figures 8k, 8o, 9k and  9o ). With fine resolution in contour levels, we can see that the mass loading effect decreases u x (by less than 1%) throughout the plotted area. Consequently, a B x component is created, as shown in Figures 5g and 5h . In general, the u x and B x contours exhibit similar shape as in case 3, although the magnitude of perturbation is smaller: e.g., at (0,0,2) R E , the case 3 perturbation is 1.7 times the case 4 perturbation to u x . This indicates that although case 4 has combined the effects of all three chemical reactions, the momentum loss at the mass loading center is still strong enough to cause significant deceleration at locations along the field lines, such as at this point.
[63] The u z and u y contours are plotted in Figures 5i, 5j and Figure 6a . In the y = 0 plane (Figure 5i) , the u z contours appear similar to the case 1 result (also see Figures 8d  and 8p ), due to the strength of u z caused by the density wake behind the body. Compared to case 3, the deflection of u z can be seen from the curvature of stream lines, but is not obvious in the contour plots. This is consistent with the density contour in Figures 5a-5d . In the z = 0 plane (Figure 5j ), u y shows a deflection around the body, with a magnitude over 20 times smaller than the peak u z . These u y contours are comparable to those of case 3, indicating that the absorbing body does not significantly affect the deflection of the flow (also see Figures 9l and 9p ). In the x = 0.5 R E plane (Figure 6a ), u y shows bending toward the x axis, which is comparable to the case 1 result but 6 times stronger. This is not directly comparable with the mass loading "dominant" case by Khurana et al. [2008, Figure 10] , which exaggerates the effect of the ionosphere by intense mass loading.
[64] Figures 5k and 5l show the B z and B y contours in the x -y and y -z planes. The maximum B z increase is less than 0.3%, while the decrease is less than 0.2%. Similar to case 3, the field piles up on the upstream side so the field strength increases (blue). However, on the downstream side, the density wake causes the flow to fold toward the x axis from the y direction, causing the field to increase at the x axis while decreasing in the flanks, which is comparable to that of case 1. In the B y contours in the x -z plane at constant y = 0.5 R E , the profile is similar to the case 3 result while the intensity is only half as large. Figure 6b shows the B y perturbation in the x = 0.5 R E plane to compare directly with the case 1 result. The directions of 4B y are distributed similarly while the intensity created by case 4 is twice as strong. This is because the deflection of the decelerating flux ropes in front of the mass loading moon further decreases the magnetic pressure in the wake.
[65] Two subcases are studied but not shown here. Our tests indicate that the combination of photo/impact ionization with the absorbing body, and the combination of change-exchanging atmosphere with the absorbing body result in comparable perturbations to the interaction region. For the photo/impact ionization with body case, the effect of mass loading is also much weaker, so the result is dominated by the type of interaction closer to the absorbing body case.
[66] In another two subcases, the location of the mass loading center is shifted in the −z direction, as shown in Figure 7 . The differences in neutral density are shown in Figures 7e and 7i . The original case 4 results are shown in Figures 7a, 7b, 7c and 7d. The first subcase place the neutral density peak at the south pole of the moon, while the second one place the neutral density peak at −3 R E . Such a displacement moves the resulting peak ion density in the −z direction, so the interaction region becomes asymmetric about the z = 0 plane, compared with the case 4 result.
[67] Comparing Figure 7b with Figures 7f and 7j , the displaced mass loading center results in an equally displaced density peak. The characteristic lines are modified accordingly. Figures 7g and 7k show the resulting Alfven wings with the u x component of velocity. The northern wings are thinner than the southern wings in this plane. In the x = 0 plane (not shown), we found the northern wings wider than the southern wings. In Figure 7h and 7l, the pair of increase/ decrease perturbations in B z is shifted with the neutral density peak, while a new decrease/increase pair is seen in the corotational wake of the moon. This pair appears only when there is a displacement between the mass loading center and the moon center, which is true for Enceladus. The magnitude of perturbation of this pair is an order of mag- nitude smaller than that at the density peak. Shown by the stream lines in Figures 7f and 7j , strong u z flow is created in the body wake. Due to the displacement of the mass loading center below the body, the B x perturbation is negative in the body wake. Thus when the expanding flow pushes the field in the +z direction, a compression of the field lines results in the moon wake (light blue region). The associated decrease of field magnitude can be seen in the two orange regions. Comparing between Figure 7h and 7l, the detachment of the neutral peak from the moon surface causes more kinks in the field lines in this region.
[68] When studying the Cassini magnetometer observations at Enceladus, Khurana et al. [2007] indicated that the mass loading center is 1 to 3 R E below the moon. Our paper 2 presents more evidence and discussion, by comparing with the Cassini observations. Saur et al. [2007] analytically solved the currents and fields in this region, predicting a pair of surface current crossing the Enceladus surface, which is simulated by Kriegel et al. [2009] . Our ideal MHD code handles the field inside the body with boundary conditions, so we cannot simulate such surface currents. However, the Saur et al. [2007] model did not consider the B x perturbation and the effect of u z . The Kriegel et al. [2009] result has numerical noise that makes this increase/decrease unidentifiable. In addition, Khurana et al. [2007] has inferred that the size of the momentum-loading obstacle is several R E in radius. We believe that by considering the wider distribution of the plasma ionosphere and adding the displacement of the momentum-loading center, the predictions of Saur et al. [2007] can be significantly improved.
[69] In summary, case 4, which combines the interactions simulated in cases 1, 2 and 3, is expected to exhibit perturbation signatures comparable to first three cases. The absorbing surface creates a strong flow deflection that overwhelms the effects of mass loading, but its perturbation on the magnetic field is weaker than that created by mass loading. This indicates that to first order, the large-scale structures that are seen by the Cassini magnetometer [Khurana et al., 2007; Jia et al., 2010] should be attributed to ion-neutral charge exchange around Enceladus.
Comparison Between All Four Cases
[70] The physical differences between the four cases are summarized in Table 1 . The density, temperature, and velocity results of all four cases are shown side by side in Figure 8 for the y = 0 plane, and in Figure 9 for the z = 0 plane. For comparison, the axis, scale and contour levels are kept the same for each of the variables. Case 2 shows significantly smaller perturbation to the incident flow, indicating the significance of charge exchange in this problem. Case 3 shows a much stronger perturbation with the same shape as case 2 in velocity, while the density and temperature distributions are different. Case 4 exhibits signatures that are seen in cases 1, 2 and 3. regime, our understandings of interactions between plasma and nonconducting, nonmagnetic moons are deepened. Our MHD model provides a generalized solution revealing the large-scale structures. Yet there are a lot of detail not covered in this work due to the limitations of the MHD model. Intercomparison of multispecies MHD models, multifluid MHD models, anisotropic MHD models and kinetic models are needed to improve our knowledge on such interactions more precisely.
Discussion
[72] The parameters used for the figures shown in this work are optimized for the plasma condition around Enceladus. Our study indicates that the general structures are not limited to Enceladus. Case 1 has been run for Tethys, Rhea and Dione conditions. Compared to the <0.3% B z perturbation for Enceladus, the fraction of field perturbations increases with the decrease of B z . For Tethys, Rhea and Dione, these perturbations are approximately 1%, 5% and 12%. Adding weak mass loading to these moons results in comparable results to both case 1 and case 4, but with weak mass loading applicable to these moons, the effect of absorbing body is more dominant than the mass loading. This is consistent with the findings by Simon et al. [2009] . More focused work, with other types of simulations, such as nonisotropic and multifluid MHD, Hall MHD, hybrid or full kinetic models are still needed on the field and plasma perturbations by varying densities of thin atmospheres. It should be noted that in comparing the B z perturbation shown in the x−y plane in case 1 and case 4, we cannot exclude the existence of a weak mass loading source around Tethys or Rhea by the magnetometer data from the current Cassini flybys [Khurana et al., 2008] . A close upstream flyby (<1 R m ) would be helpful in quantifying the upper limit of mass loading.
[73] Although the four ideal cases studied here are too simplified to be directly compared with the Enceladus observations, they provide the fundamental understandings of such plasma interaction regions before we move on to the comprehensive effect of these simple interactions coupled with each other. In addition, the study of only the Enceladus body shows that the perturbation strength by the body itself is orders of magnitude smaller than the magnetometer observations, leading to the need for a plume to explain these observations, as presented by Khurana et al. [2007] . Such plume studies, as presented in paper 2, in turn better constrain the Enceladus plume.
[74] Observations show that Enceladus is an icy moon that does not have a conducting surface. Compared with the magnetometer data, our model results also suggest that the Enceladus surface is well modeled with an inner boundary condition as used for cases 1 and 4. This also indicates that Enceladus does not have a global ionosphere, which is consistent with previous studies.
[75] In our model result, case 4 is a combination of cases 1, 2 and 3. On the upstream side and in the Alfven wings, the perturbation is more like the effect in case 3, while in the wake it is the rarefaction in case 1 that is dominant. Close to the tail side of the surface, the magnetic field shows a combined 3-D effect of both field rarefaction in the x direction and field pileup in the y direction. The balance of these signatures largely depends on the flow conditions, including the upstream flow and the density escaping the wake side body. A water plume extending under the south pole of Enceladus was imaged during E2, the third flyby [Porco et al., 2006; Spencer et al., 2006] . Such a plume has a great impact on the Saturnian system, not only in its geological effects [Porco et al., 2006; Spahn et al., 2006] , but also for its effects on the Saturnian magnetosphere Kivelson, 2006] . The details of the plume configuration are discussed and constrained in an accompanying paper [Jia et al., 2010] .
[76] The real Enceladus-magnetosphere interaction is also different from previously studied moon-magnetosphere interaction cases, not only because of differences in flow conditions, but also because of the asymmetric mass loading source controlled by the plume. However, by simplifying this environment into these four ideal cases, we not only validate our model but also enable the comparison of the Enceladus interaction to that of other moons in such a submagnetosonic environment with the presence of a background magnetic field.
