Apprentissage par renforcement batch fondé sur la reconstruction de trajectoires artificielles by Fonteneau, Raphaël et al.
Apprentissage par Renforcement Batch fondé sur la
Reconstruction de Trajectoires Artificielles
Raphael Fonteneau1, Susan A. Murphy2, Louis Wehenkel1, Damien Ernst1
1 Départment d’Electricité, Electronique et Informatique, Université de Liège, Belgique
{raphael.fonteneau, l.wehenkel, dernst}@ulg.ac.be
2 Department of Statistics, University of Michigan, USA
samurphy@umich.edu
Résumé :
Cet article se situe dans le cadre de l’apprentissage par renforcement en mode batch, dont le problème
central est d’apprendre, à partir d’un ensemble de trajectoires, une politique de décision optimisant un
critère donné. On considère plus spécifiquement les problèmes pour lesquels l’espace d’état est continu,
problèmes pour lesquels les schémas de résolution classiques se fondent sur l’utilisation d’approxima-
teurs de fonctions. Cet article propose une alternative fondée sur la reconstruction de “trajectoires arti-
ficielles” permettant d’aborder sous un angle nouveau les problèmes classiques de l’apprentissage par
renforcement batch.
Mots-clés : Apprentissage par renforcement batch.
1 Introduction
La thématique du contrôle optimal intervient dans de nombreuses applications, que ce soit dans le do-
maine de l’ingénierie [38], en médecine [32, 33, 39] ou en intelligence artificielle [42]. Les techniques
issues de l’apprentissage par renforcement (RL) sont de plus en plus sollicitées pour résoudre de tels pro-
blèmes. Initialement dédiées à la construction d’agents capables d’interagir de manière optimale dans un
environnement [42], les techniques RL se sont diversifiées, et depuis la fin des années 90, une communauté
de chercheurs s’est concentrée sur la mise au point de politiques de décision lorsque la seule information
disponible sur l’environnement est un ensemble (un “batch”) de trajectoires. Ce problème est usuellement
nommé apprentissage par renforcement en mode “batch”[10, 15].
La majorité des techniques permettant de résoudre les problèmes de RL batch dans le cas d’espaces de
grande taille / continus se fondent sur la combinaison de schémas de type itération sur les valeurs / politiques
issus de la théorie de la programmation dynamique [2] avec des approximateurs de fonctions (e.g., réseaux
de neurones, arbres de regression, etc) représentant les fonctions de valeur. Ces approximateurs ont deux
missions principales : (i) offrir une représentation compacte des fonctions de valeur définies sur de grands
espaces, et (ii) généraliser l’information contenue dans un ensemble fini de données. Une autre famille
d’algorithmes, moins étudiés jusqu’à présent, adoptent une approche en deux phases : un modèle est d’abord
appris à partir d’approximateurs de fonctions, puis ce modèle est résolu à partir de schémas classiques
(recherche directe de politique, programmation dynamique) afin d’extraire une politique quasi-optimale.
Bien qu’ayant débouché sur de nombreux succès, l’utilisation d’approximateurs de fonction pour résoudre
les problème de RL batch a également des inconvénients. En particulier, leur nature souvent “boite noire”
complexifie leur analyse, et freine la mise au point d’algorithmes avec garanties de performance. D’autre
part, les politiques inférées dans ce cadre ont parfois des propriétés contre-intuitives : par exemple, dans
un contexte déterministe, pour un état initial fixé, et disposant dans les données d’une trajectoire générée
à partir d’une politique optimale partant de cet état, il n’y a aucune garantie qu’un algorithme utilisant des
approximateurs reproduira le comportement optimal.
Ces constatations nous ont amenés à explorer une nouvelle direction de recherche fondée sur la recons-
truction de “trajectoires artificielles” pour le RL batch. De telles trajectoires artificielles sont reconstruites
à partir de quadruplets (état, action, récompense, état suivant) extraits du batch de trajectoires dans le but
d’atteindre un objectif donné. Dans cet article, on revisite les travaux récents [17, 18, 19, 20, 21] dans l’op-
tique de faire la synthèses des problèmes que la reconstruction de trajectoires artificielles permet d’aborder.
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En particulier, quatre algorithmes utilisant les trajectoires artificielles sont présentés : le premier permet
d’estimer les performances d’une politique donnée [20]. Le second présente une approche pour calculer des
garanties de performance dans le cas déterministe [17]. Le troisième mène au calcul de politiques prudentes
[18] tandis que le quatrième décrit une stratégie d’échantillonnage pour générer des données supplémen-
taires [19]. Enfin, on met en lumière une connexion possible entre la reconstruction de trajectoires artifi-
cielles et le fonctionnement des algorithmes RL batch classiques. On précise enfin qu’une version étendue
de cet article incorporant notamment des validations expérimentales est disponible (voir [22]).
La suite de cet article est organisée de la manière suivante : la section 2 donne un bref exposé de la littéra-
ture RL batch. La section 3 décrit le formalisme utilisé dans cet article, ainsi que plusieurs sous-problèmes
classiques. La section 4 décrit la notion de trajectoires artificielles et différentes approches permettant de
les manipuler en fonction des problèmes abordés. Enfin, la section 5 établit quelques connections entre le
paradigme des trajectoires artificielles et d’autres techniques classiques du RL batch, et la section 6 conclut
cet article.
2 Travaux connexes
Les prémices de l’apprentissage par renforcement batch remontent très probablement aux travaux de
Bradtke et Barto [5] ainsi que Boyan [4] relatifs à l’utilisation de techniques des moindres carrés dans
le contexte de l’apprentissage des différences temporelles (LSTD) pour estimer le retour de politiques de
décision. Ces travaux ont par la suite été étendus pour aborder des problèmes de contrôle optimal par
Lagoudakis et Parr [25] introduisant l’algorithme LSPI (Least-Square Policy Iteration), lui-même inspiré
du célèbre algorithme d’itération sur les politiques issu de la programmation dynamique. De nombreux
papiers se sont penchés sur les questions d’ordre théorique liés à ces approches [27, 28, 34, 41].
Un autre algorithme classique de la programmation dynamique, “itération sur les valeurs”, a aussi beau-
coup inspiré la communauté RL batch. En 2002, Ormoneit et Sen ont développé un algorithme de cette
famille en utilisant des noyaux [35]. Le principe de l’itération sur les valeurs a également été combiné avec
des arbres de regression dans le cadre de l’algorithme Fitted Q Iteration (FQI) [10].
Les travaux présentés dans [26, 38] et [43] s’intéressent aux performances de FQI utilisés avec des ré-
seaux de neurones (profonds) et des CMACs (Cerebella Model Articulator Controllers). L’algorithme FQI
régularisé utilise une regression des moindres carrés pénalisée pour limiter la complexité de l’approxima-
teur de fonction [14]. Des extensions de FQI lorsque l’espace de décision est continu ont également été
proposées [1]. Des travaux plus théoriques sur le paradigme FQI ont également été publiés [8, 31].
Le RL batch a permis d’obtenir des résultats expérimentaux prometteurs dans les domaines de la robo-
tique [3, 36, 44], des réseaux électriques [11], du traitement des images [12], de l’optimisation de réservoirs
d’eau [6, 7], de la médecine [13, 24, 32] et de la conduite automobile autonome [37].
3 RL batch : formalisation et problèmes typiques
On considère un système dynamique à temps discret régi par l’équation :
xt+1 = f (xt, ut, wt) ,∀t ∈ {0, . . . , T − 1}
où xt appartient à un espace d’état X ⊂ Rd, où Rd est un espace Euclidien de dimension d et T ∈ N \ {0}
l’horizon d’optimisation supposé fini. A chaque pas de temps t ∈ {0, . . . , T − 1}, le système est contrôlé
via une décision (ou action) ut ∈ U , et soumis à une perturbation wt ∈ W tirée selon une distribution
de probabilité pW(·) 1. A chaque transition du système du temps t au temps t + 1 est associé un signal de
récompense : rt = ρ (xt, ut, wt) ,∀t ∈ {0, . . . , T − 1}. Soit h : {0, . . . , T − 1} × X → U une politique
de décision. Partant d’un état initial donné x0 et suivant la politique h, un agent collectera une somme de
récompenses Rh(x0, w0, . . . , wT−1) :
Rh(x0, w0, . . . , wT−1) =
T−1∑
t=0
ρ(xt, h(t, xt), wt) avec xt+1 = f(xt, h(t, xt), wt), wt ∼ pW(·).
1. On fait ici l’hypothèse que wt ne dépend pas de wt−1, wt−2, . . . , w0 étant donné xt et ut ; par soucis de simplification, on
fait également l’hypothèse que le processus ne dépend ni du temps, ni de la paire état-action xt, ut.
Trajectoires Artificielles
En RL, le critère de performance classiquement utilisé pour évaluer une politique h est son retour espéré
sur T pas de temps :
Jh(x0) = E
[
Rh(x0, w0, . . . , wT−1)
]
,
mais lorsqu’on souhaite incorporer la notion de risque, il est préférable de recourir à un autre critère, comme




{ −∞ si P (Rh(x0, w0, . . . , wT−1) < b) > c ,
Jh(x0) sinon.
Le principal problème en RL batch est de déterminer une bonne approximation d’une politique h∗ op-
timisant l’un des critères précédents, étant donné le fait que les fonctions f , ρ et pW(·) sont inconnues, et
donc non disponibles à la simulation. Elles sont en revanche “remplacées” par le batch de n ∈ N \ {0}






∈ (X × U)n un ensemble fixé de paires état-action. Considérons l’ensemble
des batch de transitions de taille n qui pourraient être générés en générant, pour chaque paire (xl, ul) de
Pn, une perturbation wl selon la distribution pW(.) afin d’obtenir des valeurs ρ(xl, ul, wl) et f(xl, ul, wl).
On nomme F˜n
(Pn, w1, . . . , wn) un tel ensemble “aléatoire” de transitions défini par le tirage de n per-
turbations i.i.d. wl, l = 1 . . . n. On fait ainsi l’hypothèse que l’on connaît une réalisation de l’ensemble
aléatoire F˜n
(Pn, w1, . . . , wn) que l’on nomme Fn :
Fn =
{(
xl, ul, rl, yl
)}n
l=1
où, pour chaque l ∈ {1, . . . , n}, rl = ρ (xl, ul, wl) , yl = f (xl, ul, wl) , pour des réalisations du processus
de perturbations wl ∼ pW(·).
Remarquons à ce stade que la résolution du problème central, celui consistant à trouver une politique de
décision proche de l’optimalité, est tout à fait corrélé au problème consistant à évaluer précisément les per-
formances d’une politique donnée. Lorsqu’un tel problème est résolu, la recherche d’une politique optimale
peut être théoriquement réduite à un problème d’optimisation sur un ensemble de politiques candidates. Cet
article abordera donc dans un premier temps le problème de la caractérisation des performances d’une poli-
tique donnée. Il n’est pas rare de rencontrer des problèmes pour lesquels il est primordial que les politiques
aient des garanties de performance. Certains problèmes définissent même un niveau de performance mi-
nimal à atteindre, plutôt qu’un objectif d’optimalité. Ce problème est abordé dans cet article. Enfin, pour
certains types d’applications, il peut y avoir la possibilité de générer des données supplémentaires afin
d’enrichir le batch de transitions précédemment acquis. Ce problème est également abordé dans cet article.
4 Reconstruction de Trajectoires Artificielles
On formalise la notion de “trajectoires artificielles” dans la section 4.1. Dans la section 4.2, on montre
comment les trajectoires artificielles peuvent servir à estimer les performances d’une politique de décision.
On se focalise ensuite sur le cas déterministe en section 4.3 pour lequel on montre comment les trajectoires
artificielles peuvent servir à calculer des bornes sur les performances des politiques. Par la suite, ces bornes
sont exploitées dans deux cas de figures : calculer des politiques de décision avec garanties de performance
(section 4.4) et mettre au point des stratégies d’échantillonnage permettant de générer des données supplé-
mentaires (section 4.5).
4.1 Trajectoires Artificielles
Les trajectoires artificielles sont constituées de transitions prises dans l’ensemble Fn. Formellement, une
trajectoire artificielle se définit comme suit :
Définition 1 (Trajectoire artificielle)
Une trajectoire artificielle est une suite finie (ordonnée) de T transitions :[ (
xl0 , ul0 , rl0 , yl0
)
, . . . ,
(
xlT−1 , ulT−1 , rlT−1 , ylT−1
) ] ∈ FTn
où lt ∈ {1, . . . , n},∀t ∈ {0, . . . , T − 1}.
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FIGURE 1 – Un exemple de trajectoire artificielle reconstruite à partir de 4 transitions prises dans l’ensemble
Fn.
On donne à la figure 1 une illustration d’une trajectoire artificielle.
Remarquons qu’un maximum de nT trajectoires artificielles différentes sont constructibles à partir de
l’ensemble de transitionsFn. Dans la suite de cet article, différentes techniques de construction d’ensembles
de trajectoires artificielles adaptés à la résolution de problèmes particuliers sont présentées.
4.2 Evaluer le retour espéré d’une politique
Un problème fondamental en RL batch est d’estimer le retour espéré Jh(x0) pour une politique de dé-
cision donnée h. Lorsqu’un tel oracle est disponible, la recherche d’une politique optimale se réduit à un
problème d’optimisation dans un espace de politiques candidates. Si on connaît un modèle de la dynamique
du système, de la fonction de récompense et de la distribution de probabilité à partir de laquelle les per-
turbations sont générées, alors les techniques d’estimation Monte Carlo peuvent être mises en oeuvre pour
estimer les performances de politiques. Ceci n’est pas possible dans le contexte batch. Dans cette section,
on détaille précisément une approche permettant d’estimer les performances d’une politique de décision
fondée sur la reconstruction de trajectoires artificielles en imitant - en quelque sorte - la comportement d’un
estimateur Monte Carlo. On fait l’hypothèse dans cette section (et également en section 4.3) que l’espace
de décisions U est continu et normé.
4.2.1 Estimation Monte Carlo
L’estimateur de Monte Carlo (MC) fonctionne dans un contexte “model-based” (c’est à dire pour lequel
f , ρ et pW(.) sont connus). Il permet d’estimer Jh(x0) en moyennant les retours de plusieurs (p ∈ N\{0})
trajectoires générées en simulant le système à partir de x0 et en utilisant la politique h. Formellement,
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où σ2Rh(x0) désigne la variance (supposée finie) de R
h(x0, w0, . . . , wT−1) :
σ2Rh(x0) = V ar
w0,...,wT−1∼pW(.)
[
Rh(x0, w0, . . . , wT−1)
]
< +∞.
4.2.2 Estimation Monte Carlo sans modèle
A partir d’un ensemble de transitionsFn, l’estimateur MC “model-free” (MFMC) fonctionne en construi-
sant p ∈ N\{0} trajectoires artificielles. Ces trajectoires artificielles servent d’“imitations” des p trajectoires
“réelles” qui pourraient être obtenues en simulant la politique de décision h sur le système. L’estimateur
MFMC moyenne les retours cumulés des trajectoires artificielles afin d’obtenir une estimation de Jh(x0).
L’idée sous-jacente derrière cette approche consiste à construire des trajectoires artificielles “proches” des
trajectoires qu’on pourrait obtenir avec un estimateur MC classique en simulant h.
Pour reconstruire un ensemble de p trajectoires artificielles de longueur T partant de x0 proche des tra-
jectoires qui seraient obtenues avec un estimateur MC, l’algorithme MFMC utilise chaque transition au
maximum une seule fois. On fait donc l’hypothèse que pT ≤ n. Les p trajectoires sont construites successi-
vement. Chaque trajectoires est construite itérativement en sélectionnant, parmi les transitions non utilisées,
une transition dont les deux premiers éléments minimisent la distance - en utilisant une distance ∆ in X ×U
définie plus loin - avec la paire formée du dernier élément de la transition précédemment sélectionnée asso-
ciée à l’action induite par la politique h en cet état. Etant donné que toutes les perturbations wl l = 1 . . . n
sont i.i.d. selon pW(·) et que les transitions ne sont jamais réutilisées, les perturbations associées aux trajec-
toires artificielles sont également i.i.d., ce qui donne à l’estimateur MFMC de bonnes propriétés statistiques
(voir section 4.2.3). Par ailleurs, ce mécanisme permet de s’assurer que les p trajectoires artificielles sont
distinctes.
Algorithm 1 L’algorithme MFMC reconstruisant p trajectoires artificielles de longueur T à partir de n
transitions.
Input : Fn, h(., .), x0,∆(., .), T, p
Soit G l’ensemble des transitions non encore utilisées ; Initiallement,
G ← Fn ;
for i = 1 to p (construire une trajectoire artificielle) do
t← 0 ;
xit ← x0 ;

















lit ← plus petit indice dans Fn des transitions appartenant àH ;
















; \\ ne pas réutiliser les transitions
end while
end for












de Fn en utilisant h, x0, la distance ∆ et le paramètre p. Partant
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de cet ensemble d’indices, on définit formellement l’estimateur MFMC du retour d’une politique h partant
d’un état initial x0 :










Une illustration de l’estimateur MFMC est donnée en figure 2. Remarquons ici que le calcul de l’estima-
tion MFMC est linéaire en fonction du nombre de transitions n, du nombre de trajectoires artificielles p et
de l’horizon d’optimisation T .
4.2.3 Résultats théoriques associés à l’estimateur MFMC
Cette section vise à caractériser les propriétés théoriques principales de l’estimateur MFMC. Dans cette
optique, on s’intéresse à la distribution de l’estimateur Mhp
(
F˜n
(Pn, w1, . . . , wn) , x0), vu sous l’angle
d’une fonction de l’ensemble aléatoire F˜n
(Pn, w1, . . . , wn) ; pour caractériser cette distribution, on borne
le biais et la variance de l’estimateur MFMC en fonction d’une mesure de la dispersion de l’ensemble
Pn, nommée “k−dispersion” ; il s’agit du plus petit rayon tel que toutes les ∆-boules de l’espace X × U
possédant un tel rayon contiennent au moins k elements de Pn. L’usage de cette notion implique que
l’espace X × U soit borné.
FIGURE 2 – Reconstruction de 3 trajectoires artificielles pour estimer le retour d’une politique.
La caractérisation du biais et de la variance se font sous les hypothèses données ci-dessous. On donne
juste après les théorèmes décrivant ces caractérisations. Les preuves des résultats sont données dans [20].
Hypothèse : continuité lipschitzienne des fonctions f , ρ et h. On suppose que la dynamique f , la fonction
de récompense ρ et la politique h sont lipschitziennes, c’est à dire qu’on fait l’hypothèse qu’il existe des
constantes Lf , Lρ et Lh ∈ R+ telles que :
∀ (x, x′, u, u′, w) ∈ X 2 × U2 ×W,
‖f(x, u, w)− f(x′, u′, w)‖X ≤ Lf (‖x− x′‖X + ‖u− u′‖U ),
|ρ(x, u, w)− ρ(x′, u′, w)| ≤ Lρ(‖x− x′‖X + ‖u− u′‖U ),
‖h(t, x)− h(t, x′)‖U ≤ Lh‖x− x′‖X ,∀t ∈ {0, . . . , T − 1} ,
Trajectoires Artificielles
où ‖.‖X et ‖.‖U sont les normes (ici euclidiennes) dans les espaces X et U , respectivement.
Hypothèse : X × U est borné.
∀(x, x′, u, u′) ∈ X 2 × U2, ∆((x, u), (x′, u′)) = ‖x− x′‖X + ‖u− u′‖U .
Etant donné k ∈ N \ {0} avec k ≤ n, on introduit la notion de k−dispersion, αk(Pn) de l’ensemble Pn :
αk(Pn) = sup
(x,u)∈X×U
∆Pnk (x, u) ,
où ∆Pnk (x, u) désigne le distance entre (x, u) et le k−ème plus proche voisin (selon la distance ∆) dans
l’ensemble Pn. La k−dispersion est le plus petit rayon telle que toute les ∆-boules dans X × U possédant
un tel rayon contiennent au moins k éléments de Pn ; cette notion peut être interprétée comme une mesure
“pire cas” de la façon dont l’ensemble Pn couvre l’espace X ×U en utilisant les k plus proches voisins. On






(Pn, w1, . . . , wn) , x0)] .
On a le résultat suivant :
Théorème 1 (Borne sur le biais de Mhp
(
F˜n
(Pn, w1, . . . , wn) , x0))




(Lf (1 + Lh))
i
.
La preuve de ce résultat est donnée dans [20]. La borne montre que le biais diminue avec la dispersion.
Notons que la dispersion ne dépend que de l’ensemble Pn et de la valeur de p (qui augmente avec le nombre
de trajectoires artificielles utilisées). On définit ensuite V hp,Pn(x0) la variance de l’estimateur MFMC :





(Pn, w1, . . . , wn) , x0)− Ehp,Pn(x0))2] .
On a le résultat :
Théorème 2 (Borne sur la variance de Mhp
(
F˜n












(Lf (1 + Lh))
i
.
La preuve de ce résultat est donnée dans [20]. La borne indique que la variance de l’estimateur MFMC se
rapproche de celle d’un estimateur MC classique quand la dispersion tend vers 0.
4.2.4 Estimation MFMC sensible au risque
Dans l’optique de prendre en compte le caractère risqué des politiques, et pas uniquement leurs bonnes
performance en moyenne, il est préférable de recourir à un critère de performance sensible au risque. Ce
type de critères a reçu une attention croissante au cours des dernières années dans la communauté RL
[9, 29, 30, 40].
Considérant les p trajectoires artificielles construites par l’estimateur MFMC, le retour sensible au risque
J
h,(b,c)
RS (x0) peut-être approché par l’estimation J˜
h,(b,c)




{ −∞ si 1p∑pi=1 I{ri<b} > c ,
Mh (Fn, x0) sinon
où ri désigne le retour de la i−ème trajectoire artificielle : ri = ∑T−1t=0 rlit .
On encourage le lecteur curieux à se reporter à l’article [22] dans lequel des résultats expérimentaux
engendrés via l’approche MFMC sont proposés.
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4.3 Cas déterministe : calcul de bornes à partir de trajectoires artificielles
A partir de cette sous-section et jusqu’à la fin de la section 4, on fait l’hypothèse que l’environnement est
déterministe. Formellement, on fait l’hypothèse que l’espace de perturbation est réduit à un élément unique
W = {0} tel que pW(0) = 1. On utilise la convention suivante :
∀(x, u) ∈ X × U , f(x, u) = f(x, u, 0) ,
ρ(x, u) = ρ(x, u, 0) .
On fait toujours l’hypothèse que les fonctions f , ρ et h sont lipschitzienne. Observons ici que, dans le cas
déterministe, une seule trajectoire suffit pour calculer Jh(x0) par simulation MC. On a alors le résultat
suivant :
Proposition 1 (Borne inférieure calculée à partir de l’estimateur MFMC)
Soit
[(
xlt , ult , rlt , ylt
)]T−1
t=0
une trajectoire artificielle reconstruite par l’algorithme MFMC en utilisant la
distance ∆. On a alors :




(ylt−1 , h(t, ylt−1)), (xlt , ult)
)
avec LQT−t = Lρ
∑T−t−1
i=0 (Lf (1 + Lh))
i et yl−1 = x0.
La preuve de ce résultat est donnée dans [17]. Le résultat précédent étant valable pour n’importe quelle
trajectoire artificielle, on a :
Corollaire 1 (Borne inférieure gobale)
Soit
[(
xlt , ult , rlt , ylt
)]T−1
t=0









(ylt−1 , h(t, ylt−1)), (xlt , ult)
)
.
Cela suggère d’identifier une trajectoire artificielle maximisant la borne précédente :
Lh(Fn, x0) = max








(ylt−1 , h(t, ylt−1)), (xlt , ult)
)
.
De la même manière, une borne supérieure minimale peut être calculée :
Uh(Fn, x0) = min








(ylt−1 , h(t, ylt−1)), (xlt , ult)
)
.
On peut alors montrer que ces bornes sont fines en ce sens qu’elle convergent vers Jh(x0) lorsque la
dispersion de l’ensemble de transitions Fn tend vers zéro.
Proposition 2 (Précision des bornes)
∃Cb > 0 : Jh(x0)− Lh(Fn, x0) ≤ Cbα1(Pn)
Uh(Fn, x0)− Jh(x0) ≤ Cbα1(Pn)
où α1(Pn) désigne la 1−dispersion de l’échantillon Fn.
La preuve de ce résultat est donnée dans [17]. Remarquons que le calcul des bornes optimales peut se
reformuler comme un problème de plus court chemin dans un graphe, dont la résolution a une complexité
linéaire en fonction de l’horizon T et quadratique en fonction de n.
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4.3.1 Extension au cas d’un espace de décision fini
Les résultats précédents peuvent être étendus au cas où l’espace de décision U est fini en considérant des
politiques de décision en boucle ouverte, chaque politique étant entièrement spécifiée par une séquence de
décisions. Soit Π l’ensemble de ces politiques :
Π = {pi : {0, . . . , T − 1} → U}





avec xt+1 = f(xt, pi(t)), ∀t ∈ {0, . . . , T − 1}. Dans le cas d’un espace de décision fini, la continuité
lipschitzienne de f et ρ s’écrit : ∀ (x, x′, u) ∈ X 2 × U ,
‖f(x, u)− f(x′, u)‖X ≤ Lf‖x− x′‖X ,
|ρ(x, u)− ρ(x′, u)| ≤ Lρ‖x− x′‖X .






∥∥xl − x∥∥X .
Soit pi ∈ Π une politique en boucle ouverte. On a le résultat suivant :
Proposition 3 (Borne inférieure - Politique pi)
Soit
[(
xlt , ult , rlt , ylt
)]T−1
t=0














Une borne inférieure maximale peut être calculée en maximisant la borne précédente sur l’ensemble de
toutes les trajectoires artificielles satisfaisant à la condition ult = pi(t) ∀t ∈ {0, . . . , T − 1}. Par la suite,
on note FTn,pi un tel ensemble de trajectoires artificielles :
FTn,pi =
{[(
xlt , ult , rlt , ylt
)]T−1
t=0
∈ FTn |ult = pi(t) ∀t ∈ 0, . . . , T − 1
}
On a alors :
Lpi(Fn, x0) = max







∥∥ylt−1 − xlt∥∥X .
De manière analogue, une borne supérieure minimale Upi(Fn, x0) peut être calculée :
Upi(Fn, x0) = min







∥∥ylt−1 − xlt∥∥X .
Ces deux bornes sont “fines” au sens de la caractérisation suivante :
Proposition 4 (Précision des bornes - Politique pi)
∃C ′b > 0 : Jpi(x0)− Lpi(Fn, x0) ≤ C ′bα∗(Pn) ,
Upi(Fn, x0)− Jpi(x0) ≤ C ′bα∗(Pn) .
Les preuves des résultats ci-dessus sont données dans [18].
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4.4 Calcul de politiques prudentes à partir de trajectoires artificielles
Comme en section 4.3.1, on fait ici l’hypothèse que l’espace de décision U est fini, et on considère
des politiques en boucle ouverte. On cherche à déterminer une politique ayant de bonnes garanties de
performance, et pour cela, on propose de chercher une politique pˆi∗Fn,x0 ∈ Π telle que :
pˆi∗Fn,x0 ∈ arg max
pi∈Π
Lpi(Fn, x0) .
On rappelle ici qu’une telle politique est optimisée pour un état initial fixé x0. La résolution du problème for-













à partir de laquelle une séquence de décisions est extraite :
∀t ∈ {0, . . . , T − 1}, pˆi∗Fn,x0(t) = ul
∗
t .
Déterminer une politique de ce type peut à nouveau être réalisé de manière efficace en reformulant le
problème comme un problème de plus court chemin dans un graphe. L’article [18] propose un algorithme
nommé CGRL (de l’anglais “Cautious approach to Generalization in RL”) de complexité O (n2T ) pour
trouver une telle politique. On donne ci-dessous un théorème montrant la convergence de la politique pˆi∗Fn,x0
vers une politique optimale lorsque la dispersion α∗(Pn) de l’ensemble de transitions converge vers zero.
Théorème 3 (Convergence de pˆi∗Fn,x0 )
Soit J∗(x0) l’ensemble de politiques en boucle ouverte optimales :
J∗(x0) = arg max
pi∈Π
Jpi(x0).

















=⇒ pˆi∗Fn,x0 ∈ J∗(x0) .
Ce résultat est prouvé dans [18]. L’algorithme CGRL est expérimentalement illustré dans l’article [22].
4.4.1 Tirer parti de trajectoires optimales
On énonce ci-dessous un résultat montrant que, dans l’éventualité où une trajectoire optimale serait pré-
sente dans l’ensemble de transitions, la politique pˆi∗Fn,x0 calculée par l’algorithme CGRL est également
optimale.
Théorème 4 (Politique optimale calculée à partir d’une trajectoire optimale)
Soit pi∗x0 ∈ J∗(x0) une politique en boucle ouverte optimale. Supposons que Fn contienne une séquence de
T transitions :[(




xl1 , ul1 , rl1 , xl2
)
, . . . ,
(
xlT−1 , ulT−1 , rlT−1 , xlT
)] ∈ FTn
telle que xl0 = x0 and ult = pi∗x0(t)∀t ∈ {0, . . . , T − 1}. Soit pˆi∗Fn,x0 telle que




La preuve de ce résultat est donnée dans [22]. Mentionnons finalement aussi que des travaux récents ont
approfondi la question du calcul de politiques prudentes en généralisation, et finalement montré qu’il est
possible de calculer des bornes inférieures plus précises que l’algorithme CGRL par la résolution d’une
relaxation Lagrangienne des contraintes induites par la continuité lipschitzienne [16].
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4.5 Stratégies d’échantillonnage à partir de trajectoires artificielles
On fait maintenant l’hypothèse que des transitions supplémentaires peuvent être générées, et on détaille
ci-dessous une stratégie visant à sélectionner des paires état-action pour lesquelles générer les informations
f(x, u) et ρ(x, u) permet de distinguer rapidement - au fur et à mesure que de nouvelles transitions sont
générées - les politiques optimales des autres. Cette stratégie se fonde directement sur le calcul des bornes
définies précédemment.
On donne préalablement quelques définitions. Notons tout d’abord qu’une politique est candidate à l’op-
timalité étant donné un ensemble de transitions F si sa borne supérieure n’est pas inférieure à la borne
inférieure d’une autre politique (les bornes étant calculées à partir de F). On qualifie les politiques vérifiant
cette propriété de “politiques candidates étant donné F”, et on note Π(F , x0) un tel ensemble :
Π(F , x0) =
{
pi ∈ Π | ∀pi′ ∈ Π, Upi(F , x0) ≥ Lpi′(F , x0)
}
.
On définit également l’ensemble de “transitions compatibles avec F” : Une transition (x, u, r, y) ∈ X ×
U × R×X est dite compatible avec l’ensemble de transitions F si
∀(xl, ul, rl, yl) ∈ F , (ul = u) =⇒ { ∣∣r − rl∣∣ ≤ Lρ‖x− xl‖X ,∥∥y − yl∥∥X ≤ Lf‖x− xl‖X .
On note C(F) ⊂ X × U × R× U l’ensemble collectant toutes les transitions compatibles avec l’ensemble
de transitions F .
Notre stratégie d’échantillonnage génère des transitions de manière itérative. Etant donné un ensemble
Fm de m ∈ N \ {0} transitions, composé des transitions de l’ensemble initial Fn et des m− n transitions
générées pendant les m − n premières iterations de la stratégie, la paire suivante (xm+1, um+1) ∈ X × U
est sélectionnée en minimisant, dans les pires conditions, la plus grande différence entre borne supérieure
et borne inférieure des politiques candidates :




(r, y) ∈ R×X s.t.(x, u, r, y) ∈ C(Fm)
pi ∈ Π(Fm ∪ {(x, u, r, y)}, x0)
δpi (Fm ∪ {(x, u, r, y)}, x0)
}
avec δpi(F , x0) = Upi(F , x0)− Lpi(F , x0).
Etant donné les propriétés de convergence des bornes, on conjecture que la séquence (Π (Fm, x0))m∈N
converge vers l’ensemble des politiques optimales en un nombre fini d’itérations :




=⇒ Π (Fm, x0) = J∗(x0) .
Des résultats expérimentaux générés à partir de cette stratégie sont donnés dans [22].
5 Vers un nouveau paradigme ?
Dans cette section, on met en lumière quelques connexions entre les approches présentées dans cet article
et quelques algorithmes classiques du RL batch dérivés du principe de l’algorithme Fitted Q Iteration (FQI,
voir [10]) lorsque ce dernier est utilisé en mode “évaluation de politique”. Du point de vue du formalisme, on
reprend dans cette section le formalisme stochastique donné en section 3. L’espace de décision est supposé
continu et normé, et on considère une politique h en boucle fermée, dépendante du temps, et lipschitzienne
h : {0, . . . , T − 1} × X → U .
5.1 Fitted Q Iteration en mode évaluation de politique
L’algorithme FQI en mode “évaluation de politique" (FQI-PE) fonctionne en calculant récursivement une





de la manière suivante :
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— ∀(x, u) ∈ X × U , Qˆh0 (x, u) = 0







, ol = rl + QˆhT−t−1
(
yl, h(t+ 1, yl)
)
et utiliser un algorithme de regression RA pour inférer à partir de D la fonction QˆhT−t : QˆhT−t =
RA(D).
L’estimateur FQI -PE de la politique h est donné par : JˆhFQI(Fn, x0) = QˆhT (x0, h(0, x0)).
5.2 FQI avec une méthode de type k− plus proches voisins : point de vue "trajec-
toires artificielles"
On propose dans cette section d’utiliser une méthode des k plus proches voisins (k−NN) comme algo-
rithme de régression RA. Dans la suite, pour une paire état-décision (x, u) ∈ X × U , on note li(x, u) le
plus petit indice dans Fn de la i-ème plus proche transition depuis la paire (x, u) en utilisant la distance ∆.
En utilisant cette notation, l’algorithme k−NN FQI-PE s’écrit :
— ∀(x, u) ∈ X × U , Qˆh0 (x, u) = 0,
— Pour t = T − 1 . . . 0 ,∀(x, u) ∈ X × U ,













L’estimateur k−NN FQI-PE des performances de h est donné par : JˆhFQI(Fn, x0) = QˆhT (x0, h(0, x0)) .
On peut observer que, pour un état initial x0 fixé, le calcul de l’estimateur k−NN FQI-PE identifie
implicitement (k + k2 + . . . + kT ) transitions non-distinctes pour construire l’estimation. Ces transitions
sont non-distinctes dans le sens que certaines peuvent être sont sélectionnées plusieurs fois par l’algorithme
k−NN. Dans un soucis de concision, on introduit la notation li0,i1,...,it pour faire référence à la transition
lit(y
li0,...,it−1 , h(t, yl
i0,...,it−1
)) pour i0, . . . , it ∈ {1, . . . , k}, t ≥ 1 avec li0 = li0(x0, h(0, x0)). A partir
de ces notations, on illustre le calcul de l’estimateur k−NN FQI-PE en figure 3. On a alors le résultat
FIGURE 3 – Illustration du calcul de l’estimateur k−NN FQI-PE.
suivant :
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La preuve de ce résultat est donnée en [22]. Ce résultat montre que l’estimation k−NN FQI-PE est obtenue
en moyennant le retour de kT trajectoires artificielles. Ces trajectoires sont reconstruites à partir de (k +
k2 + . . . + kT ) transitions non-distinctes tirées de Fn et choisies en minimisant la distance entre deux
transitions successives (sous le contrôle de la politique h).
5.3 Approximateurs à base de noyaux
Le résultat donné en section 5.2 peut être étendu au cas où l’algorithme FQI-PE est combiné à un approxi-





se calcule de la manière
suivante :
— ∀(x, u) ∈ X × U ,
Qˆh0 (x, u) = 0 ,






(x, u), (xl, ul)
)(
rl + QˆhT−t−1(y
l, h(t+ 1, yl))
)
,












) où Φ : [0, 1] → R+ est un noyau, bn > 0 le
paramètre de bande passante. On fait l’hypothèse que
∫ 1
0
Φ(z)dz = 1 and Φ(x) = 0 ∀x > 1.
L’estimateur KB FQI-PE du retour espéré de h s’écrit : JˆhFQI(Fn, x0) = QˆhT (x0, h(0, x0)).
Etant donné un état initial x0 ∈ X , le calcul de l’estimation KB FQI-PE peut également être interprété
comme l’identification d’un ensemble de transitions tirées de Fn. A chaque pas de temps t, toutes les
transitions (xl, ul, rl, yl) dans un rayon inférieur à bn du point (xt, h(t, xt)) sont sélectionnées et pondérées
en fonction de la distance. Ce procédé est opéré récursivement en sortie de chaque transition sélectionnée.
Une illustration de l’estimateur KB-FQI-PE est donnée à la figure 4. La valeur retournée par l’estimateur



























(yit , h(t+ 1, yit)), (xit+1 , uit+1)
)
,∀t ∈ {0, . . . , T − 2} .
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FIGURE 4 – Illustration du calcul de l’estimateur KB FQI-PE.
La preuve de ce résultat est donnée dans [22].
La proposition 6 montre que l’estimation KB FQI-PE s’exprime sous forme d’une somme pondérée des
retours de nT trajectoires artificielles. Chaque trajectoire
[(xi0 , ui0 , ri0 , yi0), (xi1 , ui1 , ri1 , yi1), . . . , (xiT−1 , uiT−1 , riT−1 , yiT−1)]
est pondérée par un facteur θ0,i00 θ
i0,i1
1 . . . θ
iT−2,iT−1
T−1 (certains de ces coefficients pouvant éventuellement
être nuls). De manière analogue à l’estimateur k−NN FQI-PE, ces trajectoires artificielles sont reconstruites
à partir de T × nT transitions non-distinctes.
Plus généralement, la notion de trajectoire artificielle pourrait être utilisée pour caractériser d’autres
techniques de RL batch fondées sur l’utilisation d’approximateurs de fonctions utilisant des schémas de
“moyennage” [23].
On oriente le lecteur vers l’article [22] dans lequel une analyse empirique de l’impact de la réutilisation
de transitions dans la construction des trajectoires artificielles est proposée. On y décrit un exemple pour
lequel l’approche MFMC présente un meilleur compromis biais-variance que l’approche k−NN FQI-PE.
6 Conclusion
Ce papier revisite des travaux récents de l’apprentissage par renforcement batch sous l’angle de la re-
construction de trajectoires artificielles. On montre que ce nouveau paradigme est prometteur, autant dans
l’analyse d’algorithmes existants, que dans la création de nouvelles approches.
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