We survey the well-known algebraic laws of sequential programming, and propose some less familiar laws for concurrent programming. On the basis of these laws, we derive the rules of a number of classical programming and process calculi, for example, those due to Hoare, Milner, and Kahn. The algebraic laws are simpler than each of the calculi derived from it, and they are stronger than all the calculi put together. Conversely, most of the laws are derivable from one or more of the calculi. This suggests that the laws are useful as a presentation of program semantics, and correspond to a widely held common understanding of the meaning of programs. For further evidence, Appendix A describes a realistic and generic model of program behaviour, which has been proved to satisfy the laws.
Introduction
The basic ideas and content of the algebraic laws of sequential programming, formulated in [1] , are familiar. That paper treated the main program structuring operators, including sequential composition, choice, and recursion. This paper (and the conference paper it extends [2] ) introduces additional laws to deal with conjunction and concurrent execution of programs. Since none of the proofs use induction on the structure of the program, all theorems remain valid when new operators and new axioms are added to the language.
The main content of the paper is a unifying treatment of a varied collection of programming calculi, which have been proposed as formalisations of the meaning of sequential and concurrent programming languages. They have been successfully applied in human and mechanical reasoning about the properties of programs expressed in the given calculus. Examples of such calculi are due to Hoare [3] , Milner [4] , Kahn [5] , Dijkstra [6] , Back and von Wright [7] , Morgan [8] , Plotkin [9] , and Jones [10] : in this paper, we shall concentrate on the first three.
The initial step in the unification of the calculi is to generalise the concept of a program to cover also program designs and program specifications. We regard them all as descriptions of the events that occur in and around a computer that is executing a program. The program itself is the most precise description of its own execution. The most abstract description is the user specification, which mentions only aspects of execution that are observable and controllable by the user. A design is a description of program behaviour expressed in a mixture of programming and specification notations.
The unification of specifications, designs and programs has the immediate advantage that the same laws apply to all these concepts. Furthermore, the concept of refinement, identified with logical implication, can be applied to all of them, and to meaningful relations between them. Finally, the specifications, being descriptions of machine behaviour rather than machine state, can describe many non-functional properties of a program, which have hitherto been the domain of different logical theories, such as temporal logic.
For example: a specification may require only conditional correctness (if execution is finite, the final state will satisfy a certain predicate), or it may require termination (all executions of the program are finite). It may specify a relation between initial and final state (the final value of an array is a sorted permutation of the initial value). It may specify non-functional properties such as security (e.g. there is no leakage of data from high to low security threads), persistence (no executions terminate), fairness (every thread will eventually make progress), liveness (no infinite internal activity), timing (a response is always given to a request before a certain deadline), and even probability (as execution progresses, the ratio of a-events to b-events tends to unity).
To explore the relationship between the laws and these calculi, we define the basic judgement of each calculus in terms of one or more inequations between purely algebraic formulae. We then derive all the rules of each calculus as theorems of the algebra. Under basic and reasonable assumptions about descriptions, programming operators and judgements, it is also possible to show that every calculus is equivalent to an algebra. These algebraic characterisations describe the essence of each calculus. They make it easy to determine the strength of a calculus, and also serve to relate and compare the various calculi. These insights and results extend the conference version [2] of this paper.
We make no claims that our algebraic laws actually hold of the operators of any particular programming language. We rely on the good will of the readers to check the individual laws against their intuitive understanding and experience of the essential concepts of programming. The demonstration that these properties are valid for many historic programming calculi gives some independent evidence that the algebra is potentially useful, and that it corresponds to a widely held common understanding of the meaning of programs. We provide additional evidence in this extended version of the conference paper [2] by describing a generic and realistic model of program behaviour in Appendix A. All the laws are valid in the model. It is generic, in the sense that it offers a small set of fundamental parameters, which can be set differently for each of its many applications. The model is intended to be realistic, providing an abstraction of the way that real systems and computers behave.
The general typographical conventions of the paper are that postulates are bulleted, and that theorems (which follow from the postulates) are named. Bullets and names are omitted for material that has only local relevance.
All theorems of this paper have been formally checked with Isabelle/HOL. A proof script is available online [11] .
Laws of programming
Programs, specifications and designs together form the set of descriptions that we consider. These descriptions are ordered according to refinement: P ⊆ Q indicates that P refines Q . This refinement has several meanings. For example, it can say that the program P is more determinate than program Q (i.e. P has fewer behaviours or executions) or that the specification P is stronger than the specification Q (i.e. P implies Q ). Generally, a description is more abstract or general compared to the descriptions that refine it, and the refined description is more deterministic. Refinement obeys three laws that make it a partial order:
Among the descriptions, there are three constants taken from programming languages and propositional logic: skip, ⊥ and . The constant skip is a basic program that does nothing. Bottom ⊥ represents the predicate False: it describes no execution. Bottom is the meaning of a program containing a fault like a syntax violation: the implementation is required to detect it, and to prevent the program from running. Top is a program whose execution may have unbounded consequences. Think of a program that can behave in arbitrary ways, for example because it admits an attack by a virus. As a proposition, it can be identified with the predicate True. It is the programmer's responsibility to avoid submitting such a program for execution -the implementation is not required to detect it.
Apart from the constant descriptions, there are operators for forming descriptions in terms of others. The operators are likewise drawn from programming languages and propositional logic. For example, sequential composition (;) and concurrent composition ( ) are binary operators from programming: the formula P ; Q describes the sequential composition of P and Q , while P Q is a description of their concurrent behaviour.
Conjunction (∧) and disjunction (∨) are operators familiar from propositional logic. If P and Q are programs, P ∨ Q is the nondeterministic choice between the components P and Q . The choice may be determined at some later stage in the design trajectory of the program, or by a specified condition tested at run time; failing this, it may be determined by an implementation of the language at compile time, or even nondeterministically at run time. It satisfies the following laws:
• P ⊆ P ∨ Q and Q ⊆ P ∨ Q .
• Whenever P ⊆ R and Q ⊆ R, then P ∨ Q ⊆ R.
These laws say that (∨) is the least upper bound with respect to the refinement order. Conjunction is its dual and corresponds to the greatest lower bound. Conjunction between programs is in general very inefficient to implement, because it may require exploration of all the executions of both operands, to find one that is common to both of them. Nevertheless, it is the most natural and useful way of composing a specification from a collection of requirements. The logical operators satisfy familiar algebraic laws. For instance, conjunction and disjunction are both commutative and associative. Programming operators also enjoy similar algebraic properties. For example, saying that (P ; Q ) ; R and P ; (Q ; R) describe the same set of computations is the same as stating that sequential composition is associative. The properties of most of the operators considered here are described and intuitively justified in [1] . 
Another distribution law, analogous to the exchange law of category theory, specifies how sequential and concurrent composition interact:
This is a form of mutual distribution between the two operators, where different components of each operand distribute through to different components of the other operand. The refinement in the law reflects the fact that concurrency introduces nondeterminism, whereas sequential composition does not. It says that the program (P Q ) ; (R S) has fewer behaviours than (P ; R) (Q ; S).
But is the law in fact valid for implementations of concurrency in real computers and in usable programming languages? Yes, it holds for all implementations which interleave the actions from the constituent threads, or which are sequentially consistent, in that they successfully simulate such an interleaving. Here is an informal proof. The right-hand side of the inclusion describes all interleavings of an execution of (P ; R) with an execution of (Q ; S). The left-hand side describes all interleavings which synchronise at the two semicolons displayed in (P ; R) and (Q ; S). Thus the left-hand side contains p 1 , q, p 2 , r 1 , s, r 2 , but it does not contain p 1 , q, s, p 2 , r 1 , r 2 , which is an interleaving of the right side (here the lower case letters denote sub-executions of the executions of the corresponding upper case programs).
The validity of the law can be exploited in an algorithm to compute one (or all) of the interleavings of two strings. If one of the arguments is empty, deliver the other argument as result. Otherwise, split each string arbitrarily into two parts P ; R and Q ; S. Then (recursively) find an interleaving of P with Q and an interleaving of R with S. Concatenate the two results.
Iteration is another common programming construct. This unary operator is typically written as a postfix Kleene star: P * describes the iteration where P is performed zero or more times in sequence. Iteration interacts with the other operators according to laws from Kleene algebra [12] :
The first law says that all behaviours of skip and P ; P * are included in the behaviours of P * . A valid implementation of an iteration can therefore start by unfolding it into two cases, one of which does no iterations, and the other of which does at least one iteration. The second law implies that iteration is the least solution of the first inequation. It permits inductive proofs of the properties of an iteration. The other two laws simply swap the arguments of (;).
Lemmas
The laws mentioned so far are already sufficient to imply the central axioms of various calculi of programming. The proofs use a number of simple lemmas that follow from the algebra.
A binary operator that distributes through (∨) is monotone in both arguments. So for • ∈ {∨, ∧, ;, }:
Also, the Exchange law has several consequences that can be proved as theorems with the help of the properties in Table 1 . In particular:
• Two small exchange laws hold:
• Sequential composition refines concurrent composition, since it is a special case thereof:
Although exchange is a less familiar form of distribution law, there are also other cases where operators exchange. For example,
The same theorem holds when (;) is replaced by ( ) or any other monotonic operator. The dual property, where (∨) replaces (∧) and the refinement order is reversed, also holds.
An interesting property of all our algebraic laws is shared with many of the fundamental laws of physics: they preserve the symmetry of time-reversal. Formally expressed, each law remains valid when sequential composition is replaced by backward sequential composition (;), defined P; Q def = Q ; P As a consequence, every theorem of our algebra also respects time-reversal: swapping the arguments of every (;) in a theorem yields another theorem. Swapping the arguments of (;) once again will result in the original theorem, so time-reversal is a duality.
Of course, there are useful and realistic laws that do not respect time-reversal. For example, if abort stands for a program that never terminates and never has any interaction with its environment, it could realistically be stated to satisfy:
Such a law could be added to our algebra, but it would not respect time-reversal.
Calculi of programming
We consider three calculi of programming: Hoare logic, the Milner calculus and Kahn's natural semantics. Each of them uses a basic judgement with three operands. Surprisingly, the judgement of Hoare logic and the Milner calculus turns out to be the same. A calculus selects one of its judgement's operands as the inductive variable, and the semantics of the language is then defined by cases on the syntactic structure of a term in this position. Thus there is at least one rule for every constant and operator of the language. Each calculus may restrict some operands of its judgement to a subclass of expression. For example, two operands of the Hoare triple are descriptions of a state of the executing machine.
Hoare logic
The purpose of Hoare's axiomatic approach to computer programming [3] is to establish partial or total correctness of computer programs. The basic judgement of Hoare logic 1 is the Hoare triple P {Q } R:
It says that if P is a description of what has happened before Q starts, then R describes what has happened when Q has finished. In conventional presentations of Hoare logic, the variables P and R are required to be predicates describing a single state of the executing computer before and after the execution of Q respectively. This is just a special case of our more general definition, because a single-state predicate may be regarded as a description of all executions which leave the computer in a state that satisfies the predicate when they terminate. Such an interpretation preserves the intuitive meaning of the triple: in a state that satisfies the description P , every behaviour of Q conforms to the description R. The more usual interpretation of a predicate in the relational model of Hoare logic is as a subset of the identity relation [13] . The primitive judgement P {Q } R of Hoare logic is then defined as P ; Q ⊆ Q ; R. This definition does not permit the unification of programs and assertions; and it has the disadvantage that it is neither monotone nor antitone in Q .
The basic laws of Hoare logic are defined by structural induction on Q . The rule (Hconj ) follows directly from lemma (ConjExchange). Floyd's original law for conjunction (Hconj) follows from it by idempotence of (∧).
Hoare logic also includes rules that operate only on the structure of assertions, such as the rule of consequence and rules for conjunction and disjunction. They too follow from the algebra:
The Hoare rules that govern concurrent composition are formulated in separation logic [14, 15] .
The first of these laws permits a modular proof of a concurrent composition. All that is necessary is to prove each component of the composition separately, with separate preconditions and postconditions; and then the precondition of the composition is the composition of the preconditions of the components, and the postcondition is formed similarly.
The second law is the frame law which lies at the foundation of separation logic. It says that every Hoare triple can be validly strengthened by concurrent composition of its precondition and postcondition with the same assertion F . It was surprising to discover that the frame law is still valid when ( ) is interpreted as interleaving. Less surprising is the fact that the same frame law also applies to sequential composition:
There is another calculus based on the same judgement P ; Q ⊆ R, where the variable chosen for the induction is the third parameter R. This variation will be treated next.
The Milner calculus
The purpose of the Milner calculus is to demonstrate an abstract implementation of a programming language, and thereby provide guidance on its practical implementations.
This style of operational semantics was introduced by Milner for CCS in [4] , and has been used to specify the operational meaning of other process calculi. It adopts the Milner transition P Q −→ R as fundamental judgement.
The judgement P Q −→ R says that one possible way of executing P is to execute Q first and then to execute R. All arguments of the triple are conventionally programs, and Q is usually confined to be a basic or primitive command, executed as a single action (in a 'small-step' version of the semantics).
The underlying algebra has revealed that the Hoare and the Milner calculi differ only in the ordering of the three parameters of their basic judgement. Hence every law of the Hoare calculus can be translated into a law of the Milner calculus, and vice-versa, using the equivalence P {Q } R ⇐⇒ R P −→ Q . The change of order reflects the fact that in a deductive semantics, the proof starts with the more refined operand, whereas actual execution starts with the less refined operand. This is because execution of the specified step may require the implementation to make a nondeterministic choice of options available in the original program.
The Milner calculus chooses the variable P for induction, and has several laws that hold as theorems. A judgement P Q −→ skip says that P can be completely executed by doing Q , since it remains to do nothing (skip). Hence the rule for executing a basic action is:
This rule appears in several works on process calculi, for example [16] . Because Milner did not admit sequential composition in CCS as a primitive operator, he used the prefixing rule that will be discussed shortly. The execution of a sequential composition begins with an execution of its first component. The rule is similar to (HseqFrame), but framing happens to the right:
When R is skip in the above law, i.e. execution of the first component is finished, then it remains to execute the second component. Simplifying skip ; P yields the rule:
CCS uses prefixing -a restricted form of sequential composition in which the first operand must be a basic action. Combining (Maction) and (Mseq 2 ) gives Milner's axiom:
A judgement P skip −→ R says that without doing real work, the program P can be validly rearranged/rewritten as R, which is then executed instead. The notation P −→ R abbreviates P skip −→ R, and is equivalent to P ⊇ R. Hence rearrangement is simply refinement -a reduction in the program's nondeterminism. Unsurprisingly, a common rearrangement is the resolution of a nondeterministic choice:
The rule for choosing the second operand follows by the commutativity of (∨).
An iteration can be rearranged or unfolded into two cases, one which does no iterations, and the other which does at least one iteration:
The concurrency law expresses the interleaving of actions from the operands. It corresponds to (Hframe):
In the case where R is skip, we can simplify skip P and get:
The rules for executing the second operand of a concurrent composition follow by the commutativity of ( ).
Concurrent processes can coordinate their actions by communicating with each other. Milner's rule for communication looks similar to (Hconc):
The action Q Q in the consequent indicates the synchronisation (i.e. concurrent or simultaneous execution) of actions Q and Q . For example, a communication action results from synchronising a send and a receive action. Milner indicated a successful communication by τ in his original work.
The Milner calculus has a counterpart of (Hseq):
This law is typically omitted from small-step calculi, since the action Q ; Q in its consequent is not guaranteed to be a basic one. However, (Mseq) can combine two rearrangements into a single one or combine a basic action with a rearrangement. Consequently, small-step Milner-style calculi have some freedom with respect to the choice of rules. For example, by combining a rearrangement with a basic action, it is simple to derive alternative rules for nondeterministic choice:
Finally, the rule (Mcons) corresponds to (Hcons): 
The omitted rule for executing the second operand of a nondeterministic choice follows from the commutativity of (∨).
Iteration is specified with two laws:
For concurrency:
There is a similar rule for executing the second operand of ( ) first, but the rules are trivial and not very interesting.
As Nielson and Nielson remark [17, p. 50], "in a natural semantics the execution of the immediate constituents [of a parallel composition] is an atomic entity so we cannot express interleaving of computations". In contrast to this, a small-step semantics like the Milner calculus can easily express interleaving.
Algebraic characterisation of the calculi
Under basic and reasonable assumptions about descriptions, programming operators and judgements, it is possible to show that every calculus is equivalent to an algebra. This characterisation of a calculus describes its internal workings in an abstract way, and can also be used to investigate the commonalities and differences between various calculi.
Suppose the descriptions form a lattice under the refinement ordering, which is obviously the case in all models which represent a program by a set of its behaviours. Moreover, assume that (∨) and (∧) are respectively the lub and glb operators. We will also assume that the operators are all monotone with respect to ⊆, which is an essential property for modularity, and that the judgements have their previously justified characterisations, i.e.
The algebra of the Hoare, Milner and Kahn calculi appear in Table 2 , which associates each rule with an equivalent algebraic property. Many of the rules are equivalent to an ordered version of the laws from before. For example, (Hskip)
is an ordered version of the law stating that skip is the right unit of (;), and (Hseq) is equivalent to an ordered version of the associativity law for (;). Note that P ; (Q ∨ R) ⊇ (P ; Q ) ∨ (P ; R) and (P ∨ Q ) ; R ⊇ (P ; R) ∨ (Q ; R) hold trivially by the monotonicity of (;) and lattice properties. So (Hchoice) is equivalent to the rightward distribution of (;) through (∨), and (Hdisj) to the leftward distribution law. Rules with an entry '-', such as (Hconj ), (Hcons) and (Hconj) follow directly from lattice and monotonicity properties. (Hconc) is equivalent to the exchange law, and (Hframe) to one of the small exchange laws. (Hseq) and (HseqFrame) together are equivalent to the associativity of (;). 2 Also called evaluation or big-step semantics. 
Exchange law (Hframe) corresponds to one of the small exchange laws, and (Mconc 2 ) with (Maction) imply P ; Q ⊆ P Q . The Milner rule for communication is, like the Hoare concurrency rule, equivalent to the exchange law. Algebraic characterisations make it relatively straightforward to determine the impact of admitting or denying an algebraic law. If one accepts that skip is the right unit of (;), for instance, then (Hskip), (Maction), (Kskip) as well as (Mseq 2 ) follow immediately. Denying P ; skip ⊆ P invalidates (Hskip) and (Maction), and denying P ; skip ⊇ P invalidates (Kskip). Rejecting a general law but admitting a restricted version of it might still be useful for specialised calculi. For example, if one denies P ; skip ⊇ P for arbitrary P , but admits that P ; skip ⊇ P whenever P describes a state, then a version of (Kskip) will hold in a specialised calculus where the second and third operands of the Kahn judgement are restricted to descriptions of states. Demanding that a description must satisfy particular algebraic properties, such as having skip as a right unit, is one way of imposing such restrictions. The algebraic characterisations also facilitate a comparison between different calculi. For example, the commonalities listed in Table 3 become apparent.
The associativity of (;), in various forms, is universal among the calculi, and thus appears to be a fundamental property.
The exchange law and its variants are widely adopted in the treatment of concurrency. Key differences between the calculi also become clear. For instance, the distribution of (;) through (∨) is absent from the operational calculi, but present in the deductive calculus of Hoare logic. None of the calculi requires or expresses the associativity of ( ). This shows that a unifying algebra can well be strictly stronger than the calculi it unifies.
Related work
The results reported in the previous sections are a contribution to a much larger endeavour, to which many researchers are making essential and complementary contributions, both published and on-going.
Our collection of algebraic laws is not intended to be complete. It omits nearly all the basic actions of programming, such as assignments, inputs, outputs, assumptions, assertions, allocations, disposals, throws. Many of these are treated in [18] . The views framework [19] , which unifies several techniques for reasoning about concurrency, suggests a way to define primitive commands algebraically, together with the primitive predicates which specify their intended effect.
Pure algebra is not allowed to express the negation of an equation. As a consequence, algebra cannot be used for disproving false conjectures, or for the detection of programming errors. The solution is to accompany the algebra with a collection of mathematical models, each of which satisfies all its laws. A false conjecture can be shown to be unprovable by finding one of these models (test case) of which the conjecture is not true. Modern mechanical model checkers are good at this, and they are beginning to be used for generating test cases that reveal dangerous programming errors [20] . Familiar models of our programming algebra are Boolean algebra, regular expressions of Kleene [21] , the relational calculus [22] , partial orders [23] . Concurrency in these models has been explored in [24] .
Several papers discuss the unification of calculi other than those of Hoare, Milner and Kahn. For example, the weakest precondition calculus of Dijkstra and the refinement calculus of Back/Morgan are treated in [25] . The unification of several operational calculi, including the small-step calculus of Plotkin, appear in [26] . Finally, the rely-guarantee calculus of Jones is presented in [27] in the context of a graphical model of the laws.
Unification in science and engineering
In the natural sciences, the quest for a unifying theory is an integral part of the scientific culture. The aim is to show that a single theory applies to a wide range of highly disparate phenomena. For example, the gravitational theory of Newton applies very accurately both to apples falling towards the earth and to planets falling towards the sun. In many cases, a more homogeneous subset of the phenomena is already covered by a more specialised scientific theory. In these cases, the specialised theories must be derived mathematically from the theory that claims to unify them. For example, Newton's theory of gravitation unifies the elegant planetary theory of Kepler, as well as the less elegant (and less accurate) Ptolemaic theories of astronomy.
The benefit of a unified theory to the progress of science is that it is supported by all the evidence that has already been accumulated for all of the previous theories separately. Furthermore, each of the previous theories then inherits all the extra support given by the total sum of evidence contributed by all the other theories. Unification is a very cost-effective way of approximating more closely the highest certainty that all of science seeks.
Practising engineers have different concerns from the scientist, including deadlines and budgets for their current projects. The engineer will therefore continue to use familiar more specialised theories that have been found from experience to be well adapted to the particular features of the current project, or the needs of the current client. Indeed, the innovative engineer will often specialise the theory even further, adapting it so closely to current needs that there will never be an opportunity for repeated use. In conclusion, the separate theories that are subsumed by a unifying theory often retain all their practical value, and they are in no way belittled or superseded by the unification.
Unification does not depend on the identity of the theorems being unified. Quite often, a specialised application does not require or support all the laws of the unifying theory. For example, Milner's CCS and other related process calculi omit the distribution law P ; (Q ∨ R) = (P ; Q ) ∨ (P ; R). Instead, they rely only on the weaker property that (;) is monotone in its second argument. This is because Milner wanted to distinguish processes which differ in the time at which their nondeterminism is resolved. In general, the omission of axioms gives more flexibility in the implementation of an algebra. In other cases, an axiom in one theory may be replaced even by an axiom in another theory that contradicts it. This is valuable too in understanding the conceptual relationships between a family of theories, because the choice of axioms formalises simply and abstractly the nature and scale of the differences between them.
The real practical value of unification lies in its contribution to the transfer of the results of scientific research into engineering practice. One of the main factors that inhibit the engineer (and the sensible manager) from adopting a scientific theory is that scientists do not yet agree what that theory should be. Fortunately, there is an agreed method of resolving a scientific dispute. An experiment is designed whose result is predicted differently by all the theories that are party to the dispute.
But sometimes, no such decisive experiment can be discovered. This may be because, in spite of differences in their presentation, the theories are in fact entirely consistent. In this case, the only way of resolving the issue is to find a theory that unifies them all. Quantum theory provides an example. Three separate mathematical presentations of quantum theory were put forward by Heisenberg, Schrödinger and Dirac. Then Dirac showed that they were all derivable from a single unified theory. This is what made possible the award of a Nobel Prize to all three of them. And quantum theory is now accepted as the nearest to a theory of everything that physics has to offer.
Finally, the education of the general scientist and engineer will surely be facilitated by reducing the number of independently developed theories to a single theory, presented in a single coherent framework and notation. That in itself is sufficient justification for conduct by academics of research into unification of theories.
Conclusion
One of the criteria of success of a unifying theory is that it is simpler than each of the theories that can be derived from it. Thus Kepler's theory of elliptical orbits for the planets was simpler than each of the many theories of planetary epicycles which it has now replaced.
In the simpler domain of computer programming, algebra seems simpler than each of the calculi in several respects. (1) Its primitive operators have only two operands instead of the triples of a programming calculus. (2) The basic algebraic properties of these operators can be postulated independently, or (by distribution laws) just a few at a time. (3) The properties (associativity, commutativity, . . . ) are familiar from many other branches of algebra. (4) The basic rule of deduction is the substitution of equals, or (using monotonicity) the substitution of one member of an ordered pair by another. (5) The calculi include at least one proof rule for each operator, often with two triples as antecedent and one as consequent. Of course, perception of simplicity is necessarily subjective, and the reader will have to make a personal judgement on the validity of these claims.
The quoted laws of concurrent programming are intended to apply to a very wide range of phenomena, primarily associated with the artificial (man-made) world of stored-program digital computers. The range includes not only the programs themselves, but also the designs that a program is developed to conform to, and the specifications that the developed system or service is intended to meet. Because they treat concurrency, the laws apply to systems running not only on single computers, but also on multi-core processors, networks, clusters and data-centres (the cloud), and to their immediate environments of use. They are independent of the application area of the program, of the programming language in which the program is expressed, of the design pattern which the program follows, and of the architecture of the computer on which the program is run.
There is only one way in which such a simple set of laws can apply so widely. It is because they ignore all the fascinatingly complex and important ways in which each aspect of an application or a language may differ from the same aspect of another; instead, we concentrate on the ways in which they are all similar. In this appendix, we capture these similarities by a generic mathematical model of how computers actually behave when they are executing a program. The model is generic, in the sense that it offers a small set of fundamental parameters, which can be set differently for each of its many applications. The model is intended to be realistic, providing an abstraction of the way that real systems and computers behave. However, no proof can be given of this; and the reader will have to exercise judgement in assessing the realism of the model.
A.1. The model
The purpose of a program is to be executed by computer, perhaps many times and in many different environments. We therefore model a program by the set of all its possible behaviours, when executed in all of its possible environments. We model a design (or a specification) also as a set, which includes all behaviours of all programs that conform to the design (or which meet the specification). This enables us to define the choice construction ( P ∨ Q ) as simply the union of the sets P and Q . The conjunction ( P ∧ Q ) is simply their intersection, and the refinement relation ( P ⊆ Q ) is simply set inclusion.
The algebraic laws which govern these operations are well-known to define a Boolean algebra, and no further proof of its laws is needed here.
Each single behaviour of a program is modelled as a set of events. These events may occur inside or in the vicinity of a computer that is executing the program according to the behaviour. In principle each event occurrence can be uniquely labelled by the exact temporal and spatial coordinates at which it occurs; but there is no mathematical need to actually do this. Let Ev be a parameter that denotes the set of all possible occurrences of events that are possible in the execution of any of the programs of interest. Ev is a parameter of our class of models, and may be selected differently for different programming languages or programming design patterns. It will usually be an infinite set, but the validity of the laws does not depend on this. We can now already model the program skip as the set {∅}, which contains the empty set of occurrences as its only behaviour. The reader is invited to accept this as a realistic definition of a program whose only behaviour is to do nothing.
We can also give a very general model of what it means to compose two program behaviours, p and q. The behaviour of the composite program is just p ∪ q : every event of the composite behaviour is an event that occurs either as an event in p or as an event in q. There are no other events. This enables us to define the unconstrained composition P ⊗ Q . Every one of its traces is the composition of one of the traces of P with one of the traces of Q :
It follows that (⊗) is associative and commutative, with skip as its unit. It also distributes through (∨). Since (⊗) exchanges with itself, it provides a trivial model of the laws.
We will introduce another parameter named Seq into our generic model. It is a relation between behaviours. The statement p Seis intended to mean that the execution of p may be completed before the start of execution of q. This intention is expressed directly in our definition of sequential composition:
In order to prove the associative and unit laws for sequential composition, it is necessary to constrain Seq to be a relation which distributes through the union of behaviours, in the sense that:
From these constraints, we can prove that (;) is associative and has unit skip. It also satisfies the exchange law with (⊗).
So unconstrained composition could be used to implement concurrent composition, and we consider a generalisation of it next.
A simple and generic definition can be given for concurrent composition. Let Par be another parameter to our model, where p Par q means that p and q may be successfully completed when executed concurrently. In order to satisfy associative and unit laws, Par must satisfy the same constraints as those placed on Seq. In addition it must be symmetric (equal to its own converse). And finally, it must contain Seq. (The weakest relation satisfying all these constraints is the universal relation, which would identify the ( ) of the next definition with (⊗).) We define concurrent composition in terms of Par:
It follows that ( ) is associative, commutative and has skip as its unit. Moreover, ( ) satisfies the law of exchange with sequential composition.
By defining the Kleene star in the usual way, it is straightforward to prove the laws about iteration. We refer the reader to [11] for details.
A.2. The dependency model
As an example of the generic model described above, we will define the relations Seq and Par in terms of a single parameter, a dependency relation Dep between events. The relation e Dep f is intended to mean that the event f cannot begin until the event e has finished. We do not need to place any constraints upon the Dep relation, because the necessary constraints on Seq and Par can be derived from their definitions given below.
Let Rel −1 and Rel stand respectively for the converse and complement of relation Rel. Let Dep * stand for the reflexive transitive closure of Dep. Let p and q be behaviours, and let p × q stand for the Cartesian product of p and q. We want to define Seq in a way such that p Seholds exactly when p may be executed to completion before q starts. This would be impossible if any event in p depends either directly or indirectly on some event in q. In the case of such a backward dependency, p Sewill be false.
An equivalent but more verbose characterisation of p Semakes it clear that no event of behaviour p may depend on an event of q:
Note that Cartesian product distributes through (arbitrary) union, so it is easy to prove that the definition of Seq satisfies the constraints described before. This is probably the weakest reasonable definition of sequential composition. It is quite a realistic description of the sequential composition that is actually implemented on today's computers: they allow q to start before p finishes, but only for as long as q performs actions which are entirely independent of all remaining actions of p. The weakness of the definition of sequential composition is systematically exploited in the interests of efficiency: an optimising algorithm exploits it at compile time, and a hardware instruction pipeline exploits it at run time.
The relation Par is defined analogously: p Se⇔ (∀m ∈ p : ∀n ∈ q : m < n) p Par q ⇔ (∀m ∈ p : ∀n ∈ q : m = n)
For simplicity, the following examples are programs consisting only of a single behaviour (or no behaviour at all). Because the composition operators on sets distribute through union, there is no need for larger examples. The event (n, c) stands for an occurrence of the symbol c. The serial number n is intended to indicate where (or when) the symbol occurs within a behaviour: it occurs after every symbol with a lower serial number than n, and before every symbol with a higher number. Within a single behaviour there are often gaps in the serial numbering: they leave space to be filled by further interleaving. The relations Dep * , Seq and Par operate on the serial numbers in the same way as the previous example. The attachment of symbols is the only difference.
(a) {{(1, c), (7, c) , (19, (7, c) , (19, d) , (21, a) , (30, d) , (32, c)}} (b) {{(1, c), (7, c) , (19, d) }} ; {{ (19, e) , (30, d) , (32, c)}} = ∅ = {{(1, c), (7, c) , (19, (7, c) , (19, (7, c) , (19, d )}} {{(3, c), (10, e) , (32, c)}} = {{(1, c), (3, c) , (7, c) , (10, e) , (19, d) , (32, c 
)}}
To construct a model of regular expressions, confine attention to finite traces in which no two events have the same serial number. Now the traces are obviously homomorphic to totally ordered strings, and the sets of traces are homomorphic to a regular language. For c ∈ Σ , define 'c' as {{(n, c)} | n ∈ N}. Each behaviour of 'c' contains just one occurrence of c, somewhere in the eventual string. Our (∨) is the union of languages, and our (;) is the composition of languages, and our ( ) is element-wise interleaving. These are just the operations of the Kleene algebra of regular expressions, which is one of the simplest and most familiar examples of a model which satisfies the laws of programming.
