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1. Introduction
Let Ω be a bounded domain in R2. The Moser–Trudinger inequality says that the functional
J (u) := 1
2
∫
Ω
|∇u|2 − 8π log
∫
Ω
eu (1)
is bounded below for any u ∈ W 1,20 (Ω). The corresponding Euler–Lagrange equation for J (u) is the
so-called Liouville equation
−u = λ e
u∫
Ω
eu
(2)
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Eq. (2) have been intensively studied by many mathematicians, for there are many applications in
geometric and physical problems, for example, in the problem of prescribing Gaussian curvature [9,12,
8], in the theory of the mean ﬁeld equation [16,17,10,11,19,32] and in the Chern–Simons theory [38,
41,18,39,34]. See also survey articles [30] and [42].
In the celebrated paper by Brezis and Merle [6], they initiated the study of the blow-up analysis
for the Liouville equation
−u = V (x)eu (3)
with V (x) ∈ Lp(Ω) and eu ∈ Lp′ for 1 < p ∞ and p′ = pp−1 . They ﬁrst showed that any solution
of (3) belongs to L∞ , and further they analyzed the convergence of a sequence of solutions of (3) and
obtained a compactness-concentration type result. Their results initiate many works on the asymptotic
behavior of blow-up solutions and also the existence of solutions of Liouville equation (2).
The aim of the present paper is to generalize the blow-up analysis for Eq. (2) to a Liouville type
equation with Finsler–Laplacian (or anisotropic Laplacian). In other words, we consider the following
quasilinear equations,
−Q u = V (x)eu, (4)
and
−Q u = λ e
u∫
Ω
eu
. (5)
The operator Q is the so-called Finsler–Laplacian, which is deﬁned as follows. If we consider a domain
in Rn , the operator Q u is deﬁned by
Q u :=
n∑
i=1
∂
∂xi
(
F (∇u)Fξi (∇u)
)
,
where F ∈ C2(Rn \ {0}) is a convex and homogeneous function and Fξi = ∂ F∂ξi . In the isotropic case,
i.e., F (ξ) = |ξ |, Q is nothing but the ordinary Laplacian. This operator is closely related to a smooth,
convex hypersurface in Rn , which is called the Wulff shape (or equilibrium crystal shape) of F . The study
of the Wulff shape was initiated in Wulff’s work [46] on crystal shapes and minimization of a surface
energy
∫
∂Ω
F (ν)dσ among regular domains Ω . Here, ν is the outer normal vector ﬁeld of ∂Ω . The
Wulff shape WF is the unique minimum (up to translations) of the surface energy (see e.g. [6,23,43]).
For exact assumptions on F and the deﬁnition of Wulff shape, see Section 2. This operator Q was
studied by many mathematicians [1–3,5,21,44,45]. We call Eqs. (4) and (5) Finsler–Liouville equations.
As in the isotropic case, Eq. (4) has a corresponding functional
Jλ(u) = 1
2
∫
Ω
F (∇u)2 − λ log
∫
Ω
eu,
for u ∈ W 1,20 (Ω). By using a convex symmetrization approach proposed in [2] and an argument of
Moser [33], we ﬁrst prove a Moser–Trudinger type inequality, Theorem 3.1. As a direct consequence,
we have that Jλ(u) is bounded below if and only if λ  8κ . Here κ is the area of a Wulff ball of
radius 1 (see Section 2). In the isotropic case, κ = π .
To study the asymptotic behavior of convergence and the existence of solutions, we ﬁrst prove the
following Brezis–Merle type compactness-concentration result.
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−Q un = Vn(x)eun in Ω, (6)
with
Vn  0, ‖Vn‖Lp  C1 for some 1< p ∞,∥∥eun∥∥Lp′  C2.
Deﬁne the blow-up set as follows:
S = {x ∈ Ω: ∃xn ∈ Ω such that xn → x and un(xn) → +∞}.
Then, one of the following possibilities happens (after taking subsequences):
(i) un is bounded in L∞loc(Ω);
(ii) un → −∞ uniformly on any compact subsets of Ω;
(iii) S = {p1, . . . , pm} is a ﬁnite, nonempty set, and un → −∞ uniformly on any compact subset of Ω \ S. In
addition, Vneun ⇀ Σmi=1αiδpi in the sense of measures on Ω with αi 
4κ
p′ for any i.
In order to prove Theorem 1.1, we ﬁrst need a Brezis–Merle type inequality. We ﬁrst show that
there exists a Green function for the operator Q , this in fact gives an aﬃrmative answer to a question
asked in [21]. However due to the nonlinearity of Q , we have no Green representation formula. Owing
to this, we cannot use the argument given in [6]. Here we use a level set method in [35], together with
the convex symmetrization in [2], to prove the Brezis–Merle type inequality, Theorem 5.1. Theorem 1.1
follows from Theorem 5.1.
From Theorem 1.1 it is natural to ask if αi is multiple of 8κ . We give an aﬃrmative answer, under
an extra boundary condition.
Theorem 1.2. Let Ω be a bounded domain in R2 and (un) be a sequence of weak solutions of (6) with∫
Ω
eun  C .
(Vn) is a sequence of Lipschitz continuous functions satisfying
Vn  0, Vn → V uniformly in C0(Ω), ‖∇Vn‖L∞(Ω)  C . (7)
In addition, we assume that
max
∂Ω
un −min
∂Ω
un  C . (8)
Then if blow-up happens only at one point ((iii) in Theorem 1.1), the blow-up value α = 8κ .
This is a generalization of the result of Li [28] in the isotropic case. See also [29]. The approach
in [28] is based on a Harnack type inequality, which relies strongly on the method of moving plane.
However, we have no idea here how to derive a method of moving plane for the anisotropic case.
Fortunately, we can get this result by only analyzing the Pohozaev identity. The expansion of the
G. Wang, C. Xia / J. Differential Equations 252 (2012) 1668–1700 1671Green function, which will be proved in Section 4, is also crucial for the proof. This approach was
proposed by Bartolucci and Tarantello in [4], where they worked on singular Liouville equations.
The second main goal of this paper is to prove existence results for (5) with vanishing Dirichlet
boundary value. By using the direct method in calculus of variations, it can be seen easily from the
Moser–Trudinger inequality (Corollary 3.1) that for λ < 8κ , (5) with vanishing Dirichlet boundary
value admits a solution. For general λ we need the following compactness result.
Theorem 1.3. Let Ω be a bounded domain in R2 and (un) be a sequence of solutions to⎧⎨⎩−Q u = λ
V eu∫
Ω
V eu dx
in Ω,
u = 0 in ∂Ω,
(9)
with
min
Ω
V > 0, max
Ω
V + ‖∇V ‖L∞(Ω) < ∞.
Then for any compact interval Λ ⊂ (8κ(m − 1),8κm) and λ ∈ Λ, m ∈ N, there exists a constant C > 0 such
that
u(x) C for x ∈ Ω.
Theorem 1.3 is a direct consequence of the following
Theorem 1.4. Let Ω be a bounded domain in R2 and (un) be a sequence of solutions to⎧⎨⎩−Q un = λn
Vneun∫
Ω
Vneun dx
in Ω,
un = 0 in ∂Ω,
(10)
with
lim
n→∞minΩ Vn > 0, limn→∞
(
max
Ω
Vn + ‖∇Vn‖L∞(Ω)
)
< ∞.
Suppose, in addition, that
0< λn  C, max
Ω
un → +∞.
Then there exists a ﬁnite set S = {p1, . . . , pm} ⊂ Ω such that
un(x) →
m∑
i=1
8κG(x, pi) in C
1,β(Ω \ S),
λn
Vneun∫
Ω
Vneun dx
→
m∑
8κδpi
i=1
1672 G. Wang, C. Xia / J. Differential Equations 252 (2012) 1668–1700in the sense of measures in Ω , for some 0 < β < 1. Here G(x, pi) and δpi are the Green function of Q and the
Dirac function with singularity pi respectively. In particular, we have for some m ∈N,
λn → 8κm.
Like Theorem 1.1, Theorem 1.4 is also proved through blow-up analysis. We ﬁrst show that the
set of blow-up points is ﬁnite. Then by using Pohozaev identity, we are able to exclude the boundary
blow-up. Finally, by applying Theorem 1.1 and Theorem 1.2, we obtain the result.
With the help of Theorem 1.3, we can follow [17] step by step to prove the following existence
result.
Theorem 1.5. Let Ω be a smooth bounded domain whose complement contains at least one bounded region
and V be as in Theorem 1.3. Then (9) admits a solution for all λ ∈ (8κ,16κ).
A general existence result might be obtained by using an argument of Djadli and Malchiodi [20].
We leave this problem to the interested reader.
This paper is organized as follows. In Section 2 we give preliminaries on the Finsler–Laplacian. In
Section 3 we prove the Moser–Trudinger type inequality by using the original argument by Moser.
In Section 4 we prove the existence and uniqueness of Green function for the Finsler–Laplacian by
analyzing the singular behavior of −Q u = 0, which will be an important tool for later use. In Section 5
we prove ﬁrst a Brezis–Merle type inequality and then Theorem 1.1 and Theorem 1.2. In Section 6 we
prove Theorem 1.4. Finally, in Section 7, we give a sketch of the proof of Theorem 1.5.
2. Preliminaries
In this section we give exact assumptions on the functions F involved in the previous section, and
also concepts and properties associated with F which will be used later.
Let F : Rn → [0,+∞) be a convex function of class C2(Rn\{0}), which is even and positively
homogeneous of degree 1, i.e.
F (tξ) = |t|F (ξ)
for any t ∈R, ξ ∈Rn. We assume further that
F (ξ) > 0 for any ξ = 0,
and Hess(F 2) is positive deﬁnite in Rn\{0}. A typical example is F (ξ) = (∑ni=1 |ξi |q)1/q for q ∈ (1,∞).
For such a function F , there exist two constants 0< a b < ∞ such that
a|ξ | F (ξ) b|ξ | for any ξ ∈Rn. (11)
Consider the map
Φ : Sn−1 →Rn, Φ(ξ) = Fξ (ξ).
Its image Φ(Sn−1) is a smooth, convex hypersurface in Rn , which is called the Wulff shape (or equi-
librium crystal shape) of F .
Let F 0 be the support function of K := {x ∈Rn: F (x) < 1}, which is deﬁned by
F 0(x) := sup
ξ∈K
〈x, ξ〉.
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Actually F 0 is dual to F (see for instance [2]) in the sense that
F 0(x) = sup
ξ =0
〈x, ξ〉
F (ξ)
and F (x) = sup
ξ =0
〈x, ξ〉
F 0(ξ)
.
One can see easily that Φ(Sn−1) = {x ∈ Rn | F 0(x) = 1} (see for instance [44, Proposition 2.1]). We
denote WF := {x ∈ Rn | F 0(x) 1} and by κn := |WF |, the Lebesgue measure of WF . We also use the
notation Wr(x0) := {x ∈Rn | F 0(x− x0) r}. We call Wr(x0) a Wulff ball of radius r with center at x0.
For later use, we give some simple properties of the function F , which follow directly from the
assumption on F .
Lemma 2.1.We have
(i) |F (x) − F (y)| F (x+ y) F (x) + F (y);
(ii) |∇ F (x)| C for any x = 0;
(iii) 〈x,∇ F (x)〉 = F (x), 〈x,∇ F 0(x)〉 = F 0(x) for any x = 0.
Next we give the deﬁnition of the anisotropic perimeter of a set with respect to F , a co-area
formula and an isoperimetric inequality.
For a domain Ω ⊂Rn , a subset E ⊂ Ω and a function of bounded variation u ∈ BV(Ω), let∫
Ω
|∇u|F = sup
{∫
Ω
u divσ dx: σ ∈ C10
(
Ω;Rn), F 0(σ ) 1}
be the anisotropic bounded variation of u with respect to F and
P F (E) :=
∫
Ω
|∇χE |F
anisotropic perimeter of E with respect to F . Here χE is the characteristic function of the set E . It is
well known (see [23]) that the co-area formula
∫
Ω
|∇u|F =
∞∫
0
P F
(|u| > t)dt (12)
and the isoperimetric inequality
P F (E) nκ1/nn |E|1−1/n (13)
hold. Moreover, equality in (13) holds if and only if E is a Wulff ball, i.e. E is homothetic to WF .
When F (ξ) = |ξ |, the standard norm in Rn , (13) reduces to the classical isoperimetric inequality. For
the proof of (12) and (13), we refer to [2,7,6,22,23].
We now recall the convex symmetrization which generalizes the Schwarz symmetrization. It was
ﬁrst deﬁned in [2] and will be an essential tool for this paper.
Let us consider a measurable function u on Ω ⊂ Rn . The one-dimensional decreasing rearrange-
ment of u is
u∗(t) = sup{s 0: ∣∣{x ∈ Ω: ∣∣u(x)∣∣> s}∣∣> t}, for t ∈R.
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u(x) = u∗(κn F 0(x)n), for x ∈ Ω.
Here κn F 0(x)n is just the Lebesgue measure of a homothetic Wulff ball with radius F 0(x) and Ω is
the homothetic Wulff ball centered at the origin having the same measure as Ω .
In [2], the authors proved a Pólya–Szegö principle and a comparison result for solutions of the
Dirichlet problem for elliptic equations for the convex symmetrization, which generalizes the classical
results for Schwarz symmetrization due to Talenti [40].
Theorem 2.1. (See [2].) Let u ∈ W 1,p0 (Ω) for p  1. Then u ∈ W 1,p0 (Ω) and∫
Ω
F p(Du)dx
∫
Ω
F p
(
Du
)
dx. (14)
Theorem 2.2. (See [2].) Let u, v ∈ W 1,20 (Ω) be weak solutions of the following problems{−div(a(x,u, Du))= f (x) in Ω,
u = 0 on ∂Ω, (15){−Q v = f (x) in Ω,
v = 0 on ∂Ω, (16)
respectively, where f ∈ L 2nn+2 (Ω) if n  3, f ∈ Lp(Ω), p > 1 if n = 2, and a(x, η, ξ) is vector-valued
Carathéodory function satisfying
〈
a(x, η, ξ), ξ
〉
 F 2(ξ) a.e. x ∈ Ω, η ∈R, ξ ∈Rn.
Then we have
u  v in Ω.
Remark that since f  is symmetric with respect to F , i.e., f (x) = f (y) if F 0(x) = F 0(y), it is easy
to show that v is also symmetric with respect to F .
3. Moser–Trudinger type inequality
Theorem 3.1. Let Ω be a bounded domain in Rn, n 2. Let u ∈ W 1,n0 (Ω) and
∫
Ω
F (∇u)n dx 1. Then there
exists a constant C(n), such that
∫
Ω
exp
[
λu
n
n−1
]
dx C(n)|Ω|, (17)
where λ  λn = n nn−1 κ
1
n−1
n . λn is optimal in the sense that if λ > λn we can ﬁnd a sequence (uk) such that∫
Ω
exp[λu
n
n−1
k ]dx diverges.
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dimensional case. Set F 0(x) = r(t) = Re− tn , w(t) = nκ
1
n
n u
(x). Here R > 0 is the constant such that
|Ω| = κnRn . It is easy to verify that
∫
Ω
F
(∇u)n dx = ∞∫
0
w ′(t)n dt,
∫
Ω
exp
[
λu(x)p
]
dx =
∞∫
0
exp
[
βw(t)
n
n−1 − t]dt,
where β = λ
λn
. In view of (14), it suﬃces to prove:
If w(t) is a C1 function on 0 t ∞ satisfying
w(0) = 0, w ′(t) 0,
∞∫
0
w ′(t)n dt  1,
then
∞∫
0
exp
[
βw(t)
n
n−1 − t]dt  C, provided β  1.
For β > 1, the integral
∫∞
0 exp[βw(t)
n
n−1 − t]dt can be made arbitrarily large. This was proved
in [33]. 
A direct consequence of Theorem 3.1 is a slightly weaker, but more applicable form in two dimen-
sions.
Corollary 3.1. Let Ω be a bounded domain in R2 and u ∈ W 1,20 (Ω). Deﬁne the anisotropic Moser–Trudinger
functional Jλ : W 1,20 (Ω) →R by
Jλ(u) = 1
2
∫
Ω
F (∇u)2 − λ log
∫
Ω
eu .
Then Jλ has a lower bound if and only if λ 8κ .
Proof. The “if” part follows directly from Theorem 3.1. For λ > 8κ , assume that Ω contains a Wulff
ball W for some small  > 0. We construct the following functions in W 1,20 (Ω),
ua(x) =
{
−2 log 1+κa2
1+κaF 0(x)2 in W,
0 in Ω \ W .
A direct computation gives
1676 G. Wang, C. Xia / J. Differential Equations 252 (2012) 1668–17001
2
∫
Ω
F (∇ua)2 = 8κ loga + O (1),
log
∫
Ω
eua = loga + O (1).
Hence
lim
a→∞ Jλ(ua) = lima→∞(8κ − λ) loga = −∞,
which means that Jλ has no lower bound when λ > 8κ . 
4. Green function for Finsler–Laplacian
In this section we will use the method in [27] to prove the existence and the uniqueness of Green
function for the operator Q . From now on we focus ourselves on two-dimensional problems.
We assume that Ω is an open set in R2, containing 0, Ω∗ = Ω \ {0}. We deﬁne the fundamental
solution Γ (x) for the operator Q as follows:
Γ (x) = − 1
2κ
log
(
F 0(x)
)
.
It was proved in [21] that
−Q Γ = δ0,
where δ0 denotes the Dirac measure at the origin. This inspires us to ﬁnd the Green function for Q .
By a result of Serrin (see [37]), if u satisﬁes −Q u = 0 and is bounded below in Ω∗ , then either the
singularity at 0 is removable, or u/Γ is bounded in some neighborhood of 0. (In fact, Serrin proved
that u/ log |x| is bounded in some neighborhood of 0. However, in view of (11), it is equivalent to say
u/Γ is bounded in some neighborhood of 0 for our Γ .)
Our purpose here is to describe the behavior of u near the origin when it is not removable. We
shall write Γ (r) = Γ (x) whenever F 0(x) = r.
Theorem 4.1. Assume u satisﬁes
−Q u = 0 (18)
in Ω∗ such that u(x)/Γ (x) remains bounded in some neighborhood of 0. Then there exists a real number γ
and g ∈ C0(Ω) such that
u = γ Γ + g. (19)
Moreover, when γ = 0, the following relation holds
lim
x→0 F
0(x)∇g(x) = 0 (20)
and u satisﬁes
−Q u = γ δ0 (21)
in the sense of measures in Ω .
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ness, we carry it out here.
Without loss of generality, we may assume W1 ⊂ Ω . Due to translating invariance of the equation,
we may assume max∂W 1
2
u = 0. Let
γ = limsup
x→0
u(x)/Γ (x), γ˜ (r) = max
rF 0(x) 12
u(x)/Γ (x).
We consider the case γ > 0 (otherwise we use lim infx→0 u(x)/Γ (x) instead). From the strong com-
parison principle (see [15, Theorem 1.4]), γ˜ (r) is nonincreasing, and there exists xr with F 0(xr) = r
such that
γ˜ (r) =max
∂Wr
u(x)/Γ (x) = u(xr)/Γ (xr).
It is also clear that γ˜ ( 12 ) = 0 and limr→0 γ˜ (r) = γ . We introduce for 0 < r  12 a function inW1/(2r) \ {0}
vr(x) = u(rx)/Γ (r).
It is clear that vr satisﬁes (18) in W1/(2r) \ {0}. The boundedness of u/Γ in a neighborhood of 0 gives
∣∣vr(x)∣∣ C(1+ |log F 0(x)|
log(1/r)
)
(22)
for x ∈ W1/(2r) \ {0}. Moreover, from the scale invariance of (18) and C1,α estimates for quasilinear
equations, we have the following a priori estimates: for any R > 0 and 0< |x| < |y| < R ,
∣∣∇vr(x)∣∣ C |x|−1|vr |L∞(B2R\B |x|/2),
|∇vr(x) − ∇vr(y)|
|x− y|α  C |x|
−1−α |vr |L∞(B2R\B |x|/2).
Hence for any compact set K R2 \ {0} and some CK independent of r, we have
‖vr‖C1,α (K ) CK .
By Ascoli–Arzela’s theorem, we can ﬁnd a sequence r j → 0 such that vr j → v in C1loc(R2 \ {0}), where
v ∈ C1(R2 \ {0}) also satisﬁes (18). In view of (22), v is bounded. From Serrin’s result (see [37]),
0 is a removable singularity and v can be extended to v˜ ∈ C1(R2). Consequently, from Liouville type
theorem (see [25]), v must be a constant. For the sequence ξ j = xr j/r j , F 0(ξ j) = 1, we know from the
deﬁnition of γ that
vr j (ξ j) → γ .
This means the constant function v = γ . Therefore,
lim vr(x) = γ and hence lim u(x)/Γ (x) = γ .
r→0 x→0
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V+ (x) = (γ + )Γ (x) − (γ + )Γ
(
1
2
)
+ max
∂W 1
2
u,
V− (x) = (γ − )Γ (x) − (γ − )Γ
(
1
2
)
+ min
∂W 1
2
u.
They both satisfy (18) in W1/2 \ {0} and from the comparison principle we obtain V−  u  V+ ,
which implies the boundedness of u − γΓ when  → 0.
Next we prove the continuity of u − γΓ at 0 and (20). We look at the points where the bounded
function u − γΓ achieves its supremum in W1/2. Set λ = supW1/2(u − γΓ ).
Case (i). λ achieves at some point in W1/2 \ {0}. It follows from comparison principle that u − γΓ is
a constant, hence we are done.
Case (ii). λ achieves at 0. Deﬁne
λ(r) = max
rF 0(x)1/2
(u − γ Γ ) =max
∂Wr
(u − γ Γ ).
Then λ(r) ↑ λ as r ↓ 0, and there exists xr with |xr | = r such that λ(r) = u(xr)−γΓ (xr). We introduce
for 0< r  12 the function
wr(x) = u(rx) − γ Γ (r)
in W1/(2r) \ {0}. The function wr satisﬁes (18). We also have |wr −γΓ | C0 for C0 = supW1/2\{0} |u−
γΓ |. This implies that wr is bounded on any compact subset of W1/(2r) \ {0}. Similarly as vr , we have
for any compact set K R2 \ {0} and some CK independent of r,
‖wr‖C1,α (K ) CK .
Consequently, there exists a sequence r j → 0 such that wr j → w in C1loc(R2 \ {0}), where w ∈ C1(R2 \
{0}) also satisﬁes (18). For the sequence ξ j = xr j/r j, F 0(ξ j) = 1, which may be assumed to converge
to ξ0 ∈ ∂W1, we have
wr j (ξ j) − γ Γ (ξ j) = u(xr j ) − γ Γ (xr j ) → λ.
Hence
w(x) γ Γ (x) + λ and w(ξ0)= γ Γ (ξ0)+ λ.
By comparison principle, w(x) = γΓ (x) + λ and hence wr → γΓ + λ in C1loc(R2 \ {0}). This implies
lim
x→0(u − γ Γ ) = λ, limx→0 F
0(x)∇u(x) = γ∇Γ
(
x
F 0(x)
)
. (23)
The above equalities lead to the continuity of u − γΓ and (20).
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|w − γΓ |  C0. We now look at the points where w − γΓ achieves its supremum in R2. Set
λ˜ = supR2 (u − γΓ ).
If λ˜ is achieved at some point in R2 \ {0}, then w − γΓ equals to some constant by strong max-
imum principle, which implies u(rx) − γΓ (rx) → λ˜ in C1loc(R2 \ {0}) as r → 0. For any ﬁxed  > 0,
there exists n0 such that for n n0 and x ∈ ∂W1, we have
γ Γ (rnx) + λ˜ −   u(rnx) γ Γ (rn0x) + λ˜ + .
Applying maximum principle in Wrn0 \ Wrn we obtain
γ Γ (x) + λ˜ −   u(rnx) γ Γ (x) + λ˜ + ,
which leads to (23) with λ replaced by λ˜.
If λ˜ is achieved at 0, we simply argue as in Case (ii) with w instead of u to deduce
lim
x→0(w − γ Γ ) = λ˜ and hence limx→0 limrn→0
(
u(rnx) − γ Γ (rnx)
)= λ˜. (24)
If λ˜ is achieved at ∞, the same idea as in Case (ii) can be applied when we deﬁne λ(R) =
max1/2F 0(x)R(w − γΓ ) = max∂WR (w − γΓ ) and let R tend to ∞. We obtain
lim
x→∞(w − γ Γ ) = λ˜, limx→∞ limrn→0
(
u(rnx) − γ Γ (rnx)
)= λ˜. (25)
As long as we have (24) or (25), we can use maximum principle again to conclude (23) as before.
Now it remains to prove (21). In view of (18), it is suﬃcient to show that
lim
→0−
∫
∂W
F (∇u)〈Fξ (∇u), ν〉φ = γ φ(0)
for any φ ∈ C10(Ω). Here ν = ∇ F
0
|∇ F 0| is the unit outward normal. Using (19), (20) and Lemma 2.1, we
have on ∂W ,
F (∇u) = F (γ∇Γ + ∇g) = F
(
− γ
2κ
∇ F 0
F 0
+ o
(
1
F 0
))
= γ
2κ
+ o
(
1

)
,
〈
Fξ (∇u), ν
〉= 〈Fξ (∇u), ∇ F 0|∇ F 0|
〉
=
〈
Fξ (∇u),
(
−2κ
γ
F 0
)∇u − o( 1
F 0
)
|∇ F 0|
〉
= −2κ
γ
(
F (∇u)
|∇ F 0| −
o( 1 )
|∇ F 0|
)
= −(1+ o(1)) 1|∇ F 0| ,
Therefore
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∂W
F (∇u)〈Fξ (∇u), ν〉φ = − ∫
∂W
(
γ
2κ
+ o
(
1

))(
1+ o(1)) 1|∇ F 0|φ
= −
∫
∂W1
(
γ
2κ
+ o(1)
)
1
|∇ F 0|(x)φ(x)dx.
Letting  → 0, we have
lim
→0−
∫
∂W
F (∇u)〈Fξ (∇u), ν〉φ = γ
2κ
φ(0)
∫
∂W1
1
|∇ F 0|(x) dx = γ φ(0).
Here we used
∫
∂W1
1
|∇ F 0|(x) dx = 2κ by integration by parts. We complete the proof of Theo-
rem 4.1. 
As a consequence of Theorem 4.1, the singular Dirichlet problem can be uniquely solved.
Theorem 4.2. There exists a unique function G(·,0) ∈ C1,α(Ω∗) with |∇G| ∈ L1(Ω) and G/Γ ∈ L∞(Ω),
satisfying {−Q G(·,0) = δ0 in Ω,
G(·,0) = 0 on ∂Ω. (26)
Moreover, G = Γ + g with g ∈ C0(Ω) satisfying (20).
Proof. First, we prove the uniqueness. Suppose ui , i = 1,2, are two solutions of (26). By virtue of (19)
and (20), we know
u1 − u2 ∈ L∞(Ω), lim
x→0 F
0(x)∇(u1 − u2) = 0. (27)
By integration by parts, we have for r small,∫
Ω\Wr
(
F (∇u1)Fξ (∇u1) − F (∇u2)Fξ (∇u2)
)∇(u1 − u2)
= −
∫
∂Wr
〈
F (∇u1)Fξ (∇u1) − F (∇u2)Fξ (∇u2), ν
〉
(u1 − u2).
Using (27), we deduce that the RHS tends to 0 as r → 0. On the other hand, it follows from Lemma 5.1
below that the LHS is larger than C
∫
Ω\Wr F
2(∇u1 − ∇u2)dx. Hence ∇(u1 − u2) = 0. Combining with
the boundary condition, we conclude u1 = u2.
For the existence, we consider the solutions u to the following problem:⎧⎨⎩
−Q u = 0 in Ω \ W,
u = Γ () on ∂W,
u = 0 on ∂Ω.
By a weak comparison principle, we obtain |u − Γ |  C1, where C1 = sup∂Ω Γ. Using the C1,α
estimates and Ascoli–Arzela’s theorem, we can extract a subsequence un , which converges to a
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from Theorem 4.1, we conclude that u satisﬁes (26). 
Remark 4.1. In the same spirit, we can prove a similar result for p-Finsler–Laplacian in arbitrary
dimension. Precisely, we have the following result.
For Ω ⊂Rn containing 0, Ω∗ = Ω \ {0} and 1< p  n, deﬁne
Q pu :=
n∑
i=1
∂
∂xi
(
F p−1(∇u)Fξi (∇u)
)
,
Γ (x) =
{
C(p,n)(F 0(x))(p−n)/(p−1) for 1< p < n,
−C(n) log F 0(x) for p = n,
where C(p,n) = p−1n−p (nκn)−1/(p−1) and C(n) = (nκn)−1/(n−1) .
Then there exists a unique function G(·,0) ∈ C1,α(Ω∗) with |∇G| ∈ Lp−1(Ω) and G/Γ ∈ L∞(Ω),
satisfying {−Q pG(·,0) = δ0 in Ω,
G(·,0) = 0 on ∂Ω.
Moreover, G = Γ + g with g ∈ C0(Ω) satisfying (20).
5. Brezis–Merle type concentration-compactness phenomena
In this section we ﬁrst use a level set method as in [35] to generalize a Brezis–Merle inequality
for the anisotropic operator Q . For simplicity, we write κ instead of κ2.
Theorem 5.1. Assume Ω ⊂R2 is a bounded domain and let u be a weak solution of{−Q u = f (x) in Ω,
u = 0 on ∂Ω, (28)
where f ∈ L1(Ω). Then for every δ ∈ (0,4κ) we have∫
Ω
exp
[
(4κ − δ)
‖ f ‖L1
∣∣u(x)∣∣]dx 4κ
δ
|Ω|, (29)
where |Ω| denotes the volume of Ω .
Proof. Consider the unique solution v of the symmetrized Dirichlet problem (16). It follows from
Theorem 2.2 that
u  v in Ω.
It is clear that v(x) = v(F 0(x)) is symmetric with respect to F , and satisﬁes the following ODE:⎧⎨⎩
1
r
(−rv ′(r))′ = f (x),
v(R) = 0, v ′(0) = 0,
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−v ′(r) = 1
r
r∫
0
t f ∗
(
κt2
)
dt  1
2κr
∥∥ f ∥∥L1(Ω) = 12κr ‖ f ‖L1(Ω),
where we used that
∫
Ω
f (x)dx =
R∫
0
2κt f ∗
(
κt2
)
dt,
which follows from the co-area formula with respect to F 0. It then follows that
v(r) = −
R∫
r
v ′(t)dt 
R∫
r
1
2κt
‖ f ‖L1(Ω) dt =
‖ f ‖L1
2κ
log
R
r
.
Hence we have∫
Ω
exp
[
2κ(2− )|u(x)|
‖ f ‖L1
]
dx =
∫
Ω
exp
[
2κ(2− )u(x)
‖ f ‖L1
]
dx

∫
Ω
exp
[
2κ(2− )v
‖ f ‖L1
]
dx

R∫
0
2κr exp
[
(2− ) log R
r
]
dr = 2κ

R2 = 2

|Ω|.
Let δ = 2κ , then we obtain (29). 
Corollary 5.1. Let u be a solution of (28) with f ∈ L1(Ω). Then for every constant k > 0, we have exp(k|u|) ∈
L1(Ω).
Proof. For any  > 0, we split f as f = f1 + f2 with ‖ f1‖L1(Ω) <  and f2 ∈ L∞(Ω). Let u1 be the
solution of {−Q u1 = f (x) in Ω,
u1 = 0 on ∂Ω.
We know from Theorem 5.1 that
∫
Ω
exp[ |u1|‖ f1‖L1 ] < ∞ and thus
∫
Ω
exp[k|u1|] < ∞ with k < 1/ . On
the other hand, by the mean value theorem,
f2 = −(Q u − Q u1) = −Q˜ (u − u1),
where
Q˜ (u − u1) = ∂
∂x
(
1
2
F 2ξiξ j
(
t∇u + (1− t)∇u1
) ∂
∂x
(u − u1)
)
.i j
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u1‖L∞  C‖ f2‖L∞ . The conclusion easily follows. 
Corollary 5.2. Let u be a weak solution of
{−Q u = V (x)eu in Ω,
u = 0 on ∂Ω, (30)
with V ∈ Lp(Ω) and eu ∈ Lp′(Ω) for some 1< p ∞, p′ = pp−1 . Then u ∈ L∞(Ω).
Proof. The conclusion follows from Corollary 5.1 and the standard elliptic theory for quasilinear equa-
tions. 
We introduce the following number
dX,Y = 〈F (X)Fξ (X) − F (Y )Fξ (Y ), X − Y 〉
F 2(X − Y ) ,
d0 = inf
{
dX,Y : X, Y ∈Rn, X = 0, Y = 0, X = Y
}
.
It is clear that dX,Y = 1 if F (ξ) = |ξ |. In general one can show that d0 is bounded from below and
above.
Lemma 5.1. min{ λ
b2
,1} d0  1, where λ is the smallest eigenvalue of Hess(F 2).
Proof. In the case X = tY for some t = 1, it is easy to see that dX,Y = 1. In other case, the line
between X and Y does not pass through 0, hence for some t ∈ [0,1],
dX,Y =
F 2ξiξ j (t X + (1− t)Y )(X j − Y j)(Xi − Yi)
F 2(X − Y ) 
λ|X − Y |2
b2|X − Y |2 =
λ
b2
. 
We now prove a similar Brezis–Merle inequality which associates the difference of two functions.
Theorem 5.2. Let u and v be the weak solutions of
−Q u = f (x) > 0 in Ω (31)
and {−Q v = 0 in Ω,
v = u on ∂Ω, (32)
respectively. Then for every δ ∈ (0,4κ) we have
∫
Ω
exp
[
(4κ − δ)d0
‖ f ‖L1
|u − v|
]
dx 4κ
δ
|Ω|. (33)
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v| > t} and μ(t) = |Ωt |. Making the difference of (31) and (32), we have
−Q˜ (u − v) =
∑
i, j
∂
∂xi
(
aij
∂
∂x j
(u − v)
)
= f > 0,
where
aij = 12 F
2
ξiξ j
(
s∇u(x) + (1− s)∇v(x)),
for some s ∈ [0,1]. Since this equation is uniformly elliptic, we may apply Hopf’s boundary lemma
(see [24, Theorem 9.6]) to conclude
∂
∂ν
(u − v) < 0, ∇u − ∇v = 0 on ∂Ωt .
It follows from (31) and (32) again that∫
Ωt
f (x)dx =
∫
Ωt
−(Q u − Q v)dx
=
∫
∂Ωt
〈
F (∇u)Fξ (∇u) − F (∇v)Fξ (∇v), ∇u − ∇v|∇u − ∇v|
〉
 d0
∫
∂Ωt
F 2(∇u − ∇v)
|∇u − ∇v| .
Here we have used Lemma 5.1. By the isoperimetric inequality (13), the co-area formula (12) and the
Hölder inequality, we have
2κ
1
2 μ(t)
1
2  P F (Ωt)
= − d
dt
∫
Ωt
F (∇u − ∇v)dx
=
∫
∂Ωt
F (∇u − ∇v)
|∇u − ∇v|

( ∫
∂Ωt
F 2(∇u − ∇v)
|∇u − ∇v|
) 1
2
( ∫
∂Ωt
1
|∇u − ∇v|
) 1
2
=
( ∫
∂Ωt
F 2(∇u − ∇v)
|∇u − ∇v|
) 1
2 (−μ′(t)) 12 .
The above two estimates give
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Ωt
f (x)dx
and hence
− dt
dμ

‖ f ‖L1(Ω)
4κd0μ
.
Integrating the last inequality over (μ, |Ω|), we deduce
t(μ)
‖ f ‖L1(Ω)
4κd0
log
( |Ω|
μ
)
,
exp
(
4κ(1− )d0t(μ)
‖ f ‖L1(Ω)
)

( |Ω|
μ
)1−
.
Using the co-area formula again, we have by integrating above inequality that
∫
Ω
exp
[
4κ(1− )d0
‖ f ‖L1
|u − v|
]
dx =
∞∫
0
exp
(
4κ(1− )d0t
‖ f ‖L1
)(−μ′(t))dt
=
|Ω|∫
0
exp
(
4κ(1− )d0t(μ)
‖ f ‖L1(Ω)
)
dμ
 |Ω|

.
Letting δ = 4κ , we get (33). 
We now consider a sequence (un) of weak solutions of (6).
Corollary 5.3. Let (un) be a sequence of weak solutions of (6) with un = 0 on ∂Ω with
‖Vn‖Lp  C1 for some 1< p ∞,∫
Ω
|Vn|eun  0 < 4κ
p′
.
Then
‖un‖L∞  C
where C only depends on C1 , |Ω| and 0 .
Proof. Fix δ > 0 such that 4κ − δ > 0(p′ + δ). By Theorem 5.1 we have∫
exp
[(
p′ + δ)|un|] C .Ω
1686 G. Wang, C. Xia / J. Differential Equations 252 (2012) 1668–1700Therefore eun is bounded in Lp
′+δ(Ω) and Vneun is bounded in Lq(Ω) for some q > 1. The conclusion
now follows the standard elliptic theory for quasilinear equations. 
Next we give a variant of Corollary 5.3 without a boundary condition.
Corollary 5.4. Let (un) be a sequence of weak solutions of (6) with
Vn  0, ‖Vn‖Lp  C1 for some 1< p ∞,∥∥u+n ∥∥L2  C2,∫
Ω
Vne
un  0 <
4κd0
p′
.
Then u+n is bounded in L∞loc(Ω).
Proof. Consider the weak solution vn of{−Q vn = 0 in BR ,
vn = un on ∂BR .
By the weak comparison principle for anisotropic operator (see [15]), we have
vn  un in BR .
Hence ∥∥v+n ∥∥L2(BR )  ∥∥u+n ∥∥L2(BR )  C2.
Serrin’s local a priori estimates (see [24]) imply that∥∥v+n ∥∥L∞(BR/2)  C .
On the other hand, by our smallness assumption, we obtain from Theorem 5.2 and v+n  vn that∫
BR
exp
[
(4κ − δ)d0
0
(
un − v+n
)]
dx
∫
BR
exp
[
(4κ − δ)d0
‖Vneun‖L1
(un − vn)
]
dx 4κ
δ
|BR |.
Combining this with the boundedness of v+n in L∞(BR/2), we obtain∫
BR/2
exp
[
(4κ − δ)d0
0
un
]
dx C .
Choosing δ such that (4κ−δ)d00  p
′ + δ, we deduce that eun is bounded in Lp′+δ(BR/2) and Vneun is
bounded in Lq(BR/2) for some q > 1. By Serrin’s local a priori estimates again, we have∥∥u+n ∥∥L∞(B )  C∥∥u+n ∥∥L2(B )  C . R/4 R/2
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Proof of Theorem 1.1. Since Vneun is bounded in L1(Ω), we may assume that there exists a nonneg-
ative bounded measure μ such that for a subsequence (still denoted by Vneun ),∫
Ω
Vne
unψ →
∫
Ω
ψ dμ
for every ψ ∈ Cc(Ω). As in [6,26], we say that a point x ∈ Ω is a γ -regular point if for some γ > 0,
there exists a function ψ ∈ Cc(Ω), 0ψ  1, with ψ = 1 in a neighborhood of x such that∫
Ω
ψ dμ < γ .
We deﬁne
Σ(γ ) = {x ∈ Ω: x is not a γ -regular point}.
It is easy to see that if γ1  γ2, then Σ(γ1) ⊃ Σ(γ2). We also have that
x ∈ Σ(γ ) ⇔ μ({x}) γ .
Since μ is a bounded measure, it follows that Σ(γ ) is ﬁnite for any positive γ .
We split our proof by four steps.
Step 1. If x0 is a 4κp′ -regular point, i.e. x0 ∈ Ω \ Σ(4κ/p′), then there exists some R0 > 0 such that
u+n is bounded in L∞(BR0(x0)). In fact, by Lemma 5.1, d0  1, there are only two cases:
(i) x0 ∈ Ω \ Σ(4κd0/p′);
(ii) x0 ∈ Σ(4κd0/p′) \ Σ(4κ/p′).
For the ﬁrst case, the conclusion follows immediately from Corollary 5.4. We now focus on the
second case.
Since Σ(4κd0/p′) is ﬁnite, we can choose some R > 0 small enough such that x0 is the only
point of Σ(4κd0/p′) in BR(x0). Hence any points on ∂BR(x0) belong to Ω \ Σ(4κd0/p′). From the
conclusion for Case (i) and the compactness of ∂BR(x0), we see that u+n is bounded in L∞(∂BR(x0)),
say by C0.
Let wn be the weak solution of{−Q wn = Vneun  0 in BR(x0),
wn = C0  un on ∂BR(x0).
The comparison principle implies that
wn  un a.e. in BR(x0). (34)
On the other hand, it follows from Theorem 5.1 that for any δ ∈ (0,4κ)∫
B (x )
exp
[
(4κ − δ)
‖Vneun‖L1(BR (x0))
|wn − C0|
]
dx 4κ
δ
∣∣BR(x0)∣∣= 4κπ R2
δ
. (35)R 0
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exists R1 > R such that for n big enough and some small δ0 > 0,∫
BR1 (x0)
Vne
un dx<
4κ − δ0
p′
.
We now choose δ < δ0 small such that for some 0 > 0
p′ + 0 < 4κ − δ‖Vneun‖L1(BR (x0))
.
Therefore by (34) and (35), we know that u+n is bounded in Lp
′+0 (BR(x0)) and Vneun is bounded in
Lq(BR(x0)) for some q > 1. By Serrin’s local a priori estimates again, we have for R0 = R/2,
∥∥u+n ∥∥L∞(BR0 )  C∥∥u+n ∥∥L2(BR )  C .
Here ‖u+n ‖L2(BR ) is bounded from above since eun is bounded in Lp
′
(Ω). We complete Step 1.
Step 2. S = Σ(γ ) provided γ < 4κp′ . The proof follows from the same argument as in [6] since we
established the crucial claim in Step 1. It is interesting to see that Σ(γ ) is independent of γ if
γ < 4κp′ and hence the set Σ(4κd0/p
′) \ Σ(4κ/p′) is in fact empty.
Step 3. S = ∅ implies (i) or (ii) holds. S = ∅ means that un is bounded in L∞loc(Ω). Thus, eun is bounded
in Lploc(Ω), which implies that μ ∈ L1(Ω) ∩ Lploc(Ω). Let vn be the weak solution of{−Q vn = Vneun in Ω
vn = 0 on ∂Ω.
(36)
Clearly, vn → v uniformly on every compact subset of Ω , where v is the weak solution of{−Q v = μ in Ω,
v = 0 on ∂Ω.
Let zn = un − vn . Then −Q˜ zn = 0 in Ω and zn is also bounded in L∞loc(Ω). Here Q˜ zn is deﬁned as in
Corollary 5.1 by the mean value theorem. Applying the Harnack inequality for the uniformly elliptic
operator Q˜ , we have (i) or (ii) as in [6].
Step 4. S = ∅ implies (iii) holds. As in Step 3, we know that either
• un is bounded on any compact subset of Ω \ S , or
• un → −∞ on any compact subset of Ω \ S .
In view of Step 2, S = ∅ implies that ∫Bδ (x) Vneun dx  4κp′ for any x ∈ S and any small δ > 0. Now
we can follow the argument in [6] to exclude the ﬁrst possibility. The only difference is that we use
the Green function of Q in WR(x0) instead of that of the ordinary Laplacian in a ball, namely, the
function G(x) = 12κ log RF 0(x−x0) .
Combining Step 3 and Step 4, we complete the proof of Theorem 1.1. 
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weak solution of (36) and wn = un −min∂Ω un − vn . It is easy to see that{−Q˜ wn = 0 in Ω,
wn = un −min
∂Ω
un on ∂Ω.
From (8) and standard theory for quasilinear uniform elliptic equations, we have
‖wn‖L∞(Ω)  ‖wn‖L∞(∂Ω)  C and ‖∇wn‖L∞(Ω)  C . (37)
Choosing subsequence if necessary, we may assume wn → w uniformly in C0(Ω)∩C1loc(Ω). Set Wn =
Vn exp{wn +min∂Ω un}. Now we have
−Q vn = Vneun = Wnevn . (38)
We claim that
‖∇ logWn‖L∞(Br0 )  C
for some small r0 > 0. In fact, since ∇ logWn = ∇ log Vn + ∇wn, in view of (7) and (37), it suf-
ﬁces to prove that Vn have a uniformly positive lower bound near the origin. Let xn → 0, un(xn) =
maxΩ un → ∞. Set δn = exp{−un(xn)/2} and u˜n(x) = un(δnx + xn) + 2 log δn . It is easy to see that
u˜n → u˜ locally in C1(R2), where u˜ is a solution of⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
−Q u˜ = V (0)eu˜ in R2,
u˜(0) = 0,
u˜  0 in R2,∫
R2
eu˜ < ∞.
If V (0) = 0, then u˜ must be a constant by Liouville type theorem, which contradicts ∫
R2
eu˜ < ∞. Thus
we have V (0) > 0, which implies the positive lower bound for Vn near the origin. We have proved
the claim.
From (iii) of Theorem 1.1 we know that∫
Ω
−Q vnφ =
∫
Ω
Vne
unφ → αφ(0),
for any φ ∈ C∞0 (Ω).
For any 1< q < 2, let p = qq−1 > 2. From (11) and Lemma 2.1, we deduce
‖∇vn‖Lq(Ω)  sup
{∫
Ω
∇vn∇φ: ‖φ‖W 1,p0 = 1
}
 C sup
{∫
F (∇vn)Fξ (∇vn)∇φ: ‖φ‖W 1,p0 = 1
}
.Ω
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∫
Ω
F (∇vn)Fξ (∇vn)∇φ =
∫
Ω
−Q vnφ 
∥∥Vneun∥∥L1‖φ‖L∞  C .
Therefore ‖∇vn‖Lq  C for any 1< q < 2.
By Theorem 4.2, we have a unique Green function of
{−Q G(·,0) = αδ0 in Ω,
G(·,0) = 0 on ∂Ω,
and G has a decomposition
G(x) = − α
2κ
log F 0(x) + g(x), (39)
where g(x) ∈ C0(Ω) with
lim
x→0 g(x) exists, limx→0 |x|∇g(x) = 0. (40)
It follows that vn ⇀ G weakly in W 1,q(Ω).
On the other hand, since
∫
Ω˜
Vneun → 0 for any Ω˜  Ω \ {0}, from Corollary 5.4, we get
‖v+n ‖L∞(Ω˜)  C . It follows that ‖v+n ‖C1,β (Ω˜)  C for some 0 < β < 1. Therefore vn → G strongly
in C1,β (Ω˜).
Multiplying (38) by 〈x,∇vn〉 and integrating by parts, we obtain the Pohozaev identity:
∫
∂W
−F (∇vn)
〈
Fξ (∇vn), ν
〉〈x,∇vn〉 + 1
2
F 2(∇vn)〈x, ν〉
=
∫
∂W
Wne
vn 〈x, ν〉 −
∫
W
2Wne
vn + 〈x,∇ logWn〉Wnevn , (41)
where ν = ∇ F 0|∇ F 0| is the unit outward normal.
Letting n → ∞, the left-hand side of (41) converges to
I :=
∫
∂W
−F (∇G)〈Fξ (∇G), ν〉〈x,∇G〉 + 1
2
F 2(∇G)〈x, ν〉. (42)
We calculate (42). Using (39), (40) and Lemma 2.1, we have that on ∂W ,
F (∇G) = F
(
− α
2κ
∇ F 0
F 0
+ o
(
1
F 0
))
= α
2κ
+ o
(
1

)
,
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Fξ (∇G), ν
〉= 〈Fξ (∇G), ∇ F 0|∇ F 0|
〉
=
〈
Fξ (∇G),
(
−2κ
α
F 0
)∇G − o( 1
F 0
)
|∇ F 0|
〉
= −2κ
α
(
F (∇G)
|∇ F 0| −
o( 1 )
|∇ F 0|
)
= −(1+ o(1)) 1|∇ F 0| ,
〈x,∇G〉 =
〈
x,− α
2κ
∇ F 0
F 0
+ o
(
1
F 0
)〉
= − α
2κ
+
〈
x,o
(
1

)〉
= − α
2κ
+
〈
F 0(x),o
(
1

)〉
= − α
2κ
+ o(1),
〈x, ν〉 =
〈
x,
∇ F 0
|∇ F 0|
〉
= |∇ F 0| .
Substituting these into (42), we have
I =
∫
∂W
(
α
2κ
+ o
(
1

))(
1+ o(1))(− α
2κ
+ o(1)
)
1
|∇ F 0|
+ 1
2
(
α
2κ
+ o
(
1

))2

|∇ F 0|
= −
(
α2
8κ2
+ o(1)
)
1

∫
∂W
1
|∇ F 0|
= −α
2
4κ
+ o(1),
where o(1) → 0 as  → 0.
On the other hand, letting n → ∞ and then  → 0, we easily obtain from Vneun ⇀ αδ0 and the
boundedness of ∇ logWn that the RHS of (41) converges to −2α. We conclude that α = 8κ . 
6. Proof of Theorem 1.4
We prove now Theorem 1.4. In this section we will frequently use the following notations
max
Ω
un = un(xn),
λ˜n = λnVn∫
Ω
Vneun dx
, n = λ˜n−1/2e−un(xn)/2,
Ωn = (Ω − xn)/n, u˜n = un(nx+ xn) + log λ˜n + 2 logn.
First we need some useful lemmas.
As in Section 4, for the solution un to the problem (10), we deﬁne the blow-up set and γ -regular
point. The blow-up set is deﬁned as
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Since λ˜neun is bounded in L1(Ω), we may assume that there exists a nonnegative bounded measure σ
such that for a subsequence (still denoted by λ˜neun ),∫
Ω
λ˜ne
unψ →
∫
Ω
ψ dσ
for every ψ ∈ C∞0 (R2). We say that a point x ∈ Ω is a γ -regular point if for some γ > 0, there exists
a function ψ ∈ C∞0 (R2), 0ψ  1, with ψ = 1 in a neighborhood of x such that∫
Ω
ψ dσ < γ .
We deﬁne
Σ˜(γ ) = {x ∈ Ω: x is not a γ -regular point}.
Since σ is a bounded measure, it follows that Σ˜(γ ) is ﬁnite for any positive γ .
Lemma 6.1. There exists γ0 > 0 such that if x0 is a γ0-regular point then un is bounded in L∞(BR0 (x0) ∩ Ω)
for some R0 > 0. Moreover, S˜ = Σ˜(γ ) provided γ < γ0 . In particular, un is bounded in C1loc(Ω \ S˜).
Proof. Let Ω˜ ⊂R2 be a smooth bounded open domain which contains Ω and
ûn(x) =
{
un(x) for x ∈ Ω,
0 for x ∈ Ω˜ \ Ω.
Consider wn to be the solution to {−Q wn = λ˜neûn in Ω˜,
wn = 0 in ∂Ω˜.
By the weak maximum principle and the comparison principle, we get un  wn in Ω . On the other
hand, since λ˜neûn is bounded in L1(Ω˜), arguing as in Theorem 1.2, we know ∇wn is bounded in
Lq(Ω˜) for 1 < q < 2. By the Sobolev embedding theorem, wn is bounded in L2(Ω˜). Let vn be the
solution to {−Q vn = 0 in B2R(x0) ⊂ Ω˜,
vn = wn in ∂B2R(x0).
Using the comparison principle again, we have vn  wn in B2R(x0). Consequently,
‖vn‖L∞(BR (x0))  ‖vn‖L2(B2R (x0))  ‖wn‖L2(B2R (x0))  C .
From Theorem 5.2, we have for any δ ∈ (0,4κ),∫
B (x )
exp
[
(4κ − δ)d0∫
BR (x0)
λ˜neûn
|wn − vn|
]
dx C .R 0
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BR (x0)
λ˜ne
ûn  γ0 +  < 4κd0
for small R and γ0. It follows that ewn , and hence eûn is bounded in Lp(BR(x0)) for some p > 1.
Consequently, wn , hence un is bounded in L∞(BR/2(x0) ∩ Ω). Arguing as in Section 4, we know
S˜ = Σ˜(γ ) provided γ < γ0. From the standard elliptic theory, un is bounded in C1loc(Ω \ S˜). 
From Lemma 6.1, S˜ is ﬁnite. Set S˜ = {p1, . . . , pm}. We focus on the blow-up point x on the bound-
ary, i.e. x ∈ S˜ ∩ ∂Ω .
Lemma 6.2. If x0 ∈ S˜ ∩ ∂Ω , then
lim
r→0 limn→∞
∫
Br(x0)∩Ω
λ˜ne
un dx 8κ.
Proof. From the deﬁnition of u˜n and (10), u˜n satisﬁes⎧⎪⎨⎪⎩
−Q u˜n = eu˜n in Ωn,
u˜n(0) = 0,
u˜n  0 in Ωn.
For the convergence of Ωn , we consider two cases.
Case (i). dist(xn,∂Ω)n → ∞ and Ωn → R2. By standard regularity arguments, u˜n → u˜ in C1loc(R2), where
u˜ satisﬁes ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
−Q u˜ = eu˜ in R2,
u˜(0) = 0,
u˜  0 in R2,∫
R2
eu˜ dx< ∞.
(43)
Case (ii). dist(xn,∂Ω)n is bounded and Ωn →R2+(t0) := {(x1, x2) ∈R2: x1 > t0}. In this case one can show
that u˜n → v˜ in C1loc(R2+(t0)), where v˜ satisﬁes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−Q v˜ = ev˜ in R2+(t0),
v˜(0) = 0,
v˜  0 in R2+(t0),
v˜ = −∞ on ∂R2+(t0),∫
R
2+(t0)
ev˜ dx< ∞.
(44)
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R2
eu˜ dx 8κ and
∫
R
2+(t0)
ev˜ dx 8κ.
Consequently,
lim
r→0 limn→∞
∫
Br(x0)∩Ω
λ˜ne
un dx lim
R→∞ limn→∞
∫
BRn (xn)∩Ω
λ˜ne
un dx
= lim
R→∞ limn→∞
∫
BR (0)∩Ωn
eu˜n dx

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∫
R2
eu˜ dx
(
Case (i)
)
∫
R
2+(t0)
ev˜ dx
(
Case (ii)
)
 8κ. 
Proposition 6.1.
(i) If u is a weak solution of (43), then ∫
R2
eu dx 8κ. (45)
Moreover, equality holds if and only if u is radial symmetric with respect to F , i.e., u(x) = u(F 0(x)).
(ii) If v is a weak solution of (44), then ∫
R
2+(t0)
ev dx 8κ. (46)
Proof. The proof follows closely the argument of Ding (see [13]). For t ∈R, let Ωt = {x ∈ Ω | u(x) > t}
and μ(t) = |Ωt |. By the divergence theorem,∫
Ωt
−Q udx=
∫
∂Ωt
F (∇u)
〈
Fξ (∇u), ∇u|∇u|
〉
=
∫
∂Ωt
F 2(∇u)
|∇u| . (47)
Using the isoperimetric inequality (13), the co-area formula (12), the Hölder inequality, (43) and (47),
we obtain
2κ
1
2 μ(t)
1
2  P F (Ωt) =
∫
∂Ω
F (∇u)
|∇u|t
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( ∫
∂Ωt
F 2(∇u)
|∇u|
) 1
2
( ∫
∂Ωt
1
|∇u|
) 1
2
=
(∫
Ωt
eu
) 1
2 (−μ′(t)) 12 .
It follows that
∫
R2
eu =
maxu∫
−∞
etμ(t)dt 
maxu∫
−∞
et
−μ′(t)
4κ
∫
Ωt
eu dxdt
=
maxu∫
−∞
1
8κ
d
dt
(∫
Ωt
eu dx
)2
dt = 1
8κ
(∫
R2
eu
)2
,
which implies (45).
If equality in (45) holds, we must have equality in isoperimetric inequality, which means Ωt must
be a Wulff ball. In other words, u is radial symmetric with respect to F . Conversely, if u is radial
symmetric with respect to F , we can immediately solve an ODE to get
u(x) = −2 log
(
1+ 1
8
F 0(x)2
)
, (48)
up to translation and scaling, which gives equality in (45).
For the second statement, the argument above also works since the boundary condition v = −∞
implies all level sets of v are closed domain in R2+(t0). 
We would like to propose
Conjecture 6.1. Any solution (48) to
⎧⎪⎨⎪⎩
−Q u = eu in R2,∫
R2
eu dx< ∞ (49)
has the following form
u(x) = −2 log
(
1+ 1
8
F 0(x)2
)
,
up to translation and scaling.
It is not diﬃcult to verify that u(x) = −2 log(1 + 18 F 0(x)2) solves (49). In the isotropic case, i.e.,
F (ξ) = |ξ |, this conjecture is true. This is the result of Chen and Li in [13]. However, the proof in [13],
and also other proofs we know, does not work for the anisotropic case.
Now we use Lemma 6.1 and Lemma 6.2 to exclude the boundary blow-up.
Lemma 6.3. There exists a neighborhood N of ∂Ω such that un is bounded in L∞(N ), i.e. S˜ ∩ ∂Ω = ∅.
Proof. We argue by contradiction. Let p1 ∈ S˜ ∩ ∂Ω . We may assume that p1 is the only point of S˜ in
Ω ∩ Br0(p1). We separate into two cases.
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∫
Ω
Vneun dx → ∞. Hence λ˜n → 0. We claim ﬁrst that
un →
m∑
i=1
γiG(·, pi) in C1loc(Ω \ S˜),
where γi = limr→0 limn→∞
∫
Br (pi)∩Ω λ˜ne
un dx, G(·, pi) is the unique Green function with singularity at
pi if pi lies in the interior of Ω and 0 if pi lies on ∂Ω . In fact, since un is bounded in C1loc(Ω \ S˜) and
λ˜n → 0, we have that
∫
Ω˜
λ˜neun → 0 for any Ω˜ Ω \ S˜ . In view of the deﬁnition of γi , we see that
dσ =∑mi=1 γiδpi and ∫
Ω
λ˜ne
unψ →
m∑
i=1
γiψ(pi)
for any ψ ∈ C∞0 (R2). As ‖λ˜neun‖L1  C , we know that ‖∇un‖Lq  C for any 1 < q < 2. It follows that
un ⇀ G weakly in W 1,q(Ω). Testing Eq. (10) with ψ ∈ C∞0 (Ω), we obtain∫
Ω
−Q unψ dx =
∫
Ω
λ˜ne
unψ dx →
m∑
i=1
γiψ(pi).
Therefore, ∫
Ω
−Q Gψ dx =
m∑
i=1
γiψ(pi).
Note that ψ(pi) = 0 when pi ∈ ∂Ω . Thus G =∑mi=1 γiG(·, pi), where G(·, pi) is described as before.
The C1loc convergence, hence the claim, immediately follows.
Hereafter we will use a modiﬁed Pohozaev identity to get rid of some boundary term, which was
used in [36].
Let yn = p1 + ρn,rν(p1) with
ρn,r =
∫
∂Ω∩Br(p1) F
2(∇un)〈x− p1, ν(x)〉dx∫
∂Ω∩Br(p1) F
2(∇un)〈ν(x0), ν(x)〉dx
where r is small enough such that 12  〈ν(x0), ν(x)〉  1 for x ∈ ∂Ω ∩ Br0(p1). Here ν(x) is the unit
outward normal. It follows that |ρn,r | 2r and∫
∂Ω∩Br(p1)
F 2(∇un)
〈
x− yn, ν(x)
〉
dx = 0. (50)
Multiplying (10) with 〈x− yn,∇un〉 and integrating by parts, we obtain the modiﬁed Pohozaev iden-
tity: ∫
Ω∩Br(p1)
2λ˜n
(
eun − 1)= ∫
∂(Ω∩Br(p1))
F (∇un)
〈
Fξ (∇un), ν(x)
〉〈x− yn,∇un〉
− 1 F 2(∇un)
〈
x− yn, ν(x)
〉+ λ˜n(eun − 1)〈x− yn, ν(x)〉. (51)
2
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F (∇un)
〈
Fξ (∇un), ν(x)
〉〈x− yn,∇un〉 − 1
2
F 2(∇un)
〈
x− yn, ν(x)
〉
= 1
2
F 2(∇un)
〈
x− yn, ν(x)
〉
on ∂Ω ∩ Br0(p1). By (50) and the boundary condition un|∂Ω = 0, (51) reduces to∫
Ω∩Br(p1)
2λ˜n
(
eun − 1)= ∫
Ω∩∂Br(p1)
F (∇un)
〈
Fξ (∇un), ν(x)
〉〈x− yn,∇un〉
− 1
2
F 2(∇un)
〈
x− yn, ν(x)
〉+ λ˜n(eun − 1)〈x− yn, ν(x)〉. (52)
Since un →∑mi=1 γiG(·, pi) in C1loc(Ω \ S˜), G(·, p1) = 0, G(·, p j) belongs to and hence is bounded in
C1(Br0 (p1)) for any j = 2, . . . ,m (for p1 is the only point of S˜ in Ω ∩ Br0(p1)). Let n → ∞ and then
r → 0, the RHS of (52) converges to
lim
r→0
∫
Ω∩∂Br(p1)
O (r)dx= lim
r→0 O
(
r4
)= 0.
On the other hand, the LHS of (52) converges to 2γ1, which is no less than 16κ by Lemma 6.2.
A contradiction.
Case 2.
∫
Ω
Vneun dx C . In this case, we have the three alternatives in Theorem 1.1.
We claim that S˜ ⊂ ∂Ω . Indeed, by the maximum principle, un  0 in Ω . Therefore, (ii), (iii) in
Theorem 1.1 cannot happen, i.e., un is bounded in L∞loc(Ω).
By Lemma 6.1 and by passing to subsequence,
un → u in C1loc(Ω \ S˜),
where u ∈ C1(Ω \ S˜) satisﬁes {−Q u = λ˜eu in Ω,
u = 0 on ∂Ω \ S˜.
Here λ˜n → λ˜ because
∫
Ω
Vneun dx is bounded below and then λ˜n is bounded. It is easy to see that u
can be extended to a C1(Ω) function. Argue similarly as in Case 1, the RHS of (52) converges to 0,
a contradiction to Lemma 6.2.
We complete the proof of Lemma 6.3. 
Proof of Theorem 1.4. By the assumption on Vn and λn , we may assume λn → λ 0, Vn → V with
minΩ V > 0. Set ûn = un + log λ˜n . Thus ûn  un + C . By Lemma 6.3, we know that un is bounded in a
neighborhood of ∂Ω . It follows that ûn is bounded above in a neighborhood of ∂Ω .
Since −Q ûn = eûn and
∫
Ω
eûn  C , from Theorem 1.1, three alternatives may happen. We claim
that maxΩ ûn → ∞. Otherwise, if ûn  C , then ‖un‖L∞(Ω)  C, which contradicts maxΩ un → ∞.
Consequently, (i) and (ii) cannot happen in Theorem 1.1. Therefore there exists a ﬁnite set S =
{p1, . . . , pm} ⊂ Ω such that
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un∫
Ω
Vneun dx
→
m∑
i=1
αiδpi
in the sense of measure in Ω . Arguing as before, we easily see that
un(x) →
m∑
i=1
αiG(x, pi) in C
1,β(Ω \ S).
It remains to determine αi . Choose r0 small enough such that pi is the only point of S in Br0(pi) ⊂ Ω
for any i = 1, . . . ,m. It follows that
max
∂Br0 (pi)
un − min
∂Br0 (pi)
un  C(r0).
Now we can apply Theorem 1.2 in Br0(pi) to conclude that αi = 8κ . This proves Theorem 1.4. 
7. An existence result
In this section, we prove Theorem 1.5. When λ ∈ (8κ,16κ), we are in a supercritical case, in
the sense that the functional Jλ(u) has no lower bound (see Corollary 3.1). Our method follows
closely [17], where they constructed saddle type critical points for the isotropic case. We only give a
sketch of this proof.
Proof of Theorem 1.5. The proof can be divided into several steps.
Step 1. First we deﬁne the center of mass of a function u ∈ W 1,20 (Ω) by
mc(u) =
∫
Ω
xeu∫
Ω
eu
.
For simplicity, assume R2 \ Ω has a bounded component which is the unit disk D = {(r, θ) | 0 
r < 1, θ ∈ [0,2π)} centered at the origin. We then deﬁne a family of functions h : D → W 1,20 (Ω)
satisfying
Jλ
(
h(r, θ)
)→ −∞ as r → 1
and
mc
(
h(r, θ)
)
is a continuous curve enclosing D.
The existence of such a family is guaranteed by λ > 8κ . Denote the set of all such families by Dλ . We
now deﬁne a minimax value
αλ := inf
h∈Dλ
sup
u∈h(D)
Jλ(u).
Step 2. For any λ ∈ (8κ,16κ), αλ > −∞. We need ﬁrst an improved Moser–Trudinger inequality
introduced by Aubin.
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dist(S1, S2) δ0 > 0. For any  > 0, there exists a constant c = c(, δ0, γ0) > 0 such that
J16κ−(u) > −c
holds for all u ∈ W 1,20 (Ω) satisfying ∫
S1
eu∫
Ω
eu
 γ0 and
∫
S2
eu∫
Ω
eu
 γ0.
Proof. The lemma follows from the argument in [14] and the Moser–Trudinger inequality
J8κ (u)−c. 
We return to the proof of Step 2. Suppose by contradiction that αλ has no lower bound, then we
have sequences hi ∈ Dλ and ui ∈ hi(D) such that J (ui) → −∞ and mc(ui) = 0. On the other hand, in
view of Lemma 7.1, there exists x0 ∈ Ω such that∫
B1/2(x0)∩Ω e
ui∫
Ω
eui
→ 1,
which leads to |mc(ui) − x0| < 23 . This contradicts mc(ui) = 0.
Step 3. It can be easily checked that αλ
λ
is nonincreasing in (8κ,16κ). Deﬁne
Λ :=
{
λ ∈ (8κ,16κ)
∣∣∣ αλ
λ
is differentiable at λ
}
.
We can follow the method in [17] to prove that αλ is achieved by a critical point uλ of Jλ provided
that λ ∈ Λ. For the proof we refer to [17].
Step 4. For any λ ∈ (8κ,16κ), we ﬁnd a sequence λk ∈ Λ and uλk satisfying (9). Since λ is not multiple
of 8κ , we see from Theorem 1.3 that uλk converges to some u, which is a solution of (9). This ﬁnishes
the proof of Theorem 1.5. 
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