Principal components and canonical correlations are at the root of many exploratory data mining techniques and provide standard pre-processing tools in machine learning. Lately, probabilistic reformulations of these methods have been proposed (Roweis, 1998; Tipping & Bishop, 1999b; Bach & Jordan, 2005) . They are based on a Gaussian density model and are therefore, like their non-probabilistic counterpart, very sensitive to atypical observations. In this paper, we introduce robust probabilistic principal component analysis and robust probabilistic canonical correlation analysis. Both are based on a Student-t density model. The resulting probabilistic reformulations are more suitable in practice as they handle outliers in a natural way. We compute maximum likelihood estimates of the parameters by means of the EM algorithm.
Introduction
Principal component analysis (PCA) is a standard statistical tool for dimensionality reduction (Hotelling, 1933; Jolliffe, 1986) . It looks for a linear transformation which projects high-dimensional data into a lowdimensional subspace while preserving the data variance (i.e., it minimizes the mean squared reconstruction error). Therefore, PCA is used as a pre-processing step in many applications such as data compression, data visualization, image analysis, etc.
A related technique is canonical correlation analysis (CCA) (Hotelling, 1936) . In general, CCA is used to analyze the (linear) relationship between two sets of variables. It looks for a pair of linear transformations which projects the two data sets into a common lowdimensional subspace while maximizing pairwise correlations.
Recently, PCA and CCA were reformulated as probabilistic latent variable models (Roweis, 1998; Tipping & Bishop, 1999b; Bach & Jordan, 2005) . Defining a proper density model has a number of significant advantages. First, the associated likelihood measure allows us to compare probabilistic PCA (PPCA) and probabilistic CCA (PCCA) with other probabilistic techniques. Second, it is straightforward to extend PPCA and PCCA in order to handle missing data or to construct mixtures of PPCA (Tipping & Bishop, 1999a) or PCCA (Verbeek et al., 2004) . This is important as it enables us to model non-linear relationships by aligning a collection of such local models. Another attractive feature is that they allow computing few principal/canonical axes in an efficient way (Roweis, 1998) . Finally, although direct maximization of the data likelihood under these probabilistic models (or their extensions) is not always possible, local maxima of the likelihood function can in general be found by means of the EM algorithm (Dempster et al., 1977) .
Nevertheless, (P)PCA and (P)CCA have severe limitations in practice. Both are based on a Gaussian density model. Therefore, atypical observations lead possibly to severe biases in the parameter estimates when using a maximum likelihood approach. In this paper, we propose to handle atypical observations in a principled and automatic way by using a Student-t density model. The Student-t distribution is a heavy tailed generalization of the Gaussian distribution. Replacing Gaussian distributions with Student-t distributions for increasing the robustness was already done by Peel and McLachlan (2000) and more recently by Archambeau (2005) in the context of finite mixture models.
Unlike previous robust approaches to linear projection, we use a probabilistic formalism, which has significant advantages: (i) the extension to the Bayesian frame-work is possible (ii) constructing mixtures of robust PCA/CCA is straightforward and (iii) missing data can be dealt with quite easily. Besides, the proposed techniques are very practical for tackling real life problems, as they only require choosing the dimension of the projection space. In contrast, previous attempts need in general to optimise several additional parameters (e.g., Xu and Yuille (1995) 's robust PCA needs three). These are often difficult to adjust in practice. This paper is organized as follows. In Section 2, we describe how the Student-t distribution can be interpreted as a latent variable model. Next, PPCA and PCCA are recalled. In Section 3, we introduce the robust probabilistic models and show how their parameters can be learnt by means of the EM algorithm. Finally, in Section 5 the models are validated experimentally.
Latent Variable View of the Student-t Distribution
Let y be a D-dimensional feature vector. The multivariate Student-t distribution is given by
(1)
, where µ and Λ are respectively the mean and the precision (i.e., inverse covariance matrix), and Γ(·) denotes the gamma function. Parameter ν > 0 is the degrees of freedom. It regulates the thickness of the distribution tails and therefore its robustness to atypical observations. When ν tends to infinity, the Gaussian distribution is recovered.
As noted by Liu and Rubin (1995) , the Student-t distribution can be interpreted as the following latent variable model:
where u > 0 is a latent scale variable. The associated graphical model is shown in Figure 1 . The Gaussian and the Gamma distribution are respectively given by
From (2) we see that the Student-t distribution can be viewed as an infinite mixture of Gaussian distributions with the same mean and where the prior distribution on u is a Gamma distribution with parameters depending only on ν.
Linear Probabilistic Projections
Principal component analysis (PCA) and canonical correlation analysis (CCA) are both exploratory linear data projection techniques. PCA seeks for a linear projection W ∈ IR D×d , which maps a set of observations {y n } N n=1 to a set of lower dimensional latent vectors {x n } N n=1 such that the variance in the projection space is maximized (Hotelling, 1933) . By contrast, CCA investigates the relationship between two sets of variables (Hotelling, 1936) and determines how many dimensions are needed to account for that relationship. It seeks for a pair of linear projections W 1 ∈ IR D1×d and W 2 ∈ IR D2×d , which map two sets of observations {y 1n } N n=1 and {y 2n } N n=1 to a set of lower dimensional latent vectors {x n } N n=1 such that, in the projection space, one component within each set is maximally correlated with a single component of the other set.
Probabilistic PCA
In general, PCA assumes that each d-dimensional latent vector x n is a linear projection of a D-dimensional feature vector y n , with D ≥ d. The latent variable model is defined as follows:
where µ is the data offset and {ǫ n } N n=1 are the projection errors. In PPCA, these error terms are assumed to be drawn from an isotropic Gaussian distribution with inverse variance equal to τ and the uncertainty on the latent vectors is modeled by a unit isotropic Gaussian distribution. Tipping and Bishop (1999b) showed that maximizing the resulting incomplete data log-likelihood leads to PCA (up to a rotation). In other words, the columns of the maximum likelihood (ML) solution for the projection matrix W span the same subspace as the d principal eigenvectors of the sample covariance matrixΣ:
where
D×d is the matrix of the d principal eigenvectors of the sample covariance matrixΣ = 1 N n (y n − µ)(y n −μ)
T , Υ ∈ IR d×d is the diagonal matrix of the corresponding eigenvalues and R ∈ IR d×d is an arbitrary rotation matrix. Note that the true principal axes can be recovered by post-multiplying W ML by R T , which is the matrix of the eigenvectors of W T ML W ML .
Probabilistic CCA
More recently, Bach and Jordan (2005) cast CCA as a probabilistic model in similar manner. The latent variable model for PCCA is defined as follows:
Note that min{D 1 , D 2 } ≥ d. Again a unit isotropic Gaussian distribution is assumed for the d-dimensional latent vectors, but the error terms {ǫ 1n } N n=1 and {ǫ 2n } N n=1 are now considered to be drawn from two multivariate Gaussian distributions. Their inverse covariance matrices are respectively denoted by Ψ 1 and Ψ 2 . Maximizing the incomplete joint data loglikelihood leads then to CCA as the ML estimates of the projection matrices span the same subspace as the canonical directions. The ML estimates of the projection matrix parameters are given by
whereΣ 11 andΣ 22 are the sample covariance matrices, and the columns of the associated matrices U 1d ∈ IR D1×d and U 2d ∈ IR D2×d are the d first canonical directions. The matrices Q 1 ∈ IR d×d and Q 2 ∈ IR d×d are arbitrary matrices such that
d×d is the diagonal matrix of the corresponding canonical correlations. As discussed in Appendix A, the true canonical directions (and correlations) can be recovered by a post-processing step, which removes the rotational ambiguity.
Robust Probabilistic Projections
Linear probabilistic projections, such as PPCA and PCCA (as well as their non-probabilistic counterpart) suffer from a common problem: since they use Gaussian density models they are very sensitive to atypical observations such as outliers. Outliers occur quite often in practice. For example in computer vision applications, they appear due to pixels that are corrupted by noise, occlusions or alignment errors (de la Torre & Black, 2001) . Therefore, we propose to use Student-t density models instead of Gaussian ones. As discussed in Section 2, the robustness of the Student-t distribution can be tuned by means of its degrees of freedom.
Robust Probabilistic PCA
Instead of choosing a Gaussian noise model, we assume that the noise is drawn from an infinite mixture of Gaussian distributions, i.e., from a Student-t distribution. We also assume that outliers in the feature space will be outliers in the latent space. Therefore, we choose the prior distribution on the latent vectors to be a unit variance Student-t distribution. As a result, the effect of the outliers will be lowered in the feature as well as the latent space. This leads to the following probabilistic model:
where µ is the data offset and I d ∈ IR d×d is the d-dimensional unit matrix. Unfortunately, unlike in PPCA, direct maximization of the incomplete data log-likelihood n log p(y n ) with respect to the parameters is intractable.
However, we can define an alternative robust probabilistic model for PPCA using (2):
Its graphical representation is shown in Figure 1 . Note that integrating out u n from (13) and (14) leads respectively to (10) and (11). In order to find ML estimates of the parameters, we follow an EM approach by maximizing the expected complete data log-likelihood (Neal & Hinton, 1998) .
The complete log-likelihood is given by log L(µ, W, τ, ν) = n log p(y n , x n , u n ).
The E-step consists then in updating the posterior distribution of the latent variables. First, note that the Gamma distribution is conjugate to the exponential family. This leads to the following posterior distribution for the latent scale variables:
Second, the posterior distribution of the latent vectors is given by
where B ≡ τ W T W + I d . The expectations needed to update the parameters in the M-step are then given byū
Next, the M-step is found by maximizing the expectation of (15) with respect to the latent variables, resulting in the following update rules for the parameters:
Observe how the contribution of each data point is weighted according to the associated latent scale variable. At each iteration, a maximum likelihood estimate of ν is found by solving the following expression by line search:
Robust Probabilistic CCA
A similar approach can be used to construct robust PCCA. Consider the following probabilistic model:
p(y 2n |x n ) = S(y 2n |W 2 x n + µ 2 , Ψ 2 , ν).
Again, making the latent scale variable explicit leads to the following (compact) reformulation:
T and Ψ ≡ diag{Ψ 1 , Ψ 2 }. The corresponding graphical model is shown in Figure 1 . Next, we use the EM algorithm to find ML estimates of the parameters.
The complete log-likelihood is given by log L(µ, W, Ψ, ν) = n log p(y n , x n , u n ).
First, we update the joint posterior distributions of the latent scale variables and the latent vectors. These are respectively given by
From these posterior distributions, we obtain the expectationsū n ≡ E{u n } and logũ n ≡ E{log u n }, which are respectively defined by (18) and (19), andx n ≡ E{x n } andS n ≡ E{u n x n x T n }:
Maximizing the expected complete data log-likelihood leads then to the same M-step for µ, W and ν as for robust PPCA, while for the noise matrices we obtain
where i ∈ {1, 2}. The (·) 11 and (·) 22 notations denote respectively the matrix upper left block of size D 1 ×D 1 and the matrix lower right block of size D 2 × D 2 .
Experimental Results
In this section, we show that the robust probabilistic projection models find the same principal or canonical directions in absence of outliers as the standard (probabilistic) models. In addition, they are also able to lower the effect of atypical observations whenever they occur in the data sets, and are thus able to recover the true principal or canonical directions in this case as well. Note that in all the experiments, the degrees of freedom ν regulates the robustness of the model and is optimized automatically. 
Experiments with Robust PPCA
Let us first consider a simple 2-dimensional data set of size 100 and which is drawn from a multivariate Gaussian distribution. The data is shown in Figure 2 . Only 3 outliers are added. In presence of few outliers, PPCA is not able to recover the principal directions of the data. By contrast, robust PPCA is able to recover the same principal directions as PCA in absence of outliers.
The second data set that we consider is drawn from a 4-dimensional Gaussian distribution. The third and fourth dimensions have little thickness (small fraction of the standard deviation in the other directions) and can thus be viewed as noisy dimensions. Again 3 outliers are added. Figure 3 shows the principal directions in the {y 1 , y 2 }-subspace. Observe that here, instead of finding a rotated version of the principal directions, PCA and PPCA do not find the same subspace as in the absence of outliers. By contrast, robust PPCA does.
The third data set is the Old Faithful geyser data (see Figure 4 and 5), which is 2-dimensional. The data is normalized and then 20 outliers are added. In Figure might think that the outliers have only a limited impact as their number is rather large. However, this is due to the fact that they are distributed in a balanced way around the data. By contrast, Figure 5 shows the situation where this not the case anymore. The outliers are now only located in the right portion of the input space. Clearly, the robust approach outperforms the standard ones.
Experiments with Robust PCCA
The first example we consider for CCA is such that
where y 1n ∼ N (0, I 2 ) and y 2n ∼ N (0, I 2 ). This data set has a single canonical correlation which is equal to 1 and the canonical directions are both (1, 1) T . Note that we add some Gaussian noise to the data. In order to asses the quality of CCA, we investigate how well the single cannonical correlation is identified. In Figure 6 , it can be observed that in absence of outliers standard and robust PCCA find the same canonical direction, which is nicely aligned with the true one. However, when few outliers are added PCCA is not able to recover the true canonical direction, resulting in a projection mismatch.
The second example to illustrate robust probabilistic CCA is the following:
where ǫ x ∼ N (0, τ x ). The projections matrices W 1 ∈ IR 2×2 , W 2 ∈ IR 5×2 , as well as the noise matrices Ψ 1 ∈ IR 2×2 and Ψ 2 ∈ IR 5×5 , are arbitrary symmetric positive definite with eigenvalues greater than a specific bound τ y . Additional atypical points are generated from the independent latent variables x ′ 1 , x ′ 2 ∼ U(−2, 2). We investigate how well the projections from each data space into the low-dimensional subspace match. Figure 7 shows the 2-dimensional projections. Without outliers the models perform similarly. Unlike robust PCCA, standard PCCA is not able to recover the true canonical directions when there are outliers. This results in a projection mismatch (cf. the projections are not nicely aligned with the noiseless projections). Nevertheless, note that part of the correlation is also lost by robust PCCA in the second canonical direction (lower panel).
Conclusion
Many probabilistic models rely on a Gaussian assumption. In practice, however, this crude assumption may seem unrealistic as the resulting models are very sensitive to non-Gaussian noise processes. A possible approach is to embed the Gaussian distribution in a wider family of elliptical symmetric distributions, the Student-t distribution.
In this paper, we have shown that robust versions of probabilistic PCA and probabilistic CCA can be constructed based on a Student-t noise distribution. Recently, an increasing number of works have used a similar approach in other contexts (Peel & McLachlan, 2000; Archambeau, 2005) . The Student-t distribution enables us to lower the effect of outliers. As a result, the low-dimensional latent subspace is recovered with a higher confidence.
In order to find tractable solutions for the parameters, we view the Student-t distribution as an additional latent variable model and find a local maximum of the likelihood by an EM scheme. The approach works well on several illustrative examples. Of course, the models could be further tested on other real world data sets. Future work includes the extension to mixtures of robust PPCA and PCCA, as well as looking for nonlinear relationships in the data sets with the kernel extension to PCA and CCA. 
