We describe Fountain, an implementation of the Scalable Systems Software node monitor specification targeted at aggregate node monitoring for clusters. Fountain is designed from the ground up as a hierarchical system with scalability in mind. It leverages widely used technologies such as XML and HTTP to present an interface to other components in the SSS environment. In this paper we describe the design choices of Fountain and discuss some preliminary performance measurements on medium sized clusters.
Introduction
The Scalable Systems Software (SSS) center [7] is a multi-institutional initiative to design and build component based cluster management software to more effectively utilize terascale computational resources. The goal of the center is to develop open source components that work effectively on small and large scale systems. As computational resources grow beyond today's teraop class systems into future petaop and beyond systems, scalability problems must be solved to utilize these resources to their full potential. Faulttolerance, reliability, manageability, and ease of use for both system administrators and users is a key goal of the SSS project. Presently, the SSS project has defined interfaces and created reference implementations for a variety of components. The interface for each component is publicly documented since it is unlikely that every component will fit the needs for every installation site.
In this paper we present the design of a node monitoring component called Fountain. Section 2 presents some background and motivation for designing this component. Section 3 gives an overview of existing node monitoring tools. Section 4 describes the interface to a node monitor and what services Fountain provides. Section 5 discusses the design choices and implementation of Fountain. Section 6 gives results for the test environments. Section 7 proposes some future work to add new features to Fountain. Lastly, section 8 concludes this paper.
Background and Motivation
System level monitoring is an important part of cluster management. As computational resources scale into the thousands of nodes per system domain, the failure rate for individual components will increase. Detecting these component failures before they happen requires an accurate snapshot of the cluster's status so the system administrator and other system components can act appropriately. Presently, node monitoring for a wide number of clusters is extremely primitive. The most often used method is the ping command, which does little more than tell the administrator if a node is physically connected and powered on. It still may be unusable, or unreachable due to a number of problems. In the event the ping command fails, the typical solution is to reboot the node, potentially destroying any temporary logs or event traces that preceded the failure. This methodology is inefficient for even medium sized clusters. As clusters continue to increase in size, effective monitoring of system and node information will be required.
Fountain has three distinct design goals in order to be a reliable, accurate, and effective node monitor. First, it should be fault tolerant in the sense that it should handle both individual and multiple node failures. In this context a node failure is defined as a loss of power, kernel panic, or a similar loss event. The second design goal of Fountain is that it should have a low memory footprint and processing requirements for each node. Monitoring perturbation is an unavoidable side affect of any performance monitoring system, however Fountain strives to reduce this as much as possible. The third and final design goal is Fountain should be able to effectively scale to next generation computational resources containing thousands of nodes.
The motivation to design Fountain came from the need to provide the cluster scheduler of the SSS environment with an accurate snapshot of each node's status. The cluster scheduler requires this information so user jobs can be scheduled and run accordingly. This is why fault tolerance is the primary and most important design goal of Fountain. In order to reliably provide the scheduler with accurate information, Fountain needs to be able to both recognize and recover from individual and multiple node failures in an efficient, reliable, and effective manor without adversely affecting the system.
Prior Work
Many monolithic resource management systems include basic monitoring capabilities. Products such as the Portable Batch Scheduler, LoadLeveler, Platform LSF, and the Sun Grid Engine all provide monitoring interfaces for cluster administration. While these systems all provide adequate monitoring features, many are not capable of interfacing with the existing SSS components shown in Figure 1 without modifications.
Supermon is a tool for scalable and high speed cluster monitoring. It is split into three separate components, a kernel module for providing the monitored data on each node, a server daemon on each node, and a data aggregator to present a single cluster image to clients. It relies on symbolic expressions for communication between components in order to reduce node perturbation when parsing messages [6] . One drawback to Supermon is that it does not provide memory usage information or node state information. It also does not interface with a cluster scheduler.
Ganglia is a scalable distributed monitoring system targeted towards clusters, grids, and planetaryscale systems [3] . It relies on a multicast-based listen/announce protocol to monitor cluster-wide state information While this approach allows easy setup, it imposes the requirement of having a functional local- area IP multicast network in place. Unlike Fountain, Ganglia is not explicitly designed to interface with a cluster scheduler. However, commercial resource management packages such as Moab [4] , or the open source variant Torque[9], can provide interfaces to the data monitored by Ganglia. Ganglia also provides detailed historic usage information by utilizing the RRDtool.
Node Monitor Interface
The primary user of the Fountain node monitoring component is the cluster scheduler. There are other users, mostly for administrative purposes, which will not be discussed further in this paper. The interface Fountain presents to its outside users is fairly straightforward. The system wide Service Directory component handles registration and de-registration requests for all components of the Scalable Systems Software environment. After a component registers itself with the Service Directory, other components can query the Service Directory and ask which port and what protocol a particular component has registered. Upon initializing itself, Fountain registers a port (ex: 9100) and a protocol (ex: SSSRMAP) with the Service Directory.
The Scalable Systems Software Resource Management and Accounting (SSSRMAP) message format defines a request-response syntax based on top of the HTTP protocol [1] . It is suitable for a connection oriented, XML based, application layer client-server protocol for interaction with other SSS components. Fountain uses the SSSRMAP message format and wire protocol, together with the SSS Node Object specification to create its interface to other components. Figure 1 shows some of the other components and their common <Envelope><Body actor="samm"> <Request action="Query"><Data> </Data><Object>Node</Object> <Get name="NodeId"></Get> <Get name="NodeState"></Get> <Where name="NodeState" op="eq">down </Where></Request></Body></Envelope> <Envelope><Body actor="root"> <Response action="Query"><Count> 2</Count><Total>34</Total> <Data name="NodeList" type="xml"> <Node><NodeId>m20</NodeId> <NodeState>down</NodeState></Node> <Node><NodeId>m34</NodeId> <NodeState>down</NodeState></Node> </Data><Status><Value>Success</Value> <Code>000</Code><Message> 2 node(s) found</Message></Status> </Response></Body></Envelope> Fountain is very extensible with respect to the data it can return in response to a query. When any client queries the Fountain server, they can supply an optional Where element and indicate an operator such as gt, lt, eq, ne, le, ge, or like for regular expression matching. In this fashion the cluster scheduler can query the Fountain server for all nodes matching the particular parameters requested by a user for their parallel job. It is also useful for a system administrator to query the Fountain server for all nodes with a state of down.
A sample SSSRMAP node query request and response message is shown in Figure 2 . The query asks Fountain to return a response with the nodes that have a state of down. The response message indicates there are 2 out of 34 nodes with a state of down.
Design of Fountain
Fountain consists of three separate components, the Fountain server, the master Fountain daemon, and the slave Fountain daemons. Each component is a separate process that communicates with the other Fountain components using XML messages over sockets. The Fountain server is responsible for aggregating together all of the current node statistical information and mak-ing it available to other SSS components using the interface described in the previous section. The master Fountain daemon is responsible for maintaining an accurate topology of slave Fountain daemons. The slave Fountain daemons do the actual monitoring work, they are responsible for monitoring their specific node in the cluster and promptly reporting neighboring Fountain daemon failures. The master and slave Fountain processes are daemons in the sense that they are expected to run forever with little or no user interaction.
A Fountain system starts life by executing the master Fountain daemon and the Fountain server on the head node of a cluster. The second step is to execute a slave Fountain daemon on all the other nodes in the cluster. This step does not need to be fast since it only happens once. Typically the best method to accomplish this is to launch a slave Fountain daemon with an initialization script during the node boot process. For smaller clusters the slave daemons can be launched by hand using ssh, telnet, or a similar method.
Slave Fountain Daemon
A slave Fountain daemon is very simple. It consists of a process running on each node of a cluster with two purposes. The first is to collect the static and dynamic usage information for the node it is running on, and the second is to report neighboring Fountain daemon failures in a timely fashion. In the current implementation, Linux is the only supported architecture for the slave Fountain daemons because the required monitoring information can be found in the /proc file system. The interface to gather the monitoring information is abstract enough that it will be trivial for Fountain to support other operating systems in the future. The information collected by each daemon is the amount of configured memory and swap space, amount of available memory and swap space, CPU usage, CPU architecture, and node operating system.
When a slave Fountain daemon starts, it performs some initialization work that opens a listening socket for incoming connections. Then it attempts to connect to the master Fountain daemon, after which it enters what is essentially an infinite loop. Inside this infinite loop, a system call to select waits for an incoming connection on the listener socket or for incoming data on an existing socket. If there are no incoming connection requests, or data waiting to be read on existing sockets, the slave Fountain daemons essentially do nothing. They only collect node information when requested to. That is, the Fountain server pulls data from the Fountain daemons rather than the daemons pushing the data. A slave Fountain daemon has a persistent connection to its parent node and persistent connections to any number of child nodes. The number of child connections for each Fountain daemon depends on its location in the Fountain tree topology, which will be explained in the next section. Slave Fountain daemons respond to request messages received from their parent node. An example request is a query message, which instructs the daemon to gather its node statistical information. Slave Fountain daemons also expect to receive two types of messages from their child nodes, a pulse request or a zero length message. If a zero length message is received from either the parent connection or any of the child connections, the slave Fountain daemon assumes that neighboring node has failed and it reports the failure to the master Fountain daemon.
Pulse messages serve three purposes, they are shown in Figure 3 . The first purpose, in Figure 3a , happens when a parent daemon periodically sends its children a pulse request. When a child receives this message, it knows the parent is alive and well. The second pulse message purpose is shown in Figure 3b , when a parent daemon dies unexpectedly and the remote socket is not closed. This could happen due to a kernel panic, an unplugged network cable, or any number of other reasons. In this case, the child will send a pulse request to its parent. If it does not receive a response, the parent is assumed to be lost and handled as previously mentioned. The third purpose is shown in Figure  3c , when the parent daemon has not sent its children a message during a predefined time interval but it's still alive. In this case, the children will send a pulse request to their parent and it will respond with a pulse response indicating it's still alive.
Master Fountain Daemon
A Fountain system consists of a single master Fountain daemon, typically running on the head node of a cluster. The master daemon is similar to the slave dae- mons, except it has the added requirement of maintaining an accurate topology of slave Fountain daemons in order to facilitate fast node queries. To achieve maximum scalability, we chose to use an n-ary tree topology to manage the slave Fountain daemons instead of other topologies such as a ring or a star [2] . Figure 4 shows an example ternary Fountain tree topology. Section 6 will present some initial conclusions about the optimal number of children for each node based on node query performance results.
When the master Fountain daemon starts, it opens a listening socket and waits for incoming connections. When a slave Fountain daemon connects to the master daemon, they initiate the tree establishment algorithm. This algorithm uses a three way handshake to introduce new slave Fountain nodes daemons the tree topology. After receiving the initial connection request, the master daemon looks up the next available parent daemon in its tree topology data structure. An available parent node is defined as the first node in the topology with less than the maximum number of children. The master daemon then sends a join response containing the hostname and listening port of the parent daemon this slave daemon should connect to.
After receiving the join response, the slave Fountain daemon attempts to join the parent daemon specified by the master daemon. When this connection is successful, the slave daemon responds to both its new parent daemon and the master daemon with a join-ack response and closes its connection to the master Fountain daemon since its no longer necessary. The master Fountain daemon then appends the newly joined slave daemon to its tree topology data structure and increments the number of children for its parent daemon by one. The sequence of messages exchanged between the master Fountain daemon, a slave Fountain daemon already in the tree topology, and a slave Fountain daemon that is attempting to join the tree topology is shown in Figure 5 .
The Fountain tree topology is designed as a complete n-ary topology. This means each entry has at most n children, and all the levels of the tree are full except for the bottom level, which is filled from left to right. Equations 1 and 2 can be used to locate the parent of node b, or child a of node b. The result of each equation is an index into the tree topology data structure. Note that a can have values between 0 and n-1 inclusive.
In addition to the tree establishment algorithm, the master Fountain daemon uses two additional algorithms to maintain the the topology of slave Fountain daemons. The tree recovery and rebuilding algorithms are used to recover the tree topology in the event of node failures. In this context, a node failure is defined as an event that causes the slave Fountain daemon to not respond to request messages. How the node failure happens is not necessarily important, just that the system of Fountain daemons can handle such an event.
The tree recovery algorithm used by Fountain is based on the work in [2] . When a slave Fountain daemon in the tree topology fails, both its parent daemon and child daemons notice the failure when their socket connection to that daemon is closed unexpectedly. They will then attempt to report this daemon failure to the master Fountain daemon. Upon receiving a lost daemon request, the master daemon will transition the tree state from idle to recovery. Once in the recovery state, the master daemon rejects all other requests except for additional lost daemon requests. That is, when the Fountain server sends a node query to the master daemon while the tree topology is in recovery state, it will receive an error response indicating the tree topology is recovering from a failure. Requests to join the tree topology are also rejected by the master Fountain daemon when the tree topology is recovering. After initially entering the tree topology recovery state, the master daemon marks the failed daemon as lost and waits for all of the lost daemon's neighbors to report the failure. After all of the failed daemon's neighbors have contacted the master Fountain daemon to report the failure, the master daemon selects a replacement daemon from the tree topology. To minimize the number of slave Fountain daemons affected by this recovery algorithm, the replacement daemon is always the last Fountain daemon to join the tree topology. After the replacement daemon successfully joins the failed daemon's parent, the master Fountain daemon informs the failed daemon's children to join the replacement daemon. The master daemon then sets the tree state back to idle so query requests can be processed.
If multiple nodes fail at or near the same time, the master Fountain daemon will accept the first lost node request and reject all subsequent requests by informing the daemon that reported the failure to try again later. Clearly this could cause a race condition if a single slave daemon has both its parent and one or more of its children fail concurrently. This race condition is mitigated by using a timer when the master Fountain daemon initially transitions to the tree topology recovery state. If the timer expires before all of the neighboring Fountain daemons have reported the failure, the master daemon transitions from the tree topology recovery state to the tree topology rebuild state. Once in the rebuild state, the master daemon closes all of its child connection sockets and responds to all lost node requests by telling the slave Fountain daemons reporting node failures to rejoin the master Fountain daemon. After receiving a rejoin response when reporting a lost node request, a slave Fountain daemon will close all of its child connections and attempt to rejoin the master Fountain daemon. This process happens recursively until the entire tree topology is rebuilt.
The tree recovery algorithm is shown in Figure 6 in the event of a single node failure where each node in the tree has a maximum of three child nodes. The resulting tree topology after the recovery would have node 4 replaced by node 16. Nodes 13, 14, and 15 would be children of node 16.
Up until this point, we have only discussed failures of the slave Fountain daemons. It is possible for the master Fountain daemon to fail as well. This will be detected by the master daemon's direct children. Since each slave daemon has no knowledge if its parent is the Proceedings of the 12th International Conference on Parallel and Distributed Systems (ICPADS'06) master daemon or another slave daemon, they attempt to connect to the master daemon and report its own failure. Obviously this will not succeed since the master daemon has failed and cannot accept connections. When the master daemon eventually returns, its former children will connect successfully and attempt to report the failure. The master daemon responds to this request by informing the slave daemon to rejoin the tree topology. This process is essentially the same as the tree rebuilding algorithm. After being told to rejoin the tree, the slave daemons that reported the master daemon failure will rejoin the master daemon and close their child connections. Their children, in turn will attempt to report their failure, which will cause the master daemon to inform them to rejoin the tree.
Fountain Server
The Fountain server is the most important component of the Fountain node monitoring system since it presents a single system view of the cluster to clients. After starting the Fountain server, it opens a listening socket for client requests and enters its main loop. Inside the main loop it attempts to connect to the master Fountain daemon. This connection is persistent, so it only happens once. After successfully connecting, it sends the master Fountain daemon a query request message at a user configurable interval. After sending the query request message, the Fountain server waits for the query response from the master Fountain daemon. This query response will contain the node status information from each node in the Fountain tree topology. The Fountain server maintains a node mon- itor data structure to keep track of all the information for each node in the cluster. This data structure is updated after receiving and parsing a node query response. The node query request and response message sequence between the Fountain server, and all of the Fountain daemons is shown in Figure 7 . Also inside its main loop, the Fountain server accepts incoming client connections and responds to their requests. These connections are transient, so they are closed after sending the response message.
Since the primary client of the Fountain server is the cluster scheduler, accurate node state information is imperative for the scheduler to operate effectively. To fulfill this requirement, Fountain will change a node's state to down if it does not respond to a query request. Only after the node comes back online and the Fountain daemon for that node responds to a query request, will the node's state be changed back to Up.
When the master Fountain daemon receives the query request from the Fountain server it immediately forwards the request to each of its children and then waits to receive a response from them. This process happens recursively for each slave Fountain daemon as well. The slave Fountain daemons that are the leaf nodes of the tree topology have no children, and will immediately respond to the query request with their node status information. When their parent daemons receive a query response from each of their child daemons, they append their node status information together with each child response and send the response to their parent daemon. When the master Fountain daemon receives query response messages from each of its children, it appends its node status information and sends the response to the Fountain server.
A race condition exists if a node in the cluster fails before the query request message has reached the slave Fountain daemon running on that node. This happens due to the use of a blocking read after the master Fountain daemon sends the query request message to its children. When a slave Fountain daemon in the tree topology fails, its neighboring daemons will attempt to report this failure to the master Fountain daemon. Since the master daemon is a single threaded application, it cannot respond to the node failure request and wait for the node query response at the same time. This race condition is handled by the addition of a timeout when the master daemon is waiting for query response messages from each of its children. If the timeout period has elapsed before receiving a query response from one of its children, the master Fountain daemon will abort the node query request and send a response with a failure error code to the Fountain server. Then it will handle the node failure request and recovery the tree topology using the tree recovery algorithm.
Results
In this section we present test results from two medium sized Linux clusters. The first test environment is 4pack, a cluster of 34 PowerPC G4 Macintosh computers running Debian Linux and connected by a high speed Myrinet network for intra-node communication and fast ethernet for management. The second test environment is Scink, a 64 node dual-processor AMD Athlon MP2200 cluster running Debian Linux and connected with a 2D SCI network and fast ethernet.
Query Performance
The primary design goal of Fountain is to maintain an accurate tree topology in the presence of node failures. Performing fast and efficient node queries is a secondary goal. To do this the Fountain daemons are arranged in a n-ary tree topology as described previously. The results from performing node queries on a variety of Fountain configurations are shown in Tables 1 and 2. Figures 8 and 9 show a graph of these two tables. To achieve larger configurations than 34 Fountain daemons on 4pack or 64 Fountain daemons on Scink, multiple slave Fountain daemons were run on a each node in the cluster. The time represented for each query is measured as the time it takes the Fountain server to send the master Fountain node a query message, receive the query response, and process the response message. They are measured in milliseconds and represent an average of three separate node On both 4pack and Scink the results show nearly linear scaling. More-so on 4pack than Scink, which is probably because Scink is used as a production cluster for computational chemists so CPU usage was not as low as 4pack when these test results were collected. The query time results are favorable in the sense they show Fountain is capable of scaling to larger system configurations without adversely affecting the time it takes to query every node in the cluster. These results show that Fountain is capable of querying and processing the results for a cluster with up to 1,025 nodes in less than one second. If faster monitoring speed is desirable for a particular installation site, Fountain can be extended to act as a wrapper around a more specialized monitoring component like Supermon [6] and present its data using the SSS interface. 
Recovery Performance
The 4-ary and 5-ary tree topologies perform node queries faster than the binary and ternary trees. However, with these configurations the time for the tree to recover from a single node failure increases. Table  3 shows the average time to recover the tree topology from a single deterministic node failure. The numbers shown represent the time in milliseconds that elapse from when a neighboring node first reports the failure until a replacement node has been contacted and successfully replaced the failed node. For tree topologies with a larger degree, the time to recover from a node failure is longer because each node has more neighbors that have to report the failure. Table 4 shows the average time to recover the tree topology from multiple concurrent node failures on 4pack. In this case, the time shown is the total time that elapses for the tree topology to recover from each failure. The time to recover from multiple concurrent node failures is more than the time to recover from a single node failure, multiplied by the number of failed nodes. Since the master Fountain daemon can only recover the tree topology from a single failure at once, it rejects all lost node requests for a different lost node if it is already handling a node failure. Only after the master daemon has recovered the tree topology from the first failed node that was reported first, will it respond to requests for another lost node.
These recovery times show that Fountain is capable of efficiently reconstructing its tree topology from single or multiple node failures by affecting the minimum number of nodes possible. The recovery results are fa- 
Rebuild Performance
The tree rebuilding algorithm presented in section 5.2 is used as a last effort to reconstruct the tree topology if the master Fountain daemon determines it's not possible to recover the tree topology using the tree recovery algorithm. The numbers shown in Table 5 represent a worst case scenario for the tree rebuilding algorithm. The elapsed time is obtained by forcing a tree rebuild without losing any nodes in the cluster. Normally, the tree rebuilding algorithm would be triggered by multiple nodes failing at the same time. In that case, timing the rebuilding algorithm would be difficult because it's unknown how many nodes failed and when they will be able to rejoin the tree topology. The tree rebuilding algorithm is faster on topology configurations with a higher degree, which is expected due to Table 6 and Figure 10 summarize the node overhead for individual nodes on 4pack. The monitoring bandwidth numbers were collected by running tcpstat [8] three times, for five minutes and averaging the results. CPU usage is not shown in the table because it was less than 0.1% in all cases but the master daemon, where it was 0.15%. Each Fountain daemon achieves low CPU usage because it spends most of its time waiting for incoming messages in the select system call.
Node Overhead
The bandwidth numbers shown in Table 6 represent both the send and receive bandwidth for each Fountain daemon, depending on the query interval used by the Fountain server, and the daemon's particular level in the tree topology. The level is the number of hops away from the master Fountain daemon. The master daemon uses the most bandwidth since it sends a query response message containing all of the Fountain daemon's information to the Fountain server. As the level increases, the bandwidth usage per node decreases since that node will have at most, half as many children and grandchildren as its parent node. Increasing the query interval from 30 seconds to 15 seconds increases the bandwidth by about a factor of 2. This is expected because the query request and response messages make up nearly all of the bandwidth used by a Fountain daemon. The only other messages sent between Fountain daemons are the pulse request and response messages, which are very small and sent less frequently than query messages. The numbers shown represent the bandwidth when the tree topology is in a binary tree configuration. As expected, increasing the tree topology degree causes the bandwidth per node to decrease more rapidly as the level number increases. However, the bandwidth used by the master Fountain daemon will always be the same as long as the total number of Fountain daemons does not change.
Future Work
Due to its fault tolerant design requirement, additional work remains to formally verify the tree establishment, tree recovery, and tree rebuilding algorithms used to maintain the tree topology for the slave Fountain daemons. It may also be beneficial to implement a more advanced algorithm for establishing the tree topology where the number of children each Fountain daemon has depends on its depth in the topology instead of using a fixed number of children per daemon.
Proceedings of the 12th International Conference on Parallel and Distributed Systems (ICPADS'06) Extending the Fountain server to monitor other data than just node specific information is also a future research topic. We have explored this topic by implementing an Infiniband network monitoring module and have considered extending this idea to monitor other high performance networks. This information is gathered by the Fountain server separately from the node based information from the Fountain node daemons. This idea could also be implemented to monitor specialized parallel architectures such as the Cray XT3 or IBM BlueGene. Finally, a server specific data source could act as a wrapper around other, more specialized monitoring tools, such as Ganglia, Supermon, or NW-Perf [5] , and allow Fountain to present their data to other SSS components using the existing interface to Fountain.
To provide a user friendly interface to Fountain, both a web based and traditional GUI application are in development. These projects will allow a system administrator to view the overall cluster status as a snapshot. Historical system usage network topography visualization are being considered for this project.
Conclusion
This paper has described the design of a node monitoring component that implements the Scalable Systems Software node monitor specification. The results show it scales favorably to larger systems sizes when performing node queries and recovering from node failures. Future work exists to add additional features such as a web interface and network topology performance mapping.
