As structural health monitoring continues to gain popularity, both as an area of research and as a tool for use in industrial applications, the number of technologies associated with structural health monitoring will also continue to grow. As a result, the engineer tasked with developing a structural health monitoring system is faced with myriad hardware and software technologies from which to choose, often adopting an ad hoc qualitative approach based on physical intuition or past experience to making such decisions, and offering little in the way of justification for a particular decision. This article offers a framework that aims to provide the engineer with a quantitative approach for choosing from among a suite of candidate structural health monitoring technologies. The framework is outlined for the general case, where a supervised learning approach to structural health monitoring is adopted and is then demonstrated on two problems commonly encountered when developing structural health monitoring systems: (a) selection of damage-sensitive features, where the engineer must determine the appropriate order of an autoregressive model for modeling of timehistory data, and (b) selection of a damage classifier, where the engineer must select from among a suite of candidate classifiers, the one most appropriate for the task at hand. The data employed for these problems are taken from a preliminary study that examined the feasibility of applying structural health monitoring technologies to the RAPid Telescopes for Optical Response observatory network.
Introduction
Since the time when more than one model was available to describe the behavior of a physical system, the questions of which model to employ, and why, have been asked. A classical example is that related to models of planetary motion where Ptolemy's geocentric model was eventually superseded by Copernicus' heliocentric model, despite the Ptolemaic system providing adequate astronomical predictions for over a millennium, given its intended application (i.e. predicting seasonal changes to support agricultural enterprises). However, when the Ptolemaic system was employed to predict planetary motion, it was shown to be inadequate and subsequently, physically inaccurate.
At the most general level, structural health monitoring (SHM) often employs a model to approximate the changes in behavior of a physical system that result from damage. An increased interest in SHM by the civil, aerospace, and mechanical engineering communities has led to a relative explosion of technologies proposed to both improve upon and extend the application of these research fields. As these technologies are brought online, the engineer tasked with developing a SHM system is not only faced with the difficulty of choosing from among these technologies, but must also do so defensibly.
Offering such defensible approaches, two recent research efforts 1,2 adopted Bayesian model selection frameworks to select from among a family of models, the model that most probably represented a system for which data exist. Whereas Ref. 1 focused more generally on the problem of selecting a model that approximates a physical system, Ref. 2 focused more specifically on determining the most probable order of an autoregressive model with exogenous inputs (ARX). In general, these approaches employ Bayes's theorem as
Here, P(M i ) is the prior probability assigned to the model M i , or the probability that the model M i is the true model before observing the data. P(DjM i ) is the model evidence, or the probability that the data D will be observed given the model M i . P(DjM i ) is also referred to as the marginal likelihood, as it is essentially a likelihood function associated with model M i , where the effects of the model parameters are removed by random sampling from the prior probabilities associated with the model parameters. 3 Finally, the term P(M i jD) is the posterior probability of the model M i , or the probability that model M i is the true model after observing the data D. With respect to the work of Beck and Yuen, 1 the M i in equation (1) corresponded to different model classes employed to approximate the dynamic behavior of structures subjected to seismic excitations. For Saito and Beck, 2 the M i corresponded to the parameters that define different orders of an ARX model. When solving Bayesian model comparison problems, models are typically assigned equal prior probabilities to represent the analyst's ignorance as to which model is the true model for the data at hand. Once the posterior probabilities associated with the models are estimated, these estimations may be used to compute information criteria (e.g. Akaike and Schwartz 3 ) as a means of evaluating the relative merit of each model. While this framework offers a principled treatment of the analyst's uncertainty about the model selection problem, it is conditioned on the data D. As such, concern arises when it is admitted that these data are subject to variability (aleatoric and epistemic), as such changes have the potential to introduce additional uncertainties into the model selection problem.
Overview of proposed framework
This article offers an alternative framework with which to address the model selection problem within the context of SHM. Anchored in Information-Gap Decision Theory (IGDT), 4 this framework assumes a nonprobabilistic description of the engineer's lack of knowledge about the data. Using this as a point of departure, the proposed framework aims to inform the engineer as to the robustness, or insensitivity to this ignorance, of a particular decision (i.e. choice of an SHM technology).
IGDT has been applied in a number of research topics, and the reader is directed to Ref. 5 for an exhaustive list of references. A recent application of IGDT to SHM is found in Ref. 6 where the authors assessed the robustness of an artificial neural network's ability to detect damage, given variability in the network inputs. While a similar strategy is adopted herein, an attempt has been made by the authors to generalize the approach in order to tackle broader classes of problems within SHM. To this end, the four-part statistical pattern recognition paradigm discussed in Ref. The focus herein will be on decisions related to parts (III) and (IV) of this paradigm, and as such, it will be assumed for the purposes of this article that the technologies, the data, and so on associated with parts (I) and (II) have been defined and are fixed at this point in the SHM system design process. It is noted, however, that the proposed framework is general, in that it could also be applied to decisions associated with parts (I) and (II).
Before continuing, it is emphasized that the authors are neither denigrating probabilistic approaches to model selection, nor promoting that engineers ignore the data that could be used to support decision making. On the contrary, probabilistic approaches to decision making that are anchored in the data can be, and typically are, valid over a wide range of unplanned-for conditions. However, the proposed approach offers an advantage in that it makes no a priori assumptions with regard to assigning probability density functions to uncertain parameters. In addition, the proposed approach admits that the data may exhibit some unknown level of variability, and offers a principled means of managing this variability.
Article organization
The remainder of this article is organized around two main sections. The ''Problem Formulation'' section is devoted to formulating the problem of how to assess SHM technologies, in support of designing SHM systems that are robust to variability in the data and hence, the damage-sensitive features extracted from these data. First, the problem is cast within the context of IGDT and then, important quantities relevant to this application of IGDT are defined, which feed into the definitions of the info-gap models of uncertainty and the robustness function. Section ''Demonstration The ''Problem Formulation'' section demonstrates the application of IGDT to two aspects of an SHM design, related to parts (III) and (IV) of the paradigm outlined above. The article concludes with a summary of the work performed, improvements to the SHM development process, and ideas for future directions of research.
Problem formulation

Overview
IGDT aims to facilitate decision making in the face of uncertainty, particularly when there is little information available about this uncertainty a priori, rendering a probabilistic definition difficult to employ. To begin the discussion of the problem formulation, three questions that are central to any IGDT analysis are asked: (a) ''What is the decision that needs to be made?'' (b) ''What is the uncertainty that affects the quality of this decision?'' and (c) ''How is the quality of this decision quantified?'' Coincidentally, these questions also arise when adopting a supervised learning approach to SHM. While there are many decisions that need to be made when adopting such an approach, the focus herein relates to choosing (a) an appropriate set of damage-sensitive features and (b) an appropriate classifier that employs these features for damage detection. Engineers faced with this question typically offer little in the way of objective reasoning for choosing one classifier over another, relying instead on a ''tried-and-true'' classifier. This statement is not meant to imply that expert opinion is invalid. Indeed, reliance on such tried-and-true solutions is often a robust decision, as the engineer does not expect to be surprised by the results associated with such a decision (or else that decision would not be made). However, the proposed methodology goes beyond this subjective approach and offers a principled and hence, defensible manner of assessing the robustness of decisions (tried-and-true and otherwise) to uncertainties affecting those decisions.
As for the second question, an important concern related to the supervised learning approach to SHM is addressed: the data that initially represent the undamaged (or damaged) structural system can and often do change, with the potential to do so in an unexpected manner. That is, the structural-condition information offered by damage-sensitive features may not be consistent over a long time frame, potentially rendering the damage classifier obsolete. An adaptive SHM system offers a means of addressing this concern, but such approaches can be difficult to develop, implement, and maintain. The proposed methodology offers an alternative by assuming little about the future form of the damage-sensitive features, other than that it will vary due to environmental and/or operational variability. The robustness of the damage classifier then relates to its sensitivity to these variations.
The focus of the third question lies in the quantification of this robustness. While generally the most subjective question of the three, for the particular case of SHM, the answer to this question should relate to the effectiveness of the damage classifier to accurately assess the state of the structure. That is, as the future form of the damage-sensitive features undergoes more and more variability, a damage classifier will be assessed as robust to this variability if it is able to meet a minimum performance criterion related to the accuracy of its assessments.
Definitions
Having answered the above questions, the problem may now be formulated in mathematical terms. Before continuing, the reader is reminded that the focus of this article is on parts (III) and (IV) of the four-part statistical pattern recognition paradigm outlined above. Thus, the formulation begins with the assumption that there exist two sets of time-histories containing the measured responses of a structural system in its undamaged and damaged configurations (this assumption implies the completion of parts (I) and (II) of the paradigm). These sets are denoted u =
, where the right superscripts u and d refer to the undamaged and damaged configurations, respectively, and R and S refer to the number of time-histories collected for the undamaged and damaged configurations, respectively. For typical applications of the supervised learning approach to SHM, R will be much greater than S, resulting in a wellcharacterized definition of the undamaged configuration. It would then be assumed that the data exhibiting characteristics that deviate from this well-characterized, undamaged configuration would indicate the presence of damage in the structural system.
The focus of part (III) of the paradigm is twofold in that the features selected must be sensitive to damage in the system, and must do so using a reduced-dimension basis. The latter focus emanates from the fact that data sets associated with SHM systems (e.g. response timehistories, strain-field responses, etc.) are of high dimension, rendering their subsequent analyses difficult. Oftentimes, this dimension reduction results in features that are scalar-(e.g. peak amplitudes) or vector-based (e.g. autoregressive coefficients) representations of the higher-dimensional data sets. For the present discussion, the form and content of these features are unimportant, except to note that basic statistics may be computed (on an element-by-element basis for vectorbased representations). Treating the above in a more mathematically formal manner, damage-sensitive features are selected from each of the time-histories within u and d , and collected in the sets
. . , Sg, where P contains a parametric representation of the selected features. In this study, P will be defined as a scalar quantity, equal to the order of the autoregressive (AR) models employed to approximate the timehistories within u and d . With these definitions, the means of the features associated with the undamaged and damaged configurations may be computed as in equations (2) and (3), respectively, where it is noted that the dimensions of these quantities are consistent with those of the features. That is, for scalar-based representations, the means are also scalars, and likewise for vector-based representations.
Note that for the discussion below, the terms ''undamaged features'' and ''damaged features'' are used. This terminology implies that the features extracted from the data are acquired from the structural system in its undamaged or damaged configuration, respectively, and not that the features themselves are undamaged or damaged.
Info-gap models of uncertainty and the robustness function
Using the definitions provided in the ''Definitions'' section, the info-gap models of uncertainty u and d , are now formulated. These are given as
for the structural system in its undamaged and damaged configurations, respectively, where it is noted that the functional dependencies on P have been omitted for clarity. Referred to as an ''envelope-bound'' infogap model, 4 equation (4) It is also noted that equations (4) and (5) represent only one type of info-gap model that is suitable for the purposes of the present article. For other applications of interest, alternative info-gap models (e.g. ''energy-bound'') could also be considered; the reader is directed to Ref. 4 for such alternatives.
As stated previously, the robustness of a damage classifier is measured as its insensitivity to variability in the damage-sensitive features, while still providing adequate damage-detection performance. Thus, a metric of performance must be defined against which the robustness of each damage classifier will be measured. While the performance of a damage classifier may be measured in variety of ways, a common metric involves the receiver operating characteristic (ROC), 8 or more specifically, the ROC curve. ROC curves are constructed by computing the ordered pair (TPR(t), FPR(t)), where TPR(t) and FPR(t) are the true positive rates and false positive rates, respectively, for a given decision threshold t. In other words, the TPR(t) is the probability that a damage classifier correctly detects damage in the system, and correspondingly, the FPR(t) is the probability that a damage classifier produces a false alarm or Type I error. Given the preference for a high TPR(t) paired with a low FPR(t), the area under the ROC curve (AUC) has been proposed and employed as a global measure of performance for diagnostic tests. 9, 10 It is this measure, paired with the qualitative guidelines given in Ref. 11 that will be employed to assess the robustness curves in the ''Robust selection of AR model order'' and ''Robust selection of damage classifier'' sections. Figure 1 illustrates a set of ROC curves, where the qualitative assessments are derived from the corresponding AUCs (i.e. the shaded regions underneath the curves).
With a metric of performance against which to measure the robustness of damage classifiers, the corresponding robustness function is defined as
The functional dependencies C and P in equation (6) refer to the damage classifier and the parametric representation of the damage-sensitive features, respectively, both of which are chosen by the analyst. Literally translated, the robustness function seeks the maximum horizon of uncertainty a, for which the minimum AUC or worst-case performance, is greater than the minimum performance requirement AUC critical . Equation (6) is thus evaluated for various Cs and Ps, providing the analyst with a principled way in which to compare and contrast the relative merits of the chosen Cs and Ps. In this way, the problems of selecting robust damagesensitive features, vis-a`-vis the AR model order and of selecting a robust damage classifier may be evaluated using the same robustness function. That is, from an algorithmic standpoint, the difference between evaluating the robustness of a single classifier and a single AR model order versus multiple classifiers and multiple AR model orders simply amounts to evaluating equation (6) for the Cs and Ps in a nested manner.
Before presenting a conceptual example, the practical problem of computing the inner minimum of equation (6) is discussed. Oftentimes, there exists an analytical expression for the performance of a model, which permits the derivation of an explicit expression for the robustness function. Consider, for example, a cantilevered beam under the influence of uncertain loading with respect to the assumed info-gap model of uncertainty, whose performance is measured by the magnitude of the tip deflection. In this situation, an expression for the tip deflection may be derived that takes into account the uncertainty in the loading, and the robustness function may subsequently be derived using elementary calculus. In cases for which such closed-form solutions are intractable, as in the present case, the info-gap model(s) of uncertainty may instead be sampled. For each sample, the performance is computed and for the case of equation (6), the minimum performance from among the samples is stored. If the info-gap model(s) of uncertainty are sufficiently sampled for a fixed value of a, it is reasonable to assume that the robustness curves are well approximated, and the IGDT analysis may proceed. Particular to the robustness function presented in equation (6), the performance metric is derived from a ROC curve, the construction of which requires multiple classified instances of the uncertain feature vector. Thus, the robustness actually depends upon a sampled subset of the info-gap models given in equations (4) and (5); these subsets are denoted B u and B d in equation (6) . It is noted that the sampling strategy employed is based upon a uniform probability law, as examination of the data variability did not justify the use of an alternative distribution (i.e. the principle of indifference is invoked). A potential continuation of this study could examine the robustness of the damage classifier against the choice of this distribution. As mentioned above, the performance of each sampled subset is computed and the minimum performance from among these subsets is stored. Alternately, an optimization scheme (e.g. genetic algorithm) may be employed to determine the minimum performance (while not a focus of the present article, this issue is noted here for the sake of completeness).
Given the abstraction of the foregoing discussion, a conceptual example is presented in which an engineer is tasked with deciding between two damage classifiers, C 1 and C 2 , that will provide robust performance against variability in the time-history data. Additionally, the time-history data is being modeled with an AR model, but it is not immediately obvious which model order, P 1 or P 2 , should be employed to model the data. Note that as in the problems presented in the ''Demonstration problems'' section, the damage-sensitive features are the AR model coefficients, and thus accurate modeling of the data from both the undamaged and damaged configurations are important. For this problem, equation (6) would be evaluated four times as follows: (a)â(C 1 , P 1 ), (b) a(C 1 , P 2 ), (c)â(C 2 , P 1 ), and (d)â(C 2 , P 2 ). The result of these analyses would be a set of robustness curves such as those given in Figure 2 , where the engineer's choices of C and P can now be evaluated in terms of their robustness to thevariabilityinthedata.
Referencing Figure 2 , the engineer should choose (C 1 , P 2 ) if the data is known to be of high quality, because this combination provides the highest value of the AUC at lower horizons of uncertainty a. Conversely, if the engineer is less confident about the quality of the data, corresponding to greater horizons of uncertainty, (C 2 , P 2 ) should instead be chosen: a situation referred to as ''preference reversal'' (see ''Hypothetical example'' section). This example, albeit hypothetical, is simply to familiarize the reader with IGDT analyses and how they may be employed to inform decisions. Following is the application of IGDT to a real-world problem, namely, the development of a SHM system for the RAPid Telescopes for Optical Response (RAPTOR) observatory network.
Demonstration problems
Experimental data
The data employed for the following demonstration problems are taken from a preliminary study that examined the feasibility of applying SHM technologies to the RAPTOR observatory network. 12 The RAPTOR observatory network consists of several autonomous, robotic, astronomical observatories designed to search for astrophysical transients, with specific focus on gamma-ray bursts. 13 The high duty cycles and remote locations of these observatories present significant difficulties with respect to planning maintenance schedules, making them ideal candidates for SHM.
At issue in this study is the wear of a component of the drive mechanism that controls the Right Ascension (RA) axis of the telescope (see Figure 3 ). This component, referred to as a ''capstan,'' is a stainless steel rod with a urethane coating that provides the friction interface between the motor that drives the telescope mount and the drive wheel. The urethane coating is known to experience wear with use, resulting in irregular travel of the drive wheel and the eventual inability to actuate the drive wheel. Figure 4 provides examples of both undamaged and damaged capstans, where these qualitative assessments were provided by an expert familiar with the RAPTOR observatories. With respect to the undamaged capstans: capstans 1 and 2 are nominally similar, but capstan 2 exhibits a subtle uniform wearing of the urethane coating; capstan 3 exhibits bulging (black arrow) and cracking (white lines) of the urethane coating, but it is assessed as undamaged. With respect to the damaged capstans: capstan 4 exhibits significant nonuniform wearing (black bracket) of the urethane coating; capstan 5 exhibits cracking (similar to Capstan 2) and moderate nonuniform wearing of the urethane coating, but it is assessed as damaged; and capstan 6 exhibits severe wear of the urethane coating.
Data for the study are collected using a PCB Piezotronics model 352A24 accelerometer with a data sampling rate of 640 Hz over a time of 6.4 s, giving a total record length of 4096 samples, for each of the 10 tests executed, and for each of the 6 capstans illustrated in Figure 4 . This gives a total of 60 acceleration timehistories that were then divided into equal-size records, each having a length of 256 time points. The accelerometer is attached to the RA drive motor mounting bracket, which attaches the drive motor to the RA tensioning bar (see Figure 3) . The acceleration response of actuating the RA drive wheel is then measured in the direction perpendicular to its plane-ofrotation. Referencing the sets u = x contain 256 time points for all i, and R = S = 480. The reader is reminded that typical SHM applications present situations where R ) S. However, in this application, access to both undamaged and damaged capstans and an out-of-service RAPTOR observatory with which to test the capstans was readily available, presenting a unique case where R = S.
Robust selection of AR model order
This demonstration problem is centered on part (III) of the SHM paradigm presented in the ''Overview of proposed framework'' section, namely, ''Feature selection and information condensation,'' which is the process by which important damage-sensitive characteristics of a system's response are identified, with an additional focus on reducing the dimensionality of the response data. In particular, the focus here is on selecting the order of an AR model that results in the most robust damage classifier performance, given variability in the acceleration time-history data. As noted in the ''Infogap models of uncertainty and the robustness function'' section, the damage-sensitive features employed in this study are the AR model coefficients. AR models provide a relatively straightforward means of accurately describing time-history data, and because the AR model coefficients represent the poles of the structural response, they are sensitive to changes in the dynamic response of the structure. The use of AR models is widespread in the SHM literature (see e.g. Refs. 14 and 15). However, a survey of the literature also indicates that the problem of selecting an appropriate AR model order remains a topic of importance in the SHM community.
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For the time-histories considered herein, having discretely sampled components x 1 , x 2 , . . . , x 256 , the corresponding AR models are computed as
where p is the order of the AR model, u j is the jth AR model coefficient, and e i is a white-noise random error at time i. The coefficients u j are computed using a least-squares technique or the Yule-Walker equations, 17 with the number of coefficients being equal to the order of the AR model: a number that is typically several orders of magnitude smaller than the number of samples within the time-history.
Relating this problem to the robustness function in equation (6) , P is synonymous with the AR model order p, and the sets F u (P) and F d (P) are composed of vectors of the AR model coefficients associated with the structural system in its undamaged and damaged configurations, respectively. To conduct the info-gap analysis, AR model coefficients are computed for each of the acceleration time-histories in the sets u and d , and their respective means are computed as in equations (2) and (3). A damage classifier is then ''trained'' using the features contained in the set F u (P). Thereafter, multiple subsets of samples (i.e. multiple B u s and B d s) are assembled from the info-gap models in equations (4) and (5) at monotonically increasing values of the horizon of uncertainty a. The samples within these subsets are classified as undamaged or damaged, using the aforementioned damage classifier, and ROC curves are constructed for each of the subsets. Then, for each value of a, the worst-case performance (i.e. minimum AUC) of the damage classifier is stored. This process is repeated for each damage classifier C, and for each AR model order P. For this analysis, 10 AR model orders P = 5, 10, . . . , 50 f g , are evaluated for each of four damage classifiers C = ffactor analysis, Mahalanobis squared distance, principal component analysis, singular value decompositiong (a discussion of these damage classifiers follows in the ''Robust selection of damage classifier'' section). It is noted that while the results presented in the current and following sections emanate from the same info-gap analyses, the discussion in this section is focused specifically on the robust selection of an AR model order, with respect to two damage classifiers'', namely the Mahalanobis squared distance (MSD) and factor analysis (FA) algorithms. For this reason, assigning a specific value to AUC critical (see equation (6)) is left to the ''Robust selection of damage classifier'' section, with this section providing a more qualitative discussion of the robustness curves produced by the AR model orders examined. Figure 5 presents two sets of robustness curves associated with the MSD (Figure 5(a) ) and FA ( Figure 5(b) ) damage classifiers, where each curve corresponds to a particular AR model order. Qualitatively, Figure 5 (a) presents intuitive results in that the lowest and the highest AR model orders present the least robustness to variability in the data. At the lowest AR model order, the limited number of coefficients is unable to completely capture the salient characteristics of the time-history data, resulting in a poor approximation of other data from the same system. Conversely, at the highest AR model orders, the larger number of coefficients allows the AR models to fit the ''training data'' well, but there is also a tendency for such models to overfit these data such that they (i.e. the models) will not generalize well to other data. Interestingly, this intuition does not appear to hold true in the case of Figure 5 (b), in that the robustness of the various AR model orders does not appear to follow a set trend. Thus, while it is often the case that lower-order AR models generalize well to future data sets, this analysis indicates that such intuition should be validated prior to choosing a particular order.
A quantitative comparison of Figure 5 (a) and (b) highlights that at the horizon of uncertainty a = 0 (namely, in the absence of uncertainty), both damage classifiers, regardless of the AR model order employed, exhibit optimal performances of AUC = 1:0. However, in the case of the MSD damage classifier, a rapid decrease in performance is noted to begin at a = 0:15 for most of the AR model orders employed. Conversely, in the case of the FA damage classifier, this branching begins much later at a = 0:6. These general trends exhibited by the robustness curves in Figure 5 speak of course to the question of selecting a robust damage classifier, which will be addressed later in the ''Robust selection of damage classifier'' section.
Examination of Figure 5 also highlights two central properties or axioms of IGDT. The first relates to the nesting property common to info-gap models of uncertainty in that as the horizon of uncertainty a, increases, the sets defined by info-gap models become more inclusive. It is noted that this property requires that the constructed info-gap models be nested, which is the case for equations (4) and (5) . As an example, consider Figure 6 where it is seen that at a = a 2 , the range of values that b u i may assume also includes that defined at a = a 1 . Likewise, the range of values that b u i may assume at a = a 3 includes that defined at a = a 2 (which also includes that defined at a = a 1 ). The implication of this property is that as the horizon of uncertainty increases, the worst-case performance of a model, which emanates from this nested set of model parameters, does not and moreover, cannot improve (but it can stay the same), producing the monotonically increasing robustness curves given in Figure 5 .
The second property is that of contraction, 4 in that as a approaches a value of zero, the info-gap models reduce to a single set of parameters that describe ''nominal models''; these nominal models have zero robustness to uncertainty. For the present case, the nominal models of the undamaged and damaged configurations are represented by the mean values of the AR model coefficients m u and m d , built from the time-histories contained in u and d , respectively (given in the ''Experimental data'' section). The contraction property is demonstrated in both Figure 5 (a) and (b), in that the robustness curves reduce to a constant value of AUC = 1:0 at a value of a = 0. While representing the best information available to the engineer, these nominal models also represent a precariously optimistic point of view in that no variability in the data may be tolerated without the potential of negatively affecting the quality of the model, represented as a reduction in the value of AUC.
Robust selection of damage classifier
This demonstration problem is centered on part (IV) of the SHM paradigm presented in the ''Overview of proposed framework'' section, namely, ''Statistical Model Development for Feature Discrimination''. The model employed to discern the state of the structural system can rely on a purely mathematical representation of the data as in Ref. 18 or instead rely on a high-fidelity, physics-based model as in Ref. 19 . For the present case, four mathematical representations employed as damage classifiers are examined: FA, MSD, principal component analysis (PCA), and singular value decomposition (SVD). Brief explanations of each are given in the following sections, followed by a presentation of the results from the info-gap analyses of each.
For reference in the following sections, equation (8) defines the (P 3 R) matrix Y u that contains the standardized AR model coefficients associated with the undamaged system state, where m u is as defined in equation (2) . Equation (9) is then the (P 3 P) sample covariance matrix of Y u , where it is noted that E½Á is the expected value operator
Note that unless required for explanation, the functional dependencies on P will be omitted in the following for clarity in notation.
FA. FA is a technique by which it is determined that multidimensional feature vectors depend upon a lower dimensional set of f independent variables, referred to as ''factors.'' These factors represent the underlying correlation(s) among features within the space defined by Y u . Mathematically, the FA model is expressed as
where L is a (P 3 f ) matrix of factor loadings, j is a (f 3 R) matrix of common factors, and ε is a (P 3 R) matrix of error terms. Alternatively, an expression that involves the covariance matrix of Y u may be employed as
where C is a diagonal matrix containing specific variances of the features. The matrices L and C are typically determined through maximum likelihood estimation techniques. As a damage classifier, FA is first used to solve for the common factors associated with the set F u . Then, in order to assess the state of unknown , the feature vector being classified, these common factors are removed such that only unique, presumably independent factors remain. Thus, if a significant dependence upon these independent factors is exhibited, the state of unknown is likely to be associated with the damaged state.
MSD. The most straightforward of the four damage classifiers employs the MSD metric to quantify the similarity between a training data set and a data set of features obtained from an unknown system state. The formula for computing this metric is given as
where unknown is the feature vector being classified and m u and S u are as defined in equations (2) and (9), respectively. In this way, the classification problem reduces to one of scoring individual feature vectors, where the scores represent the deviation of each feature vector from the mean behavior of the set F u . Thus, higher MSDs are assumed to be associated with the damaged system state.
PCA. PCA operates by projecting multidimensional feature vectors onto a lower dimensional subspace. This is accomplished by operating on Y u with an (P 3 n) transformation matrix T as
where n is less than P, which yields a reduced set of R vectors in n-dimensional feature space. If T is orthogonal (i.e. if T T T = I), then Y u can be reconstructed aŝ
The error in this reconstruction can be expressed as the
, and the columns of T that minimize this error for a projection onto a subspace of dimension n, are the eigenvectors corresponding to the largest n eigenvalues of the covariance matrix of Y u . 20 The classification then employs the transformation matrix T to operate on unknown as in equation (14), where a large residual error in the reconstruction indicates that unknown is associated with the damaged system state.
SVD. SVD is a method that has been proposed to discern whether a feature vector from an unknown system state should be assessed as damaged or undamaged. 21 To begin, consider the matrix
where the quantities are as previously defined and linear independence among the u i is assumed. If it is assumed that linear independence between the u i and unknown is indicative of the damage, then the state from which unknown emanates may be assessed by simply computing rank(Z). Thus, if rank(Z) = R + 1, then unknown is likely to be associated with the damaged condition and the converse is true for rank(Z) = R. However, due for example to noise-contaminated data, assessing unknown is rarely as simple as computing rank(Z). This difficulty is typically overcome by comparing the singular values of the matrices Y u and Z up to a certain threshold, where large residual differences between the singular values of Y u and Z are assumed to indicate damage.
Results. The robustness curves given in Figure 7 (a) present the performances associated with the robustoptimal AR model orders, for each of the four damage classifiers. For each damage classifier, the robustoptimal AR model order is chosen by first examining the performance levels of all AR model orders at a horizon of uncertainty a = 1:0. The AR model order that exhibits the most robust performance at this horizon of uncertainty (i.e. the highest AUC value at a = 1:0) is then selected as the robust-optimal AR model order. For the MSD, PCA, and SVD damage classifiers, the robust-optimal AR model order is 20, while that for the FA damage classifier is 45. Shifting focus to Figure 7 (b), a limit of AUC critical = 0:9 has been set (see equation (6)). Imposition of this limit means that when the performance of any damage classifier falls below AUC = AUC critical , the corresponding value of its robustness becomes zero. Put another way, there is no permissible horizon of uncertainty a, for which this damage classifier is able to meet the minimum performance requirement AUC critical . Conversely, when a damage classifier meets this minimum performance requirement, it is said to satisfice the minimum performance requirement. 4 It is noted that the value assigned to AUC critical would ultimately need to take into account many aspects of the SHM system design (e.g. life-safety concerns and equipment costs). In the case of the RAPTOR observatories, there are no life-safety concerns and equipment failures that could damage high-cost equipment are readily detected. According to the quantitative assessment provided by Greiner et al.,
11 AUC = 0:9 corresponds to a ''highly accurate'' diagnostic test, which is assumed herein to be adequate for this application.
For the present case, the most robust of the four algorithms is clearly the FA damage classifier. Indeed, the FA damage classifier is the only one of the four that admits the highest horizon of uncertainty examined (i.e. a = 1:0), while satisficing the minimum performance requirement AUC critical . It is noted, however, that a = 1:0 represents a severe lack of knowledge in that the AR model coefficients that represent the structural system in its undamaged and damaged configurations can deviate by as much as 100% from the mean values derived from the available data (i.e. the nominal models).
Hypothetical example
For illustrative purposes, the authors propose the following hypothetical example derived from the info-gap analyses conducted in the ''Robust selection of AR model order'' and ''Robust selection of damage classifier'' sections. An engineer is presented with the time-history data described in the ''Experimental data'' section and asked to assess the robustness of the MSD, PCA, and SVD damage classifiers against variability in the data. The engineer conducts a similar analysis as given in the ''Robust selection of AR model order'' and ''Robust selection of damage classifier'' sections, but instead analyzes a subset of randomly selected AR model orders. A plot of the robustness curves from one of these subsets is given in Figure 8 , where the randomly selected AR model orders are P = 20, 50, 25 f gfor C = fMSD, PCA, SVDg, respectively.
While the authors are quick to admit that this is a contrived example, the results of this example demonstrate an important characteristic common to info-gap analyses, namely that of preference reversal. Upon examination of Figure 8 , it can be seen that the robustness curves associated with three damage classifiers cross at various points throughout the space. The crossing of these curves represents a point where the preference for one algorithm over another changes due to the engineer's increasing lack of knowledge about the data. In the present example, the robustness curves cross at three points within the horizon of uncertainty examined. This presents four regions in which damage classifier preferences may be specified (see Table 1 ), where it is noted that when a\0:2, there appears to be no preference of one classifier over another. That is, when a\0:2, the engineer may choose a classifier without worrying about negative consequences of variability in the data.
This example illustrates one of the considerable strengths of IGDT in that the engineer can, in a defensible manner, state his preference for one damage classifier over another by assessing the robustnesses of these damage classifiers to variability in the data. However, it must be noted that the question of what the appropriate performance requirement and horizon of uncertainty are remains a judgment call that is heavily influenced by the engineer's, policy maker's, or regulatory body's aversion to risk.
An important result that can be seen in both Figure 8 and Table 1 is that the PCA damage classifier, which starts out as the most robust algorithm (as evidenced by its high AUC as compared to the MSD and SVD damage classifiers), becomes the least robust algorithm as the horizon of uncertainty increases. Put another way, the optimal damage classifier becomes suboptimal in the face of uncertainty about the data. This result is of paramount importance if the engineer suspects that the data may be, or may become subject to environmental and/or operational variability in the future.
Conclusion
A framework for assessing robustness of various SHM technologies is presented. This framework, anchored in IGDT, offers a means of accounting for the engineer's lack of knowledge affecting the decision at hand, while not requiring a probabilistic treatment of said lack of knowledge. For the demonstration problems outlined above, this lack of knowledge corresponds to environmental and/or operational variability affecting the data collected from a structure to be monitored by a SHM system; the engineer is tasked with designing a SHM system robust to this variability. Traditionally, accounting for this variability would require the engineer to collect enough data to formulate probabilistic descriptions (e.g. probability density functions) about these data. In the present case, the variability is treated nonprobabilistically, and the worst-case performance for a given level of variability is determined. It is noted that the intent of this article is not to dismiss probabilistic treatments of uncertainty, but rather to offer an alternative framework for cases when such probabilistic treatments are not feasible.
The results of the ''Robust selection of AR model order'' and ''Robust selection of damage classifier'' sections highlight properties typical to IGDT problems, providing the reader with a reasonable overview of IGDT and its application to SHM. While the applications demonstrated (i.e. selection of robust, damagesensitive features, and a robust damage classifier) are of a rather specific nature, the framework outlined above is general enough that its applicability could be extended to other problems within SHM. Such extensions would simply require an analysis of the questions provided at the beginning of the ''Overview'' section (repeated here for convenience): (a) ''What is the decision that needs to be made?'' (b) ''What is the uncertainty that affects the quality of this decision?'' and (c) ''How is the quality of this decision quantified?' ' The limitations of this framework stem from the fact that it is a tool that analyzes the robustness of one or more decisions, but does not actually make a decision. Such decisions are certainly better informed vis-a`-vis IGDT analyses but ultimately rest with the engineer. Furthermore, if a closed-form, analytical expression for the robustness function cannot be derived, its evaluation requires sampling of the info-gap models or the implementation of an optimization procedure to ''search'' for the worst-case performance, at every horizon of uncertainty desired. For the demonstration problems outlined above, this is a trivial concern as building AR models and constructing ROC curves are relatively inexpensive operations. If instead the evaluation of the robustness function requires calls to a highfidelity, physics-based model, this concern is no longer trivial. It can, however, be mitigated by employing surrogate or reduced-order models, keeping in mind that such models may introduce modeling inaccuracies that affect the evaluation of the robustness function.
Future research directions include applying this framework to simple laboratory structures that can be monitored in a controlled environment, where variability in the data can be introduced in a controlled manner (i.e. the horizon of uncertainty can be quantified). These laboratory tests would serve to validate the claim that a robust SHM system design should be preferred over an optimal (or nominal) SHM system design when faced with environmental and/or operational variability, paving the way for applications of this framework to real-world SHM system designs.
