Learning controllers that improve tracking performance through repeated trials are derived. The design is based on an autoregressive representation of a linear system. This input-output model can be interpreted in terms of an observer in state-space form. The control input is modified at every repetition as the system learns to produce a desired response, even in the presence of unknown repetitive disturbances. The coefficients of a nominal autoregressive model are first identified from input-output data. Using the identified coefficients, simple linear feedback learning controllers are designed that can correct for the errors that remain. An optimal learning gain matrix is also derived given the identified model. Numerical examples are provided to illustrate the proposed learning approach.
Introduction
HEN a system is required to perform a certain task, it is rarely W true that it will deliver the desired performance exactly. The difference between the desired performance and the actual performance is known as mistakes or errors. When asked to perform the same task again, it is likely to repeat the same mistakes. Often, the mistakes will be repeated very accurately because of high repeatability in modern hardware. Such examples can be found in various manufacturing processes, where it seems a bit primitive to allow the same mistakes to be repeated over and over again. A learning controller can be implemented to remove this type of error. During each repetitive operation, there may be unknown repetitive disturbances present, and the learning control system should be able to correct for these errors as well. Learning control can be thought of as a method to produce the desired response through successive correction of the command, which may be supplied by an existing controller. This learning from one repetition to the next distinguishes the concept of learning from adaptive control. A substantial body of results in learning control has been established, for example, see Refs. 1-14, which propose various forms of learning controllers for dynamic systems and prove their convergence properties in the tracking control problem. Possible aerospace applications of learning control include precision scanning motion of satellite-mounted instruments, rejection of disturbances caused by control moment gyros on fine pointing spacecraft, or repetitive slewing control of a satellite-mounted solar panel.
Although learning control was originally developed for nonlinear systems such as robots, it is both of theoretical and practical interest to understand how the theory handles linear systems. A formulation of learning control is presented in Ref. 7 using the modem discrete-time state-space variable approach. Experimental validation of the proposed formulation is shown in Ref. 14. The theory is applicable to both linear time-invariant and time-varying systems. Linear feedback forms of the learning controllers are derived with explicit stability conditions for convergence of the learning Received July 12, 1993; revision received Dec. 12, 1994 ; accepted for publication Dec. 20, 1994 . Copyright @ 1995 by the American Institute of Aeronautics and Astronautics, Inc. No copyright is asserted in the United States under Title 17, U.S. Code. The U.S. Government has a royalty-free license to exercise all rights under the copyright claimed herein for Governmental purposes. All other rights are reserved by the copyright owner.
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process. The proportional learning law, which is one of the most popular and most successful learning laws, appears as a special case among several permitted choices. The formulation shows that linear time-varying systems viewed in the repetition domain appear as repetition-invariant, and this fact allows time-varying systems to be treated with the more complete theory associated with time-invariant systems. It also shows how the effect of unknown repetitive disturbances can be easily eliminated by learning control. Furthermore, for a particular choice of the learning controller gain, the formulation reveals the role of the Markov parameters in determining the stability of the learning process. Knowledge of the Markov parameters also allows one to design optimal learning laws. In system identification it is well known that the Markov parameters are the system pulse response samples from which a state-space representation can be constructed. For this reason, the problem of determining the Markov parameters from experimental input-output data is also an important one in the field of system identification.
Recent advances in system identification led to the development of the observer Markov parameters that offer several fundamental advantages over the traditional system Markov parameters as a way to represent a linear ~ystem.'~, '' First, a linear system can be described by a finite set of observer Markov parameters regardless of its stability and/or initial conditions. Second, the observer Markov parameters can be factored to obtain not only a system model but also an associated observer gain that can be used for modem control application. Third, unlike the Markov parameters that may exhibit very slow decay for a lightly damped system, the observer Markov parameters can be easily computed from general input-output data. In this paper, the advantages of the observer Markov parameters as seen in the system identification problem are carried over to the formulation and design of learning controllers. The extent to which system identification is involved in this formulation of learning control is limited to the identification of the observer Markov parameters from input-output data. If desired, further extraction of a state-space model and an associated observer from these parameters is possible, but this step is not necessary for learning control purposes.
The basic outline of this paper is as follows. First, an inputoutput description of the system is described in the repetition domain, which offers a convenient way of viewing the learning control problem. The role of the system Markov parameters and the observer Markov parameters in this process will be explained. Second, linear forms of learning laws based on the observer Markov parameters will be described, and stability conditions for the asymptotic convergence of the learning process are derived. The observer Markov parameters can be easily identified from input-output data, and this computation will be described. Third, an optimal learning gain is derived that minimizes a particular quadratic cost function involving the tracking error and the amount of allowed correction in the control input history at each repetition. Finally, numerical examples are used to illustrate and discuss the proposed design approach.
Time-Domain Representation
In modern control theory, a discrete state-space model is used to describe the input-output relationship of a linear dynamic system. Through a matheniatical construct called an observer, it is shown in the following that the same input-output map can also be described by an observer system that possesses certain interesting properties. The relationship between the Markov parameters of the system and its associated observer is also described in this section.
State-Space Model
simultaneous first-order difference equations of the form The input-output relationship is expressed in terms of a set of n
( 1) wherethedimensionsofA, B , C,and D a r e n x n , n x m , q x n , a n d q x rn, respectively. The vectors u(k) andy(k) represent the input to the system and the output of the system, respectively. The vector x ( k ) represents the state of the system, and w1 ( k ) and w&) are the process and measurement disturbances, respectively. The matrix D is known as the direct transmission term. npically, this term is present if the output vector involves acceleration measurements. Solving for the outputy(k) in terms of the inputs and disturbances yields
. . , are called the system Markov parameters of the system described by Eq. (1). The role of the system Markov parameters in describing the input-output relationship of a linear system is well known. In the following, the use of an observer model for this task is briefly described.
Observer Model
The system input-output relation can also be described by a set of state-space equations derived as follows. Adding and subtracting the term My(i) to the right-hand side of the state equation in Eq. (1) yields
It M is a matrix such that A + M C is deadbeat of order p , that is, ( A + M C ) k = 0, k p , then the relationship between the input u ( k ) and outputy(k) can be described as
In the absence of disturbances, the role of the matrix M in the preceding development can be interpreted as an observer gain. To see this, consider the system given in Eq. (1) without the disturbance terms. It has an observer of the form
Defining the state estimation error e ( k ) = x ( k ) -f ( k ) , the equation that governs e ( k ) is e ( k + 1) = (A + M C ) e ( k ) . For an observable system, the matrix M may be chosen to place the eigenvalues of A + M C in any desired (symmetric) configuration. If the matrix M is such that A + M C is asymptotically stable, then the estimated state f ( k ) tends to the true state x ( k ) as k tends to infinity. From this analysis, the matrix M can be interpreted as an observer gain. The parameters defined as
are the Markov parameters of an observer system; hence, they are referred to as observer Markov parameters.
Note that if M is a deadbeat observer gain, then the observer Markov parameters become identically zero after a finite number of terms. This deadbeat observer gain matrix is the one used to derive Eq. (4). At this point, it is important to emphasize that we are not concerned with finding the deadbeat observer gain M given A and C , but rather the existence of such a gain matrix for the system described by Eq. (1) so that Eq. (4) can be justified. For any observable system, the existence of such a deadbeat gain matrix is always assured becaus: the deadbeat gain matrix simply places all of the eigenvalues of A = (A + M C ) at the origin in the complex plane. Therefore, the system can bc dcscribcd by a finitc numbcr of observer Markov parameters. The implication of this fact for a lightly damped system is that the system can be describec by a relatively small number of observer Markov parameters Y ( k ) ,
instead of an otherwise large number of the usual system Markov parameters Y ( k ) . For this reason, the observer Markov parameters are useful in the representation of a linear system. As later shown, the observer Markov parameter combinations that include A , B , C, D, and M are directly computed from input-output data. This paper will show how this can be accomplished and how the observer Markov parameters can be used in the design of various learning controllers. The system Markov parameters are related to the observer Markov parameters via a simple relationship, which is given as
To describe a system of order n , the number of observer Markov parameters p must be such that q p 2 n where q is the number of outputs. Furthermore, the maximum order of a system that can be described with p observer Markov parameters is q p . Therefore, for multiple-output systems, the number of observer Markov parameters required can be less than the true order or the system. Specifically, the minimum number of observer Markov parameters that can describe the system is p,,,i,,, which is the smallest value of p such that qpmm 2 n (Ref. 16 ).
Repetition-Domain Representation
For learning control, it is advantageous to describe the system behavior in the repetition domain. Basically, the repetition-domain representation describes how a change in the control input from one repetition to the next will affect the system response from one repetition to the next. Appropriate learning laws can then be devised to make the system learn to produce the desired response. A backward difference operator in the repetition domain is defined that permits the conversion of the time-domain equations to the repetition domain. For clarity of presentation, the repetition-domain representation formulated in Ref. 7, using the system Markov parameters, will be briefly reviewed. The results will then be generalized to allow the use of observer Markov parameters. The difference between the two representations will be discussed.
Repetition-Domain Representation Using System Markov Parameters
Define a backward difference operator G j ( ) in the repetition variable j , applied to any variablez(k) at time step k in the time domain to be
In words, S,z(k) represents a change in the value of the variablez(k) between two successive repetitions j and j -1. Applying the backward difference operator to the input-output representation using the Markov parameters yields
Assuming that the system starts from the same initial condition at every repetition and the disturbances are also repetitive, that is,
Writing the result for each of the N-step process and packaging it in matrix form produces
where for compactness of notation, the following time histories of input and output data and the transfer matrix P are defined:
Equation (1 1) is a representation of the original system in the repetition domain. This representation is expressed in terms of the system Markov parameters that make up the entries in the transfer matrix P . Interestingly, the repetitive initial conditions and the repetitive disturbances are absent in this presentation, allowing the learning controllers designed from this model the capability to handle these repetitive effects. This differenced form is very natural for learning control because if one has the result of one repetition, then one knows how much change in the control input history is needed to produce the desired output history, provided that the system Markov parameters are known. On the other hand, if the Markov parameters are not known, then this equation will motivate different learning control laws that will eventually drive the tracking error to zero by feeding forward the tracking errors generated from previous repetitions.
Repetition-Domain Representation Using Observer Markov Parameters
Analogous to the development presented in the preceding section, the repetition-domain representation using the observer Markov parameters can be derived. Applying the backward difference operator to Eq. (4) yields
( 1 2) where terms involving the repetitive initial conditions and the repetitive disturbances are automatically eliminated from the equation. Writing in matrix form for a N-step process yields 
Learning Control
In this section, linear forms of learning controllers are derived. It is assumed that the desired trajectory is specified such that it is feasible, i.e., there exists a control input history that would produce the desired response. First, simple linear feedback learning controllers will be briefly reviewed here. Generalizations to the observer model then follow.
Linear Forms of Learning Control Laws
Consider the system representation in the repetition domain in Eq. (1 1). Let the learning controller takes the linear form for any two successive repetitions j -1 and j ,
The tracking error history is defined as e j = y* -y j , where y* denotes the desired output history. Such a law looks atthe tracking error at all points in the output history of the repetition j -1 and adjusts the control for the next repetition according to the rule
The question is then to determine L so that eventually as the repetitions progress, thecontrolrij = u , , + S~~+ S~~+ .
. . + S j u converges to the necessary input history@* that would produce the desired output history y*. The system dynamics in the repetition domain given by Eq. (1 17 can be written in terms of the change in the tracking error history Sic = ej -ej-, since 6 j e = --Jj?:
Substituting the learning control given in Eq. (14) into Eq. (16) yields
Hence, for asymptotic stability of the tracking error historyej in the repetition domain, the eigenvalues of I -P L must have magnitudes less than one. Asymptotic stability in the repetition domain implies tracking convergence in the time domain, i.e.,
. . , N . For a given system, it is thus seen that this learning control law will eventually make the system learn to produce zero tracking error with considerable freedom in the learning gain matrix L. If the system does not have a direct transmission term, then some structural modifications to the appropriate equations must be made. For example, the input history vector u, the output history vectory, and the transfer matrix P now take the form 
C A 2 B C A B C B
Consequently, the learning controller of the form given in Eq. (14) with L given in Eq. (1 8) will become for k = 0, 1, . . . , N -1. Stability of the learning process is now governed by the eigenvalues of I -C B Q . When there is no direct transmission term, u(0) can influencey(1) but noty(O), so that it is generally assumed that the system starts out with no error, that is, Y(0) =y*(O).
Designs of Learning Controllers Based on the Observer Model
The described learning laws can be modified to accommodate the observer model derived in Eq. (13). First, the corresponding equation that governs the difference in the tracking error for the model given in Eq. Asymptotic convergence of the filtered tracking error is assured if L is chosen such that the eigenvalues of ( I -R L ) have magnitudes less than one. This is in contrast to the previous case, where for asymptotic stability the eigenvalues of I -P L are required to have magnitudes less than one. Note that the learning law given in Eq. (23) operates on the filtered tracking error instead of the actual tracking error. Since the filtered tracking error is related to the actual tracking error by the nonsingular matrix Q , that is, g j = Q e j , convergence of the filtered tracking error to zero also implies convergence of the actual tracking error to zero. Also, because the matrix R also possesses the lower block triangular structure, simple learning laws are also possible in this case. If the learning gain matrix L takes the special form as in Eq. (1 S), then the stability of the learning process is governed by the eigenvalues of the matrix I -D@. This is exactly the same requirement as in the previous case despite the fact that the learning law now operates on the filtered error instead of the actual tracking error. Another way to look at this control law is by examining how the actual tracking error propagates. Substituting the learning law in Eq. (23) 
which is asymptotically stable, provided that eigenvalues of ( I -R L ) have magnitudes less than one.
If one chooses the same learning gain matrix L with a lower block triangular structure of appropriate dimensions in both cases, then the eigenvalues of ( I -R L ) are the same as those of ( I -P L ) . The stability conditions for convergence of the learning process are, therefore, identical. The difference between the two methods, namely, that of using the actual error and the filtered error, appears only in the transient behavior from one repetition to the next during learning. To see this, let L be the same in both cases. Note that
The second partitions of the identifiEd observer Markov parameters are the parameters Y(')(k) = CAk-'M that will be used in the Q matnx for the proposed learning law 6,u = LE,-,> where . E, = Qg,. This can be viewed as a filter equation becauseg, = Qg, implies
The learning law using the filtered error with gain L is, therefore, identical to the learning law using the actual tracking error with gain L Q. Therefore, the transient behavior during the learning process will be different in each case even if their eigenvalues are the same.
There is still another way to view Eq. (22) The transformed system is typically far more stable than the original system. In fact, it is a deadbeat system. Since it is known that simple learning laws tend to work better on more stable systems, this transformation is expected to be advantageous. This is, indeed, the case, as shown later in the numerical examples.
Identification of the Q and R Matrices
This section will describe how the coefficients in Q (and also R ) can be computed from input-output data. The procedure to be described involves only a single matrix computation after the inputoutput data are arranged in a particular format.
For simplicity, consider the case where the system starts from zero initial conditions and no repetitive disturbances are present. Equation (4) 
Optimal Learning Gain Matrix
The preceding sections show that to design a gain @ to be used the matrix L given by Eq. (18), one would need to know only the direct transmission term D that is in R. This is a simple law that can produce an asymptotically stable learning process, but not necessarily optimal because the single gain @ constrains L to be a block diagonal matrix. This section shows an optimal learning gain matrix can be designed if one relaxes this restriction.
Consider a quadratic cost function of the form where S(') and S ( ' ) are symmetric positive definite matrices. The first term is a weighted norm of the filtered tracking error history due to a change in the control input history by learning. The second term is a weighted norm of that change in the control history. This term influences implicitly the change in the control so that excessive correction during learning does not occur. Ideally, the tracking error should converge smoothly (in the repetition domain) without undergoing excessive transient behavior. The optimal learning control law is to be determined by minimizing this cost function. It will be shown that this control law possesses the same linear structure as presented in preceding sections.
Since 6,g = -R6,g, the cost function in Eq. (3 1) can be expressed as ''6,g) Taking the derivative of the cost function with respect to the change in the control input and simplifying the expression produces where the optimal learning gain matrix is given as
The learning control law thus has a linear feedback structure of the general form in Q. (23) with an optimal learning gain matrix Lopt. In general, Lopt does not possess the block diagonal structure.
If one uses the cost function with the actual tracking error instead, i.e., then the optimal learning gain matrix can be obtained replacing R by P = Q-'R as where Q-' denotes (e-')'. In this case, the learning control law will have the feedback of the actual tracking error, not the filtered error.
Since the cost function involves the weighted tracking error of the entire time history, the weighting can be adjusted to emphasize a certain portion of the response over another. For example, if the position at the endpoint is more important, larger weight can be assigned near the endpoint so that the learning will be emphasized during that portion of the response. Also, to compute the optimal gains, specialized numerical algorithms that take advantage of the Toeplitz structure of the matrices may be needed to handle long trajectories.
Learning Control in System with an Existing Feedback Controller
A scenario of practical importance is that the system considered in Eq. (1) already has an existing feedback controller, say, For the state feedback case, simply set C = I . Let the input to the system be modified such that it is the sum of the feedback input and the learning control input, To derive the closed-loop equations, first substitute Eq. (37) into Eq. (36) and solve for u f ( k ) :
provided that the inverse ( I -GD) into Eq. (1) yields the following system of equations:
where the closed-loop matrices are (39)
and the closed-loop repetitive disturbances are
Comparing Eq. (39) 
Numerical Examples
The system considered is a three-degree-of-freedom mass-springdashpot system connected in series. A state-space representation of the system is given in the Appendix. The center mass is required to follow a desired position trajectory. The necessary (force) input profile to make this happen is to be determined by learning control. In the following figures, the solid curve represents the desired position trajectory and the solid-dashed curve is the response produced by the system in an arbitrary trial. The system is then trained to produce the desired trajectory in a number of repetitions starting from the first trial. At each repetition, the control input time history is modified and the resultant response is shown by the dashed curves. In each of these plots there is a progression of dashed curves that gradually converge to the desired trajectory (solid curve) starting from the initial trial (solid-dashed curve). Ideally, a series of rather smooth corrections is desired as the system learns to produce the desired trajectory. The following cases are considered.
Position Learning
First, it is well known that a proportional learning law, such as the one given Eq. (19), has difficulties in learning to track a position trajectory based on position error feedback when the control input is force or torque. Usually, in practice, the proportional learning law is normally applied to track a desired velocity trajectory instead. The new learning designs offer an opportunity to use direct position error for learning control when the control input is torque or force. Indeed, this is the case shown in Fig. 1 with $ = 20 corresponding to an (eigen)value I = 1 -(CB)'$ = 0.90. The subscript 1 denotes the parameter associated with position output in the product C B . The coefficients of the filter are obtained from a set of input-output data using random excitation, with p = 2. If the optimal learning gain matrix is used, then the system learns to produce the desired position trajectory quickly in just a few repetitions, which is shown in Fig. 2 . A learning law obtained with Sf) = 0 is equivalent to computing the exact input history that would produce the desired output history in one repetition. But Fig. 2 shows that it takes more than one repetition for the system to produce the desired position trajectory. This is because in the identification step p = 2 is used. Position learning with a proportional learning law using filtered Since the system is of sixth order with one output (position of the middle mass), this value of p does not allow sufficient freedom for complete system identification. The correct value for p is 6 or larger. This explains why the system does not produce the desired trajectory in one repetition. The system still learns to produce the desired response, however, without requiring additional updates in the parameter estimates. This example illustrates an advantage of learning control in making the system learn to produce the desired response eventually, even when the parameter estimates are in error.
Repetitive Disturbance Rejection
Another feature of learning control is its ability to handle repetitive disturbances. As an example, consider the case where at every repetition the position of the middle mass is affected by a disturbance profile shown in Fig. 3. Figures 4 and 5 are the counterparts of Figs. 1 and 2 , respectively, when the disturbance is present. Recall that in the presence of repetitive disturbances, the observer Markov parameters should be computed using differences in the input-output data between two repetitions rather than using data from one single repetition. Learning in the Presence of Noises Figure 6 illustrates the effect of noises on the learning process. The position learning scheme using filtered tracking error is used with a gain 4 = 20 corresponding to an eigenvalue of 0.90 for the learning process. The system responses that are recorded and fed back for learning control are contaminated by 3% measurement noises. This is the same case as in Fig. 1 , except that the repetitive disturbance is also present and the filter order p = 4 is used instead of p = 2. Qpically, when noises are present, it is expected and indeed observed that the system continues to learn to produce the desired position trajectory within the noise level. Learning laws that produce fast convergence in the noise-free case, however, tend to be more sensitive to noises. Qualitatively, fast learning implies larger correction based on a small amount of information, thus making the controller more sensitive to noise. If an optimal gain is computed, then one can introduce a weighting on the control input corrections to slow down the learning rate so that the influence of noises on the learning process can he reduced.
Concluding Remarks
This paper derives linear feedback forms of learning controllers for a system described by an autoregressive model. Besides the statespace model, the autoregressive model is another convenient way to present a linear system in the time domain. The autoregressive representation is shown to relate to an observer in the state-space formulation. The observer Markov parameters that were found to he important in recent system identification techniques are used in the formulation and design of the learning controllers presented in this paper. The new designs involve a parameter estimation step to identify the observer Markov parameters before the learning gains are designed. For a linear system, the observer Markov parameters can he easily computed from input-output data, so that any additional computational cost required by this step is quite minimal. In theory, if the system can he identified perfectly, then there is no need for learning control because the necessary control input that would produce the desiredresponse can be computed in one repetition. In practice, unknown disturbances and modeling errors prevent this type of open-loop operation to be successful. Learning control can be used to correct for the errors that remain. The same situation applies even if there is an existing feedback controller operating. It can be argued that the original motivation of learning control is to rely on as little information about the system as possible. In practice, however, any knowledge about the system should be used to help learning process by improving the learning speed or the robustness of the learning process. This paper has shown how this can be accomplished for a system that is linear and the disturbances can be assumed to be unknown as long as they can be considered to he repetitive and deterministic. Issues that have not been addressed in this paper include stability and performance robustness, nonrepetitive disturbances, such as random process and measurement noise, and nonlinearities.
Appendix: Discrete Model
The discrete model used in the numerical examples is given as follows: 
