This paper studies selecting a subset of the system's output so that the state estimation mean square error (MSE) is minimized. This results in the maximization problem of a set function defined on possible sensor selections subject to a cardinality constraint. We consider to solve it approximately by greedy search. Since the MSE function is not submodular nor supermodular, the well-known performance guarantees for the greedy solutions do not hold in the present case. We thus introduce the quantities-the submodularity ratio and the curvature-to evaluate the degrees of submodularity and supermodularity of the non-submodular function. By using the properties of the MSE function, we approximately compute these quantities and derive a performance guarantee for the greedy solutions. It is shown that the guarantee is less conservative than those in the existing results.
I. INTRODUCTION
In the last few years, a considerable number of studies have been made on control and state estimation of large-scale complex systems such as power systems [1] and biochemical networks [2] , [3] . For such systems, installing sensors and actuators onto all possible ports would be impossible due to a budget constraint and limitations on power and communication resources. Thus, there is a need to establish a method to determine which information should be observed/actuated in the course of designing systems.
This paper concerns the sensor placement problem. Our objective is to minimize the state estimation error with a given (integer) number of the sensors. It is known that this problem is modeled as the maximization of a set function and it is in general NP-hard (see, e.g., [4] - [6] ; or [7] for the maximization of general set functions). Hence, many studies have attempted to solve the problem approximately. One of the major approaches is to employ a continuous relaxation and reduce the problem to a convex optimization [8] .
Another approach is to use greedy algorithms [4] - [6] , [9] - [11] : Pick the sensor which achieves the largest increment of the objective function one by one until the number of selected sensors reaches the upper bound. In addition to its simplicity in implementation, a celebrated feature of the algorithms is the performance guarantees. When the objective function is submodular [4] , [9] , [11] , the ratio between the optimum and the value of the function for the greedy solution is theoretically guaranteed [7] .
The class of non-submodular functions, however, contains an important function; the state estimation mean square The authors are with the Department of Intelligent Mechanical Systems, Graduate School of Natural Science and Technology, Okayama University, Okayama, 700-8530, Japan. E-mails: {akirak@s., kokano@, kent@sys., yukinori-n@}okayama-u.ac.jp. error (MSE). Since sometimes it is inevitable to employ the MSE as the objective function, a few papers have addressed performance guarantees in such cases [5] , [6] , [12] 1 . The authors have introduced quantities to evaluated how far the MSE is from being submodular: Summers and Kamgarpour [12] have used the submodularity ratio and the curvature, while Chamon et al. [5] , [6] have proposed the notion of approximate submodularity (α-submodularity).
In this paper, we also employ the state estimation MSE as the objective function. We address the smoothing problem: Given a bunch of the outputs for a time period, estimate the states during the period. The MSE for this problem is evaluated based on the submodularity ratio and the curvature as in [12] . We show that by employing a less conservative evaluation of the quantities, we obtain a tighter guarantee for the greedy algorithm than those in the existing work.
The paper is organized as follows. In Section II, we formally describe the considered problem. Next, we give preliminary results on the maximization of set functions in Section III. We then present the main result of the paper in Section IV and compare it with the existing work in Section V. Finally, concluding remarks are provided in Section VI.
Notation: Throughout the paper, R denotes the set of real numbers, and Z + is the set of nonnegative integers. Furthermore, 0 denotes the zero vector or matrix of appropriate size. The matrix diag(d 1 , d 2 , . . . , d n ) is the diagonal matrix where the diagonal elements are d i s. We use the same notation for the block diagonal matrix with matrices d i s. For a matrix A, [A] i,j denotes the (i, j) element of A. The symbol ⊗ is the Kronecker product. For a finite set X , |X | and 2 X represent the cardinality and the power set of X , respectively. Finally, for a random variable (vector) ξ, E[ξ] and Cov[ξ] denote the expectation and the variance (covariance matrix) of ξ, respectively.
II. SENSOR PLACEMENT PROBLEM
In this section, we first introduce a linear dynamical system and explain the considered state estimation problem. We then formulate the optimal sensor placement problem for the estimation. Let us consider the following linear timeinvariant system:
where x k ∈ R n and y k ∈ R p are the state and the output of the system at time k ∈ Z + , respectively. The initial state 
We assume that w k , w k , v k , v k are mutually independent for any k, k ∈ Z + , k = k .
We consider the scenario that at most s (s ≤ p) elements of the output y k ∈ R p are available for the state estimation. Let the index set of the output be I := {1, 2, . . . , p} and the set of selected indices θ i be
Then, the selected output can be written as y S,k := S S y k = S S Cx k with the selection matrix S S ∈ R s×p defined as
We note that the sensor selection S is time invariant. that is, once a subset of y k is selected and the sensors are installed, they are fixed during operation. Our objective is to find a sensor selection minimizing the estimation MSE for the time period [0, − 1] ⊂ Z + . We examine the smoothing problem, that is, the estimatex k of x k (k = 0, 1, . . . , −1) is computed from the selected outputs {y S,k } −1 k=0 for the whole period. The objective function, the MSE, is given as
We now formally state the sensor placement problem as
subject to |S| ≤ s.
Problem (3) is an NP-hard combinatorial optimization problem, and thus solving this problem by a brute force search is computationally demanding.
A. Explicit form of the objective function
Let us look at the objective function (2) . We here present an explicit form of the mean square error (2) by following the arguments in [5] , [11] . Combining the output equations
A solution of the minimization in the right-hand side of (2) can be obtained from a least mean square estimatez ofz and (1) . Sincez andv are Gaussian, we have the explicit form [14] ofz as
is the covariance ofv. Furthermore, the covariance of the estimation error is given by
Note that we have Z 0 and V S 0 from the setup. We see in (4) that the impact of sensor placement in the estimation error is represented by the term G V −1 S G. For simplicity of notation, let U S := G V −1 S G, and let L := Z −1 . Then, the objective function defined in (2) can be expressed as
The following lemma gives an important property of U S . Lemma 1 ( [11] ): For any selection set S ⊆ I,
Here, I (i) is the p × p matrix where [I (i) ] i,i = 1 and the other elements are zero. This lemma implies that U S can be decomposed to the sum of the symmetric matrices corresponding to selected sensors. We emphasize that each summand is positive semidefinite. This property will be used in the derivation of the main result.
III. GREEDY ALGORITHM FOR THE MAXIMIZATION OF (NON-)SUBMODULAR FUNCTIONS
In this section, we provide preliminary results on optimization of set functions. In below, we consider the following problem instead of Problem (3):
where V is a discrete set, f : 2 V → R is a set function, and t is a given integer. Notice that we examine maximization in (6a) while minimization is considered in (3a). One of the most common approaches among the approximate methods for the above problem is greedy search. A greedy algorithm for the above problem is given in Algorithm 1. Besides its simplicity and good performance, a particular advantage of this method is that for a class of set functions, we have a theoretical bound on the deviation of greedy solutions from the optimal.
Algorithm 1 A greedy algorithm for Problem (6) 
A. Submodular case
We give the following definitions on set functions.
We say f is supermodular if the reversed inequality in (7) holds, and f is modular if (7) holds with equality.
For a nondecreasing and submodular set function, a guarantee for the approximate performance of the greedy algorithm has been known. Let S g denote the solution of Problem (6) obtained by Algorithm 1, and let S * be the optimal solution. We refer to the following classical result.
Proposition 1 ( [7] ): Let f in Problem (6) be nondecreasing and submodular. Then, it holds that
Suppose that the objective function is normalized as f (∅) = 0. For such a case, from the proposition we have that f (S g ) is at least (1 − e −1 ) ≈ 0.63 times the optimum value f (S * ).
B. Non-submodular case
Unfortunately, the mean square error J in (2) or (5) is not submodular nor supermodular as discussed in [5] , [12] , [13] . Hence, Proposition 1 is not applicable in our case.
In a recent study [15] , a theoretical performance bound for non-submodular cases is provided with an extended notion of submodularity. To introduce this result, let us define the increment of f by adding Ω ⊆ V to S ⊆ V as
The following notions are the keys to characterize nonsubmodular functions [15] . 
Definition 4: The curvature of a nonnegative set function f is the smallest scalar α such that
It is worth citing Remarks 1, 2 in [15] to provide an intuitive explanation for the notions defined above: For a nondecreasing function f , it holds that f is submodular if and only if γ = 1, and f is supermodular if and only if α = 0. In addition, for this case we have that γ and α lie in [0, 1].
With γ and α, the following proposition describes a guarantee for the approximation performance of the greedy algorithm.
Proposition 2 ( [15] ): Let f be a nonnegative nondecreasing set function with submodularity ratio γ ∈ [0, 1] and curvature α ∈ [0, 1]. Then, Algorithm 1 enjoys the following approximation guarantee for solving Problem (6):
Proposition 2 generalizes the classical result, Proposition 1, to a case for a class of non-submodular functions. We emphasize that for a submodular function with a small curvature, i.e., when γ = 1 and α is close to 0, Proposition 2 gives a tighter bound than that by Proposition 1. 
IV. PERFORMANCE ANALYSIS
In the right-hand side, the second term J(∅) is added for normalization as f (∅) = 0. Then, the sensor placement problem can be written as
Regarding Problem (11), we seek to find the submodularity ratio γ and the curvature α of f . However, finding the exact values satisfying (8) and (9) is computationally expensive. Therefore, our goal is to bound them with a low computational load.
Let us introduce the following notations: Here, λ min (·) and λ max (·) denote the minimum and the maximum eigenvalues of the matrix, respectively. We are now ready to state the main theorem.
Theorem 1:
The set function f defined in (10) is nondecreasing and its submodularity ratio γ and curvature α satisfy the following inequalities:
Remark 1: Theorem 1 leads us to obtain a guarantee for the greedy solution S g for Problem (11) . The set function f in (10) is nonnegative since f is nondecreasing from the theorem, and by definition f (∅) = 0. Hence, from Proposition 2 and Theorem 1, it follows that
Note that γ and α can be computed in polynomial time in |I|. Therefore, the far right-hand side of the above inequalities provides a feasible performance guarantee. The closer the coefficient (1 − e −αγ )/α is to 1, the smaller the guaranteed gap between the optimum and the value for the greedy solution becomes. In Section V, we illustrate how much the coefficient is with numerical examples.
Before providing the proof of Theorem 1, we introduce three lemmas in linear algebra from [16] , which will be used in the proof. Proof of Theorem 1: The proof consists of three steps. First, we show that f is nondecreasing. From (5) and Lemma 1, we have U S1 U S2 (13) for all sets S 1 ⊆ S 2 ⊆ I. Since L 0, (13) implies that L + U S1 L + U S2 . By this inequality and Lemma 2, it holds that (L + U S1 ) −1 (L + U S2 ) −1 , and thus
Accordingly, we have that f (S 1 ) ≤ f (S 2 ), which concludes the first step.
In the second step, we derive a lower bound of the submodularity ratio γ. To this end, we bound the left-and right-hand sides of (8) from below and above, respectively. Substituting (10) and (5) into (8), we write a summand of the left-hand side as
where λ i [·] are the eigenvalues of the matrix. By applying Lemma 3 to the last equation, we obtain
. (14) The numerator of the far right-hand side of (14) can be simplified as
Here, the last equality holds by the fact that U S is decomposable as shown in Lemma 1. Next, we examine the denominator of (14) . Note that for any subset S ⊆ I, we have
where the first inequality holds because U I\S 0 and the second one follows from Lemma 4. By these ineqlaities, it holds that
Combining (15) and (16), we obtain the following inequality:
Following similar steps as above, we have an upper bound on the right-hand side of (8) as
From (17) and (18), we reach the following inequality:
which gives the lower bound on γ in the theorem. The next step is to find an upper bound on the curvature α. The procedure is similar to that for γ. First, we evaluate the left-hand side of (9):
On the other hand, ρ {j} (S\ {j}) in the right-hand side of (9) is bounded from above as
From (19) and (20), we have
Finally, it holds that γ > 0 and α < 1 since L 0.
V. EVALUATION OF THE DERIVED GUARANTEES
In this section, we discuss how the approximation guarantee given in Remark 1 varies depending on the system model and compare with the existing results in the literature. We may call the ratio f (S g )/f (S * ) the approximation ratio of Algorithm 1 for Problem (11) . As we have seen in (12) , the lower bound on the approximation ratio followed by Theorem 1 is
To make the discussion simple, suppose that C = I n (n > 1) in (1b) and the covariance matrix of x 0 and w k are represented by a single parameter σ z as
For such a case, we have from Lemma 4 that
Similarly, it follows that In light of these inequalities, we illustrate the bound (21) on the approximation ratio versus σ 2 z /σ 2 v numerically. Consider the system with n = 50 and the observation period is taken as = 10. The matrix A in (1a) is randomly chosen so that A is Schur stable. We fix σ 2 v as 1 and take σ 2 z so that σ 2 z /σ 2 v varies from −30 to 10 dB. In Fig. 1 , the black line represents the mean of the bounds (21) for 1000 random matrices A. We see that the bound crosses 0.5 at around σ 2 z /σ 2 v = −20 dB, that is, our result guarantees that the value obtained by the greedy solution is more than half of the optimum. For a smaller σ 2 z /σ 2 v around −30 dB, the bound ensures that f (S g ) becomes more than 89% of the optimum. On the other hand, when the variance of the process disturbance is relatively large, the derived bound becomes small and does not make sense. We have omitted for the cases σ 2 z /σ 2 v > 10 dB since such a case is less interesting.
Here, we make comparisons with the derived bound (21) and those in the existing work. In [5] , the authors study the sensor placement and the filtering problems minimizing the means square error. They have evaluated the objective function by using the notion of α-submodularity [17]another measure to represent the degree of submodularity of a set function. To avoid any confusion with the curvature, we denote α-submodularity of f by β.
The result in [5] on the sensor placement problem can be summarized as follows.
Proposition 3 ( [5]): Consider Problem (11) . For the solution S g by Algorithm 1 and the optimal solution S * , it holds that
.
Notice that the right-hand side of the first inequality increases with respect to β. If β = 1, the inequality coincides with the bound given in Proposition 1, which is valid for submodular functions. To confirm the bound
on the approximation ratio followed by Proposition 3, we have performed the same simulation as for (21). In Fig. 1 , the blue dotted line is the we plot the bound (22) as a blue dotted line. The black and blue lines cross at around −20 dB. We see that for a smaller value of σ 2 z /σ 2 v , (21) is tighter than (22). It should be emphasized that the blue dotted line does not exceed 1 − e −1 ≈ 0.63 even though it increases as σ 2 z /σ 2 v becomes small. On the contrary, the black solid line reaches 0.89 at −30 dB. This point illustrates the advantage of our approach, which employs the submodularity ratio and curvature. On the other hand, when σ 2 z /σ 2 v is large, (22) gives a less conservative bound than (21). Since both (21) and (22) are valid as lower bounds, one may take max of them.
We next introduce the result in [12] . The authors consider a linear system with no process disturbance w k and an unknown but deterministic initial state x 0 . For such a system, the actuator placement to minimize the average energy required to move the state is studied. The objective function is described by the infinite-horizon controllability Gramian and is analyzed based on the submodularity ratio and curvature.
By applying the result in [12] to the sensor placement problem (11), we have the following proposition.
Proposition 4: Consider Problem (11) . Then, f is nondecreasing and the submodularity ratio γ and curvature α of f are bounded as By following the same discussion in Remark 1, we have
as a lower bound on the approximation ratio. Again, we plot (23) with respect to σ 2 z /σ 2 v as the red dashed line in Fig. 1 . We find that the bound (21) is greater than (23) for all noise variances. In fact, we can prove that γ ≥ γ and α ≤ α . This is because we have conducted the evaluation of γ and α in a different manner in the proof of Theorem 1.
VI. CONCLUSION
In this paper, we have considered to minimize the state estimation MSE in the smoothing problem with respect to the sensor placement. For the evaluation of the objective value for the greedy solution, we have analyzed the submodularity ratio and the curvature of the MSE function and have derived bounds on these quantities. By using the obtained bounds, the performance guarantee for the greedy algorithm has been given. We have shown through numerical simulations that our performance guarantee exceeds the classical bound 1 − e −1 and becomes tighter than those in the existing work for a class of systems.
