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A closed-form approach to Bayesian inference
in tree-structured graphical models
Lo¨ıc Schwaller∗ , Ste´phane Robin† and Michael Stumpf‡
Abstract. We consider the inference of the structure of an undirected graphical
model in a Bayesian framework. To avoid convergence issues and highly demanding
Monte Carlo sampling, we focus on exact inference. More specifically we aim at
achieving the inference with close-form posteriors, avoiding any sampling step. To
this aim, we restrict the set of considered graphs to mixtures of spanning trees.
We investigate under which conditions on the priors – on both tree structures and
parameters – exact Bayesian inference can be achieved. Under these conditions,
we derive a fast an exact algorithm to compute the posterior probability for an
edge to belong to the tree model using an algebraic result called the Matrix-
Tree theorem. We show that the assumption we have made does not prevent our
approach to perform well on synthetic and flow cytometry data.
Keywords: graphical models, hyper Markov, matrix-tree theorem, spanning trees.
1 Introduction
Statistical models are getting more and more complex and can now involve very intricate
dependency structures. Graphical models are both a natural and powerful way to depict
such structures. Inferring a graphical model based on observed data is hence of great
interest for many fields of applications. From a statistical point-of-view, considering
the inference of a graphical model requires to consider the graphical model itself as a
parameter. In a Bayesian context, it means that we have to define a full model and, more
specifically, a prior distribution on graphical models, therefore on graphs themselves.
Regardless of whether we consider directed or undirected graphs, their sheer number
make them difficult to deal with. Markov Chain Monte Carlo (MCMC) methods have for
instance been used to sample from some sets of graphs, such as Directed Acyclic Graphs
(DAGs) (Madigan et al., 1995; Friedman and Koller, 2003; Niinima¨ki et al., 2016) or
decomposable graphs (Green and Thomas, 2013). The decomposability assumption for
undirected graphical models, also called Markov random fields, is commonly made in
the literature, although some interest has been devoted to the less easy to handle non-
decomposable graphs (Roverato, 2002; Atay-Kayis and Massam, 2005). The sampling
schemes developed in the aforementioned papers are often subject to standard issues re-
lated to MCMC sampling in high-dimensional spaces, namely slow mixing and difficulty
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2 Tree-structured graphical models: a closed-form approach
to get to the stationary distribution. This motivates our choice to focus on closed-form
inference whenever possible.
In this paper, we refer to exact Bayesian inference, as Bayesian inference that does
not rely on a sample from the posterior distribution but provides closed-form poste-
rior distributions of the parameters of interest, without sampling step. Theoretically,
closed-form posterior distributions on graphs can be computed, but the combinatorial
complexity becomes prohibitive as soon as there are more than thirty or so variables of
interest (Parviainen and Koivisto, 2009). For larger problems, closed-form approaches
can be considered at the price of a restriction on the structure space. When a subset
of graphs is considered, it becomes possible to get access to the full posterior distri-
bution on graphs, provided that the integration over the whole space of graphs can be
achieved with a reasonable computational burden. In that perspective, trees have been
of particular interest as a subset of both decomposable graphs and DAGs (Chow and
Liu, 1968; Meila˘ and Jordan, 2001; Meila˘ and Jaakkola, 2006; Kirshner, 2007; Lin et al.,
2009; Burger and Van Nimwegen, 2010).
In this paper, we consider tree-based structure inference and we discuss under which
conditions exact Bayesian inference can be achieved. Our first contribution is to provide
a well-defined fully Bayesian framework for graphical model inference based on trees. We
use the work of Dawid and Lauritzen (1993) on hyper Markov laws to define priors on
tree parameters and distributions that can easily be marginalised over. This framework
spares us from requiring likelihood equivalence between Markov-equivalent directed tree
models, like Meila˘ and Jaakkola (2006) did building on the work of Heckerman and
Chickering (1995). We also point out that it fits within the recent work of Byrne and
Dawid (2015) on structurally Markov graph distributions. We then go through a series
of typical models befitting this framework, namely tree-structured copulas (Kirshner,
2007), multinomial distributions (Meila˘ and Jaakkola, 2006) and Gaussian distributions.
Bayesian inference in this framework requires integration over the set of trees, that can
be carried out exactly and efficiently using an algebraic result called the Matrix-Tree
theorem.
Our second contribution focuses on edge inference. When Meila˘ and Jaakkola (2006)
and Kirshner (2007) were interested in the joint distribution of the observations, we are
interested in the inference of the dependence structure. To this purpose, we are not con-
cerned with the inference of the parameters but we need to account for the uncertainty
of their estimates. The Bayesian construction we propose provides a natural framework
to achieve this. We derive the exact posterior probability of any given edge, allowing
for an arbitrary prior edge appearance probability.
Most works on tree-structured graphical model inference rely on the aforementioned
Matrix-Tree theorem. As noticed by Kirshner (2007), the computation of posterior
probabilities for all the edges in this setting can be achieved with cubic complexity
with respect to the number of variables. We provide a new proof of this result relying
on a generalization of the Matrix-Tree theorem to forests. This enables us to derive a
series of new results about the exact calculation of posterior characteristics such as the
entropy of the posterior distribution of the tree or the posterior mean and variance of
the degree of each node.
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Our last contribution is a simulation study which addresses the influence of the tree
assumption on the accuracy of structure inference for non-tree-structured graphical
models. Indeed, the ‘true’ graph is unlikely to be a spanning tree, so computing a
maximum a posteriori (MAP) estimate of the whole graph would for instance yield a
systematically wrong answer. However, our approach is not designed to assess the global
structure all at once but to separately assess a collection of local features of the graph
(typically, edges). The rationale is that the inference of such features is weakly affected
by the restriction to spanning tree. In the simulation study, we demonstrate that, as
long as edge inference is concerned, the tree-based approach provides similar results as
this obtained when considering a larger class of graphs, but with a dramatic reduction
of the computational time.
An R-language package saturnin implementing the approach presented here is avail-
able from the Comprehensive R Archive Network at https://cran.r-project.org/
web/packages/saturnin/.
In Section 2, we provide some background on graphical models and Markov prop-
erties before writing down the full model in which the inference is performed. Priors
for tree structures and distributions are defined in Section 3. Section 4 deals with the
inference of the model. Integrations with respect to distributions and structures are
respectively discussed in Sections 4.1 and 4.2. The simulation study and its results are
described in Section 5. An application to flow cytometry data is presented in Section 6.
2 Background & model
2.1 Markov properties & graphical models
Let V = {1, ..., p} and let X = (X1, ..., Xp) be a random vector indexed by V and
taking values in a product space X = ⊗pi=1 Xi. We let F denote the set of distributions
on X . For any subset A of V , XA stands for the subvector of X indexed by A. We
also let P2(V ) denote the subsets of V of size 2. For E ⊆ P2(V ), G = (V,E) is the
undirected graph with vertices V and edges E. In the following, the notations of Dawid
and Lauritzen (1993) will be used. We refer the reader to the appendix of their article
for a quick introduction to graph terminology and graphical models, or to (Lauritzen,
1996) for a more detailed overview.
A pair (A,B) of subsets of V is said to be a decomposition of G if V = A ∪ B, if the
subgraph induced by G on A ∩B is complete and if A ∩B separates A from B. When
A and B are both proper subsets of V , the decomposition is said to be proper. Here we
restrain our attention to decomposable graphs, namely graphs that are either complete
or for which there exists a proper decomposition into two decomposable subgraphs.
Definition 1. A distribution pi ∈ F is said to be Markov with respect to (w.r.t.) a de-
composable graph G if, for any decomposition (A,B) of G, it holds that XA |= XB |XA∩B
under pi.
Proposition 1. (Hammersley and Clifford, 1971) Let pi ∈ F . If pi is a positive dis-
tribution (for all x ∈ X , pi(x) > 0), being Markov w.r.t. a decomposable graph G is
equivalent to the existence of a factorisation of pi on the (maximal) cliques of G.
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We will focus on distributions that are Markov w.r.t. to connected graphs without
any cycles. Such graphs are called spanning trees and their maximal cliques are of size 2.
Thus, a positive distribution that is Markov w.r.t. a tree T = (V,ET ) can be factorised
on the edges of the tree, using the marginal distributions of order 1 and 2:
∀x ∈ X , pi(x) =
∏
i∈V
pii(xi)
∏
{i,j}∈ET
piij(xi, xj)
pii(xi)pij(xj)
.
Such distributions will be referred to as tree distributions in the following.
Definition 2. A graphical model mG ..= (G,FG) is given by a decomposable graph G
and a family of distributions FG ⊆ F that are Markov w.r.t. G.
Let mG = (G,FG) be a graphical model. To avoid any confusion, distributions on
a set of distributions will be called hyperdistributions. For pi ∈ FG and A,B ⊆ V ,
we let piA denote the marginal distribution obtained from pi on the variables XA, and
piB|A denote the collection of conditional distributions of XB |XA under pi. If ρ is a
hyperdistribution on FG, we also let ρA and ρB|A respectively denote the marginal
hyperdistribution induced by ρ on piA and the collection of hyperdistributions induced
by ρ on piB|A.
Definition 3. A hyperdistribution ρ is said to be strong hyper Markov w.r.t. G if, for
any decomposition (A,B) of G, it holds that piA |= piB|A under ρ.
Such hyperdistributions will be useful to define priors on distribution spaces.
2.2 Model for Bayesian inference of graphical models based on
trees
Let T denote the set of spanning trees on V . For any tree T ∈ T , we consider a graphical
model mT = (T,FT ) with a family of positive distributions FT ⊆ F Markov w.r.t. T .
As we consider a Bayesian framework, we need to define prior distributions for T and
for pi conditionally on T . This is dealt with in Section 3. The full Bayesian model is
hierarchically described as follows. We first draw a random tree T ∗ in the set of spanning
trees, then a distribution pi in FT and finally X according to pi. Defining a prior on tree
distributions could be especially troublesome since it needs to be defined for every
graphical model mT . The idea is to require these hyperdistributions to be strong hyper
Markov w.r.t. to their trees, so that they can be built from local hyperdistributions
defined on the edges and chosen once and for all trees. This choice of priors and the
fact that we only consider trees as possible structures make the inference of the graph
in our model tractable in an exact manner.
3 Priors on tree structures & distributions
The cardinality of T is pp−2. Thus, restraining possible structures to spanning trees still
leaves us with a large collection of graphical models to consider. Nonetheless, a suitable
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choice of priors on tree structures and parameters leads to a tractable situation. Meila˘
and Jaakkola (2006) define what they call decomposable priors under which parameters
can be dealt with at the edge level. The integration over the set of trees can then be
performed exactly using algebra. We will make use of strong hyper Markov hyperdistri-
butions (Dawid and Lauritzen, 1993) to define our priors, but the idea is basically the
same. Let D = (x(1), ...,x(n)) be an independent sample of size n ≥ 1 drawn from X.
Our goal is to define a prior distribution ξ on (T, pi) such that the posterior distribution
on trees ξ(·|D) factorises over the edges, i.e.
ξ(T |D) = 1
Z
∏
{i,j}∈ET
ωij , ∀T ∈ T , (3.1)
where ω = (ωij)(i,j)∈V 2 is a symmetric matrix with non-negative values and Z =∑
T∈T
∏
{i,j}∈ET ωij is a normalising constant. Both ω and Z obviously depend on
the data D, but we drop the dependence in the notations for the sake of clarity.
3.1 Prior on tree structures
Let β = (βij)(i,j)∈V 2 be a symmetric matrix with non-negative values such that the
support graph Gβ = (V,Eβ) of β, where Eβ ..= {{i, j} ∈ P2(V ) : βij > 0}, is connected.
We consider a prior distribution ξ on T that factorises over the edges,
ξ(T ) =
1
Z0
∏
{i,j}∈ET
βij , ∀T ∈ T . (3.2)
The assumption about β is here to serve as a guarantee that β induces a proper distri-
bution on trees; ξ can typically be taken as a uniform distribution on T .
These distributions belong to the family of structurally Markov graph distributions
described by Byrne and Dawid (2015) (see Section 3.3).
3.2 Prior on tree distributions
As Bayes’ rule states that ξ(T |D) ∝ ξ(T )p(D|T ), we are now interested in the marginal
likelihood of the data under a tree model mT ,
p(D|T ) =
∫
FT
p(D|pi)p(pi|T )dpi. (3.3)
For every T ∈ T , we have to define a prior distribution on FT such that the marginal
likelihood p(D|T ) can also be factorised on the edges.
Meila˘ and Jaakkola (2006) built their prior on multinomial tree distributions around
three main assumptions, namely likelihood equivalence, parameter independence and
parameter modularity. The first assumption requires that the prior treats all possible
parametrisations consistent with a given tree T (be it directed or undirected) as indistin-
guishable. These trees belong to the same equivalence class for the Markov equivalence
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relation. Moreover, this class only contains one undirected tree and several (namely
p) directed trees. Figure 1 displays an example of Markov-equivalent trees. Actually,
all directed trees built from the undirected tree on the right panel by choosing a root
and directing edges away from this root belong to the same Markov equivalence class.
As a consequence, considering undirected graphs releases us from assuming likelihood
equivalence. As for the parameter independence assumption, it can be broken down
into local and global independences (Spiegelhalter and Lauritzen, 1990). Strong hyper
Markov hyperdistributions satisfy global independence but not necessarily local inde-
pendence. The latter is in fact not needed to get the desired factorisation property for
the marginal likelihood. Finally, the parameter modularity assumption is ensured by
the construction of a compatible family of strong hyper Markov hyperdistributions.
Let T be a tree and ρT be a strong hyper Markov hyperdistribution on FT . Such hy-
perdistributions have an interesting property regarding the marginal likelihood p(D|T ).
Proposition 2. (Dawid and Lauritzen, 1993, Prop. 5.6) If ρT is strong hyper Markov
w.r.t. T , then the marginal likelihood p(D|T ) is Markov w.r.t. to T .
This means that the marginal likelihood can be factorised on the edges of T . For
i ∈ V , let Di = {x(1)i , ..., x(n)i } be the observed data restricted to Xi. The integral given
in (3.3) can then be rewritten as
p(D|T ) =
∫
pi(D)ρT (pi)dpi =
∏
i∈V
p(Di|T )
∏
{i,j}∈ET
p(Di, Dj |T )
p(Di|T )p(Dj |T ) (3.4)
where, for all (i, j) ∈ V 2,
p(Di, Dj |T ) =
∫
piij(Di, Dj)ρ
T
ij(piij)dpiij ; (3.5)
p(Di|T ) =
∫
pii(Di)ρ
T
i (pii)dpii.
The calculation of these integrals will be addressed in Section 4.1.
We now explain how to choose ρT for all T so that the hyperdistributions of
{piij}{i,j}∈P2(V ) do not depend on T . Let us consider a general hyperdistribution ρ
on F such that, for any A ⊆ V , under ρ,
piA |= piV \A|A. (3.6)
This means that ρ is strong hyper Markov w.r.t. the complete graph over V .
Figure 1: Markov-equivalent directed and undirected trees.
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Proposition 3. (Dawid and Lauritzen, 1993, §6.2) For any tree T ∈ T , there exists a
unique hyperdistribution ρT on FT that is strong hyper Markov w.r.t. T and such that,
for every edge {i, j} ∈ ET , ρTij = ρij. The collection {ρT }T∈T is said to be a (hyper)
compatible family of strong hyper Markov hyperdistributions.
Proposition 3 guarantees that all ρT are strong hyper Markov w.r.t. T . By Proposi-
tion 2, for all T ∈ T , the marginal likelihood under ρT is Markov w.r.t. T . Moreover, the
compatibility of the family {ρT }T∈T makes the dependence on T in the local marginal
distributions given in (3.5) irrelevant. They can be computed once and for all for every
{i, j} ∈ P2(V ). With this choice of hyperdistributions, the factorisation property needed
for the posterior tree distribution (Eq. 3.1) is satisfied with
ωij = βij
p(Di, Dj)
p(Di)p(Dj)
, ∀(i, j) ∈ V 2. (3.7)
A full description of the model is given in Figure 2.
Proposition 3 shows that we do not need to have access to the full basis hyperdistri-
bution to specify a compatible family of strong hyper Markov hyperdistributions. It is
indeed enough to provide a consistent family of pairwise hyperdistributions {ρij}P2(V ),
where the consistency property must be understood in the sense that two hyperdistri-
butions involving a common vertex should induce the same marginal hyperdistribution
on this vertex. This is automatically satisfied when {ρij}{i,j}∈P2(V ) is obtained from
a fully specified hyperdistribution ρ. In order to obtain strong hyper Markov hyper-
distributions when combining these pairwise hyperdistributions, we shall additionally
require that, for all i, j ∈ V , pii|j |= pij under ρij (Dawid and Lauritzen, 1993, Prop.
3.16), meaning that ρij is strong hyper Markov w.r.t. the graph on {i, j} where vertices
i and j are connected.
3.3 Structural Markov property and structurally meta Markov
families
The purpose of this section is to show how the model that we have described so far is
related to the structural Markov property defined by Byrne and Dawid (2015). Indeed,
trees have specific algebraic properties that will be taken advantage of in Section 4 for
the inference of the model, but the model itself can be extended to other subsets of
decomposable graphs.
T ∗ ∼ ξ;
pi ∼ ρT ;
X ∼ pi. pi
ρ
T ∗ X
β
Figure 2: Compatible strong hyper Markov tree model.
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Byrne and Dawid (2015) defined an extension of the (hyper) Markov properties
described in Dawid and Lauritzen (1993) to undirected decomposable graphs (and to
directed acyclic graphs, but this will not be discussed here) called the structural Markov
property.
Let U be the set of undirected decomposable graphs on V . A pair of subsets (A,B)
of V is called a covering pair if A∪B = V . For any family of graphs G ⊆ U and for any
covering pair (A,B), we define G(A,B) to be the set of graphs G ∈ G for which (A,B)
is a decomposition.
Definition 4. A distribution ξ for G ∈ U is said to be structurally Markov if for any
covering pair (A,B) such that ξ(U(A,B)) > 0, GA |= GB |{G ∈ U(A,B)} under ξ.
A graph family supporting a structurally Markov graph distribution has some in-
trinsic structural property. It satisfies the so called structural meta Markov property.
Definition 5. Let G be a family of undirected decomposable graphs on V . Then G is
structurally meta Markov if for any covering pair (A,B), the set {GA|G ∈ G(A,B), GB =
J} is the same for all J ∈ {GB |G ∈ G(A,B)}.
The set of spanning trees T is an example of such a family (Byrne and Dawid, 2015,
Ex. 3.1) and the distributions that we considered in Section 3.1 are structurally Markov.
These graph distributions naturally interact with (strong) hyper Markov hyperdis-
tributions and Markov distributions when they are chosen carefully. Compatible hy-
perdistribution families, as described in Proposition 3, conjugate nicely with graph
distributions factorised on the edges, so that all hyperdistribution updates can be per-
formed down to the edge level. But compatibility can be defined for any structurally
meta Markov family G (Byrne and Dawid, 2015, Definition 3.4). Then, the update can
be performed locally on CG =
⋃
G∈G CG where CG denotes the cliques of graph G.
We finish this section by laying stress upon the fact that, among structurally meta
Markov graph families, trees are of particular computational interest given their al-
gebraic properties. One of the main difficulties in assessing graph distributions is to
compute normalising constants, but closed-form expressions can be derived for these
constants in the case of trees (see Section 4.2).
4 Inference in tree graphical models
Different inference tasks can be performed on graphical models. One might be inter-
ested in estimating the emission distribution of X. Chow and Liu (1968) described
an algorithm that can be used to get the tree distribution maximizing the likelihood
of discrete multivariate data in the frequentist equivalent of the model given in the
previous section. It can easily be adapted to MAP estimation in a full Bayesian frame-
work (Meila˘, 1999). It is also possible to look at the posterior predictive distribution
p(x|D) = ∑T∈T p(x|T )ξ(T |D) (Meila˘ and Jaakkola, 2006). In some other situations,
the dependence structure between the variables, that is the graph G, might be the only
object of interest. Lin et al. (2009) were for instance interested in the probability of an
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edge appearing in a tree. They looked out for the matrix β maximising the likelihood
of the data under a mixture of all possible tree models, where the probability of a tree
model is defined just as in (3.2). In their approach, the parameters of the models are
estimated with plug-in estimators. Even if the distribution on trees cannot be called
a prior in the traditional sense, the likeness to the model that we have described is
obvious.
Here we are also interested in the probability for edges to appear in a tree, but in a
full Bayesian framework. Formally, we would like to compute, for any edge {k, l},
P ({k, l} ∈ ET∗ |D, ξ) =
∑
T∈T :ET3{k,l}
ξ(T |D). (4.1)
The previous section shows that achieving this requires two things. First, we have to
get access to ω by computing local marginal likelihoods, which amounts to integrating
w.r.t. pi (Section 4.1). Then comes in the integration over the set of trees, that can be
performed exactly using an algebraic result called the Matrix-Tree theorem (Section
4.2).
4.1 Integration with respect to pi
Thanks to the strong hyper Markov property required for the hyperdistributions, the
integration on pi can be performed locally and the compatibility ensures that these local
integrated quantities can be passed from one tree graphical model to another whenever
they are needed. Thus, the integrations are always carried out on sets of bivariate
distributions, with p(p+1)/2 of them to be computed. The small dimension of each of the
involved problems makes it possible to consider numerical or Monte Carlo integration.
We begin by describing a framework based on tree-structured copulas where it might be
needed, depending on the choice of local copulas. We then present two settings where
the local integrated likelihood terms can be computed exactly by using conjugate priors
for the local distributions.
Tree-Structured Copulas
Let us assume that X = [0, 1]p. If we make the assumption that the marginal distribution
of each variable is uniform, the joint distribution for X is called a copula. Here we are
interested in a subset of these distributions called the tree-structured copulas (Kirshner,
2007). We let U denote the uniform distribution on [0, 1] and we assume that, for all
i ∈ V , Xi ∼ U . We are basically considering a copula model where the marginal data
distributions have been dealt with in a relevant manner, independently from our model.
For any i ∈ V , the marginal hyperdistribution ρi for pii is then a Dirac distribution
concentrated on U , denoted by δU . Defining a compatible family of hyperdistributions
requires that we consider pairwise hyperdistributions with marginals equal to δU . Such
hyperdistributions are in fact defined on bivariate copulas.
As an example, we consider the particular class of Archimedean copulas (Nelsen,
2006). The cumulative distribution function (cdf) of such copulas admit a simple ex-
pression. Let ψ : [0, 1] → R+ ∪ {∞} be a continuous, strictly decreasing function such
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that ψ(1) = 0. Its pseudo-inverse ψ[−1] : R+ ∪ {∞} → [0, 1] is the continuous function
defined by
∀t ∈ R+ ∪ {∞}, ψ[−1](t) =
{
ψ−1(t) if 0 ≤ t ≤ ψ(0),
0 otherwise.
Let us remark that if ψ(0) = ∞, ψ[−1] = ψ−1. The cdf of the Archimedean copula
generated by ψ is given by Cψ(xi, xj) = ψ
[−1](ψ(xi) + ψ(xj)). Function ψ is said to be
a generator of the copula Cψ. There is an extensive list of commonly used families of
generators, many of them being governed by one or more parameters. Once again, we
refer the reader to Nelsen (2006) for a detailed list of such generators. We can mention
the well-known Gumbel copulas as an example.
Let {i, j} be a given edge. If we consider an identifiable parametric family of Archimedean
copulas {Cθ}θ∈Θ, Θ ⊆ R, defined by parametric generators {ψθ}θ∈Θ, there is a one-
to-one mapping Υ between θ and the distributions piij on (Xi, Xj). A pairwise hyper-
distribution ρij for piij is then defined by any distribution κ for θ through the identity
ρij(piij) = κ
(
Υ−1(piij)
)
and the integrated pairwise distribution p(xi, xj) is given by
p(xi, xj) =
∫
Θ
∂2Cθ
∂xi∂xj
(xi, xj)κ(θ)dθ, ∀(xi, xj) ∈ [0, 1]2. (4.2)
Such a family of pairwise hyperdistributions is bound to be consistent since all marginals
are equal to δU . Morever, the global hyperdistributions that we obtain from this family
are strong hyper Markov since it holds that, for i, j ∈ V , pii|j |= pij under ρij .
The integrals given in (4.2) shall be computed exactly or through numerical integra-
tion depending on the choice of the copula family. This choice needs not be the same
for all the edges. In the case of Gumbel copulas, a numerical or Monte Carlo integration
is required. Bivariate Gaussian copulas would also be a valid choice. The pairwise hy-
perdistributions could then be specified through Wishart distributions for the precision
matrices of the copulas, just like in the full Gaussian case described in Section 4.1.
Multinomial Distributions
We now consider the case where all Xi are discrete, taking values in finite spaces Xi of
size ri respectively. Let X be the Cartesian product of spaces Xi. A distribution for X
is given by a probability vector θ in
Θ =
{
θ ∈ [0; 1]|X |
∣∣∣∣∣ ∑
x∈X
θ(x) = 1
}
.
This is the set of multinomial distributions on X . It happens that the conjugate Dirichlet
distribution is satisfying the condition given in (3.6) necessary to build a compatible
family of strong hyper Markov hyperdistributions. Let λ = (λ(x))x∈X be a family of
positive numbers indexed by X . For θ ∈ Θ, we let D(λ) denote the Dirichlet distribution,
with densityf(θ|λ) ∝∏x∈X θ(x)λ(x)−1.
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Proposition 4. (Dawid and Lauritzen, 1993, Lemma 7.2) Let A ⊆ V and B = V \A.
For all xA ∈ XA, we define λA(xA) ..=
∑
y,yA=xA
λ(y). If θ ∼ D(λ), then θA ∼ D(λA)
and θA |= θB|A.
It results from the fact that, if {Yk}Kk=1 are independent random variables distributed
as Γ(λk, θ) respectively and if V ..=
∑K
k=1 Yk, then (Y1/V, ..., YK/V ) ∼ D(λ). Proposi-
tion 4 states that any λ gives rise to a hyperdistribution ρ on the multinomial family of
distributions from which we can build a family of compatible strong hyper Markov hy-
perdistributions and that the marginal hyperdistributions are also Dirichlet distributed.
The conjugacy can then be used locally to compute ω. These hyperdistributions were
referred to as hyper-Dirichlet laws in (Dawid and Lauritzen, 1993, §7.2.2).
As mentioned in Section 3.2, specifying a full set of hyperparameters λ is in fact not
necessary to define the family of hyperdistributions {ρT }T∈T . We only need a consistent
family of {λij}(i,j)∈V 2 , in the sense that, for (i, j, k) ∈ V 3, λij and λik should induce
the same λi. A possibility is to use an equivalent sample size N and to set, for all
(i, j) ∈ V 2, λij ..= N/rirj and λi ..= N/ri. If all Xi are of equal size r, one can choose
N = r2/2 so that all λij are equal to 1/2 to mimic Jeffreys priors for the bivariate
distributions on the edges. However, this choice will not induce global Jeffreys priors,
which do not belong to hyper-Dirichlet hyperdistributions (York and Madigan, 1992).
For an edge {i, j}, we let λ′ij denote the updated hyperparameters for the edge {i, j}
given by λ′ij(`, `
′) = λij(`, `′) +
∑n
k=1 δxki ,`δxkj ,`′ , ∀(`, `′) ∈ Xi × Xj , where δx,` = 1
if x = ` and 0 otherwise. The matrix ω defined in (3.7) is then given by (Meila˘ and
Jaakkola, 2006)
ωij =βij
∏
`∈Xi
Γ(λi(`))
Γ(λ′i(`))
∏
`′∈Xj
Γ(λj(`
′))
Γ(λ′j(`′))
∏
(`,`′)∈Xi×Xj
Γ(λ′i,j(`, `
′))
Γ(λi,j(`, `′))
where Γ denotes the gamma function. If R = maxi∈V ri, computing ω requires O(np2R2)
operations (Meila˘ and Jaakkola, 2006).
Let us finish this section by a remark on parameter independence. The following
property of the Dirichlet distribution can be added to Proposition 4.
Proposition 5. (Dawid and Lauritzen, 1993, Lemma 7.2) Let θ ∼ D(λ). Then for all
A ⊆ V and B = V \A, θB|A(·|xA) are all independent and distributed as D(λB|A(.|xA))
with λB|A(xB |xA) = λ(x) for all x ∈ X (up to a rearrangement of the components of
x).
Thus, although not required here, the local independence assumption made by Meila˘
and Jaakkola (2006) is in fact satisfied. In the multinomial case, Geiger and Hecker-
man (1997) even showed that, together with likelihood equivalence, global parameter
independence and parameter modularity, the local parameter independence assumption
constrains the prior to be locally Dirichlet distributed.
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Gaussian Distributions
Whenever X is real-valued, one might work under the assumption that X is Gaussian-
distributed with mean µ and inverse covariance matrix Λ. The conjugate normal-
Wishart distribution is then a natural choice of prior for (µ,Λ). We let nW(ν, λ, α,Φ)
denote the normal-Wishart distribution hierarchically defined by
Λ ∼ W(α,Φ), µ|Λ ∼ N (ν, (λΛ)−1),
where W(α,Φ) stands for the Wishart distribution with α > p − 1 degrees of freedom
and positive-definite parametric matrix Φ. Geiger and Heckerman (2002) showed that
the normal-Wishart distribution satisfies the parameter independence property given
in (3.6). They further proved that this property coerces the distribution to be normal-
Wishart whenever p ≥ 3. It can thus be used to build a compatible family of strong
hyper Markov hyperdistributions. Moreover, for any partitioning (A,B) of V , XA ∼
N (µA,
(
ΛA − ΛABΛ−1B ΛTAB
)−1
) and (µA,ΛA − ΛABΛ−1B ΛTAB) is also normal-Wishart-
distributed with parameters (νA, λ, α − p + l,ΦA − ΦABΦ−1B ΦTAB) where all indices
are understood as partitioning of the corresponding vectors and matrices according to
(A,B).
The pairwise marginal likelihoods can then be computed by updating the hyper-
parameters of the basis hyperdistribution to (ν′, λ′, α′,Φ′), applying classical Bayesian
updating formulæ. The locally updated hyperparameters are then derived from the
globally updated ones and
p(Di, Dj) ∝
|Φ{i,j}|α−p+22
|Φ′{i,j}|
α′−p+2
2
, p(Di) ∝ |Φi|
α−p+1
2
|Φ′i|
α′−p+1
2
, (4.3)
where, for a matrix M and i, j ∈ V , M{i,j} denotes the submatrix of size 2 corresponding
to vertices i and j. This result is given in the work of Kuipers et al. (2014) as a correction
to the erroneous result stated in Geiger and Heckerman (2002).
The compatible hyperdistributions built on (µ,Λ) are called hyper-normal-Wishart
distributions. One can notice that Λ−1 follows a hyper-inverse-Wishart distribution
(Dawid and Lauritzen, 1993, §7.3.2).
4.2 Integration with respect to T
We assume that we have knowledge of ω. Consequently, we know ξ(·|D) up to the
normalising constant Z. For an edge {k, l}, gaining access to P ({k, l} ∈ ET∗ |D, ξ) means
being able to sum the posterior tree distribution over the trees that borrow edge {k, l}.
Because we are only considering trees, these summations can be efficiently performed.
Let ω = (ωij)(i,j)∈V 2 be a symmetric weight matrix such that, for all i ∈ V , ωii =
0, and with non-negative off-diagonal terms. The weight of a graph G = (V,EG) is
defined as the product of the weights of its edges, ωG ..=
∏
{i,j}∈EG ωij . The Laplacian
∆ = (∆ij)(i,j)∈V 2 of ω is given by ∆ij = −ωij if i 6= j and ∆ii =
∑
j∈V ωij for i ∈ V .
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For U ⊆ V , we defined ∆U as the matrix obtained from ∆ by removing the rows and
columns corresponding to U , with rows and columns indexed by V \ U .
Theorem 1 (Chaiken, 1982). Let ∆ be the Laplacian of a weight matrix ω. Then all
minors |∆{u}|, u ∈ V , are equal and |∆{u}| = ∑T∈T ωT .
We directly get the normalising constant of ξ(T |D) from this result.
There is a more general version of this theorem concerning graphs whose connected
components are spanning trees on their respective sets of vertices. Such graphs are called
forests.
Theorem 2 (All Minors Matrix-Tree theorem, Chaiken, 1982). Let ∆ be the Laplacian
of a weight matrix ω and U ⊆ V . Let FU be the set of forests on V with |U | connected
components such that, for any two vertices u1, u2 ∈ U , u1 and u2 are not in the same
connected component. Then |∆U | = ∑F∈FU ωF .
Briefly speaking, U can be seen as a set of “roots” (even though the models are
not directed) for the trees of the forests in FU . If U is taken equal to a single vertex,
then the forests in FU only have one connected component which is a tree and we get
Theorem 1. This theorem will be used in the proof of the following result that was first
stated by Kirshner (2007).
Theorem 3 (Kirshner, 2007). Let ω be defined as in (3.7) and ∆ be the associated
Laplacian. Let u be a vertex in V . We define matrices Q and M respectively by
Qkl =
{ [(
∆{u}
)−1]
kl
if k, l 6= u,
0 otherwise,
(4.4)
Mkl = Qkk +Qll − 2Qkl. (4.5)
Then, for all {k, l} ∈ P2(V ),
P ({k, l} ∈ ET∗ |D, ξ) = ωkl ·Mkl (4.6)
A proof of this result is provided in the extended version of (Kirshner, 2007) available
online. We provide a shorter version relying on the generalized version of the Matrix-
Tree theorem given above.
Proof. Let {k, l} be an edge in P2(V ). Let Z, Z+kl and Z−kl respectively denote the sums
of ωT over the sets T , {T ∈ T : {k, l} ∈ ET } and {T ∈ T : {k, l} 6∈ ET }. It is
immediate to see that Z = Z+kl + Z
−
kl. Lemma 3 of (Meila˘ and Jaakkola, 2006) states
that ∂Z∂ωkl = Mkl|∆{u}| = MklZ where M is defined as in (4.5). It is easy to see that Z
−
kl
can be obtained by applying Theorem 1 to a weight matrix equal to ω except for the
terms ωkl and ωlk that are set to 0. This means that Z
−
kl does not depend on ωkl and
∂Z
∂ωkl
=
∂Z+kl
∂ωkl
.
We then use Theorem 2 to get an expression of Z+kl. Indeed, there is a one-to-one
correspondence between the set of forests rooted in k and l (denoted by F{k,l}) and the
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set of trees borrowing edge {k, l}. Going from one to the other is just a matter of adding
or removing edge {k, l}. Then, by Theorem 2,
Z+kl = ωkl
∑
F∈F{k,l}
ωF = ωkl · |∆{k,l}|. (4.7)
|∆{k,l}| does not depend on ωkl since the only terms of ∆ that depend on ωkl are ∆kl,
∆lk, ∆kk, ∆ll and these terms are all withdrawn in ∆
{k,l}. Therefore,
|∆{k,l}| = ∂Z
+
kl
∂ωkl
=
∂Z
∂ωkl
= Mkl · Z. (4.8)
Combining (4.7) and (4.8) with the fact that P ({k, l} ∈ ET |D, ξ) = Z+kl/Z, we get the
claimed result.
Theorem 3 shows that posterior probabilities can be computed for all edges at once
by inverting a matrix of size p− 1, amounting to a total complexity of O(p3).
4.3 Other quantities of interest
Posterior moments of the degree. The aim of structure inference is to decipher the
dependency structure of a set of random variable. In this perspective, the degree of
vertex k (i.e. its number of neighbors) in the graph informs us about the centrality of
the corresponding variable Xk in the system. Denoting Nk this degree, we can easily
derive the posterior mean of Nk from the end of the proof of Theorem 3 as
E[Nk|D] =
∑
l 6=k
Z+kl/Z =
∑
l 6=k
P ({k, l} ∈ ET∗ |D, ξ)
The posterior variance of Nk can also be computed for all vertices with total com-
plexity O(p3). The proof of this result is based on the following lemma giving some the
second-order derivatives of the normalising constant Z.
Lemma 1. Let ω be defined as in (3.7) and ∆ be the associated Laplacian. Let u be a
vertex in V and Q defined as in Theorem 3. For k ∈ V , let M (k) be the matrix whose
general term is given by
M
(k)
l1l2
= Mkl1Mkl2 −M2k,l1,l2 ,
where Ml1l2 is defined as in (4.5) and Mk,l1,l2
..= Qkk +Ql1l2 −Qkl1 −Qkl2 . Then, for
k, l1, l2 ∈ V that are pairwise distinct, it holds that
∂2Z
∂ωkl1∂ωkl2
= Z ·M (k)l1l2 .
The proof of this lemma is given in the Appendix.
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Theorem 4. Let ω be defined as in (3.7) and ∆ be the associated Laplacian. Let u be
a vertex in V and Q be defined as in Theorem 3. Then, for all k ∈ V , we let V(Nk|D)
denote the posterior variance of Nk and it holds that
V(Nk|D) = E[Nk|D] (1−E[Nk|D]) +
∑
l1 6=k,l2 6=k
l1 6=l2
ωk,l1ωk,l2M
(k)
l1,l2
. (4.9)
Proof. We have that
E[N2k |D] =
∑
l1 6=k
l2 6=k
E[1{k,l1}1{k,l2}|D].
Let l1, l2 ∈ V \ {k} such that l1 6= l2. There is a one-to-one correspondence between
the set of trees borrowing edges {k, l1} and {k, l2}, and the forests rooted in {k, l1, l2}.
Using Theorem 2 and Lemma 1, we deduce that
E[1{k,l1}1{k,l2}|D] = ωk,l1ωk,l2M (k)l1,l2
by a reasoning similar to the one used in the proof of Theorem 3. The expression given
in (4.9) is then easily derived.
Theorem 4 shows that the posterior variance for the degree of all vertices can be
obtain directly at virtually no extra cost once posterior edge probabilities have been
computed, since both computations rely on the inversion of the same matrix.
Posterior entropy. In a Bayesian framework, the posterior entropy gives insight about
the concentration of the posterior distribution, which is for instance of particular interest
when a MAP approach is considered. The computation of this quantity is not always
straightforward, but here, it can be obtained at small cost once posterior probabilities
for the edges have been computed.
Proposition 6. The entropy of the posterior distribution on trees ξ(·|D) can be com-
puted with complexity O(p3).
Proof. We show that the entropy has a simple expression depending on Z and (P ({k, l} ∈
ET∗ |D, ξ)){k,l}∈P2(V ) which can both be computed with complexity O(p3) through The-
orems 1 & 3. Indeed,
H(ξ(·|D)) = −
∑
T∈T
ξ(T |D) log (ξ(T |D))
=
∑
T∈T
1
Z
∏
{i,j}∈ET
ωij
log(Z)− ∑
{k,l}∈ET
log(ωkl)

= log(Z)−
∑
{k,l}∈P2(V )
log(ωkl)
Z
∑
T3{k,l}
∏
{i,j}∈ET
ωij
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= log(Z)−
∑
{k,l}∈P2(V )
log(ωkl)P ({k, l} ∈ ET∗ |D, ξ).
4.4 Controlling prior edge probability
If the distribution on trees is not strongly peaked, the prior probability for an edge
to appear in a random tree can be quite small. For instance, the uniform distribution
on T leads to any edge appearing with probability 2/p. Indeed, no edge is favoured
and each tree borrows p − 1 of the p(p − 1)/2 possible edges. We consider an edge
{k, l} ∈ P2(V ) and the event Ekl ..= {T : {k, l} ∈ ET }. We let p0kl and pkl respectively
denote the prior and posterior probabilities of event Ekl. These probabilities are obtained
through Theorem 3.
In a decision perspective, it might be desirable to allow some control on the prior
probability of Ekl. To this aim, we use a binary random variable kl ∼ B(λkl) explicitly
controlling the status of edge {k, l} in the random tree:
p(T |kl, ξ) =
{
ξ(T |Ekl) if kl = 1
ξ(T |Ekl) if kl = 0 .
In particular, the choice λkl = 1/2 takes us back to a non-informative prior configuration
regarding Ekl. We obtain the model represented in Figure 3 in which the fully marginal
likelihood can be written as
p(D) = λklp(D|Ekl) + (1− λkl)p(D|Ekl).
We are now interested in the posterior distribution of kl.
Proposition 7.
P (kl = 1|D) = λkl pkl
p0kl
·
[
λkl
pkl
p0kl
+ (1− λkl)1− pkl
1− p0kl
]−1
Proof.
P (kl = 1|D) = p(D|kl = 1)P (kl = 1)
p(D)
= λkl
p(D|Ekl)
p(D)
= λklp(D|Ekl) ·
[
λklp(D|Ekl) + (1− λkl)p(D|Ekl)
]−1
kl T ∗ pi X
Figure 3: Model with variable kl explicitly controlling the status of edge {k, l} in T ∗.
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= λkl
pkl
p0kl
·
[
λkl
pkl
p0kl
+ (1− λkl)1− pkl
1− p0kl
]−1
The computation of P (kl = 1|D) for all edges can be achieved in O(p2) time from
the posterior edge probability matrix {pkl}{k,l}∈P2(V ). We can notice that P (kl = 1|D)
is a strictly increasing function of pkl. When the initial prior on trees ξ is uniform and
all λkl are taken equal, the order induced on the edges by {P (kl = 1|D)}{k,l}∈P2(V )
is identical to the order induced by the posterior edge probability matrix. The ROC
and PR curves that are commonly used to assess network inference accuracy therefore
remain unchanged.
5 Simulations
In this section, we use synthetic data to meet a twofold objective. On one hand, the
aim of this study is to show that there is an advantage in averaging over trees rather
than considering a single MAP estimate. On the other hand, we show that assuming
a tree structure is not substantially more detrimental to the accuracy of the inference
of non-tree-structured graphical models than assuming a DAG structure. To do so, we
compare our method with another fully Bayesian inference method carried out on DAGs,
described by Niinima¨ki et al. (2016) and implemented in the BEANDisco software.
Computations for our approach were performed with the R package saturnin.
5.1 Simulation scheme
We have chosen three networks with p = 20 vertices. The first one is a spanning tree.
The second and third graphs are not spanning trees and respectively have as many and
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Figure 4: Gold standard networks in the simulation study.
18 Tree-structured graphical models: a closed-form approach
twice as many edges as the first one. These graphs are shown in Figure 4. We then
simulated data according to a multinomial model with Xi = {1, 2, 3} for i ∈ V . For
each graph G, we have chosen a DAG D with skeleton equal to G. We let par(i,D)
stands for the set made of the parents of vertex i in DAG D. For X ∈ {1, 2, 3}p, we
let NDi (r; X)
..=
∣∣ {j ∈ par(i,D) : Xj = r} ∣∣ denote the number of parents of vertex i
in D taking value r ∈ {1, 2, 3} in X. Then, conditionally on D, we used the following
distribution for X: p (Xi = r) = 1/3 if par(i,D) = ∅ and
p
(
Xi = r|Xpar(i,D)
) ∝ η ·NDi (r; X) + 1 if par(i,D) 6= ∅.
As the variables at root vertices are drawn uniformly, it can be shown that all vertices
are marginally uniformly distributed by a symmetry argument. Here, η was set to 0.5.
For n = 25, 50, 75, 100 and 200, we generated 100 samples of size n.
We then considered the Multinomial/Dirichlet framework described in Section 4.1,
setting the prior on trees ξ to the uniform and the equivalent prior sample size N to
32/2 = 4.5 (see Section 4.1). For each data set, we computed
• the MAP tree structure through a Maximal Spanning tree algorithm (Prim, 1957)
applied to ω;
• the matrix of posterior edge probabilities P ({k, l} ∈ ET∗ |D) in our model. For all
the edges, the prior appearance probability was set to λkl = 1/2 (see Section 4.4);
• an estimation of the matrix of posterior edge appearance probabilities in a random
DAG obtained by MCMC sampling (Niinima¨ki et al., 2016). We refer the reader
to this paper for details on the prior distribution on DAGs. We ran the code
provided by the authors with default parameters. The sampling was performed
for one minute on each dataset. The direction of the edges of the sampled DAGs
was not taken into account to get empirical frequencies for all undirected edges.
The accuracy of the inference was evaluated against the true undirected adjacency
matrix, according to the yielded outputs. In the case of the MAP estimate, we calculated
the True and False Positives Rates (TPR, FPR) between the best tree and the true
graph. These rates are constrained by the fact that a spanning trees on p vertices has
exactly p−1 edges. For the (estimated) posterior edge appearance probability matrices,
ROC and PR curves against the true adjacency matrix are plotted and summarized by
the area under the curves.
5.2 Results
Comparison with MAP Figure 5 simultaneously represents the (TPR, FPR) scores
and the ROC curves obtained for the MAP estimate and the tree posterior edge appear-
ance probability matrix respectively. It makes sense to plot both results on the same
graph since a ROC curve is just a succession of (TPR, FPR) points computed as more
and more edges are selected, going from the most to the least likely. When p− 1 edges
are selected, both methods behave similarly. So, if there is external evidence that the
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Tree Non-tree, low density Non-tree, high density
0.0 0.1 0.2 0.3
Figure 5: ROC curves for the posterior edge probabilities and (TPR, FPR) scores for
the MAP estimate on data sets of size 25, 100 and 200 (from top to bottom). For the
ROC curves, the mean curve is plotted in bold line. The color of a (TPR, FPR) point
expresses its frequency within the 100 samples.
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Figure 6: Posterior probability of the MAP tree, ratio to the posterior probability of
the second best tree and entropy of the posterior tree distribution (normalised by the
entropy of the uniform distribution on T , i.e. (p− 2) log(p)).
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Figure 7: Area under the ROC (top) & PR (bottom) curves computed for the output
of our approach and of the MCMC sampling algorithm in the set of DAGs.
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true graph is in fact a tree, a MAP approach could be considered but using posterior
edge probabilities would do as well. Nonetheless, when the true graph is not a tree, the
MAP approach is penalised by its lack of flexibility. Computing posterior appearance
probabilities for the edges allows to retain an arbitrary number of edges. The balance
between selectivity and sensibility achieved by the MAP approach can obviously be im-
proved by selecting more edges. An other argument in favour of considering the whole
posterior distribution on trees instead of the MAP is presented in Figure 6. For all
three simulation scenarios, posterior tree distributions are not really peaked around
their modes, especially for small samples. The second most probable tree is always very
close to the MAP. Moreover, the entropy of the posterior distribution on trees behaves
similarly across all simulation scenarios.
Influence of the tree assumption We now study the influence of the tree assump-
tion on the accuracy of structure inference when the true graphical model is not tree-
structured. With this end in view, we consider a similar model where DAGs are drawn
instead of trees and use the posterior edge appearance probabilities yielded by this model
as gold standard, as it achieves the same goal in terms of Bayesian inference within a
larger class of graphs. Results are given in Figure 7. Both algorithms seem to perform
equally well in all three scenarios. The accuracy of the inference expectedly increases
with sample size. The results we get here indicate that the posterior probabilities for
the edges to belong to a random tree can be relevant even when the true network is not
a tree, with no clear evidence in favour of considering an inference within the broader
class of DAG structures.
6 Application to cytometry data
This section presents an application of our approach to flow cytometry data. They have
been collected by Sachs et al. (2005) and were used by Werhli et al. (2006) in a review
of network inference techniques. They are related to the Raf cellular signalling network,
which is involved in many different biological processes, including the regulation of
cellular proliferation in human immune cells. The activation levels of the 11 proteins
and phospholipids that are part of this pathway were measured by flow cytometry.
The generally accepted structure of the Raf pathway is given in Figure 8, but the true
structure of this network, despite considerable experimental and theoretical efforts, may
be more subtle. The undirected skeleton of this network will, however, be used as the
gold standard network in our study.
6.1 Data
In flow cytometry experiments, cells are suspended in a stream of fluid and go through
a laser beam one at a time. Different parameters are then measured on each cell by
recovering the light that is reemitted by diffusion or fluorescence. We are interested
in the activation levels (also called phosphorylation levels) of the involved proteins
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and phospholipids. Such experiments typically produce samples of several thousands
observations. Since all biological network inference problems are not met by such a
profusion of data, Werhli et al. (2006) sampled down 5 samples of size n = 100 from
the data provided by Sachs et al. (2005). We discretised each sample into r=3 bins and
performed the inference on each of them with our algorithm (Tree) and the MCMC
sampling in DAGs algorithm (DAG), as described in the previous section. The accuracy
of the inference was once again assessed by the area under the ROC and PR curves,
averaged on all 5 samples.
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Figure 8: Raf pathway.
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(a) Most likely (left) and second most likely (right) trees in the posterior distribution on trees.
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(b) Posterior probabilities for the edges in the tree model (with change of prior probability to λkl = 1/2
for all edges).
Figure 9: Graphical representation of the results obtained on one of the five data sets.
The edges of the golden standard network are colored in blue.
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6.2 Results
With the DAG approach, we got average areas under the ROC and PR curves of 0.767
and 0.725 respectively (with standard deviation of 0.068 and 0.070). With trees, we
respectively got 0.729 and 0.690 for these areas (with standard deviation of 0.047 and
0.051). The DAG approach seems to perform better than our inference based on trees.
These results qualify those of the previous section. Nonetheless, we would like to make
the following points. While not being as accurate, our approach still provides good
results and might in fact be more adapted to bigger problems where MCMC sampling
can hardly be contemplated. Moreover, unlike the simulation study, the gold standard
network against which the accuracy of the inference is assessed here, shown in Figure
8, is not perfectly known and may still differ quite considerably from the truth.
Figure 9 gives a graphical representation of the results obtained on one of the five
data sets, offering a more detailed overview. We note that the gold standard network
as defined here has 20 edges. The two likeliest trees in the posterior tree distribution
are given in Figure 9a. Both trees have 9 true positives out of the p − 1 = 10 edges
they respectively selected. As expected, most of these edges also have strong posterior
probabilities (Figure 9b). When the prior probabilities of all edges is brought back to
1/2, we get 13 edges with posterior probabilities strictly greater than 1/2, among which
the same true positives as in the MAP estimate. More generally, one could consider
using the histogram of posterior probabilities to empirically find a more appropriate
cut-off.
We did not represent the empirical edge frequencies obtained for DAGs since prior
appearance probabilities could not be easily accounted for in this case, thus making
direct comparison with posterior edge probabilities in trees impossible.
As a conclusion, these results lead us to believe that it might be preferable to favour
inference using DAGs for small problems. When that is no longer possible in a rea-
sonable amount of time, performing exact inference in a model based on trees is a
computationally efficient alternative that can be used at a limited cost on the accuracy.
Appendix
Proof of Lemma 1. Let Q be the matrix obtained from Q when row and column u are
removed. Notice that Q =
[
∆{u}
]−1
. For convenience, we also let R ..= ∆{u} = Q
−1
.
The rows and columns of Q and R are indexed by V ..= V \ {u}.
Let k, l1, l2 be pairwise distinct vertices in V . Using Theorem 1 and Lemma 3 of (Meila˘
and Jaakkola, 2006), we get that
∂2Z
∂ωkl1∂ωkl2
=
∂2|R|
∂ωkl1∂ωkl2
=
∂
∂ωkl1
(|R| ·Mkl2)
= |R| ·
[
Mkl1Mkl2 +
∂Mkl2
∂ωkl1
]
24 Tree-structured graphical models: a closed-form approach
Assume that u 6∈ {k, l1, l2}. Then Mkl2 = Qkk +Ql2l2 − 2Qk,2 and
∂Qkk
∂ωkl1
=
∑
i,j∈V
∂Qkk
∂Rij
∂Rij
∂ωkl1
= −
∑
i,j∈V
QkiQjk
∂Rij
∂ωkl1
= − (Qkk −Qkl1)2
where the last identity is obtained by noticing that the only terms of R = ∆{u} that
depend on ωkl1 are Rkl1 , Rl1k, Rkk and Rl1l1 . We similarly obtain that
∂Ql2l2
∂ωkl1
= − (Ql1l2 −Qkl2)2 ,
∂Qkl2
∂ωkl1
=
(
Qkk −Qkl1
) (
Ql1l2 −Qkl2
)
.
Putting all pieces together, we get
∂2Z
∂ωkl1∂ωkl2
= |R| ·
[
Mkl1Mkl2 −
(
Qkk −Qkl1 −Qkl2 +Ql1l2
)2]
,
= Z ·M (k)l1l2 .
The cases k = u and l2 = u are dealt with similarly.
Acknowledgments
The authors thank Sophie Donnet for her helpful comments and remarks.
References
Atay-Kayis, A. and Massam, H. (2005). “A Monte Carlo method to compute the
marginal likelihood in non decomposable graphical Gaussian models.” Biometrika,
92: 317–335.
Burger, L. and Van Nimwegen, E. (2010). “Disentangling direct from indirect co-
evolution of residues in protein alignments.” PLoS Computational Biology , 6(1).
Byrne, S. and Dawid, A. P. (2015). “Structural Markov graph laws for Bayesian model
uncertainty.” Ann. Statist., 43(4): 1647–1681.
Chaiken, S. (1982). “A Combinatorial Proof of the All Minors Matrix Tree Theorem.”
SIAM Journal on Algebraic Discrete Methods, 3(3): 319–329.
Chow, C. and Liu, C. (1968). “Approximating Discrete Probability Distributions with
Dependence Trees.” IEEE Transactions on Information Theory , IT-14(3): 462–467.
Dawid, A. P. and Lauritzen, S. L. (1993). “Hyper Markov Laws in the Statistical
Analysis of Decomposable Graphical Models.” The Annals of Statistics, 21(3): 1272–
1317.
L. Schwaller et al. 25
Friedman, N. and Koller, D. (2003). “Being Bayesian about network structure. A
Bayesian approach to structure discovery in Bayesian networks.” Machine Learn-
ing , 50: 95–125.
Geiger, D. and Heckerman, D. (1997). “A Characterization of the Dirichlet Distribution
Through Gloabl and Local Parameter Independence.” The Annals of Statistics, 1344–
1369.
— (2002). “Parameter priors for directed acyclic graphical models and the characteriza-
tion of several probability distributions.” The Annals of Statistics, 30(5): 1412–1440.
Green, P. J. and Thomas, A. (2013). “Sampling decomposable graphs using a Markov
chain on junction trees.” Biometrika, 100(1): 91–110.
Hammersley, J. M. and Clifford, P. (1971). “Markov field on finite graphs and lattices.”
Heckerman, D. and Chickering, D. M. (1995). “Learning Bayesian networks: The com-
bination of knowledge and statistical data.” In Machine Learning , 20–197.
Kirshner, S. (2007). “Learning with Tree-Averaged Densities and Distributions.” Ad-
vances in Neural Information Processing Systems 2008 , 20: 761–768.
Kuipers, J., Moffa, G., and Heckerman, D. (2014). “Addendum on the scoring of Gaus-
sian directed acyclic graphical models.” Ann. Statist., 42(4): 1689–1691.
Lauritzen, S. L. (1996). Graphical Models. Oxford University Press.
Lin, Y., Zhu, S., Leet, D. D., and Taskar, B. (2009). “Learning Sparse Markov Net-
work Structure via Ensemble-of-Trees Models.” In 12th International Conference on
Artificial Intelligence and Statistics (AISTATS) 2009 , volume 5, 360–367.
Madigan, D., York, J., and Allard, D. (1995). “Bayesian graphical models for discrete
data.” International Statistical Review , 63(2): 215–232.
Meila˘, M. (1999). “Learning with Mixtures of Trees.” Ph.D. thesis, Massachusetts
Institute of Technology.
Meila˘, M. and Jaakkola, T. (2006). “Tractable Bayesian learning of tree belief networks.”
Statistics and Computing , 16(1): 77–92.
Meila˘, M. and Jordan, M. I. (2001). “Learning with Mixtures of Trees.” The Journal
of Machine Learning Research, 1: 1–48.
Nelsen, R. B. (2006). An Introduction to Copulas (Springer series in statistics).
Niinima¨ki, T., Parviainen, P., and Koivisto, M. (2016). “Structure Discovery in Bayesian
Networks by Sampling Partial Orders.” Journal of Machine Learning Research,
17(57): 1–47.
Parviainen, P. and Koivisto, M. (2009). “Exact Structure Discovery in Bayesian Net-
works with Less Space.” Uai , 436–443.
Prim, R. C. (1957). “Shortest Connection Networks And Some Generalizations.” Bell
System Technical Journal , 36(6): 1389–1401.
26 Tree-structured graphical models: a closed-form approach
Roverato, A. (2002). “Hyper Inverse Wishart Distribution for Non-decomposable
Graphs and its Application to Bayesian Inference for Gaussian Graphical Models.”
Scandinavian Journal of Statistics, 29(3): 391–411.
Sachs, K., Perez, O., Pe’er, D., Lauffenburger, D. A., and Nolan, G. P. (2005). “Causal
protein-signaling networks derived from multiparameter single-cell data.” Science
(New York, N.Y.), 308: 523–529.
Spiegelhalter, D. and Lauritzen, S. (1990). “Sequential updating of conditional proba-
bilities on directed graphical structures.” Networks, 20: 579–605.
Werhli, A. V., Grzegorczyk, M., and Husmeier, D. (2006). “Comparative evaluation
of reverse engineering gene regulatory networks with relevance networks, graphical
gaussian models and bayesian networks.” Bioinformatics (Oxford, England), 22(20):
2523–31.
York, J. C. and Madigan, D. (1992). “Bayesian methods for estimating the size of a
closed population.” Technical Report 234.
