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ABSTRACT
We propose a deep-learning method for predicting protein-protein interaction (PPI) via
an adaptive dot product in combination with dilated convolutions. Protein-protein interac-
tion is a crucial biological process. Being able to predict when two proteins will interact
with each other can be crucial information for developing drug targets. Adaptive convo-
lutions have proven effective at determining some relationship between two inputs in the
context of video interpolation, and dilated convolutions in WaveNet have proven effective
at understanding sequence information in the context of audio generation. Our proposed
method combines the dilations in one dimension to interpret sequence information from a
WaveNet approach (though without the conditional nature) and uses it to produce an adap-
tive dot product kernel while simultaneously learning an embedding of the input via an
autoencoder. The dot product of the generated kernel and embedding can then be used to
predict PPI. We show that this method is able to extract useful features and obtain perfor-
mance very near the state-of-the-art that uses hand-engineered features that take advantage
of human knowledge of proteins. We anticipate that this method will more generally be an





Protein-protein interactions (PPIs) are crucial to a variety of biological processes, e.g.
metabolism or replication of DNA [1, 2, 3, 4]. Misregulation of protein-protein interac-
tions can be the attack mode of various diseases. Designing treatments for these disease
systems, which can include cervical cancer, bacterial infection, leukemia, and neurodegen-
erative diseases, has been the focus of various biological studies [1]. Understanding the
network of interactions between proteins can not only help to understand or identify the
biological processes occuring in a cell, they can also assist in the choice of drug targets or
drug design by making use of interacting proteins or avoiding side effects of interacting
proteins [4, 1]. Indeed, various approaches of tackling such disease systems have made use
of protein-protein interaction inhibitors [1].
There have been a number of experimental procedures to determine PPI, many of which
are high-throughput [4, 2]. These approaches include tandem affinity purification, which
creates a fused protein that is allowed to interact with other proteins and is then removed, al-
lowing for the analysis of the remaining interacting proteins via gel electrophoresis [2, 5].
Other approaches include affinity chromatography [2, 6], Co-Immuno-precipitation (Co-
IP)[2, 7], X-ray crystallography[2, 8], nuclear magnetic resonance imaging (MRI scans)
[2, 9], and the Yeast Two-Hybrid system [2, 10]. Another modern method combines quan-
titative proteomics with spatial references and the use of APEX, a peroxidase that has al-
lowed capturing of proteomes with high temporal resolution, to discover protein interaction
networks with high temporal and spatial resolution.
All of these experimental methods attempt to separate out a batch of proteins that have
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interacted with a protein by either chemical or imaging means. Due to this experimentation,
the availability of PPI data has significantly increased [4, 2, 11, 12, 13, 14, 15]. However,
almost any experimental method is costly and time-consuming, especially when compared
to computational methods. As a result, the experimental data that exists can only illuminate
fragments of the full PPI networks [4]. Furthermore, these high-throughput methods for
PPI are prone to failure (false positives and negatives) [4, 2]. The motivation for accurate
computational methods to predict PPI are therefore clear. A computational prediction could
be cheap, quick, and could provide predictions for the full network of proteins.
Initial applications of computational approaches to the PPI problem were based on
human knowledge of proteins [2]. Various studies were conducted that either attempted to
gather properties of interacting proteins or use such known properties to build deterministic
systems that found likely candidates for specific types of interacting proteins [2]. One
such approach compared the observed properties of fused genes, that is understanding the
properties of proteins resulting from a fusion of the genes that encoded them into a single
chain, because the resulting fused proteins would clearly interact [2, 16]. Other approaches
involved showing that proteins produced by conserved gene neighborhoods, clusters of
genes that overlapped across various genomes, were likely to interact in certain bacteria and
archaea [2, 17]. Other approaches characterized known protein interaction networks and
found that they exhibited scale-free and small-world topologies [2, 18]. These knowledge
based techniques were still relatively limited compared to the modern methods of predicting
protein-protein interaction, and relied on information about the functional domains and
pathways of the relevant proteins as well as their encoding genes [2].
Modern methods for PPI prediction are concerned with classifying interaction using
machine learning systems that take in features based on the amino acid sequence [3, 4].
These methods all typically involve the extraction of relevant statistical and physiochemical
features from the amino acid sequence by hand using a variety of methods involving either
local descriptors, multi-scale local descriptors, correlations, mutual information between
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the sequences, and others [3, 4]. These hand-engineered feature vectors are then used as
input to various standard machine learning algorithms, such as random forests or multilayer
perceptrons [3, 4, 2]. However, this challenge of extracting features is difficult: protein
interactions are often due to discontinuous amino acid segments in the sequence. This
means taking the effect of amino acids from across the entire acid sequence into account is
important [3, 4]. The features used must encode global information from the rather noisy
input of amino acid sequences [2], which demonstrates the difficulty of using machine
learning within the PPI problem.
1.2 Motivation
Given the difficulty of experimentally determining protein interaction networks, computa-
tional approaches are clearly desirable [2, 4, 3]. Machine learning approaches have been
shown to have high accuracy on various datasets and can do so using information from the
amino acid sequence alone [2, 3]. However, all of these methods rely on hand-engineered
feature vectors that are constructed with domain knowledge of how proteins are constructed
physically and chemically as well as how they interact. While this is certainly an area in
which human domain knowledge might be crucial for high accuracy, it is clear that con-
tinuing to design better features is a difficult task and will not scale as well as using better
machine learning algorithms [2]. Deep learning has been shown to have a great amount of
success on various difficult tasks [19, 20, 21, 22, 23, 24, 25]. Indeed, DeepPPI shows that a
deep learning network can achieve state of the art performance on the PPI task for various
standard datasets [2].
The DeepPPI method is to simply use a two-input multilayer perceptron that takes fea-
ture vectors from both amino acid sequences as input [2]. This shows that deep learning is
able to effectively combine the protein features for classification. Their approach achieves
state of the art performance, yet it fails to take advantage of the representation learning
capability of deep learning because it relies on a hand-engineered feature vector[19, 26].
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While domain knowledge may be necessary in the difficult task of PPI prediction due to the
noisy input of an amino acid sequence, minimizing the need for designing hand-engineered
features is still diesirable because with enough data and an effective representation learning
method, hand-engineered feature methods can be beaten out [19, 26]. Traditionally when
sequence data is involved, deep learning approaches turn to recurrent neural networks [27,
28]. Instead, we propose to use convolutions. Convolution based approaches have two ad-
vantages here: (1) they are much faster than recurrent methods and (2) as noted, interaction
patterns are often not in continuous sections of the amino acid sequence [27, 2]. Because
convolution approaches are spatially invariant, convolutions for might allow for more ef-
fective capturing of interaction patterns with a much lower memory footprint compared to
a recurrent method. We look to two convolutional networks for inspiration: the 1D Pixel-
CNN of WaveNet [24] and adaptive convolutions for video interpolation [29]. The success
of the 1D PixelCNN in learning a conditional probability distribution from sequential in-
put and the success of adaptive convolutions in combining information from two frames
of video to interpolate the intermediate frame should allow for the PixelCNN inspired di-
lations of our method to effectively be able to generate the adaptive kernel used to take
the final dot product across the sequence embedding that results in the classification, as




2.1 Previous machine learning methods for PPI
There are various machine learning methods that have achieved good results on the PPI
problem. These include the multi-scale local descriptor (MLD) and multivariate mutual in-
formation (MMI) [3, 4]. Both of these approaches produce a feature vector which is given
as input to a random forest classifier. The MLD approach involves extracting physico-
chemical features from multi-scale continuous segments of amino acids, which allows this
approach to capture multiple overlapping patterns of interaction in the amino acid sequence
[4]. The MMI approach involves clustering the amino acids into 7 functional groups and
transforms the sequences of amino acids into sequences of these encodings. Then, the
mutual information is calculated between these two sequences. Combining this mutual in-
formation with an autocorrelation approach, a feature vector is produced which is passed
to a random forest classifier [3].
Other machine learning approaches to the PPI problem include the use of local phase
quantization descriptors and rotation forests [30]. This approach also uses phsyicochemical
properties of the proteins in order to construct features. Because random forests would nor-
mally be sensitive to rotation of the features constructed, this method uses rotation forests
instead [30]. We note that all of these state of the art machine learning approaches simply
use some form of ensemble learning via forests and vary mostly in their choice of feature
engineering.
Deep learning methods have also been applied to the PPI prediction problem. However,
these networks do not take advantage of the representation learning power of deep learning;
the sole deep learning methods employed for this problem have been simple multilayer
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perceptrons [31, 2]. Like other modern methods for PPI prediction, these networks are
concerned with classifying interaction based solely on the amino acid sequence [3, 4], yet
the networks in question also operate via the extraction of hand-engineered feature vectors
from the amino acid sequence using a variety of methods involving either local descriptors,
multi-scale local descriptors, correlations, mutual information between the sequences, and
others [3, 4, 2].
Therefore, the deep learning methods face the same problem as the forest methods: the
challenge of extracting features is difficult. Protein interactions are often in discontinuous
amino acid segments in the sequence due to the complex 3D folding of the tertiary structure
of a protein. This means taking the effect of neighboring amino acids into account is
difficult [3, 4]. Methods that continue to rely on hand-engineered features will be limited
by those features while the availability of PPI data will continue to grow. Therefore, it
is prudent to learn to extract the appropriate features while manipulating the amino acid
sequence as little as possible, i.e. minimizing the need for feature engineering.
2.2 Convolutions for feature extraction
The precedent of using neural networks to learn representations of biological sequences is
not new. Based on the idea of Word2Vec [32], ProtVec trains an autoencoder to predict
an amino acid based on the surrounding amino acids in order to learn an embedding of
amino acid sequences [33]. In our case, however, we are interested in learning not just
the representation of a single amino acid, but learning a good representation of two amino
acids for comparison.
Convolutional neural networks have been shown to effectively extract features in the
context of images [19, 20, 21]. More specifically, Siamese CNNs have been shown to be
able to compare two input images and report their similarity [34]. These networks func-
tion by using two parallel networks that are combined and trained together for the image
verification task, which is used for oneshot learning. The structure of this network is ac-
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tually similar to the two-input multilayer perceptron used in DeepPPI [2]. For interpreting
sequence information, convolutions have also proved useful as shown by WaveNet, [24].
WaveNet uses convolutions that are dilated in a single dimension in order to extract features
from sequence input. The convolutions maintain the order of sequences by masking the
convolution kernels appropriately, though this is not as relevant for amino acid sequences.
Dilations were defined in [35] and shown to efficiently increase the receptive field of a
convolutional neural network.
The standard convolution operation as used in deep learning is defined by [35]. We
first define a real valued function F : Z2 → R, an input Ωr = [−r, r]2 ∈ Z2, and a filter
function k : Ωr → R. A convolution operation is therefore given by




Dilating a convolution is a generalization of a convolution. This involves introducing
a dilation parameter which can allow the convolution operation to stretch the kernel size
while skipping some inputs. Therefore, fewer parameters are required for a kernel to oper-
ate over a larger input size. The definition as given in [35] is as follows:




where l is the index of the current layer of the convolution.
Thus, we see that deep learning is able to handle comparison of two inputs as well as
extract useful sequence information.
The work of [29] uses adaptive convolutions in order to generate the in-between frame
of video given the before and after frames of video. This is another convolutional neural
network that compares two inputs, but does so by generating a convolution kernel based
on the data. For each pixel position, the network uses convolutions to extract features from
the two frames (represented as two channels) and output to a kernel. Then, the kernel is
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convolved at that pixel position for the two input frames. The result is summed to obtain
the final result. The results suggest that using adaptive convolutions could allow for better
extraction of features when the task of interest involves the relationship of two inputs [29].
Overall, machine learning methods have proven effective at the PPI problem, but rely
too much on hand-engineered features [2, 4, 30]. Various results in deep learning have






Taking inspiration from [29], we want to generate a kernel from the input. However, unlike
the task of video interpolation in which local regions between frames will not change much,
the PPI task requires use of more global information. Preliminary experiments showed that
taking a windowed approach to generating kernels (such that the output of each window
essentially cast a “vote” on the final output) resulted in poor classification performance.
From these experiments, we determined that it is necessary to construct a good embedding
of the two input proteins prior to weighting the result with the generated kernel.
Based on the work of [24] and [35], we dilate sequential convolution layers at increasing
dilation rates (specified in Table 3.1) which should provide a large receptive field. This
is ideal for extracting global features from proteins, which is necessary because protein
interaction between two proteins can occur between highly distant regions of the amino
acid sequence.
The overview of the full architecture is shown in Figure 3.1, and the specific parameters
of the layers are shown in Table 3.1. All layers have a ReLU activation applied to them.
The goal of AdaDot to simultaneously learn a good representation of the input proteins and
to generate the appropriate kernel. In order to accomplish this, AdaDot learns two tasks
simultaneously: classification of PPI and reconstruction of the input sequences.
The input I is a two channel n × s tensor where s is the length of the amino acid
sequence and n is the number of encodings of the sequence. Each channel represents one
of the two amino acids. The acids can be reencoded based on whether we want to use the




















Figure 3.1: Architecture of the proposed AdaDot network. More details are available in
Table 3.1.
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Group Layer Order Layer Type (H. pylori) Layer Type (S. cerevisiae)
base convolutions 1 Conv(32, (5, 7), 1) Conv(32, (7, 9), 1)
base convolutions 2 Conv(32, (5, 7), 1) Conv(32, (7, 9), 1)
base convolutions 3 Conv(32, (5, 7), 2) Conv(32, (7, 9), 2)
embedding convolutions 1 Conv(32, (5, 7), 4) Conv(32, (7, 9), 4)
embedding convolutions 2 Conv(32, (5, 7), 8) Conv(32, (7, 9), 8)
embedding convolutions 3 Conv(32, (5, 7), 16) Conv(32, (7, 9), 16)
embedding convolutions 4 Conv(32, (5, 7), 32) Conv(32, (7, 9), 32)
embedding convolutions 5 Conv(32, (5, 7), 1) Conv(32, (7, 9), 1)
embedding convolutions 6 Conv(1, (5, 7), 1) Conv(1, (7, 9), 1)
kernel convolutions 1 Conv(32, (5, 7), 2) Conv(32, (7, 9), 2)
kernel convolutions 2 Conv(32, (5, 7), 2) Conv(32, (7, 9), 2)
kernel convolutions 3 Conv(32, (5, 7), 4) Conv(32, (7, 9), 4)
kernel convolutions 4 Conv(32, (5, 7), 8) Conv(32, (7, 9), 8)
kernel convolutions 5 Conv(32, (5, 7), 1) Conv(32, (7, 9), 1)
kernel convolutions 6 Conv(1, (5, 7), 1) Conv(1, (7, 9), 1)
embedding encoder 1 Dense(2048) Dense(2048)
embedding encoder 2 Dense(1024) Dense(1024)
embedding encoder 3 Dense(512) Dense(512)
embedding encoder 4 Dense(256) Dense(256)
embedding decoder A 1 Dense(512) Dense(512)
embedding decoder A 2 Dense(1024) Dense(1024)
embedding decoder A 3 Dense(2048) Dense(2048)
embedding decoder A 4 Dense(s) Dense(s)
embedding decoder B 1 Dense(512) Dense(512)
embedding decoder B 2 Dense(1024) Dense(1024)
embedding decoder B 3 Dense(2048) Dense(2048)
embedding decoder B 4 Dense(s) Dense(s)
kernel encoder 1 Dense(1024) Dense(1024)
kernel encoder 2 Dense(512) Dense(512)
kernel encoder 3 Dense(256) Dense(256)
Table 3.1: Detailed parameters of the proposed AdaDot network. Conv(f, (k, l), d) repre-
sents a convolutional layer producing f filters using kernels of shape k × l and a dilation
rate of 1, d where d = 1 represents no dilation. Dense(k) represents a fully connected
perceptron layer consisting of k perceptrons. We let s represent the length of the input
sequence.
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the amino acids) or if we want to group the amino acids together according to their various
biochemical properties. In the first case, n = 1 because we are only using the raw amino
acid sequence. However, if we group the amino acid sequences together based on various
properties, we can come up with various different representations of the same amino acid.
This results in an input with multiple “rows.” For example, if we grouped the sequence
of amino acids “KEDGTQVIMAS” by hydrophobicity according to Table A.1, we would
encode it as “11122133322.” In all cases, we divide the resulting vector by the size of the
alphabet. Sequences are also padded with zeros such that they are all as long as the longest
sequence. This can be helpful in order to give some more biochemical information to the
network. If the input has more than one row, during reconstruction we simply reconstruct
the first row as the amino acid sequence. These various groupings of amino acids are
included in Table A.1. We perform experiments described in Section 3.2 to show that
better encodings of the amino acid sequence are benefitial to the performance of AdaDot
on the PPI task.
These are then passed to a series of base convolutions which extract some common base
features. From there, two parallel columns of convolutions operate on those base features.
One column is flattened and attached to an autoencoder to produce the embedding E, and
the other column is flattened and attached to a series of perceptron layers to produce the
weighting kernel K. The size of the kernel matches the size of the embedding. For the final
output C, we take K ·E and then apply a ReLU activation. The outputs of the autoencoder
are A and B, which are the reconstructions of the two amino acid sequences.
The final output is the result of the dot product of the generated kernel K with the
generated embedding E as shown in Figure 3.1. This dot product is then activated with
ReLU. Classification is defined such that a value greater than 0.5 signifies an interacting
pair and a value below 0.5 signifies a non-interacting pair.
During training, we use the Adam optimizer with a learning rate of 10−6. The loss
function used is mean absolute error for all three outputs as shown in Figure 3.1.
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3.2 Experiments
We experiment on two standard PPI datasets as defined in a variety of PPI papers [2, 4, 30].
These include the H. pylori and S. cerevisiae PPI datasets. We select these datasets because
they have been constructed to have a balanced number of interacting and non-interacting
examples.
We first experiment on the smaller H. pylori dataset using a variety of architectures
to provide some experimental justification of the AdaDot architecture. That is, we show
that AdaDot can outperform some standard benchmark CNN architectures. These standard
CNN architectures use a series of convolutions that match the last two base convolution
layers followed by the embedding convolution layers. We also test on a version of this ar-
chitecture that has no dilations. Both of these standard CNN architectures end by flattening
the results of the convolutions and then connecting to a series of perceptron layers of size
32, 16, 4, and 1 in respective order. All of these layers are activated using ReLU.
We perform these experiments using both the raw amino acid sequence and 8 of the
groupings defined in Table A.1. The specific 8 groupings we use are shown in Table A.1.
We also use all 24 of the groupings shown in Table A.1, though we only perform this test for
the AdaDot architecture. When performing these experiments, we split the data randomly
such that 75% is used for training and 25% for testing. Within the training set, we also
randomly hold 33% for validation.
We then train and test on both the H. pylori and S. cerevisiae datasets. The standard
testing method is to use k-fold cross validation and report the average error on each of 5
random splits of the data [2, 4, 30]. We follow this standard when reporting accuracies. We
also use the 8 groupings to represent the amino acids as mentioned above when reporting
these scores.
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3.2.1 H. pylori dataset
We use the H. pylori dataset as described by [2] and [36]. This dataset consists of 2916
protein pairs and is evenly split between interacting and non-interacting examples. From
the description in [36], the dataset is constructed by choosing the explicitly interacting
protein pairs as interacting proteins and the remaining pairs as non-interacting proteins as
described in the protein interaction map provided by [37].
3.2.2 S. cerevisiae dataset
We use the S. cerevisiae “core” dataset as described by [2] and [4]. This dataset originates
from the Database of Interacting Proteins (DIP) [38]. As described in [4, 39], the dataset is
evenly split between interacting and non-interacting examples. The dataset is constructed
by removing the protein sequences that had fewer than 50 residues and protein pairs that
had greater than 40% sequence identity (proportion of sequence that matches its pair) [4].
This leaves 5594 interacting protein pairs. To construct 5594 non-interacting protein pairs
for this dataset, first known non-interacting protein pairs are selected. From these, only




4.1 Experiments on H. pylori
We see in Figure 4.1 that AdaDot outperforms standard CNN approaches on the H. pylori
dataset. The bar graph in Figure 4.1 includes the expected accuracy (of 0.5) with random
guessing to show that CNN approaches are indeed able to learn useful features on the
PPI task. However, we see that the standard CNN approach only marginally improves
on random guessing. Surprisingly, dilated CNNs using the raw amino acid sequence are
able to greatly improve over random guessing. However, we see that the combination of
AdaDot with a reencoding using 8 feature groupings is able to beat the performance of
dilations alone. We do observe that using all 24 features increases the accuracy, however
this requires an increased convolution kernel size. It appears that the standard dilated CNN
is not able to make effective use of the 8 groupings and loses accuracy.
We see in Figures 4.2 to 4.4 that AdaDot learns different embeddings, on average, for
interacting protein pairs as compared to non-interacting protein pairs. This indicates that
the autoencoder does manage to force the network to learn some difference in embedding
between interacting and non-interacting pairs. It appears that there are a few key elements
in the embeddings that do not vary depending on whether the two proteins interact or not.
4.2 Comparison with other methods
We see that in general, deep learning methods have not been able to beat the ensemble
method employed by [4]. However, we see that both deep learning methods are close to
the state-of-the-art, and notably that AdaDot manages to achieve this performance with
minimal feature engineering.
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Figure 4.1: Results using various methods on H. pylori dataset to justify AdaDot architec-
ture
Figure 4.2: Visualization of average interacting protein pair embeddings from the H. pylori
dataset where the embedding elements from 1 to 256 increase along the bottom axis and
color represents the value of the activation
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Figure 4.3: Visualization of average non-interacting protein pair embeddings from the H.
pylori dataset where the embedding elements from 1 to 256 increase along the bottom axis
and color represents the value of the activation
Figure 4.4: Visualization of average absolute difference of embeddings of interacting and
non-interacting protein pairs from the H. pylori dataset where the embedding elements from













Table 4.1: Performance of AdaDot compared to various state-of-the-art methods for PPI on
H. pylori
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Figure 4.5: Comparison of performance of AdaDot to DeepPPI and the top non-deep











Table 4.2: Performance of AdaDot compared to various state-of-the-art methods for PPI on
S. cerevisiae
18
Figure 4.6: Comparison of performance of AdaDot to DeepPPI and the top non-deep
method on S. cerevisiae
19
The results of Table 4.1 and Figure 4.5 show that AdaDot is approximately 6% away
from the best on H. pylori, and the results of Table 4.2 and Figure 4.6 show that AdaDot
is approximately 10% away from the best on S. cerevisiae. We note that these results are
achieved without having to encode any features by hand. We have merely reencoded the
amino acid sequence.
During training, it was observed that the validation loss quickly stabilized within just
a few epochs. It seems that either there is not enough data for AdaDot to gain much more
accuracy. Moreover, we observed that using all of the 24 feature groups did not help much
more than using 8 of the most distinguishing features. We therefore anticipate that either
using more data or better encodings of the amino acid sequences could further increase the





Current state-of-the-art methods for predicting PPI rely on hand-engineered features. We
have shown that convolutions can be used to extract relevant features from an amino acid
sequence with minimal feature engineering. Not only can convolutional neural networks
extract useful global features, the proposed architecture (AdaDot) is capable of capturing
the correct global information and performing nearly as well as the state-of-the-art with
minimal reeconding of the amino acid sequence. We therefore observe that AdaDot shows
promise at extracting useful sequence information any problem involving comparison of
two inputs.
5.2 Future Work
The current architecture of the network is very basic, and does not take advantage of possi-
ble improvements such as skip connections or residual blocks. Improving the convolutions
could help to increase accuracy. Moreover, it is possible that the 8 feature groupings used
to reencode the amino acids are not the best choice. It is likely that better groupings of
amino acids could be used to improve the performance of AdaDot on predicting PPI. Most
promisingly, we believe that the general AdaDot architecture shows the potential of CNNs
for sequence tasks, especially those in which global sequence information is important and






Here we reproduce the tables containing various clusterings of amino acids according to
their known biochemical properties.
ID Property Class 1 Class 2 Class 3
1 Hydrophobicity Polar Neutral Hydrophobicity
RKEDQN GASTPHY CLVIMFW




3 Polarity 4.9-6.2 8.0-9.2 10.4-13.0
LIFWCMVY PATGS HQRKNED
4 Polarizability 0-1.08 0.128-0.186 0.219-0.409
GASDT CPNVEQIL KMHFRYW












8 Surface tension -0.20∼0.16 -0.3∼-0.52 -0.98∼-2.46
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High (1.18-2.07) Medium (0.84-1.16) Low (0.41-0.8)
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High (477-1197) Medium (95-423) Low (<95)
DEHRY CFKMNQSTW AGILPV
19 Molecular Weight Low (75-105) Medium (115-155) High (165-204)
AGS CDEHIKLMNQPTV FRWY
20 cLogP -0.9 -3.07-2.26 -0.73
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ID Property Class 1 Class 2 Class 3
RKDNEQH PYSTGACV WMFLI
21 No of hydrogen














24 Amino acid flexi-
bility index
Very flexible Moderately flexible Less flexible
EGKNQS ADHIPRTV CFLMWY
Table A.1: Groupings of amino acids based on different
known features (the 8 feature groups used are bolded)
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