Time-and state-domain methods are two common approaches for nonparametric prediction.
Introduction
In forecasting a future event or making an investment decision, two pieces of useful information are frequently consulted. Based on the recent history, one uses a form of local average, such as the moving average in the time-domain, to forecast a future event. This approach uses the continuity of a function and ignores completely the information in the remote history, which is related to current through stationarity. On the other hand, one can forecast a future event based on state-domain modeling such as the ARMA, TAR, ARCH models or nonparametric models (see Tong, 1990; Fan & Yao, 2003 for details) . For example, to forecast the volatility of the yields of a bond with the current rate 6.47%, one computes the standard deviation based on the historical information with yields around 6.47%. This approach relies on the stationarity and depends completely on historical data.
But, it ignores the importance of the recent data. The question of how to combine the estimators from both the time-domain and the state-domain poses an interesting challenge to statisticians. To elucidate our idea, consider the weekly data on the yields of 3-month treasury bills presented in Figure 1 . Suppose that the current time is January 04, 1991 and interest rate is 6.47% on that day, corresponding to the time index t = 1930. One may estimate the volatility based on the weighted squared differences in the past 52 weeks (1 year), say. This corresponds to the timedomain smoothing, using a small vertical stretch of data in Figure 1 (a). Figure 1 (b) computes the squared differences of the past year's data and depicts its associated exponential weights.
The estimated volatility (conditional variance) is indicated by the dashed horizontal bar. Let the resulting estimator beσ 2 t,time . On the other hand, in financial activities, we do consult historical information in making better decisions. The current interest rate is 6.47%. One may examine the volatility of the yields when the interest rates are around 6.47%, say, 6.47% ± .25%. This corresponds to using the part of data indicated by the horizontal bar. Figure 1 (c) plots the squared differences X t − X t−1 against X t−1 with X t−1 restricted to the interval 6.47% ± .25%. Applying the local kernel weight to the squared differences results in a state-domain estimatorσ 2 t,state , indicated by the horizontal bar in Figure 1 (c). Clearly, as shown in Figure 1 (a), except in the 3-week period right before January 4, 1991 (which can be excluded in the state domain fitting), the last period with interest rate around 6.47% ± .25% is the period from May 15, 1988 and July 22, 1988 . Hence, the time and state-domain estimators use two nearly independent components of the time series, as they are 136-week apart in time. See the horizontal and vertical bars of Figure 1 (a). These two kinds of estimators have been used in the literature for forecasting volatility. The former is prominently featured in the RiskMetrics of J.P. Morgan, and the latter has been used in nonparametric regression (see Tong, 1995; Fan & Yao, 2003 and references therein). The question arises how to integrate them.
An integrated estimator is to introduce a dynamic weighting scheme 0 ≤ w t ≤ 1 to combine the two nearly independent estimators. Define the resulting integrated estimators aŝ
The question is how to choose the dynamic weight w t to optimize the performance. A reasonable approach is to minimize the variance of the combined estimator, leading to the dynamic optimal weights
since the two piece of estimators are nearly independent. The unknown variances in (1) can easily be estimated in Section 3. Another approach is the Bayesian approach, which regards the historical information as the prior. We will explore this idea in Section 4. The proposed method is also applicable to other estimation problems in time series such as forecasting the mean function and the volatility matrix of multivariate time series.
To appreciate the intuition behind our approach, let us consider the diffusion process
where W t is a Wiener process. This diffusion process is frequently used to model asset price and the yields of bonds, which are fundamental to fixed income securities, financial markets, consumer spending, corporate earnings, asset pricing and inflation. The family of models include famous ones such as the Vasicek (1977) model, the CIR model (Cox, et al. 1985 ) and the CKLS model (Chan, et al. 1992) . Suppose that at time t we have a historic data {r t i } N i=0 from the process (2) with a sampling interval ∆. Our aim is to estimate the volatility σ 2 t ≡ σ 2 (r t ). Let Y i = ∆ −1/2 (r t i+1 − r t i ). Then for the model (2), the Euler approximation scheme is
where Fan & Zhang (2003) studied the impact of the order of difference on statistical estimation. They found that while higher order can possibly reduce approximation errors, it increases variances of data substantially. They recommended the Euler scheme (3) for most practical situations. The time-domain smoothing relies on the smoothness of σ(r t i ) as a function of time t i . This leads to the exponential smoothing estimator in Section 2.1.
On the other hand, the state-domain smoothing relies on structural invariability implied by the stationarity: the conditional variance of Y i given r t i remains the same even for the data in the history. In other words, historical data also furnish the information about σ(·) at the current time.
Combining these two nearly independent estimators leads to a better estimator.
In this paper, we focus on the estimation of volatility of a portfolio to illustrate how to deal with the problem of dynamic integration. Asymptotic normality of the proposed estimator is established and extensive simulations are conducted, which theoretically and empirically demonstrate the dominated performance of the integrated estimation.
Estimation of Volatility
The volatility estimation is an important issue of modern financial analysis since it pervades almost every facet of this field. It is a measure of risk of a portfolio and is related to the Valueat-Risk (VaR), asset pricing, portfolio allocation, capital requirement and risk adjusted returns, among others. There is a large literature on estimating the volatility based on time-domain and state-domain smoothing. For an overview, see the recent book by Fan & Yao (2003) .
Time-domain estimator
A popular version of time-domain estimator of the volatility is the moving average estimator:
where n is the size of the moving window. This estimator ignores the drift component, which contributes to the variance in the order of O(∆) instead of O(∆ 1/2 ) (see Stanton, 1997 and Zhang, 2003) , and utilizes local n data points. An extension of the moving average estimator is the exponential smoothing estimation of the volatility given bŷ
where λ is a smoothing parameter that controls the size of the local neighborhood. The RiskMetrics of J.P. Morgan (1996) , which is used for measuring the risks, called Value at Risk (VaR), of financial assets, recommends λ = 0.94 and λ = 0.97 respectively for calculating VaR of the daily and monthly returns.
The exponential smoothing estimator in (5) is a weighted sum of the squared returns prior to time t. Since the weight decays exponentially, it essentially uses recent data. A slightly modified version that explicitly uses only n data points before time t iŝ
When λ = 1, it becomes the moving average estimator (1). With slight abuse of notation, we will also denote the estimator for σ 2 (r t ) asσ 2 ES,t . All of the time domain smoothing is based on the assumption that the returns Y t−1 , Y t−2 , · · · , Y t−n have approximately the same volatility. In other words, σ(r t ) in (1) is continuous in time t. The following proposition gives the condition under which this holds.
Proposition 1 Under Conditions (A1) and (A2) in the Appendix, we have
With the above Hölder continuity, we can establish the asymptotic normality of the time-domain estimator.
Theorem 1 Suppose that σ 2 t > 0. Under conditions (A1) and (A2), if n → +∞ and n∆ → 0, thenσ
Moreover, if the limit c = lim n→∞ n(1 − λ) exists and
where s 2 1,t = c σ 4 t e c +1 e c −1 .
Theorem 1 has very interesting implications. Even though the data in the local time-window is highly correlated (indeed, the correlation tending to one), we can compute the variance as if the data were independent. Indeed, if the data in (6) were independent and locally homogeneous, we
This is indeed the asymptotic variance given in Theorem 1.
Estimation in state-domain
To obtain the nonparametric estimation of the functions f (x) = ∆ 1/2 µ(x) and σ 2 (x) in (3), we use the local linear smoother studied in Ruppert et al. (1997) and Fan & Yao (1998) . The local linear technique is chosen for its several nice properties, such as the asymptotic minimax efficiency and the design adaptation. Further, it automatically corrects edge effects and facilitates the bandwidth selection (Fan & Yao, 2003) .
To facilitate the theoretical argument in Section 3, we exclude the n data points used in the time-domain fitting. Thus, the historical data at time t are {(
f (x) =α 1 be the local linear estimator that solves the following weighted least-squares problem:
where K(·) is a kernel function and h 1 > 0 is a bandwidth. Denote the squared residuals bŷ
with kernel function W and bandwidth h. Fan & Yao (1998) gives strategies of bandwidth selection.
It was shown in Stanton (1997) and Fan & Zhang (2003) that Y 2 i instead ofR i in (7) can also be used for the estimation of σ 2 (x).
The asymptotic bias and variance ofσ 2 S (x) are given by Fan & Zhang (2003, theorem 4) . Set ν j = u j W 2 (u)du for j = 0, 1, 2. Let p(·) the invariant density function of the Markov process {r s } from (1). Then, we have
Theorem 2 Let x be in the interior of the support of p(·). Suppose that the second derivatives µ(·) and σ 2 (·) exist in a neighborhood of x. Under conditions (A3)-(A7), we have
(N − n)h[σ 2 S (x) − σ 2 (x)]/s 2 (x) D −→ N (0, 1) , where s 2 2 (x) = 2ν 0 σ 4 (x)/p(x).
Dynamic Integration of time and state domain estimators
In this section, we first show how the optimal dynamic weights in (1) can be estimated and then prove that the time-domain and state-domain estimator are indeed asymptotically independent.
Estimation of dynamic weights
For the exponential smoothing estimator in (6), we can apply the asymptotic formula given in Theorem 1 to get an estimate of its asymptotic variance. However, since the estimator is a weighted average of Y 2 t−i , we can obtain its variance directly by assuming Y t−j ∼ N (0, σ 2 t ) for small j. Indeed, with the above local homogeneous model, we have
where
is the autocorrelation of the series {Y 2 t−j }. The autocorrelation can be estimated from the data in history. Note that due to the locality of the exponential smoothing, only ρ(j)'s with the first 30 lags, say, contribute to the variance calculation.
We now turn to estimate the variance ofσ 2 S,t =σ 2 S (r t ). Details can be found in Fan & Yao (1998) and §6.2 of Fan & Yao (2003) . Let
Then the local linear estimator can be expressed aŝ
and its variance can be approximated as
See also Figure 1 and the discussions at the end of §2.1. Again, for simplicity, we assume that
Combining (1), (8) and (9), we propose to combine the time-domain and the state-domain estimator with the dynamic weight
. This is obtained by substituting (8) and (9) into (1). For practical implementation, we truncate the series {ρ(i)}
. This results in the dynamically integrated estimator
whereσ 2 S,t =σ 2 S (r t ). The functionσ 2 S (·) depends on the time t and we need to update this function as time evolves. Fortunately, we need only to know the function at the point r t . This reduces significantly the computational cost. The computational cost can be reduced further, if we update the estimated functionσ 2 S,t at a prescribed time schedule (e.g. once every two months for weekly data).
Finally, we would like to note that in the choice of weight, only the variance of the estimated volatility is considered, rather than the mean square error. This is mainly to facilitate the dynamically weighted procedure. Since the smoothing parameters inσ 2 ES,t andσ 2 S (x) have been tuned to optimize their performance separately, their biases and variances trade-off have been considered.
Hence, controlling the variance of the integrated estimatorσ 2 I,t has also controlled, to some extent, the bias of the estimator. Our method focuses only on the estimation of volatility, but the method can be adapted to other estimation problems, such as the value at risk studied in Duffie & Pan (1997) and the drift estimation for diffusion considered in Spokoiny (2000) and volatility matrix for multivariate time series. Further study along this topic is beyond the scope of the current investigation.
Sampling properties
The fundamental component to the choice of dynamic weights is the asymptotic independent between the time and state-domain estimator. By ignoring the drift term (see Stanton, 1997; Fan & Zhang 2003) , both the estimatorsσ 2 ES,t andσ 2 S,t are linear in {Y 2 i }. The following theorem shows that the time-domain and state-domain estimators are indeed asymptotically independent.
To facilitate the notation, we present the result at the current time t N . 
(b) asymptotic normality ofσ 2 
Bayesian integration of volatility estiamtes
Another possible approach is to consider the historical information as the prior and to incorporate them in the estimation of volatility by the Bayesian framework. We now explore such an approach.
Bayesian estimation of volatility
The Bayesian approach is to regard the recent data Y t−n , · · · , Y t−1 as an independent sample from N (0, σ 2 ) [see (3)] and to regard the historical information being summarized in a prior. To incorporate historical information, we assume that the variance σ 2 follows an Inverse Gamma distribution with parameters a and b, which has the density function
Denote by σ 2 ∼ IG(a, b). It is a well-known fact that
The hyperparameters a and b will be estimated from historical data such as the state-domain estimators.
It can easily be shown that the posterior density of
From (12), the Bayesian mean of σ 2 iŝ
This Bayesian estimator can easily be written aŝ
whereσ 2 M A,t is the moving average estimator given by (4) andσ 2 P = b/(a − 1) is the prior mean, which will be determined from the historical data. This combines the estimate based on the data and prior knowledge.
The Bayesian estimator (14) utilizes the local average of n data points. To incorporate the exponential smoothing estimator (5), we regard it as the local average of
data points. This leads to the following integrated estimator
In particular, when λ = 1, the estimator (15) reduces to (13).
Estimation of Prior Parameters
A reasonable source for obtaining the prior information in (15) is based on the historical data up to time t. Hence, the hyper-parameters a and b should depend on t and can be used to match with the historical information. Using the approximation model (3), we have
These can be estimated from the historical data up to time t, namely, the state-domain estimator σ 2 S (r t ). Since we have assumed that prior distribution for σ 2 t is IG(a t , b t ), then by the method of moments, we would set
Solving the above equation, we obtain that a t = 2.5 andb t = 1.5σ 2 S (r t ).
Substituting this into (15), we obtain the following estimator
Unfortunately, the weights in (16) are static, which does not depend on the time t. Hence, the Bayesian method does not produce a satisfactory answer to this problem.
Numerical Analysis
To facilitate the presentation, we use the simple abbreviation in Table 1 to denote five volatility estimation methods. Details of the first three methods can be found in Fan & Gu (2003) . In particular, the first method is to estimate the volatility using the standard deviation of the yields in the past year and the RiskMetrics method is based on the exponential smoothing with λ = 0.94.
The semiparametric method of Fan & Gu (2003) is an extension of a local model used in the exponential smoothing, with the smoothing parameter determined by minimizing the prediction error. It includes the exponential smoothing with λ selected by data as a specific example. The following four measures are employed to assess the performance of different procedures for estimating the volatility. Other related measures can also be used. See Davé & Stahl (1997) .
Measure 1. Exceedence ratio against confidence level.
This measure counts the number of the events for which the loss of an asset exceeds the loss predicted by the normal model at a given confidence α. With estimated volatility, under the normal model, the one-period VaR is estimated by Φ −1 (α)σ t , where Φ −1 (α) is the α quantile of the standard normal distribution. For each estimated VaR, the Exceedence Ratio (ER) is computed as
for an out-sample of size m. This gives an indication on how effective the volatility estimator can be used for predicting the one-period VaR. Note that the Monte Carlo error for this measure has an approximate size {α(1 − α)/m} 1/2 , even when the true σ t is used. For example, with α = 5%
and m = 1000, the Monte Carlo error is around 0.68%. Thus, unless the post-sample size m is large enough, this measure has difficulty in differentiating the performance of various estimators due to the presence of large error margins. Note that the ER depends strongly on the assumption of normality. If the underlying return process is non-normal, the Student's t(5) say, the ER will grossly be overestimated even with the true volatility. In our simulation study, we will employ the true α-quantile of the error distribution instead of Φ −1 (α) in (17) to compute the ER. For real data analysis, we use the α-quantile of the last 250 residuals for the in-sample data.
Measure 2. Mean Absolute Deviation Error.
To motivate this measure, let us first consider the mean square errors:
The expected value can be decomposed as
Note that the first term reflects the effectiveness of the estimated volatility while the second term is the size of the stochastic error, independent of estimators. As in all statistical prediction problems, the second term is usually of an order of magnitude larger than the first term. Thus, a small improvement on PE could mean substantial improvement over the estimated volatility. However, due to the well-known fact that financial time series contain outliers, the mean-square error is not a robust measure. Therefore, we used the mean-absolute deviation error (MADE):
Measure 3. Square-root Absolute Deviation Error.
An alternative variation to MADE is the square-Root Absolute Deviation Error (RADE), which is defined as
The constant factor comes from the fact that E|ε t | = 2 π for ε t ∼ N (0, 1). If the underlying error distribution deviates from normality, this measure is not robust.
Measure 4. Ideal Mean Absolute Deviation Error.
To assess the estimation of the volatility in simulations, one can also employ the ideal mean absolute deviation error (IMADE):
This measure calibrates the accuracy of the forecasted volatility in terms of the absolute difference between the true and the forecasted one. However, for real data analysis, this measure is not applicable.
Simulations
To assess the performance of the five estimation methods in Table 1 , we compute the average and the standard deviation of each of the four measures over 600 simulations. Generally speaking, the smaller the average (or the standard deviation), the better the estimation approach. We also compute the "score" of an estimator, which is the percentage of times among 600 simulations that the estimator outperforms the average of the 5 methods in terms of an effectiveness measure. To be more specific, for example, consider RiskMetrics using MADE as an effectiveness measure. Let m i be the MADE of the RiskMetrics estimator at the i-th simulation, andm i the average of the MADEs for the five estimators at the i-th simulation. Then the "score" of the RiskMetrics approach in terms of the MADE is defined as 1 600
Obviously, the estimators with higher scores are preferred. In addition, we define a "relative loss" of an estimatorσ 2 t relative toσ 2 I,t in terms of MADEs as
, where MADE(σ 2 t ) is the average of MADE(σ 2 t ) among simulations. Example 1. To simulate the interest rate data, we consider the Cox-Ingersoll-Ross (CIR) model:
where the spot rate, r t , moves around a central location or long-run equilibrium level θ = 0.08571 at speed κ = 0.21459. The σ is set to be 0.07830. These values of parameters are cited from Chapman & Pearson (2000) , which satisfy the condition 2κθ ≥ σ 2 so that the process r t is stationary and positive. The model has been studied by Chapman & Pearson (2000) and Fan & Zhang (2003) .
There are two methods to generate samples from this model. The first one is the discrete-time order 1.0 strong approximation scheme in Kloeden, et al. (1996) ; the second one is using the exact transition density detailed in Cox et al. (1985) and Fan & Zhang (2003) . Here we use the first method to generate 600 series of data each with length 1200 of the weekly data from this model.
For each simulation, we set the first 900 observations as the "in-sample" data and the last 300 observations as the "out-sample" data.
The results are summarized in Table 2 , which shows that the performance of the integrated estimator uniformly dominates the other estimators because of its highest score, lowest IMADE, MADE, and RADE. The improvement in IMADE is over 100 percent. This shows that our inte- Figure 2 . It is seen that the integrated method is much better than the others in terms of the difference.
Example 2. There is a large literature on the estimation of volatility. In addition to the famous parametric models such as ARCH and GARCH, stochastic volatility models have also received a lot of attention. For an overview, see, for example, Barndoff-Neilsen & Shephard (2001 , Bollerslev & Zhou (2002) and references therein. We consider the following stochastic volatility model:
where W t and B t are two independent standard Brownian motions.
There are two methods to generate samples from this model. One is the direct method, using the result of Genon-Catalot et al. (1999) . Let a = 1 + 2κ/α 2 and b = 2θκ/α 2 . The conditions The mean absolute difference between the forecasted and the true volatility Another method is the discretization of the model. Conditionally on g = σ(V t , t ≥ 0), the random variables Y i are independent and follow N (0,V i ) with
To simulate the diffusion process V t , one can use the following order 1.0 scheme with sampling interval ∆ * = ∆/30,
where {ε i } are independent random series from the standard normal distribution.
We simulate 600 series of 1000 monthly data using the second method with step size ∆ = 1/12.
For each simulated series, set the first three quarters observations as the in-sample data and the remaining observations as the out-sample data. The performance of each volatility estimation is described in Table 3 . The conclusion similar to Example 1 can be drawn from this example.
Example 3. We now consider the geometric Brownian (GBM):
where W t is a standard one-dimensional Brownian motion. This is a non-stationary process to which we check if our method continues to apply. Note that the celebrated Black-Scholes option price formula is derived on the Osborne's assumption that the stock price follows the GBM model.
By the Itô formula, we have log r t − log r 0 = (µ − σ 2 /2)t + σ 2 W t .
We set µ = 0.03 and σ = 0.26 in our simulations. With the Brownian motion simulated from independent Gaussian increments, one can generate the samples for the GBM. Here we use the latter with ∆ = 1/52 in 600 simulations. For each simulation, we generate 1000 observations and use the first two thirds of observations as in-sample data and the remaining observations as out-sample data. Table 4 summarizes the results. The historical simulation approach has the smallest MADE, but suffers from poor forecast in terms of IMADE. This is surprising. Why is it so different between IMADE and MADE? This phenomenon may be produced by the non-stationarity of the process.
For the integrated method, even though the true volatility structure is well captured because of the lowest IMADE, extreme values of observations make the MADE quite large. To more accurately calibrate the performance of the volatility estimation, we use the 95% up-trimmed mean instead of the mean to summarize the values of the measures. 
Empirical Study
In this section, we will apply the integrated volatility estimation methods and others to the analysis of real financial data.
Treasury Bond
We consider here the weekly returns of three treasury bonds with terms 1, 5 and 10 years, respectively.
We set the observations from January 4, 1974 to December 30, 1994 as in-sample data, and those from January 6, 1995 up to August 8, 2003 as out-sample data. The total sample size is 1545
and the in-sample size is 1096. The results are reported in Table 6 .
From Table 6 , the integrated estimator is of the smallest MADE and almost the smallest RADE, which reflects that the integrated estimation method of the volatility is the best among the five methods. Relative losses in MADE of the other estimators with respect to the integrated estimator can easily be computed as ranging from 8.47% (NonBay) to 42.6% (Hist) for the bond with one year term. For the bonds with 5 or 10 years term, the five estimators have close MADEs and RADEs, where the historical simulation method is better than the RiskMetrics in terms of MADE and RADE, and the integrated estimation approach has the smallest MADEs. This demonstrates the advantage of using state domain information which can help the time-domain prediction of the changes in bond interest dynamics.
Exchange Rate
We analyse the daily exchange rate of several foreign currencies with US dollar. The data are Table 7 . It is seen that the integrated estimator has the smallest MADEs for the exchange rates, which again supports our integrated volatility estimation. 
Conclusions
We have proposed a Bayesian method and a dynamically integrated method to aggregate the information from the time-domain and the state domain. The performance comparisons are studied both empirically and theoretically. We have shown that the proposed integrated method is effectively aggregating the information from both the time and the state domains, and has advantages over some previous methods. It is powerful in forecasting volatilities for the yields of bonds and for exchange rates. Our study has also revealed that proper use of information from both the time domain and the state domain makes volatility forecasting more accurately. Our method exploits the continuity in the time-domain and stationarity in the state-domain. It can be applies to situations where these two conditions hold approximately.
Appendix
We collect technical conditions for the proof of our results.
, where η is some positive constant, p is an integer not less than 4 and δ > 0.
(A3) The discrete observations {r t i } N i=0 satisfy the stationarity conditions of Banon (1978) . Furthermore, the G 2 condition of Rosenblatt (1970) holds for the transition operator.
(A4) The conditional density p ℓ (y|x) of r t i+ℓ given r t i is continuous in the arguments (y, x) and is bounded by a constant independent of ℓ.
(A5) The kernel W is a bounded, symmetric probability density function with compact support,
Throughout the proof, we denote by M a generic positive constant, and use µ s and σ s to represent µ(r s ) and σ(r s ), respectively.
Proof of Proposition 1. It suffices to show that the process {r s } is Hölder-continuous with order
] < ∞, because this together with assumption (A1) gives the result of the lemma. By Jensen's inequality and martingale moment inequalities (Karatzas & Shreve 1991, Section 3.3 .D), we have
Similarly,
By (A4), (A5) and (A6),
Therefore,
By the theory of stochastic calculus, simple algebra gives that E(b j ) = 0 and E(b i b j ) = 0 for i = j.
It follows that
That is, (A2) holds. For (A3), it suffices to prove that E(b 4 j ) is bounded, which holds by applying the moment inequalities for martingales to b 4 j . Proof of Theorem 2. The proof is completed by using the same lines in Fan & Zhang (2003) .
Proof of Theorem 3. By Fan & Yao (1998) 
where β N = (m(r t N ), m ′ (r t N )) T with m(r t N ) = E[Y 2 1 |r t 1 = r t N ]. By Fan & Zhang (2003) , the bias vector b converges in probability to a vectorb withb = O(h 2 ) = o(1/ (N − n)h). In the following, we will show that the centralized vector t is asymptotically normal.
In fact, put u = (N − n) −1 H −1 X T W(Y − m) where H = diag{1, h}, then by Fan & Zhang (2003) the vector t can be written as
where S = (µ i+j−2 ) i,j=1,2 with µ j = u j W (u)du. For any constant vector c, define
where C h (·) = 1/hC(·/h) with C(x) = c 0 W (x) + c 1 xW (x). Applying the "big-block" and "smallblock" arguments in Fan & Yao (2003, Theorem 6. 3), we obtain
where θ 2 (r t N ) = 2p(r t N )σ 4 (r t N ) +∞ −∞ C 2 (u)du. In the following, we will decompose Q N into two parts, Q ′ N and Q ′′ N , which satisfy that 
Note that the stationarity conditions of Banon (1978) and the G 2 condition of Rosenblatt (1970) on the transition operator imply that the ρ-mixing coefficient ρ(ℓ) of {r t i } decays exponentially, and the strong-mixing coefficient α(ℓ) ≤ ρ(ℓ), it follows that
for any ξ ∈ R. Using the theorem of Volkonskii & Rozanov (1959) 
