Commutative Algebras in Fibonacci Categories by Davydov, Alexei & Booker, Tom
ar
X
iv
:1
10
3.
35
37
v1
  [
ma
th.
CT
]  
17
 M
ar 
20
11
Commutative Algebras in Fibonacci Categories
Alexei Davydov∗ and Tom Booker† ‡
December 27, 2013
Abstract
By studying NIM-representations we show that the Fibonacci category
and its tensor powers are completely anisotropic; that is, they do not have
any non-trivial separable commutative ribbon algebras.
As an application we deduce that a chiral algebra with the representa-
tion category equivalent to a product of Fibonacci categories is maximal;
that is, it is not a proper subalgebra of another chiral algebra. In partic-
ular the chiral algebras of the Yang-Lee model, the WZW models of G2
and F4 at level 1, as well as their tensor powers, are maximal.
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1 Introduction
Application of category theory to rational conformal field theory has a long his-
tory. Representations of chiral symmetries of a rational conformal field theory
form a certain kind of braided tensor category known as a modular category
[25, 13] and many features of conformal field theory such as boundary exten-
sions, bulk field space, symmetries of conformal field theory have neat categor-
ical interpretations. In particular category theory is well suited for studying
extensions of chiral algebras. According to A. Kirillov, Y.-Z. Huang and J. Lep-
owsky (see [19] and references therein) a chiral extension of a chiral algebra V
corresponds to a certain commutative algebra in the modular category of rep-
resentations of V . More precisely the commutative algebras in question should
be simple, separable and ribbon (concepts explained in section 2). Moreover
the category of representations of the extended chiral algebra can be read off
from the corresponding commutative algebra as the category of its local mod-
ules. Relatively simple categorical arguments show that there are only a finite
number of simple, separable, ribbon, commutative algebras in a given modu-
lar category and that all maximal algebras have equivalent categories of local
modules (see [4] and references therein). This immediately implies that a ra-
tional chiral algebra has only a finite number of extensions. Moreover maximal
extensions of a rational chiral algebra all have the same representation type.
All this indicates the special role played by maximal (rational) chiral algebras
and their categories of representations. The property that characterises cate-
gories of representations of maximal chiral algebras is the absence of non-trivial
separable, ribbon, commutative algebras in the category. Such categories were
called completely anisotropic in [4]. This simplest class of maximal chiral alge-
bras is formed by holomorphic chiral algebras; that is, chiral algebras with no
non-trivial representations. Clearly tensor products of holomorphic algebras are
again holomorphic. Here we look at another class of maximal chiral algebras
closed under tensor products. This class (as with the class of holomorphic chiral
algebras) is defined by their categories of representations.
In this paper we deal with a specific type of modular category with just two
simple objects: I and X ; and the tensor product decompositions:
I⊗I = I, X⊗I = I⊗X = X, X⊗X = I ⊕X.
Such categories are called Fibonacci categories. There are four non-equivalent
Fibonacci modular categories Fibu, labelled by primitive roots of unity u of
order 10 (section 3). We prove that tensor powers Fib⊠lu of a Fibonacci mod-
ular category are completely anisotropic; that is, they do not have non-trivial
separable, ribbon, commutative algebras. We do it by describing nonnegative
integer matrix (or NIM-) representations of the fusion rules of Fib⊠lu . They
give us an insight into possible module categories over Fib⊠lu . Since an alge-
bra in a monoidal category gives rise to a module category, our knowledge of
NIM-representations for Fib⊠lu allows us to prove complete anisotropy of Fib⊠lu .
Actually our methods give a stronger result. A product of Fibonacci categories
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Fibu is completely anisotropic as long as none of the indices u is inverse to each
other. The condition that uv 6= 1 is not accidental. General category theory im-
plies that the category Fibu⊠Fibu−1 always has a non-trivial simple, separable,
ribbon, commutative algebra.
Complete anisotropy of Fibonacci categories implies that chiral algebras with
categories of representations of the form Fib⊠lu are maximal. Among such chi-
ral algebras are the chiral algebra M(2, 5) from the minimal series; that is, the
chiral algebra of the Yang-Lee model (the category of representations is Fibu,
with u = e
πi
5 ), a maximal extension of M(3, 5)×8 ×M(2, 5)×7 (the category of
representations is Fibu, with u = e 9πi5 ), the affine chiral algebra G2,1 (the cate-
gory of representations is Fibu, with u = e 3πi5 ) and the affine chiral algebra F4,1
(with the category of representations Fibu for u = e 7πi5 ). Clearly tensoring with
holomorphic algebras keeps the class of Fibonacci chiral algebras closed. Among
examples of chiral algebras, which are not products of the above mentioned Fi-
bonacci chiral algebras with holomorphic algebras is the coset F4,1/G2,1 (the
category of representations is Fibu ⊠ Fibu with u = e 7πi5 ). This coset can not
be written as a tensor product of two chiral algebras of Fibonacci type.
2 Preliminaries
Throughout the paper we assume that the ground field k is an algebraically
closed field of characteristic zero (such as the field C of complex numbers).
2.1 Modular categories
Recall that a rigid monoidal category is called fusion when it is semi-simple
k-linear together with a k-linear tensor product, finite-dimensional hom spaces
and a finite number of simple objects (up to isomorphism). We denote the set
(of representatives) of isomorphism classes of simple objects in C by Irr(C).
Slightly changing the definition from [33], we call a fusion category modu-
lar if it is rigid, braided, ribbon and satisfies the non-degeneracy (modularity)
condition: for isomorphism classes of simple objects, the traces of the double
braidings form a non-degenerate matrix
S˜ = (S˜X,Y )X,Y ∈Irr(C), S˜X,Y = tr(cX,Y cY,X).
Here cX,Y : X ⊗ Y → Y ⊗X is the braiding (see [33, 2] for details).
Let C be a ribbon category. Following [33] define C to be C as a monoidal
category equipped with a new braiding and ribbon twist:
cX,Y = c
−1
Y,X , θX = θ
−1
X .
Again it is very easy to see that for a modular C, C is also modular.
Recall that the Deligne tensor product C ⊠ D of two fusion categories is a
fusion category with simple objects Irr(C⊠D) = Irr(C)×Irr(D) and the tensor
product defined by
(X ⊠ Y )⊗ (Z ⊠W ) = (X ⊗ Z)⊠ (Y ⊗W ).
It is straightforward to see that the Deligne tensor product of two modular
categories is modular.
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Let C be a full modular subcategory of a modular category D. It was proved
in [24] that as modular categories
D = C ⊠ CD(C), (1)
where the category CD(C) (the Müger’s centraliser of C in D) is defined as the
full subcategory of D of objects transparent with respect to objects of C:
CD(C) = {X ∈ D| cY,XcX,Y = 1X⊗Y , ∀Y ∈ C}.
Let Z(C) be the monoidal centre of C [15]. Recall that a braiding c in C
gives rise to a braided monoidal functor ι+ : C → Z(C). Using the (conjugate)
braiding c we can define another braided monoidal functor ι− : C → Z(C).
Taking the Deligne tensor product we can combine these two functors into one
braided monoidal functor
ι : C ⊠ C → Z(C).
The following characterisation of modularity was proven in [23]. A braided
fusion category C is modular if and only if the functor ι is an equivalence.
Example We call a fusion category C pointed if all its simple objects are invert-
ible, i.e. X⊗X∗ ∼= 1 for any simple X ∈ C. In this case the set Irr(C) of isomor-
phism classes of simple objects is a group (with respect to the tensor product).
Clearly for a braided C this group must be abelian. It was shown in [17] that
(up to braided equivalence) braided structures on a pointed category C with the
group A = Irr(C) are in one-to-one correspondence with functions q : A → k∗
(k∗ denotes the multiplicative group of k) satisfying q(a−1) = q(a) and such
that σ(a, b) = q(ab)q(a)−1q(b)−1 is bilinear in a and b (a bicharacter). The
correspondence assigns to a braiding c the function q such that ca,a = q(a)1a⊗a.
We will denote by C(A, q) the pointed category with the group of objects A and
the braiding corresponding to q. The following are straightforward
C(A×B, qA × qB) ≃ C(A, qA)⊠ C(B, qB), C(A, q) ≃ C(A, q−1).
The braiding of C(A, q) is non-degenerate if and only if the form σ is non-
degenerate:
ker(σ) = {a ∈ A| σ(a, b) = 1 ∀b ∈ A} = 1.
Modular structures (ribbon twists) on the braided category C(A, q) correspond
to homomorphisms d : A → Z/2Z (the dimension function). The ribbon twist
θ corresponding to d has the form
θa = d(a)q(a)1a.
2.2 Module categories, algebras in monoidal categories
and their modules
Let V be a monoidal category. A module category (see [27, 18, 22]) is a category
M together with a functor ∗ : V×M→M and natural families of isomorphisms
αX,Y,M : (X ⊗ Y ) ∗M → X ∗ (Y ∗M)
and,
λM : I ∗M →M
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such that diagrams (1.1), (1.2) and (1.3) of [18] commute.
An (associative, unital) algebra in a monoidal category C is a triple (A, µ, ι)
consisting of an object A ∈ C together with a multiplication µ : A⊗A→ A and
a unit map ι : I → A, satisfying associativiy
µ(µ⊗ 1) = µ(1⊗ µ),
and unit
µ(ι⊗ 1) = 1 = µ(1⊗ ι)
axioms. Where it will not cause confusion we will be talking about an algebra
A, suppressing its multiplication and unit maps. A homomorphism of algebra is
a morphism of underlying objects preserving algebra structures in the obvious
way. An algebra is simple if any (non-zero) homomorphism out of it is injective.
A right module over an algebra A is a pair (M, ν), where M is an object of
C and ν : M ⊗A→M is a morphism (action map), such that
ν(ν ⊗ 1) = ν(1 ⊗ µ).
A homomorphism of right A-modules M → N is a morphism f : M → N in C
such that
νN (f ⊗ 1) = fνM .
Right modules over an algebra A ∈ C together with module homomorphisms
form a category CA. The forgetful functor CA → C has a right adjoint, which
sends an object X ∈ C into the free A-module X ⊗A, with A-module structure
defined by
X ⊗A⊗A 1µ X ⊗A.
Note that, since the action map M ⊗ A → M is an epimorphism of right A-
modules, any right A-module is a quotient of a free module.
More generally, for any right A-moduleM and anyX ∈ C the tensor product
X ⊗M has a structure of a right A-module
X ⊗M ⊗A 1µ X ⊗M.
This makes the category of modules CA a left module category over C. The
adjoint pairing
CA
U
⊥ C
−⊗A
consisting of the forgetful and free A-module functors is an adjoint pair of C-
module functors.
The next notion provides algebras with semi-simple categories of modules.
An algebra (A, µ, ι) in a rigid braided monoidal category C is called separable if
the following composition (denoted e : A⊗A→ I) is a non-degenerate pairing:
A⊗A µ A ǫ I.
Here ǫ is the composite
A
1⊗κA
A⊗A⊗A∗ µ⊗1 A⊗A∗ cA,A∗ A∗ ⊗A evA I,
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where κA and evA are duality morphisms for A. Non-degeneracy of e means
that there is a morphism κ : I → A⊗A such that the composition
A
1⊗κ
A⊗3
e⊗1
A
is the identity. It also implies that the similar composition
A
κ⊗1
A⊗3
1⊗e
A
is also the identity.
Using the graphical calculus for morphisms in a (rigid) monoidal category
[16] one can represent morphisms between tensor powers of a separable algebra
by graphs (one dimensional CW-complexes), whose end vertices are separated
into incoming and outgoing. For example, the multiplication map µ is rep-
resented by a trivalent graph with two incoming and one outgoing ends, the
duality ǫ is an interval, with both incoming ends etc. It turns out (e.g in sym-
metric case, it follows from the results of [29]) that separability implies that we
can contract loops in connected graphs with at least one end.
For a separable algebra A the adjunction
C CA
splits. Indeed, the splitting of the adjuction map M ⊗ A → M is given by the
projector M ⊗A→M ⊗A:
M ⊗A I⊗ǫ M ⊗A⊗3 I⊗µ⊗I M ⊗A⊗2 ν⊗I M ⊗A.
For a separable algebra A the effect on morphisms CA(M,N)→ C(M,N) of
the forgetful functor CA → C has a splitting P : C(M,N)→ CA(M,N):
P (f) = f, f ∈ CA(M,N).
For f ∈ C(M,N) the image P (f) is defined as the composition
M
I⊗ǫ
M ⊗A⊗2 νM⊗I M ⊗A f⊗I N ⊗A νN N.
Moreover, the splitting has the properties
P (fg) = fP (g) P (gh) = P (g)h, f, h ∈Mor (CA), g ∈Mor (C).
This gives Maschke’s lemma for separable algebras.
Lemma 1. Let A be a separable algebra in a semi-simple rigid monoidal category
C. Then the category CA of right A-modules in C is also semi-simple.
2.3 Commutative algebras and local modules
Now let C be a braided monoidal category with the braiding cX,Y : X⊗Y → Y ⊗
X (see [17] for the definition). An algebra A in C is commutative if µcA,A = µ.
6
It was shown in [26] that the category AC of left modules over a commutative
algebra A is monoidal with respect to the tensor productM⊗AN over A, which
can be defined by a coequaliser
M ⊗A N M ⊗N M ⊗A⊗N
(νM1)(cM,A1)
1νN
.
Moreover for commutative algebra A the free functor C → CA is (strong)
monoidal which means the multiplication in A induces an isomorphism
(X ⊗A)⊗A (Y ⊗A)→ (X ⊗ Y )⊗A.
A (right) module (M, ν) over a commutative algebraA is local iff the diagram
M ⊗A ν
cM,A
M
A⊗M cA,M M ⊗A
ν
commutes. Denote by ClocA the full subcategory of CA consisting of local modules.
The following result was established in [26].
Proposition 2. The category ClocA is a full monoidal subcategory of CA. More-
over, the braiding in C induces a braiding in ClocA .
The following statement was proved in [9].
Proposition 3. Let (A,m, i) be a commutative algebra in a braided category C.
Let B = (B, µ, ι) be an algebra in CA. Define µ and ι as compositions
B ⊗B B ⊗A B µ B, 1 i A ι B.
Then B = (B, µ, ι) is an algebra in C.
The map ι : A→ B is a homomorphism of algebras in C.
The algebra B in C is separable or commutative if and only if the algebra B in
CA is such.
The functor (ClocA )locB → ClocB
(M,m : B ⊗A M →M) 7→ (M,m : B ⊗M → B ⊗A M m→M) (2)
is a braided monoidal equivalence.
A commutative algebra A in a ribbon category C (with the ribbon twist θ)
is called ribbon if θA = 1A.
The next theorem is a part of theorem 4.5 from [19].
Theorem 4. Let A be an indecomposable separable commutative, ribbon algebra
in a modular category C. Then ClocA is a modular category.
We call a commutative, separable, indecomposable, ribbon algebra A ∈ C
trivialising (or Lagrangian in the terminology of [4]) if ClocA is equivalent to the
category Vect of vector spaces over the base field (that is, the only simple local
A-module is A itself). For any modular category C the category C ⊠ C always
has a trivialising algebra Z, which we call the diagonal algebra (the tube algebra
of [23]) with underlying object
Z = ⊕X∈Irr(C)X ⊠X∗.
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2.4 Fusion rules and modular data
A set R is called a fusion rule if its integer span ZR is equipped with a structure
of an associative unital ring such that the unit element of ZR belongs to R and
r · s ∈ Z≥0R
for any r, s ∈ R. Here Z≥0R is the sub ring in ZR of linear combinations of
elements of R with non-negative coefficients. We also require ZR to satisfy a
rigidity condition.
To formulate the rigidity condition equip ZR with a symmetric bilinear form
(−,−) defined by
(r, s) = δr,s r, s ∈ R.
Note that for x ∈ Z≥0R we have
(x, x) = 1⇐⇒ x ∈ R.
The rigidity condition is then the existence of an involution (−)∗ : R→ R such
that
(r · s, t) = (s, r∗t) r, s, t ∈ R.
By a homomorphism of fusion rules R → S we mean a map of sets which
induces a homomorphism of rings ZR→ ZS.
If R and S are fusion rules then so is R×S. In particular R×ℓ = Rℓ has the
structure of a fusion rule.
Let C be a semi-simple rigid monoidal category. Then the set Irr(C) of
isomorphism classes of simple objects in C has the structure of a fusion rule.
Note that ZIrr(C) coincides with the Grothendieck ring K0(C).
The categorical dimension of C is Dim(C) = ∑X d(X)2, where the sum is
taken over isomorphism classes of simple objects X of C. Here d(X) = tr(IX )
is the dimension of X .
We use the definition of the multiplicative central charge of a modular cate-
gory C given in [7, Section 6.2]
ξ(C) = 1√
dim(C)
∑
X
θ(X)d(X)2,
(the sum again is taken over simple objects) where θX = θ(X)1X is the twist
on a simple object X ∈ C. We take the positive square root
√
dim(C) of the
positive real cyclotomic number dim(C).
The following properties are well known, see for example [2, Section 3.1].
Lemma 5. (i) ξ(C) is a root of unity;
(ii) ξ(C1 ⊠ C2) = ξ(C1)ξ(C2);
(iii) ξ(C) = ξ(C)−1.
Let SL2(Z) be the modular group; that is, the group of determinant 1 integer
2× 2-matrices. It is generated by the matrices
s =
(
0 −1
1 0
)
, t =
(
1 1
0 1
)
,
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with the generating system of relations s4 = 1, (ts)3 = s2.
Let C be a modular category and define
S = (
√
Dim(C))−1S˜, T = ξ(C)− 13 diag(θX)
where X runs through isomorphism classes of simple objects of C and S˜ is the
matrix defined in section (1.1). The pair of matrices S, T is often referred to as
the modular data of C. The proof of the following result can be found in [33].
Theorem 6. Let C be a modular category. Then the operators S and T define
an action of the modular group SL2(Z) on the complexified Grothendieck group
K0(C)⊗C.
The following is the second part of theorem 4.5 from [19].
Theorem 7. The map K0(ClocA )⊗Z C→ K0(C)⊗Z C, induced by the forgetful
functor ClocA → C is SL2(Z)-equivariant.
2.5 NIM-representations
Let R be a fusion rule.
A set M is a non-negative integer matrix (or NIM-)representation of R if ZM
is equipped with a structure of an ZR-module such that
r ·m ∈ Z≥0M ∀r ∈ R, m ∈M
and ZM also possesses the rigidity condition.
As before, to formulate the rigidity condition observe that ZR comes equipped
with a symmetric bilinear form
(m,n) = δm,n; m,n ∈M.
Again, it is obvious that for all m ∈ Z≥0M we have
(m,m) = 1⇐⇒ r ∈M.
The rigidity condition for NIM-representations is then
(r ·m,n) = (m, r∗n) r ∈ R, m, n ∈M.
Note that a fusion rule R is always a NIM-representation of itself.
More generally a homomorphism of fusion rules R→ S turns S into a NIM-
representation of R.
A morphism of NIM-representations N → M is a map of sets inducing a
ZR-module homomorphism ZN → ZM .
The following is a complete reducibility statement for NIM-representations
of a rigid fusion rule.
Lemma 8. Let R be a fusion rule and let N ⊂ M be an embedding of NIM-
representations of R. Then
M \N = {m ∈M | m 6∈ N}
is a NIM-subrepresentation of M and M = N ⊔ (M \N).
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Proof. Note that Z≥0(M \N) can be identified with the orthogonal complement
of Z≥0N in Z≥0M . Now for m ∈M \N , r ∈ R and n ∈ N we have
(r ·m,n) = (m, r∗n) = 0
since r∗n ∈ Z≥0N and (M \N,N) = 0. Thus, R · (M \N) ⊂ Z≥0(M \N).
LetM be a semi-simple module category over a semi-simple rigid monoidal
category C. Then Irr(M) is a NIM-representation of the fusion rule Irr(C).
Note that the rigidity property for NIM-representations follows from the
adjunction
M(X ∗M,N) ≃M(M,X∨ ∗N).
3 Fibonacci categories
In this section we describe modular categories with the Fibonacci fusion rule
Fib = {1, x} : x2 = 1 + x.
That is we classify all possible associativity constraints (F-matrices) and braid-
ings (B-matrices). Although not written explicitly anywhere the results are
known to specialists. We present them here for the sake of completeness.
We consider a semi-simple k-linear category Fib with simple objects I and
X . The tensor product is defined by
X ⊗X = I ⊕X .
Under this definition there are two fundamental hom-spaces Fib(X2, X) and
Fib(X2, I) for which the two respective basis vectors are
I
3.1 Associativity
The only non-trivial component of the associativity constraint for Fib is
αX,X,X : (X ⊗X)⊗X → X ⊗ (X ⊗X).
On the level of hom-spaces this corresponds to two isomorphisms
Fib(αX,X,X , I) : Fib(X ⊗ (X ⊗X), I)→ Fib((X ⊗X)⊗X, I)
and
Fib(αX,X,X , X) : Fib(X ⊗ (X ⊗X), X)→ Fib((X ⊗X)⊗X,X).
Clearly dim(Fib(X3, I)) = 1 and dim(Fib(X3, X)) = 2 and so the associativity
k-linear transformation for Fib(X3, X) is given by A ∈ GL2(k) and by α ∈ k∗
for Fib(X3, I). Graphically,
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I I
α

 I


A

 I


(3)
where
A =
(
a b
c d
)
.
The pentagon axiom of associativity coherence gives a set of equations (on
α and matrix elements of A) for both Fib(X4, I) and Fib(X4, X).
The k-vector spaceFib(X4, I) is two-dimensional and so there are two groups
of equations, one for each choice of a basis tree:
I
I
a
I
I
+
I
α
I
αa
I
I
+
b
I
α2
I
αa2 + bc
I
I
+
αab+ bd
I
I
I
c
I
I
+
d
I
I I
I
αc
I
I
+
d
I
I
I
αca+ dc
I
I
+
αcb+ d2
which yields four equations
αa2 + bc = α2
αab + bd = 0
αcb+ d2 = 1
αca+ dc = 0
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There are then three calculations for Fib(X4, X) each corresponding to a
different initial basis-tree
a
Ib
+
a
Ib
+
a2
Ib
+
I
ab
+
a2
Ib
+
I
ab
+
a3 + cb
Ia2b+ bd
+
I
αab
+
and,
I
c
Id
+
I
ca
Id
+
I
cb
+
c
I
d
+
ca2 + cd
Iacb+ d2
+
I
αcb
+
and,
12
IIα
c
Id
+
αc
I
αd
+
ca
Icb
+
I
d
+
αca
Iαcb
+
I
α2d
+
These diagrams provide a further eight equations
a3 + bc = a2
a2b+ bd = b
ca2 + cd = c
abc+ d2 = 0
αab = ab
αcb = d
αca = ca
α2d = cb.
Solving all the equations proves the following lemma.
Lemma 9. The associativity constraint for the Fibonacci category is given by
(3), where
α = 1, A =
(
a b
−ab−1 −a
)
with a being a solution of a2 = a+ 1.
Note that det(A) = −1 and A−1 = A.
3.2 Braiding
The only non-trivial component of a braiding on Fib is the isomorphism cX,X :
X2 → X2. On the level of hom-spaces Fib(X2, 1) and Fib(X2, X) this isomor-
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phism is given by
u
I I
w
(4)
where w, u ∈ k∗.
The coherence condition gives the following calculations
I
I I
w
I
w
I
u
I
u
I
u2
and,
a
I
+
b
u
ua
I
+
b
ua
I
+
ub
ua2 + bc
I
+
uab− ab
u2a
I
+
wub
and,
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Ic
I
+
−a
I
w
cu
I
+
−a
wc
I
+
−wa
cua− ac
I
+
cub+ a2
uwc
I
+
−w2a
We obtain the following equations
u2 = w
u2a = ua2 − a
wu = ua− a
−w2 = a− u
Solving these proves the following lemma.
Lemma 10. A braiding (4) on a Fibonacci category is completely determined
by u,w = u2 such that
u2 = ua− 1
Remark Note that a = u + u−1 together with a2 − a = 1 implies that u is a
primitive root of unity of order 10. Indeed, replacing a by u+u−1 in a2 = 1+ a
we get
u+ u−1 + 1 = (u+ u−1)2 = u2 + 2 + u−2
or
0 = u2 − u+ 1− u−1 + u−2 = u−2(u4 − u3 + u2 − u+ 1).
Thus the field of definition of a braided Fibonacci category is the cyclotomic
field Q( 10
√
1) = Q( 5
√
1).
3.3 Twist
For both simple objects X and I the space of endomorphisms is one dimensional
(generated by the identity morphism) and thus the twist automorphisms of I
and X are simply scalar multiples of the identities on that object:
θ1 = idI
θX = ρ · idX
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where ρ ∈ k∗ and naturality demands the scalar for θI to be 1 (see [33]).
Using the coherence axiom for twists on the basis trees of Fib(X2, X) and
Fib(X2, I) respectively gives
u u2
ρ
ρ2u2
and
I
I
u2
I
u4
I
1
I
u4
Lemma 11. Twist structures on Fib are completely determined by the braiding
as
ρ = u−2.
3.4 Monoidal Equivalences
Let FibA denote the monoidal category Fib with the associativity matrix A as
first prescribed in 3.1 with entries a, b, c, d ∈ k∗ and α = 1. Suppose there is
another associativity matrix for Fib written
A′ =
(
a′ b′
c′ d′
)
such that there is a monoidal equivalence F : FibA → FibA′ . Due to the semi-
simple nature of Fib the only possibility for the underlying endo-functor of this
equivalence is the identity (on objects). Thus the monoidal functor is completely
determined by the automorphisms on Fib(X2, I) and Fib(X2, X) given by
I I
f
g (5)
respectively, where f, g ∈ k∗.
The coherence condition for the monoidal equivalence gives the following calcu-
lations
16
II
I
f
I
f
I
fg
I
fg
I
fg
and
a
I
b
+
g
ga
I
b
+
g2
ag2
I
bf
+
g2a′
I
g2b′
+
and
I
c
I
d
+
I
cg
I
d
+
I
f
cg2
I
df
+
fc′
I
fd′
+
Put
G =
(
f 0
0 g2
)
.
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Monoidal coherence equations are equivalent to the matrix conjugation equation
A′ = G−1AG .
Proposition 12. Up to monoidal equivalence associativity constraints 3 for
Fibonacci category correspond to solutions of the equation a2 = a+ 1:
α = 1, A =
(
a 1
−a −a
)
.
For each associativity constraint on Fib braided (balanced) structures up to
braided equivalence correspond to solutions of u2 = au− 1.
Proof. For any A as found in lemma 9 Choose f and g such that f−1g2 = b so
that
G−1AG =
(
f−1 0
0 g−2
)(
a b
−ab−1 −a
)(
f 0
0 g2
)
=
(
a 1
−a −a
)
.
That there are exactly two braided structures is given by lemma 10. Clearly
monoidal equivalences (5) can not identify different braided (balanced) struc-
tures.
Remark We write Fibu for Fib with a particular choice of parameterizing u
(and a = u+ u−1).
3.5 Duality and dimensions
Here we show that Fibonacci categories are rigid; that is, any object has a dual,
and that they are modular.
All we need to check is that X has a dual. From the fusion rule it is clear
that if X∗ exists it must be X . Thus, all we need to construct is the evaluation
and coevaluation maps
ev : X ⊗X → I, coev : I → X ⊗X,
such that the compositions
X
1⊗coev
X ⊗ (X ⊗X)
α
−1
X,X,X
(X ⊗X)⊗X ev⊗1 X
X
coev⊗1
(X ⊗X)⊗X αX,X,X X ⊗ (X ⊗X) 1⊗ev X (6)
are identity. Since such evaluation and coevaluation maps are unique up to a
constant we can assume that ev is the basic element in Fib(X2, I). To describe
coev note that the composition in Fib gives a non-degenerate pairing
Fib(I,X2)⊗Fib(X2, I)→ Fib(I, I) = k.
We can choose a basic element in Fib(I,X2) to be the dual to the basic element
in Fib(X2, I) as in 3.1. Then coev is proportional to the basic element with the
coefficient γ. The compositions (6) are both equal to −aγ and so
γ = −a−1 = 1− a.
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Lemma 13. The dimension dim(X) of X is 1− a.
Proof. The composition
I
coev
X ⊗X (θX⊗1)cX,X X ⊗X ev I
coincides with (1− a)1X .
Corollary 14. The categorical dimension Dim(Fibu) of the ribbon category
Fibu is 3− a. The square of the multiplicative central charge ξ(Fibu)2 is u−1.
Proof. For the categorical dimension
Dim(Fibu) = dim(I)2 + dim(X)2 = 1 + (1− a)2 = 1 + 1− 2a+ a2 = 3− a.
Note that, since 1− u−1 + u−2 − u−3 + u−4 = 0,
τ+(Fibu) = 1 + u−2(1− a)2 = 1 + u−2(2− u− u−1) = 1 + 2u−1 − u−1 − u−3
coincides with u−2 − u−4. Similarly,
τ−(Fibu) = 1 + u2(1− a)2 = 1+ u2(2− u− u−1) = 1+ 2u2− u3 − u = u2 − u4.
Thus for the square of the multiplicative central charge
ξ(Fibu)2 = τ+
τ−
=
u−4(u2 − 1)
u2(1− u2) = −u
−6 = u−1.
Proposition 15. The ribbon category Fibu is modular. The S- and T -matrices
are
S =
1√
3− a
(
1 1− a
1− a −1
)
, T = u
1
6
(
1 0
0 u2
)
.
Proof. The first row (and column) of the S-matrix is filled with dimensions (in
our case 1 and d). The only non-trivial entry is the lower right corner, which
is the trace of the square of the braiding on X . Since the braiding on X has a
form (u21I , u1X) with respect to the decomposition X ⊗X = I ⊕X . Its square
has eigenvalues (u41I , u
21X). Then the trace tr(c
2
X,X) can be written as
u4 + u2dim(X) = u4 + u2(1− u− u−1) = u4 − u3 + u2 − u = −1.
By the definition the matrix T up to the factor ξ(Fibu)
− 1
3 = u
1
6 is a diagonal
matrix with diagonal entries being θ1 and θX .
The results of this section are summarized by the following theorem.
Theorem 16. Every braided balanced structure on a Fibonacci category is mod-
ular. Thus there are four non-equivalent Fibonacci modular categories Fibu,
parameterized by primitive roots of unity u of order 10.
Here is a simple consequence of the above theorem.
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Corollary 17. Let C be a modular category and let X ∈ C be such that X⊗2 =
I ⊕X. Then
C ≃ Fibu ⊠D
for some u and a modular category D.
Proof. Since any braided balanced structure on a Fibonacci category is mod-
ular, X generates a modular subcategory Fibu for some u. Then by Müger’s
decomposition formula (1)
C ≃ Fibu ⊠ CC(Fibu).
Note that it is the specific feature of the Fibonacci category that inforces
the decomposition in corollary 17. For example an object X in a modular
category C with the property X⊗2 = I does not necessarily generates a modular
subcategory in C.
4 NIM-representations of Fib×ℓ and algebras in
F ib⊠ℓ
In this section we study commutative, ribbon algebras in Fib⊠ℓ. We do this by
classifying NIM-representations of the Fibonacci fusion rule Fib and its tensor
powers Fib⊠ℓ.
We encode NIM-representations by certain types of oriented graphs. Nodes
correspond to elements of a NIM-set M . Edges are colored in ℓ colours. Two
nodesm and n are the source and the target of an i-th coloured edge respectively
iff the multiplicity (x ∗m,n) of n in xi ∗m is non-zero. Here xi = 1⊗ ...⊗ 1⊗
X ⊗ 1⊗ ...⊗ 1, where X is in the i-th component.
4.1 NIM-representation of Fib⊠ℓ
We begin by analyzing NIM-representations of Fib. Here we have only one
colour for the edges.
Lemma 18. Up to isomorphism there is only one connected NIM-graph for the
Fibonacci fusion rule
m n .
Proof. Let m be a node of the graph of M . Write
x ∗m =
k∑
i=1
mi. (7)
An initial requisite observation is the following
x2 ∗m = x ∗ (x ∗m) = x ∗
k∑
i=1
mi = k ·m+
k∑
i=1
(x ∗mi −m),
where x∗mi−m is a non-negative linear combination of elements of the NIM-set
M .
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By the fusion rule x2 = 1 + x we also have
x2 ∗m = x ∗m+m
and thus
x ∗m = (k − 1) ·m+
k∑
i=1
(xmi −m) (8)
Comparing this with (7) we see that all but one summand in (7) are equal to
m with the one remaining being say n. Thus
x ∗m = (k − 1)m+ n.
Now applying the fusion rule again we see that
k ·m+n = x∗m+m = x2 ∗m = (k−1)x∗m+x∗n = (k−1)2m+(k−1)n+x∗n
or
(k − (k − 1)2)m+ (2− k)n = x ∗ n.
If m = n then x∗m = (2− (k− 1)2)m, which is in contradiction with the initial
assumption x ∗m = k ·m. Thus m 6= n and k is at most 2. We end up with
two possibilities:
k = 1 and x ∗m = n, or
k = 2 and x ∗m = m+ n.
Note that in the first case
x ∗ n = x2 ∗m = (x+ 1) ∗m = xm+m = n+m.
While in the second case we have
x ∗ n = x2 ∗m− x ∗m = (x+ 1) ∗m− x ∗m = m.
Thus up to the permutation m 7→ n we have only one possible indecomposable
NIM-representation and one possible NIM-graph for Fib fusion rule.
We now treat the general case of NIM-representations over tensor powers of
Fib.
Let M be a NIM-representation of Fib⊠ℓ. It follows from lemma 18 that
for any m ∈ M and any i = 1, ..., ℓ the multiplicity (xi ∗ m,m) can not be
greater than 1. Define a map Γ : M → {0, 1}ℓ by m 7−→ m where we write
mi = (xi ∗m,m). Let < be the natural partial order on {0, 1}ℓ.
Lemma 19. If nodes, corresponding to n,m ∈ M , are connected in the graph
of the NIM representation M , then m < n or n < m in {0, 1}n.
Proof. Suppose that n and m are connected by the j-th colored edge. Then we
have (xj ∗ n, n) = 0, (xj ∗ n,m) = 1, and (xj ∗m,m) = (xj ∗m,n) = 1.
In other words xj ∗m = m+ n and so n = xj ∗m−m.
We need to show that for any (other) i that we have ni ≤ mi. For each i there
are two possibilities, either xi ∗m = k (mi = 0) or xi ∗m = k +m (mi = 1).
While it is obvious that ni ≤ mi in the second case, in the first case we have
xj ∗ k = (xjxi) ∗m = (xixj) ∗m = xi ∗ n+ xi ∗m = xi ∗ n+ k
and so (xj ∗ k, xi ∗ n) = 1 which implies (xi ∗ n, n) = 0 and ni = mi.
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Remark The image of Γ is a sub-lattice in {0, 1}ℓ.
Lemma 20. Let M be a NIM-representation of Fibk. Let m ∈ M such that
(xim,m) = (xixj ∗ m,m) = 0 for all i, j = 1, ..., k. Then the assignment
y ∈ Fibk 7→ y ∗m defines an embedding of NIM-representations Fibk →֒ M.
Proof. We are required to show that y ∈ Fibk 7→ y ∗m is an embedding, i.e. for
ǫ, η ∈ {0, 1}k
(xǫ11 ...x
ǫk
k ∗m,xη11 ...xηkk ∗m) = δǫ1η1 ...δǫkηk . (9)
Assume (by induction) that this is true for any ǫ and η with supports (sets of
indexes of non-zero coordinates) in some proper subset of [k] = {1...k}. We
start by proving (x1...xk ∗m,m) = 0.
If (x1...xk ∗m,m) 6= 0 then by the assumption that x1...xk−1 ∗m and xk ∗m
are simple we have
(x1...xk−1 ∗m,x1...xk−1 ∗m) = 1
and
(xk ∗m,xk ∗m) = 1
hence
(x1...xk ∗m,m) = (x1...xk−1 ∗m,m)
should be equal to 1, or x1...xk−1 ∗m = xk ∗m. Similarly x1 = x2...xk ∗m.
But then
x1 ∗m = x2...xk ∗m
= (x2...xk−1) ∗ (x2...xk−1 ∗m)
= x1(x2 + 1)...(xk−1 + 1) ∗m
= x1 ∗m+ x1x2 ∗m+ ...+ x1xk−1 ∗m+ ...
which contradicts, for example, that (x1x2 ∗m,x1x2 ∗m) = 1.
Thus (xǫ11 ...x
ǫk
k ∗m,m) = 0 for any non-zero ǫ ∈ {0, 1}k. So we have
(xǫ11 ...x
ǫk
k ∗m,xη11 ...xηkk ∗m) = (m,m)
k∑
i=1
δǫiηi + sum of (x
ξ1
1 ...x
ξk
k ∗m,m)
for non-zero ξ1...ξk. This proves (9). That the image of y ∈ Fibk 7→ y ∗m is a
NIM-subrepresentation is obvious (see section 2.5).
Theorem 21. Any indecomposable NIM-representation of Fibℓ is of the form
Fibλ for some set theoretic partition λ of [ℓ] = {1...ℓ}.
Proof. Let M be an indecomposable NIM-representation of Fibℓ. Our first step
is to use lemma 19 to show that there exists a m ∈M such that
(xi ∗m,m) = 0 ∀i = 1, ..., ℓ.
Indeed, let m be an element with a minimal (with respect to the partial order
on {0, 1}ℓ) Γ(m). If Γ(m) 6= 0, then ∃i such that Γ(m)i = (xi ∗m,m) = 1 and
then
((xi − 1) ∗m, (xi − 1) ∗m) = ((xi − 1)2 ∗m,m) = 2(m,m)− (xi ∗m,m) = 1.
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Thus (xi−1)∗m ∈M . By lemma 19, Γ((xi−1)∗m) < Γ(m) which contradicts
the assumption. Hence Γ(m) = 0 or (xi ∗ m,m) = 0 ∀i = 1, ..., ℓ. This in
particular implies that
(xi ∗m,xi ∗m) = (x2i ∗m,m) = (xi ∗m,m) + (m,m) = 1
and so xi ∗m ∈M .
Now define a set-theoretic partition λ of [ℓ] by putting i, j ∈ [ℓ] in a given
partition if and only if xi ∗ m = xj ∗ m. Let k be the number of parts of
λ. By permuting elements of [ℓ] we can assume that x1, ..., xk lie in different
parts of λ. By lemma 20 the assignment y 7→ y ∗ m defines an injective map
Fibk →֒ M of NIM-representations of Fibk. This obviously extends to the
injective map Fibℓ →֒ M of NIM-representations of Fibℓ. By lemma 8 and the
indecomposability of M , this map must be iso.
Example NIM-representations of Fib⊠2
We have two colours in this case, which we depict by a solid line and a dashed
line. We have two set-theoretical partitions of [2]. The first {1} ∪ {2} = [2]
corresponds to the square
·
· ·
·
while the second, {1, 2} = [2], corresponds to the double interval
· ·
Example NIM-representations of Fib⊠3
We have three colours in this case, which we depict by a solid line, a broken line
and a dashed line. We have four set-theoretical partitions of [3]. An example is
{1} ∪ {2} ∪ {3} = [3] which corresponds to the cube
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· ·
· · · ·
· ·
Although we do not classify all possible module categories of Fib⊠ℓ, the
description of their NIM-representations (obtained in theorem 21) is enough to
prove that there are no non-trivial ribbon algebras in Fib⊠ℓ which we establish
in the next section.
4.2 Commutative algebras in F ib⊠ℓ
Here we look at commutative, ribbon algebras in products of Fibonacci modular
categories.
Theorem 22. There are no ribbon algebras in Fib⊠ℓu .
Proof. Let A be an indecomposable algebra in C = Fib⊠ℓu . Then CA is an
indecomposable C-module category (see section 2.2) of A-modules in C. As was
noted in section 2.2 the forgetful functor F : CA → C (forgetting the module
structure) is a functor of module categories over C and has the right adjoint
G : C → CA which is again a C-module functor. Note that the adjoint sends the
monoidal unit I to A as a module over itself. Hence for the NIM-representation
M of CA we have maps of NIM-representations
f : M → Fib⊠ℓ and g : Fib⊠ℓ →M
which are adjoint, i.e.
(g(y),m)M = (g, f(m))Fib⊠ℓ .
Since CA is indecomposable as a C-module category, so is its fusion rule M .
According to theorem 21 we should have M ≃ Fibλ for some set-theoretic
partition λ of [ℓ].
Assume that λ has only one part λ = (ℓ). In particular M = Fib(ℓ) has just
two simple objects: m and n. Assume that m = g(1). Since g is a map of
NIM-representations we have g(xi) = n for all i = 1, ..., ℓ such that
g(xi ∗ 1) = xig(1) = xi ∗m = n.
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Hence for an arbitrary element xi1 ...xis of Fib
⊠ℓ
g(xi1 ...xis ∗ 1) = fs ∗ n+ fs−1 ∗m
where fs is the s-th Fibonacci number. Thus the adjoint map f has the form
f(m) = 1 +
ℓ∑
s=1
fs−1 ∗
∑
i1<...<is
xi1 ...xis (10)
f(n) =
ℓ∑
s=1
fs ∗
∑
i1<...<is
xi1 ...xis (11)
Obviously f(m), which is the class of the algebra A in K0(Fib⊠ℓu ) = Z[Fib⊠ℓ],
cannot be ribbon.
Assume now that λ is a set-theoretic partition of [ℓ] into ordered parts
λ = [1...ℓ1][ℓ1...ℓ2]...[ℓn−1...ℓn].
In this case according to theorem 21, M as a NIM-representation of Fib⊠ℓu =
Fib⊠ℓ1u ⊠ ...⊠ Fib⊠ℓsu has the form
M = Fib(ℓ1) ⊠ ...⊠ Fib(ℓs)
By the above Z[Fib(ℓj)] = K0((Fib⊠ℓiu )A) for some non-ribbon algebra Ai ∈
Fib⊠ℓiu . Then ZM = K0(⊠sj=1(Fib⊠ℓiu )Ai) = K0((Fib⊠ℓu )A) where A = ⊠sj=1Ai.
Since Ai are non-ribbon then so is A.
The case for general λ can be reduced to the above by a permutation of [n].
Remark Note that the product Fibu ⊠ Fibu−1 has a commutative ribbon al-
gebra, whose class in K0(Fibu ⊠Fibu−1) = Fib⊗2 is 1 + x1x2 (see section 2.3).
The corresponding NIM-representation is Fib(2).
At the same time the argument of the proof of theorem 22 works well for
Fib⊠ℓu ⊠ Fib⊠mv as long as uv 6= 1, thus proving that there are no commutative
ribbon algebras in Fib⊠ℓu ⊠ Fib⊠mv for such u, v.
5 Applications
Here we look at vertex operator algebras (=chiral algebras) whose categories of
modules are tensor products of Fibonacci categories.
5.1 Rational vertex operator algebras
We start by recalling basic facts about rational vertex operator algebras and
their representations.
Let V be a rational vertex operator algebra (or VOA for short) of central
charge c; that is, a vertex algebra satisfying conditions 1-3 from [13, Section 1].
To each V-module M one can associate its character
χM(q) = trM(q
L0−
c
24 ).
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Here trM is the trace of an operator on a vector spaceM, L0 is the zero Virasoro
mode and c is the central charge of V . The action of L0 onM is diagonalisable
so that
M =
⊕
l
Ml, Ml = {m ∈ M, L0(m) = lm}.
Moreover if M is irreducible then
M =
⊕
n≥0
Mh+n
for some rational number h = hM , the conformal weight of M. Thus the
character of an irreducible M can be written as
χM(q) = q
h− c
24
∑
n≥0
dim(Mh+n)qn.
The (complex) span of characters of a rational VOA is a module over the
modular group SL2(Z) with respect to the action
S(χ)(τ) = χ(− 1
τ
), T (χ) = χ(τ + 1).
Here we make the change of variable q = e2πiτ .
It is proved in [13] that the category Rep(V ) of V -modules of finite length
has the natural structure of a modular tensor category. We will denote the
fusion of V−modules M and N by M ∗N .
The relation between the central charge cV of a unitary rational VOA V and
the central charge of the category of its modules Rep(V ) is given by (e.g. see
[25, 30]):
ξ(Rep(V )) = e 2πicV8 .
In the non-unitary case only the square of the above identity is true. The ribbon
twist on an irreducible V -module M is related to its conformal weight hM as
follows (see [13]):
θM = e
2πihM IM .
Note that a rational vertex algebra has to be simple (i.e. has no non-trivial
ideals). This, in particular, means that VOA maps between rational vertex
algebras are monomorphisms.
The category of modules Rep(V ⊗U) of the tensor product of two (rational)
vertex algebras is ribbon equivalent to the tensor product Rep(V)⊠Rep(U) of
the categories of modules (see, for example [10]). Sometimes following physics
tradition we will write V × U for the tensor product V ⊗ U of VOAs. For V-
module M and U-module N the V ⊗ U-module with underlying vector space
M ⊗N will be denoted by M ⊠N .
Now consider an extension of vertex operator algebras V ⊂ W , where V
is a rational vertex operator algebra of W . Then W viewed as a V -module
decomposes into a finite direct sum of irreducible V -modules. Moreover W
considered as an object A ∈ Rep(V ) has a natural structure of simple, separable,
commutative, ribbon algebra, see [19, Theorem 5.2]. The converse is also true
if the conformal weights of the irreducible components of the underlying V -
representation of the algebra are all positive. In particular it is always true if
V is a unitary VOA.
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Holomorphic VOAs
A VOA is called holomorphic if it has only one irreducible module, namely itself.
It is known (see e.g. [31, 8]) that the central charge of a holomorphic VOA is
divisible by 8.
Diagonal extensions
Suppose that V is a VOA whose category of representations has a form C ⊠ C
for some modular category C. The diagonal algebra Z ∈ C ⊠ C (from section
2.3) defines a holomorphic extension of V , which is automatically a VOA in the
unitary case.
Simple current extensions
Recall that a module over a VOA is called simple current if it is invertible. Let
S be a subgroup of the group of simple currents of a rational VOA such that
conformal weights of elements of S are positive integer (in the non-unitary case
we should also assume that the braiding cs,s = 1 for any s ∈ S). The object
⊕s∈Ss of the category Rep(V) has a structure of simple, separable, commuta-
tive, ribbon algebra and the corresponding VOA extension of V is called the
simple current extension (see e.g. [11]).
Conformal embeddings
Let
⊕
i g
i ⊂ g′ be an embedding (here gi and g′ are finite dimensional simple
Lie algebras). We will symbolically write ⊕i(gi)ki ⊂ g′k′ if the restriction of
a gˆ′−module of level k′ to gˆi has level ki (in this case the numbers ki are
multiples of k′). Such an embedding defines an embedding of vertex algebras
⊗iV (gi, ki) ⊂ V (g′, k′); but in general this embedding does not preserve the
Virasoro element. In the case when it does, the embedding ⊕i(gi)ki ⊂ g′k′ is
called conformal, see [1, 32, 20].
Cosets
Let U ⊆ V be an embedding of rational vertex algebras which does not preserve
conformal vectors ωU , ωV (only operator products are preserved). The central-
izer CV(U) is a vertex algebra with the conformal vector ωV − ωU (see [12]).
Note that the tensor product U ⊗ CV (U) is mapped naturally to V and this
map is a map of vertex operator algebras. In the case when V ,U and CV (U)
are rational this map is an embedding (by simplicity of U ⊗ CV(U)) and V is a
commutative algebra in the category of modules
Rep(U)⊠Rep(CV (U)) ≃ Rep(U ⊗ CV(U)).
The coset construction allows us to describe VOAs with a given completely
anisotropic category of representations.
Proposition 23. Let V be a rational VOA with a completely anisotropic cat-
egory of representations Rep(V). Then any rational VOA whose category of
representations is Rep(V) is a coset U/V of some holomorphic U .
Proof. Let W be a VOA such that Rep(W) = Rep(V). Then
Rep(V ⊗W) = Rep(V)⊠Rep(V)
contains a commutative ribbon separable indecomposable algebra with trivial
category of local modules. Thus the corresponding VOA extension U of V ⊗W
is holomorphic. The coset U/V is an extension ofW and by complete anisotropy
of Rep(W) must coincide with W .
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Lattice VOAs
Let L be a positive definite integral even lattice of rank d, ( , ) the pairing. Its
associated vertex operator algebra VL is rational and unitary and has central
charge d. Its irreducible representations are in one-to-one correspondence with
the cosets in L#/L, where L# is the dual lattice of L [5]. Fusion rule are given
by the addition in the finite abelian group L#/L.
Affine VOAs
Let g be a finite dimensional simple Lie algebra and let gˆ be the corresponding
affine Lie algebra. For a positive integer k let gk = V (g, k) be the simple vertex
operator algebra associated with the vacuum gˆ−module of level k [12]. This
VOA is rational of central charge
c(gk) =
k dim g
k + h∨
, (12)
where h∨ is the dual Coxeter number of the Lie algebra g.
In particular the central charge of A1,k is
3k
k+2 . The irreducible V (A1, k)-
modules are irreducible highest weight modules LA1,k(i) with i = 0, ..., k. The
conformal weight of LA1(k, i) is
i(i+2)
4(k+2) . The fusion rule is given by
LA1,k(i) ∗ LA1,k(j) =


⊕min(i,j)
s=0 LA1,k(i + j − 2s), i+ j < k
⊕min(i,j)
s=i+j−k LA1,k(i+ j − 2s), i+ j ≥ k
In particular LA1,k(k) is invertible (a simple current):
LA1,k(k) ∗ LA1,k(k) = LA1,k(0).
Its conformal weight is k/4. Its action on other irreducible modules is
LA1,k(k) ∗ LA1,k(i) = LA1,k(k − i).
Minimal models
Let 1 < p < q be a coprime integers. Following [3, 6, 34] consider the minimal
(Virasoro) VOA M(p, q) = Vir cp,q of central charge
cp,q = 1− 6(p− q)
2
pq
.
Irreducible representations of M(p, q) are irreducible Virasoro highest weight
modules LV ircp,q (h(r,s)) = Lp,q(r, s) with conformal weights
h(r,s) =
(qr − ps)2 − (p− q)2
4pq
labelled by
(r, s), 1 ≤ r ≤ p− 1, 1 ≤ s ≤ q − 1
modulo identification (p− r, q − s) = (r, s).
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Fusion rules have the following compact presentation:
Lp,q(r, s)Lp,q(r
′, s′) =
min(r+r′−1,2p−r−r′−1)∑
’
i=1+|r−r′|
min(s+s′−1,2q−s−s′−1)∑
’
j=1+|s−s′|
Lp,q(i, j),
where the primed summation indicates that i and j increment in twos.
Note that for p > 2 the minimal modelM(p, q) has a simple current Lp,q(p−
1, 1) of conformal weight (p−2)(q−2)4 . Its fusion is
Lp,q(p− 1, 1)Lp,q(r, s) = Lp,q(p− r, s).
In particular Lp,q(p− 1, 1) generates a cyclic group of order 2.
5.2 Fibonacci chiral algebras
Here we look at examples where the Fibonacci categories are categories of rep-
resentations of rational vertex operator algebras (VOAs of Fibonacci type). In
particular we present all four modular categories Fibu as categories of represen-
tations of rational VOAs.
Note that the formula
u−1 = ξ(Fibu)2 = e
πicV
2 (13)
allows us to determine the structure of a modular category for the category of
representations of a Fibonacci VOA. The relation ξ(Fibu)4 = u−2 = θX implies
that for a Fibonacci VOA V
cV
2
≡ h (1),
where h is the conformal weight of the non-trivial irreducible representation of
V .
Example (Affine VOA G2,1)
The central charge of G2,1 is 14/5. The conformal weights of irreducible
G2,1-modules are 0 and 2/5.
Since the fusion rule of G2,1 is of Fibonacci type, the value of the central charge
(or conformal weights) for G2,1 implies that
Rep(G2,1) ∼= Fib
e
3πi
5
.
The conformal embedding A1,28 ⊂ G2,1 allows us to write two irreducible G2,1-
modules as sums of irreducible A1,28-modules:
LG2,1(0) = LA1,28(0)⊕ LA1,28(10)⊕ LA1,28(18)⊕ LA1,28(28),
LG2,1(1) = LA1,28(6)⊕ LA1,28(12)⊕ LA1,28(16)⊕ LA1,28(22).
Another conformal embedding A1,3 ×A1,1 ⊂ G2,1 allows us to identify G2,1
with the simple current extension of A1,3×A1,1. Indeed, the A1,3×A1,1-module
LA1,3(3) ⊠ LA1,1(1) is invertible (simple current) and has conformal weights 1.
The commutative algebra
A = LA1,3(0)⊠ LA1,1(0)⊕ LA1,3(3)⊠ LA1,1(1)
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(the simple current extension) in Rep(A1,3 × A1,1) = Rep(A1,3) ⊠ Rep(A1,1)
coincides with G2,1. In particular, the non-trivial irreducible local A-module
(the irreducible V-module) has the following decomposition into irreducible
A1,3 ×A1,1-modules:
LA1,3(2)⊠ LA1,1(0)⊕ LA1,3(1)⊠ LA1,1(1).
Example (Affine VOA F4,1)
The central charge of F4,1 is 26/5. The conformal weights of irreducible
F4,1-modules are 0 and 3/5.
The fusion rule of F4,1 is of Fibonacci type. Thus by the formula (13)
Rep(F4,1) ∼= Fib
e
7πi
5
.
The conformal embedding A2,2×A2,1 ⊂ F4,1 allows us to identify F4,1 with the
simple current extension of A2,2 ×A2,1.
The conformal embedding G2,1×F4,1 ⊂ E8,1 allows us to identify F4,1 with the
centraliser (coset) of G2,1 in E8,1:
F4,1 =
E8,1
G2,1
.
Note that the converse is also true: G2,1 is the centraliser (coset) of F4,1 in E8,1.
Example (Simple current extension of A1,8)
The irreducible A1,8-module LA1,8(8) is invertible (simple current) and has
conformal weight 1. The commutative algebra A = LA1,8(0)⊕LA1,8(8) (the sim-
ple current extension) is maximal in Rep(A1,8) and Rep(A1,8)locA has the type
Fib⊠2. Thus V = LA1,8(0)⊕LA1,8(8) has a structure of VOA (a VOA extension
of A1,8) such that Rep(V) is equivalent to Fib⊠2 as a monoidal category.
Indeed it follows from the A1,8-fusion rule that there are five non-isomorphic
induced A-modules
A⊗ LA1,8(0) = A⊗ LA1,8(8), A⊗ LA1,8(1) = A⊗ LA1,8(7),
A⊗ LA1,8(2) = A⊗ LA1,8(6), A⊗ LA1,8(3) = A⊗ LA1,8(5), A⊗ LA1,8(4)
and all but the last one are irreducible as A-modules. The last one is a sum
of two (non-isomorphic) A-modules. By looking at conformal weights it can be
seen that the A-modules induced from LA1,8(1) and LA1,8(3) are non-local and
the rest is local. Thus irreducible local A-modules (the irreducible V-modules)
have the following decompositions into irreducible A1,8-modules:
LA1,8(0)⊕ LA1,8(8), LA1,8(2)⊕ LA1,8(6), LA1,8(4), LA1,8(4).
The central charge of V coincides with the central charge of A1,8 and is equal
to 12/5. The conformal weights of irreducible V-modules are 0, 1/5 and 3/5 (the
last one appearing twice). This in particular shows that although
Rep(V ) ∼= Fib
e
7πi
5
⊠ Fib
e
7πi
5
.
V is not a tensor product of two VOAs of type Fib (in that case the conformal
weight of the second irreducible module would be twice the conformal weight of
the last two irreducibles).
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Conformal embeddings allow us to represent V as cosets. The conformal
embedding A1,8 ×G2,1 ×G2,1 ⊂ E8,1 factors through
A1,8 ×G2,1 ×G2,1 ⊂ V ×G2,1 ×G2,1 ⊂ E8,1
and gives the following coset presentation for V :
V = E8,1
G2,1 ×G2,1 .
The conformal embedding A1,8 ×G2,1 ⊂ F4,1 factors through
A1,8 ×G2,1 ⊂ V ×G2,1 ⊂ F4,1
and gives another coset presentation for V :
V = F4,1
G2,1
.
Note that although the chiral algebras
F4,1
G2,1
×E8,1 and F4,1×F4,1 (here E8,1
is the holomorphic chiral algebra of central charge 8) have equivalent categories
of representations and the same central charge they are not isomorphic. The
way to see it is to compare their degree 1 components.
Example (Minimal VOA M(2, 5) = Vir− 22
5
)
The minimal VOA with the central charge c2,5 = −22/5. The irreducible
modules L2,5(1, 1) and L2,5(1, 2) have conformal weights 0 and −1/5.
The fusion rule of M(2, 5) is of Fibonacci type. Thus
Rep(M(2, 5)) ∼= Fib
e
πi
5
.
Being minimal and maximal at the same time M(2, 5) = Vir− 22
5
is the only
VOA of central charge −22/5 (which contains Vir− 22
5
).
Example (Simple current extension of minimal VOA M(3, 10) = Vir− 44
5
)
The minimal VOA M(3, 10) has central charge c3,10 = −44/5. Moreover we
have an embedding
Vir− 44
5
⊂ Vir− 22
5
⊗ Vir− 22
5
Note that Vir− 22
5
⊗ Vir− 22
5
is a simple current extension of Vir− 44
5
. Indeed its
decomposition as an Vir− 44
5
-module is L3,10(1, 1)⊕ L3,10(2, 1).
Example Maximal extension of M(3, 5)×8 ×M(2, 5)×7
The central charge of the minimal model M(3, 5) is −3/5. The irreducible
representations are
1 = L3,5(1, 1), x = L3,5(2, 1), y = L3,5(1, 2), z = L3,5(2, 2).
Their conformal weights are
h1 = 0, hx =
3
4
, hy = − 1
20
, hz =
1
5
.
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Fusion rules of M(3, 5) have the form:
× x y z
x 1
y z 1 + z
z y x+ y 1 + z
Thus the category Rep(M(3, 5)) is a product of a Fibonacci category and a
pointed category with the Z/2Z-fusion rule. The values of conformal weights of
representations of M(3, 5) imply that
Rep(M(3, 5)) ∼= Fib
e
9πi
5
⊠ C(Z/2Z, q, θ),
with θ(1) = −i. In particular the product M(2, 5)×M(3, 5) has an extension
V = L2,5(1, 1)⊠ L3,5(1, 1)⊕ L2,5(1, 2)⊠ L3,5(2, 2).
By looking at the characters it can be seen that although V is non-negatively
graded V = ⊕n≥0Vn, the degree zero component V0 is not one-dimensional.
The representation category of V is Rep(V) = C(Z/2Z, q, θ). The 8-th power
C(Z/2Z, q, θ) has a trivialising algebra. This implies that the 8-th power V×8
has a holomorphic extension (of central charge −40). Similarly the category
C = Rep(M(3, 5)×8 ×M(2, 5)×7) has a maximal algebra A such that the cat-
egory of local modules ClocA is Fibe 9πi5 . The corresponding maximal extension
U of M(3, 5)×8 × M(2, 5)×7 is a non-negatively graded VOA (although with
dim(U0) > 1) of central charge −178/5.
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