S1 Weighted Least-Squares Linear Regression
For a linear model of an independent variable x and dependent variable y, the chi-square merit function (χ 2 ) is defined as:
in which σ i is the standard deviation of the i th dependent variable, N indicates the total number of data points (x i , y i ), a and b are the fitting parameters of the linear regression model. The best fit to the available data can be found when the parameters a and b minimize the chi-square merit function. These values of a and b are:
where
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The standard deviation of the parameters a and b are:
To calculate the confidence intervals of a and b, the computed standard deviations should be multiplied by a coefficient, 1 which equals 2.0 for 95% confidence intervals. 1 A more detailed explanation of the weighted least-squares linear regression can be found in chapter 15 of the book "Numerical Recipes".
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For the D-based method, the independent and dependent variables are the inverse of the system sizes (x = −ξk B T /6πL) and the finite-size self-diffusivities (y = D MD i,self ). Since no knowledge of σ i for finite-size self-diffusivities is available for a specified system size, this quantity can be estimated from the sample standard deviation, S system,j , which is computed from N sim,j independent simulations of the j th system size: y k /N j is the average self-diffusivity of the j th system size.
Instead of using all individual data points of a system size in weighted least-squares linear regression analysis (Equations (S3) and (S4)), the data points for each system size can be combined and be represented by only a single data point corresponding to the average selfdiffusivity (ȳ sim,j ) and its standard error (S.E. system,j = S system,j / N sim,j ). This approach does not change the fitted values of a and b as well as the statistical uncertainties in these parameters.
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S2 Results
Three sets of simulations were performed in this study: pure water, Lennard-Jones (LJ) systems, and an ionic liquid ([Bmim] [Tf 2 N]). In Table S1 , the computed self-diffusivities of water for the seven system sizes (250, 500, 1000, 2000, 4000, 8000, and 16000 molecules) are listed. In Tables S2 and S3, in the main text) for these binary LJ systems are listed in Table S4 . These self-diffusivities and shear viscosities (the Einstein relation) are directly obtained from the Supporting Information of our previous work. 2 Similarly, the self-diffusivities (two system sizes of 500 and 4000 particles) and shear viscosities of 26 ternary LJ systems are provided in Tables S5 to S7 . Tables S8 to S10 for three temperatures of 300 K, 400 K, and 500 K. The shear viscosities computed from the D-based method and the Einstein relation are listed in Table S11 . These values are fitted to the Vogel equation:
The computed self-diffusivities of the ionic liquid [Bmim][Tf 2 N] are listed in
The coefficients of the Vogel equation are provided in Table S12 .
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S3 Critical properties of the Lennard-Jones Systems
For a LJ fluid, properties such as temperature, pressure, energy, etc. can be specified by the mass (m), size (σ), and interaction ( ) parameters of the constituent LJ particles. The relations between these parameters are provided in Appendix B of "Computer Simulation of Liquids". 4 By modifying the size or interaction parameters of the LJ particles, the critical properties of the LJ fluid can be obtained from the theorem of corresponding states: 
where P c,i and T c,i are the critical properties of the i th species. 2 / 1 and σ 2 /σ 1 are the ratios of the modified interaction and size parameters to the initial values. In this study, 250
binary Lennard-Jones systems were investigated by considering various values of 2 / 1 and σ 2 /σ 1 . In all these systems, LJ species 1 has σ 1 = σ = 1.0, 1 = = 1.0, and mass = m 1 = 1.0 in reduced units. 4 The critical temperature and pressure of the LJ fluid consisting only of species 1 are obtained from Gibbs ensemble Monte Carlo simulations 4, 5 and are equal to 1.24 and 0.113, respectively. In Table S13 , the critical properties of the LJ species 2 are listed for the binary systems which show a minimum difference of 10% between the shear viscosities obtained from the D-based method and Einstein relation. In all binary systems listed in Table S13 , the mass fraction of species 2 is above 90%. Thus, the critical properties Table S3 : Average self-diffusion coefficients (D) and corresponding standard errors (S.E.) of 250 binary LJ systems of 4000 particles at a reduced temperature of 0.65 and a reduced pressure of 0.05. LJ particle type 1 has σ 1 = σ = 1.0, 1 = = 1.0, and mass = m 1 = 1.0 in reduced units.
4 k 12 is a modification factor to the Lorentz-Berthelot mixing rules. 4 L indicates the simulation box length. Table S4 : Shear viscosities of 250 binary LJ systems at a reduced temperature of 0.65 and a reduced pressure of 0.05. LJ particle type 1 has σ 1 = σ = 1.0, 1 = = 1.0, and mass = m 1 = 1.0 in reduced units.
4 k 12 is a modification factor to the Lorentz-Berthelot mixing rules.
4 η 1 , η 2 , and η avg are the shear viscosities computed from the D-based method based on the self-diffusivities of species 1, species 2, and the average self-diffusivity, respectively. η EMD represents the shear viscosity computed from the Einstein relation (η EMD ). Table S6 : Average self-diffusion coefficients (D) and corresponding standard errors (S.E.) of 26 ternary LJ systems of 4000 particles at a reduced temperature of 0.65 and a reduced pressure of 0.05. LJ particle type 1 has σ 1 = σ = 1.0, 1 = = 1.0, and mass = m 1 = 1.0 in reduced units.
4 k ij is a modification factor to the Lorentz-Berthelot mixing rules. 4 L indicates the simulation box length. Table S7 : Shear viscosities of 26 ternary LJ systems at a reduced temperature of 0.65 and a reduced pressure of 0.05. LJ particle type 1 has σ 1 = σ = 1.0, 1 = = 1.0, and mass = m 1 = 1.0 in reduced units. 4 k ij is the modification factor to the Lorentz-Berthelot mixing rules. 4 Shear viscosities are obtained from the D-based method (η i where i represents the three species or the average self-diffusivity, avg) and the Einstein relation (η EMD ). η i,95% denotes 95% confidence intervals.
ID k 12 k 13 k 23 η 1 η 1,95% η 2 η 2,95% η 3 η 3,95% η avg η avg,95% η EMD η EMD,95% 1 -0.6 -0.6 -0. 
