Abstract. In this paper, we discuss the commutativity of sums of two quasihomogeneous Toeplitz operators on the Bergman space of the unit disc. Our main result goes in the direction of the conjecture in [6, p. 263].
Let D be the unit disc of the complex plane C. We denote by L 2 a , and we call it the usual unweighted Bergman space, the Hilbert space of analytic functions on D that are square integrable with respect to the normalized Lebesgue measure dA(z) = rdr dθ π , where (r, θ) are the polar coordinates. L 2 a is a closed subspace of the Hilbert space L 2 (D, dA) and has the set { √ n + 1z n | n = 0, 1, 2, . . .} as an orthonormal basis. We denote by P the orthogonal projection from L 2 (D, dA) onto L 2 a , called the Bergman projection. We define on L 2 a the Toeplitz operator T h with symbol a bounded function h by T h u = P (hu) for any u ∈ L 2 a . One of the most intriguing questions for Toeplitz operators on the Bergman space is: When is the product (in a sense of composition) of two Toeplitz operators commutative? Although a lot of work has been done on this question [1, 2, 3, 4, 5, 6, 8, 10, 11] , we still have not reach a complete answer.
The main motivation of this paper is the results of [6] . We shall show that under some assumptions if sums of two quasihomogeneous Toeplitz operators commute, then they are equal up to a multiplicative constant. A symbol h is said to be quasihomogeneous of an integer degree p if h can be written as h(re iθ ) = e ipθ ω(r), where ω is a radial function in D i.e., ω(z) = ω(|z|). In this case, the associated Toeplitz operator T h is also called quasihomogeneous Toeplitz operator of degree p. This class of operators got the interest of many people [4, 5, 6, 7, 8, 9, 10] and have been largely studied since.
Consider two bounded quasihomogeneous Toeplitz operators T e ipθ φ and T e isθ ψ with p, s ∈ N. Assume that these two operators have roots T e iθ φ and T e iθ ψ respectively (see [5, 7] ) i.e., T e ipθ φ = T e iθ φ p and T e isθ ψ = T e iθ ψ s .
The purpose of this work is to characterize quasihomogeneous Toeplitz operators T e imθ f and T e ilθ g where m, l ∈ N, such that (H1) T e imθ f + T e ilθ g commutes with T e ipθ φ + T e isθ ψ , (H2) 1 ≤ p < s, 1 ≤ m < l, and l + p = m + s.
Hypothesis (H1) implies that for all k ≥ 0, we have
Now hypothesis (H2), combined with [6, Remark 2] , implies that for all k ≥ 0 we must have
(1) and (2) imply that T e imθ f (resp. T e ilθ g ) commutes with T e ipθ φ (resp. T e isθ ψ ). Therefore, using [6, Proposition 2 and Lemma 2], we obtain that
, and (5)
for some constants c 1 and c 2 . To avoid the trivial case, which is T e imθ f and T e ilθ g being the zero operator, we assume that c 1 and c 2 are nonzero constants. Thus Equation (3) can be written as
where [A, B] = AB − BA denotes the commutator of the operators A and B.
Remark 1. i) If T e ipθ φ and T e isθ ψ commute with each other, then [6, Proposition 2 and Lemma 2] imply that T e iθ ψ = cT e iθ φ for some constant c. Moreover, [6, Corollary 1] implies that all four Toeplitz operators T e ipθ φ , T e isθ ψ , T e imθ f and T e ilθ g commute with each other, and therefore they are all of the form constant times power of a single Toeplitz operator T e iθ φ . So without loss of generality, we assume [T e ipθ φ , T e isθ ψ ] = 0 from now on.
ii) The case p = s (resp. l = m) has been extensively studied and totally solved. See [4, 5, 10] . iii) We shall show that for a certain class of Toeplitz operators T e ipθ φ , T e isθ ψ if (H1) and (H2) hold, then m = p, l = s, and hence c 1 = c 2 . In other words T e imθ f + T e ilθ g is simply constant times T e ipθ φ + T e isθ ψ . In fact, if m = p (resp. l = s), then (H2) implies l = s (resp. m = p). Moreover, equations (4) and (5) imply T e imθ f = c 1 T e ipθ φ and T e ilθ g = c 2 T e isθ ψ , for some constants c 1 , c 2 . Thus Equation (6) becomes
and therefore c 1 = c 2 since we assume that [T e ipθ φ , T e isθ ψ ] = 0.
Quasihomogeneous Toeplitz operators have an interesting property which is acting on the elements of the orthogonal basis of L 2 a as shift operators with holomorphic weight [6] . In fact if φ is a bounded radial function and p a positive integer, then for all k ≥ 0, we have
It is easy to see that M (φ) is bounded and holomorphic in the right-half plane {z ∈ C|ℜz > 2}. Thus
The class of symbols we will be dealing with are those of the form e ipθ φ where φ(r) = r (2M+1)p , with M ≥ 1 being integer. It has been shown in [5, Remark 15, ii) ] that in this case the root T e iθ φ exists and φ is a polynomial in r whose Mellin transform satisfies
We are now ready to state and prove our main result. Theorem 1. Let φ(r) = r (2M+1)p and ψ(r) = r (2N +1)s with p < s, M , and N being all integers greater or equal to 1. If there exist m, l ∈ N and nontrivial radial functions f, g such that (H1) and (H2) are satisfied, then m = p, l = s and T e imθ f + T e ilθ g = c T e ipθ φ + T e isθ ψ for some constant c.
Proof. We shall keep the same notation introduced earlier that is T e iθ φ (resp. T e iθ ψ ) is the root of T e ipθ φ (resp. T e ipθ ψ ). Since (H1) and (H2) are satisfied, equations (4), (5) and (6) hold. Moreover, using (7), Equation (6) becomes
where
The proof is mainly to show that Equation (8) is true if and only if m = p and so l = s by (H2). For the sufficiency, it is clear that if m = p and so l = s, Equation (8) is reduced to
Obviously this is possible if and only if c 1 = c 2 , and therefore the desired result is obtained. To prove the necessity, we shall proceed by contradiction. We shall assume m = p i.e., l = s and we shall show that the set of poles of the left-hand side (LHS) of Equation (8) is not equal to the set of poles of its right-hand side (RHS). To do so, either we exhibit one pole in the LHS (resp. RHS) and show that it does not appear in the RHS (resp. LHS) or we count the poles of each sides and show that the totals are distinct. For easiness, we will call pole any term in the denominator of R i or P i . For example, k + s + m + M p + 1 is a pole obtained by taking j = M in the denominator of P 1 . The key of this proof by contradiction is the following: first we shall assume m = tp for t ≥ 1, and second m = tp but for t ≥ 2. Thus, in the end and after reaching the contradiction, we shall be left with the only possibility m = p.
In this case none of the terms in the denominator of P 2 can be canceled by its numerator. Let us consider the pole k + m + p + 1 obtained by taking j = 1 in the denominator P 2 . Obviously, this pole is not eliminated by the numerator of R 2 because s > p. We shall show that this pole does not appear in RHS:
* Can k + m + p + 1 be equal to the pole k + l + (M + 1)p + 1 of R 3 ? In this case we have m = l + M p which is impossible because m < l. * Can k + m + p + 1 be equal to a pole k + l + js + 1 of P 3 for some 1 ≤ j ≤ N ?
In this case m + p = l + js which is not possible because m < l and p < s. * Can k + m + p + 1 be equal to the pole k + (M + 1)p + 1 of R 4 ? In this case m = M p which contradicts our assumption that m is not a multiple of p. * Can k + m + p + 1 be equal to a pole k + l + p + js + 1 of P 4 for some 1 ≤ j ≤ N ? In this case m = l + js which is not possible since m < l. We conclude by saying that, under the assumption m = tp for t ≥ 1, Equation (8) cannot be satisfied since we were able the find a pole from LHS that does not appear in RHS.
II. Assume m = tp for t ≥ 2
We shall discuss two situations: "M ≤ t" and "M > t". In fact when M > t, terms of the numerators of P 1 (resp. P 2 ) would cancel some poles of the denominator. This is not the case when M ≤ t.
• 1 st Situation: M ≤ t. Consider the pole k + m + p + 1 = k + (t + 1)p + 1 of P 2 obtained by taking j = 1. Since M ≤ t, this pole is not canceled by the numerator of P 2 . Also, since p < s the same pole is not canceled by the numerator of R 2 . Moreover, it is easy to see that k + m + p + 1 is equal to none of the poles of R 3 , P 3 and P 4 because m < l and p < s. We still have to check if k + m + p + 1 can be equal to the pole k + (M + 1)p + 1 of R 4 . In this case m = M p i.e., t = M . Since t ≥ 2, the denominator of P 2 will have at least two poles. Consider the pole k + m + 2p + 1 of P 2 obtained by taking j = 2: * When this pole is not canceled by the numerator of R 2 i.e., s = 2p, it is easy to see that k + m + 2p + 1 is not equal to any of the poles of RHS because m < l and p < s. * Assume k + m + 2p + 1 is canceled by the numerator of R 2 i.e., s = 2p.
In
obtained by taking j = 1 does not appear in RHS because the pole of R 4 is eliminated by the first term of the numerator of P 4 (since s = 2p) and this for any N ≥ 1. ⋆ If M ≥ 3: the pole k + M p + 3p + 1 appears at least twice in LHS when taking j = 1 in the denominator of P 1 and j = 3 in the denominator of P 2 . However this same pole appears at most once in RHS when taking j = 1 in the denominator of P 3 . Therefore, k + m + p + 1 cannot be equal to k + (M + 1)p + 1, and hence we conclude by saying that under the assumption m = tp for t ≥ 2 and when M ≤ t, Equation (9) is not satisfied since there exists a pole of LHS that is not a pole of RHS.
• 2 nd Situation: M > t ≥ 2. In this case poles of P 1 (resp. P 2 ) are canceled by terms of its numerator, and Equation (8) becomes
It is very important to notice here that LHS has at most 2t + 2 poles and at least 2t poles. In fact, the pole of R 1 could be eliminated by the numerator of P 1 and the numerator of R 2 could cancel a pole of P 2 . However RHS has at most 2N + 2 poles. Thus, if N < t − 1 Equation (9) cannot be satisfied. Therefore we must have N ≥ t − 1. Now, consider the pole k + s + tp + (M − t + 1)p + 1 = k + s + (M + 1)p + 1 of P 1 obtained by taking j = M − t + 1. Clearly it is not eliminated by the numerator of R 1 . We shall show that this pole does not appear in RHS: * Can k + s+ (M + 1)p+ 1 be equal to the pole k + l + (M +
Clearly no. * Can k + s + (M + 1)p + 1 be equal to a pole k + l + js + 1 of P 3 for some 1 ≤ j ≤ N ? In this case js = (M − t + 2)p. Since s > p, we must have j < M − t + 2. Let us denote such j by j * i.e, 1 ≤ j * ≤ N , j * < M − t + 2 and j * s = (M − t + 2)p. We shall discuss the following cases:
⋆ M = 3. Then t = 2, M − t + 2 = 3 and so j * = 1 or 2. (i) If j * = 1, then s = 3p and l = m + s − p = 4p. Thus Equation (9) becomes
It is easy to see that the pole k + 4p + 1 of R 4 is canceled by the first term of the numerator of P 4 . Hence this pole appears in LHS, as a pole of P 2 , but does not appear in RHS. Therefore j * cannot be 1. (ii) j * = 2, then 2s = 3p and l = p + s. Equation (9) becomes
We observe that when N ≥ 3 the pole k +s+5p+1 appears only once in LHS from the denominator of P 1 , however the same pole appears at least twice in RHS from the denominator of R 3 and from taking j = 2 in the denominator of P 4 (3s = s+ 2s = s+ 3p). Note that this pole is not eliminated by either the numerator of P 4 or R 4 . Now, when N = 2 (N cannot be 1 because N ≥ j * and j * = 2), Equation ( .
By equating the poles in both sides, we must have k + 3s + 1 = k + p + 2s + 1 i.e., s = p which is impossible because s > p. We conclude by saying that, when M = 3 and j * s = (M −t+2)p, the pole k+s+(M +1)p+1 cannot be equal to the pole k+l+js+1 of P 3 for some 1 ≤ j ≤ N . ⋆ M ≥ 4. Here we shall discuss two cases "t = 2" and "t ≥ 3". In fact when t ≥ 3 the denominator of P 2 contains at least 3 poles one of them is k + m
(i) t ≥ 3. We shall show that the pole k + m + j * s + p + 1 of P 2 does not appear in RHS:
• Can k + m + j * s + p + 1 be equal to the pole k + l + (M + 1)p + 1 of R 3 ? In this case (j * − 1)s = (M − 1)p. But since j * s = (M − t + 2)p, it implies that s = (3 − t)p which is impossible because t ≥ 3.
• Can k + m + j * s + p + 1 be equal to a pole k + l + js + 1 of P 3 for some 1 ≤ j ≤ N ? In this case 2p = (1 + j − j * )s, which is possible only if j = j * i.e., s = 2p. Thus Equation (9) becomes
Now we observe that the pole k+(M +3)p+1 appears twice in LHS from j = M − t + 1 in the denominator of P 1 and also from j = M − t + 3 in the denominator of P 2 . However this same pole appears only once in RHS when j = j * in the denominator of P 3 . In fact k + tp + p + j * s + 1 = k + tp + p + (M − t + 2)p + 1 = k + (M + 3)p + 1. Moreover k + (M + 3)p + 1 cannot be equal to k + (t + 2)p + js + 1 for some 1 ≤ j ≤ N because, knowing that j * s = (M − t + 2)p, we would have (j * −j)s = p which is impossible since s > p. Therefore k +m+j * s+p+1 cannot be equal to k +l+js+1 for some 1 ≤ j ≤ N .
• Can k + m + j * s + p + 1 be equal to k + (M + 1)p + 1? Obviously not because k+m+j * s+p+1 = k+(M +3)p+1.
• Can k + m + j * s + p + 1 be equal to k + l + p + js + 1 for some 1 ≤ j ≤ N ? In this case p = (1 + j − j * )s which is impossible because s > p. We conclude by saying that, when M ≥ 4, t ≥ 3, and j * s = (M − t + 2)p, the pole k + m + j * s + p + 1 does not appear in RHS.
(ii) t = 2. In this case LHS has at most 6 poles and at least 5 poles. In fact the pole of R 1 is canceled by the numerator of P 1 when N = 1 and s = 2p. On the other hand, RHS has at most 2N + 2 poles, and so Equation (9) can't be satisfied if N = 1. Moreover, since m = tp = 2p, we have that l = p + s and thus none of the terms of the numerator of P 3 (resp. P 4 ) can cancel the poles of P 3 (resp. P 4 ). Therefore if N ≥ 4, then Equation (9) is not satisfies because RHS has at least 2N ≥ 8 poles. Finally, we have to check the cases "N = 2" and "N = 3":
• N = 2. Equation (9) becomes
. Now, it is not hard to see that when trying to equate the poles from both sides we reach one of the following contradiction namely either "2s = M p and 2s = (M + 1)p" or "s = p".
• N = 3. Equation (9) becomes
(k + p + s + 1)(k + p + 2s + 1)(k + p + 3s + 1) (k + 2p + 2s + 1)(k + 2p + 3s + 1)(k + 2p + 4s + 1) .
This equality is possible only if the poles k+s+(M +2)p+1 and k + (M + 1)p + 1 in RHS are both canceled so that the numbers of poles on both sides are equal. Notice that these are the only two poles that might be canceled in RHS.
Thus we must have "s = (M + 2)p or 2s = (M + 2)p" and "s = M p or 2s = M p or 3s = M p". The only possible combination is to have "s = 2p and M = 2". But this can't be true because M ≥ 4. Hence when M ≥ 4, t = 2 and j * s = (M − t + 2)p, Equation (9) cannot be satisfied. Therefore, we conclude by saying that the pole k + s + (M + 1)p + 1 cannot be equal to k + l + js + 1 for some 1 ≤ j ≤ N in all possible situations. * Can k + s + (M + 1)p + 1 be equal to a pole k + l + p + js + 1 of P 4 for some 1 ≤ j ≤ N ? In this case js = (M − t + 1)p for some 1 ≤ j ≤ N . Let us denote such j by j * . Observe that j * < (M − t + 1) because s > p. We shall discuss the following cases: ⋆ M = 3. Then t = 2 and so j * = 1. Moreover we have m = 2p, s = 2p and l = 3p. Thus Equation (9) becomes
It is easy to see that when N = 1 the pole k + 4p + 1 of R 1 is canceled by the numerator of P 1 and so it does not appear in LHS. However it appears in RHS as a pole of R 4 . Now, when N ≥ 2, LHS has 5 poles but RHS has 2N + 2 poles. Therefore, we conclude that when M = 3 we cannot have k+s+(M +1)p+1 equal to k + l + p + js + 1 for some 1 ≤ j ≤ N . ⋆ M ≥ 4. Consider the pole k + tp + (M − t + 2)p + 1 = k + m + j * s + p + 1 of P 2 obtained by taking j = M − t + 2. We shall show that this pole does not appear in RHS.
(i) Can k+m+j * s+p+1 be equal to the pole k+l+(M +1)p+1 of R 3 ? In this case (j * − 1)s = (M − 1)p. But since j * s = (M − t + 1)p, we must have s = (2 − t)p which is impossible because t ≥ 2.
(ii) Can k + m+ j * s+ p+ 1 be equal to the pole k + (M + 1)p+ 1 of R 4 ? Obviously not because we would have 2p = p! (iii) Can k + m + j * s + p + 1 be equal to a pole k + l + p + js + 1 of P 4 for some 1 ≤ j ≤ N ? In this case (j + 1 − j * )s = p which is not possible because s > p. (iv) Can k + m + j * s + p + 1 be equal to a pole k + l + js + 1 of P 3 for some 1 ≤ j ≤ N ? In this case (j + 1 − j * )s = 2p. This is possible only when j = j * i.e., s = 2p. Here, we shall make the distinction between two cases "t even" and "t odd":
• If t = 2 and N = 1, then LHS has five poles and RHS has four poles. Hence, Equation (9) cannot be satisfied.
• If t is even and N ≥ 2, then we have the following cases: First, when "M = 4, t = 2" (because t ≤ M − 1 and t is even) LHS has exactly six poles, however RHS has either five (when N = 2) or seven (when N = 3) or 2N (when N ≥ 4) poles. Therefore Equation (9) is not satisfied. Second, when "M ≥ 5, M − 2 ≤ t ≤ M − 1" the pole k + (t + 5)p + 1 appears twice in LHS by taking j = 3 in the denominator of P 1 and j = 5 in the denominator of P 2 , however the same pole appears only once in RHS by taking j = 2 in the denominator of P 3 . Hence Equation (9) cannot be satisfied. Finally, when "M ≥ 5, t ≤ M − 3" the pole k + l + s + 1 = k + (t + 3)p + 1 of P 3 (notice that this pole cannot be eliminated by either the numerator of R 3 or the numerator of P 3 ) obtained by taking j = 1 does not appear in LHS since M −t+1 ≥ 4. Thus Equation (9) is again not satisfied. We conclude by saying that when t is even k+m+j * s+p+1 cannot be equal to k + l + js + 1 for some 1 ≤ j ≤ N .
• If t is odd (here t must be greater or equal to 3 because we are assuming m = tp for t ≥ 2), then Equation (9) becomes It is easy to see that LHS has at least 2t + 1 poles (in fact if t = M − 1, then the first pole of P 2 obtained by taking j = M − t + 1 = 2 is canceled by the numerator of R 2 ), however RHS has at most t + 3 poles. Now, 2t + 1 = t + 3 if and only if t = 2 which is impossible because we are assuming t is odd. Hence, when t is odd k + m + j * s + p + 1 cannot be equal to k + l + js + 1 for some 1 ≤ j ≤ N . We conclude by saying that the pole k + m + j * s + p + 1 does not appear in RHS. This finishes proving that the pole k + s + (M + 1)p + 1 cannot be equal to l + p + js + 1 for some 1 ≤ j ≤ N . Therefore the pole k + s + (M + 1)p + 1 from LHS does not appear in RHS.
We conclude by saying that, under the assumption m = tp for t ≥ 2, Equation (9) cannot be satisfied since we always were able the find a pole from LHS that does not appear in RHS.
Therefore Equation (8) is true if and only if m = p, which implies l = s by (H2), and so c 1 = c 2 by Remark 1, iii). Finally, we obtain the desired result namely T e imθ f + T e ilθ g = c T e ipθ φ + T e isθ ψ Remark 2. i) Theorem 1 can be generalized to sums of more than two Toeplitz operators not without extra efforts in the proof.
ii) If m 1 , l 1 , m 2 , l 2 , f 1 , g 1 , f 2 , g 2 are as in Theorem 1, then we will have T e im 1 θ f1 + T e il 1 θ g1 = c T e ipθ φ + T e isθ ψ , and T e im 2 θ f2 + T e il 2 θ g2 = c ′ T e ipθ φ + T e isθ ψ .
for some constants c 1 , c 2 , and therefore T e im 1 θ f1 + T e il 1 θ g1 and T e im 2 θ f2 + T e il 2 θ g2 commute with each other. Thus, Theorem 1 is a partial confirmation of the conjecture in [6, p. 263 ] which states that if two Toeplitz operators, defined on the Bergman space of the unit disc D, commute with a third one, none of them being the identity, then they commute with each other.
