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Evolutionary computation is inspired from biology evolution. It’s a class of 
heuristic search technology. By using simple coding technology to represent 
phenomena of complex problem，the individuals of population parallel explore 
and exploit the search space. After the algorithm run for one time，it can find 
several members of the Pareto optimum set. Evolutionary algorithm can find the 
near global optimum solution which is not continuous，differentiable and 
unimodal. Thus，evolutionary algorithm becomes the major tool for solving 
optimization problem. It is widely applied to function optimization, machine 
learning， satisfactory problem， combinatorial optimization and especially 
complex optimization problem with lots of parameters，whose analytic solution 
is difficult to obtain. Evolutionary algorithms include genetic algorithms， 
evolution programming，evolutionary strategies and genetic programming.
Base on study of various heuristic schemes for keeping the diversity of 
evolutionary populations，alleviating premature convergence and enhancing the 
search efficacy of evolutionary computation，a kind of asynchronous parallel 
cellular evolutionary algorithms (APCEA) that is based on the area partition and 
an approach fuzzy recombination operator (AFR) are proposed. A theoretical 
performance analysis reveals the high scalability of APCEA. The experimental 
results optimizing various classes of test functions indicate that APCEA+AFR 
can efficiently balance the exploring and exploiting, and local the global 
optimum solution quickly and accurately. It is a much more competent canonical 
evolutionary algorithms.
Base on study of various heuristic strategies for keeping subpopulation 
cooperate efficiently with each other in searching，a kind of asynchronous island 
parallel evolutionary algorithms (AIPEA) based on the clustering，a cluster local 
search operator (CLS) and an fitness function of island are proposed. The 













improve the search efficiency. It is more scalable and implementation-friendly 
than the partition model
Finally，two layer parallel evolutionary neural network model is proposed. 
And a soft-sensor model is built up based on the parallel evolutionary neural 
network model. The experimental results optimizing large industrial data 
indicate that the two layer parallel neural network has good generality.































2.4 ,J、g .................................................. 29
第三章基于聚类异步孤岛的并行演化算法 .......................30














































第 一 章 绪 论  
1. 1 演化计算的产生及发展









1975年，美国 Michigan大学的 John Holland及其学生提出了简单遗 
传算法 (Simple Genetic Algorithm, SGA)的框架[2]。然而，传统演化计算 
的起源可以追溯到2 0世纪 50年代后期，其中有影响的工作是Bremermann， 
Friedberg, B o x 等[3]。演化计算最初具有三大分支：遗传算法 (Genetic 
Algorithms, GA)C4]C5], 演化规划（Evolutionary Programming, EP)剛 [8]和 
演化策略(Evolution Strategies, ES)[9][1()]。后来，Koza[u]在遗传算法的基 
础上又开创性地发展了演化计算的另一个分支：遗传程序设计。演化规划 

















力 于 此 ： 〈IEEE Transactions on Evolutionary Computation)) 和 
((Evolutionary Computation)) (MIT Press)。 各种 AI 类杂志不断刊登 EC 
方面的文章，如，((IEEE Transactions on Systems, Man, and Cybernetics)) 
和 《BioSystems》 （Elsevier)。另外，以演化计算为主题的多个国际会议 
在世界各地定期召开，如 IEEE International Conference on Evolutionary 














定 理 (模式定理)[4]设  P(t)二{SXt)，S2(t), •••， SN(t)}表示 SGA 在第 
t 代时的群体，P。和 Pm分别为其杂交概率和变异概率，8(H)、o ⑶ 和 0 ( H，t) 


























量并行算法的效率，但其定义却多种多样。传统的加速比_ 定义为 Sn=T\/Tn， 
其中为最好串行算法的最差执行时间，Tn为并行算法在 n 个处理器上的 
最差执行时间。由于并行演化算法为非确定性算法，对于这个传统的加速 
比定义，首要修改的便是要使用按比率考虑的平均时间[16]，即































rjn = ( S n/n)^ 100% (1-3)
K a r p和 Flatt[17]发明了一个衡量任何并行算法性能的更有效尺度，即 
算法的串行成份：
崖 )： (1A0 (1_4)






Sn = n - a n~l (1-5)






































































M = (y, t , 0)S,0)R, sync) (1-6)
其中，
(1) Y 为迁移率， Y e { 0，l ，...oo}。它可以用子群体的百分比来衡量。 
在实际应用中，迁移率受子种群规模所限，而在理论上，它却是不受限的。
(2) T 为迁移频率（由评估次数来衡量)， tg{0,1,...oo}0 根据这个 
定义，如果并行算法在 e 次评估之后结束，那么任何大于此值的迁移频率





























① (Ay) = ①r ° ①s (八,.,〜 )|VA/, A y. g A par (1_7)
迁移率即为共享结构数：
7 = |dy5(Af.,A.)| (1-8)
应用迁移算子的可能性为：
C m  = 作 ， T > 0 (1-9)
许多研究者强烈建议釆用异步通信[2°][26]。这可通过釆用一旦迁移个体 



























Fernandez> Tomassini和 Vanneschi[27]通过大量实验及前人经验，指 
出为了取得最好结果，迁 移 率 Y 应为种群的 10%左右，而迁移频率 t 应取 







































步与异步模型具有相似的数值性能。文 献 [20]采用一整套实验比较 














1.2. 3. 2 细粒度并行演化算法
一向以来，细粒度并行演化计算没有受到像其它并行演化计算一样的 
重视，导致没有太多的成果可借鉴。究其原因应该是它与其运行机器具有 
强相关性，且需要特殊硬件如连接机（Connection Machine) 和细胞状自 
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