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Abstract
For a large class of compacts T which is closed under taking subspaces and contains all Corson
compacts and the Helly space, we show that (C(T ),p) is sigma-fragmentable by the norm. Ó 2000
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Let T be a compact Hausdorff space (a compact, for short). C(T ) denotes the Banach
space of continuous real-valued functions on T and p is the pointwise topology on it.
By [2], a topological space X is called sigma-fragmentable by a metric d (on the set X),
if for every ε > 0, X can be expressed as X = ⋃n>1Xn such that for every n, every
nonempty subset of Xn has a nonempty relatively open subset of d-diameter less than ε.
The compact T is called co-Namioka, if every continuous mapping f :B → (C(T ),p),
where B is Baire, is continuous with respect to the norm of C(T ) at the points of some
denseGδ subset of B . The Helly space is {x ∈ [0,1][0,1]: x(t) is non-decreasing}, a closed
subspace of the Tychonoff cube [0,1][0,1].
We strengthen some results of Bouziad concerning a class of compacts (mentioned in
the abstract) that includes the Corson compacts and the Helly space and is stable under
taking closed subspaces. In [1] it is shown that every compact from this class is co-
Namioka. Here we show that if T is a compact from this class, then the space (C(T ),p) is
sigma-fragmentable by the (metric of the) norm. As shown in [2], if (C(T ),p) is sigma-
fragmentable by the norm for a compact T , then T is co-Namioka. The reverse implication
is not always true (see Theorem 1.1 in [6]).
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To define the class of compacts in question we need first some definitions. Let T be a
compact. We denote by ∆ the diagonal of T × T . Following [1], a subset H of T × T is
called proximal if it intersects every neighborhood of ∆ in T × T . Let H be proximal. We
consider the following games (used in [1]) of two players α and β .
Game G1(H). It is α who plays first. On the nth move, n > 1, α chooses a pair
(Wn,Dn), where Wn is a neighborhood of ∆ and Dn ⊂ T × T is such that Dn ∩ H is
dense in H . Then β answers by taking a point (xn, yn) ∈ Wn ∩ H ∩ Dn. The sequence
((Wn,Dn), (xn, yn))n>1 thus obtained is called a play. This play is won by α if every
neighborhood W of ∆ in T × T contains some (xn, yn). A strategy for α is a rule for
choosing its moves. The strategy is a winning one if α wins the play when following the
strategy. The space T is called G1(H)-α-favorable if α has a winning strategy in the game
G1(H).
Game G2(H). This play is similar to the previous one, but this time Dn is dense in Wn
and the answer of β is (xn, yn) ∈Wn ∩Dn. The play ((Wn,Dn), (xn, yn)) is won by α if
every neighborhoodW of ∆ containing H contains some (xn, yn). The space T is called
G2(H)-α-favorable if α has a winning strategy in the game G2(H).
Remark 1 [1]. It is easy to see that if T is G2(H)-α-favorable (whereH is proximal) and
W is a closed neighborhood of ∆ in T × T , then H ∩W is proximal and the compact T is
G2(H ∩W)-α-favorable.
In [1] it is shown that if T is a compact and there exists a proximal subset H of T × T ,
such that T is simultaneously G1(H)-α-favorable and G2(H)-α-favorable, then T is co-
Namioka. The strengthened version here reads as follows:
Theorem 1. Let T be a compact. If there exists a proximal subset H of T × T , such that
T is simultaneously G1(H)-α-favorable and G2(H)-α-favorable, then (C(T ),p) is sigma-
fragmented by the norm.
Proof. Following [3], we consider the following game G′(C(T ),p,‖ · ‖) of two players
Σ and Ω . On each move Σ and Ω alternatively take nonempty subsets of C(T ). Σ starts
by choosing A1 ⊂ C(T ) and Ω answers by selecting a relatively p-open subset B1 of A1.
On the nth move,Σ takes any subset An of the last move Bn−1 ofΩ and the latter answers
again by selecting a relatively p-open subset Bn of An. Thus the players get a sequence
A1 ⊃ B1 ⊃ · · · ⊃ An ⊃ Bn ⊃ · · · , which is called a play. The player Ω is said to have
won this play if the set
⋂
n>1An is empty or if ‖ · ‖diam(Bn)→ 0 as n→∞. The notion
of a winning strategy is defined as above. By [3, Theorems 1.2 and 3.1], the existence
of a winning strategy for the player Ω in G′(C(T ),p,‖ · ‖) is equivalent to the sigma-
fragmentability of the space (C(T ),p) by the norm metric. Let n1 6 n2 be two positive
integers. We will call a (n1;n2)-partial strategy for Ω any mapping which assigns to each
partial play A1 ⊃ B1 ⊃A2 ⊃ · · · ⊃An, where n1 6 n6 n2, some p-open subset Bn of An.
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We will construct a winning strategy ω for Ω in G′(C(T ),p,‖ · ‖). This strategy will
develop in phases (finitely or infinitely many), where the phases are numbered with the
positive integers. If the phases are infinitely many, each of them consists of finitely many
moves; if the phases are finitely many, all of them but the last one consist of finitely many
moves. The first move of the phase with number n is the move with number p(n− 1)+ 1
and the last one (if any) is that with number p(n). The (finite or infinite) sequences of
positive integers (p(n))n>0, (q(n))n>1 and (r(n))n>1 are defined phase by phase. We put
p(0) := 0 (and we do not need initial definitions for the other two sequences).
Phase n. LetAp(n−1)+1 be the last move ofΣ . We need the following two lemmas based
on some ideas of [1]. Their proofs are postponed until the end of the proof of the theorem.
Lemma 1. Let A1,B1, . . . ,Ap(n−1)+1 be a partial play with Ap(n−1)+1 being the the last
move of Σ . Then at least one of the following two alternatives holds:
(a) there is a strategy for Ω such that she wins the play A1,B1, . . . ,Ap(n−1)+1, . . . ;
(b) there exist an integer q(n) > p(n− 1), a (p(n − 1);q(n))-partial strategy ωn for
Ω and a neighborhood Wn of ∆, such that for each (x, y) ∈ H ∩ Wn and each
f ∈Bq(n), |f (x)− f (y)|< 1/n.
Lemma 2. Let A1,B1, . . . ,Aq(n)+1 be a partial play ending with a move of Σ . Let there
exist a neighborhood Wn of ∆, such that for each (x, y) ∈ H ∩Wn and each f ∈ Bq(n),
|f (x)− f (y)|< 1/n. Then at least one of the following holds:
(a) there is a strategy for Ω such that she wins the play A1,B1, . . . ,Aq(n)+1, . . . ;
(b) there exist an integer r(n) > q(n), a (q(n); r(n))-partial strategy ω′n for Ω and
a neighborhood Un of ∆, such that for each (x, y) ∈ Un and each f ∈ Br(n),
|f (x)− f (y)|< 1/n.
Now we proceed with the proof of the theorem. We apply Lemma 2. If we get a strategy
for Ω , which would allow her to win the play, from point (a), then we use this strategy to
the end of the play. In this case the proof is complete (and the phase n is the last one in
the play), so suppose it is (b) that holds true. Now we apply Lemma 3. If we get a winning
strategy for Ω from (a), then we use this strategy to the end of the play. Otherwise, after
subsequently applying the partial strategies ωn and ω′n guaranteed by points (b) of the
lemmas, the r(n)th move of Ω is the set Br(n), which has the properties described in
points (b) of the lemmas. We now put p(n) := r(n)+ 1 and let Ap(n) be the next move
of Σ . For every t ∈ T , let U(t) be an open subset of T , such that U(t)×U(t)⊂Un. Find
a finite subcover {U(tni )×U(tni ): i ∈Mn} of ∆ and fix some fn ∈Ap(n). Now define
Bp(n) = ω(A1, . . . ,Ap(n)) :=
{
f ∈Ap(n): |f (tni )− fn(tni )|< 1n , i ∈Mn
}
.
This ends the definition of the nth phase and the inductive definition of the strategy ω.
Let’s see that the strategy ω is a winning one. This is a direct consequence of the lemmas
if some of the phases consists of infinitely many moves; therefore we suppose that none of
the phases does so (so we have infinitely many phases). Take some f,g ∈ Bp(n) and some
t ∈ T . Find some i ∈Mn such that t ∈ U(tni ). Then
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+ ∣∣fn(tni )− g(tni )∣∣+ ∣∣g(tni )− g(t)∣∣< 4n
(we used the conclusion of Lemma 2(b) and the definition of Bp(n)). Therefore, ‖f −g‖6
4/n, so limn→∞ ‖ · ‖diam(Bp(n)) = 0 and the strategy ω is a winning one. This finishes
the proof. 2
Proof of Lemma 1. We construct a parallel play in the game G1(H). Let σ be a winning
strategy for the player α in this game. Let Ap(n−1)+1 be the the last move of Σ . Then
α plays σ(∅) = (W 1,D1). Now check whether for each (x, y) ∈ H ∩ W1 and each
f ∈Ap(n−1)+1 we have |f (x)− f (y)|6 1/n. If this holds true, put q(n) := p(n− 1)+ 1,
Wn := W 1, Bq(n) = ωn(A1,B1, . . . ,Aq(n)) := Aq(n) and see that the conclusion of (b)
is true (and the lemma is proved). Otherwise take some (x1, y1) ∈ H ∩ W 1 ∩ D1 and
some f1 ∈ Ap(n−1)+1, such that |f1(x1)− f1(y1)| > 1/n (this is possible by the density
of D1 ∩ H in H ). Then the move of β in G1(H) is (x1, y1) and the move of Ω in
G′(C(T ),p,‖ · ‖) is
Bp(n−1)+1 :=
{
f ∈Ap(n−1)+1: |f (x1)− f (y1)|> 1n
}
,
which is nonempty and p-open in Ap(n−1)+1.
Now suppose that the moves p(n−1)+1, . . . , p(n−1)+k−1 inG′(C(T ),p,‖ · ‖) and
the moves 1, . . . , k− 1 in G1(H) are already defined for some k > 2. Let Ap(n−1)+k be the
the next move of Σ . Then α plays σ((x1, y1), . . . , (xk−1, yk−1))= (Wk,Dk). Now check
whether for each (x, y) ∈H ∩Wk and each f ∈Ap(n−1)+k we have |f (x)−f (y)|6 1/n.
If this holds true, put q(n) := p(n− 1)+ k, Wn :=Wk , Bq(n) = ωn(A1,B1, . . . ,Aq(n)) :=
Aq(n) and see that the conclusion of (b) is true. Otherwise take some (xk, yk) ∈H ∩Wk ∩
Dk and some fk ∈ Ap(n−1)+k, such that |fk(xk)− fk(yk)|> 1/n. Then the move of β in
G1(H) is (xk, yk) and the move of Ω in G′(C(T ),p,‖ · ‖) is
Bp(n−1)+k :=
{
f ∈Ap(n−1)+k: |f (xk)− f (yk)|> 1n
}
.
Suppose that for all k > 1 we get some (xk, yk) ∈ H ∩ Wk ∩ Dk and some fk ∈
Ap(n−1)+k, such that |fk(xk)−fk(yk)|> 1/n. In this case the whole strategy for the player
Ω is already defined. We will prove that⋂
k>1
Bp(n−1)+k = ∅;
this will prove point (a). Suppose that f ∈⋂k>1Bp(n−1)+k . Then
V := {(x, y) ∈ T 2: |f (x)− f (y)|< 1
n
}
is a neighborhood of ∆, so by the fact that σ is a winning strategy for α we conclude that
(xj , yj ) ∈ V for some j > 1. But this contradicts the fact that f ∈ Bp(n−1)+j . 2
Proof of Lemma 2 (under the notations of the theorem). We construct a parallel play
in the game G2(H ∩ Wn). By normality, we may assume that Wn is closed; let (by
Remark 1) σ be a winning strategy for the player α in this game. Suppose that the
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moves q(n) + 1, . . . , q(n) + k − 1 in G′(C(T ),p,‖ · ‖) and the moves 1, . . . , k − 1 in
G2(H ∩ Wn) are already defined for some k > 1. Let Aq(n)+k be the the next move of
Σ . Then α plays σ((x1, y1), . . . , (xk−1, yk−1))= (Wk,Dk). Now check whether for each
(x, y) ∈Wn ∩Wk and each f ∈Aq(n)+k we have |f (x)− f (y)|6 1/n. If this holds true,
put r(n) := q(n) + k, Un := Wn ∩ Wk , Br(n) = ω′n(A1,B1, . . . ,Ar(n)) := Ar(n) and see
that the conclusion of (b) is true. Otherwise take some (xk, yk) ∈Wn ∩Wk ∩Dk and some
fk ∈Aq(n)+k , such that |fk(xk)− fk(yk)|> 1/n. Then the move of β in G1(H) is (xk, yk)
and the move of Ω in G′(C(T ),p,‖ · ‖) is
Bq(n)+k :=
{
f ∈Aq(n)+k: |f (xk)− f (yk)|> 1n
}
.
Suppose that for all k > 1 we get some (xk, yk) ∈Wn∩Wk ∩Dk and some fk ∈Aq(n)+k ,
such that |fk(xk) − fk(yk)| > 1/n. In this case the whole strategy for the player Ω is
already defined. Suppose that f ∈⋂k>1Bq(n)+k . Then
V := {(x, y) ∈ T 2: |f (x)− f (y)|< 1
n
}
is a neighborhood of ∆, and by Lemma 1(b) it contains H ∩Wn. By the fact that σ is a
winning strategy for α we conclude that (xj , yj ) ∈ V for some j > 1, which contradicts
f ∈Bq(n)+j , so (a) holds. 2
Corollary 1. Let I = [0,1] and J be an index set. Denote
Λ(J ) := {(x, y) ∈ IJ × IJ : ∣∣{j ∈ J : x(j) 6= y(j)}∣∣6 ℵ0}.
Let T ⊂ IJ be a compact with diagonal∆. Let there exist a closed Gδ subset H of T × T ,
containing∆, such that H ∩Λ(J ) be dense in H . Then (C(T ),p) is sigma-fragmentable
by the norm.
Proof. Under the given conditions the games G1(H) and G2(H) are α-favorable; this is
shown in [1, Theorem 1]. 2
The class of compacts T that satisfy the condition of the last corollary includes the
Corson compacts and is stable under compact subspaces. As shown in [1], it also includes
the Helly space together with the following compacts T : Let X be a separable topological
space and let T ⊂ IX be a compact for the pointwise convergence topology on X, whose
elements are functions with countable number of points of discontinuity in X. Therefore,
if T is any of these compacts, then (C(T ),p) is sigma-fragmentable by the norm. 2
In the rest of the paper we will use the result about the Helly space to show that the
sigma-fragmentability of a function space is strictly weaker than a game-theoretic property
implying it. We need the following
2 In [5] it is shown that, if H is the space of all non-decreasing functions from [0,1] to {0,1} (the 2-point space),
then C(H) has an equivalent LUR norm (hence (C(H),w) is sigma-fragmentable by the norm, by [2]). Note that
the space H mentioned there is not the Helly space (the latter contains all non-decreasing functions from [0,1]
to [0,1]).
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Definition 1. Let T be a compact, ∆ = {(t, t) ∈ T × T } be the diagonal of its square
and let D be a dense subset of T . We will call a diagonal game Gd(T ,D) the following
game of two players α and β . One each move n > 1, α begins by choosing some open
neighborhood Wn of ∆ in T × T , and β answers by taking a point (xn, yn) ∈D2 ∩Wn.
The player α wins the so constructed play (Wn, (xn, yn))n>1, if for every neighborhood V
of ∆, the set {n: (xn, yn) ∈ V } is infinite (as T is compact, this means that ((xn, yn))n>1
has an accumulation point on ∆). Otherwise it is β who wins the play.
In [4] it is shown that if the compact T is such that α has a winning strategy inGd(T ,D)
for some dense subspace D of T , then (C(T ),p) is sigma-fragmentable by the norm. For
example, this happens when T is a Valdivia compact (in particular Corson compact). We
will show now that if T is the Helly space, then α does not have a winning strategy in
Gd(T ,D), no matter what the dense subset D of T is. Moreover, there is such a strategy
for β . Therefore the existence of a winning strategy for α in Gd(T ,D) is not a necessary
condition for sigma-fragmentability by the norm of the space (C(T ),p).
Proposition 1. If T is the Helly space andD is a dense subset of T , then β has a winning
strategy in Gd(T ,D).
Proof. While constructing the strategy, we will construct sequences of points (pn)n>0,
(qn)n>0, (vn)n>1 and (wn)n>1 in [0,1], such that for all n> 1, pn−1 < vn < pn < qn <
wn < qn−1. To begin put p0 := 0, q0 := 1. We now describe the nth move, n> 1. Suppose
that the points pn−1 < qn−1 are already constructed. Let the last move of α beWn ⊃∆. Let
s be the midpoint of the segment (pn−1, qn−1) and let Is ∈ T be the characteristic function
of the interval [s,1]. Let Un be an open neighborhood of Is in T such that Un×Un ⊂Wn.
Having in mind the definition of the Helly space and the form of Is , we may suppose that
Un =
{
z ∈ T : z(vn) < εn, z(wn) > 1− εn
}
for some εn > 0, vn ∈ [0, s) and wn ∈ [s,1]. After possibly shrinking the set Un, we may
and do assume that vn > pn−1 and wn < qn−1. Now fix some pn < qn in (vn,wn) and put
Vn :=
{
x ∈ Un: x(pn) > 23
}
, V ′n :=
{
y ∈Un: y(qn) < 13
}
.
As D is dense in T , let xn ∈ Vn ∩D and yn ∈ V ′n ∩D. Then the move of β is (xn, yn) ∈
(Un∩D)2 ⊂Wn∩D2. The strategy of β is defined. This strategy is a winning one. Indeed,
the sequence (pn)n is increasing, (qn)n is decreasing, and pn < qn so let l be such that
supn pn 6 l 6 infn qn. Let (x∗, y∗) be some accumulation point of ((xn, yn))n in T 2. Then
xn(l) > xn(pn) > 2/3, so x∗(l) > 2/3. Similarly, y∗(l) 6 1/3. Therefore, (x∗, y∗) /∈ ∆.
This proves the proposition. 2
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