Abstract. For k | n let Comb n,k denote the tree consisting of an (n/k)-vertex path with disjoint k-vertex paths beginning at each of its vertices. An old conjecture says that for any k = k(n) the threshold for the random graph G(n, p) to contain Comb n,k is at p ≍ log n n . Here we verify this for k ≤ C log n with any fixed C > 0. In a companion paper, using very different methods, we treat the complementary range, proving the conjecture for k ≥ κ0 log n (with κ0 ≈ 4.82).
Introduction
Write G = G(n, p) for the usual random graph on V := [n] := {1, . . . , n}, in which edges are present independently, each with probability p. We are interested in understanding when (i.e. for what p) G is likely to contain (a copy of) a fixed n-vertex tree T .
(Formally we may define the "threshold" for containing T to be that (unique) p for which the probability that G contains T is 1/2. To stay closer to the usual threshold language of [7] , or e.g. [10] , we would need to work with a sequence {T n }; but in any case, we will not make much use of the formal definition.)
Specifically we are interested in the following conjecture.
Conjecture 1. For each fixed ∆ there is a C such that if T is any n-vertex tree of maximum degree at most ∆, then G(n, C log n n ) w.h.p. contains T . (As usual "w.h.p." means with probability tending to 1 as n → ∞.)
Of course for p < log n n (we use log for ln), G is likely to contain isolated vertices, so Conjecture 1 says that the threshold for containing any bounded degree T is Θ( log n n ). This is known when T is a Hamiltonian path [6, 13] , and easy when T has Ω(n) leaves (see [1, 14] ). It has also been proved for "almost all" trees, even without the maximum degree requirement [4] . More recently [9] , it has been shown to hold with C = 1+ ε if T has Ω(n) leaves or contains a path of length Ω(n) consisting of vertices of degree 2. The best general progress to date is [14] , which proves that p ≥ n −1+o (1) suffices for all bounded degree trees, and also considers larger degrees; see this reference for some further discussion.
Conjecture 1 was proposed by the first author about twenty years ago (though stated in print only in [11] , in which see also the far more general [11, Conjecture 1]), but, being a natural guess, is perhaps best considered folklore. At that early date it was also suggested that some insight might be gained by considering the case where, for some k | n, T is the tree -here denoted Comb n,k -consisting of an (n/k)-vertex path P together with disjoint k-vertex paths beginning at the vertices of P . Such trees, which have sometimes been called "combs," may be thought of as lying somewhere between the settled cases of Conjecture 1 mentioned above.
Though we have not much non-verbal evidence, this suggestion does seem to have received quite a bit of attention, but, absent any serious progress, seems not to have produced anything in print. Here and in the companion paper [12] we establish Conjecture 1 for combs. Theorem 1.1. There exists some fixed C such that for every n and k | n, the random graph G(n, C log n n ) w.h.p. contains a copy of Comb n,k . While this does not so far seem to be leading to a proof of Conjecture 1, it is plausible that our methods at least extend to any (bounded-degree) tree with o( √ n) leaves.
The proof of Theorem 1.1 requires two entirely different arguments, depending on whether k is large (at least about log n) or small. Here we treat small k. Theorem 1.2. For each D there is a K for which the following holds. If k < D log n divides n, and
This is proved in Section 2. For the easy derivation of Theorem 1.1 (for small k), we may take G = G ′ ∪ G ′′ , where G ′ and G ′′ are independent copies of, respectively, G(n, d/n) for a suitable constant d, and G(n, p). (So the p in Theorem 1.1 will be slightly larger than the one in Theorem 1.2.) Then G ′ w.h.p. contains a path v 1 , . . . , v m (assuming, as we may, that k > 1; see, e.g., [5, Chap. 8] ), which, according to Theorem 1.2, we can (w.h.p.) extend to a copy of Comb n,k using G ′′ .
Proof of Theorem 1.2
For a graph H on V and disjoint A, B ⊆ V , we use the notation ∇ H (A, B) = {xy ∈ E(H) : x ∈ A, y ∈ B}, omitting the subscript when H is the complete graph K V . As above, we write G for G(n, p). Following common practice, we will sometimes pretend large numbers are integers to avoid cluttering the discussion with irrelevant floor and ceiling symbols.
Since Conjecture 1 is known to hold when T has Ω(n) leaves, we may assume k is at least any given constant. Though not really necessary, this will save us a little trouble in some places. Specifically we assume (as we may) that D > 2, set
and assume k > 2/ε. Set C = 600ε −1 . With apologies, we now recycle, letting p = C log n n , and take our random graph G to be the union of three independent copies, say G 1 , G 2 , G 3 , of G(n, p). It is enough to show that G w.h.p. contains the desired paths from v 1 , . . . , v m (thus giving Theorem 1.2 with K = 3C).
where, for disjoint A, B ⊆ V , G[A, B] is the bipartite graph on A ∪ B with edge set ∇ G (A, B).
2.1.
Algorithm. Set T = ⌊mp/6⌋ and c = mp/T , and note that mp = np/k > C/D > 6000, so T ≥ 1000. In what follows we use N i (x) (respectively N (x)) for neighborhood of x in G i (resp. G). We will show (in Section 2.2) that the following procedure w.h.p. produces a partition as in Claim 2.1.
First step: Let α ≤ 1 be a constant to be specified later and Z = {x ∈ R :
The W i 's are our initial installments on the M i 's, to be augmented in the next two steps. (We won't bother with formal notation for the evolving M i 's.)
these vertices will be barred from
Repair phase:
(In particular X 10 = W 1 ∩ Z = ∅.) We repair the X ij 's in some arbitrary order. Repairing X ij = {x 1 , . . . , x s } means that for r = 1, . . . , s we choose (again, arbitrarily) T available vertices from N 2 (x r ) and add them to M j , where a vertex is unavailable if it belongs to B j or has already been assigned to one of the M u 's. Note that the set of edges -say, E 2 -used in these "repairs" (i.e. edges from x r to the chosen vertices in N 2 (x r )) is a (star-)forest.
Filling in: Assign the as yet unassigned vertices to the M i 's so that
The main point in all this is that, since vertices of B i are barred from M i in the repair and filling in phases, at the end of each of these phases, we have
2.2. Analysis. We want to show that w.h.p. (i) the above procedure runs to completion and (ii) the M i 's produced satisfy (2.2). (It may be worth observing that G 3 , which plays no role in (i), is needed for (ii).) Recalling that ε was specified in (2.1), set
, and q = 2e −βT .
We first need some routine observations. Proposition 2.2. The objects produced by the first step above w.h.p. satisfy
(e) |X ij | < 2mq + log n ∀i ∈ {0, . . . , k − 1} and j ∈ L(i).
Of course (c) contains (a), but we state (a) first since it's needed for (b), which in turn is needed for (c).
Note that the events in Proposition 2.2 depend only on G 1 and the W i 's. In fact it will be helpful to conserve some of this information: for x ∈ V and i ∈ {0, . . . , k − 1}, let ζ(i, x) be the indicator of the event {|N 1 (x) ∩ W i | ≥ T }. Then {x ∈ Z} = {ζ(0, x) = 0} (x ∈ R) and, once we have the W i 's, the remaining assertions in the proposition are functions of the ζ(i, x)'s.
There is nothing delicate about Proposition 2.2, and we aim for simple rather than optimal arithmetic. The following Bernstein/Chernoff-type bound (for which see e.g. Proof of Proposition 2.2. (a) For x ∈ R, we have, using Lemma 2.3,
T ] < q. Thus, writing "≻" for stochastic domination, we have |Z| ≺ B(n, q), whence, using Lemma 2.3 and ε > 2q, P(|Z| > εn) < exp[−(ε − q)n/4].
(b) Given Z satisfying (a) we have, for each i, |W i | ∼ Bin(n i , α/k), where n 1 = n − m − |Z| and n i = n − m if i ≥ 2. In particular (for each i), n i ∈ ((1 − 2ε)n, n) (note m < εn because of our lower bound on k), and For x ∈ R \ W and i ∈ [k − 1], again using Lemma 2.3, we have 
, so that (c) holds with probability at least 1−k exp[−(ε−q)n/4], and (ii) for any x ∈ R \ W ,
Here we used k r ≤ (ek/r) r ≤ (e/ε) εk , the latter valid for r ≤ εk; εk − 1 > εk/2; T = mp/c = C log n/(ck); k < D log n; and, for the o(1/n), the easily verified βC/(2c) − D log(e/ε) > 2/ε.) (e) We retain the conditioning and notation P ′ of (c). We assume first that (i, j) = (0, 1) (and, since X 10 = ∅, may also assume (i, j) = (1, 0)). For x ∈ W i we have, as in (2.4),
whence |X ij | ≺ B(m, q) and (again using Lemma 2.3)
For (i, j) = (0, 1) the preceding argument is not quite applicable, since conditioning on A := {W 1 ∩ Z = ∅} = {ζ(0, x) = 1 ∀x ∈ W 1 } introduces dependencies among the edges joining W 0 and W 1 . But since A is an increasing event, Harris' Inequality [8] says that this conditioning does not increase the probability of the decreasing event {|X 01 | ≥ 2mq + log n}; so the argument in the preceding paragraph does imply P ′ (|X 01 | ≥ 2mq + log n) = o(1/k). (Of course this detail could also be dealt with by simply choosing additional random edges between W 0 and W 1 .)
Write Q for the intersection of the events in (a)-(e), and S for the event that our process does not get stuck -that is, there are T available vertices whenever the repair phase requires them and there is a way to complete the M i 's in the filling in phase -and the M i 's it produces satisfy (2.2). We have
The first part of S -that the process doesn't get stuck -is easy. First, given Q, the number of available vertices at any repair step (at x say) is at least
To see this notice that, since there are at most 2k terms in the sum, we may bound the third term in brackets using (e) and T q = 2T e −βT ≤ 2 We conclude that the probability that x has fewer than T available neighbors in G 2 is at most P(B(n/2, p) < T ) = o(1/n), so that the repair phase w.h.p. finishes successfully. Second, to say that the filling in step w.h.p. finishes successfully, it's enough to show that Q implies the existence of an assignment of M i 's satisfying (2.3). This is a standard type of application of Hall's Theorem, briefly as follows. For i ∈ [k − 1], write W * i for the set of vertices assigned to M i through the end of the repair phase, and set
3) is equivalent to a perfect matching in the bipartite graph Γ on the vertex set {v ij :
the common size of the two sides of the bipartition is r ∈ (n/2, n) (see (2.6) for the lower bound); for degrees in Γ we have d(v ij ) = |R \ (W * ∪ B i )| > n/2 > r/2 (again see (2.6)) and, using (d), d(x) = r − {r i : x ∈ B i } > r − εkm > r/2; and it follows easily from Hall's Theorem that a bipartite graph with r vertices in each part of the bipartition and all degrees at least r/2 admits a perfect matching.
We are left with the more interesting part of S, the assertion that (2.2) holds w.h.p. given Q. Say A is a violator of type (i, j, a) if A ⊆ M i , |A| = a, and |N j (A)| < a, where N j (A) = N (A) ∩ M j (and N (A) = ∪ x∈A N (x)). By Hall's Theorem it is enough to show the following (given Q).
Claim 2.4. W.h.p. there is no violator of type (i, j, a) for any a ∈ {1, . . . , ⌈m/2⌉}, i ∈ {0, . . . , k−1} and j ∈ L(i) (since if A is a violator of type (i, j, a) for some a > ⌈m/2⌉, then M j \ N j (A) contains a violator of type (j, i, ⌈m/2⌉)).
Proof. Fix i, j as in the claim and set ϑ = (ce) −2 . We consider the cases a ≤ ϑm and a > ϑm separately, beginning with the former.
Let E 1 be the set of edges of G 1 that meet W , and recall E 2 is the set of edges of G 2 that are actually used in the repair phase. If A is a violator of type (i, j, a), then there is some a-subset B of M j containing N j (A). (We could, of course, require |B| < a.) The algorithm arranges that each vertex of M i is joined by E 1 ∪ E 2 to at least T vertices of M j (we actually make no use of
Thus the probability of a violator of type (i, j, a) is at most
where On the other hand, we will show (provided the conditioning event is not vacuous)
Given this we just need a little arithmetic: the combination of (2.8) and (2.9) yields It remains to prove (2.9). Here it is helpful to think of our procedure as choosing (i) ζ(0, x) for x ∈ R, thus specifying Z;
Y , thus specifying the B i 's (and then continuing). It is then evident that the only information from E(G 1 ) with any bearing on our choices of the sets W l and M l \W l is that in (i) and (iii); in particular, we have the following.
) and indicators 1 {xy∈E 1 } for (x, y) ∈ W i × W j are conditionally (mutually) independent given W i , W j and the values of ζ(i, x) and ζ(j, x) for x ∈ Y .
Suppose now that we're given W i , W j , M i , M j with A ⊆ M i and B ⊆ M j . For a set X we use B(X, p) for the distribution on the power set of X that assigns U ⊆ X probability p |U | (1 − p) |X\U | .
We assume first that we are not in one of the slightly special cases with {i, j} = {0, 1}. According to Observation 2.5, the sets E 1 ∩ ∇(x, W i ) and E 1 ∩ ∇(x, W j ) (x ∈ Y ) and the indicators 1 {xy∈E 1 } (x ∈ W i , y ∈ W j ) are mutually independent. Each of the indicators is Bernoulli with mean p; each E 1 ∩ ∇(x, W i ) is distributed as F := B(∇(x, W i ), p) conditioned on {|F| ≥ T }, an event of probability at least P(Bin(γm, p) ≥ T ) > 1 − q (see Proposition 2.2(b) and (2.4)); and similarly for the E 1 ∩ ∇(x, W j )'s. Thus we can bound the probability of any event determined by E 1 ∩ ∇(A, B), by computing its probability assuming all edges occur independently with probability p, and then multiplying by (1 − q) −|A\W i |+|B\W j | ≤ (1 − q) −2a . This gives (2.9):
When {i, j} = {0, 1}, Q a (A, B) is determined by the sets E 1 ∩ ∇(x, W 0 ), for x ∈ A if i = 1 and x ∈ B if i = 0. Recalling that the choice of M 1 depends only on ζ(0, x) for x ∈ R, these sets are independent, each distributed as F := B(∇(x, W 0 ), p) conditioned on {|F| ≥ T }, an event of probability at least P(B(m, p) ≥ T ) > 1 − q, and (2.9) follows as before. (In this case (1 − q) −2a could be replaced by (1 − q) −a .) For the simpler analysis when a > ϑm (and a ≤ ⌈m/2⌉), we just use G 3 . Here a violator A of type (i, j, a) satisfies ∇(A, B) = ∅ for some B ⊆ M j of size ⌈m/2⌉; so the probability of such a violator is less than (of course here G 3 is actually independent of the conditioning), and (recalling k < D log n) ϑmp/2 ≥ ϑC/(2D) > 2 log 4.
