Recently, in [4, 5, 13] , functional Itō calculus has been introduced and developed in finite dimension for functionals of continuous semimartingales. With different techniques, we develop a functional Itō calculus for functionals of Hilbert spacevalued diffusions. In this context, we first prove a path-dependent Itō's formula, then we show applications to classical solutions of path-dependent Kolmogorov equations in Hilbert spaces and derive a Clark-Ocone type formula. Finally, we explicitly verify that all the theory developed can be applied to a class of diffusions driven by SDEs with a path-dependent drift (suitably regular) and constant diffusion coefficient.
Introduction
The present paper extends to infinite dimensional spaces the so called functional Itō calculus, so far developed in finite-dimensional spaces, and some of its applications.
In [13] the first ideas for a functional Itō calculus were presented for one-dimensional continuous semimartingales, by introducing suitable notions of time/space derivatives which reveal to be adequate for dealing with non-anticipative functionals. In that paper, a functional Itō's formula is provided and then employed to represent solutions of a backward Kolmogorov equation with path-dependent terminal value. This allows to obtain an explicit representation of the stochastic integrand in the martingale representation theorem, when the martingale is closed by a functional of the process solving the SDE associated to the Kolmogorov equation. In [3, 4, 5] these ideas are furtherly developed and generalized. In [3] the functional Itō's formula is proved for a large class of finitedimensional càdlàg processes, including semimartingales and Dirichlet processes, and for functionals which can depend on the quadratic variation. In [5] the notion of vertical derivative is extended to square integrable continuous martingales and it is proved that it coincides with the stochastic integrand in the martingale representation theorem.
Functional Itō calculus in finite dimension can be also viewed as an application to the spaces of continuous/càdlàg functions of stochastic calculus in Banach spaces ( [9, 10, 11, 12, 16] ). In [12] the notion of χ-quadratic variation is introduced for Banach space-valued processes (not necessarily semimartingales) and the related Itō's formula is discussed. This general framework finds application to "window" processes in
, whose values, at each time t ∈ [0, T], is essentially the path up to time t of an R n -valued continuous process. When applied to window processes, such Itō's formula allows to derive a Clark-Ocone type representation formula by recurring to solutions of a path-dependent Kolmogorov equation. In [16] finite dimensional Itō processes X with constant diffusion coefficient and path-dependent drift are considered. By embedding the dynamics of X into a Banach space of functions [−T, 0] → R n , it is proved that the Feynman-Kac formula provides a solution to the path-dependent backward Kolmogorov equation associated to X , with a non-path-dependent terminal value.
Another approach to path-dependent functionals and path dependent stochastic systems is represented by the embedding in infinite dimensional Hilbert spaces. Indeed, when the dependence on the history is sufficiently regular -precisely regular with respect to a L 2 norm -a representation in the Hilbert space of the form R × L 2 is possible. This approach goes back to [2] and was further developed in other papers ( [14, 15, 19] ). With this approach, the very well-developed theory of stochastic calculus in Hilbert space ( [8] ) can be applied. On the other hand, it leaves out some important classes of problems, in particular all those where the dependence on the history involves pointwise evaluations at past times.
Up to our knowledge, so far the functional Itō calculus has been developed only in finite dimensional spaces. We generalize it to infinite dimension as follows. Consider two real separable Hilbert spaces U, H and a U-valued cylindrical Wiener process W. ). Finally, we accomplish a complete study of the regularity of the solution X t,x to SDE (1.1) with respect to t, x, when Φ is constant and b contains a convolution of the path of X with a Radon measure. In particular, the case of pointwise delay in the coefficient b will be covered. For the latter class of dynamics, by a pathwise analysis, we show in detail that the assumptions required by the general results previously obtained (Itō's formula, representation of solution to the path-dependent Kolmogorov equation, Clark-Ocone type formula) are satisfied, hence the theory can be applied.
Our methods deviate from the ones used in the aforementioned liteature. In [3, 4, 5, 13] non-anticipative functionals are considered on the metric space Λ of couples "(time t,càdlàg path on [0, t])". Due to the lack of a linear structure for Λ, this choice leads to introduce non-standard notions of derivatives (vertical/horizontal) and to deal with ad-hoc continuity assumptions. On the contrary, we do not use the space Λ and, in a more standard perspective, we look at the set of continuous non-anticipative functionals as a subvector space of the space of continuous functions on [0, T] × W. Our choice is equivalent to take the restriction of Λ to couples with continuous path in the second component as working space, but shows the advantage to allow to deal with classical Gâteaux derivatives in space. The choice of Gâteaux derivatives in space reveals to be particularly adequate when proving regularity of solutions to path-dependent SDEs with respect to the intial value by using contraction methods in Banach spaces, as in Section 5: if one wishes to apply the theoretical results in practice, this is a key step in order to show that the assumptions of the theory are satisfied. Nevertheless, also in our setting, the introduction of an ad-hoc time derivative for non-anticipative functionals cannot be avoided. It is remarkable that it is convenient for us to use a left-sided time derivative, instead of the right-sided derivative introduced in [13] and then adopted also in [3, 4, 5] . Our choice turns out to be very natural when studying the link between the path-dependent SDE and the associated Kolmogorov equation. Moreover, unlike [9, 10, 11, 12, 16] , we do not rephrase our path-dependent problem in a Banach space. This allows to avoid to work with stochastic calculus in Banach spaces.
The paper is organized as follows. In Section 2, after introducing some notation, we define the locally convex space with respect to which the regularity of non-anticipative functionals will be considered. In Section 3 we prove the path-dependent Itō's formula (Theorem 3.8). In Section 4 we show that the Feynman-Kac formula for the strong solution of a path-dependent SDE in Hilbert spaces, if it is enough regular, provides a solution to the associated Kolmogorov equation (Theorem 4.2). We then use this fact to derive a Clark-Ocone type formula (Corollary 4.3). Finally, in Section 5, we explicitly show that the previously developed theory can be applied to a class of SDEs with path-dependent drift and constant diffusion coefficient (Theorem 5.9). 
Preliminaries

Notation
denotes the space of E-valued F-adapted continuous processes. Notice that this implies the measurability of the continuous process
, hence the measurability of Let F be another Banach space. G n (E, F) denotes the space of continuous functions f : E → F which are Gâteaux differentiable up to order n and such that, for j = 1, . . ., n,
whose members are non-anticipative functions, that is
1 E is not assumed to be separable.
By CN A([0, T]× C([0, T], E), F) we denote the subspace of C([0, T]× C([0, T], E), F) whose members are non-anticipative functions, that is
(H, | · | H ) and (U, | · | U ) denote two real separable Hilbert spaces, with scalar product denoted by 〈·, ·〉 H and 〈·, ·〉 U , respectively. Let e := {e n } n∈N be an orthonormal basis of H,
Similarly, e ′ := {e 
The space B
In this section we introduce a topology with respect to which we will often consider the regularity of the differentials of path-dependent functions in the remaining of the manuscript.
Let E denote a Banach space. We begin by introducing on
Since we are considering only bounded Borel functions x with separable range, the integral [ 
where 
We denote by B 
By multiplying y
n | ∞ if necessary, without loss of generality we can assume
By taking first the lim sup k→∞ , recalling the pointwise convergence y 
V σ s (E)-sequentially continuous derivatives
We introduce the following subspace of B 1 (E):
A member of V(E) is the sum of a continuous function and a right-continuous step function (with finite number of jumps). We denote by V σ s (E) the space V(E) endowed with the locally convex topology induced by B 1 σ s (E) and by V ∞ (E) the space V(E) endowed with the topology induced by the supremum norm | · | ∞ .
A path-dependent Itō's formula
In this section we prove an Itō's formula for processes of the form {u(t, X )} t∈ [0,T] , where X is a diffusion with values in H and u is a non-anticipative function with regular timespace derivatives, in a sense specified below by Assumption 3.3.
For a non-anticipative function u, we introduce the following left-sided time derivative. 
We will prove the path-dependent Itō's formula under the following assumption.
Assumption 3.3. The function u belongs to CN A([0, T] × W, R) and has the following properties. (i) For all t
for all x ∈ W and all v ∈ H.
We give some simple examples for which Assumption 3.3 is verified.
H h(s, x(s)).(v(s), w(s))γ(t − s)ds
and one can easiliy see that Assumption 3.3 is verified by u.
Example 3.6. Let u be a function verifying Assumption 3.3 and let
Wû are given by the chain rule. Assumption 3.3 are verified.
is bilinear and continuous. Let Q ∈ L(U, H) be the unique linear and continuous operator such that
is well-defined, finite, and does not depend on the chosen orthonormal basis {e ′ m } m∈M . This observation leads to introduce the following well-defined notion.
(W) be the process defined by
The first main result of the paper is the following path-dependent Itō's formula.
let Xˆt ,Ŷ be the process defined by (3.9) . Then The proof of Theorem 3.8 is obtained through several partial results. We begin by preparing a setting useful to approximate path-dependent functionals by non-pathdependent ones, for which we can use the standard (non-path-dependent) stochastic analysis on Hilbert spaces, as presented e.g. in [8] .
For n ≥ 1, we consider the product Hilbert space H n endowed with the scalar product
Let π := {0 = t 1 < t 2 < . . . < t n = T} be a partition of the interval [0, T] and let
Define the operator
as the linear interpolation on the partition π, i.e.
The operator ℓ π is linear and continuous, with operator norm 1. If x ∈ W and if w x denotes a modulus of continuity for x, then
Let X be given by (3.9). We introduce the following H-valued processes, obtained by stopping X at certain fixed times. For i = 1, . . ., n − 1 and
be the continuous process defined by
and let X (π,n) t
is given by and Φ (π) are the following
(3.14)
We can verify that
We notice that, by (3.12) and (3.13), as in (3.14) can be understood when we consider the composition ℓ π (b
On the contrary, if we consider
s (ω)) is 0 on [0, s) and b s on (s, T], but it is not guaranteed that the limit in s exists. In our approximation framework, we deal with sequential continuity with respect to the topology σ s in V(H), wich implies pointwise convergence, as clarified by Proposition 2.1(i). Because of that, the choice of b (π) as in (3.14) will be relevant. The same comment holds for Φ (π) .
We will need the following measurability lemma. 
be a sequentially continuous function. Then the process
is F-adapted and left-continuous.
where w x is a modulus of continuity for x, hence, for all ω ∈ Ω, 
By sequential continuity off , we conclude
This shows that Ψ t is an E-valued F t -measurable random variable, hence Ψ is F-adapted. Let {t n } n∈N ⊂ [0, T] be a sequence converging to t in (0, T] from the left. Then the sequence {V t n ∧· (ω)} n∈N converges to V t∧· (ω) in W, for all ω ∈ Ω. Moreover, by Proposition 2.1(i) and continuity of Y , Z,
Then, by sequential continuity off , we conclude Ψ t n (ω) → Ψ t (ω). This proves the left continuity of Ψ.
The following proposition provides a version of Itō's formula for Gâteaux differentiable functions that will be used later. 
and are jointly continuous with respect to t, x, v, w. Suppose that
                     sup (t,x)∈[0,T]×H |∂ t f (t, x)| 1 + |x| H < ∞ sup (t,x)∈[0,T]×H v∈H, |v| H ≤1 |∂ v f (t, x)| < ∞ sup (t,x)∈[0,T]×H v,w∈H, |v| H ∨|w| H ≤1 |∂ 2 vw f (t, x)| < ∞. (3.18) Then (i) {∂ t f (t,X t )} t∈[0,T] ∈ L 1 P T (C([0, T], R)); (ii) {∂ H f (t,X t ).b t } t∈[0,T] ∈ L 1 P T (R); (iii) {∂ H f (t,X t ).Φ t } t∈[0,T] ∈ L 2 P T (U * ); (iv) {Tr[Φ * t ∂ 2 H (t,X t )Φ t ]} t∈[0,T] ∈ L 1 P T (R); and, for t ∈ [t 0 , T], f (t,X t ) = f (t 0 , Y t 0 ) + t t 0 ∂ t f (s,X s ) + ∂ H f (s,X s ).b s + 1 2 Tr[Φ * s ∂ 2 H (s,X s )Φ s ] ds + t t 0 ∂ H f (s,X s ).Φ s dW s P-a.e.. (3.19)
Proof. (i), (ii), (iii)
, and (iv) are easily obtained by the assumptions on continuity and boundedness of the differentials of f . We show how to obtain (3.19) . Let {H n } n∈N be an increasing sequence of finite dimensional subspaces of H such that n∈N H n is dense in H. Let P n : H → H n be the orthogonal projection of H onto H n . Define f n (t,
Due to the continuity assumptions on (3.18) holds also for f n , with bounds uniform in n. Then, by [18, p. 69, Theorem 2.10]), formula (3.19) holds for all f n . To conclude the proof it is enough to prove the following limits 
x).(ϕu).
Since we also have
. This provides (3.24). The other pointwise convergences can be proved with similar arguments.
Under the following assumption, we prove in Proposition 3.14 a less general version of Theorem 3.8, in which the functional u is of the form u(t, x) = f (x t∧· ). |∂ f (x).v| < ∞ (3.25)
By Remark 2.4, due to the sequential continuity of the differentials, (3.25) and (3.26) are equivalent to
(3.28) Proposition 3.14. Suppose that f satisfies Assumption 3.13.
(3.29)
Proof. By Lemma 3.11, the process
is left-continuous and adapted, hence predictable. Similarly, the process
is left-continuous and adapted, hence predictable, for all u ∈ U. If (ω, t) ∈ Ω T and {u n } n∈N is a sequence converging to 0 in U, then
is a uniformly bounded sequence in V(H), converging pointwise to 0. Then, by Proposition 2.1(i), the sequence (3.31) converges to 0 in
This shows that, for all (ω, t)
. Then, by separability of U and by Pettis's measurability theorem, we have that
is a U * -valued predictable process. We now show the integrability properties in (i) and (ii). By (3.27), we have
which concludes the proof of (i). Similarly, by (3.28),
This concludes the proof of (ii).
To show (iii), we first prove that the sum defining
. By Lemma 3.11, for every m ∈ M , the process
is adapted and left-continuous, hence predictable. Then
predictable. It is also integrable, by (3.32).
We finally address formula (3.29). We will derive it from the standard Itō's formula in Hilbert spaces, by using the approximation framework introduced at pp. 11-12. Since, by Assumption 3.13, f ∈ G 2 (W, R), by linearity of ℓ π we have that
f π is strongly continuously Gâteaux differentiable up to order 2 on H n , with
Then we can apply the standard Itō's formula, in the version provided by Proposition 3.12, to the predictable pathwise continuous process
s dW s P-a.e..
(3.36)
Through several steps, we are going to prove that the terms appearing in (3.36) converge to the corresponding terms in (3.29), as δ(π) → 0.
Let {π n } n∈N be a sequence of partition of [0, T] such that lim n→∞ δ(π n ) = 0.
Step 1. By (3.15) and by continuity of f , we immediately have that, for t ∈ [0, T],
Step 2. We show that
(3.37)
We notice that, by the very definition of b
in (3.14) and of ℓ π (see also Remark 3.10), we have, for all ω ∈ Ω and s ∈ [0, T],
and sup n∈N |ℓ π n (b
By (3.27) and (3.34),
(3.39) By (3.15), (3.38), (3.39), sequential continuity of ∂ f , and Lebesgue's dominated convergence theorem, we obtain
which provides (3.37).
Step 3. We show that
Let {u n } n∈N be a sequence weakly convergent to u in the unit ball of U. Since Φ s (ω) is compact, Φ s (ω)u n → Φ s (ω)u strongly in H for all (ω, s) ∈ Ω T . We also have, for n ∈ N,
Then, by Proposition 2.1(i),
By (3.15), (3.34), (3.41), we obtain
By (3.41) and sequential continuity of ∂ f , we have
Since the weakly convergent sequence {u n } n∈N is arbitrary, the two limits above let us to conclude
Moreover, by (3.27) and (3.34), for u ∈ U, |u| U = 1,
(3.43) By (3.42), (3.43), and by Lebesgue's dominated convergence theorem, we obtain
This provides (3.40).
Step 4. We show that
and
we can apply Lebesgue's dominated convergence theorem and obtain
where the pointwise convergence of the latter integrand comes from the sequential continuity of ∂ 2 f , from (3.15), and from
(that comes from (3.41) with u n = u = e ′ m for all n).
Step 5. We can now conclude the proof of the theorem, because (3.29) is obtained by passing to the limit n → ∞ in (3.36) (with π replaced by π n ), and by considering the partial results of Step 1, Step 2, Step 3, Step 4.
We can now prove Theorem 3.8. 
(ii)+ (iii)+ (iv)
For n ≥ 1, let t n k := kT/n, for k = 0, . . ., n. By applying Lemma 3.11 to
. ., n, we obtain the predictability of the process
By Assumption 3.3(iii), for all t ∈ (0, T] and all ω ∈ Ω, 
is predictable, hence
is predictable too. Finally, the integrability properties claimed in (ii),(iii),(iv) are proved exactly as for Proposition 3.14(i),(ii),(iii) by using Assumption 3.3(ii).
We now prove formula (3.10). Considering Remark 2.7, without loss of generality we can assume t = T. Let n ≥ 1 and
For k = 1, . . ., n, due to our assumptions on u, we can apply Proposition 3.14 to u(t n k , ·), then (3.29) gives 
The two limits above permit to obtain the following limit in L
1
(Ω, R): 
For fixed s ∈ (0, T), let {k n } n∈N be the sequence such that s ∈ (t
Since this holds for all s ∈ (0, T) and since , x) , is continuous for a.e. s ∈ (0, T) because of Assumption 3.3(i), we have This concludes the proof, because, by passing to the limit n → ∞ in (3.45) and considering (3.46) and (3.50), we obtain (3.10) with t = T.
Application to path-dependent PDEs
In this section we use the path-dependent Itō's formula to relate the solution of an Hvalued path-dependent SDE with a path-dependent Kolmogorov equation, similarly as in the classical non-path-dependent case (see e.g. [7, Ch. 7] ). As a corollary, we will derive a Clark-Ocone type formula.
The following assumption on b, Φ will be standing for the remaining of the present section. Moreover, the map
Assumption 4.1. b ∈ CN A([0, T]×W, H), Φ ∈ CN A([0, T]×W, L 2 (U, H)), and there exists
is Lipschitz continuous with respect to Y , uniformly for t ∈ [0, T], and jointly continuous in (t, Y ). Uniqueness of solution yields the flow property
Let f : W → R be a Lipschitz function. Hereafter in this section, we denote by ϕ the function
Due to the continuity properties of the map (4.2), ϕ(t, x) is Lipschitz continuous with respect to x, uniformly for t ∈ [0, T], and jointly continuous in (t, x). It is clear that
is independent of F t , we can write, by (4.3) and [1, Lemma 3.9, p. 55],
In what follows, we will show that, in case ϕ(t, x) is sufficiently regular with respect to the variable x, then Proposition 3.14 can be used to conclude that D − t ϕ exists everywhere and that ϕ solves a path-dependent backward Kolmogorov equation associated to SDE (4.1). We argue similarly as in [7, Ch. 7] , where, differently than in our case, the setting is non-path-dependent. The two main tools of the argument are (4.5) and formula (3.29) .
In order to use formula (3.29), we need to make some assumptions regarding existence and regularity of the spatial derivatives of ϕ. In this section, we make such assumptions without any further investigation under which conditions they can be obtained. We only guess that, at least in the Markovian case, i.e. when b and Φ are not path-dependent, and the only path-dependence is due to f , the regularity assumptions on ϕ(t, ·) should come from continuity assumption on ∂ f and ∂ 2 f with respect to σ s , and from regularity assumptions on the coeffiecients b and Φ, thanks to the results in [7, Ch. 7] . In the following section, we will prove that the regularity assumptions on the spatial derivatives of ϕ are satisfied for a particular class of dynamics X . v. For a function v such that, for all t ∈ (0, T), v(t, ·) satisfies Assumption 3.13, we define L v by
Theorem 4.2. Let ϕ be defined by (4.4). If ϕ satisfies Assumption 3.3(ii), then ϕ satisfies also Assumption 3.3(i) and
By assumption on the spatial derivatives of ϕ(t, ·), we can apply Proposition 3.14 to ϕ(t, X t ′ ,x t∧· ), and obtain
t∧· ). Then, by (4.5) and (4.7), we have
By continuity of (4.2), lim
By non-anticipativity and continuity of b and Φ, we then obtain, on Ω,
Then, by Proposition 2.1(i), for any sequence {(t 
Thanks to (4.10) and (4.11), we can finally write
This proves that D − t ϕ(t, x) exists and that (4.6) holds true. We now show that for all compact sets K ⊂ W. By (4.6), it is sufficient to show that
is continuous, for all t ∈ (0, T), and that
But this is straightforward from the sublinear growth and continuity assumptions in x of b, Φ and from the boundedness and continuity assumption on ) and recalling (4.6), we obtain (4.12).
Corollary 4.3. If ϕ satisfies Assumption 3.3(ii),(iii), then, for all t ∈ [t, T], we have the following representation:
ϕ(t, Xˆt ,Ŷ ) = ϕ(t,Ŷ ) + t t ∂ W ϕ(s, Xˆt ,Ŷ ).(1 [s,T] Φ s )dW s P-a.e..
The case b(t, x)=b(t, [0,T]x (t−s)µ(ds)) and additive noise
In this section, in a case of interest, we show that Theorem 4.2 and Corollary 4.3 can be applied.
The following assumption will be standing for the remaining of this section.
Assumption 5.1. Let again W denote a U-valued cylindrical Wiener process and let B ∈ L 2 (U, H). Consider the following SDE: 
is continuous and there exists N
Then, if {y n } n∈N ⊂ W and y n → y in B These considerations entails the well-posedness, for any fixed ω ∈ Ω, of the map
defined by
where W B is a short notation for a fixed representant of · 0 BdW s . In the following propositions, we prove existence and uniqueness of a fixed point for ψ(t, x, ·) and study how the fixed point depends on t, x. We use standard arguments based on contractions in Banach spaces. What is important is that the SDE is here considered pathwise, in order to have better insight about the regularity of the paths X t,x (ω) with respect to x. Remark 5.4. In the notation ψ, the dependence on ω is not explicit. Nevertheless, we stress the very important fact that all the bounds for the Lipschitz constants and the differentials, which appear in the following propositions, are independent of ω. More precisely, the terms λ, α appearing in Proposition 5.5(i), the bounds for (5.9) and (5.10), the bounds for
in Proposition 5.6, can be -and we assume that they are -chosen independently of ω.
For λ > 0, we introduce on B 
is strongly continuously Gâteaux differentiable up to order 2, i.e.
Moreover, 
is strongly continuously Gâteaux differentiable up to order 2, with bounded differentials (bound uniform in t). By standard computations, due to Assumption 5.1(iii), we have (H). In particular, the limit (5.16) holds when t n = t, for all n ∈ N, and the convergences y n → y and v n → v take place in B 
∞ (H)) and that (5.9) holds true. Regarding the second order derivative, by using similar arguments as above, we obtain
and the continuity of
y).(v, w).
Then, since In the following proposition we see how the regularity properties of ψ are inherited by the associated fixed-point map.
Proposition 5.6.
).
(ii) The map 
is strongly continuous.
(H), we have
(ii) For every t ∈ [0, T], we have
The conclusion follows by [20, 
By (ii), to prove the continuity of Λ W , it is sufficient to show the continuity of Λ It remains only to comment the strong continuity of (5.18) (which is indeed contained in the proof of [7, Theorems 7.1.2 and 7.1.3]). This comes from the fact that, for all t ∈ [0, T], by (ii) and Proposition 5.5(iii), the map
is strongly continuous and
(H) (5.19) and by Lebesgue's dominated convergence theorem (for sums), we see the strong continuity of
The following proposition provides the good continuity of the differentials of Λ with respect to x, that we will later need in order to apply Theorem 4.2 and Corollary 4.3 when the process X has the dynamics (5.6).
Proposition 5.7. Let t
, which is separable. Then we can find subsequences {x n k } k∈N and {v n k } k∈N such that
(H), where Ψ t was defined in the proof of Proposition 5.5 by (5.14). By (5.15), for y 
