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Abstract
Over time-scales short enough that wind is relatively steady (.10 minutes),
wind-power variability is due to atmospheric turbulence. Power fluctuations at
time scales such as these are important for maintaining frequency regulation
on the power grid. This thesis presents a holistic, physics-based approach to
modeling the spatio-temporal structures of the atmospheric boundary layer, and
the ways in which these structures impart themselves in wind-power variability.
The following primary findings are presented.
Field and laboratory experiments were performed to unravel the structure of
the power output fluctuations of horizontal-axis wind turbines based on incom-
ing flow turbulence. The study considers the power data of three wind turbines
of rotor sizes 0.12 m, 3.2 m and 96 m, with rated power spanning 6 decades from
the order of 100 to 106 W. The 0.12 m wind turbine was tested in a wind tunnel
while the 3.2 and 96 m wind turbines were operated in open fields under approx-
imately neutrally-stratified thermal conditions. Incoming flow turbulence was
characterized by hotwire and sonic anemometers for the wind tunnel and field
setups. While previous works have observed a filtering behavior in wind turbine
power output, this exact behavior has not, to date, been properly characterized.
Based on the spectral structure of the incoming flow turbulence at hub height,
and the mechanical and structural properties of the turbines, a physical basis
for the behavior of temporal power fluctuations and their spectral structure is
found with potential applications in turbine control and numerical simulations.
Consistent results are observed across the geometrical scales of the wind tur-
bines investigated, suggesting no Reynolds number dependence in the tested
range.
The structure of the turbulence-driven power fluctuations in a wind farm is
fundamentally described from basic concepts. A derived tuning-free model, sup-
ported with experiments, reveals the underlying spectral content of the power
fluctuations of a wind farm. It contains two power-law trends and oscillations in
the relatively low- and high-frequency ranges. The former is mostly due to the
turbulent interaction between the flow and the turbine properties; whereas the
latter is due to the advection between turbine pairs. The spectral wind-farm
scale power fluctuations ΦP exhibits a power-law decay proportional to f
−5/3−2
in the region corresponding to the turbulence inertial subrange and at relatively
large scales, ΦP ∼ f−2. Due to the advection and turbulent diffusion of large-
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scale structures, a spectral oscillation exists with the product of a sinusoidal
behavior and an exponential decay in the frequency domain.
Simultaneous power measurements from a model wind farm are presented
to investigate the spectral correlation of their power output. Application of
a random-sweeping hypothesis to the turbulent flow in a wind farm uncovers
distinctive correlations, characterized by advection and turbulent diffusion of
coherent motions. This correlation is most evident in the cross-spectra of power
output between turbine pairs, which contributes to peaks and troughs in the
power spectra of the combined signals. These peaks and troughs occur at fre-
quencies corresponding to the advection time between turbines, and diminish
in magnitude at high frequencies due to turbulent decoherence. Experimental
results support the results from the random-sweeping hypothesis in predicting
characteristic advection and decoherence frequencies. The presence of turbine
wakes leads to coherence magnitudes smaller than expected. This difference
appears to be a function of the flow approaching the first turbine in a pair. The
impact of lateral displacement is unclear from the data.
Wind-farm large-eddy simulations are used to uncover the dependence of
temporal correlations in the power output of turbine pairs on atmospheric sta-
bility. For this purpose, a range of five distinct stability regimes are investi-
gated with the same aligned wind-farm layout used among simulations. The
coherence spectrum between turbine pairs in each simulation is compared to
theoretical predictions. We found that higher levels of atmospheric instability
lead to higher coherence between turbines. This is attributed to higher domi-
nance of atmospheric motions over wakes in highly unstable flows. An empirical
model for wake-added turbulence is shown to adequately predict the variation
of coherence with ambient turbulence intensity.
The modulation of boundary-layer turbulence across scales by passage through
the rotor of a model wind turbine is assessed experimentally using synchronous
upwind and downwind hotwire anemometers. Consistent with literature, results
show that the rotor simultaneously eliminates large-scale motions, and intro-
duces comparatively small-scale flow structures. The synchronous data allows
for the distinct quantification of added and dampened turbulence by consider-
ing the temporal correlation between upwind and downwind time series. The
destroyed turbulence is of a larger characteristic length scale than the created
turbulence, but both scales increase with downwind distance. The intensity of
the destroyed turbulence does not change substantially with downwind distance,
suggesting that the turbine has a much stronger effect on turbulence destruction
than simple natural evolution. The cross spectra between upwind and downwind
velocity measurements suggest a dispersion relation for different time scales. In
the near wake, lower-frequency components appear to be advected at velocity
lower than the local wake velocity, and this advection velocity asymptotically
approaches the local velocity at high frequency. This trend diminishes in mag-
nitude with downwind distance.
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In recent years, wind power has become an effective and mainstream source of
electricity in the United States, bringing along with it a number of benefits,
ranging from preventing the emission of greenhouse gases, providing low-cost
energy, and increasing development in rural areas. As electricity demand con-
tinues to grow, wind will play an important role in the domestic energy market.
According to the Department of Energy’s 2016 Wind Technologies Market
Report, 2016 saw an addition of 8203 MW of new nameplate capacity in the
United States, amounting to an 11% increase in cumulative capacity. This places
wind behind solar and natural gas power in terms of new capacity, with 27%
of all new additions. This strong growth is primarily as a result of low cost
due to improvements in technology and the extension of the federal Production
Tax Credit (PTC). After an increase in prices for power purchase agreements
(PPA) in the years leading up to 2009, seen in Figure 1.1 average prices have
reduced to $20/MWh, significantly undercutting natural gas. The technological
improvements that have driven this reduction in cost primarily do so by increas-
ing the capacity of a turbine, i.e. taller towers, longer and lighter blades, and
more efficient generators. In 2016, the average capacity of new turbines was 2.1
MW, an 11% increase from the years 2011-2015. This is primarily attributed
to a 13% increase in the average rotor diameter in the same time, though the
impact of larger rotors was tampered by the trend toward installing turbines in
lower-resource sites.
As new projects transition to sites with less wind resource, there has similarly
been a trend toward including a larger number of turbines into a wind farm, with
the average new project in 2016 having a capacity of 132 MW. When large wind
farms are built, it is clear that interactions between the array of turbines and the
atmospheric boundary layer (ABL) become important. This problem is often
exemplified by the famous picture of the Horns Rev wind farm in Denmark,
shown in Figure 1.2, where the low pressure region in the turbine wakes has
precipitated fog formation. This image showcases the importance of wakes in
wind farm operation. The wake region behind a turbine is characterized by
lower wind speeds and higher turbulence intensity. For a turbine in another’s
wake, this has the general effect of reducing power output and effective lifetimes,




























































been observed to reduce the power output of a turbine in the inner rows of a
wind farm as compared to the first row up to the order of 50% [8]. However,
the turbulent nature of the ABL tends to spread these wakes and lessen their
impact by entraining more high-momentum fluid from above the wind farm into
the level of the turbine rotors. Because of this, in later rows of turbines in a
very large wind farm, the power production typically levels off to an asymptotic
value. It has been shown experimentally that this asymptotic value is related to
the turbulent downward flux of kinetic energy [15] from the energetic freestream
atmosphere above the wind farm.
As it is the ABL that replenishes the extracted energy in a wind farm, it is
clear that the power output of turbines in an array is inextricably linked to the
large-scale characteristics of the ABL. The turbulent nature of the atmosphere
then leads to the characteristic variability in wind power. Although wind-power
variability occurs over a wide range of time scales, this linkage between tur-
bulence and power fluctuations has important implications for grid operations,
leading to power fluctuations on the order of 20%, even in conditions when the
atmospheric flow is steady over long time periods. These fluctuations due to
turbulence can occur over time scales ranging from seconds to tens of minutes,
and are affected not only by the current state of the atmosphere, but by the
mechanical characteristics of the turbines in a wind farm, the layout of the
turbines, and their operational condition.
The goal of this dissertation is to form a greater understanding of the inter-
action between wind farms and the ABL, in particular focusing on the impact
of the characteristics of turbulence, and the operational status of wind turbines.
The motivation for this work is detailed in the following sections of this chapter.
1.1 Interactions Between Wind Farms and The
Atmospheric Boundary Layer
The guiding goal of developing an in-depth understanding of wind farm/ABL
interactions is to improve wind-farm performance. Although there is a variety
of methods being applied to improve wind-farm performance, within the com-
munity investigating atmospheric phenomena in wind farms, this means the
achieving the highest, least turbulent winds. Reductions in wind speeds can
lead to substantially reduced power output, since the power of a turbine is pro-
portional to the cube of the wind speed. Wind-speed reductions are typically
due either to geographical features, or more commonly, the wakes of upwind
turbines. These same aspects, geography and turbine wakes, can both also lead
to higher levels of turbulence within wind farms, and therefore higher costs
associated with dynamic loading on blades, gearboxes, etc.
Experiments in wind-farm flows are necessary in order to both uncover im-
portant governing physics, and validate theoretical models. These theoretical
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models are an important contribution to the overall goal of improving wind-
farm performance. For instance, layout optimization of a wind farm benefits
from simple analytical models, such as the early work of S. Lissaman [101]
and Katic et al. [60], which include methods of superposing wakes from several
upwind turbines, in order to estimate the total velocity deficit approaching a
turbine deep within a wind farm. These simplified models are helpful, since
they can easily be evaluated thousands of times, and can be incorporated into,
for instance, a genetic algorithm to find optimal layouts. In contrast to analyti-
cal models, the most detailed modeling of wind-farm fluid dynamics commonly
used is large-eddy simulations (LES). LES solves a spatially filtered version of
the Navier-Stokes equations to fully simulate unsteady turbulent flows, and can
result in data with extremely high temporal and spatial resolution. However,
this comes at a much higher computational cost, with LES studies of wind farms
typically requiring access to high-performance computing systems.
1.2 The Spectral Relation Between Turbulence
and Power
One of the most important insights in quantifying the variability of wind power
is its relation to ABL turbulence. Among the earliest observations of the fluc-
tuating character of wind power was the work of Apt [3], who observed that the
power spectrum of power fluctuations from wind turbines and small wind farms
obeyed a power law of f−5/3, consistent with Kolmogorov scaling of isotropic
turbulence [66]. This parallel is commonly attributed to the idea of wind tur-
bines acting as a probe of the turbulence. At short time scales over which
the flow is steady, this can be justified by considering the wind-turbine power
equation:
P = 1/2ρCPAu
3 = 1/2ρCPA(U + u
′)3, (1.1)
where ρ is the density of air, CP is the power coefficient of the turbine, A is
the swept area of the rotor, u is the velocity approaching the turbine, U is the
average of u, and u′ = u− U . By assuming that u′  U , it is clear that
P ′ = 3/2ρCPAu
′, (1.2)
where P ′ is the fluctuation part of the power. Other arguments can be made to
show that arbitrary powers of u will also exhibit classical Kolmogorov scaling.
This idea does, however, break down at very short time scales, when the inertia
and response of the rotor determines the qualities of the power fluctuations.
This assumption of turbines as probes of the turbulence allows for other
classical approaches in turbulence theory to be applied to the aggregate power
of many turbines in a wind farm by considering the spatio-temporal correlations
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in a turbulent boundary layer. For instance, Bossuyt et al. [13] applied the
Random Sweeping Hypothesis (RSH) with empirical formulations for the two-
dimensional wavenumber spectrum of a turbulent boundary layer to propose a
method of predicting the properties of aggregate power fluctuations in a wind
farm, and observed a characteristic time scale of the fluctuations corresponding
to the time it takes for a turbulent motion to pass between turbines.
However, in the works of Bossuyt et al. [13] and Liu et al. [77], it is clear
that treating the turbines as active probes of the turbulence is an inadequate
assumption, since they introduce wakes to the flow, which are highly energetic,
small in scale, and break down from highly coherent trailing vortices. This
assumption of the turbines acting as passive probes essentially over-predicts
the magnitude of fluctuations, hinting toward a treatment for wakes as weakly
correlated.
1.3 Objectives
The overarching objective of this thesis is to provide a detailed accounting of
how ABL turbulence leads to wind-power fluctuations at short time scales (.
20 minutes) which are important for grid operation. The topics explored are
briefly detailed below.
• For a single turbine operating in the atmospheric boundary layer, to what
extent is the assumption of an ideal probe valid? What is the role of rotor
inertia in determining the response of the turbine to turbulent scales,
and what time scales does the turbine response introduce to the power
fluctuations?
• Can an integrated power fluctuation modeling framework be developed
which accounts for the modulation of the flow by upwind turbines? How
can existing engineering models be incorporated into this framework, and
what are the shortcomings of such an approach?
• How are turbines correlated with each other in a wind farm? How, specif-
ically, does the assumption of the turbines as passive probes impact the
validity of theoretical predictions made? What is the role of wakes, and
does this role diminish depending on the ambient turbulence?
• If the diminishing role of wakes does change with ambient turbulence,
does this occur to an extent that is appreciable over a diurnal cycle?
For typical atmospheric stability states, do the characteristics of turbine-
turbine power correlations change?
• How do turbine wakes change the correlations existing in a turbulent
boundary layer? How do wake-added motions evolve downwind, and how
are they correlated with upwind ABL motions?
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1.4 Outline
This thesis broadly presents a set of five journal articles which investigate the
questions mentioned, the last three of which are currently under review.
The first of these articles, Chapter 2, appears in the Journal of Turbulence
with the title Spectral behaviour of the turbulence-driven power fluctuations of
wind turbines[121]. This articles experimentally investigates the power fluctu-
ations of three wind turbines of different size, ranging from a rotor diameter
of 0.12 m to one of 90 m. The filtering behavior of the turbines at relatively
high frequencies is quantified, and shown to be well predicted by considering the
inputs and outputs of kinetic energy in the rotor of the turbine. A filtering time
scale is defined based on rotor inertia, and an engineering approach to modeling
power fluctuations from a single turbine is provided.
Chapter 3 consists of a journal article appearing in Physical Review E with
the title Towards uncovering the structure of power fluctuations in wind farms.
This article extends the previous work to present an integrated approach to
modeling aggregate power fluctuations from a wind farm, incorporating exist-
ing engineering models for the turbulence intensity, integral time scales, and
mean velocity in the wakes of turbines. The role of turbine-turbine covariance
is explored, and the RSH is investigated for its ability to predict this covari-
ance. Power time series are measured from a simulated wind farm in a wind
tunnel, and the characteristics of the power fluctuations are found to agree with
predictions made with the proposed integrated modeling approach.
Chapter 4 is a manuscript entitled Turbulence Coherence and its Impact on
Wind-Farm Power Fluctuations, and is under review in the Journal of Fluid
Mechanics. The goal of this paper is to take a deeper look into the idealized as-
sumptions of using the random sweeping hypothesis for turbine-turbine correla-
tions in a turbulent boundary layer. Specifically, the role of ambient turbulence
is experimentally investigated in the wind tunnel. It is found that the incoming
turbulence intensity strongly impacts the ability of the RSH to make valid pre-
dictions, and that turbine-turbine correlations are over-predicted, particularly
when the ambient turbulence intensity is low. Arguments are made to attribute
this over-prediction to turbine wakes modulating the turbulent motions in the
ABL.
A manuscript titled The Impact of Atmospheric Stability on Wind-Power
Coherence is presented in Chapter 5, which is currently under review in the
journal Physical Review Fluids. Inspired by the observation of over-predicted
turbine-turbine correlations in very low turbulence environments, the goal of this
manuscript is to investigate the amount by which turbine-turbine correlations
can change over a diurnal cycle, in which the characteristics of the atmospheric
boundary layer are impacted by the surface heating by solar irradiation. Large-
eddy simulations are performed of a wind farm operating in boundary layers
of varying atmospheric stability states, and it is found that the highly stable
6
nocturnal boundary layer does lead to lower turbine-turbine correlation values.
A simplified modeling approach for the over-prediction by the RSH of turbine-
turbine correlation is investigated based on the assumption that wake-added
motions lead to power fluctuations in downwind turbines which are uncorrelated
with the power output of the turbine from which they are shed, which adequately
captures the over-prediction behavior.
The final technical chapter, Chapter 6, is under review in the Journal of
Turbulence with the title Modulation of turbulence scales passing through the
rotor of a wind turbine. The purpose of this paper is to experimentally quantify
the characteristics of the turbulence that has passed through a wind-turbine
rotor. By synchronously measuring upwind and downwind velocity time series,
statistical methods are applied to attribute downwind turbulence motions either
to the wake or the atmospheric boundary layer. A distinction is made between
wake-added motions, which evolve from the vortex shed from the turbine’s hub,
and wake-destroyed motions, which are large-scale motions that approach the
turbine and lose coherence with their downwind counterparts. It is found that
wake-destroyed motions slowly decrease in integral time scale with downwind
distance, potentially from impinging of boundary-layer motions, while wake-
added motions become less energetic and larger in scale, and are consistent
with previous observation of wake meandering.
Finally, a number of unanswered questions and closing thoughts are include
in Chapter 7.
7
Figure 1.2: Wind-turbine wakes are visualized by fog formation in the Horns
Rev 1 wind farm. Photo by Christian Steiness.
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Chapter 2
Filtering of Small Scales by
Turbine Rotors
The contents of this chapter appear in the Journal of Turbulence [121], and are
reproduced with permission from the Taylor & Francis Group on the condition
of proper acknowledgment and the inclusion of a reference to the article on the
journal’s website.
2.1 Abstract
Field and laboratory experiments were performed to unravel the structure of the
power output fluctuations of horizontal-axis wind turbines based on incoming
flow turbulence. The study considers the power data of three wind turbines of
rotor sizes 0.12 m, 3.2 m and 96 m, with rated power spanning 6 decades from
the order of 100 to 106 W. The 0.12 m wind turbine was tested in a wind tunnel
while the 3.2 and 96 m wind turbines were operated in open fields under approx-
imately neutrally-stratified thermal conditions. Incoming flow turbulence was
characterized by hotwire and sonic anemometers for the wind tunnel and field
setups. While previous works have observed a filtering behavior in wind turbine
power output, this exact behavior has not, to date, been properly characterized.
Based on the spectral structure of the incoming flow turbulence at hub height,
and the mechanical and structural properties of the turbines, a physical basis
for the behavior of temporal power fluctuations and their spectral structure is
found with potential applications in turbine control and numerical simulations.
Consistent results are observed across the geometrical scales of the wind tur-
bines investigated, suggesting no Reynolds number dependence in the tested
range.
2.2 Introduction
In recent years, wind energy has increasingly become a mainstream form of
electricity production in the United States. In 2012, wind accounted for ap-
proximately 4% of the total electricity production in the country, and led all
other technologies for newly installed generation capacity [1]. However, as grid
penetration increases, so does the need for improved behavioral understanding
and predictions for proper management and optimization of this technology.
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The understanding of wind turbine behavior over a broad band of turbulent
scales is a critical component to the operation and maintenance of wind turbine
and wind farms. Numerous efforts have been carried out to characterize wind
turbine behavior at time scales ranging from several minutes to days, highly
important for power system operations [97, 72] and for structural design con-
siderations [67]. Cyclic motions on the order of seconds to minutes are a major
contributor to dynamic loading on turbine blades and gearboxes [109]; however,
characterizing turbine behavior as a result of very rapid and gradual changes
in the velocity field is still an open problem involving complex flow-structure
interactions.
The complex and unsteady behavior experienced by wind turbines is pri-
marily modulated by the structure of the atmospheric boundary layer (ABL)
turbulence [62] and the mechanical and structural properties of the turbines.
Because energy is converted from the angular momentum of the rotor, and not
directly from the wind, the power output and dynamic load responses are not
linearly related to fluid power fluctuations, and are notably different across scales
of motion [21]. The ABL turbulence exhibits characteristic features [112, 80]
that can be used to gain insight into the flow-turbine interaction. For instance,
a recent field study by Chamorro et al [21] showed the connection from the
spectral distributions of the incoming flow to that of the power output and the
stresses at the foundation for a full-scale wind turbine, and Sorensen et al [114]
used the spectral structure of the turbulence to simulate the dynamic inter-
action between wind farms and power systems. However, much more detailed
statistical information is necessary to characterize loads for wind turbines [87].
Improved understanding of the fluctuating behavior of wind turbines opens up
the possibility of advanced strategies aimed to reduce dynamic loads[79, 18, 94]
and to optimize the operation of wind farms, which are key and major contrib-
utor to the overall performance of the technology [10]. The use of incoming
wind measurements to optimizing the turbine operation has attracted a large
amount of interest from both academic and industrial researchers. Most of the
research efforts have been motivated by recent developments in the LiDAR sys-
tems, which use the backscattering of light to measure atmospheric velocity.
Wind velocity data from the LiDAR measurements, first used by Harris et al.
[46] for improved load mitigation, has been proposed as a way to predict very
short term fluctuations in turbine behavior (e.g., [82]). Recently, LiDAR mea-
surements have been used to improve yaw alignment [68] and mitigate turbine
structural damage [71]. Schlipf et al. [106] simulated a controller design imple-
menting nonlinear predictions based on LiDAR measurements, and showed a
possibility of up to 30 % reduction in lifetime fatigue loads. A thorough review
of rotor control methods to reduce load reduction can be found in Barlas and
van Kuik [6].
Advances in Large-Eddy Simulation (LES) for modeling wind turbines and
wind farms have proven to be useful in the nuanced understanding of the way
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wind turbine wakes are shed and interact [16, 81]; high-fidelity parameterizations
have shown some of the key features of turbine behavior [75, 96, 29, 116] and the
effect of topological variables such the role of atmospheric stability and surface
topography on wind turbine dynamics [31]. The current state of the art in the
modeling of wind turbines, the actuator-line methods (ALM) of Sørensen and
Shen [113] which introduces component lift and drag forces from turbine blades
as body forces in the equations of motion, allows further improvements on the
modeling including highly unsteady and turbulence-driven processes. However,
advances in LES treatment of wind farms have yet to fully incorporate the
effect of structural and mechanical components on turbine operation[56]. Even
the most recent high-fidelity wind turbine computational simulations prescribe
a fixed rotational velocity for the rotor, rather than accounting for its change in
time [51]. Laboratory investigations have revealed key details of the turbulence
and wind turbine/farm interactions. In particular, this includes turbulent flux
of momentum into wind farms [15], topography [120] and turbine layout effects
[27, 20], among others. However, few investigations have been made into the
reaction of a turbine to the turbulence it experiences. Recent phenomenological
results by Chamorro et al. [21] suggest that wind turbines can be modeled
as a low-pass filter of the incoming turbulence for estimating the structure of
the power output fluctuations. This observation opens new ways to address
the turbulence modulation on cyclic loading and can lead to new strategies for
reducing the effect of turbulence in the response and behavior of turbines.
In this work, we aim to contribute to the quantitative description of the
behavior of wind turbine power output through a basic investigation of the en-
ergy balance of a wind turbine rotor. The simple physical basis introduced is
tested on turbines of three vastly different sizes, demonstrating it is not scale
dependent. In Section 2.3 we describe the experimental setup; while the ana-
lytical details of the turbine behavior are elaborated in Section 6.4. Remarks
are summarized in Section 2.5.
2.3 Experimental set-up
High-resolution data of the power output and incoming flow turbulence to three
horizontal-axis wind turbines of very different size and rated power were col-
lected and used to probe the nature of power fluctuations of wind turbines and
their spectral structure. The smallest turbine, hereon refereed as miniature, has
a 0.12 m rotor diameter and was operated in a wind tunnel; the second turbine,
referred as small, has a 3.2 m rotor diameter and was operated in an open field.
We also used information from a full-scale wind turbine of 96 m rotor diameter.
Details on this turbine and data can be found in Chamorro et al. [21]. The
specific experimental setup for the miniature and small turbines is described as
follows.
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2.3.1 Miniature wind turbine
A horizontal-axis miniature wind turbine of dT = 0.12 m rotor diameter, P0,m ≈
1 W rated power, and hub height zhub = 0.125 m (zhub/dT = 1.05) was placed
and tested in the Talbot Laboratory wind tunnel of the University of Illinois
at Urbana-Champaign. The Eiffel-type wind tunnel has a test-section 0.914 m
wide, 0.457 m high, and 6.1 m long (Figure 2.1 shows part of the test section
pointing downwind). It was designed to have a ratio between the boundary-
layer thickness on each sidewall less than 0.09. More details on the facility can
be found in Adrian Adrian et al. [2]. The turbine’s rotor is based on a reference
model turbine by Sandia National Laboratory [107, 59], and the blades and na-
celle were fabricated at the University of Illinois Rapid-Prototyping laboratory
using an Objet Eden 350 machine and PolyJet Vero material. Details of the
blade geometry along its span are included in Table 2.1. A Precision Microdrives
112-001 Micro Core 12 mm DC Motor is used as a loading system (generator).
The angular velocity of the rotor (Ω) was controlled by the resistance of the
generator, which was set to 2 ohms.
The mean incoming hub-height velocity was Uhub = 6.5 ms
−1 during the
experiment, giving a Reynolds number based on the rotor diameter of Red =
UhubdT /ν = 5.5× 105, where ν is the kinematic viscosity, and a tip-speed ratio
λ = ΩdT /(2Uhub) = 3.5. During the testing, the miniature turbine operated
with a power coefficient of Cp = 0.11.
The turbine was operated under free-shear flow in neutrally stratified condi-
tions and nearly zero pressure-gradient, achieved via adjustment of the tunnel
ceiling. Turbulence was generated with a passive turbulence-generator grate
placed at the entrance of the test section, which produced a turbulence inten-
sity at the turbine location of Iu = σu/Uhub = 0.08, where σu is the standard
deviation of the streamwise velocity component. Wind measurements were
performed at a height coincident with the turbine hub using a 5 µm hotwire
anemometer controlled with a Dantec Dynamics system. Calibration of the
probe was performed before the experimental run against a pitot-tube using
six mean velocities in the vicinity of the mean flow conditions. Turbine power
output was acquired with a Measurement Computing USB-1608HS datalogger
and instantaneous voltage was measured directly from the terminals of the DC
generator. Power was then inferred from instantaneous voltage and the resis-
tance across the terminals of the datalogger. Both incoming flow turbulence
and turbine power output were collected at a sampling frequency of fs =5 kHz
for a period of 240 s. A sample of the velocity and power output fluctuations of
the miniature turbine is illustrated in Figures 2.2.a and 2.2.b.
2.3.2 Small wind turbine
A wind turbine of dT = 3.2 m rotor diameter, rated power P0,s = 1 kW and

















































































































































Figure 2.2: Sample velocity and power output fluctuations for the miniature
(a,b) and small (c,d) wind turbines.
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Table 2.1: Basic geometry of the blades of the miniature and small wind turbine
normalized by the rotor radius: c is the chord length, (α) is the angle with
respect to the rotor plane. R is the rotor radius
Small turbine
r/R 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95
c/R 0.130 0.125 0.120 0.115 0.110 0.100 0.090 0.083 0.080
α(o) 8.4 7.5 6.5 5.6 4.6 3.7 2.7 1.8 1.3
Miniature turbine
r/R 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95
c/R) 0.275 0.248 0.215 0.181 0.156 0.136 0.119 0.100 0.088
α(o) 31.8 23.9 17.7 12.8 9.4 7.5 6.0 4.6 3.9
and constant surface roughness (see photograph in Figure 2.3). The turbine was
placed on a flat section of land immediately downstream of the sloped terrain
so that near-ground flow acceleration would reverse the effects of shear. As a
result, the rotor faced a roughly free-shear flow, as shown in Figure 2.4. The
experiments were performed in the early afternoon, under approximately neutral
thermal stratification as measured by the sonic anemometers and approximated
by the time of day, with an air temperature of 14 oC. The turbine’s hub height
was set such that zhub/dT = 1.25, similar to the proportions of a utility-scale
turbine. The angular velocity of the rotor was controlled by the resistance of the
generator, which was set to 4 ohms. With this resistance, the resultant tip-speed
ratio λ was 3.1 during the course of the experiment. The mean incoming hub-
height velocity was 6.0 ms−1, giving a Reynolds number Red = 1.5× 107. The
generator produces three-phase AC power, which is then rectified to DC. During
testing, the small turbine operated with a power coefficient of Cp = 0.29. The
turbine’s blades have a NACA 632-615 airfoil section; chord length and pitch
along the blade span are described in Table 2.1. Lift and drag coefficients of
the airfoil, using XFOIL simulations, for Reynolds numbers of Red= 1.5 × 107
and 4.5 × 109, representing the case for the small turbine and of an equivalent
turbine with 100 m rotor diameter are shown in Figure 2.5.
Incoming flow turbulence was characterized with an array of four Campbell
Scientific CSAT3 sonic anemometers, which simultaneously measured the three
velocity components of the flow at a frequency of 20 Hz. The anemometers were
deployed in a vertical arrangement to sufficiently capture the characteristic be-
havior of the flow relevant to the turbine, approximately 3 meters away from
the turbine tower in the plane of the rotor. One anemometer was placed at
hub height, one half-way between the top tip and hub, one halfway between the
bottom tip and hub, and the fourth was placed at the bottom blade tip. Figure
2.4 illustrates the mean velocity (U/Uhub), turbulence intensity and kinematic




































































































Figure 2.4: Incoming flow statistics normalized with the streamwise velocity at















































































































sistency with the other turbine cases, analysis is focused on hub-height velocity
data. Data was recorded with a Campbell Scientific CR3000 datalogger. Voltage
pulse data were taken from one of the three phases of the generator AC voltage
to measure the turbine’s rotational velocity, as the generator is fixed-gear. In-
stantaneous DC voltage was measured directly from the output of the rectifier.
DC current was collected with an AcuAmp DCT100-42-24-F DC transducer.
Measurements were taken over a 1 hour period, of which a subset of 10 minutes
is analyzed for the current study. This sampling period was constrained to the
field conditions during the experiment, including steadiness of wind direction
and magnitude. A sample of the velocity and power output fluctuations of the
small turbine is illustrated in Figure 2.2.
2.3.3 Full-scale wind turbine
To demonstrate a more complete picture of the flow-turbine power interaction,
we also consider data reported from a previous investigation performed at the
University of Minnesota Eolos Wind Energy Research Field Station. The fa-
cility consists of an instrumented Clipper Liberty 2.5 MW horizontal-axis wind
turbine of 96 m rotor diameter and a 130 m meteorological tower, located 1.6
rotor diameters upstream of the turbine. Velocity was obtained from a sonic
anemometer at hub height on the met tower, and power were collected for a
period of 24 hours, one hour of which is analyzed in this study. During this
time, the turbine operated with a power coefficient of Cp = 0.49. Details on the
experimental data and facility can be found in Chamorro et al [21].
2.4 Analysis
In this section, we formulate a physical description of the power output fluc-
tuations of wind turbines as a function of the structure of the incoming flow
turbulence. Validation is performed with laboratory and field data from the
three wind turbines described in the previous section. A conceptual schematic
of the problem in consideration is illustrated in Figure 2.6.
2.4.1 Turbine power fluctuations
In working towards a solution to the problem, it is very effective to use the
concept of signal filtering to model the turbine system response to incoming
turbulence fluctuations. A recent study by Chamorro et al. [21] suggests that the
power fluctuations are strongly modulated by the structure of the incoming flow
in a complex manner; they identified three characteristic regions of the spectral
domain with different behavioral responses to turbulence based on experimental
results. In the first region, the turbine power output appears to be insensitive
to flow scales smaller than the rotor diameter. In the second region, the turbine































































characterized by low wavenumbers, the turbine fluctuations appear to follow
large scales of the flow. They observed a phenomenological relation between
the power and velocity in the intermediate or second region of the spectral
domain as:
ΦP (k) = G(k)Φu(k) (2.1)
where G(k) represents a transfer function describing a power law in the wave
number k in the ‘inertial subrange’ of the flow, of the form G(k) ∝ k−2. A
similar power-law type of behavior of the power output of an entire wind farm
was reported by Apt [3]. In these previous phenomenological works, there was no
attempted analytical investigation of the underlying physical filtering process,
which the current work seeks to do.
When constructing a thorough physical treatment of the problem, we can
expect that within the intermediate range (or second region), both the structural
characteristics of the turbine and flow define the power fluctuations. Taking
these into consideration, we introduce a relation based on the impulse response
of the turbine to fluctuations in wind power, which can be estimated from a basic
energy balance of the wind/rotor/generator system. It may be assumed that the
energy of the rotor enters strictly and instantaneously through the wind power
via the wind turbine equation, and leaves the rotor through power produced by
the generator. An energy balance of the system is shown in Equation 2.2,
dErot
dt
= −P + 0.5CpρAu3(t) (2.2)
where ρ is the air density, and A is the swept area of the turbine rotor. This
can be converted into a differential equation for turbine power P by noting that
Erot = 1/2Iω
2 and P = τω, where I is the rotor moment of inertia, ω is the
rotational velocity in rad/s, and τ is electrical torque. This gives the relation
Erot =
PIω
2τ = Pti where ti =
Iω
2τ , the inertial timescale, is a characteristic of the
properties and operational status of the turbine. This leads to a nonhomogenous











by assuming a first-order approximation that ti takes its mean value at all points
in time for a stationary flow. This nonhomogenous differential equation can be
solved with a Green’s function. Although the right-hand-side is a complicated,
stochastic process, the left-hand side is a linear operator. As a result, the
contributions to the turbine power from each previous point in time can be
summed up with a weighting function of the form
G(t) = Θ(t)e
− tti (2.4)
where Θ(t) is the Heaviside step function. The convolution of this Green’s
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function with the right-hand-side gives the closed-form equation for power in
time as shown in Equation 2.5.








The convolution of the wind power equation with the impulse response function
(or Green’s function) bares a structural similarity with the transfer function
concept proposed by Chamorro et al. [21], through the spectral domain trans-
formation of the convolution theorem. Because the power spectrum of u3(t)
will also implicitly contain the classical Kolmogorov f−5/3 spectrum, it should
be expected that the power spectrum of the impulse response shares some sim-
ilarities to the previous observations. Certain similarities are present and will
be illustrated below. The Fourier transform of the impulse response function is
shown in Figure 2.7. The Fourier transform and power spectrum of the impulse
























As f → 0 in Equation 2.7, it is easily seen that the transfer function will
approach a constant value of t2i /2π. Such a flat response at low frequencies
is consistent with the earlier observation where ΦP appears to be proportional
to Φu. As f becomes large, it is equally clear that the transfer function will
approach the previously observed f−2 behavior.
2.4.2 Evaluation of Results
The analytic filtering behavior is investigated for the miniature 1 W (laboratory)
and small 1 kW (field) wind turbines as well as in a 2.5 MW wind turbine (doc-
umented in Chamorro et al. [21]), where Reynolds numbers are Red = 5.5×105,
1.5× 107, and 4.5× 108, respectively. Measured power output spectra from the
three turbines are compared with the modeled spectra in Figure 2.8, which uses
the velocity time series measured during each experiment. The abscissa of the
figures is normalized with the turbine diameter and the incoming flow velocity
at hub height for each case, but the ordinate is left purposely dimensional to
highlight the several order of magnitude differences on the spectral distribution
of the power in the three cases. Both power and velocity data are low-pass
filtered in all three cases - the full-scale turbine at 0.2 Hz, the small turbine
at 1 Hz, and the miniature turbine at 20 Hz. This filtered data also eliminate
turbulent scales much smaller than the turbine rotor, which do not have effect
on the power.



































































across the turbine scales (rotor diameter from 0.12 m to 96 m) and turbine op-
eration (tip speed ratio λ ∼ 3 - 9). All necessary parameters for characteristic
inertial timescale are directly inferred from measured data except for the mo-
ment of inertia. For the 2.5 MW turbine, the moment of inertia was estimated
by the method of Rodŕıguez et al. [99], while it was measured directly for the
miniature and small turbines. The spectral distribution of the measured power
for the three cases also suggests that the power law decay proportional to the
power −5/3 − 2 with frequency, i.e., ΦP ∝ f−5/3−2 = f−2Φu, is a reasonable
approximation across scales of the turbines and Reynolds numbers. It should
be noted that the small and miniature turbine spectra exhibits some departure
from the -5/3-2 shape. While the inertial time scale and the start of the tur-
bulent inertial subrange line up well in the large turbine, this is not the case
for the other two. This is simply a result of the scales involved in the three
experiments, and is immaterial to the physics.
A good estimation of the temporal variation of the turbine power P (t) from
the streamwise velocity fluctuation u(t) is also possible. Specifically, Equation
2.5 can be used with a velocity time series to estimate the instantaneous power
output with high accuracy. The convolution of this real-space transfer func-
tion with the incoming fluctuating velocity time-series can also be seen as a
near-term estimate of the fluctuating power when the velocity is obtained a
certain distance (∆x) ahead of the turbine (see Simley et al. [110] on the topic
of the frozen turbulence hypothesis for atmospheric LiDAR applications). The
mean advection velocity is a good estimator for the phase drift, and is used as
a lookahead time for the 96 m turbine (tadv ≈ ∆x/Uhub where tadv is the mean
advection time). As the velocity measurements for the small turbine were per-
formed in the same cross-stream plane as the rotor, tadv = 0 in that case. The
results of this operation are shown in Figure 2.9 for the 3.2 and 96 m turbines
(velocity and power measurements were not simultaneous in the 0.12 m case).
The modeled power fluctuations are overlaid with actual power fluctuations in
Figure 2.9. This Figure also includes a naive instantaneous power estimation
using Equation 2.8, instantaneously applying the turbine power equation for
every sampled velocity measurement. The latter is included merely to highlight
the strong filtering effects on the velocity and the overreaction found if applied
directly. Finally, in order to further demonstrate proper estimation of fluctu-









Although the structure of the power output appears to have a characteristic























































































































































































































































































































































































































































































































Table 2.2: Measured and estimated standard deviation of power fluctuations
(σp) for the three turbines
σP Miniature Small Full-scale
Measured (W) 7.8× 10−2 66 2.8× 105
Modeled (W) 7.3× 10−2 89 2.9× 105
processes. Intermittent gusts, rapid changes in the wind direction and passage
of energetic flow structures are features of the ABL that can induce dynamic
loads on individual wind turbines and blades [42, 36, 64]. Atmospheric stability
is another important mechanism that modulates the dynamics of turbulence
and, therefore the response and fatigue damage of wind turbines and farms
(e.g., [104, 103]). In fact, Kelley [63] found a (critical) stability that maximizes
blade fatigue of wind turbines within wind farms; however, statistical analysis
performed by Nelson et al [89] found a small influence of atmospheric stability
on fatigue and extreme loads in turbine blades. Dynamic stall triggered by
turbulence flow patterns involves complex dynamics difficult to infer from a
deterministic view. Albeit the importance of intermittent events, typically they
are either completely ignored or highly underestimated. More robust models
addressing these turbulence processes will provide major improvements towards
the understanding of wind turbine behavior and will enable the development
of advanced strategies. We believe that the simple physics presented in the
current work should be able to accurately account for things such as atmospheric
stability and intermittent gusts, as they would manifest themselves in velocity
signals. Future efforts will be placed on testing these mentioned phenomena in
improved parameterizations of turbine power and dynamic response.
While the relation proposed in this paper deviates from the G(k)Φu(k) for-
mulation proposed by Chamorro et al. [21], an approximate result along those
lines would help to provide information to be used in engineering applications.
The spectrum of power may be estimated with a Butterworth filter acting on
some model of Φu, for instance the von Kármán model [129]. The phenomenol-
ogy of the filtering behavior of the turbine may be estimated by a Butterworth
filter. This requires the estimation of two parameters: the cutoff frequency, and
the forward gain. As seen in the preceding sections, the inverse of the inertial
timescale is identically the cutoff frequency in the filtering behavior of the tur-
bine. This simply leaves an estimation of the forward gain, or the response at
zero frequency. A zero-frequency change is the same as a change in mean wind
speed, so the forward gain can be estimated simply by taking the derivative of
the turbine power equation with respect to velocity, as shown in Equation 2.9.
This may be used in the absence of velocity time series data as an engineer-
ing approximation of power fluctuations. The approximate spectral relation is












(1 + 70.8(fT )2)5/6
(2.10)
In Equation 2.10, T is the integral timescale, the first term is the Butterworth
filter, and the second term is the von Kármán turbulence spectrum model. The
results for the three cases tested in this research are shown in Figure 2.10.
2.5 Final Remarks
Building upon earlier and new experimental results, the present study further
demonstrates that a wind turbine responds to a turbulent flow field in a complex
way. Specifically, a turbine can be thought of as a low-pass filter, which dampens
the effect of turbulence across scales in a characteristic fashion. Based on these
observations, as well as a simple energy balance of the turbine rotor, we intro-
duce a basis for the prediction of power output of wind turbines, which depends
on the structure of the flow turbulence and mechanical and structural charac-
teristics of a wind turbine. The framework allows for good estimates of power
fluctuations by applying convolution of the incoming velocity and the impulse
function, as well as accurate predictions in the power spectral domain. It has
potential applications in both load mitigation of wind turbines, and higher-order
accuracy in Large Eddy Simulation of wind turbines. In addition to the physi-
cally derived relation between wind power and electrical power, an engineering
model is proposed based on a Butterworth filter which may be used to estimate
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3.1 Abstract
The structure of the turbulence-driven power fluctuations in a wind farm is fun-
damentally described from basic concepts. A derived tuning-free model, sup-
ported with experiments, reveals the underlying spectral content of the power
fluctuations of a wind farm. It contains two power-law trends and oscillations in
the relatively low- and high-frequency ranges. The former is mostly due to the
turbulent interaction between the flow and the turbine properties; whereas the
latter is due to the advection between turbine pairs. The spectral wind-farm
scale power fluctuations ΦP exhibits a power-law decay proportional to f
−5/3−2
in the region corresponding to the turbulence inertial subrange and at relatively
large scales, ΦP ∼ f−2. Due to the advection and turbulent diffusion of large-
scale structures, a spectral oscillation exists with the product of a sinusoidal
behavior and an exponential decay in the frequency domain.
3.2 Introduction
Wind is a mainstream source of electricity, and will play a leading role in achiev-
ing climate goals. Fundamental understanding on the relation between turbu-
lence and wind turbines is key to improve reliability, predictability, and integra-
tion of wind farms into electrical grids.
Turbulence plays a dominant role in the structure of a wind farm’s power
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output. In particular, turbulence intensity (Iu) is closely associated with power
fluctuations [100], fatigue accumulation, [43] as well as forces and bending mo-
ments [126]. High turbulence can increase the mixing of wakes and thus alter
the mean velocity and turbulence levels near downwind turbines [93]. Simple
analytical models are widely used to characterize wakes, including mean velocity
(e.g., [53, 9, 95, 28]) and Iu (e.g., [47, 134, 90, 45, 128, 115, 102]). Particular
emphasis has been placed on the structure of the velocity fluctuations. Crespo
and Herna [33] proposed a spectrum model for the evolution of wind-turbine
wakes. Chamorro et al. [24] pointed out that wind turbines act as an ’active
filter’ of flow by modulating the large and small scales. Howard et al. [49] and
Chamorro et al. [26] noted that the flow structures developing from upstream
bluff bodies may leave strong signature on the fluctuations and spectrum of
the power output of wind and hydrokinetic turbines. Recently, Jin et al. [58]
showed the distinctive effect of background flow in the intermediate field and
the increasing growth rate of the integral scale with turbulence.
Substantial effort has been placed on turbulence effects in wind farms. Sørensen
et al. [114] proposed a model for the interaction between wind farms and power
systems based on the turbulence spectrum. Milan et al. [83] suggested that for
large time scales, the power fluctuations of wind farms can be considered to fol-
low adiabatic wind dynamics with a similar f−5/3 spectral behavior. However,
recent work by Bandi [5] has shown that the effect of geographical smooth-
ing on aggregate wind power outputs indicate an asymptotic limit of f−7/3 for
disperse wind farms. A similar observation was made by Apt for time scales
ranging from 30 s to 2.6 days [3]. Chamorro et al. [21] showed three regions in
the spectral domain defined by dynamical aspects of the flow and its interaction
with the turbine. The power output appears insensitive to turbulence in the
high-frequency region, where the turbulent scales are smaller than the rotor.
In the intermediate region, with length scales up to those on the order of the
atmospheric boundary layer thickness (ABL), the spectral content of the power
fluctuations ΦP and flow Φu exhibit a relationship characterized by a transfer
function G(f) ∝ f−2. In the low-frequency range, very large-scale motions (with
sizes on the order of the ABL and larger) directly impart their spectral charac-
teristics onto the power output, and approach the f−5/3 behavior observed by
other authors. More recently, Tobin et al. [121] proposed a tuning-free model
for G(f) to predict power fluctuations of single turbines, which includes the
modulation of the turbulence structure and the mechanical characteristics of
the wind turbine. Mur-Amada and Bayod-Rújula [88] proposed that the sum of
the frequency components of a single turbine approximates the wind farm out-
put. However, it has since been observed that inter-turbine correlations have
a marked effect on spectral structure, shown in field data by Calif et al. [17],
the large-eddy simulations of Stevens and Meneveau [117]. and porous disk
experiments by Bossuyt et al. [12].
Despite these efforts, a gap still remains in the quantitative description of
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the power fluctuations of wind farms as a function of the incoming turbulence,
which is a building block for improving their efficiency and life span. This
work aims to fill this gap by deriving wind-farm power fluctuations from first
principles supported with experiments.
3.3 Experimental Setup
Wind tunnel experiments with two aligned wind farm models were performed to
quantify the bulk power fluctuations and to test the developed model both for
single turbine and wind-farm-scale power fluctuations. It is worth stressing that
the model is scale-agnostic, and is able to predict the power structure of these
model turbines and those at field scale 1 kW and 2.5 MW, as demonstrated by
Tobin et al. [121].
Model wind farms were operated in the Talbot wind tunnel under nearly zero
pressure gradient (fig. 3.1). The test section is 6.1 m long, 0.914 m wide, and
0.45 m high [2]. An active turbulence generator [58] created a realistic turbulent
shear flow containing an inertial subrange spanning two decades. Roughness
consisting of 5 mm chains every 0.2 m [91, 19] was also placed along the test
section to develop a turbulent boundary layer (see Fig. 3.1b-c). The turbines
are based on a reference model from Sandia National Laboratory [59, 108]. The
rotors have a diameter dT = 120 mm and hub height zhub = 125 mm [124].
A Precision Micro-drives 112-001 Micro Core 12 mm was used as the loading
system, with a rated power P0 ∼ 1 W. Additional characteristics quantities of
the turbine can be found in Tobin et al. [122].
The distance ∆x between turbines was Sx = ∆x/dT = 7 and 10 in the flow
direction, whereas both configurations has Sy = ∆y/dT = 2.5 in the transverse
direction. This resulted in 6×3 and 5×3 turbine arrays, where power measure-
ments were performed on the central turbines. The experiments were conducted
with an incoming hub-height velocity of Uhub = 9.71 ms
−1 giving a Reynolds
number Re = UhubdT /ν ≈ 7.56 × 104. The turbines operated at a tip-speed
ratio of λ = ωdT /(2Uhub) ≈ 4.9, where ω is the angular velocity of the rotor.
The measured power coefficient for the turbine is Cp ≈ 0.08. This low value is
due to the inefficiency of the generator (around ∼20% at the rotational speeds
during the experiments) and not indicative of poor aerodynamic performance
[59, 122]. The estimated thrust coefficient CT ≈ 0.5. The boundary layer had
a thickness of δ/zhub ≈ 2.4 and friction velocity u∗ ≈ 0.46 ms−1.
Flow data were obtained from a high-resolution hotwire anemometer with
the height adjusted by a bidirectional slide positioning system mounted at the
top of the wind tunnel. The sensor voltage signatures were sampled at 10
kHz for a measurement period of 90 s when characterizing the boundary layer.
Hotwire measurements were also taken in the upwind vicinity of each turbine
to get the local incoming flow at a frequency of 20 kHz for a period of 120 s. A
Measurement Computing USB-1608HS data acquisition system was connected
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to the generators to collect the instantaneous turbine voltages. Output power
was measured at 100 kHz for a period of 120 s and inferred from the voltage
and the terminal resistance (2Ω) of the generator.
3.4 Results and discussion
3.4.1 Power fluctuations of turbines in wind farms
To characterize the structure of the power fluctuations of wind farms, it is infor-
mative to first describe the fluctuations of individual turbines. Tobin et al. [121]
proposed an analytical model that accounts for the underlying physical filtering
process performed by a wind turbine in response to incoming turbulence. Based
on the energy balance of the turbine’s rotor,
dErot/dt = −P + 0.5CP ρAu3 (t) (3.1)
where ρ is the air density, A is the swept area of the rotor, Erot = Pti is
the mechanical energy and P is the power. Here, ti = Iω/2τ is the inertial
timescale that depends on the properties and operation of the turbine, I is
the moment of inertia of the rotor and τ is the electric torque. To achieve
maximum efficiency, τ ∝ ω2 is a standard control scheme used in variable speed
wind turbines operating within region 2 [21, 32]. Here, a linearized relationship
between τ and ω is used based on the assumption of small fluctuations respect
to the mean rotational velocity. Solving equation 3.1 with a Green’s function






where ΦP = Ĝ(f)Φu, with Φu representing the velocity spectrum of the incom-
ing flow. As f → 0, Ĝ (f)→ ti2 = const. This flat response at low frequencies
is consistent with observations where ΦP appears to be proportional to Φu.
However, as f increases, Ĝ (f) → f−2. A similar phenomenon occurs in the
case of wind arrays, which is explored as follows.
The distributions of ΦP , and Φu directly upwind of the rotors, for the central
turbines at the 1st and 4th rows in the two setups is shown in Figure 3.2; the
function Ĝ (f) is included as a reference. There, the peaks correspond to the
turbine rotational frequency fT and harmonics. The distinctive modulation of
the flow structure and the turbine power via Ĝ(f) is made clear in this Figure.
In particular, the power fluctuations of the turbines in the 4th row in the two
setups also exhibit regions with spectral decay of f−2 and f−2−5/3, but the
location where they occur varies. Note that the beginning of the f−2−5/3 region
is shifted to a higher frequency in the 4th row. This is due to the difference
in the wind farm layout, which modulates the structure and evolution of the








































































































































































































Further, the pre-multiplied spectra of the local incoming velocity fΦu and
power output fΦP for the 1st, 2nd and 4th rows in the two setups are shown
together in Figure 3.3. The representative turbulent scale of the incoming flow
at hub height is larger than that of those within the wind farm due to the
modulation of the wind turbines; this effect is reduced with increased turbine
spacing. Compared with the inner rows, the power fluctuations of the 1st row are
more energetic across all scales. The differences between the inner rows is much
smaller, as flow velocity, Iu and integral length scale do not vary substantially.
3.4.2 Wind farm power fluctuations
Based on the features of ΦP from single turbines within the wind farm, we
model the power fluctuations in the ith row in the same way as the single
turbine considering the local flow at hub height. Further, the local incoming Φu
can be estimated with the von Kármán [129] model spectrum (ΦKu ) using the
local integral length scale (Λu) and velocity variance (σ2u), as follows:
fΦKu (f)/σ
2
u = 4nu/(1 + 70.8nu
2)5/6 (3.3)
where nu = fΛ
u/U . In this context, Λu and U are representative of the incoming
local flow (i-th row) at hub height. This procedure is shown in Figure 3.4 for
the turbines in the 4th and 5th rows of the Sx=7 and 10. This suggests that
ΦKu for the local velocity is able to properly infer the local Φu.
Using field measurements, Morfiadakis [86] proposed that ΦKu is suitable for
canonical boundary layers. According to Figure 3.4, the local velocity spectrum
at hub height appears to be well modeled by ΦKu . This suggests that it is
appropriate in regions where tip vortices have no strong effect on the flow [22].
Appropriate estimation for Λu, U and σ2u is key to allowing for the use of Φ
K
u .
Like the case of a single turbine [121], the filtering effect of the turbine on the
power output is estimated with a second-order Butterworth filter; the cutoff
frequency is the inverse of the inertial timescale, and the forward gain can be
estimated by taking the velocity derivative of the turbine power equation. The








1 + 70.8 (fTu)
2
)5/6 (3.4)
A comparison between the modeled and measured power output spectra of se-
lected wind turbines in the 4th and 5th rows of the two layouts is given in Figure
3.4. The modeled spectra show remarkable agreement with the power measure-
ments and motivate the use for the collective ΦP at wind-farm scale. Note that
the spectral distribution for the two configurations clearly shows the f−5/3−2
and f−2 power law decays. To assess the bulk performance of the model, a com-
parison between measured and modeled power variance σ2P is shown in Figure
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Figure 3.3: Pre-multiplied power spectra of a) the local incoming velocity and
b) the power output of the 1st, 2nd and 4th rows with Sx = 7 and 10 (solid and
dotted lines).
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3.5. Note that the model only considers hub-height velocity.
3.4.3 Wind-farm power from global incoming flow
Usually, information on the incoming flow at each turbine is fairly limited. How-
ever, velocity data from the global incoming flow is likely available. Therefore,
estimating the wind-farm power fluctuations with single-point measurements,
namely the incoming flow at hub height of the first turbine, is very useful. Ana-
lytical models have been proposed to estimate wake flow in single turbines (e.g.,
[53, 44, 7, 9]) and within wind farms (e.g., [101, 34, 130]). Another key factor
is Iu; various formulations exists for single turbine wakes [98, 47, 74, 33, 28]
and within wind farms e.g., [43, 90]. A comparison of the mean flow and Iu for
various models with the measurements is shown in figure 3.6.
It is possible to assume minor variations past 2-3 rows of turbines for prac-
tical purposes. Then, we can use the formulations for U and Iu to account for
the local incoming flow. Here, we use the model by Voutsinas [130] with wake
velocity models to simulate the velocity distribution inside the two model wind
farms. The velocity model by Barthelmie [7] and Iu model of Quarton [98] are
used to estimate the input parameters for the power fluctuations. Limited lit-
erature exists for Λu in turbine wakes or inside of wind farms. Experiments by
Chamorro et al. [25] were found to fit well in the wind tunnel measurements
by Jin et al. [58]. Hereon, despite some deviations with our measurements, the
evolution curve from these sources was used for Λu.
3.4.4 Covariance due to advection and turbulent
diffusion
Because nearby turbines simultaneously respond to large-scale atmospheric mo-
tions, the covariance of turbine pairs needs to be considered when predicting















Cov (Pi, Pj) (3.5)
The effect of covariance between turbine pairs inside of a wind farm is inspected
with experiments by measuring the instantaneous power of the turbines both
synchronously and asynchronously. As illustrated in the (sub-)Figure 3.7, co-
variance between turbines has a notable effect on the spectrum across scales.
The first significant difference is in the low-frequency region, where neglecting
covariance conspicuously under-predicts the spectral density. This is attributed
to the fact that eddies with scales much larger than the separation between
turbines modulate all their behaviors simultaneously. Furthermore, it is noted
that significant bumps (oscillations) occur in the frequency region on the order

































































































































































































































































































occur in Sx = 7 case are larger than those of the Sx = 10 case correspondingly as
the advection time between turbines is shorter. These bumps are attributed to
motions that impart their signature on an upwind turbine, are advected down-
wind, and then impart their signature on a downwind turbine a short time later,
leading to a periodic output. Although this leads to bumps at the advection
time scale and its harmonics, the higher-frequency bumps are relatively weaker,
likely due to turbulent decoherence of the small-scale structures.
To predict the power fluctuations with only incoming flow, it is necessary to
estimate the covariance based on physical principles. Similar to Equation 3.5,
the power spectrum of the wind farm must include a contribution of twice the
co-spectrum of turbine pairs. The co-spectrum is the real part of the Fourier
transform (F) of the cross-correlation of the two power signals. The auto-
correlation of the combined signal consists of the cross-correlation of the 1st
signal with the 2nd, and of the 2nd signal with the 1st. The Fs of these signals
are complex conjugates, which justifies taking the cross-correlation contribution
as twice the real part of the F .
Based on Taylor’s frozen-eddy hypothesis [118] and Kraichnan’s idealized
random sweeping hypothesis [70], Wilczek and Narita [131] proposed a model
to predict the two-time wavenumber co-spectrum of a laterally homogeneous
turbulent shear flow. According to this model, the two-time co-spectrum is
closely related to the instantaneous energy spectrum. Because power output
fluctuations are driven by the turbulence, it is reasonable to connect the cross-
correlation of the output power to that of the flow. The random sweeping
hypothesis states that a frozen turbulence field is advected by the velocity U+v′,
as given in Equation 3.6, where v′ is referred to as the sweeping velocity.
∂u(x, t)
∂t




Considering two spatially separated points x1 and x2, taking the F of equa-
tion 3.6 and solving for the velocity û = F(u), the following result is obtained:






where 〈〉 denotes temporal averaging and ∆x = x2-x1.
By assuming that the sweeping velocity v′ is much smaller than the advection
velocity, a similar approach to Wilczek and Narita is taken to model the two-
point frequency spectrum. This leads to a complex exponential behavior in
the co-spectrum due to advection and turbulent decoherence. By assuming a
Gaussian probability density function for v′, the following result can be obtained
for the co-spectrum:












where φ1,2 is the cross-spectrum of points x1 and x2, and φ1,1 is the power
spectrum at location x1. Because only the real part is taken, the complex
exponential is reduced to a cosine contribution. We will further assume that
〈v′〉2 = σ2u. Thus, assuming power is nearly uncorrelated between columns in
the aligned layout wind farm, which is consistent with results of Stevens and
Meneveau [117] and Bossuyt et al. [12], we derive the spectral form of the power


















where M and N are the number of columns in the transverse and streamwise
directions. The co-spectrum of turbine pairs exhibits the product of a harmonic




sine portion of this formulation is from pure advection of frozen turbulence
from one point upwind to another downwind. The exponential decay accounts
for the fact that the turbulence is not perfectly advected, and becomes dis-
torted as it move downwind, particularly so for high-frequency motions. Here,
τij = (j − i)SxdT /Uj represents the advection time between turbines i and j,
and Ij denotes the local Iu of turbine j. Thus, Φp1 is the power spectrum of the
first row and is calculated with Equation from [7] with incoming flow as input.
The power spectra of turbine i (> 1) inside the wind farm, Φpi, is calculated
with the modeled parameters as input.
The predicted power output spectra of the two layouts is shown in Figure 3.7,
with only incoming flow as input to Equation 3.9. In general, the formulation
shows a good fit with measurements; the location and approximate magnitude
of the bumps are also well predicted. The model does a comparatively poorer
job of predicting low-frequency spectral densities. This may be due to the lack
of good methods for estimating Λu and the assumption of laterally homogeneous
flow in the sweeping hypothesis. Further, there is inherently greater uncertainty
in low-frequency spectral density measurements, which can only be alleviated
with greater measurement time. It should be noted that this formulation does
not account for important dynamical occurrences in the wind-farm flow, such
as wake meandering [50, 41].
3.5 Summary
This framework aims to fill outstanding gaps in the quantification of wind farm
power fluctuations. With only the global incoming flow at hub height, the model
is able to estimate the structure of the power fluctuations including range and
level of characteristic regions as well as spectral oscillation. For a single turbine
configuration, the spectral characteristics of the power fluctuation is determined











































































related to the advection and turbulent diffusion of large-scale motions lead to
small bumps in the spectra of power output in a wind farm.
This work has a broad impact in the scientific and engineering communities
as well as industry dealing with wind-farm power fluctuations. Instead of the
instantaneous measurements of flow characteristics at the vicinity of each tur-
bine, the framework allows for the estimation of the total power fluctuations
of a wind farm using Iu and Λu via Φ
K
u . As a distinctive characteristic caused
by the spatio-temporal correlation of the flow, the local spectral maximum cap-
tured in our wind tunnel measurement have also been observed in field tests
(fig. 6 in Calif et al. [17]) as well as numerical simulations (fig. 6 in Stevens and
Meneveau [117]), which further verifies our framework. This study also leaves
open questions for future investigation. In particular, the characterization of
the integral time scale distribution in turbine wakes needs further quantifica-
tion. Also, the effect of complex topography, wake meandering and layout need
to be evaluated in generic conditions. We hope that the insight can provide
forward-looking guidance for the power estimation of wind farms and better
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4.1 Abstract
Simultaneous power measurements from a model wind farm are presented to
investigate the spectral correlation of their power output. Application of a
random-sweeping hypothesis to the turbulent flow in a wind farm uncovers
distinctive correlations, characterized by advection and turbulent diffusion of
coherent motions. This correlation is most evident in the cross-spectra of power
output between turbine pairs, which contributes to peaks and troughs in the
power spectra of the combined signals. These peaks and troughs occur at fre-
quencies corresponding to the advection time between turbines, and diminish
in magnitude at high frequencies due to turbulent decoherence. Experimental
results support the results from the random-sweeping hypothesis in predicting
characteristic advection and decoherence frequencies. The presence of turbine
wakes leads to coherence magnitudes smaller than expected. This difference
appears to be a function of the flow approaching the first turbine in a pair. The
impact of lateral displacement is unclear from the data.
4.2 Introduction
Variability in wind power happens across a wide range of spatial and tempo-
ral scales, due to several important physical processes. Over very large scales,
when considering the summed power output of several geographically distant
wind farms, significant smoothing can occur due to individual wind farms being
relatively uncorrelated. Whereas the power spectral density of the power output
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of a single turbine, or a small wind farm, has been shown to follow a power law
of f−5/3 [3], [61] observed a behavior of f−2.56 when considering the aggregate
power of 20 wind farms within ERCOT, the electricity market for most of Texas.
[5] later deduced a formulation for the second-order structure function for the
aggregate power output with wide geographic smoothing, corresponding to a
power-law behavior of f−7/3. [5] argues that this power law is the limiting be-
havior of geographic smoothing, as it is dominated by the immutable variability
of individual wind farms.
The f−5/3 power law observed by [3] has been explained as stemming from
the Kolmogorov f−5/3 law for isotropic turbulence [66]. Most justifications for
this connection come from the fact that the power spectrum of a turbulent
signal raised to any power will exhibit the same f−5/3 behavior [5, 13]. This
is relevant to the power spectra of wind turbines as the wind-turbine power
equation states that P ∝ u3, where P is power and u is the wind velocity faced
by the turbine. However, this f−5/3 does not extend to timescales much faster
than ∼ 60 seconds, where the effects of rotor inertia filter velocity fluctuations,
to give a power-law relation of f−11/3 [121].
Different power-law relations are not the only interesting spectral charac-
teristics in wind-farm power. It has previously been observed by multiple re-
searchers that the spectra of the combined power output in wind farms exhibit
characteristic peaks at integer multiples of the advective frequency fa = 1/ta,
where ta, the advective timescale, is the time it takes for a passive tracer par-
ticle to travel from one turbine to the next. Attempts to explain and predict
this behavior have only recently been undertaken, however. [13] were able to
accurately model experimentally measured spectra by treating the problem as
a discrete sampling of the velocity in a turbulent boundary layer, with modeled
velocity spectra combined with the Kraichnan-Tennekes sweeping hypothesis
[69, 119]. The sweeping hypothesis makes the assumption that the turbulent
velocity field is randomly advected by a mean and a large-scale sweeping veloc-
ity, and has shown to be useful in modeling spatio-temporal spectra in turbulent
boundary layers [132].
In the following sections, we attempt to explain the advection phenomenon
by creating formulations for the cross-spectra, and related coherence, of the
power output of pairs of wind turbines using the random sweeping hypothesis,
and testing the assumptions in the sweeping hypothesis with experimental data
from the wind tunnel.
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4.3 Cross Spectra in Wind Farms
4.3.1 Coherence Spectrum
The power spectrum Φ(ω) of a given signal X(t) is defined as the Fourier trans-





For a combined signal X(t) = X1(T ) + X2(t), the autocovariance includes
covariance terms between the two signals, i.e.
γX = 〈[X1(t) +X2(t)] [X1(t+ τ) +X2(t+ τ)]〉 = γ1 + γ2 + γ1,2 + γ2,1, (4.2)
where γ1,2 and γ2,1 are covariance function between the two signals, where
γ1,2(τ) = γ2,1(−τ). This can be generalized to any number of combined signals









γi,j + γj,i. (4.3)
Because γ1,2 and γ2,1 are mirrored about τ = 0, their Fourier transforms are
complex conjugates. For that reason, the combined power spectrum of the N










where Φi,j is the cross-spectrum of the signals Xi and Xj . In the case where the
two signals are perfectly correlated, |Φi,j | = (ΦiΦj)1/2. It is therefore natural





4.3.2 Random Sweeping and the Coherence of
Wall-Bounded Turbulence
In predicting the coherence of the output of pairs of wind turbines, we proceed
by using the assumption of Kraichnan-type random sweeping [69]. In order to
apply this directly to the power output of wind turbines in a wind farm, two
simplifications need to be made. The first of these is that the power spectrum
of a signal raised to some power follows the same power law as the signal itself,
as P ∝ u3. This has been shown to be true by several authors. The second
assumption made is that the wind farm flow can be treated as laterally ho-
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mogeneous. This is clearly not true, as turbine wakes are an important flow
characteristic in wind farms. This assumption will be evaluated by the data.
The random-sweeping hypothesis makes the assumption that turbulent velocity
u′ does not evolve temporally, but is instead advected by a large-scale random
sweeping velocity v, as indicated below:
∂u′
∂t




The assumption that the small-scale turbulent field and the large-scale sweep-
ing velocity do not non-linearly interact can not be strictly true, though it is
attractive for its ability to make analytically tractable expressions for turbu-
lent correlations. Moreover, the random-sweeping hypothesis has been shown
to make very good predictions for a range of turbulent flows. The terms u′ and
v in Equation 4.6 are both vectorial. However, if the coordinate axes are defined
such that u1 is aligned with the yaw of a wind turbine, the other components
can be ignored in estimating power fluctuations. Furthermore, since 〈u′21 〉 is typ-
ically much larger than 〈u′22 〉 and 〈u′23 〉 in a turbulent boundary layer, Equation
4.6 may be reduced to:
∂u′1
∂t






The Fourier transform of Equation 4.7 with respect to t can then be taken,
which reduces the random sweeping to an ordinary differential equation in x1
for the quantity û1(x, ω), which is the Fourier transform of u
′(x, t). The cross-
spectrum of the turbulent fluctuations at two points that are displaced by a
distance x1 in the streamwise direction can then be expressed as:








If v′ is further assumed Gaussian with variance σ2v and small compared to
V , the exponential term in angle brackets in Equation 4.8 can be simplified to
give the result:












Making the further assumption that the lateral behavior of the covariance
function 〈u′(x, y, t)u′(0, 0, 0)〉 is separable, and takes the form of an exponential
decay with a length parameter Ly, the final expression for the real part of the
cross-spectrum is
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Up to this point, the assumption has been made that the spectra at points
(0, 0) and (∆x,∆y) are identical. This may not be the case, however. In order
to assure that 0 ≤ Ci,j ≤ 1, Φ(0, 0, ω) in Equation 4.10 should be replaced with
(ΦiΦj)



















To test the analytical results found in Section 4.3.2, a set of experiments was
performed in the Eiffel-type wind tunnel of the Renewable Energy and Turbulent
Environment Group (RE-TE-G) at the University of Illinois. This open-return
wind tunnel has a test section of length 6 meters, height 45 cm, and width 90
cm. In order to assess the impact of both turbulence intensity and integral
scales, four different flow conditions were tested, along with different inter-
turbine spacings for each flow condition. Each layout consisted of three columns
of turbines spaced 2.5 rotor diameters apart laterally, and either three or four
rows. The model turbines used in the experiment have a rotor diameterD = 0.12
m, and are based on a model hydrokinetic turbine from Sandia National Labs
[59, 107]. The approach velocity varied between the four test cases, resulting
in a range of Reynolds numbers ReD of 9 × 104 to 1 × 105. The rotors were
attached to an electric generator with a rated power of approximately 1 W,
which was used both as a loading system and a method to directly measure the
power output. The tip-speed ratio λ of the turbines was kept constant at λ =
5.0 by adjusting the resistance across the generator. The power output from
the center column of turbines was sampled simultaneously from the generators
of each turbine at a sampling rate of 100 kHz for a duration of 480 s. The
incoming velocity was measured both for the incoming boundary layer, and for
each turbine that had power measurements taken. Velocity measurements were
done via hotwire, and were sampled at a rate of 10 kHz for a duration of 60 s.
Full details on the various flow conditions and wind-farm layouts tested are
given in the following subsections.
4.4.1 Turbulent and Laminar Freestreams
Three rows of turbines with hub height zh = 0.175 m were placed with stream-
wise spacings of 5, 7, and 10 rotor diameters. In the case of laminar inflow,
no modifications were made to the wind tunnel, and the upstream contraction
and flow straighteners in the wind tunnel resulted in a turbulence intensity of
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0.3%, with a mean hub-height velocity of 8.3 ms−1. For the case with a tur-
bulent freestream, an active turbulence-generating grid was placed immediately
downwind of the wind tunnel contraction. The turbulence generator consisted
of 10 vertical and 3 horizontal rotating bars with agitator wings, which ran-
domly switched rotational direction once per second, and spun at a rate of 0.2
Hz. This led to the creation of large-scale turbulent motions in the relatively
short distances of the wind-tunnel test section, with a mean hub-height velocity
of 8.3 ms−1 and an incoming turbulence intensity of 3% at hub height. The
second row of turbines was moved, with lateral offsets as compared to the first
and third rows of 0, 0.5, and 1 rotor diameter. A sketch of the experimental
layout is given in Figure 4.1.
4.4.2 Rough- and Smooth-Wall Boundary Layers
Four rows of turbines with hub height zh = 0.125 m were placed with streamwise
spacings of 7 and 10 rotor diameters. Both cases used the active turbulence gen-
erating grid described in the freestream flow section. The smooth-wall boundary
layer was created by allowing the flow to develop over the wind-tunnel floor, for
a roughness height z0 of 0.019 mm, a mean hub-height velocity of 8.6 ms
−1 an
incoming hub-height turbulence intensity of 8%. The rough-wall boundary layer
used B-flute single-face corrugated cardboard, which resulted in a surface rough-
ness of 0.52 mm, with a mean velocity of 8.5 ms−1 and a turbulence intensity
of 10%. A sketch of the setup is shown in Figure 4.2
4.5 Results
Each simultaneous set of data was split into ten equally sized non-overlapping
windows, and the estimated coherence Ĉ of each turbine pair was found by
averaging the coherence of each subset of data. The result was used to infer the
two characteristic frequencies related to advection and turbulent decoherence.
The characteristic frequencies ωa and ωc, as well as the zero-frequency amplitude
a were found by a least-squares fit as indicated below.

















In Equation 4.12, two phenomena may contribute to the parameter a. The
first of these is lateral displacement, in which case a = exp(∆y2/L2y). However,
there may also be a contribution from the alteration of the incoming flow by the
turbine wake, leading to a values significantly different than 1 when ∆y 6= 0.
Because both power and velocity spectra follow the ω−5/3 law, power coherence
can be taken as roughly equal to the coherence of two points immediately up-






















































































of these two points should be closely approximated by the sweeping hypothe-
sis. However, the modulation of the flow structure by the turbine interacting
with the flow should affect the coherence. In the absence of a simple physi-
cal explanation for the change in coherence across the turbine rotor, we simply
assume that the passage through a turbine rotor reduces the coherence by a
multiplicative constant a at all frequencies.
The least-squares estimates of the characteristic frequencies ωa and ωc can
then be compared to their theoretical values as predicted in Section 4.3.2.










The general complex exponential behavior of the power spectrum is quite
consistent with the data. An example coherence spectrum is shown in Figure
4.3. The least-squares estimates for ωa closely fit the predictions, with and R
2
value of 0.64. However, the values of ωc show significantly more noise, with an
R2 value of 0.44, although the general trend is predicted well. Measured values
of the two frequencies are plotted versus their prediction in Figures 4.4 and 4.5.
The data suggest that the zero-frequency coherence magnitude a is depen-
dent on the characteristics of the approaching flow. Though other flow statistics
may contribute to the coherence, we find that the integral time scale of the flow
approaching the most upwind turbine in a pair as well as the turbulence inten-
sity can explain much of the variation of a with different flows. The turbine
operation may also impact a; for instance, if a turbine is strongly curtailed, it
should not introduce as many uncorrelated turbulent scales in its wake as a tur-
bine that is operating at optimum efficiency. However, this is beyond the scope
of the current work. As seen in Figure 4.6, a clear parametric dependence exists
for a on the values of Iu, or turbulence intensity, and Tu, which is the integral
time scale of the flow approaching the first turbine in a pair. This figure shows
only a values for turbine pairs which are one row apart. This result suggests
that the impact of wakes on the coherence is most pronounced when the flow
is laminar or has smaller-scale turbulent motions. This might be the case dur-
ing clear nights, when the atmospheric boundary layer is generally stable. On
the other hand, strong coherence is found with very large, energetic turbulent
motions which may be found in the day-time unstable boundary layer.
For turbine pairs spanning more than two rows, smaller values of a are found.
The data appear to suggest that the a value for a pair separated by two rows
may be equal to the square of a similar setup separated by only one row. That
is, where a1 is the a-value for a pair of turbines separated by one row and a2
is a similar a-value for turbines separated by two rows, a2 = a
2
1. Similarly, a




























































































































































































































































































































































































of a similar one-row setup. When comparing two-row pairs to similar one-row
pairs, the exponent is 2.2 ± 0.3. When comparing three-row and one-row pairs,
the exponent is 3.3 ± 0.9. It therefore cannot be ruled out that an = an1 . More
data would help to validate this hypothesis.
The effect of lateral displacement is unclear from the data. While a mono-
tonically decreases with greater ∆y in both of the boundary-layer cases, the
data from the freestream cases decrease between ∆y = 0 cm and ∆y = 6 cm,
but then subsequently increase again at ∆y = 12 cm. It is unclear why this
difference occurs, though wake effects may play a role.
4.6 Concluding Remarks
The random-sweeping hypothesis does well in predicting the general behav-
ior of the coherence of wind-turbine pairs. The complex exponential structure
predicted is observed in the experimental data. However, the turbine wakes
appear to diminish the magnitude of the coherence by a multiplicative constant
a ∈ [0, 1]. It is found that a is strongly dependent on the structure of the
flow approaching the first turbine in a pair. Namely, the turbulence intensity
and integral scales of the flow appear to affect a in such a way that flows with
high-energy, large motions have the largest values of a. However, it is still not
clear how the turbulence created in the turbine wake impacts the coherence.
A physical framework which accounts for the described observations is there-
fore desirable. This framework should describe the turbine-induced turbulence,
which is expected to lead to non-coherence in the power output of turbine pairs.
The data from the laterally displaced turbines does not clearly show a trend in







Wind-farm large-eddy simulations are used to uncover the dependence of tem-
poral correlations in the power output of turbine pairs on atmospheric stability.
For this purpose, a range of five distinct stability regimes are investigated with
the same aligned wind-farm layout used among simulations. The coherence
spectrum between turbine pairs in each simulation is compared to theoretical
predictions. We found that higher levels of atmospheric instability lead to higher
coherence between turbines. This is attributed to higher dominance of atmo-
spheric motions over wakes in highly unstable flows. An empirical model for
wake-added turbulence is shown to adequately predict the variation of coher-
ence with ambient turbulence intensity. The majority of the analytical work
and the majority of the writing in this chapter were done by Nicolas Tobin, but
the large-eddy simulations were performed by Adam Lavely.
5.2 Introduction
The characteristics of spatiotemporal correlations in atmospheric flows play a
major role in determining the variability of wind-power resources. For instance,
Archer and Jacobson [4] found that interconnecting a number of wind farms
would allow for an average of 33% of the yearly averaged power to be used as
baseload power by reducing variability. This occurs due to distant wind farms
are not strongly correlated, whereas a single wind farm is not able to reliably
supply baseload power. Using power data from a set of 19 wind farms, Archer
and Jacobson [4] suggested that there was seemingly no saturation point, past
which the inclusion of more wind farms would not allow for greater reliability.
Katzenstein et al. [61] used a dataset from 20 wind farms in Texas to show how
geographic smoothing impacted wind-power fluctuations at different timescales.
They found that over timescales of one hour, a reduction in variability of 87%
was achieved, while the 24-hour variability was not significantly attenuated.
This is consistent with the findings of Bandi [5], who used turbulence theory to
show that a limiting behavior exists in the smoothing of wind-power fluctuations,
and used the same Texas wind-farm dataset as Katzenstein et al. [61] as well as a
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set of 224 Irish wind farms to confirm that this limit has already been reached in
these two aggregates. A similar asymptote in smoothing behavior was found by
Fertig et al. [37], who analyzed the power output of a large number of wind farms
throughout the United States, considering the effect of theoretical interconnects
between four geographical regions and found that much of the reduction in
variability that was achieved with a very large number of wind plants can be
reproduced with only four or five.
It is clear from the literature that correlations corresponding to length scales
on the order of hundreds of meters and timescales from an hour to days impact
power fluctuations. However, Fertig et al. [37] noted that Sørensen and Shen
[113] used a similar method of analysis to investigate fluctuations over short
timescales in a single wind farm, pointing to a ”fractal property of wind energy”.
Sørensen and Shen [113] noted that the spectrum of the power fluctuations from
a wind farm includes cross-spectral terms, and modeled them with an empiri-
cal coherence function, originally suggested by Schlez and Infield [105], which
uses fitted constants to model the decay of correlation at high frequencies as
a function of streamwise and lateral displacement, and found that this empiri-
cal model fit well to the data from two offshore wind farms in Denmark. Also
included in their model coherence function is a complex exponential term that
accounts for the phase lag as motions pass between rows of turbines, though
the implications of this assumption were not discussed. Over short timescales,
when the wind is relatively steady, Stevens and Meneveau [117] observed that
strong spectral peaks occur in the aggregate spectrum of a wind farm, and these
peaks correspond to the time it takes for turbulent motions to pass from one
row of turbines to the next. This is consistent with the suggestion of Sørensen
and Shen [113] that the coherence spectrum have a sinusoidal characteristic
associated with the inter-row passage time scale.
Though Sørensen and Shen [113] showed that the empirical coherence func-
tion of Schlez and Infield [105] was effective in predicting the correlation terms in
the spectra of wind farms, recent effort has gone toward a more physical under-
standing, using the Kraichnan-Tennekes [69, 119] random-sweeping hypothesis
(RSH). Liu et al. [77] applied the RSH as part of an effort toward modeling the
power fluctuations of an entire wind farm, and arrived at an expression for the
coherence function that did not depend on fitted parameters, but instead on
the turbulence intensity of the incoming boundary-layer flow and showed good
agreement with wind-tunnel experimental results. Bossuyt et al. [13] similarly
used the RSH in treating a wind farm as a discrete sampling kernel of the tur-
bulent boundary layer, and successfully predicted the spectral peaks measured
in a wind-tunnel experiment.
However, both Liu et al. [77] and Bossuyt et al. [13] made the simplifying
assumptions of a wind farm in a neutrally stable atmospheric boundary layer,
and that wakes do not play an important role in determining the correlations of
turbine pairs. However, in both instances, the magnitude of the spectral peaks
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was slightly over-estimated, particularly for pairs of turbines that were sepa-
rated by more than one row. This may be because, depending on the lateral
separation between a pair of wind turbines, either turbine may experience wake
motions from upwind turbines. As wake motions tend to be much smaller in
scale than boundary-layer motions, and are inherently localized, a component
of the turbulence approaching either turbine may, then, not be strongly corre-
lated with that approaching the other turbine. Since the characteristics of the
boundary-layer turbulence depend strongly on the atmospheric stability state,
the fractional contribution to the overall turbulence kinetic energy that is due
to upwind wake motions, and therefore the characteristics of turbine-turbine
correlations, should therefore depend on atmospheric stability.
In this paper we aim to explore the characteristics of the coherence spec-
trum of turbine pairs as a function of atmospheric stability and wake-added
turbulence, with data from large-eddy simulations spanning several atmospheric
stability conditions. In Section 5.4, the methods of performing the large-eddy
simulations as well as the details on the different stability states are presented.
In Section 5.5, the impact of flow conditions on turbine-turbine coherence is
investigated, as well as the effects of lateral displacement between turbine pairs.
5.3 Coherence and the Random Sweeping
Hypothesis
The Kraichnan-Tennekes random-sweeping hypothesis is an expansion of the
frozen turbulence hypothesis, which makes the assumption that turbulent mo-
tions are advected by the mean velocity, and do not evolve temporally. The
RSH similarly assumes that turbulent motions do not evolve temporally, but
adds a random sweeping velocity to the advection, so that
∂u′
∂t




where u′ is the vector field of turbulent fluctuating velocity, V is the mean
velocity vector, and v′ is a large-scale sweeping velocity. By assuming that the
sweeping velocity is zero-mean and normally distributed with standard deviation
σ1, Liu et al. [77] suggested that the cross-spectrum Φ1,2 of two turbines spaced


































However, as seen in Fig. 7 of Liu et al. [77] and Figures 5 and 6 of Bossuyt
et al. [13], a straightforward application of the RSH, treating turbines as probes
of turbulence, tends to overpredict the magnitude of the spectral bumps.
5.4 Large-Eddy Simulations
We use large-eddy simulation (LES) to simulate a wind farm within Earth’s
atmospheric boundary layer using a finite-volume solver for the incompressible
filtered Navier-Stokes equations. The solver contains in-house modifications to
the National Renewable Energy Laboratory’s SOWFA [31, 30, 57] solver for
atmospheric turbulence, adding the Moeng surface stress model [84, 85] for
better capturing the velocity gradient near the wall and the Smagorinsky sub-
filter model [111] to SOWFA’s OpenFOAM [52] framework.




ūi = ui − u′i (5.4)

































which includes terms for atmospheric boundary-layer flows. The time derivative
and convective transport terms are found on the left-hand side. The right-
hand-side includes (a) the Coriolis force from rotation, (b) the driving pressure
gradient, (c) the local pressure gradient and the stress-tensor trace, (d) the
viscous stresses, τ , (e) the Boussinesq approximation for the buoyancy taking
into account the local temperature variation, and (f) the applied body force
















is solved with a Boussinesq approximation for buoyancy where qj includes both
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the SFS contribution to turbulent transport and flux through the domain bound-
aries. We use second-order schemes for spatial and temporal derivatives, and the
precursor-to-wind farm one-way coupling documented by Churchfield et al. [31]
and Jha et al. [56]; this allows developing atmospheric turbulence in a larger,
periodic domain which is then fed into a smaller domain with the wind farm.
A 5 km× 5 km× 2 km precursor domain with 10 m spacing is used to develop
atmospheric turbulence within a periodic domain [65]. The boundary layer is
allowed to develop until it reaches equilibrium, where the boundary layer height
becomes stationary within a single vertical cell and u∗ = (τw/ρ)
1/2 becomes
constant. This is done with a capping inversion for the moderately-convective
and neutral simulations. The turbulence is then fed into a smaller atmospheric
boundary layer domain as a temporal boundary condition with mesh resolution
of 4 m over a 1.5 km × 1.5 km × 0.4 km domain containing a wind farm
with sixteen 2.5 MW turbines modeled using an actuator disk [14] approach,
following validated practices [55, 54]. The wind turbines are aligned in a 4×4
pattern with 5 diameter (D) spacing in both directions (Sx/D = Sy/D = 5)
with the incoming mean wind aligned with the turbine columns. The pitch and
RPM controllers are set to constant values appropriate for the local mean wind
speed within the wind farm configuration. A temporally constant geostrophic
wind [35] is prescribed to model the low-level jet for the stable boundary layer
for the wind-farm simulation. The wind farms are run through the start-up
transient where the turbine wakes develop and then data are sampled for 2000
seconds.
Table 5.1 shows the various stability states modeled with the surface heating
used and the mean wind speed and turbulence intensity at half the boundary
layer height from the precursor simulation. Representative, spatially-distributed
instant of the streamwise velocity at the turbine hub-height is shown in Figure
5.1, where iso-contours of the vertical velocity uz = −1 m s−1 are superimposed
for the lower half of the domain. The moderately convective boundary layer,
shown in Figure 5.1a, has elongated horizontal velocity structures aligned with
the flow that correlate well with negative vertical velocity. These structures
are on the order of rotor diameter in width and longer in length, leading to
the structure being felt by downwind turbines within the array. The velocity
structures in the neutral case (see Figure 5.1b) are smaller than the convective
case and are not elongated in the streamwise direction. These structures are on
the order of a rotor diameter in both horizontal directions. The weakly stable
case illustrated in Figure 5.1c also lacks the elongated structures found in the
moderately convective case, and has structures associated with the temperature
not found within the neutral case.
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(c) Weakly stable (−zi
L
= −2.1)
Figure 5.1: Isocontours of horizontal velocity at turbine hub height superim-
posed with isosurfaces of vertical velocity uz = −1 m s−1, for the 5 km × 5 km
precursor simulation.
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7.8 0.20 9.59 17.2
Slightly
Convective
2.3 0.04 9.51 15.4
Neutral 0 0 8.41 11.1
Stable -2.1 -0.03 9.26 8.8
5.5 Results and Discussion
In calculating the coherence of turbine pairs from the LES data, a significant
trade off is in maintaining both high frequency resolution at low frequencies,
and low bias at high frequencies. This trade off lies in the number of sub-
windows to use when calculating the spectra and cross-spectra of power output.
When using a small number of windows, high-frequency coherence estimates
are noisy and biased; however, low frequency components are estimated with
adequate resolution to characterize the advection time. That is, the coherence
was estimated at enough frequencies to properly characterize a cycle in the
advective term of the RSH coherence equation 5.3. In contrast, with a large
number of windows, the high-frequency coherence results are unbiased, but the
low-frequency coherence is not sufficiently resolved. We therefore estimated the
coherence with a different number of windows, and accepted only a specific range
of frequencies from each estimate so that coherence estimates were reported
only for frequencies with fewer than 16 cycles in each window, as we found that
this gave the best coherence results. The frequency ranges and the number of
windows used in that range are listed in Table 5.2. An example of the calculated
coherence from the neutrally convective case is shown in Figure 5.2.
fSxD/U 0-1 1-2 2-4 4-8 8-16 16-32 32-64 64-128
No of windows 2 4 8 16 32 64 128 256
Table 5.2: Number of windows used in calculating coherence from LES data
across ranges of frequencies.
With the coherence estimates, the fa, fc, and C0 were found such that the
RSH estimate minimized the squared error between prediction and data, so that
the function fitted to the data was


















































































Further, the role of the atmospheric turbulence in determining the coherence
scaling factor C0 is assessed.
5.5.1 Advection of Turbulent Motions
The mean fitted values of fa are shown in Figure 5.3 plotted against streamwise
distance for each inter-turbine spacing, and for each stability condition. Also
plotted in the figure is the value of fa predicted by the RSH; it shows a clear
trend toward lower frequencies with higher separation, as the advection time
between turbines becomes higher. The fa values are fit closely between the
five flow conditions. The advection frequency does not appear to be strongly
impacted by turbine wakes, at least in the four rows of turbines investigated.
This suggests that coherent motions are primarily advected at the boundary-
layer velocity, rather than the local wake velocity.
The fact that motions are advected at the undisturbed boundary-layer ve-
locity comes with interesting implications about the role of wakes as compared
to large-scale atmospheric motions in the context of the RSH. The RSH makes
the assumption that the sweeping velocity occurs at length and time scales that
are very large compared to turbulence scales of interest. This is a valid assump-
tion of large-scale atmospheric motions, which may be kilometers long and last
over timescales on the order of tens of minutes, as compared to typical ∼1 km
inter-turbine separations in wind farms, and the resultant advection time of ∼60
s. However, this is not true of wake-added turbulent motions, which are typi-
cally over timescales an order of magnitude higher than the time it takes for the
rotor to complete one revolution and smaller [24, 78], so that the wake-added
motions are similar or smaller in scale to the advection time scale, allowing
them to nonlinearly interact. Wake-added motions may then not be expected
to contribute to the coherence between turbine pairs, with the coherence instead
being dominated by the impinging of turbulent motions from above. Although
the added drag by wind turbines will impact the characteristics of the overhead
boundary layer, this typically occurs over many rows of turbines, and would
not be expected to occur over the relatively small extent of the modeled wind
farms.
It is noted that no dependence of the lateral spacing on the advective fre-
quency was found; fa values for turbine pairs that were separated laterally were












































5.5.2 Turbulent Decoherence of Turbulent Motions
Further evidence of the dominant role of atmospheric motions is seen in the
decoherence frequency, the estimates of which are presented in Figure 5.4. The
mean values of the decoherence frequency are shown plotted along with their
predicted trend, according to Equation 5.4. The fact that the decoherence
frequency follows the trend predicted by the RSH suggests that the proper
turbulence intensity scale for this quantity is that of the incoming boundary
layer. If the wake turbulence were dominant in the distortion of high-frequency
components, a trend should exist showing fc values deviating below their RSH
predictions with larger ∆x, as the wakes of an increasing number of turbines
impacts the turbulence approaching the downwind turbine in a pair with larger
separation. This trend, however, is not observed; though deviations between
measurements and RSH predictions are larger than for the values of fa, the
boundary-layer turbulence appears to be the appropriate scale in predicting fc.
5.5.3 Coherence Scaling Factor
Though the timescales of turbine-turbine coherence does not appear to be al-
tered by turbine wakes, the wakes will nonetheless introduce turbulence scales
that impact the downwind turbine in a pair, and lead to fluctuations in that
turbine. Although correlations have been observed between a turbine’s power
and the motions in its wake [48], we proceed with the assumption that these
scales are small enough that they experience sufficient nonlinear evolution that
they do not lead to correlations between the power output of two turbines.
There is therefore a fraction of the turbulence approaching the downwind tur-
bine that does not lead to power coherence. We proceed to link this fraction
to the wake-added turbulence, using existing empirical formulations from the
literature.
The turbulence intensity in the wake, Iwake, is commonly decomposed [19]






Since the power spectral density of a turbine’s power output is proportional to





where Î0 and Îwake are the components of the upwind and wake turbulence that
are coherent. If the upwind turbulence is assumed to advect naturally between
rows via impinging of large-scale motions, and the wake-added turbulence is
not expected to contribute any to any turbine-turbine power correlations, then

































































































































which is a natural prediction for the coherence scaling factor a. Though the
turbulence of the incoming boundary layers was measured during the simula-
tions, the turbulence approach each turbine was not. We therefore rely on the




to predict the turbulence intensity approaching each row of turbines in the five






where turbine i is assumed to be farther upwind. The measured values of
C0 for turbine pairs that have no lateral separation are depicted in Figure 5.5,
showing adequate agreement with predictions. Although the similarity of layout
among the five cases allows for direct testing of the change in coherence scaling
factor between flow cases, the noise in these measurements does not allow for a
statistically significant trend to be shown toward higher coherence with larger
atmospheric turbulence. However, the clear trend in Figure 5.5 suggests the









This dependence is shown plotted for a pair of turbines separated by 5 rotor
diameters for several axial induction factors, from 0.1 to 0.3, over a range of
turbulence intensity values in Figure 5.6.
Although the turbulence model of Crespo and Hernandez [34] adequately
predicts the coherence scaling factor, it should be noted that other wake-added
turbulence models are commonly used in the literature as well.
5.6 Conclusion
Large-eddy simulations are used to show the impact of atmospheric stability on
turbine-turbine power coherence. By fitting the data to a predicted coherence
function based on the random-sweeping hypothesis, characteristic time scales
are deduced, and deviations from the RSH predicted are attributed to wake
motions. Results suggest that power coherence can be largely attributed to



















































































































to correlations between turbines. This result is used to create an empirical
prediction between the ambient atmospheric turbulence and the axial induction
factor and spacing of the turbines. This empirical relation fits well with the LES
data, suggesting that the dependence of power coherence on the atmospheric




Scales Passing Through the
Rotor of a Wind Turbine
6.1 Abstract
The modulation of boundary-layer turbulence across scales by passage through
the rotor of a model wind turbine is assessed experimentally using synchronous
upwind and downwind hotwire anemometers. Consistent with literature, results
show that the rotor simultaneously eliminates large-scale motions, and intro-
duces comparatively small-scale flow structures. The synchronous data allows
for the distinct quantification of added and dampened turbulence by consider-
ing the temporal correlation between upwind and downwind time series. The
destroyed turbulence is of a larger characteristic length scale than the created
turbulence, but both scales increase with downwind distance. The intensity of
the destroyed turbulence does not change substantially with downwind distance,
suggesting that the turbine has a much stronger effect on turbulence destruction
than simple natural evolution. The cross spectra between upwind and downwind
velocity measurements suggest a dispersion relation for different time scales. In
the near wake, lower-frequency components appear to be advected at velocity
lower than the local wake velocity, and this advection velocity asymptotically
approaches the local velocity at high frequency. This trend diminishes in mag-
nitude with downwind distance.
6.2 Introduction
The turbulent nature of the atmospheric boundary layer is one of the most
technically challenging aspects of wind power. The interactions between wind
farms and the atmosphere have been under investigation for decades, as con-
sideration of this interplay is essential for the development of well-engineered,
cost-effective wind farms. The turbulent environment in the vicinity of a wind
farm plays an integral role in the characteristics of wind-power variability across
scales [3, 5, 77], dictates the design loads for the turbines used in the wind farm
[109], and re-energizes the low-momentum wake regions within wind farms [15].
However, the ambient turbulence is significantly impacted by turbine wakes,
which have been shown to introduce as well as attenuate turbulent scales [24],
leading to a new equilibrium state for the flow within wind farms [78], and even
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to distinct boundary-layer physics in the limit of very large wind farms [16].
Due to the contribution of wakes to power deficits, dynamic loading, and
downward kinetic energy flux, the turbulence characteristics of wake motions
are of major importance to wind-farm performance as they contribute in ways
that are distinct from the atmospheric boundary layer turbulence. For instance,
wake meandering plays an important role in defining the turbulence scales that
impact turbines within a wind farm, and is characterized by energetic far-wake
motions at a Strouhal number St = fsD/Uhub ' 0.1− 0.3, where fs is the me-
andering frequency, D is the turbine diameter, and Uhub is the mean hub-height
velocity [92]. Two hypotheses exist to explain the onset of wake meandering;
some authors [50] have found that small-scale vortices in the wake shear layer
interact with the hub vortex to lead to large-scale wake meandering, which
is consistent with the observations that meandering frequency scales with the
Strouhal number [25, 92] and is, therefore, defined by the length scales of the
turbine. A competing interpretation of wake meandering considers that this phe-
nomenon is primarily driven by large-scale atmospheric turbulence; it is based
on the model of [73], which treats the wake deficit as a passive tracer that is
advected by the ambient turbulence, and benefits from field-scale experimental
validation [11, 125].
Significant efforts have gone toward applying insights of wake dynamics to
wind-farm optimization, including wake steering and the use of heterogeneous
turbines in an array to minimize the exposure of downwind turbines to the
wakes of upwind ones. Among several other method of wake control, Fleming
et. al. [38] numerically investigated intentional yaw misalignment in the up-
wind turbine of a pair to deflect the wake laterally, and found this to be an
effective method of increasing combined power. Yawed wake steering has been
experimentally applied at the Scaled Wind Farm Technology (SWiFT) site in
Lubbock, Texas [39], as well as in a commercial offshore wind farm in China
[40], both showing good agreement with theoretical and numerical predictions.
In an effort to similarly reduce wake effects, Chamorro et. al. [23] presented
wind-tunnel measurements of a wind farm with alternating rows of two differ-
ently sized wind turbines, and showed a decrease in turbulence in the vicinity
of turbine rotors. Vasel-Be-Hagh and Archer [127] presented an optimization
paradigm based on collectively optimizing wind-farm power by changing the hub
heights of turbines in a wind farm, validated the simple engineering approach
with large-eddy simulations, and showed that power increases on the order of
2% are possible. Xie et. al. [135] similarly showed that there are benefits to
collocating small vertical-axis wind turbines in an array of larger horizontal-axis
turbines, also showing a significant increase in wind-farm energy production.
The role of wake-added turbulence to wind-farm dynamics is undoubtedly
an important one, so that wake turbulence is commonly modeled for engineer-
ing applications. This is typically done by modeling the so-called wake-added
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where Iwake is the turbulence intensity in the wake, and I0 is the approaching
turbulence intensity. Several empirical methods of modeling I+ exist [34, 47,
74, 28]. However, this simplistic approach does not inform the modulation of
length scales in the wake turbulence, and is inconsistent with the observation of
Chamorro et. al. [24] that the turbulence in a wake not only has an increased
energy in the relatively high-frequency part of its spectrum, but also a reduction
in the low-frequency range. It also may be inappropriate when considering the
power variability of the aggregate power output of a wind farm, as covariance
between turbine pairs is impacted by large-scale coherent motions [77, 13], which






+ − I2−, (6.2)
where I− is the wake-suppressed turbulence intensity. Separately characteriz-
ing the two would therefore be more consistent with previous observations of
dampened large-scale motions. The goal of this work is to provide such a char-
acterization via experimental investigation of wake-added and wake-suppressed
motions. This is done with synchronous measurements of the flow right up-
wind and downwind of the turbine using hotwire anemometry, which allows for
a statistical characterization of their respective energy content. Details of the
experiments are outlined in Section 6.3, the methods of analysis and results are
provided in Section 6.4, and concluding remarks are included in Section 6.5.
6.3 Experimental Setup
A model wind turbine was placed and operated in the eiffel-type wind tunnel of
the Renewable Energy and Turbulent Environment Group at the University of
Illinois. The test section of the wind tunnel is 6.1 m in length, 0.46 m high, and
0.91 m wide. The turbine had a hub height zhub = 0.125 m, a rotor diameter
dT = 0.12 m, and operated at a tip-speed ratio λ = 0.5dTΩ/Uhub = 5.0, where
Ω is the rotational velocity in rad s−1, with power and thrust coefficient of 0.45
and 0.79, respectively. The turbine is based on a reference model designed at
Sandia National Laboratory [107, 59].
The incoming boundary layer was developed over a low-roughness wall,
which was tripped at the inlet of the test section with a series of vertical strakes.
This led to a boundary layer thickness δ/dT ≈ 2.4, a friction velocity u∗ = 0.313
m s−1, a roughness height z0 = 0.024 mm, and a hub-height velocity Uhub =
6.61 m s−1. Strakes located at the inlet of the test section induced a turbulence
structure with a well-defined inertial subrange that spanned over two orders of
78
magnitude. The mean velocity and turbulence intensity profiles, as well as the
power spectrum of the hub-height velocity, are illustrated in figure 6.1.
Velocity measurements were made with two synchronous hotwire anemome-
ters.
Velocity sampling was performed one rotor diameter upwind of the center
of the turbine’s rotor, as well as at downwind distances ranging from 1.0 to
5.0 rotor diameters, incremented by 0.5 rotor diameters, and 6.0 to 10.0 rotor
diameters, incremented by 1.0 rotor diameters, for a total of 14 synchronous
upwind/downwind velocity time series measurements. Velocities were sampled
at a rate of 1 kHz for a duration of 300 s. Identical synchronous time series
were made without the turbine present. A schematic of the experimental setup
is shown in Figure 6.2.
6.4 Analysis
Using the synchronous upwind and downwind time series, the change in the
velocity spectra is decomposed into its added and destroyed components. Con-
cretely, the coherent output power spectrum Φcop of the downwind point is
calculated.
Φcop(f) = C1,2(f)Φ2(f), (6.3)
where C1,2 is the magnitude-squared coherence of the two signals, and Φ2 is the






where Φ1,2 is the cross-spectral density of the upwind and downwind point,
and Φ1 is the power spectrum of the upwind point. The magnitude-squared
coherence is a statistic that quantifies the causality between two signals. In
the particular case of the upwind and downwind velocity measurements, it is
a measure of how correlated velocity fluctuations at different time scales. A
coherence value different than unity indicates that the turbulence at the two
points is not perfectly correlated, which could come as a result of normal vortex
stretching, or from the generation of turbulent scales by some other process,
such as tip-vortex breakdown in the wake of a turbine [76]. Examples of the
upwind, downwind, and coherent downwind power spectra are shown in Figure
6.3 with and without a turbine present. The data presented come from the
closest downwind measurement location.
Several notable observations can be made of the spectra presented in Figure
6.3. Without the turbine present, the upwind, downwind, and downwind co-





















































































































































































































































































































































































motions simply advect downwind without being strongly distorted. However, in
the relatively high frequencies, the downwind coherent spectrum deviates signifi-
cantly from the other two, suggesting that the high-frequency downwind motions
have evolved significantly in the short distance between the two points. This
could either be due to normal turbulent evolution, or from modulation by the
hotwire structure. In the low-frequency region of Figure 6.3 b), the downwind
energy content is reduced, consistent with previous results [24]. However, the
downwind coherent spectrum has a significantly reduced magnitude compared
to the downwind spectrum. This result can be interpreted as suggesting either
that the large scales approaching a turbine are broadly destroyed and replaced
by new motions shed from the turbine, or are distorted to the point of being
only weakly correlated with their original state. At relatively high frequencies ,
there is a net increase in turbulence energy, again consistent with previous works
[24]. The frequency at which the energy content is higher, f ∗D/Uhub ≈ 0.1, is
consistent with a turbulent cascade from large-scale motions due to wake me-
andering, which has been observed to occur at St ≈ 0.1 − 0.3. With the two
distinct processes of destruction of large-scale motions and introduction of me-
andering motions, we define the destroyed (Φ−) and added (Φ+) power spectra
as
Φ− = Φ1 − Φcop, (6.5)
Φ+ = Φ2 − Φcop, (6.6)
so that Φ2 = Φ1 − Φ− + Φ+. The premultiplied wake-added power spectra are
shown in Figure 6.4 varying with downwind distance. As seen in this Figure, the
wake-added motions are predominantly in the frequency range of F ∗D/Uhub ≈
0.1 - 0.5, again consistent with the interpretation that wake-added motions are
primarily due to meandering. The slight trend toward higher energy content
at lower frequencies with downwind distance is in agreement with the interpre-
tation that wake meandering is due to the growth of small-scale vortices into
larger structures.
Figure 6.5 similarly shows the premultiplied wake-destroyed power spectra.
The frequency of maximum motion destruction does not change appreciably
with distance, though there does appear to be a trend toward greater total en-
ergy destruction. The frequency of greatest energy destruction is also noticeably
lower than that of energy creation.
With Φ+ and Φ− defined and calculated from the data, bulk statistics of
the created and destroyed turbulence may be calculated. For instance, the


























































































































The turbulence intensity and integral time scales of the added and destroyed
turbulence show some interesting trends, and are plotted in Figure 6.6 and 6.7.
As seen in Figure 6.6, the turbine-destroyed turbulence does not appreciably in-
crease with downwind distance. It does, however, appear to decrease in integral
time scale as seen in Figure 6.7. These combined results are interesting, and may
be explained as large-scale, correlated boundary-layer motions impinging into
the wake while smaller-scale motions nonlinearly interact and become distorted
and incoherent. The turbine-added turbulence intensity displays an interest-
ing trend. Between 1.0D and 1.5D, a significant decrease occurs, followed by
a subsequent increase until 3.5D, with a monotonic decrease afterwards. The
turbine-added integral time scale quickly increases between 1.0D and 2.5D, with
a slow upward trend after 2.5D. These may both be explained by the findings of
Howard et al. [50] that far-wake meandering motions are triggered by the near-
wake hub vortex, and grow with downwind distance. The near-wake decrease
in turbulence intensity is then consistent with the decay of the hub vortex, fol-
lowed by the growth of meandering motions that decay in intensity and grow in
length scale.
The synchronous velocity measurements also allow for an investigation of
a possible dispersive effect for the spectral energy content. Applying Taylor’s
frozen turbulence hypothesis to a pair of points, one directly downwind of the
other, an expression can be derived for the phase angle of the cross-spectrum
of the velocity time series of the two points. The frozen turbulence hypothesis








Taking the Fourier transform of this relation results in an ordinary differ-
ential equation for û(f, x), the Fourier transform of the velocity fluctuations.
Solving this equation gives an expression for the cross spectral density of the
two points as,






so that the phase angle θ of the cross-spectrum is predicted to be equal to
−2πfx/U . Measured phase angles different from these values would therefore
indicate a dispersion of the velocity scales passing through the turbine’s rotor.
























































































































This dispersion velocity is shown plotted, normalized by the local mean
velocity, in Figure 6.8. In this Figure, the dispersion velocity of the nearest
measurement in shown in red, and the lines become bluer with greater distance
downwind of the turbine. There appears to be a tendency in the near wake for
the low frequencies to be advected at a frequency lower than the local velocity, an
effect which disappears with greater downwind distance. The lower dispersion
velocity in the near-wake low-frequency components is an interesting result,
though the tendency toward the local mean velocity with greater distance is
again consistent with the interpretation that large-scale motions impinge into
the wake far downwind and re-introduce correlated large-scale motions.
6.5 Concluding Remarks
The modulation of turbulent motions by wind turbines is an immensely complex
problem, with important implications in power variability, turbine design, and
grid integration. Particularly for matters of power variability, it appears to be
important to make a more thorough distinction between the different compo-
nents of the turbulence in the wake, as wakes have a profound impact on the
spatio-temporal correlations in the atmospheric boundary layer in which they
are immersed. However, we stress that this work is largely exploratory, and
an investigation of the spatio-temporal correlations within a large wind farm,















































Possibly the most important challenge in integrating renewable sources of en-
ergy such as wind power into electrical grids is their variability. The variability
of wind power occurs over an extremely wide range of spatial and temporal
scales, with the fluctuations at different time scales associated with different
integration costs. Over relatively short time scales, power fluctuations are in-
extricably linked to atmospheric turbulence. The linkage between turbulence
and power variability is a complex, two-way exchange. It is quite useful to treat
turbines as simply sampling the boundary layer in which they operate, though
caveats and weaknesses of this assumption are important. Like any probe, the
operation of the turbine impacts the scales over which the probing behavior is
valid, with high-frequency filtering due to rotor inertia and the control schemes
of the turbine. Also, the role that wakes play on the modulation of the bound-
ary layer within a wind farm is an unavoidable complication. Wakes change the
spatiotemporal scales and the turbulent energy content approaching turbines in
an array, so that the characteristics of their power fluctuations are significantly
altered. The wake-added motions also appear to be nearly uncorrelated with
the upwind motions, so that a significant component of the power fluctuations
of turbines deep within a wind farm do not have significant cross-correlation
with other turbines. This leads to conspicuous alterations of the characteris-
tics of turbine-turbine correlations at different times of the day, depending on
the stability state of the atmosphere. The addition of uncorrelated motions is
also complicated by the destruction of correlated motions by a spinning wind
turbine, and the fact that the statistics of the changes are strong functions of
location, particularly within the wake.
7.2 Unaddressed Topics
Many aspects of the physics governing wind-power variability are still quite
unclear, and some important phenomena warrant investigation. One of the
major simplifying assumptions made throughout all the analysis performed in
this thesis is that the wind field is steady-on-average. However, this assumption
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may become stressed in a real atmospheric boundary layer, where the wind speed
and direction are constantly changing, and events such as ramping can occur. It
would therefore be interesting to consider how the analysis may change, or how
the predictive ability of the framework detailed in this thesis would break down
in a non-steady environment. The precise role of wakes is also still elusive. Much
of the analysis of wakes in this work is either observational or semi-empirical.
It would therefore be interesting to attempt to derive some treatment for the
modulation of turbulence with a stronger grounding in first principles.
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