Abstract. We prove the existence of convex classical solutions for a general multidimensional, multilayer free-boundary problem. The geometric context of this problem is a nested family of closed, convex surfaces. Except for the innermost and outermost surfaces, which are given, these surfaces are interpreted as unknown layer-interfaces, where the layers are the bounded annular domains between them. Each unknown interface is characterized by a quite general nonlinear equation, called a joining condition, which relates the first derivatives (along the interface) of the capacitary potentials in the two adjoining layers, as well as the spatial variables. A well-known special case of this problem involves several stationary, immiscible, two-dimensional flows of ideal fluid, related along their interfaces by Bernoulli's law.
Introduction
Our purpose is to study the existence question for convex classical solutions of multilayer free boundary problems of the following general form: In Problem 1.1, equation (1.1) represents a general, nonlinear "joining condition" relating the first derivatives of the capacitary potentials on opposite sides of each of the (convex) free-boundary surfaces S i , i = 1, . . . , k. The main focus of this paper their monotonicity properties. By means of these operators, we define (for each 0 < ε < 1) a multilayer fixed-point problem which approximates Problem 1.1 (for small ε). By using the monotonicity properties of the operators T ε , we prove that for each sufficiently small ε > 0, this multilayer fixed-point problem has a solution which is obtained as the limit of an increasing (or decreasing) sequence of successive approximations which are all inner (outer) solutions (see § §3-5). Then the "weak" solutions of Problem 1.1 are defined to be the limits of convergent sequences of these multilayer fixed points (corresponding to positive null sequences of values of ε). We then show (in § §6-10) that the weak solutions of Problem 1.1 are actually classical solutions.
It is the author's impression of the literature on free boundary problems (of all kinds) that the conditions characterizing the free boundaries are usually very specific (in each particular problem). By comparison, the present paper studies the existence question for an unusually broad class of joining conditions (see §2). However, it is important to realize that the convexity requirement in Problem 1.1 necessitates restrictions on the joining conditions (1.1) which go well beyond the regularity of the functions F i (x, p, q), i = 1, . . . , k, and the solvability of the equations F i (x, p, q) = 0 for either p or q in terms of the other variables. In fact the author showed by a counterexample in [6] that (in general) no convex solution exists even in the two-dimensional, two-layer case of Problem 1.1 if the one joining condition is of the form (1.3), where A(x) is a negative constant.
For the purpose of focusing attention more directly on the quite difficult questions associated with the treatment of very general, nonlinear joining conditions of the form (1.1), the present treatment of the multilayer problem has been restricted to the case where U is harmonic in the layers Ω i between the free boundaries. However, the author is quite certain that the operator structure explored here can be generalized to other cases, in which U solves various other elliptic partial differential equations in the layers between the free boundaries (see [11] , [12] , [23] regarding convergence properties of the operators T ε in the case of one-layer and two-layer problems for the p-Laplacian). In this context, it should be apparent that the author's primary motive for the present work is to develop an alternative, non-variational version of the general operator method with potential application to numerous (convex) multilayer problems with general joining conditions. The author also hopes to extend the operator method to obtain existence results for Problem 1.1 in the corresponding starlike case.
Remark.
A powerful simplifying principle for the multilayer problem is the obvious fact that if S = (S 1 , . . . , S k ) is a classical (or weak) solution of Problem 1.1, then for each i = 1, . . . , k, the surface S i is a classical (or weak) solution of a two-layer version of Problem 1.1 (see Problem 2.1) relative to its neighboring surfaces S i±1 . This principle permitted the author to simplify the treatment of the convex variational multilayer problems in [7] , [8] , [9] by a reduction of the most difficult aspects of the problem to a suitable analysis of the two-layer case. Although the present paper also makes maximum use of the same principle (see § §2-5), it is no longer possible to avoid directly studying the operators T ε in the multilayer context.
1.3.
Remark. Although the method of variational inequalities has been applied very successfully in the study of numerous free boundary problems, there is great aesthetic appeal in the idea of extending the study of the multilayer problem beyond the scope of this method. This endeavor also has much practical significance, since there are numerous interesting joining conditions of the form (1.1) which do not appear to arise from any natural variational formulation of the problem, but which might nevertheless occur in models of observed physical phenomena. A number of such examples are given in § §2.6-2.9.
1.4.
Remark. An important aspect of the operator method in all cases is the fact that each existence proof embodies (in analytical form) an algorithm for the successive approximation of solutions. The aspect of successive approximation was particularly emphasized in [4] and [5] .
Main results
It is natural to begin any discussion of Problem 1.1 with the important particular case of two layers and one free boundary. Our study of the general problem is in many ways based on a reduction to this particular case. and where Ω ± denotes the annular domain whose boundary is given by ∂Ω ± = S ∪ S ± * .
Assumptions for Problem 2.1.
Define the twice-continuously-differentiable function f (x, p, q) : R N × R + × R + → R such that f (x, p, q) = F(x, 1/p, 1/q). Throughout this paper, our results in the context of Problem 2.1 will all require various combinations of (but not necessarily all of) the following additional assumptions:
(a) The function F (x, p, q) is strictly decreasing in p and strictly increasing in q. Thus f (x, p, q) is strictly increasing in p and strictly decreasing in q.
(b) For any p 0 > 0, there exists a value q 0 = q 0 (p 0 ) > 0 such that F (x, p 0 , q) > 0 whenever q > q 0 , independent of x ∈ R N . For any q 0 > 0, there exist values 0 < p 0 = p 0 (q 0 ) < p 1 = p 1 (q 0 ) such that F (x, p, q 0 ) > 0 whenever 0 < p < p 0 and F (x, p, q 0 ) < 0 whenever p > p 1 , independent of x ∈ R N . (c) For any r 0 > 0, there exists a value θ 0 = θ 0 (r 0 ) > 0 such that f (x, r 0 cos(θ), r 0 sin(θ)) > 0 for all x ∈ R N and θ ∈ (0, θ 0 ], whereas f (x, r cos(θ), r sin(θ)) < 0 for all x ∈ R N , θ ∈ [(π/2) − θ 0 , (π/2)), and r ∈ (0, r 0 ].
(d) For any linear function φ(λ) : [0, 1] → Ω * × R + × R + such that f (φ(0)) ≤ 0 and f (φ(1)) ≤ 0, we have that max{f (φ(λ)) : 0 ≤ λ ≤ 1} ≤ 0.
(e) We assume F (x, p, q) = F + (x, q) − F − (x, p) for all (x, p, q) ∈ R N × R + × R + , where the positive functions F ± (x, t) : R N × R + → R are both twice continuously differentiable, and are such that ∂F ± (x, t)/∂t > 0 and ∂ 2 F − (x, t)/∂t 2 ≥ 0. ν ≤ 0 for all x ∈ Ω * and all unit vectors ν. Therefore, Theorem 2.3 applies to these cases.
Example. Consider joining conditions of the general form:
where α, β denote positive constants and A(x), B(x) denote uniformly-positive C 2 -functions. Assumptions 2.2(a), (b), (c) are clearly satisfied. By expressing the joining condition in the equivalent form:
can easily verify that Assumptions 2.2(e) is also satisfied. As we will show in the appendix ( §11), Assumption 2.2(d) is satisfied provided that β < α and the first and second order directional derivatives of A(x) and B(x) satisfy the conditions: 
2.12. Remark. The proof of Theorem 2.11(a) is given in §5.12. Part (b) follows from Theorem 2.3(b), in view of Theorem 5.13. 2.13. Remark. Obviously Theorem 2.11 applies to particular cases of Problem 1.1 in which each of the functions F i (x, p, q), i = 1, . . . , k, has any one of the forms already discussed in Examples 2.6, 2.7, 2.8, and 2.9.
2.14. Remark. The purpose of this remark is to point out a uniqueness result which applies to classical solutions of Problem 1.1 under different assumptions than those listed in §2.2. Namely, assume in Problem 1.1 that the given domains D ± * are starlike relative to the origin, and that the functions F i (x, p, q), i = 1, . . . , k, satisfy Assumption 2.2(a). Also assume for i = 1, . . . , k that F i (λx, p/λ, q/λ) ≥ 0 whenever F i (x, p, q) ≥ 0 and λ ≥ 1. Then there exists at most one classical solution S = ( S 1 , . . . , S k ) such that the surfaces S i , i = 1, . . . , k, all have bounded curvature. Moreover, this solution (if it exists) must be such that the interior complements of the surfaces S 1 , . . . , S k are all starlike. The proof, which we omit, is closely related to previous uniqueness proofs in [7] , [8] , §2, and [11], §2.
3. The convex two-layer problem: operators, fixed points, weak solutions 3.1. General notation and definitions. We define the ball B ε (x 0 ) = B(x 0 ; ε) = {x ∈ R N : |x − x 0 | < ε} for any x 0 ∈ R N and ε > 0. We define αΣ = {αx : x ∈ Σ} for any set Σ and value α > 0. H(Σ) denotes the convex hull of a set Σ, and N ε (Σ) denotes the ε-neighborhood of Σ (for any ε > 0). For any sets Σ i , i = 1, 2, we define the distances License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use say Σ n → Σ as n → ∞ if ∆(Σ n , Σ) → 0 as n → ∞. We use z(t) to denote any particular real valued, continuous, strictly increasing function on R + , such that z(t) → 0 as t → 0+, and we use ζ(n) to denote any particular positive, decreasing function defined on N such that ζ(n) ↓ 0 as n → ∞. Similarly, z(t, n) denotes any particular positive function of t > 0 and n ∈ N such that z(t, n) → 0 as t → 0 and n → ∞. These are all called null functions. Also, | · | denotes volume of an N -dimensional domain, the area of an (N − 1)-dimensional surface, and the length of a curve.
3.2. Definitions for the operator method. Let X denote the family of all (N − 1)-dimensional hypersurfaces of the form S = ∂D, where D is a bounded, convex domain in R N . For each surface S ∈ X, let D(S) denote the interior complement for S. For S 1 , S 2 ∈ X, we define S 1 ≤ S 2 (resp. S 1 < S 2 ) to mean that
we use Ω(S 1 , S 2 ) to denote the annular domain whose boundary is S 1 ∪ S 2 . We also use U + = U + (S 1 , S 2 ; x) to denote the capacitary potential in Ω = Ω(S 1 , S 2 ), oriented such that U + = 0 (resp. U + = 1) on the inner (outer) boundary of Ω. We also define
. Given ε ∈ (0, 1) and surfaces S 1 , S 2 ∈ X with S 1 < S 2 , we define
Observe that Φ ± ε (S 1 , S 2 ) ∈ X due to Lemma 3.4(c). Clearly, we have
. Also, for ε ∈ (0, 1) and any surfaces S 1 , S 2 ∈ X with S 1 < S 2 , we define
where Ψ ε (S 1 , S 2 ) ∈ X due to Lemma 3.6. Finally, for any ε ∈ (0, 1) and any surfaces S, S ± ∈ X with S − < S < S + , we define
Proof. This follows from the maximum and comparison principles for harmonic functions.
Lemma. Let
and
both in Ω.
(c) For any α ∈ (0, 1), the real-analytic surface S α := {U (x) = α} is convex. It is also strictly convex in the sense that any supporting plane intersects S α at only one point.
(d) The function Q(x) := |∇U (x)| is weakly decreasing (with increasing U ) on all the curves of steepest ascent of U .
(e) The function Q(x) := |∇U (x)| is subharmonic in Ω, and the function
where |γ| denotes the arc-length of γ.
(g) For any unit vector ν 0 , any values 0 ≤ α < β ≤ 1, and any points x α ∈ S α and
Proof sketch. Part (a) follows from the comparison principle, and both inequalities in Part (b) follow from Part (a) (the first inequality in Part (b) also follows from the fact that d(x, S − ) is subharmonic in Ω). Regarding Part (c), see [14] , [15] , §2, [17] , [19] , or [22] . Part (d) is a direct consequence of Part (c) and the Laplace equation. The assertions in Part (e) also follow from Part (c), as is seen by a direct computation of ∆Q and ∆W (observe that Q > 0 in Ω, essentially due to part (d)). Finally, Part (f) follows from Part (d), and Part (g) is obtained by applying Part (a) to the capacitary potential (U (x) − α)/(β − α) in the domain Ω(S α , S β ).
Lemma. For any S
(We leave this proof to the reader.) 
Lemma. Let S, S
± , S, S ± ∈ X denote convex surfaces such that S − < S < S + , S − < S < S + , S ≤Ŝ, and S ± ≤ S ± . Then for any ε ∈ (0, 1), we have that :
Proof. This proof follows from Lemma 3.6 (see [11] , Theorem 3.3 and Lemma 3.9).
3.8. Lemma. The surface T ε (S 1 , S, S 2 ) ∈ X depends continuously on S 1 , S 2 , S ∈ X (such that S 1 < S < S 2 ) and on ε ∈ (0, 1).
Proof sketch. Assume for n → ∞ that S 1,n → S 1 , S n → S, and S 2,n → S 2 in X (where S 1 < S < S 2 ) and ε n → ε ∈ (0, 1). It follows from the continuity of F (x, p, q) and well-known properties of harmonic functions that U ± (S 1,n , S 2,n ; x) → U ± (S 1 , S 2 ; x) and
both as n → ∞, where the convergence is uniform in any particular compact subset of Ω := Ω(S 1 , S 2 ). The first convergence result implies that for each point x in the interior (exterior) complement of Φ ± (S 1 , S 2 ; ε) relative to Ω, the value ±(U ± (S 1,n , S 2,n ; x) − ε n ) is negative (positive) if n ∈ N is sufficiently large. In view of Lemma 3.6(e), the second convergence result implies that if S 1 is strictly convex, then for each point x in the interior (exterior) complement of Ψ(S 1 , S 2 ; ε) relative to Ω, the value φ n (x) is negative (positive) if n ∈ N is sufficiently large. It follows that Φ ± (S 1,n , S 2,n ; ε n ) → Φ ± (S 1 , S 2 ; ε) as n → ∞, and that Ψ(S 1,n , S 2,n ; ε) → Ψ(S 1 , S 2 ; ε) as n → ∞, provided that S 1 is strictly convex in the second case. Since the surfaces Φ ± (S 1 , S 2 ; ε) are in fact strictly convex, it follows from (3.1) that T (S 1,n , S n , S 2,n ; ε n ) → T (S 1 , S, S 2 ; ε) as n → ∞.
3.9. Fixed-point problem. Given ε ∈ (0, 1) and surfaces S ± ∈ X with S − < S + , we seek surfaces
3.10. Definitions. Given ε ∈ (0, 1) and the surfaces S ± ∈ X with S − < S + , we use the notation S ε (S − , S + ) = S(S − , S + ; ε) to denote the family of all solutions of Problem 3.9. Also, S
) denotes the family of all surfaces S ∈ X such that S − < S < S + and such that T ε (S − , S, S + ) ≥ S (resp. T ε (S − , S, S + ) ≤ S). Thus, for fixed ε ∈ (0, 1) and
is the family of all inner (outer) solutions of the fixed-point problem 3.9. Clearly S ε (S − , S
Lemma. Assume that
) for a given value ε ∈ (0, 1), and for given surfaces
Proof. This follows from Lemma 3.7(b). in X) such that ∆(S n , S) → 0 and ∆(S ± * ,n , S ± * ) → 0, both as n → ∞, and such that for each n ∈ N, S n solves Problem 3.9 in the particular case where ε and S ± are replaced respectively by ε n and S ± * ,n (i.e., we have S n ∈ S(S − * ,n , S + * ,n ; ε n )). The sequence of ordered triples is called an approximating sequence corresponding to the weak solution S. 3.14. Lemma. Given the surfaces S ± ∈ X with
. However, it follows from Lemmas 3.4(b) and 3.5 that (d(x, S
. The assertion follows in view of Assumption 2.2(b).
Lemma. Let S
± ∈ X denote fixed surfaces such that
Proof. One can easily verify that U
, both for all x ∈ S α by the theorem of the mean, where z ± α (x, ε) → 0 as ε ↓ 0, uniformly over all x ∈ S α for each α ∈ (0, 1). It follows that S α < S α,ε provided that
for all x ∈ S α . Now (3.2) holds for all sufficiently small ε ∈ (0, 1) (depending on α) provided that
for all x ∈ S α . Since min{Q(x) : U(x) ≤ 1/2} > 0, the assertion now follows from Assumption 2.2(c).
Lemma. Assume that S
Proof. Define the sequence (S ε,n ) ∞ n=1 ⊂ X such that S ε,0 = S + ε and S ε,n+1 = T ε (S − , S ε,n , S + ) ∈ X for n = 0, 1, 2, . . . . It follows inductively from Lemma 3.7(b) that S + ε ≥ S ε,n ≥ S ε,n+1 ≥ S − ε for n = 0, 1, 2, . . . . Therefore, S ε,n ↓ S ε ∈ X as n → ∞, where (by Lemma 3.8):
3.17. Proof of Theorem 2.3(a). According to Lemmas 3.14 and 3.15, there exist a value ε 0 ∈ (0, 1) and fixed surfaces S ± ∈ X such that S − * ≤ S − < S + < S + * and such that S ± ∈ S ± ε (S − * , S + * ) for all ε ∈ (0, ε 0 ]. It follows by Lemma 3.16 that for any ε ∈ (0, ε 0 ], there exists a solution S ε of Problem 3.9 at ε such that S − ≤ S ε ≤ S + . Given a null sequence (ε n ) ∞ n=1 such that ε n ∈ (0, ε 0 ] for each n, let (S n ) ∞ n=1 denote a sequence such that for each n ∈ N, S n ∈ S(S − * , S + * ; ε n ) denotes a solution of Problem 3.9 in the case where S ± = S ± * and ε = ε n . The surfaces S n have equicontinuous, uniformly bounded polar-coordinate representations relative to a fixed origin located anywhere in D(S − * ). Therefore, by the theorem of Ascoli-Arzela, we can pass to an appropriate subsequence (still indexed by n ∈ N) such that S n → S (in the polar-coordinate maximum norm) as n → ∞, where S denotes a particular limit surface (with a continuous polar-coordinate representation). Clearly, S ∈ X, S − ≤ S ≤ S + , and ∆(S n , S) → 0 as n → ∞. Thus, S is a weak solution of Problem 2.1.
Uniform results involving solutions of the two-layer fixed point problem
The purpose of the present section is to develop some uniform estimates for solutions of the two-layer fixed-point problem (Problem 3.9) which will be essential in our study of the multilayer fixed-point problem and the multilayer free-boundary problem.
Lemma.
For given constants 0 < δ 0 < R 0 and any given unit vector ν 0 , define K r = rK and S ± r = rS ± , and Ω r = rΩ for any r ∈ (0, 1], where Proof. For any r ∈ (0, 1] and α, ε ∈ (0, 1), we have that S r,α = rS α , where
. By a change of scale, we also have that S r,α,ε = rŜ r,α,ε = rT r,ε (S − , S α , S + ), where we define
S r,α,ε > S r,α for r ∈ (0, 1] if and only if S r,α,ε > S α for r ∈ (0, 1]. A sufficient condition for the latter is that
for all r ∈ (0, 1] and x ∈ S α . However, by the argument given in the proof of Lemma 3.15, (4.1) holds if we have
for sufficiently small α > 0 (i.e., for α ∈ (0, α 0 ], where α 0 > 0 is sufficiently small), where Q(x) = |∇U | and U (x) = U + (S − , S + ; x). However, this follows from Assumption 2.2(c).
Corollary.
Let the constants 0 < δ 0 < R 0 be fixed. For all values α ∈ (0, 1) and r ∈ (0, 1], and for all points 
Proof. For each x 0 = 0, the surfaces S ± (x 0 ) and S r,α (x 0 ) are obtained from the corresponding surfaces S ± r and S r,α defined in Lemma 4.1 (in the specific case where ν 0 = −(x 0 /|x 0 |)) by applying the transformation y = y(x) = x− x 0 . Therefore, the assertion follows from Lemma 4.1 by replacing f (x, p, q) by the functionf (x, p, q) := f(x − x 0 , p, q).
4.3.
Remark. It is obvious in the context of Lemma 4.1 that there exists a null
in Ω, and that there exists a positive function p(t) 
Lemma. Let
Proof. In the context of Lemma 4.1 and Corollary 4.2, choose ε 0 = ε 0 (α), where α ∈ (0, α 0 ] is fixed. Let S ε and S ± be any fixed surfaces in X 0 such that
In the notation of Corollary 4.2, we have that S − r (x 0 ) ≤ S − for any r ∈ (0, 1] and x 0 ∈ S − , as follows from properties of X 0 . Choose the value r > 0 to be maximum subject to the requirements that (a) r ≤ 1,
Then, by continuity, one of the following alternatives must hold: either (a) r = 1, or (b)
for all x 0 ∈ S − , so that the alternative (c) is impossible. Therefore, one of the alternatives (a) and (b) holds. In other words, we must have that
for all x 0 ∈ S − , where we have applied an estimate in Remark 4.3. This completes the proof, in view of the fact that there exists a uniform upper bound for the values
Corollary.
In the context of Lemma 4.4, for any ε ∈ (0, ε 0 ] and any surfaces
. We call S ε the minimal solution of Problem 3.9 at ε.
where D ε denotes the intersect of the interior complements of all surfaces S ∈ S
, due to Lemma 4.4. For x 0 ∈ S ε , and for any n ∈ N, there exist an outer solution S n ∈ S + ε (S − , S + ) and a point x n ∈ S n such that
. Therefore, we have 
Under the same assumptions, we also have d(S
Proof. This proof is based on a comparison to the operator method in the limiting case in which the convex surfaces become parallel planes. Let
(where the ordering "<" is defined relative to the direction ν 0 ) for all ε ∈ (0, 1) provided that f (x, (1 − α)r, αr) > 0 for all x ∈ S r,α . However, for any given value δ > 0, there exists a value h(δ) > 0 (which does not depend on
, where S r := S r,α . For fixed α ∈ (0, h(δ)] and ε ∈ (0, 1), let S ± and S ε be any fixed surfaces in
, and S r,ε (x 0 , ν 0 ) denote the surfaces S ± r , S r , and S r,ε corresponding to each particular choice of (
, both for all r ∈ (0, δ]. Now choose the value r > 0 to be maximum subject to the requirement
, and by continuity, one of the following alternatives must hold: either (a)
However, since r ∈ [δ, 2R 0 ], it follows by (a slight generalization of) Lemma 3.7(b) that
, as was asserted.
Corollary. In the context of Lemma 4.6, for any δ > 0, there exists a value
Proof. Define the sequence (S ε,n )
Lemma. Let Assumptions 2.2(a)-(c) hold. Given constants
Proof. Let an admissible pair S ± ∈ X 0 be fixed. We first obtain the uniform upper bounds for Q ± ε (x) and (ε/d(x 0 , S ± ε )) (with x 0 ∈ S ε ). For any ε ∈ (0, 1) and solution
We now turn to the proof of the uniform, positive lower bounds for Q ± ε (x) and
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→ R is strictly positive (by the strict maximum principle for harmonic functions), and therefore uniformly bounded from below by a positive constant C > 0. Therefore, Q
4.9. Corollary. Let S ∈ X denote a (fixed ) weak solution of Problem 2.1, where we assume §2.2(a)-(c). Then there exist positive constants 0
be an approximating sequence corresponding to a positive null sequence (ε n )
for all sufficiently large n ∈ N. Since S n ∈ S(S − * ,n , S + * ,n ; ε n ) for each n ∈ N, the assertions of Lemma 4.8 apply to (S − * ,n , S n , S + * ,n ) for all sufficiently large n ∈ N. The present assertions follow from this, in view of the fact that U ± n → U ± and ∇U ± n → ∇ U ± , both uniformly relative to all compact subsets of Ω ± , where we define
4.10. Lemma. In the context of Lemma 4.8, there exist a value α 0 ∈ (0, 1) and a positive, continuous, monotone increasing function
Proof.
Thus, the first inequality in (4.2) holds for all x ∈ S ε ∪ S + ε . Therefore, it holds throughout Ω(S ε , S + ε ), since d(x, S ε ) is subharmonic there. Turning to the second inequality in (4.2), we have U
. Thus (in terms of notation from Corollary 4.2 and Remark 4.3), for any x 0 ∈ S ε , we have U
for each x 0 ∈ S ε , from which the assertion follows.
Turning to the proof of (4.3), it follows from Lemma 4.8 and Lemma 3.4(g) that
For any α ∈ (0, α 0 ], and for any point 
Proof. For fixed constants 1 < µ < λ, and for a variable unit vector ν 0 , let
, and
Thenẑ 2 (t) := U − (ν 0 ; tν 0 ) > 0 for 0 < t ≤ 1, where this expression is independent of ν 0 , due to the congruence of the figures. For any x 0 = 0 and small r > 0, define
, and x 0 ∈ S ε , we conclude from Lemma 4.8 that (δ 0 /R 0 )|x 
for x 0 ∈ S ε and t ∈ (0, r] (where ν 0 = −(x 0 /|x 0 |)). Inequality (4.4a) follows from (4.6) and the fact that 
. . , k}, and we say that S n → S as n → ∞ (for S, S n ∈ Y) if ∆(S n , S) → 0 as n → ∞. We assume throughout this section that the given functions
and
, and S ± ε (S − , S + ) in the case where S = S i ∈ X, S ± = S i±1 ∈ X, and F = F i (here we define S 0 = S − * , S k+1 = S + * ). Finally, we define the mappings
5.2. Problem. For any ε ∈ (0, 1), we seek a multisurface S ε := (S ε,1 , . . . , S ε,k ) ∈ Y such that T ε (S ε ) = S ε (i.e., such that S ε,i ∈ S ε,i (S ε,i−1 , S ε,i+1 ) for i = 1, 2, . . . , k, where S ε,0 = S − * and S ε,k+1 = S + * ). and a corresponding positive null sequence (ε n ) ∞ n=1 such that for each n ∈ N, we have S n ∈ S(S − * ,n , S + * ,n ; ε n ) (i.e. S − * ,n < S + * ,n in X, S n ∈ Y(S − * ,n , S + * ,n ), and S n solves Problem 5.2 with ε and S ± * replaced by ε n and S ± * ,n , respectively), and such that S ± * ,n → S ± * and S n → S both as n → ∞. The sequence (S − * ,n , S n , S + * ,n ) ∞ n=1 is called an approximating sequence corresponding to the weak solution S.
Definitions. We define S
± ε = S ± ε (S − * , S + * ) = {S = (S 1 , . . . , S k ) ∈ Y : S i ∈ S
Theorem.
There exist constants ε 0 ∈ (0, 1) and C > 0 such that for every ε ∈ (0, ε 0 ], there exists at least one solution
5.6. Remarks. (a) As in the two-layer case, the intuitive justification for our definition of a weak solution of Problem 1.1 is based on the fact that if S is a sufficiently regular classical solution of Problem 1.1, then ∆( S, T ε (S)) = εz(ε) as ε ↓ 0, so that S is nearly a solution of Problem 5.2 for small ε > 0. (b) The remainder of this section is devoted mainly to the proofs of Theorems 5.5 and 2.11(a). For the proof of Theorem 5.5, we actually show (for aesthetic reasons) that the "fixed point" can be obtained as the limit of either a decreasing sequence of outer solutions (of Problem 5.2) or an increasing sequence of inner solutions, although obviously the study of either one of these two cases would suffice for establishing existence. The proof involving decreasing sequences of outer solutions is more straightforward.
Lemma. There exist two fixed multisurfaces
Proof. We will prove the existence of S 
Remarks. (a) Observe that if the multisurfaces S
Proof. For each i = 1, . . . , k, the existence of a surface S + n+1,i ∈ S ε,i (S 
(5.2) for i = 1, . . . , k. In view of (5.1) and (5.2), it follows from Lemma 3.11 that
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In view of (5.7) and (5.8), it follows from Lemma 4.6 that 
. . , k, due to Lemma 3.8 and the fact that S
5.12. Proof of Theorem 2.11(a). Let a positive null sequence (ε n ) ∞ n=1 be given such that ε n ∈ (0,ε 0 ] for all n ∈ N. For each n ∈ N, let S n = (S n,1 , . . . , S n,k ) ∈ Y denote a solution of Problem 5.2 at the value ε = ε n such that d(S n,i , S n,i+1 ) ≥ C > 0 for all i = 0, . . . , k (this exists due to Theorem 5.5). Also, for each n and i, the surface S n,i is starlike relative to all points in some fixed ball B δ (0) ⊂ D − * . Therefore, the family of surfaces {S n,i : n ∈ N, i = 1, . . . , k} corresponds to a family of polar-coordinate representations (relative to any fixed origin located inside D − * ) which is equicontinuous and uniformly bounded. Applying the theorem of AscoliArzela, we pass to a subsequence (still denoted by (S n ) 5.14. Remark. To prove Theorem 2.11(b), we must show that weak solutions of Problem 1.1 are in fact classical solutions of Problem 1.1. However, in view of Theorem 5.13, the regularity properties of weak solutions of Problem 1.1 follow from the same regularity properties of weak solutions of Problem 2.1.
Theorem. Let (S
be sequences such that for each n ∈ N, S n = ( S 1,n , . . . , S k,n ) is a weak solution of Problem 1.1 corresponding to the surfaces S ± * ,n ∈ X (with S − * ,n < S + * ,n ). Suppose that S ± * ,n → S ± * ∈ X and S n → S ∈ Y(S − * , S + * ), both as n → ∞. Then S is a weak solution of Problem 1.1. Proof. For each n ∈ N, there exist sequences (ε n,m )
such that ε n,m ↓ 0, S ± * ,n,m → S ± * ,n , and S n,m → S n as m → ∞, and such that S n,m ∈ S(S − * ,n,m , S + * ,n,m ; ε n,m ) for each m ∈ N. For each n ∈ N, we defineε n = ε n,m(n) , S ± * ,n = S ± * ,n,m(n) , and S n = S n,m(n) , where m(n) is chosen so large that ε n,m(n) < (1/n), ∆(S ± * ,n,m(n) , S ± * ) < 2∆(S ± * ,n , S ± * ), and ∆(S n,m(n) , S) < 2∆( S n , S). Then S n → S and S ± * ,n → S ± * as n → ∞, and S n ∈ S( S − * ,n , S + * ,n ;ε n ) for all n ∈ N.
6. Preliminary regularity properties of weak solutions of Problem 2.1 6.1. Notational conventions. Throughout the remainder of this paper, S denotes a given weak solution of Problem 2.1 (in the sense of Definition 3.12), and (S − * ,n , S n , S + * ,n ) ∞ n=1 denotes an approximating sequence corresponding to a positive null sequence (ε n ) ∞ n=1 . We define U ± (x) = U ± (S ± * , S; x) and Q ± (x) = |∇ U ± (x)| both in Ω ± := Ω(S ± * , S), and U ± n (x) = U ± (S ± * ,n , S n ; x) and Q ± n (x) = |∇U ± n (x)| both in Ω ± * ,n := Ω(S ± * ,n , S n ). For n ∈ N and α ∈ (0, 1), we also define Ω * ,n = Ω(S − * ,n , S
n (x) = α}, and Ω ± n,α = Ω(S n , S ± n,α ). Also,ν(x) denotes the exterior normal to the level surface of U ± through the point x ∈ Ω * , and ν n (x) denotes the exterior normal to the level sur- 
Theorem. Under Assumptions 2.2(a)-(d), any (convex ) weak solution S of Problem 2.1 has the following properties: (a) We have that
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use as x → x 0 relative to Ω ± , whereν 0 =ν(x 0 ) = the exterior normal to S at x 0 .
We define the derivatives at
Then the function ± Q ± (x) : S → R is lower semicontinuous in the sense that
(e) For any fixed x 0 ∈ S and constant 0 < C < 1, we have |∇ U denote any sequence of surfaces in X such that ∆(S n , S) → 0 as n → ∞. Let ν(x) be the exterior normal to S at x ∈ S, and, for each n ∈ N and x ∈ S n , choose
uniformly for all x 0 ∈ S, x ∈ S n , and n ∈ N.
Proof. According to [9] , Lemma 3.4, there exists a null function ζ 0 (n) such that |ν n (x n ) − ν(x n )| ≤ ζ 0 (n) for any point x n ∈ S n , wherex n ∈ S is chosen such that
where |x n − x n | ≤ ζ 1 (n) := C∆(S n , S) for some constant C (independent of x n ∈ S n ).
Lemma. Let S ∈ X be a uniformly C 1 -surface. For an x ∈ Ω * , let ν(x) denote the unit exterior normal to the level surface of
U ± through x, where U ± (x) := U ± (S ± * ,
S; x). Then for any given compact subset K of Ω * , there exists a null function z(t) such that
for all x, y ∈ K.
Proof. Assume the assertion is not true. Then there exist sequences of points x n , y n ∈ K, n ∈ N, such that |x n −y n | → 0 as n → ∞, while |ν(x n )−ν(y n )| ≥ ρ 0 > 0 for all n ∈ N. By passing to a subsequence (still indexed by n ∈ N), we can assume x n , y n → x 0 ∈ K as n → ∞. Clearly x 0 ∈ S, since ν(x) is continuous in Ω * \ S. Then x n ∈ S n and y n ∈ S n , where S n , S n denote level surfaces of the functions U ± (x) such that ∆(S, S n ), ∆(S, S n ) → 0 as n → ∞. Therefore,
by Lemma 6.3. Therefore |ν(x n ) − ν(y n )| → 0 as n → ∞, a contradiction which proves the assertion. 6.5. Lemma. Let S ∈ X be a weak solution of Problem 2.1, and (S − * ,n , S n , S + * ,n ) ∞ n=1 a corresponding approximating sequence. If S is a uniformly C 1 -surface, then for any compact subset K of Ω * , we have (using notation from §6.1):
uniformly in compact subsets of Ω ± . Therefore, if the assertion is false, then there exist a value ρ 0 > 0 and a sequence (x n ) such that x n ∈ K \ S n and |ν n (x n ) − ν(x n )| ≥ ρ 0 for all n ∈ N, and such that d(x n , S) → 0 as n → ∞. By passing to a subsequence (still indexed by n ∈ N), we can assume that x n → x 0 ∈ S as n → ∞. Therefore, we have x n ∈ S n for n ∈ N, where (a) S n denotes a level surface of U + n or U − n for each n ∈ N, and (b) ∆( S, S n ) → 0 as n → ∞. For n → ∞, we have ν n (x n ) →ν(x 0 ) by Lemma 6.3, andν(x n ) →ν(x 0 ) by Lemma 6.4. This contradiction proves the assertion. 
Lemma. Let S ∈ X be a weak solution of Problem 2.1, let (S
for any x 0 ∈ S, n ∈ N, and y ∈ S n , and such that
for any x 0 ∈ S, x ∈ B(x 0 ; κα n ), and n ∈ N. For each x 0 ∈ S, let R n (x 0 ) (resp. R ⊥ n (x 0 )) denote the set of all points y ∈ Cl(B(x 0 ; κα n )) having the property that |(y−x)·ν(x 0 )| ≥ |y−x| cos(β n ) (resp. |(y−x)·ν(x 0 )| ≤ |y−x| sin(β n )) for at least one corresponding point x = x(y) ∈ Cl(B(x 0 ; α n )). It follows from (6.3a,b) and (6.4) that for any x 0 ∈ S, and for sufficiently large n ∈ N (independent of x 0 ∈ S), the domains Ω ± n ∩ B(x 0 ; κα n ) are both simply connected and are contained in R ⊥ n (x 0 ), and any admissible arc γ ± n (x, y) joining x ∈ B(x 0 ; α n ) ∩ S n to y ∈ S ± n must be such that γ
Therefore, in view of (6.4), we have that |ν n (z) − ν n (z )| ≤ 2β n , uniformly for all sufficiently large n ∈ N, all x 0 ∈ S, all admissible arcs γ ± n (x, y) joining x ∈ B(x 0 ; α n ) ∩ S n to y ∈ S ± n , and all pairs of points z, z ∈ γ ± n (x, y). Therefore, there exists a sequence (ρ n ) such that ρ n ↓ 1 as n → ∞, and such that (|γ ± n (x, y)|/|x − y|) ≤ ρ n in the same uniform License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use sense. On the other hand, for every n ∈ N and x ∈ S n , we have x ∈ B(x 0 ; α n ) for some x 0 ∈ S, by (6.3c). The assertions (6.1), (6.2) follow. 
n for all n ∈ N, and such that (x ± n −x n ) → 0 as n → ∞. Proof. As in the proof of Lemma 6.6, there exist, for given κ > 1, positive null sequences (α n ) 
where C 0 > 0 is a constant in Theorem 6.2(a).
Proof. For each n ∈ N and x ∈ S n , let γ ± n (x) be a curve of steepest ascent of U ± n which joins x to S ± n . Also define γ
both for all x ∈ S n . It follows from (6.8), (6.9) and Lemma 6.6 that
uniformly over all x ∈ S n and n ∈ N. Since the mappings π 
where the above inequalities are due to Part (b) and the convexity of S n . However, it follows from Lemmas 6.4 and 6.5 that |ν n (y) − ν n (z)| ≤ ζ(n), uniformly over all n ∈ N, y ∈ S − n,α and z ∈ S n such that |z − y| = d(y, S n ) ≤ ε n z(α). 
such that x n ∈ S n and y ± n ∈ Ω ± n for each n ∈ N, and such that x n → x 0 , (|y
uniformly for all sufficiently large n ∈ N (due to Lemma 4.8), we conclude from the continuity of F that for any η > 0, we have
for all sufficiently large n ∈ N. Let γ ± n denote the (unique) arc of steepest ascent of U ± n joining y ± n to the point z ± n ∈ S ± n . Then it follows from Lemmas 3.4(f) and 6.6 that
In view of (6.10), (6.11), (6.12), it follows from Assumption 2.2(a) that for any given η > 0, we have
< η for n ∈ N sufficiently large. Finally, for each sufficiently large n ∈ N, one applies the continuity of the function F (x 0 , p, q) and the continuity and positivity of the functions Q ± n (x) to choose the points x ± n ∈ Ω ± n so close to the corresponding points z 
, uniformly over all α ∈ (0, 1), y ∈ D δ , and n ≥ n 0 , where x n (y) = (y, S n (y)) and where
Proof. It follows from Lemma 4.8 and the definition of a weak solution that n) by Lemmas 6.4 and 6.5). Therefore |y − y
where L(δ, n) denotes a uniform Lipschitz constant for the functions S ± n,α : D δ → R, α ∈ (0, 1). By combining the above inequalities, one sees that
where the estimate is easily seen to hold uniformly over all y ∈ D δ . Finally, we
± n ) uniformly for all x ∈ S n , as follows from Lemma 6.8 (eq. (6.7)) and Lemma 6.9(d). The assertion follows. 
uniformly over all y ∈ D δ , wherex(y) = (y, S(y)), x n (y) = (y, S n (y)), and x 
n,α , both uniformly for all sufficiently large n ∈ N.
for all x ∈ S n and n ∈ N. In view of this, it follows from the continuity of the function F (x, p, q) (and
for all y ∈ D δ . For sufficiently large n ∈ N, let γ := γ ± n,α (y) denote the arc of steepest ascent of U ± n joining the point x ± n,α (y) := (y, S ± n,α (y)) to the surface S ± n . Then |γ 1+ζ(n) ) for all n ∈ N (where ζ(n) → 0 as n → ∞), by Lemma 6.6 (and obviously |γ
for sufficiently large n ∈ N (by Lemma 6.11(c)), from which it follows that
for sufficiently large n ∈ N. A similar argument using Lemma 6.11(c) shows that
from which it follows that
for sufficiently large n ∈ N, and for all y ∈ D δ and α ∈ (0, 1). Now Part (a) follows from eqs. (6.13), (6.14), and (6.15), and the assumed continuity and monotonicity properties of the function F (x, p, q). Finally, regarding Part (b), for α ∈ (0, 1) sufficiently small and n ∈ N sufficiently large, we have Q
n,α , due to Lemma 6.8, eq. (6.5).
Proof that F
7.2. Proposition. Let S be a weak solution of Problem 2.1 (with the properties stated in Theorem 6.2(a),(b)), and let (S − * ,n , S n , S + * ,n ) ∞ n=1 be a corresponding approximating sequence. Let the sequences (x n ) and (x ± n ) be given such that x n ∈ S, x ± n ∈ Ω ± ∩ Ω ± * ,n and x ± n −x n → 0 as n → ∞. For n ∈ N, letγ ± n denote the curve of steepest ascent of U ± initiating atx n , and letp 
Proof. For simplicity, we eliminate "±" from the notation, so that S
, and p ± n (t), become S * , Ω, U (x), Q(x),p n (t), S * ,n , Ω * ,n , U n (x), Q n (x), and p n (t). Choose b 0 ∈ (0, 1) and n 0 ∈ N such that 2d(x, S) ≤ d(x, S * ,n ) and
(This choice of b 0 and n 0 is possible due to Theorem 6.2(a) and Lemma 6.5). There exist a uniform constant A 0 > 0 and a null function ζ 0 (n) such that
for t ∈ (α n , b 0 ), independent of n ∈ N. This follows from the fact that ∆( S, S n ) → 0 as n → ∞ and d(x, S) ≥ A 0 t for all x ∈ Ω such that U (x) = t (by Theorem 6.2(a)). Clearly, we havep
where we choose t n ∈ (α n , b 0 ) such that p n (t n ) = x n . However, we have
for n ≥ n 0 . Also, |x n −x n | → 0 and t n = U(x n ) → 0 as n → ∞. Therefore, it follows from (7.2), (7.3), and (7.4) that there exist a uniform constant C and a null function ζ 1 (n) such that δ n (t) ≤ Ct + ζ 1 (n), (7.5) uniformly for all t ∈ (α n , b 0 ) and all n ∈ N. Also, we have that
as n → ∞, from which it follows from a standard estimate for derivatives of harmonic functions (see [18] , §2.7) that
relative to the region { U (x) < b 0 }. However, a direct calculation based on the definitions of V (x) and V n (x) shows that
follows from (7.7) and (7.8) that
It follows by substituting (7.1) into (7.9) that
for t ∈ (ζ 3 (n), b 0 ), where ζ 3 (n) denotes a (specific) null function. Let L n (t) denote the straight line-segment joiningp n (t) to p n (t), and let γ n (t) denote the projection of L n (t) on the surface { U = t} along radial lines emanating from the origin (located inside D − * ). Clearly γ n (t) is a smooth arc in { U = t} which joinsp n (t) to p n (t). Moreover, |γ n (t)| ≤ M 0 |L n (t)| = M 0 δ n (t) for some uniform constant M 0 , where |γ n (t)| denotes the length of the arc γ n (t). We have that
By Lemma 6.4, we have |ν(x) −ν(y)| ≤ z(t) for all x, y ∈ Ω such that |x − y| ≤ 2t. Since ∂ U(x * )/∂τ = 0, it follows that |∂ U (x)/∂τ | ≤ z(t) for all x ∈ Ω such that |x − x * | ≤ 2t. It follows by (7.1) and a standard derivative estimate that |∂ V (x * )/∂τ | ≤ z(t)/t. Since this estimate holds uniformly for all points x * ∈ γ n (t), it follows that
It follows by combining (7.6), (7.10), and (7.12) that δ n (t) ≤ (z(t)/t)δ n (t) + 2ζ 3 (n)/t (7.13) for all n ≥ n 0 and t ∈ (α n , b 0 ) such that t ≥ 2ζ 3 (n). Choose b 1 ∈ (0, b 0 ) sufficiently small, so that z(b 1 ) < 1/2. Let (a n ) denote a positive null sequence such that a n > max{α n , ζ 3 (n)} for each n ∈ N. For any value b ∈ (0, b 1 ), and for sufficiently large n ∈ N (so that a n < b), it follows by integrating (7.13) on the interval [a n , b] that
But δ n (a n ) ≤ Ca n + ζ 1 (n), due to (7.5). By substituting this inequality into (7.14), one concludes that
However, one can easily choose the null sequence (a n ) such that
n ) → 0 as n → ∞. Therefore, we conclude that δ n (b) → 0 as n → ∞, for any fixed value b ∈ (0, b 1 ). 
Lemma. Let S be a weak solution of Problem
In terms of notation introduced in the proof of Proposition 7.2, we have
as n → ∞ uniformly in compact subsets of Ω ± , it follows that ∇U
as n → ∞ uniformly in compact subsets of Ω ± . Therefore, ±(Q
, provided that n is sufficiently large. Thus,
for sufficiently large n ∈ N, and for all x ± ∈ B δ (p ± (t 0 )). On the other hand, by Lemma 6.10, there exist sequences of points (x ± n ) such that x ± n ∈ Ω ± n for all n ∈ N, and such that x 
)) ≤ 0 for sufficiently large n ∈ N, and for all x ± ∈ γ ± n ∩B δ (p ± (t 0 )). In view of Assumption 2.2(a), we have
for sufficiently large n ∈ N, and for all x ± ∈ γ ± n ∩ B δ (p ± (t 0 )). Clearly, (7.17) contradicts (7.16) for sufficiently large n ∈ N. This contradiction proves the assertion. 
. Then, for any given point x 0 ∈ S and for any given value η > 0, we have
for all sufficiently large n ∈ N, wheres n = {x ∈ S :ν(x) ·ν( 
Then, for any given point x 0 ∈ S and for any given value η > 0, we have
(in the notation of Theorem 8.1) for all sufficiently large n ∈ N.
8.3. Definition. Given a weak solution S of Problem 2.1 and a point x 0 ∈ S, we define the blow-up functions U
with common boundary [15] , §4). Observe that the differentiability of the functions U ± (x) at the point x 0 ∈ S (see Theorem 6.2(c)) is equivalent to the property that
relative to the set Cl( Ω ± n ). 8.4. Proof of Proposition 8.2. This proof of Proposition 8.2 is closely related to the proof of [9], Lemma 5.4, which is perhaps the most important special case. We will prove the assertion in the "+" case in detail and then remark briefly on the proof of the "−" case. The proof is expressed in the blow-up notation of Definition 8.3. Since the entire proof concerns a specified point x 0 in a fixed weak solution S of Problem 2.1, and is also restricted to the "+" case, we simplify the notation by deleting the tilde and the plus sign, so that U
, and λ + (x 0 ) become U n (x), Ω n , S n , G(Q n ), and λ 0 . We also choose Cartesian coordinates such that x 0 = 0,ν 0 = ν 0 := (0, . . . , 0, 1), and x = (y, z) = (y 1 , . . . , y N−1 , z), and let
, and W (y) = 0 for |y| = 1. Our proof is based on Green's second identity, in the form
where we define φ n (x) := G(Q n (x)) − G(λ 0 ), ψ n := (U n + W ), and Ω δ,ε,n := {x ∈ Ω n : U n > δ, z < ε, U n + W < 0} for all small δ, ε > 0 and large n ∈ N (and where ν denotes the exterior normal direction on ∂Ω δ,ε,n ). For (δ/ε) sufficiently small, a partition of ∂Ω δ,ε,n into disjoint surfaces is given by ∂Ω δ,ε,n = S δ,n ∪ L ε,n ∪ Σ δ,ε,n , where S δ,n = {U n = δ, U n + W ≤ 0}, L ε,n = {z = ε, U n + W ≤ 0}, and Σ δ,ε,n = {U n > δ, z < ε, U n + W = 0}. Now ∆φ n = G (Q n )∆Q n + G (Q n )|∇Q n | 2 ≥ 0 and ψ n < 0 in Ω δ,ε,n (see Lemma 3.4(e)). Therefore ψ n ∆φ n ≤ 0 in Ω δ,ε,n . Also, sup{|φ n (x)∆ψ n | : x ∈ Ω δ,ε,n } ≤ M (= a constant), uniformly for all small δ, ε > 0 and large n ∈ N, because ∆ψ n = ∆W ≥ 0 and because φ n (x) := G(Q n (x)) − G(λ 0 ) is uniformly bounded, due to Theorem 6.2(a) and the fact that Q n (x) = Q(2 −n x). Finally, we have |Ω δ,ε,n | ≤ O(ε) + ζ(n) (independent of δ > 0) because S is a uniformly C 1 -surface, where | · | denotes Euclidean volume. Thus
as δ, ε → 0+, (δ/ε) → 0+, and n → ∞. Now max{|ψ n |, |∇ψ n | : x ∈ L ε,n } is uniformly bounded for fixed ε > 0 as n → ∞, due to Theorem 6.2(a) and the fact that ∇U n (x) = ∇U(2 −n x). Now by eq. (8.3), we have that (U n (x) − λ 0 ν 0 · x) → 0 as n → ∞, uniformly in compact subsets of {z > 0}. Therefore ∇U n (x) → λ 0 ν 0 and ∇(∂U n (x)/∂ν 0 ) → 0, both uniformly in compact subsets of {z > 0}. Since
where for each ε > 0, ζ ε (n) denotes a function such that ζ ε (n) → 0 as n → ∞. Due to the fact that |∇U n | ≤ C 1 and |∇W | ≥ 3C 1 for (1 − (λ 0 /3C 1 )) ≤ |y| ≤ 1, we have that ν · ν r ≥ 1/2 for (1 − (λ 0 /3C 1 )) ≤ |y| ≤ 1, where ν = ∇(U n + W )/|∇(U n + W )| and ν r = ∇W/|∇W | = y/|y|. Since ν is the outer normal to the surface Σ δ,ε,n at each of its points, it follows that the area of Σ δ,ε,n is bounded by O(ε) + ζ(n) (independent of δ > 0) as ε → 0+. Also, ψ n = 0 on Σ δ,ε,n , and the functions φ n := G(Q n ) − G(λ) and ∇ψ n := ∇(U n + W ) both remain uniformly bounded in a uniform neighborhood of S n as n → ∞. In view of these facts, we have
as δ, ε → 0+, independent of n ∈ N. By substituting (8.5), (8.6), and (8.7) into (8.4), one obtains
(with ν n = ∇U n /Q n on S δ,n ). This is equivalent (using the definitions of φ n and ψ n ) to
(8.8)
Now |δ + W | ≤ M and C 0 ≤ Q n ≤ C 1 on S δ,n , both uniformly as n → ∞ and δ, ε → 0+. Also, it follows from Lemmas 6.4 and 6.5 that
as n → ∞ and δ → 0+. Therefore max{|∇W (y) · ν n (x)| : x ∈ S δ,n } ≤ ζ(n)+ z(δ) as n → ∞ and δ → 0+, since ∇W (y) has no component in the ν 0 -direction. Therefore, (8.8) implies
for a uniform constant M . For sufficiently large n ∈ N and sufficiently small δ > 0, S δ,n is the graph of a smooth function z = S δ,n (y) : D δ,n → R. For this representation, we have
where both sides represent (N − 1) times the mean curvature of the surface S δ,n at x = (y, z) = (y, S δ,n (y)) ∈ S δ,n . By substituting (8.11) into the second integral of (8.10), estimating dσ/dy = (1 + |∇S δ,n (y)| 2 ) 1/2 by a constant, and applying the divergence theorem, one obtains
where the integrand of the second integral is uniformly bounded by ζ(n)+ z(δ), due to (8.9), and where dσ in the second integral refers to (N − 2)-dimensional surface area. In the limit as δ → 0+, we obtain
where C n = S n ∩{x = (y, z) : |y| < 1, |z| < 1}. This implies the assertion in the "+" case. Finally, for the corresponding proof in the "−" case, one again simplifies the notation so that U
, and λ 0 . The proof again is again based on Green's second identity (8.4), where
, and W(y) has the same properties assumed in the "+" case. Under the assumption that d(tdG(t)/dt)/dt ≤ 0, it follows from the convexity of the level surfaces of U n that ∆φ n (x) ≤ 0 throughout Ω n (see Lemma 3.4(e)). Continuing as in the "+" case, one can show (in the "−" case) that
where S δ,n = {x ∈ Ω n : U n (x) = δ, U n (x) + W (y) < 0}. Then the assertion follows by the steps given above.
8.5. Corollary. Let S ∈ X denote a weak solution of Problem 2.1, where As-
, and where the
Then, for any given point x 0 ∈ S and value η > 0, we have
(in terms of notation from Theorem 8.1) for all sufficiently large n ∈ N.
Proof. Since (t−t 0 )(G + (t)−G + (t 0 )) ≥ 0 for all t 0 , t > 0, it follows from Proposition 8.2 (eq. (8.2) that for any η > 0, we have
for sufficiently large n ∈ N. It follows from the assumed properties of
In view of this inequality, the assertion follows from eq. (8.14). 
For the case where d 2 F − (t)/dt 2 ≥ 0, the requirements are all satisfied by making the choice G − (t) = −t α , where α ≤ −1.
Remark. The factor "2 n " in the statement of [9], Lemma 5.4 should be "2 (m−1)n ", where m denotes dimension. In the briefly outlined proof of the "−" case (on p. 221, line 6), one should define φ n (x) = ((1/λ)−(1/|∇U n |)), so that the first integral in the equation on line 11 becomes Γ δ,n ((|∇U n | − λ)/λ) ds. 
for all x 0 ∈ S. 9.2. Lemma. Under Assumptions 2.2(a)-(e), let S ∈ X denote a weak solution of Problem 2.1 such that
for all sufficiently large n ∈ N (i.e. n ≥ n 0 ), where 1) is sufficiently small, and dσ
Proof. We remark that the differential areas of the surfaces S and S ± β at points x ∈ S and x ± β ∈ S ± β on the same curve of steepest ascent of the function U ± are related by the equation
, Lemma 4.4). For any fixed x 0 ∈ S, it follows by combining the ± cases of Theorem 8.1 (with η = η 0 ) that
for sufficiently large n ∈ N. In view of Theorem 6.2(a), it follows from the assumed smoothness of the functions F ± (x, t) that there exists a constant L such that
uniformly for all x ∈ S. In view of (9.4) and (9.5), the inequality (9.2) follows from the obvious fact that (1/|s n |) sn |x − x 0 | dσ → 0 as n → ∞. Also,
as follows from the assumed monotonicity (in t) of the functions F ± (x, t), and the monotonicity of Q ± (x) on curves of steepest ascent of U ± (Lemma 3.4(d)). Therefore,
On the other hand, since (
as β ↓ 0. Now the assertion (9.3) follows from (9.2), (9.6), and (9.7). 
whenever α ∈ (0, α(δ, η)] and n ∈ N is sufficiently large (depending on α).
Proof. Choose local coordinates near the given point x 0 ∈ S such that x 0 = 0 andν(x 0 ) = e N := (0, . . . , 0, 1). In the notation of Lemmas 6.11 and 6.12, let z = S(y) : D δ → R and z = S ± n,α (y) : D δ → R be local coordinate representations of the surfaces S ∩E δ and S ± n,α ∩E δ (where we write x = (y, z) = (y 1 , y 2 , . . . , y N−1 , z)). We can define the functions
uniformly in D δ for sufficiently small α > 0 and for sufficiently large n ∈ N (depending on α), as follows by interpreting Lemma 6.12(a) in the case where
1/2 dy (9.10) for small α > 0 and large n ∈ N. The assertion now follows from (9.9) and (9.10), in view of the fact that, for fixed sufficiently small α > 0, the functions Q ± n (y, S ± n,α (y)) : D δ → R are uniformly bounded and uniformly positive as n → ∞ (by Lemmas 4.8 and 6.12(b)), and the fact that |∇S ± n,α (y) − ∇ S(y)| → 0 uniformly in D δ as n → ∞ (see Lemmas 6.5 and 6.11).
Lemma.
In the context of Lemma 9.3, let the values δ, η, α > 0 be given such that δ is sufficiently small and α ∈ (0, α(δ, η)] (so that (9.8) holds for sufficiently large n ∈ N). For any β ∈ (0, 1), and for sufficiently large n ∈ N, let each point x ∈s correspond to the points x 
provided that β is sufficiently small and n ∈ N is sufficiently large (depending on δ, η, α, β), whereσ ± n,β denotes the differential area of S ± n,β .
Proof. We remark that the differential areas of the surfaces S ± n,α and S
and β ∈ (0, 1), it follows from Lemma 4.8 and Lemma 6.12(b) that
provided that n ∈ N is sufficiently large (so that S + n,α <Ŝ + β and S − n,α > S − β ). It directly follows from (9.12) and (9.13) that
where L is a constant such that ∂F + (x, t)/∂t ≤ L for t ∈ [C 0 , C + (α)] and ∂F − (x, t)/∂t ≤ L for t ∈ [C − (α), C 1 ] (both for all x ∈ Ω * ). On the other hand, 18) where the subsurfaces for all x ∈ S ± β . Here, the left-hand sides of (9.17) and (9.18) are based on the notation introduced in the statement of Lemma 9.5, whereas we assume that x ∈ S ± β in the right-hand sides of these equations. Now E ± n,β (x) → x as n → ∞, uniformly over x ∈ S ± β , due to Lemma 6.5 (or Lemma 7.3). Since ∇U ± n (x) → ∇ U(x) as n → ∞, uniformly in compact subsets of Ω ± , it is clear that Q ± n (E ± n,β (x)) → Q ± (x) and R ± n,β (x) → 1 (both uniformly relative to x ∈ S ± β ) as n → ∞. Moreover, Lemma 7.3 implies that g ± n,α,β (y n ) → g ± β (x) as n → ∞ for any sequence (y n ) ∞ n=1 such that y n ∈ŝ ± n,α,β for each n ∈ N, and such that y n → x ∈s ± β as n → ∞, and it follows from this that g ± n,α,β (E ± n,β (x)) → g ± β (x) as n → ∞ for any fixed x ∈s ± β . Finally, it follows from Proposition 7.2 that |s ± n,α,β \s ± β | → 0 and |s ± β \s ± n,α,β | → 0 both as n → ∞. In view of the assumed continuity of the functions F ± (x, t), it easily follows that the right-hand side of (9.18) converges to the right-hand side of (9.17) as n → ∞. for any sufficiently small α, β ∈ (0, 1), provided the n ∈ N is sufficiently large (depending on α, β, η 0 ). Due to Lemma 9.5, it follows from (9.19) in the limit as n → ∞ that
for any sufficiently small value β ∈ (0, 1). This contradiction proves the assertion. is defined on S by Theorem 6.2(c). Since the functions ± Q ± (x 0 ) : S → R are both lower semicontinuous (by Theorem 6.2(d)), it follows from the assumed properties of the functions F ± (x, t) that the functions ±F ± (x 0 , Q ± (x 0 )) : S → R are also both lower semicontinuous. In view of (10.1), it follows that both functions are actually continuous on S. Since the mappings τ = F ± (x, t) have continuous inverses of the form t = G ± (x, τ ), it follows that the functions Q ± (x 0 ) : S → R are also continuous. For ε ∈ (0, 1), let π In view of these facts, it follows directly from the triangle inequality, in the form:
. The continuity of the functions ∇ U ± (x) : S ∪ Ω ± → R (defined on S by Theorem 6.2(c)) now follows from Lemma 6.4. 11. Appendix: Remarks on Example 2.9
The purpose of this appendix is to outline the demonstration that, under the stated assumptions, the function F (x, p, q) introduced in Example 2.9 satisfies Assumption 2.2(d).
As in Remarks 2.5, we define the function h(x, q) = (A + Bq We assume (A3) (which implies (A2b)). In view of (A3), the requirement (A4) will be satisfied if 
