One of the ways of attaining higher productivity and profitability in machining processes is to enhance process supervision and control systems. Because of the nonlinear behavior and complexity of machining processes, researchers have used knowledge-based techniques to improve the performance of such systems. Their main reason for using this approach is that a suitable process model is indispensable for both automatic supervision and control, yet traditional approaches frequently fail to yield appropriate models of complex (nonlinear, timevarying, ill-defined) processes, such as machining certainly is, while knowledge-based methods provide novel tools for dealing with process complexity. One of the most powerful of these tools is fuzzy logic, which was the authors' chosen design approach. An overview is given of the main aspects of fuzzy logic and its application to modeling and control by means of the so-called Fuzzy Logic Device (FLD). Available methods suitable for process supervision are also reviewed, including pattern recognition and so-called intelligent supervision. Emphasis is placed on modeling by means of fuzzy clustering techniques. The machining process is typified with a systemic (input/output) approach, as is necessary for modeling and control purposes. Finally the authors' experience with successful applications of fuzzy logic to the modeling (fuzzy clustering) and control (fuzzy hierarchical control) of the machining process, implemented in a machining center, is presented. These thoroughly assessed real-world implementations corroborate the potential of knowledge-based techniques.
Introduction.
Today's manufacturing industry is characterized by an increase in the demand for just-in-time production and global manufacturing. Manufacturing has more demanding productivity and profitability requirements that can be satisfied only if production systems are highly automated and extremely flexible [57] . One of the main activities the manufacturing industry has to deal with is machining, a process that includes operations that range from roughing to finishing.
There are a number of angles from which to view the optimization of the machining process, angles where minimum production cost, maximum productivity and maximum profit are significant factors.
There are also various different ways of implementing machining process optimization. The implementation on which we will focus here attains optimal goals via automatic supervision and control of the machining process. The spectrum of available "conventional" methods (so named to distinguish them from knowledge-based and intelligent methods) for designing supervision and control systems is very wide. Certainly for a long time traditional (conventional) supervision and control schemes such as Proportional-Integral-Derivative single control loops were used in machine tool electromechanical processes, yielding very limited profits.
In the incessant pursuit of better performance, newer approaches have been also tested such as Model Reference Adaptive Control (MRAC) [5] , which incorporates an on-line estimation scheme to tune controller parameters for time-varying process dynamics. Another recently applied method is Robust Control based on the Quantitative Feedback Theory (QFT) [89] . The results of these tests, however, have not lived up to expectations, because all these approaches, like all conventional approaches, have the indispensable design requisite of an accurate (traditional) process model, i.e., differential equations, transfer functions, state equations among others. Unfortunately accurate models of this sort are not attainable at present for machining process.
The work reported in this chapter represents the present status of a rapidly emerging area that has been under detailed investigation at IAI-CSIC 1 since 1975. In 1981 a group of IAI researchers led the Institute into the area by participating in the project on the first Computer Numerical
Control (CNC) manufactured in Spain [3] . The group's scientific objectives evolved, eventually 1 Institute of Industrial Automation, Spanish Council for Scientific Research.
producing a general methodology for the design and implementation of intelligent control and supervisory systems for complex electromechanical plants.
In the early 90's, important strides were made toward real-time evaluation of machining parameters and integration of the information gathered from multi-sensorial systems [29] . Work later intensified, focusing mainly on modern modeling and control strategies, combining the use of knowledge engineering and artificial intelligence techniques such as Fuzzy Logic (FL) and
Artificial Neural Networks (ANN). In 1993 a fuzzy control system based on a simple look-up table and a new hierarchical control scheme was successfully tested by the IAI group [30] , as were other noteworthy contributions to the field of the analysis of self-excited vibrations and the application of a novel strategy for modeling complex processes on the basis of fuzzy clustering techniques [90] . A milling machine tool was used as a test bed for evaluating the efficacy of the corresponding algorithms under field conditions [31, 32] .
The achievements revealed that improved performance and process optimization could be attained using knowledge-based systems [33] . In fact such achievements encouraged further work in this field, leading in later years to outstanding results in the design and implementation of real-time fuzzy control systems with different self-tuning strategies, as well as the stability analysis of those control systems [34] . The authors have also released important findings on the integration of fuzzy supervision and hierarchical control to optimize the machining process [83] .
Nowadays the research effort is concentrated on designing new hierarchical intelligent modeling strategies and exploring new ways of achieving better modeling results [35] .
It has become quite clear by now that the design requirements for control and modeling systems for complex processes cannot be fulfilled by classical approaches alone. New methods must be investigated and used that can take advantage of human experience, methods that have learning capabilities and can deal with imprecision and uncertainty. Perhaps software engineering and knowledge engineering should overlap in a unified approach to designing and implementing knowledge-based control and supervision systems. If so the approaches herein described should have enormous potential as a methodology of great practical relevance.
Let us look at the machining process. The machining process involves physical phenomena that are very difficult to describe accurately using traditional mathematical models because of the essence of the process itself; this is the main reason why there are no such models available. This being so, knowledge-based process supervision and hierarchical control can provide an alternative way of optimizing machine tool performance [86, 111] . Indeed, the complexity and uncertainty of processes like the milling process are what make what is known as intelligent systems technology a feasible option to classic formal description.
Fuzzy Logic (FL) is one such intelligent technique, and it has proven useful in control and industrial engineering as a very practical optimizing tool. The growing number of successful industrial applications of fuzzy logic worldwide really provides the best credentials the technique could hope for [40, 56] . FL can be used to build process models on the basis of the expertise of experienced human operators. Also, through FL supervisory and control systems can be invested with the verbally expressed experience of a trained operator. Through FL we can plug human knowledge, expressed in qualitative terms, into models and control systems to provide us with an alternative mathematical formalism for computation, human reasoning, and the integration of qualitative and quantitative information. The goal of this paper therefore is to give an overview of the application of knowledge-based systems to machining process supervision and hierarchical control.
In section 1 we provide a tutorial introduction to fuzzy logic and decision-making. Next we summarize some fundamental concepts and definitions involved in what is called the Fuzzy Logic Device (FLD). After that we explain the design parameters, the operating principles and the relationships among hierarchy, supervision and control. In section 2 we provide an overview of intelligent supervision, focusing on the fuzzy c-means (FCM) technique and how it can be applied to process modeling, aiming at model-based process fault detection. In section 3 we present a brief study of the machining process, explaining why it is considered a complex process and setting up the milling process as a case study. In section 4 we apply the FCM criterion for modeling, showing the results obtained when applied to the milling process. In section 5 we design and apply a fuzzy logic controller to optimize the milling process. We explain the design procedure, implementation and the corresponding experimental results.
Finally we give some concluding remarks.
Fuzzy Logic and Control.
Nowadays the so-called intelligent techniques for designing supervisory and control systems offer appropriate solutions, even in the presence of uncertainty and high complexity of physical processes. One of the pioneer intelligent methods is Fuzzy Logic, which gave us a new and powerful tool for dealing with these problems in situations where there is essential inaccuracy in models, information, objectives, constraints and control actions [115] .
When a paper's subject matter is based on a relatively recent scientific contribution, as is our paper based on Fuzzy Logic, it is a very sound practice to introduce at least some brief historic antecedents. A historic review of fuzzy logic and its applications to control and modeling, however, goes beyond the scope of this paper. A thorough recount of leading personalities (names such as Lofti Zadeh, Ebrahim Mamdani and Michio Sugeno), important groups and "schools," milestones and all the hundreds of excellent practical applications would be so broad as to exceed by far the space permitted to a single paper. The applications of fuzzy logic invade many fields [18, 97] , including the automatic train operation system [114] , elevator control [27] , automobile transmission control [38] , video camcorders [47] , DC locomotives [96] , steam generator control [46] , and air conditioners [104] , etc. For a good survey of the rich history that has been written in the thirty plus years since Zadeh gave birth to Fuzzy Logic, we recommend that the interested reader see [81] .
Linguistic Variables.
One of the most important concepts in Fuzzy Logic is the linguistic variable [117] . In the classical viewpoint we only deal with conventional variables, and it is necessary for us to understand how variables have to be transformed before they can be handled by fuzzy systems. of χ , D is the universe of discourse, G is the syntactic rule to generate χ names, and M the semantic rule to associate each value with its meaning. Therefore the variable χ can be transformed (mapped) into a "linguistic variable χ ," and vice-versa.
For example, if cutting force is interpreted as a linguistic variable (see Figure 1) , then e T is the set of linguistic attributes defined for the cutting force. The fuzzy partition in the universe of discourse will be performed according to those attributes (low, medium, high, very high, etc.). Then the syntactic rule could be: G:…,"very high" at the upper end of D , and after that "excessively high" and "fairly high," respectively. The semantic rule M, for instance, allows us to interpret in our example that the cutting force is classified completely (100%) as "high" above about 400 N, the value at which membership in this set declines linearly down to zero at 300 N. 
Fuzzy Logic Device (FLD).
Zadeh's conclusions suggested using a fuzzy rule-based (human reasoning-based) approach to the analysis of complex systems and provided a decision-making procedure together with a mathematical tool [118] . In general fuzzy systems are knowledge-based systems that can be built up from expert operator criteria and can be considered universal approximators where input/output mapping is deterministic, time invariant and nonlinear [59, 66] .
Let us look at the definition of a fuzzy logic device (FLD). The FLD is a general concept in which a deterministic output (crisp values) is the result of the mapping of deterministic inputs, starting from a set of rules relating linguistic variables to one another using fuzzy logic. For the mapping to be performed, deterministic values are converted into fuzzy values, and vice-versa.
An FLD is made up of four functional blocks: fuzzification, the knowledge base, decisionmaking and defuzzification. 
is assigned to each linguistic term of the inputs by means of membership functions.
Knowledge base: The knowledge base contains all knowledge about the system; in a way it represents the "process model". It includes the database and the rule structure. In the database, membership functions are defined in numerical terms. In the rule structure, goals and control strategies are expressed in the form of linguistic rules.
Decision-making: Outputs inferred from actual input are generated in the decision-making stage.
Fuzzy implications are used, attempting to emulate human decision-making. The rule base provides the grounds for the inference. Some authors do not make any conceptual distinction between "knowledge base" and "decision-making," but have only one block named "control rules application" [75] . The application of control rules embodies both theoretical categories, since "rule activation" generates some given fuzzy output based on a fuzzified input. Some criterion (e.g. minimum, maximum, bounded product) is then applied and considered as the truth-value for the rule conclusion. The classic configuration universally accepted as representing the four functional blocks described above is shown in Figure 2 . It is important to understand that these blocks have a functional meaning, so it is not necessary to separate them algorithmically or physically, as might be concluded from the diagram. can also be designated as a fuzzy decision-making device, because the outputs represent decisions made in response to a given situation at the input.
Static Characteristic. Design Parameters of an FLD.
Regarding its input-output mapping, FLD's have severely nonlinear input/output characteristics.
The static characteristic of a typical two-input (
), one-output ( y ) FLD is shown in Figure   3 . The shape of the surface (in general a hypersurface) depends on the knowledge base. stages, but the drawback is that these parameters have to be properly tuned. The main FLD design parameters are illustrated in Figure 4 . Only a few of them will be discussed in this section; the others will be addressed in the next section using a typical example. The fuzzy partition of input/output spaces is what determines the "granularity" of the control or model obtainable with an FLD. A heuristic procedure is usually applied to find the optimal fuzzy partition, although some algorithms based on neural networks and genetic algorithms are currently available for this purpose as well [9, 44] . Another design issue is the completion of certain properties (e.g. the completeness property that must be incorporated into data and rule bases). The reader can find more details in [23] .
The main step in FLD design is undoubtedly the derivation of fuzzy control rules. Tong [105] classified the ways for creating rules as verbalization, fuzzification and identification. The first method, the verbalization technique, assumes that the rule basis is formulated from verbal process descriptions obtained from skilled operators and technologists [51, 73] . Fuzzification (not to be confused with the fuzzification stage of the FLD) provides fuzzy decisional models drawn from ordinary (classical) mathematical expressions and using Zadeh's Extension Principle.
Usually in processes as complex as those at hand here such mathematical expressions are not available, so fuzzification method is rarely quoted in the literature devoted to FLD applications in process control and modeling. Identification involves the generation of relational descriptions obtained from numerical data gathered during manual process operation performed by expert operators. This method provides the objectivity of actual measurements, after processing large data files containing the information gathered during manual operation. Several computational procedures can be applied to implement identification; two good examples are Fuzzy Clustering and Artificial Neural Networks [102] . Of course very often two or more methods (e.g. verbalization and identification) are combined to create the rule base in order to take advantage of the best features of each method.
Four strategies for deriving fuzzy rules, not three, are reported in [64] . The third and fourth strategies involve the utilization of fuzzy or neural network models to generate a set of fuzzy control rules and the use of learning to create the set of fuzzy rules, respectively. For instance, using the fuzzy model we can generate a set of fuzzy control rules for attaining optimal performance of a dynamic system [26] . In contrast, the fourth strategy focuses on human or automatic learning, which entails the ability to create fuzzy control rules and to modify them based on experience or self-organizing algorithms [85, 95] . The learning procedures themselves can also be based on fuzzy relational equations [82] , neural methods [43, 84, 109] , template-based methods [107] and clustering [49] .
Principles of FLD. An Individual Case of a Fuzzy Logic Controller (FLC).
The FLC is based on human reasoning and the human strategy for dealing with process complexity (i.e., the decision-making model of the expert operator). The knowledge base of an approximate reasoning-based controller contains a collection of linguistic control rules that are stated using linguistic variables. For simplicity's sake, two classical inputs, i.e., error ( e ) and the change in error (ce ), and one output, the control action (u ), are considered in the following example of an FLD. This FLD is therefore really a fuzzy logic controller (FLC).
Each rule represents the fuzzy control action [ ] u for each combination of fuzzy inputs
This is considered a linguistic model, and its rules may be expressed as follows: 
. u is the output variable with a corresponding fuzzy set ij U . The whole rule base is formed by n m × rules.
In order to explain the decision-making procedure of an FLC, let us take a rough overview of the sentence connectives "and" and "also" and the compositional rule of inference. The implication function is represented by a fuzzy relationship: 
Generally speaking, the so-called triangular norms (t-norms) are associated with fuzzy implication, whereas the so-called triangular co-norms (s-norms) are used in fuzzy conjunction and disjunction. Typical t-norms are the intersection (minimum) and the algebraic product. Two common s-norms are union (maximum) and bounded sum. The reader can find more details on these topics in [65] .
For instance, using the Mamdani definition of implication
where T is a t-norm for the and operator.
Once the fuzzy implication has been defined, a t-norm or s-norm must be used to interpret the connective also. In other words, it is necessary to calculate from the yielded expression
where S is an s-norm for the else operator.
The choice of given t-norm and s-norm determines the compositional rule of inference.
Consequently, a number of possible compositional operators are described in the literature [120] .
In FLC applications the "Sup-Min" [116] and "Sup-Product" [48] 
. The Sup-Min operator uses the minimum (intersection), i.e., minimum among the membership grades of e , ce and u corresponding to the i-th rule, while Sup-Product uses the product, i.e., algebraic product of the membership grades of e , ce and u corresponding to the i-th rule. However, when the ultimate purpose at issue is modeling, others operators could be used, such as the sup-bounded-product and the sup-drastic-product [77] . Through the expression 
Rules can be additionally weighted using weighting (strength) factors. If we define the strength of the rule i R as
, then the strength of each rule reflected on its consequence is calculated by
Let us consider, for instance, the sup-product operation
and taking the maximum:
Finally, to produce a crisp control action, some defuzzification procedure must be applied to the fuzzy set
. Drawn from the compositional rule of inference (e.g., Sup-Min), the decisionmaking procedure generates the possibilistic distribution µ R vs. u (or a set of distributions for multiple input/multiple output systems), from which the crisp value * u u = should be extracted.
There are basically three traditional defuzzification methods: the maximum, mean of maximum (MOM) and center of area (COA).
In the maximum criterion, a crisp output is chosen as the point on the output universe of discourse for which the overall fuzzy set achieves the maximum value the first time, as u increases.
The MOM method generates the crisp output as a mean value of all elements of the universe of discourse having the maximal membership grades. Considering a discrete universe
where U is the set of elements (values) in u that attain the maximum value of
, and m is the cardinality of U.
The COA yields better results, because it takes more useful information into account.
Assuming a discrete universe, we have for the COA:
More details on defuzzification techniques can be found in [112] .
Hierarchy in a Supervision and Control Scheme.
There are several types of systems that use an FLD as their main system component, and therefore many schemes for modeling and control systems are available. Indeed, the right choice of FLD architecture contributes to the fulfillment of the system's objectives. Wang and Tyan [108] give a classification of the most useful schemes for fuzzy logic-based modeling and fuzzy We must select the appropriate control and modeling schemes for accomplishing our goal. In this chapter we will focus on hierarchical fuzzy control schemes. Hierarchical control aims at achieving better system performance even in the case of unexpected changes in system parameters, i.e., when accurate process models are unavailable. If the process model is not thoroughly known and so the premises of the control design method (e.g. adaptive control method) are violated, the only way to improve the control system's behavior is to set up control strategies at a supervisory (higher) level. Heuristic knowledge or other well-suited artificial intelligence-based methods (e.g., neural networks and evolutionary algorithms) can be used for this purpose [28, 60, 71] .
In the field of fuzzy logic, hierarchical control and supervision have been widely studied as a possible solution for optimizing complex systems [80] . A variety of schemes can be implemented in order to profit from the advantages of this architecture, and the applications run all the way from fault-tolerant aircraft control problems to servo systems supervision [61, 67] .
Hierarchical fuzzy control allows any available data from the low-level control system to be used at a higher level to characterize the system's current behavior. Moreover, hierarchical fuzzy control can be used to integrate extra information (in addition to that concerning the usual control-loop variables such as output, error, etc.) into the control decision-making process, and even to incorporate certain human user or operator inputs [98] . In many cases a hierarchical approach is an advantageous option for process optimization, instead of sophisticated design and implementation of high-performance low-level controllers, because the hierarchical approach can compensate for factors that are not taken into account in the design of low-level controllers [10] .
Thanks to the very essence of its structure, a hierarchical structure can ensure flexibility and compatibility with other controllers that have already been installed. It has other strong points as well, such as the relatively low cost of investments in improving automation scheme performance, the possibility of exploiting already-installed low-level regulation systems, and the relatively low cost of measurement systems (very few additional sensors are required), which make hierarchical fuzzy control a wise choice from the economic and practical viewpoints.
One of the simplest hierarchical schemes is depicted in Figure 5 . The design procedure for the case where only a single performance goal must be fulfilled can be summarized as follows: First, a representative controlled variable of the process under study (y′ ) must be selected.
Hierarchical control is carried out by modifying the reference values (set points) given by the user (e.g. operator) ( u′ ). This way the process can be optimized. The procedure for applying this scheme to milling process supervision and control will be described later on.
Figure 5. Diagram of a Hierarchical Fuzzy Control and Supervisory System for a Nonlinear Process
Remark 1: Whenever hierarchical levels are going to be applied, goals and tasks must be broken down into levels of resolution. In a hierarchically structured intelligent system architecture, control bandwidth, perceptual resolution of spatial and temporal patterns and models decrease about an order of magnitude with each step upward in the hierarchy [2] .
Intelligent Supervision.
Now let us look at intelligent process supervision. One way to deal with process supervision is to use a process model, estimate process parameters, and then undertake some action. The widespread introduction of supervision and coordination levels into classical control schemes is designed to monitor controller performance and perform actions if errors are detected in operation [7, 68, 79] .
The basic tasks that can be accomplished at the supervision level are monitoring of estimated parameters, detection of the matching degree (process model), decision-making, and closed-loop process monitoring. Important tasks such as the starting process, the selection of the best control algorithm, and the procedure for deciding controller parameters are performed at the coordination level. Consequently, supervision should look at changes in process behavior whose origins may be traceable to variations in the process's static parameters (gains) or dynamic parameters (time constants).
In the case of industrial processes, the purpose of supervision is to alert the operator to what is happening and what to do. Quite frequently, however, classical supervisory systems incorrectly assess process status because they lack the relevant information or because their strategies are insufficiently sophisticated to account for certain events [8] . These shortcomings in reliability fuel the development of intelligent supervision strategies.
Intelligent supervision has gained more and more attention in recent years, largely because it implies the utilization of intelligent models that can better approximate the correct mapping relationship between inputs and outputs of a dynamic system, including an implicit accounting for nonlinear behavior [4, 62, 103] . Furthermore, physical models require the derivation of complex mathematical equations involving the estimation and measurement of quantities that are presently difficult to ascertain. The foundations and derivation of a model based on Fuzzy Logic and Cluster analysis techniques will be studied in the next sections.
Fuzzy Modeling.
A model may be considered to be a depiction of the physical properties of an object or process, so if we have a model of the process, we actually have a tool for planning, recognition and depiction of the information involved in the process. Moreover with a model we can infer properties from the process that can be used to understand, predict and control the process itself.
There are two ways of dealing with process modeling. The first approach is known as the "white box," and it is based on the assumption that the process can be fully described by mathematical equations (e.g., differential equations) representing the corresponding physical laws [72] . The second approach is based on the idea that the process is completely unknown and there is no a priori knowledge of the model structure to reflect the process's physical behavior. The unknown model parameters are estimated using experimental data to obtain an input/output relationship.
An appropriate "black box" structure can be used as a function approximator. The main advantage of the "black box" approach when using accurately measured data is that it is possible to develop a model without requiring physical process knowledge [100] . The drawbacks of this method lie in the structure of the model, which is unable to offer any physical meaning. In practice the best way is to combine the two approaches, if possible, so that the more thoroughlyknown parts can be modeled using physical knowledge and the less-known ones can be approximated through the "black box" approach. This is what is known as the "gray box"
approach [17] .
Sometimes the process is extremely complex and fraught with uncertainty, and its behavior is practically impossible to describe exactly. In that case an approach based on artificial intelligence techniques like Fuzzy Logic is the right way to address the problem. A fuzzy model can be viewed as a mathematical representation of the characteristics of a process by means of fuzzy logic statements.
The simplest and easiest way to obtain a fuzzy model is to create its knowledge base using verbalization techniques. Frequently, however, a complete verbal description of how a complex process behaves is quite difficult to obtain. In such situations verbalization can be complemented by an identification procedure of some sort. So then, an initial fuzzy model can be built from measured input/output ("black box") data by applying pattern recognition techniques. By the same techniques, we can gather engineering knowledge about the process (e.g., the approximate order of the system) and finally incorporate expert operator criteria, expressed in qualitative and imprecise fashion but confirmed by practical experience.
Pattern classification and recognition, as a novel but already mature scientific area, has at its disposal a wide stock of methods, approaches and procedures, the foremost among them being
Bayesian and maximum likelihood approaches [11, 19] , nonparametric techniques, stochastic and nonmetric methods [25] , artificial neural networks [16, 37, 39, 42] and clustering analysis [92] .
The reader can find details on some of the above-mentioned and other pattern recognition methods in [87] and [94] . The usefulness of fuzzy set theory in pattern recognition and cluster analysis was also recognized in the mid-1960's [91] , and the literature dealing with pattern recognition and fuzzy clustering is now quite extensive [12, 14] . Fuzzy pattern recognition ranges from fuzzy image processing to control and modeling applications [15] . Another relatively common approach is fuzzy equivalence relation-based hierarchical clustering [56] .
The aforementioned scientific results and practical applications have proven the relevance of fuzzy set theory to cluster analysis [13] . Because our specific interest lies in fuzzy clustering techniques, and for the sake of easier understanding, we will try to clarify what clustering means.
Let us consider that we have a data set resulting from the observation of some physical process (e.g., real time measurement). Cluster analysis technique provides data grouping by means of the identification of an integer c (2< c < n ) and the partitioning of the data space into c subsets (i.e., clusters). A basic principle in cluster analysis is that members of a cluster should be more "similar" to one another than they are to the members of other clusters. Clustering therefore seeks associations among the subsets of a sample. The same associations may be plausibly expected to exist in the process from which the data were drawn. Indeed, thanks to fuzzy set theory, it is possible to assign one object to as many classes (clusters) as necessary.
Fuzzy c-Means (FCM) Criterion.
The main problem with clustering is how to decide the most appropriate number of clusters (c) in the data space and, of course, the criterion of classification. There are many possible functional methods for finding c -optimal partitions on the basis of different clustering criteria. The FCM criterion is based on a measure of dissimilarity ( w J ), which penalizes the distance from a given data point to the center of each cluster, weighted by the membership value of that same point to that cluster. 
where n is the number of data to be clustered, c is the number of clusters, ij µ is the membership grade of j -th value to the i -th cluster, ( )
represent the distance from the j -th data to the center of the i -th cluster, and m is a suitable weighting exponent
The method provides an iterative algorithm that can achieve the c-optimal partition. The algorithm starts with a data set that is to be classified in a number of fuzzy clusters. Each fuzzy cluster is characterized by a set value, which shows the membership grade of every datum to each cluster. In order to find the c -optimal partition, i.e., the optimal partition corresponding to c clusters, the membership grades and the center of the fuzzy cluster have to be calculated iteratively until the minimum of the given objective function ( w J ) is reached. In general w J is minimized when the clusters (c) are near those points that have a higher estimated possibility of being in cluster (i). Because eq. (13) Once the rule base is complete, the same mathematical procedures as described above for FLD can be used for the inference (e.g., Sup-Product, Sup-Min) and for defuzzification (e.g., COA, see eq. 11). The algorithm herein described is based on [101] with some minor modifications. It could be summarized as follows:
Starting from an input/output data file, fuzzy clustering is applied to the output space, and then the algorithm projects the resultant clusters into the input space. The number of clusters determines the number of rules, except when more than one fuzzy partition corresponds to the same output cluster. Optimal clustering is achieved using a criterion based on the optimal center of clusters and the optimal membership values assigned for partitions computed applying the 
Once the optimal number of clusters and the projections on the basis of
have been found, the next step is to compute the membership functions for both output and input variables. In this case trapezoidal membership functions were chosen, and their parameters must be adjusted by means of an iterative algorithm described in [1] .
Remark 2.
The procedure is repeated 1,2... 
Fault Detection.
Fault detection is very closely related to supervision and process optimization. On the other hand, fault detection methods are frequently based on human knowledge. For instance, a deep study has revealed that the simple and time-fixed limits are elementary strategies that require a priori knowledge about transient and size limits of the signals [45] . Nevertheless, false alarms can occur using such elementary strategies, mainly when automatic supervision systems incorrectly assess process status. Incorrect functioning like this may occur when the fault detection procedure is too simple to account for certain events, and part of the essential information is wasted. Another fault detection method is the so-called part signature. The way this method works is that some suitable signal generated by the process is recorded under normal working conditions, and its limits are calculated on the basis of the signature. However, most of the systems that use this strategy only permit upper bounds to be set [99] . Of all the methods available for industrial processes, model-based fault detection can be considered the most popular approach [41] . The essence of this method is the comparison of actual process behavior with the behavior of a process reference model. However, as explained above, the availability of a "good" process model is severely limited when the process is nonlinear and complex.
Models identified through fuzzy clustering allow us to use system residuals to detect and isolate failures [106] , taking advantage of nonlinear models, which fully describe process dynamics.
Here is a simple explanation of the weighted sum squared residuals (WSSR) method for detecting failures. The WSSR method is based on the residual sequence ( ( )
( ) ( ) ( )
where ( )
is the predicted (model) output, and k is the discrete time.
Under normal operating conditions, the process is considered a zero-mean white-noise process with a covariance matrix ( ) k R . The deviation of a certain variable η is used to detect the failure on the basis of some threshold (ε ) computed empirically and the length of the chosen time
Problems with WSSR method accuracy may arise if system residuals do not identically equal zero during normal operation. This can be solved by further post-processing (e.g., low-pass filtering) of the residuals. Another fault detection strategy called the generalized likelihood ratio (GLR) technique is explained in [110] .
The Machining Process.
Machine tools equipped with a CNC are a harmonious blend of manufacturing and computing techniques. However, the automatic execution of complicated operations at high speed together with the increased demand for operator security have obliged CNC's to extend their functions to include monitoring and protection of motors, drivers, peripheral devices and cutting tools as well as providing optimizing functions for cutting speeds. A panoramic view of a typical machining center together with other measurement devices is given in Figure 6 . operations is the milling process [55, 93] . The reasons the milling process was selected as a case study in machining process research are the process's intrinsic non-linear characteristics and the relatively poor performance of on-line control and monitoring systems for the milling process, in comparison with turning and drilling processes [22, 36, 70, 76] . For instance, some studies reveal that monitoring systems have been applied (mostly to the turning and drilling processes) with 50%, 28% and 22% success at detecting tool breakage, tool wear and collision, respectively [20] .
The characteristics of the milling process motivated us to focus our attention on optimizing the milling process on the basis of intelligent systems technology, as detailed later on.
Let us perform a system analysis of the milling process for optimizing overall machine tool performance. This is a typical electromechanical system. The electrical portion of the system includes DC and AC rotational motors, amplifiers, sensors and other components. The mechanical portion includes the rigid structure and the body with its different shafts, gears and reducer.
Usually, when machining is performed, operators mainly focus on checking limit values, operation sequences, machine tool and peripheral failures, chip geometry, chatter appearance and cutting tool condition (wear or breakage). The behavior of the cutting tool is a telling factor in manufacturing processes. Attention therefore generally focuses on tool condition monitoring (wear and breakage), and corrective action is taken to adjust cutting conditions and speeds in real time and to replace tools.
On the other hand, the basis for every control and supervisory system is the safe, accurate acquisition of sensor signals. From the industrial viewpoint, sensors should meet a series of requirements ensuring (in addition to adequate accuracy, sensitivity, cost, etc.) robustness, reliability, and non-intrusive behavior under normal working conditions. Different measurement principles may be used in the machining process, such as force, power, torque, acoustic emission, acceleration, velocity, speed and camera/laser. However almost all the sensors for those principles fail to meet the metal-shaping industry's needs. Two classical examples are the dynamometric platform, which normally exhibits high accuracy and sensitivity but has many restrictions concerning cost, wiring, reliability and susceptibility to machine strokes, and the current sensor, which exhibits limited accuracy and requires a tedious calibration procedure.
Hence the selection of a given sensor is always the result of a trade-off among the various candidates.
In the world of machining, cutting force is considered to be the variable that best describes the cutting process. The information gleaned from the force pattern can be used to evaluate the quality and geometric profile of the cutting surface. In addition, oscillatory responses and peaks in the cutting force pattern may be the result of overloading, which would indicate a process irregularity and an increased danger of tool breakage or workpiece damage, so cutting force monitoring is frequently used to detect tool wear and breakage. On the other hand, cutting force regulation (e.g., mean cutting force control) is closely related to improvements in the metal removal rate (MRR) and overall optimization of machining processes. Cutting force can be directly and accurately measured by dynamometers or indirectly measured, e.g., inferred, from spindle-drive current consumption [6] . Because current sensors are economical, easy to install devices requiring no significant wiring and providing a fast time response, they are good for industrial applications [52] .
System Characterization.
In terms of control system design and modeling, the most important aspects are the variables, parameters and typical measures of performance that we use to characterize the system so that it will help us see the process like a "black box". In other words, our first step was to select the input/output variables, disturbances, parameters, constraints, and performance indices. This is not a trivial task; selection plays a decisive role in the future results at other stages of design.
Among the enormous quantity of variables and parameters involved in the machine tool and the machining process, the most relevant factors in terms of automation tasks must be selected. After carrying a preliminary study, we selected: The laws of physics, of course, establish formal relationships among these variables. Other variables are also available in terms of measuring, but their relative suitability depends on the tasks to be performed in the design.
There are other properties and physical phenomena that influence the milling process, sometimes randomly. For instance, there are differences in tool condition (wear, breakage) and tool geometry, variations in workpiece "machinability" (e.g., material composition), machine structure (rigidity and rating), nonlinear vibration (e.g., chatter), and many restrictions on the sensors responsible for measurements (cost, wiring, sensitivity, linearity, precision, reliability and machine strokes).
In order to evaluate system performance, we need to select certain suitable performance indices.
In the milling process there are basically two operations, roughing and finishing. The differences in their objectives are what will decide which performance index is useful in each operation. The quality and geometric profile of the cutting surface is paramount in finishing operations, whereas the quantity of metal removed from the workpiece is the main issue in roughing operations.
This research work dealt essentially with roughing, so the main index was the metal removal rate (MRR). The MRR represents the instantaneous productivity of milling [ min mm 3 ]. After some simplifications, an empirical expression for calculating the MRR was obtained [21] :
This means that, machining with a selected tool and a given spindle speed, the resulting MRR is directly related to the cutting force, so a high MRR can be seen as equivalent to a high cutting force. Now, the knowledge about the process for the purpose of control system design can be simplified by looking at the plant as a black box with its input/output variables, parameters, constraints and objectives, as shown in Figure 7 . 
Mathematical Model from the Classical Viewpoint.
As stated above, the characteristics of the machining process severely limit the use of classical mathematical tools for modeling [24] . Even so, a classical mathematical model could provide a characterization of the dynamic behavior of the milling process that could help investigate and analyze machine tool performance and limitations.
The dynamics of the milling process (cutting force response to changes in feed rate) can be approximately modeled using at least a second-order differential equation. A second-order model that relates cutting force (F) to feed rate (f) is reported in the literature [63] 
where ξ is the damping ratio, n ω is the natural frequency, and n K is the process gain.
The damping ratio ξ grows linearly with the depth of cut (a) and decreases slightly with spindle speed (s ). The gain n K varies non-linearly with the depth of cut and decreases slightly with cutting speed. The natural frequency n ω also varies depending on cutting parameters.
So far various different models have been obtained using second-order differential equations [88] . Such models are only valid over a narrow spectrum, and they cannot trespass certain limits in representing the above-mentioned process complexity and uncertainty; this, again, is the reason for our decision to use a knowledge-based approach to machining process supervision and control.
Fuzzy Modeling and Its Application to the Milling Process.
We will now address the creation of a fuzzy model of the machine tool cutting process by applying the FCM algorithms we have described in section 2.2. This model should be excited at the input with the cutting parameters and should offer relevant information about process status at the output. The input variables we selected for this model were the cutting condition vector (see eq. 19) under fixed conditions of cutting tool diameter and workpiece hardness, which can be taken as constants during a given operation. The output variable we selected was cutting force.
The test bed was a 5.8-kW, 4-axis milling machine, the ANAK-MATIC-2000-CNC, equipped with a Fagor Automation 8025 CNC, which was interfaced with a personal computer over a 9600-baud RS-232 communications link. To measure cutting force, we used a dynamometer (Kistler 9257B), which is a piezoelectric transducer for measuring forces in three components along the machine tool axes x F , y F and z F . The signals were captured by means of an acquisition card connected to a personal computer and stored in data files for further processing (see Figure 8 ). where n is the data number, i y is the actual output, and i ŷ is the estimated output.
For a given typical example, the resulting number of clusters was four, and the model was composed of four rules. 
FLC and Its Application to the Milling Process.
In this section we will describe how fuzzy logic control can be applied to the machining process.
The scenario is the same as shown in section 3.1. Therefore, the input/output characteristic is similar to the one illustrated in Figure 7 . Figure 10 shows the diagram representing the milling process. The next step is to define the control scheme. The essence of our procedure was to keep the basic control system structure fixed, with the aim of developing a non-intrusive additional device. The corresponding hierarchical control system diagram is shown in Figure 11 . are represented by the external feedback (from the meta-system).
The objective for this hierarchical fuzzy control system is to manipulate the machine tool's cutting conditions, with some further possibilities in addition to those provided by the CNC-PLC alone. Optimization can be achieved, because the CNC-PLC allows a multi-level control architecture. This means that while servocontrol loops and the interpolator are at the lower levels, we can put the fuzzy controller (as well as other compensation or monitoring programs) at a higher level of the control hierarchy. As was explained in section 1.5, in a case like this, hierarchical control is advantageous, because allows to perform tasks such as tool condition monitoring and machine failure detection, productivity enhancement through a higher MRR, and compensation for factors (e.g., position errors) not considered in the low-level servo design.
Furthermore, there is another very important feature: All these achievements are made at a relatively low cost and without essential modifications of the standard hardware, nor any disturbance to the normal operation of low-level control loops, the interpolator and/or any other component of the machine tool.
We added a personal computer to the control scheme in order to measure the cutting force The set point of the cutting force ( r F ) is fixed manually so that the MRR reaches the maximum allowable value under the rest of the technological constraints. This kind of system belongs to the category of supervisory systems because of the automatic generation of set points to be applied at the lower control level [99] . The variables º x , º s and º f represent the internal references for the CNC-PLC control loops, which may differ from the dynamic values generated by the computer for f . Figure 11 . Control Scheme
We can obtain many benefits by varying feed rate, which under normal cutting conditions is set by the operator according to conservative criteria. By adjusting this variable, the hierarchical fuzzy control can respond to variations in workpiece hardness, depth of cut, air gaps in part geometry, and so on.
Fuzzy Algorithm for the Milling Process.
In this section we introduce the design methodology we followed for designing hierarchical fuzzy controllers. There are two main stages in designing a hierarchical fuzzy controller. One concerns the implementation of the hierarchical level, and the second involves fuzzy controller design [33] .
In the first stage, the process to be controlled is studied, attempting to combine the "black box"
and "white box" approaches. Then the most meaningful variables of the process, input/output variables, constraints and objectives, as described above, are selected. After that the number of hierarchical levels may be chosen, depending on how many tasks and objectives are to be solved and fulfilled. Likewise, the connection between the process and the hierarchical level has to be established.
In the second stage, we address the issue of designing the fuzzy controller, bearing in mind that here, as in any control system design, we have to run a stability analysis. The reader can find more details about strategies for checking the stability of control systems of the type herein introduced in the literature [50] . [ ]
where E K , CE K and GC are scaling factors for inputs (error and change in error) and output (change in feed rate), respectively.
The fuzzy partition of universes of discourse and the creation of the rule base were drawn from the criteria of skilled operators, although we did have to apply a "cut and trial" procedure as well. Figure 12 shows the initial fuzzy partition obtained (see Figure 12A ) and a refined partition for enhancing the "granularity" of the controller characteristic (see Figure 12B ). We will consider a set of rules consisting of linguistic statements that link each antecedent with its respective consequent, having, for instance, the following syntax:
During normal manual operation, the operator selects a constant feed rate for the whole machining path, corresponding to the points of the workpiece that produce maximum cutting force (conservative criterion). An efficient operator, however, should adjust the feed rate in real time according to the cutting parameters to improve the MRR. By relating operator experience with a suitable variable whose dynamic behavior represents the status of the process (i.e., cutting force), we can establish the control rules. So, on the basis of keeping a constant cutting force, when the force increases (e.g., due to increased depth of cut), the feed rate should be reduced. On the other hand, when the force decreases due, for instance, to air gaps in the part, the feed rate should be increased to maximize MRR. A matrix arrangement of the rule basis is shown in Table   1 . T norm (product), developing the implication, and applying S 1 s-norm (maximum) we
where 2 T represents the algebraic product operation and S 1 represents the union operation (max),
. The crisp controller output, used to change the machine table feed rate, is obtained by defuzzification employing the COA method defined as
where ∆f is the crisp value of ∆fi for a given crisp input
is the membership function (output possibility distribution) corresponding to the fuzzy union.
The output scaling factor (GC) multiplied by the crisp control action (generated at each sampling instant) defines the final actions that will be applied to the CNC set points.
The strategy used to compute f determines what type of fuzzy regulator is to be used. In this case it is a PI-wise regulator:
The control scheme was implemented on the basis of these definitions. We developed the realtime control and monitoring system in C/C++ programming language on a Pentium PC. Feed rate values ( f ) were generated on-line by the controller and fed in with the cutting force set point ( F r ) and measured value ( F ). A current sensor was used for measuring the cutting force, according to the advantages mentioned in Section 3. The relationship between the current consumed at the spindle axis motor and the cutting force was fair enough to make a real industrial implementation of our control system feasible. The actual cutting force values were estimated from a calibration library that was previously obtained.
In order to cover situations typical of the milling process, we performed two types of experiments, taking into account that the resulting force in machining operations might exhibit oscillations due to cutter run-out, part machinability and load disturbance.
In order to have a basis of comparison; a linear controller was selected as alternative to the fuzzy controller. Due to the limited disposability of linear models of the machining process (indispensable in any traditional linear design), the linear controller's parameters were estimated from the best linear approximation of the fuzzy controller following [74] . Considering an equilibrium point ( ) ( )
, the parameters of the linear controller were obtained after minimizing the following function (27) where S T is the sampling period, K is the proportional constant, i T is the integral constant, 
Evaluation and Experimental Results
A DURAL aluminum alloy workpiece was used for the experimental field tests. The radial depth of cut was kept constant during each test. Machining was supposed to be done in one direction only. New (unworn) milling cutters were used in these experiments. A two-fluted milling tool 25 mm in diameter was chosen. For this tool and the cutting conditions, we set our reference value at about 450 N. As nominal values for the main cutting conditions we selected 800 rpm for the spindle speed and 100 mm/min for the feed rate.
For this first run, a very irregular depth-of-cut profile was chosen intentionally, with six stepshaped disturbances in the depth of cut, designed to emulate load disturbances as shown in Figure 13 . Table 1 ) and two popular compositional rules of inference, "Sup-Product" and "Sup-Min". In this experimental stage, one step-shaped disturbance in the depth of cut was used, because that is the most frequent cut of all and it is considered enough for test objectives. Controller.
The step responses of different hierarchical fuzzy controllers are depicted in Figure 15 . The results of applying a 9-rule rule base (see Table 1a ) are shown in Figure 15a ). There is no great difference in performance between the two compositional rules of inference we analyzed. The transient response is adequate, corroborating the robustness of fuzzy controllers. Cutting force behavior under a rule base of 49 rules was very similar. All error-based performance indices and peak times were lower than the figures obtained for 9 rules, while the overshoots were higher.
The performance index figures are summarized in Table 2 . Rather than draw conclusions, we would like to make some final comments to underline certain aspects of this work that could be interesting. In this paper we introduce the design and implementation of a knowledge-based system for process supervision and control and its application to the machining process. Fuzzy logic-based approaches (Fuzzy Logic Controllers and Fuzzy Models) are used effectively to deal with the lack of precise, reliable sensors, process complexity and time-varying processes. Furthermore, because the machining process still depends on available skill and operator knowledge despite computer numerical control capabilities, fuzzy logic-based strategies have proven to be a good choice. The illustrative examples, that were introduced in order to uphold the validity of the theoretical approaches examined along the paper, have been brought from the results attained by the authors. All work, from hypothesis to implementation and experimentation, including design and analysis, was done following classical patterns of intelligent automation: verbalization, the "black box" approach, and process knowledge engineering.
Although we never ignored the conceptual aspects, our focus at all times lay on the practical implementation of our work. We wanted (and fortunately also succeeded) to produce results that would work, not just under experimental conditions, but with enough universality to make the design viable for introduction in the machine tool sector of industry.
