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V diplomskem delu smo obravnavali delovanje kamere Pixy in pokazali, kako je iz 
podatkov, ki nam jih posreduje, mogoče izračunati razdaljo med kamero in objektom. 
Za programiranje robota smo v nadaljevanju v programskem okolju Lego Mindstorms 
EV3 Home Edition opisali funkcijske bloke, povezane s kamero. 
Opisali smo tudi funkcijski blok za PID regulator in pokazali, kako izračunamo njegove 
parametre za reguliranje motorjev Lego. 
V empiričnem delu smo preizkusili praktično delovanje kamere Pixy. 
Kamero smo pritrdili na robota, sestavljenega iz kompleta Lego Mindstorms, in  
simulirali lov plenilec–plen. Program smo naredili blokovno v programskem okolju 
Lego Mindstorms EV3 Home Edition, pokazali pa smo tudi možnost pisanja 
programske kode v jeziku Robotc. 
 








This thesis discusses the operation of Pixy digital camera, and demonstrates 
the possibility of calculating the distance between the camera and the object, 
based on the data the camera displays. The main chapters deal with robot 
programming where function blocks connected with the camera are described 
by using Lego Mindstorms EV3 Home Edition software environment. 
The function block for the PID controller has also been described, along with 
the calculation of its parameters that regulate the Lego motors. 
In the empirical part of the thesis, Pixy camera operation has been tested in practice. 
The camera was attached to a robot built from a Lego Mindstorms kit, and the 
predator—prey hunt has been simulated. The program was developed in 
Lego Mindstorms EV3 Home Edition software environment, although 
the possibility of a code-based solution written in Robotc has also been  
demonstrated. 
 







Če želimo, da robot opravlja naloge, kot so npr. pobiranje predmeta, zasledovanje žoge, 
iskanje polnilne postaje itd., in če želimo, da mu pri vseh teh nalogah pomaga en sam senzor, 
potem je najprimernejši za to senzor vida. Senzorji za vid (tipala) so uporabni zaradi 
svoje fleksibilnosti. S pomočjo pravega algoritma lahko tipalo zazna ali prepozna praktično 
kar koli. Težava takega tipala je pomanjklivost pri procesiranju velikih količin 
podatkov, ki lahko preobremenijo procesorje in zato niso na voljo za druge naloge [1]. 
 
Kamera Pixy se se s težavami velike količine podatkov spopada s povezavo zmogljivega 
namenskega procesorja in tipala. Pixy procesira slike iz tipala in mikrokrmilniku pošilja samo 
uporabne informacije (npr. x- in y-koordinate središča objekta). Tako lahko Lego Mindstorms 
EV3 ali drugi mikrokrmilnik (npr. Arduino) s kamero enostavno komunicira, pri tem pa ima na  
voljo še vedno dovolj CPE za druge naloge [1]. 
 
Zmožnost in uporabnost kamere Pixy bomo prikazali v povezavi z robotom, ki ga bomo 
zgradili s kompletom Lego Mindstorms. Prikazali in proučili bomo zmožnost kamere, da 
razpozna različne objekte v okolici, oceni njihovo oddaljenost, hitrost sledenja ob njihovem 




2 PREDSTAVITEV KAMERE PIXY 
 
Kamera Pixy (CMUcam5), zadnja v vrsti CMU kamer, je nizkocenovna računalniška 
naprava za vid, namenjena raziskovanju v robotiki. Kamera vsebuje majhno video 
kamero in mikrokrmilnik s serijskim vmesnikom. Medtem ko ostale digitalne kamere 
običajno uporabljajo mnogo večjo pasovno širino, lahek uporabniški vmesnik CMU kameri 
omogoča, da je dostopna z mikrokrmilniki. Še pomembneje je, da vgrajeni mikroprocesor 
podpira enostavno obdelavo slik in sledenje nejasnim barvnim obrisom, zaradi česar je 
računalniški vid zdaj lahko vključen v sistem, medtem ko so imeli mikroprocesorji v 
preteklosti premalo moči za takšno obdelavo. 
Kamera je tudi zelo majhnih dimenzij, zato je zelo priljubljena za izdelavo majhnih 
mobilnih robotov [2]. 
 
Izvirna zasnova CMU kamer je bila narejena na univerzi Carnegie Mellon University. Kamera 
Pixy je plod partnerstva med omenjeno univerzo in laboratorijem Charmed Labs. Sredstva za  
razvoj so zbirali s Kickstarter kampanjo, na kateri so imeli cilj zbrati 25.000 dolarjev in na 
koncu zbrali skoraj 275 000 dolarjev. Prodajati se je začela marca 2014 in kmalu postala 









2.1 Značilnosti kamere Pixy 
 
 Majhen, hiter, enostaven za uporabo, poceni in hitro dostopen sistem za računalniški vid; 
 zmožnost učenja prepoznavanja poljubnih predmetov; 
 podajanje podatkov o odkritem predmetu 50-krat na sekundo; 
 preko priloženega kabla jo povežemo z Lego Mindstorms EV3; priključimo jo lahko tudi 
na Arduino, Raspberry; Pi, BeagleBone in podobne krmilnike; 
 sistemu so dodane vse knjižnice za Lego Mindstorms EV3, Arduino, Raspberry Pi itd.; 
 podprta sta programska jezika C/C++ in Python; 
 komunicira preko enega od številnih vmesnikov: SPI, I2C, UART, USB ali  
analogni/digitalni izhod; 
 orodje za konfiguracijo deluje v OS Windows, MacOS in Linux; 
 celotna strojno-programska oprema je odprtokodna in ima splošno dovoljenje GNU; 
 priložena je celotna strojna dokumentacija, vključno z načrtom shem elektronskih  




Imamo tri možnosti napajanja kamere: napajanje preko USB kabla (regulirano 5 V), napajanje  
preko I/O priključka (regulirano 5 V) in napajanje preko priključka za napajanje (neregulirano  
6V do 10 V). 
 
Pri napajanju preko priključka I/O moramo paziti na polariteto napetosti, ker kamera nima 
vgrajene zaščite za primer zamenjave polaritet. Zamenjava polaritet kamero uniči. Pin 2 
predstavlja vhodno ali izhodno pozitivno polariteto (+5 V), pini 6, 8 in 10 pa negativno 
polariteto enosmerne napetosti [11]. 
 
Tretja opcija nam zagotavlja več toka, in sicer do 1,5 A. S tem lahko hkrati 
napajamo servomotorje pan/tilt in preko povezave I/O še krmilnik [11]. 
USB in I/O kabel imamo lahko na kamero priključena hkrati. Opozoriti velja, da komunikacija 









Pixy lahko priključimo na veliko različnih krmilnikov, saj podpira več opcij 
vmesnikov: serijskega UART, SPI, I2C, USB ali digitalni/analogni izhod. Komunikacija je 
mogoča z mikrokrmilniki Lego Mindstorms EV3, Arduino, Arduino Due, Raspberry Pi in  
BeagleBone Black. 
 
Ker so programske knjižnice na voljo za vse od teh platform, lahko z delom začnemo takoj. Za  
uporabnike krmilnika v operacijskem sistemu Linux (npr. Raspberry Pi, BeagleBone) je dodan  
tudi Python API [1]. 
 
Najhitrejša komunikacija je mogoča preko USB vmesnika, ki omogoča tekoč prenos slike med 
kamero in računalnikom. Od treh serijskih vmesnikov, ki jih omogoča I/O priključek, je 
najhitrejši SPI, drugi je I2C, najpočasnejši pa je UART in ga uporabljamo, če nimamo na voljo 
nobenega od prvih dveh. Zadnja možnost je digitalni/analogni izhod [12]. 
 
Za komunikacijske vmesnike so naslednje možnosti: 
 
 Arduino In-Circuit Serial Programming (ICSP) SPI – to je standardni vmesnik, ki uporablja 
tri linije, pine 1, 3 in 4 I/O priključka, in se ga uporablja za komunikacijo z Arduinom preko 
ICSP priključka. Ta verzija SPI ne uporablja signala za izbiro podrejene naprave; 
 SPI Slave Select (SS) – vmesnik je enak prejšnjemu, a s to razliko, da uporablja še pin 7 I/O 
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priključka za izbiro podrejene naprave; 
 I2C – vmesnik uporablja samo dve liniji, pina 5 in 9 I/O priključka, in omogoča glavni 
napravi komunicirati z do 127 podrejenimi napravami (kar pomeni z do 127 kamerami 
Pixy). Naslov naprave lahko konfiguriramo skozi I2C naslovni parameter; 
 UART – vmesnik za komunikacijo uporablja dve liniji, pina 1 in 4 I/O priključka. Kamera 
podatke prejema po liniji preko pina 1, oddaja pa po liniji preko pina 4. Hitrost prenosa 
definiramo preko UART parametra za hitrsost prenosa; 
 analogno/digitalni izhod X – sporoča vrednost x-koordinate največjega prepoznanenga 
objekta kot analogni izhod (0 do 3,3 V) na pinu 3 I/O. Preko digitalnega izhoda na pinu 1 
pa sporoča, če je objekt zaznan ali ne; 
 analogno/digitalni izhod Y – sporoča vrednost y-koordinate največjega prepoznanenga 
objekta kot analogni izhod (0 do 3,3 V) na pinu 3 I/O. Preko digitalnega izhoda na pinu 1 
pa sporoča, če je objekt zaznan ali ne; 
 LEGO I2C – za komunikacijo uporablja Legov protokol za I2C. [13] 
 
Protokol je ne glede na vmesnik vedno enak: 
 
 podatki so v binarni kodi; 
 objekti vsakega posnetka so razvrščeni po vrstnem redu. 
Podatki o največjem objektu se prenesejo prvi; 
 možno je določiti maksimalno število objektov na posnetku, ki jih želimo prenesti; 
 če ni zaznanih objektov, Pixy pri SPI in I2C vmesniku pošilja ničle; 
 vsak objekt je poslan kot svoj blok podatkov; 
 vsak podatek v bloku podatkov za objekt je dolg 16 bitnih besed. Najmanj pomemben 
bajt je poslan najprej. To pomeni, da če denimo pošiljamo sinhronizacijsko besedo 
0xaa55, kamera najprej pošlje 0x55 (prvi bajt) in nato še 0xaa (drugi bajt). [13] 
 
Bajti 16-bitna beseda Opis 
0,1 y 
sinh.: 0xaa55 = normalni 
objekt; 0xaa56 = barvna koda 
2,3 y kontrola 
4,5 y številka oznake 
6,7 y x-središče objekta 
8,9 y y-središče objekta 
10, 11 y širina objekta 
12, 13 y višina objekta 
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Tabela 2.1: Blok podatkov za objekt 
 
2.4 Prepoznavanje objektov 
 
Pixy za prepoznavanje objektov uporablja algoritem za filtriranje na podlagi barve. Metode 
filtriranja na podlagi barve so priljubljene, saj so hitre, učinkovite in relativno stabilne. Pixy 
izračuna barvo (odtenek) in nasičenost vsake RGB slikovne pike iz tipala in jih uporablja kot 
primarne parametre filtriranja. Pri izpostavljenosti in spremembah osvetlitve je odtenek 
nekega objekta večinoma nespremenjen. Izpostavljenost in spremembe v osvetlitvi lahko 
slabo vplivajo na algoritme filtriranja barve, saj povzročijo lomljenje barv. Algoritem 
filtriranja Pixy je pri izpostavljenosti in spremembah osvetlitve stabilen [1]. 
 
2.4.1 Obdelava slike na podlagi barvnih odtenkov 
 
Različne tehnike obdelave slik omogočajo prepoznavanje in izoliranje objektov na posnetku, 
odstranjevanje šumov ter združevanje, mehčanje in izostritev slik. Sliko običajno 
obravnavamo kot dvodimenzionalno polje, nato pa za polje uporabimo obdelavo signalov. 
Obdelava slike je zaradi raznolikosti sprememb osvetlitve, senčenja, bleščanja in sivenja 
lahko zelo zahtevna naloga [10]. 
 
Barvna dvodimenzionalna slika ima za osnovno barvno shemo tri ločena polja, odvisno od 
načina ekstrakcije slikovnih podatkov. Običajno je slika ekstrahirana v shemo RGB, ki vsebuje 
vrednosti primarnih barv, ki ustvarjajo celotno sliko, od 0 do 255. Po ekstrahiranju slikovnih 
podatkov lahko za ekstrakcijo želenih podatkov obdelujemo tri barvne sheme. Enostaven 
način za lociranje trdnih barvnih objektov, ki se od okolice močno razlikujejo, je ta, da vsako 
dvodimenzionalno polje spremenimo v pripadajočo sivinsko sliko in nato sivinsko sliko 
odštejemo od trenutne barvne slike. Sivinska slika vsebuje 90 % informacij o robovih za dani 
objekt in je lahko zelo uporabna pri iskanju robov objektov. To konkretno pomeni, da bi, 
če imamo v okviru rdeči objekt, sivinsko sliko odšteli od dvodimenzionalnega polja, ki 
vsebuje rdeče vrednosti. S tem postopkom izoliramo vsako posamezno barvo izvirne slike. 
Potem ko izoliramo vsako primarno barvo, za novo dvodimenzionalno sliko uporabimo filter, 
da odstranimo šume. Na koncu lahko sliko spremenimo v črno-belo, pri čemer bo vse razen 
primarne barve črno, medtem ko bo primarna barva prikazana kot bela. Ko smo za vsako 
primarno barvo ustvarili črno-belo sliko, lahko enako tehniko uporabimo tudi pri vmesnih 
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barvah. Ko smo vse potrebne barve pretvorili v njihove črno-bele (binarne) slike, moramo za 
končno binarno sliko dati skupaj vsako barvo. Z binarno sliko lahko uporabimo običajne 
tehnike obdelave slike, kot je prepoznavanje robov. Z uporabo metode prepoznavanja robov 
na binarni sliki bomo dobili oris vsake barve. Sliko s prepoznanimi robovi bomo nato lahko 
preslikali čez izvirno sliko in s tem pokazali oris vsakega barvnega objekta [10]. 
 
2.5 Sedem barvnih oznak 
 
Kamera si zapomni do sedem različnih barvnih oznak, kar pomeni, da bo, 
če imamo sedem različnih objektov edinstvenih barv, algoritem za barvno 
filtriranje te barve prepoznal brez težav. Če je barv več, lahko uporabimo barvne šifre [1]. 
 
2.6 Prepoznavanje večih objektov naenkrat 
 
Pixy lahko najde na stotine objektov naenkrat. Za določitev začetka enega objekta 
in konec drugega uporablja algoritem za povezane komponente. Kamera nato sestavi  
velikosti in lokacije vsakega objekta, podatke pa sporoča preko enega svojih vmesnikov [1]. 
 
 
Slika 2.3: Prepoznavanje objektov 
 
2.7 Procesiranje posnetkov 
 
Pixy zmore hitrost 50 posnetkov na sekundo. Na vsako 1/50 sekunde (20 milisekunde) 
procesira celoten 640 × 400 posnetek objektiva. To pomeni, da se položaj vseh prepoznanih 
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objektov popolnoma osveži na vsakih 20 milisekund. Pri tej hitrosti je možno slediti poti 
padajoče ali odbijajoče žogice. (Žogica, ki potuje 48 km/h, se v 20 ms premakne za manj kot 
30 cm) [1]. 
 
2.8 Učenje objektov 
 
Pixy lahko fizično naučimo zaznavanja tega, kar nas zanima. Učenje je enostavno in  
hitro. Predmet, bodisi vijoličen dinozaver ali oranžna žogica, samo postavimo pred  
kamero in pritisnemo gumb na vrhu kamere [1]. 
 
Pixy naučimo prepoznavanja objektov tako, da objekt postavimo pred njen objektiv 
in med tem držimo vrhnji gumb. LED RGB pod objektivom nudi povratne informacije glede 
objekta, v katerega kamera neposredno gleda. Na primer, LED zasveti oranžno, kadar je 
neposredno pred Pixy položena oranžna žogica. Spustimo gumb in Pixy bo ustvarila 
statistični model barv, ki jih vsebuje objekt, in ga v trenutku shranila. Ta statistični model bo 
nato uporabila za iskanje objektov podobnih barvnih oznak v svojih posnetkih [1]. 
 
Pixy se lahko nauči sedem barvnih oznak, oštevilčenih 1–7. Barvna oznaka 1 je privzeta  
oznaka. Če želimo Pixy naučiti drugih oznak (2–7), to naredimo z zaporedjem pritiskov na  
gumb [1]. 
 
2.9 Aplikacija PixyMon 
 
PixyMon je aplikacija, ki deluje v OS Windows, MacOS in Linux. Omogoča nam, da v grobi ali  
procesirani obliki videa vidimo to, kar vidi Pixy. Prav tako nam omogoča konfiguriranje Pixy,  
nastavitev izhodnih vrat, upravljanje barvnih oznak in odkrivanje napak aplikacije. PixyMon s  
Pixy komunicira preko standardnega mini USB kabla [1]. 
 





Slika 2.4: Aplikacija PixyMon 
 
2.10  Tehnične specifikacije 
 
 Procesor: dvojedrni NXP LPC4330, 204 MHz 
 Tipalo: Omnivision OV9715, 1/4", 1280 × 800 
 Vidno polje objektiva: 75 stopinj vodoravno, 47 stopinj navpično 
 Vrsta leč: standardna M12 (na voljo je več vrst) 
 Poraba (običajna): 140 mA 
 Vhodna moč: USB vhod (5V) ali nenadzorovan vhod (od 6V do 10V) 
 RAM: 264 kilobajtov 
 Flash: 1 megabajt 
 Za prenos podatkov so na voljo serijski UART, SPI, I2C, USB, digitalni ali analogni izhod 
 Dimenzije: 2,1" x 2,0" x 1,4 





Slika 2.5: Zadnja stran kamere Pixy 
 
2.11  Barvne šifre 
 
Barvna šifra je sestavljena iz najmanj dveh barvnih oznak. Pixy lahko prepozna in dekodira  
barvne šifre ter jih predstavi kot posebne objekte. Barvne šifre so uporabne, kadar želimo  
prepoznati in identificirati veliko objektov (tj. več, kot bi jih bilo mogoče prepoznati s samo  
sedmimi ločenimi barvnimi oznakami) [1]. 
 
Shema barvnih šifer z dvema oznakama in s štirimi različnimi barvami lahko razlikuje do 12 
edinstvenih objektov. Možne so barvne šifre s 3, 4 in 5 oznakami in/ali več različnimi 
barvami, ki omogočajo prepoznavo velikega števila edinstvenih objektov. 
Z uporabo barvnih šifer s petimi oznakami in šestimi barvami je dejansko možno imeti na 
tisoče edinstvenih šifer [1]. 
 
2.12  Uporabnost barvnih šifer 
 
Barvne šifre so uporabne, kadar želimo prepoznati in identificirati veliko objektov, več, kot  
bi jih bilo mogoče prepoznati s samo sedmimi ločenimi barvnimi oznakami. Barvne šifre prav  
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tako izboljšajo natančnost prepoznavanja, saj zmanjšujejo napačne prepoznave. To pomeni,  
da je majhna verjetnost, da bi se določene barve pojavile tako v določenem redu in hkrati  
blizu skupaj. Slabost je, da moramo barve šifre določiti vsakemu objektu, ki ga želimo  
prepoznati. Objekti, ki nas zanimajo (npr. rumena žogica, vijolična igrača), imajo edinstveno  
barvno oznako in barvne šifre niso potrebne. Objekte z barvno šifro in objekte brez  
barvne šifre lahko brez težav uporabimo enega ob drugem, zato lahko barvno šifro  
brezskrbno uporabljamo za določene objekte, za druge pa ne [1]. 
 
 
Slika 2.6: Barvne šifre 
 
Barvne šifre omogočajo točno oceno kota objekta (poleg njegovega položaja in velikosti).  
Ocena kota, dešifrirane barvne šifre, običajni objekti ter vsi njihovi položaji in velikosti so  
na voljo pri hitrosti 50 posnetkov na sekundo [1]. 
 
2.13  Razpoznavanje obrazov 
 
Snovalci Pixy kamere načrtujejo, da bo kmalu na voljo tudi različica strojno-programske  




3 POSTOPEK UČENJA KAMERE PIXY 
 
Ker Pixy za prepoznavanje objektov uporablja njihovo barvo, mora imeti objekt poseben  
odtenek. Slika 3.1 prikazuje primere objektov, ki imajo dobre in različne odtenke, objekte 
brez odtenkov (črna, siva, bela) ali pa tiste, pri katerih se odtenki malo razlikujejo [4]. 
 
Slika 3.1: Objekta z dobrimi in različnimi odtenki ter objekta brez odtenkov 
 
Ko kamero Pixy prižgemo, gre naprava najprej skozi serijo LED utripajočih lučk. Ko se te  
izklopijo, lahko začnemo z učenjem objektov. Pritisnemo gumb na vrhu kamere. Po  
približno eni sekundi se LED lučka prižge (najprej bela, potem rdeča in nato še ostale),  
in ko se pižge rdeča luč, gumb spustimo [4]. 
 
V tistem trenutku se objekt, katerega barvo želimo, da si Pixy zapomni, na zaslonu v aplikaciji  
PixyMon obarva v barvo LED lučke. Pixy obarva objekte, ki so v središču njenega vidnega  
polja, zato moramo objekt držati pred objektivom na razdalji med 15 in 50 centimetri [4]. 
 
Pixy za prepoznavanje slikovnih elementov, ki so del objekta, in dela ozadja, uporablja  
algoritem rasti območja objekta. Z uporabo teh slikovnih elementov poskuša Pixy ustvariti  




Za uspešno prepoznavanje objekta morajo biti izpolnjeni trije kriteriji: 
 
1. LED barva lučke se mora ujemati z barvo objekta; 
2. svetlejša kot je LED lučka, boljše je zaznavanje objekta. Za optimizacijo prepoznavanja in  
svetlosti LED lučke objekt premikamo pred objektivom kamere; 
3. mreža, ki pokriva večji del objekta, je boljša kot mreža, ki pokriva manjši del objekta, kljub  
manjši svetlosti LED lučke [4]. 
 
 
Slika 3.2: Prepoznavanje objekta 
 
Za učenje objektov ne potrebujemo nujno PixyMon aplikacije, ampak se lahko z malo  
prakse zanesemo samo na LED lučko kamere [4]. 
 
Ko smo zadovoljni s prepoznavnostjo , še enkrat pritisnemo in spustimo gumb na vrhu  
kamere. LED lučka se nekajkrat zasveti, kar pomeni, da je kamera objekt shranila 
in je že pripravljenja za sledenje [4]. 
 
3.1 Barvne oznake 
 
Pixy se lahko nauči do sedem barvnih oznak. Prvo barvno oznako se nauči tako, da spustimo  
gumb, ko LED lučka sveti rdeče. Če gumb držimo pritisnjen še naprej, se prižgejo še ostale  
barve LED lučke [4]. 
 







5. svetlo modra; 
6. temno modra; 
7. vijolična. 
 
Številko barvne oznake določimo, ko spustimo gumb za izbiro oznake. Če gumb spustimo,  
ko sveti oranžna lučka, je to oznaka 2; če ga spustimo, ko sveti rumena lučka, to pomeni 
oznako 3. Te barve niso povezane z barvami objektov, ampak se uporabljajo samo za 
indikacijo številke oznake. Objekt z oznako 1 je tako lahko rumene barve, čeprav se za 
indikacijo oznake uporablja rdeča barva. Podobno je objekt z oznako 2 lahko rožnate barve, 
čeprav se za indikacijo oznake uporablja rumena barva. [4] 
 
Če pri izbiri oznake pride do pomote, npr. da izberemo oznako 2 (sveti rumena lučka), želeli  
pa smo izbrati oznako 1 (rdeča lučka), enostavno še enkrat pritisnemo gumb za izbiro oznake  
in počakamo, da lučka ugasne. S tem prekinemo postopek izbire. Za ponovitev izbire  
nato spet pritisnemo gumb in začnemo znova [4]. 
 
Pixy si objekte oziroma oznake zapomni in jih obdrži v spominu tudi po izklopu. Ko  
kamero spet prižgemo, lahko takoj nadaljujemo s sledenjem shranjenih objektov [4]. 
 
3.2 Osvetlitev objekta pri učenju 
 
Nekatere vrste razsvetljave (npr. navadne žarnice) imajo rdečkast odtenek, druge (npr.  
fluorescenčne žarnice) modrikast odtenek, kar vpliva na oznake objektov. Če kamero učimo  
objekta pod eno svetlobo, nato pa ga uporabljamo pod drugačno svetlobo, kamera  
objekta lahko ne bo dobro prepoznala. V takšnem primeru jo lahko objekta naučimo 
ponovno ali pa prilagodimo ravnotežje beline [4]. 
 
Ko se kamera prižge, prvih pet sekund delovanja porabi za določitev pravega ravnovesja 
beline. Zatem avtomatično prilagajanje ravnotežja beline izklopi. Če želimo ponovno 
prilagoditi ravnotežje beline, pridržimo gumb, dokler ne posveti bela LED lučka. 
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Za nastavitev beline lahko pred Pixy postavimo bel list papirja in po dveh do treh sekunah se 
vzpostavi novo ravnotežje beline. Spet pritisnemo gumb in novo ravnotežje je shranjeno [4]. 
 
3.3 Učenje objektov preko aplikacije PixyMon 
 
Učenje objektov preko PixyMon aplikacije je lahko uporabno, če so objekti majhni ali pa  
če želimo imeti večji nadzor nad tem, katere slikovne pike pripadajo objektu [4]. 
 
Objekt držimo pred objektivom kamere in iz menija izberemo možnost 
Action->Set signature 1. Z miško izberemo območje, ki naj ga Pixy uporabi za učenje objekta. 
Ko območje izberemo, si Pixy objekt zapomni in avtomatično preide v način cooked, zato 
lahko takoj preverimo, kako dobro deluje barvna oznaka. Postopek je prikazan na 
sliki 3.3 [4]. 
 
 
Slika 3.3: Učenje objekta preko aplikacije PixyMon 
 
3.4 Naravnanje oznake 
 
Včasih barvne oznake vsebujejo objekte ali slikovne pike, ki ne sodijo zraven, ali pa manjkajo.  
Prilagoditev izvedemo z menijem File->Configure in pod Pixy Parameters izberemo podokno  





Slika 3.4: Meni za naravnanje oznake 
 
Za prilagoditev vključenega območja uporabimo drsnik za oznako 1. Če hočemo, da je  
vključenega manj območja (slika 3.5), drsnik premaknemo v levo [4]. 
 
Slika 3.5: Vključeno preveliko in premajhno območje 
 
Za vključitev večjega območja drsnik premaknemo v desno.Izberemo položaj, v katerem 





Slika 3.6: Najboljša prepoznava objekta 
 
Na tak način lahko prilagodimo območje vseh sedmih enobarvnih objektov, ki si jih Pixy  
lahko zapomni [4]. 
 
3.5 Sledenje barvnim kodam 
 
Za učenje barvnih kod odpremo aplikacijo PixyMon in izberemo Raw mode. Barvno kodo  
postavimo pred objektiv kamere Pixy, iz menija izberemo Action -> Set CC signature 1 in  
izberemo prvo barvo v kodi. Pixy ustvari prvo barvno oznako in jo shrani. Nato izberemo  
Action -> Set CC signature 2 in izberemo naslednjo barvo v kodi. Ta postopek ponavljamo,  
dokler ne vnesemo vseh barv v kodi. Ko Pixy naučimo vseh barvih kod, kamera kode vidi in  
prepozna tako, kot vidimo na sliki 3.7. Število različnih barvnih kod je skoraj neomejeno [14]. 
 
 
Slika 3.7: Učenje barvnih kod 
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3.6 Kako prepoznamo barvne kode 
 
Barvne kode so podane kot posebni blokovni objekti, ki pa so zelo podobni običajnim  
(enobarvnim) blokovnim objektom. 
 
Bajti 16-bitna beseda Opis 
0,1 y sinh: 0xaa56= barvna koda 
2,3 y nadzor 
4,5 y številka oznake 
6,7 y x-središče objekta 
8,9 y y-središče objekta 
10, 11 y širina objekta 
12, 13 y višina objekta 
14,15 y kot objekta 
Tabela 3.1: Blok podatkov objekta z barvno kodo 
 
Barvne kode imajo drugačno sinhronizacijsko kodo (0xaa56 namesto 0xaa55). Namesto 
številke oznake (beseda 2), ki daje številsko vrednost med 1 in 7, številka barve kode daje 
oktalno vrednost števila, v kateri je vsaka vrednost posamezne številke enaka oznaki v barvni 
kodi. To denimo pomeni, da ima barvna koda, ki vsebuje tri oznake ( 1, 2 in 3), osmiško  
vrednost 123 in desetiško vrednost 83 [4]. 
 
Barvno kodo vedno predstavlja najmanjša številka, ki jo dobimo iz zaporednega niza oznak. 
Če imamo npr. barvo kodo sestavljeno zaporedno iz oznake 1, 2 in 3, barvo kodo predstavlja 
številka 123 in ne 321, kot bi tudi lahko [4]. 
 
Uporaba barvne kode: 
 
Pixy skozi parameter barvne kode podpira štiri različne načine uporabe barvne kode: 
 
0 = onemogočeno – zaznavanje barvnih kod je onemogočeno. Objekti, katerih oznaka se  
ujema s posamezno oznako v barvni kodi, so zaznani kot samostojni-normalni objekti; 
1 = omogočeno – to je privzeti način. Omogočeno je zaznavanje objektov, ki so barvne kode, 
kot tudi zaznavanje normalnih objektov. Objekti, ki se ujemajo s posamezno oznako v barvni 
kodi, vendar niso del nje, niso zaznani; 
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2 = samo barvne kode – omogočeno je zaznavanje objektov, ki se ujemajo z barvnimi  
oznakami (pri čemer ni pomembno, ali so to običajne oznake ali barvne kode), vendar samo, 
če so del barvnih kod (dve oznaki ali več). Objekt je sestavljen iz dveh ali več posameznih 
oznak (barvnih kod); 
3 = mešano – v tem načinu je omogočeno zaznavanje objektov, ki so barvne kode, pa tudi 
zaznavanje normalnih objektov. Omogočeno je tudi zaznavanje objektov, ki se ujemajo z 
barvno kodo, a pa niso del nje. 
 




4 LEGO MINDSTORMS IN EV3 
 
Lego Mindstorms je komplet programske in strojne opreme za ustvarjanje različnih  
programabilnih robotov. Komplet vsebuje krmilno enoto, ki krmili in nadzoruje sistem, vrsto  
senzorjev, motorjev in legokocke iz linije Technic [5]. 
 
 
Slika 4.1: Komplet Lego Mindstorms 
 
Krmilna enota EV3 je tretja generacija krmilnih enot za Lego Mindstorms in služi kot  
nadzorni center (omogoča nadzor nad motorji in zbira informacije senzorjev) in električna  
napajalna enota za upravljanega robota [5]. Enota vsebuje: 
 
 štiri vhodna vrata: 1, 2, 3, 4 (za povezavo s senzorji); 
 štiri izhodna vrata: A, B, C, D (za povezavo z motorji); 
 ena mini USB PC vrata (za povezavo enote z računalnikom); 
 USB vrata; 
 režo za kartico mikro SD (za povečanje pomnilnika); 
 vgrajen zvočnik. 
 
Za programiranje EV3 se bolj kot pisanje programske kode uporablja programiranje s  
funkcijskimi bloki [5]. Programska platforma Lego Mindstorms EV3 Home Edition vsebuje  
šest sklopov funkcijskih blokov, ki so: 
 
1. akcijski bloki – upravljanje motorjev, ekrana, zvočnika, lučk; 
2. nadzor izvajanja programa – pogojne zanke; 
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3. senzorji – upravljanje s senzorji; 
4. upravljanje s podatki – shranjevanje, matematične operacije, besedila ipd.; 
5. napredno – dostop do podatkov, sporočila, povezave ipd.; 
6. bloki, ki jih lahko sestavimo sami. 
 
4.1 Funkcijski blok Pixy 
 
 




1. Izbira vrat: izberemo številko vrat med 1 in 4, preko katerih je Pixy priklopljena na 
krmilnik. 
2. Izbira načina delovanja: izbiramo med načinom Meri (Measure) in Primerjaj (Compare). 
3. Oznaka vhod: izberemo možnost, ali naj Pixy išče oznake ali barvne kode predmetov. 
4. Oznaka izhod: daje številko objektov, ki se ujemajo z oznako ali barvno kodo, ki smo  
jo vnesli s parametrom Oznaka vhod, ali pa podaja številko oznake prepoznanega objekta, 
če smo nastavili splošni način delovanja. 
5. Središče x-osi objekta: daje lokacijo središča x-osi največjega objekta, ki ga Pixy  
prepozna. Vrednosti se gibljejo med 0 in 255. 0 je na skrajno desni strani, če gledamo v  
objektiv kamere. 
6. Središče y-osi objekta: daje lokacijo središča y-osi največjega objekta, ki ga Pixy  
prepozna. Vrednosti se gibljejo med 0 in 199. 0 je na vrhu, če gledamo v objektiv kamere. 
7. Širina: daje širino največjega objekta, ki ga Pixy prepozna. Vrednosti se gibljejo med 1 in  
256. 




9. Kot: daje kot (v stopinjah) največjega objekta, ki ga Pixy prepozna. Informacija je na voljo  
le za barvne oznake, sicer je vrednost 0. [6] 
 
4.2 Način delovanja 
 
Pixy ima dva načina delovanja: Splošni način (General Mode) in način Oznaka (Signature  
Mode). Splošni način je privzet in je tudi najpogostejši način delovanja. Izberemo ga tako, da 
v polje Oznaka vhod vpišemo številko 0 [6].  
 
4.2.1 Splošni način delovanja (General Mode) 
 
Splošni način delovanja izberemo z vpisom številke 0 v polje Oznaka vhod. Kamera bo 
izpisala podatke o največjem objektu, ki ga bo zaznal, ne glede na to, ali objekt opisuje 
oznaka ali barvna koda. Oznaka izhod pa bo podala številko oznake ali barvne kode 
objekta [6]. 
 
Ponazorimo to s primerom: 
če bi želeli odkrivati zelene in vijolične dinozavre in bi imel zeleni dinozaver  
oznako 1, vijolični dinozaver pa oznako 2, bi splošni način delovanja povedal, kateri od  
dinozavrov je prisoten. Na parametru Oznaka izhod bi bila številka 1, če bi bil vijolični 
dinozaver na sliki kamere večji od zelenega dinozavra. Če pa bi bil zeleni dinozaver večji 
od vijoličnega, bi parameter Oznaka izhod dajal številko 2. Za največjega odkritega dinozavra 
se prav tako podajajo vrednosti za središče x- in y-koordinate, širine in višine. Dinozavra sta 
lahko tudi enake velikosti, vendar se bodo podajali podatki za dinozavra, ki bo bližje 
objektivu in s tem večji na sliki kamere [6]. 
 
4.2.2 Način Oznaka (Signature Mode) 
 
V načinu Oznaka bo Pixy podajal podatke o največjem objektu, ki se bo ujemal z oznako  
ali barvno kodo objekta, določeni v parametru Oznaka vhod. Oznaka izhod pa pove, kolikšno 
število objektov se ujema s številko oznake ali barve kode [6]. 
 
Podobno kot v zgornjem primeru velja tudi tukaj: če bi imeli dve vrsti dinozavrov, vijolične 
in zelene, in bi vijolični dinozavri imeli oznako 1, zeleni pa oznako 2, bi lahko nalogo Pixy 
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omejili samo na prepoznavanje vijoličnih ali zelenih dinozavrov in podajanja njihovega 
števila [6]. 
 
Parameter Oznaka vhod lahko priključimo na drug izhod v programu in tako med 
izvajanjem programa spremenimo zahteve za prepoznavanje objektov [6]. 
 
4.3 Pogojni blok 
 
Za uporabo pogojnega bloka obstaja več načinov, ki se nanašajo na to, kaj Pixy v programu  
zazna [6]. 
 
4.3.1 Primerjava oznake (Compare Signature) 
 
Ta način izberemo pri izbiri načina delovanja v Lego bloku Pixy (slika 4.3). 
 
 
Slika 4.3: Izbira Primerjava oznake (Compare Signature) v Lego bloku Pixy in pogojni blok, ki 




1. Oznaka: izbira oznake ali barvne kode, ki naj jo Pixy išče. 
2. Vrsta primerjave: izbira primerjalne operacije. 
3. Mejna vrednost: vrednost, s katero želimo primerjati število prepoznanih objektov, ki se  
ujemajo z oznako. 
4. Primerjava rezultata: poda rezultat primerjalne operacije. 




Način Primerjanje oznake z uporabo in izbiro Primerjalnega tipa (2) primerja število odkritih  
objektov z Mejno vrednostjo (3). Izhodna vrednost v parametru Primerjanje rezultata (4) je 
lahko pravilno ali nepravilno. Na izhodu Število blokov pa dobimo številko prepoznanih 
objektov [6]. 
 
4.4 Bloki Čakaj (Wait Blocks) 
 
Imamo dve možnosti: Čakaj primerno oznako in primerjaj (Wait Signature Compare) ter 
Čakaj spremembo oznake (Wait Signature Change) [6]. 
 
4.4.1 Čakaj, dokler primerjalni pogoj ni izpolnjen (Wait Signature Compare) 
 
Ta način izberemo z izbiro Primerjaj in nato z izbiro Oznaka (slika 4.4). 
 
 
Slika 4.4: Izbira funkcije Čakaj, dokler primerjalni pogoj ni izpolnjen, in parametri bloka Čakaj 




1. Oznaka: izbira oznake ali barvne kode, ki naj jo Pixy išče. 
2. Vrsta primerjave: izbira primerjalne operacije. 
3. Mejna vrednost: vrednost, s katero želimo primerjati število prepoznanih objektov, ki se  
ujemajo z oznako. 




Blok Čakaj, dokler primerjalni pogoj ni izpolnjen, s pomočjo parametra Vrsta primerjave (2)  
primerja število prepoznanih objektov s parametrom Mejna vrednost (3). Če je rezultat 
negativen, program čaka, če pa je rezultat pozitiven, se program nadaljuje in izhod Število 
objektov (4) poda število prepoznanih objektov [6]. 
 
4.4.2 Čakaj na želeno število zaznanih objektov (Wait Signature Change) 
 
Ta način izberemo z izbiro Sprememba in nato Oznaka (slika 4.5). 
 
 
Slika 4.5: Izbira funkcije Čakaj na želeno število zaznanih objektov (Wait Signature Change) in 




1. Oznaka: izbira oznake ali barvne kode, ki naj jo Pixy išče. 
2. Količina: izbira števila objektov z enako oznako ali barvno kodo, ki jih mora Pixy poiskati,  
če želimo, da se program nadaljuje. 
3. Število objektov: poda število prepoznanih objektov z enako oznako ali barvno kodo, ki jo  
podamo v polju Oznaka. [6] 
 
Blok Čakaj na želeno število zaznanih objektov čaka toliko časa, dokler se število objektov s  
podano oznako ali barvno kodo v polju Oznaka (1) ne ujema s številko podano v polju  
Količina (2). Ko se število zaznanih in želenih objektov ujema, izhod Število objektov (3) poda  




4.5 Primerjava podatkov Pixy v zanki (Loop Pixy Compare) 
 




Slika 4.6: Izbira funkcije za primerjavo podatkov Pixy (Loop Pixy Compare) in parametri bloka 




1. Oznaka: izbira oznake ali barvne kode, ki naj jo Pixy išče. 
2. Vrsta primerjave: izbira primerjalne operacije. 
3. Mejna vrednost: vrednost, s katero želimo primerjati število prepoznanih objektov, ki se  
ujemajo z oznako ali barvno kodo. [6] 
 
Blok s primerjalno operacijo v parametru Vrsta primerjave (2) primerja število objektov, ki se 
ujemajo z oznako ali barvno kodo, ki sta podani v polju Oznaka (1), s številko, podano v polju 





4.6 Primerjaj podatke Pixy in izberi (Switch Pixy Compare) 
 




 Slika 4.7: Izbira funkcije Primerjaj podatke Pixy in izberi (Switch Pixy Compare) in 





1. Oznaka: izbira oznake ali barvne kode, ki naj jo Pixy išče. 
2. Vrsta primerjave: izbira primerjalne operacije. 
3. Mejna vrednost: vrednost, s katero želimo primerjati število prepoznanih objektov, ki se  
ujemajo z oznako ali barvno kodo. [6] 
 
Blok s primerjalno operacijo v parametru Vrsta primerjave (2) primerja število objektov, ki se 
ujemajo z oznako ali barvno kodo, ki sta podani v polju Oznaka (1), s številko, podano v polju 
Mejna vrednost (3). Če je rezultat negativen, se izvede program, ki ga želimo ob negativnem 
izidu primerjalne operacije, za pozitiven rezultat pa se izvede program, ki ga želimo ob 




4.7 Lego PID blok Pixy (Pixy Lego PID block) 
 
PID blok Pixy (slika 4.8) omogoča izvedbo preprostega PID regulatorja. PID regulator, ki se  
običajno uporablja v sistemih s povratno zanko, bomo v našem programu uporabili za  
izračun moči motorjev, ki so potrebne, da kamera Pixy drži objekt (žogico) v določenem  
delu objektiva in na določeni razdalji [7]. 
 
 




1. Izbira metode: trenutno je na voljo samo ena metoda. 
2. Številka bloka (Instance): v programu se lahko uporablja osem samostojnih PID blokov. 
Bloki morajo imeti različne številke, sicer si delijo isti pomnilnik. 
3. Vhodna vrednost (Value In): vhod za izmerjene vrednosti. Za Pixy so tipične  
vrednosti vhoda izmerjene vrednosti X in Y. Vseeno so lahko vhodi katere koli vrednosti, tudi  
vrednosti iz drugih senzorjev, npr. vrednosti razdalje iz IR senzorja. 
4. Želena vrednost (Set Point): referenčna vrednost, kateri želimo, da je vhodna vrednost 
enaka. 
5. Proporcionalen (Proportional): proporcionalno ojačanje. 
6. Integralen (Integral): integralno ojačanje. 
7. Diferencialen (Derivative): diferencialno ojačanje. 
8. PID multiplikator (PID Multiplier): multiplikator za vrednost izhoda. Posebej uporaben je, 
če želimo invertirati vrednost izhoda (− 1). 
9. Izhodna vrednost (Control Output): izhodna vrednost regulatorja, ki je skoraj vedno  





5 NASTAVITVE PID PARAMETROV 
 
Naš cilj bo, da imamo robota (kamero), ki hitro in brez nihanj sledi objektu. PID parametre  
lahko nastavimo na dva načina: z eksperimentiranjem ali z nastavitvenimi pravili. V našem  
primeru bomo regulirali enosmerne motorje (veliki servo motorji Lego), ki predstavljajo  
tipične integrirne procese, zato parametre PID nastavljamo po pravilih za integrirne procese. 
 
5.1 Nastavitev z eksperimentiranjem 
 
Pri postopku z eksperimentiranjem najprej vse vrednosti PID ojačenj nastavimo na 0 in  
poženemo program. Robot se pri takih nastavitvah ne bi smel premikati [8].  
 
Nato najprej začnemo nastavljati proporcionalno ojačenje, ki opravi večino dela. Začnemo z  
majhno vrednostjo 0,1 , da opazujemo odziv robota. Robot se pri veliko manjšem ojačenju  
od optimalnega premika zelo počasi, prav tako tudi zelo počasi sledi premikajočim se  
objektom [8]. 
 
Nato proporcionalno ojačenje po občutku povečujemo toliko časa, da začne robot po dosegu  
zahtevane pozicije okoli nje intenzivno nihati. Nihanje nato poizkušamo izničiti z nastavitvijo  
diferencialnega ojačenja. Povečanje diferencialnega ojačenja je primerljivo z dodajanjem 
trenja v sistem. Diferencialno ojačenje prav tako nastavimo na isto vrednost kot 
proporcionalno. Diferencialno ojačenje dvigujemo toliko časa, dokler nihanja niso pod 
nadzorom [8]. 
 
Če z diferencialnim ojačenjem nismo dosegli izničenja nihanja, moramo zmanjšati  
proporcionalno ojačenje. Ko to naredimo, začnemo znova nastavljati diferencialno ojačenje. 
Končamo, ko se nihanje izniči [8]. 
 
Če smo pri izničenju nihanja uspešni, lahko poskusimo proporcionalno ojačenje še malo  
povišati in spet nastaviti diferencialno ojačenje, da preprečimo nihanje. Če nam ne uspe,  
uporabimo zadnja faktorja proporcionalnega in diferencialnega ojačenja pri katerih se  




Integralsko ojačenje pa je uporabno, ko robot ne more doseči cilja. Če robot vstopi v  
bližino cilja, vendar ga ne doseže, dodamo integralsko ojačenje, s čimer poskrbimo, da ga  
zagotovo doseže. V Lego Mindstorms je integralsko ojačenje vedno 0, saj imajo motorji  
vgrajene lastne kontrolne zanke, ki zagotavljajo, da cilj vedno dosežemo [8]. 
 
V našem primeru za regulacijo rotacije nastavimo proporcionalno ojačenje na 0,6 in  
diferencialno ojačenje na 0,1; za regulacijo pozicije pa proporcionalno ojačenje na 15 in  
diferencialno ojačenje na 1. 
 
5.2 Nastavitev s pomočjo nastavitvenih pravil za integrirne procese 
 
Za integrirne procese je značilno, da so mejno stabilni in nimajo pravega ustaljenega stanja,  
saj odziv pri stopničastem vzbujanju po prehodnem pojavu linearno narašča. Integrirni  
karakter delovanja zato nikoli ni značilen za vodenje celotnega regulacijskega sistema, ampak  
le za določene komponente, npr. za regulator ali proces [15].  
 
Najenostavnejši integrirni sistem je t. i. I0 sistem ali integrirni sistem brez zakasnitve. 
Zaradi nezakasnjenega delovanja tak sistem srečamo predvsem kot del regulatorja.  
Delovanje sistema določa enačba: 
 
y(t) = 𝑘𝐼 ∫ 𝑥(𝑡)𝑑𝑡  (5.1) 
 
kjer je y(t) izhodni signal, x(t) vhodni signal, kI pa ojačenje integrirnega sistema. Prenosna  








  (5.2) 
 
Odziv na enotino stopnico pa je: 
 
y(t) = kI *t   (5.3) 
 
Kadar pa imajo integrirni značaj procesi, se zaradi shranjevalnikov energije pojavi zakasnjeno 
delovanje (dodatna zakasnitev prvega, drugega . . . višjega reda). 










  (5.4) 
 
To je integrirni sistem z zakasnitvijo prvega reda ali I1 sistem. Odziv motorja 
(zasuk) pri stopničastem vzbujanju v rotorskem tokokrogu podaja enačba: 
 











)  (5.5) 
 
Za vse integrirne sisteme, ki imajo en pol v koordinatnem izhodišču (sistem prve 
vrste), je torej značilno, da odziv v »ustaljenem stanju« pri stopničastem vzbujanju 
linerano narašča. Ta lastnost je razvidna tudi iz slike 5.1, ki prikazuje odziv I0; I1 in I2  
sistemov pri vzbujanju s stopničastim signalom. 
 
 
Slika 5.1: Odzivi različnih integrirnih sistemov prve vrste na stopnico 
 
Slika 5.1: Odzivi različnih integrirnih sistemov prve vrste na stopnico: 
 
a) I0 sistem; 
b) I1 sistem; 
c) I2 sistem (nihajoči in aperiodični odziv). 
 
Za I2 sistem je značilno, da v prehodnem pojavu deluje tudi sistem drugega reda, 




Načrtovanje regulatorja torej temelji na odprtozančnem odzivu na stopničasti vhodni signal.  
Iz odziva ocenimo 𝐾𝐼  (»integrirno ojačenje« sistema), ki ga dobimo, če delimo naklon odziva  





). Čas zakasnitve 𝑇𝑧𝑎  
dobimo, če narišemo tangento na odziv v ustaljenem stanju in odčitamo mesto, kjer seka 
nivo izhodnega signala pred nastopom stopničaste spremembe na vhodu procesa (slika 5.2). 
Ker je proces integrirnega značaja, je potrebno izvesti stopničasto spremembo iz u = 0 na u =  
Δu, sicer proces pred nastopom spremembe ne bi bil v ustaljenem stanju [16]. 
 
 
Slika 5.2: Odprtozančni odziv I procesa na stopničasto vzbujanje 
in ocena parametrov 𝑇𝑧𝑎 in 𝐾𝐼 
 
V našem primeru bo vhod v proces moč, izhod pa kot zasuka pri prvem procesu, ki bo  
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zagotavljal držanje objekta na sredini vidnega polja kamere, in pozicija oziroma prevožena  
razdalja za držanje objekta na določeni razdalji pri drugem. Na vhodu naredimo stopničasto  





Slika 5.3: Odziv prvega procesa 
 
 
Slika 5.4: Odziv drugega procesa 
 










































𝐾𝐼 =  
465 − 195










𝐾𝐷 =  𝐾𝑃𝑇𝐷 = 0,65 × 0,5 × 0.08 =  0,026 
 
Za drugi proces ocenimo 𝑇𝑧𝑎 = 0,08 𝑠 in po enačbah za PD regulator (slika 5.2) zračunamo: 
 
𝐾𝐼 =  
18 − 8















6 RAZDALJA DO OBJEKTA 
 
Za ohranjanje objekta na določeni razdalji od objektiva kamere lahko uporabimo preprosto  
tehniko. Kamero ukrivimo, tako da je objektiv obrnjen rahlo navzdol proti tlom. V programu  
podamo x- in y-koordinati, na katerih želimo, da robot (kamera) ohranja središče objekta, ki  
mu sledi. Za oddaljenost objekta je pomembna y-koordinata (0 do 199): če je njena vrednost 
večja od določene, npr. 100, je objekt bližje kameri, če je manjša, pa je objekt bolj 
oddaljen [8]. 
 
6.1 Izračun razdalje po enačbi leče 
 
Dejansko razdaljo do objekta lahko izračunamo s pomočjo enačb konveksne leče, ki realni  
objekt preslika na senzor kamere. Enačbi leče povezujeta velikost slike in objekta, njuni  
oddaljenosti od leče in goriščno razdaljo. Enačbi konveksne leče dobimo z opazovanjem  
podobnih trikotnikov na sliki 6.1 [9] . 
 
 
Slika 6.1: enačba leče – žarki tvorijo podobne trikotnike 
 

















 ,  (5.2) 
 
kjer je P velikost objekta, S velikost slike, f goriščna razdalja, a razdalja od leče do objekta in  




Ker je goriščna razdalja leče v primeru kamere Pixy zelo majhna (2,8 mm) in je tudi člen 1/a v  
enačbi goriščne razdalje zelo majhen, lahko predpostavimo, da je razdalja med lečo in  
senzorjem kamere kar enaka goriščni razdalji leče. Za razdaljo med objektom in objektivom  
kamero tako dobimo enačbo [9]: 
 
𝑎 =  
𝑃 × 𝑓
𝑆
   (5.3) 
 





𝑣𝑖š𝑖𝑛𝑎 𝑠𝑒𝑛𝑧𝑜𝑟𝑗𝑎 [𝑚𝑚] 
𝑣𝑖š𝑖𝑛𝑎 𝑠𝑒𝑛𝑧𝑜𝑟𝑗𝑎 [𝑠𝑙.𝑝𝑖𝑘𝑒]
  =>   𝑆 =  




Končna enačba za razdaljo med objektom in objektivom kamere je: 
 
𝑎 =  
𝑓 × 𝑃 × 𝑣𝑖š𝑖𝑛𝑎 𝑠𝑒𝑛𝑧𝑜𝑟𝑗𝑎 [𝑠𝑙.𝑝𝑖𝑘𝑒]
𝑆[𝑠𝑙.𝑝𝑖𝑘𝑒] × 𝑣𝑖š𝑖𝑛𝑎 𝑠𝑒𝑛𝑧𝑜𝑟𝑗𝑎 [𝑚𝑚]
  (5.5) 
 
Vse znane podatke, ki se ne spreminjajo, lahko zaokrožimo v konstanto: 
 
𝐾 =  
𝑓 × 𝑃 × 𝑣𝑖š𝑖𝑛𝑎 𝑠𝑒𝑛𝑧𝑜𝑟𝑗𝑎 [𝑠𝑙.𝑝𝑖𝑘𝑒]
𝑣𝑖š𝑖𝑛𝑎 𝑠𝑒𝑛𝑧𝑜𝑟𝑗𝑎 [𝑚𝑚]
  (5.6) 
 
 kjer so podatki za našo konstanto: 
  f = 2,8 mm; 
  višina senzorja v slikovnih pikah = 200;  
  višina senzorja v mm = 2,43.    
 
Tako dobimo poenostavljeno enačbo za izračun razdalje med objektom in objektivom 
kamere: 
 
𝑎 =  
𝐾
𝑆[𝑠𝑙.𝑝𝑖𝑘𝑒]
  (5.7) 
 
Če ne poznamo vseh podatkov za izračun konstante, jo lahko izračunamo tudi iz znane  




Večje objekte bo kamera zaznala na daljši razdalji kot manjše; v bližini, kjer celoten  
obseg objekta ni več viden, pa bo zabeležila napačne podatke. Manjši objekti se zato 
lahko bolj približajo kameri kot večji. Prepoznavnost objektov z razdaljo prikazujeta grafa 
na sliki 5.2.  
 
 





















































Odaljenost objekta v milimetrih
Višina objekta 90 mm
Višina objekta 30 mm
 višina objekta 9 cm 
    
enačba 
5.5 
izračun razdalje s konstanto dobljene iz 
znane razdalje in velikosti objekta 












v cm   
188 10 11 10,9 11,1 11,2   
102 20 20,3 20 20,3 20,6 2040 
69 30 30,1 29,6 30,1 30,4   
52 40 39,9 39,2 40 40,4 2080 
42 50 49,4 48,6 49,5 50   
35 60 59,3 58,3 59,4 60   
30 70 69,1 68 69,3 70   
26 80 79,8 78,5 80 80,8 2080 
23 90 90,2 88,7 90,4 91,3   













   
Tabela 6.2: Izračun razdalje za objekt z višino 3 cm 
 
Če konstanto računamo iz znane razdalje in znane velikosti objekta v slikovnih pikah, 
dobimo najboljšo vrednost konstante tako, da jo izračunamo s podatki, pridobljenimi 
na nekoliko večji odaljenosti od točke, v kateri je objekt za objektiv kamere že v celoti viden. 
Predvsem za manjše objekte (Tabela 6.2) izračunana konstanta v bližini objektiva kamere z 
prinaša sorazmerno odaljenostjo objekta velike razlike v izračunani razdalji med objektivom 
in objektom. Z odaljenostjo od objektiva kamere natančnost izračunane razdalje vedno bolj 
pada, ker število slikovnih pik, ki predstavljajo višino objekta, ne pada sorazmerno. 
Na veliki odaljenosti lahko zato pride do bistvenih napak. 
 
6.2 Opazovanje objektov na daljši razdalji 
 
Kamera Pixy omogoča menjavo objektiva in s tem možnost opazovanja ter natančnejše  
razpoznavanje objektov na daljših razdaljah, kot to omogoča originalni objektiv. 
 
Razpoznavnost objekta v velikosti 3 cm je z originalnim objektivom na razdalji pol metra še  
zelo dobra, na enem metru oddaljenosti ga še zaznavamo, na oddaljenosti enega metra 
in pol pa ga sistem ne zazna več, čeprav ga s prostim očesom dobro vidimo. 
 
Če želimo objekt na razdalji 1,5 m videti tako dobro kot na razdalji 0,5 m, moramo 
 višina objekta 3 cm 
    
enačba 
5.5 
izračun razdalje s konstanto iz znane 
razdalje in velikosti objekta 












v cm   
123 5 5,6 5,0 5,4 5,5 615 
67 10 10,3 9,2 9,9 10,1   
45 15 15,4 13,7 14,7 15,1   
34 20 20,3 18,1 19,4 20,0 680 
27 25 25,6 22,8 24,4 25,2   
22 30 31,4 28,0 30,0 30,9  660 
20 35 34,6 30,8 33,0 34,0   
17 40 40,7 36,2 38,8 40,0  680 
14 50 49,4 43,9 47,1 48,6   
12 60 57,6 51,3 55,0 56,7 720 
10 70 69,1 61,5 66,0 68,0   
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originalni objektiv zamenjati z objektivom, ki ima lečo z večjo goriščno razdaljo. Goriščno 
razdaljo izračunamo po enačbi: 
 
𝑓 ≅  
𝑣𝑒𝑙𝑖𝑘𝑜𝑠𝑡 𝑠𝑒𝑛𝑧𝑜𝑟𝑗𝑎 × 𝑟𝑎𝑧𝑑𝑎𝑙𝑗𝑎 𝑑𝑜 𝑜𝑏𝑗𝑒𝑘𝑡𝑎
𝑣𝑒𝑙𝑖𝑘𝑜𝑠𝑡 𝑣𝑖𝑑𝑛𝑒𝑔𝑎 𝑝𝑜𝑙𝑗𝑎
  (5.8) 
 
Velikost vidnega polja mora biti na razdalji 1,5 m enaka kot na razdalji 0,5 m in je po enačbi  
5.9 okvirno enaka 800 mm × 450 mm. 
 
𝑣𝑣𝑝 =  tan (
𝛼
2
) × 500 𝑚𝑚 × 2  (5.9) 
 
 kjer je: 
  α – velikost vidnega polja. 
 
Dimenzije senzorja kamere Pixy 3,888 mm × 2,430 mm nam za goriščno razdaljo leče dajo  
vrednost: 
 
𝑓 ≅  
3.888 × 1500
800
≅ 7.3   (5.10) 
 
Ker je na trgu zelo malo objektivov za 1/4 senzorje, lahko uporabimo objektive za 1/3  
senzorje, ki jih je mnogo več. Objektive, ki so namenjeni za večje dimenzije senzorjev, je  
mogoče uporabiti na manjših senzorjih.
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7 PROGRAMSKA OPREMA IN PROGRAMIRANJE SISTEMA PIXY IN 
LEGO MINDSTORMS 
 
7.1 Strojna programska oprema Pixy 
 
Strojna programska oprema Pixy (firmware) je program, ki se izvaja na Pixy. Različice  
programa sodostopne na spletni strani, ki je namenjena kameri (www.cmucam.org), in jih  
lahkoprenesemo na kamero. Razvijalci kamere program neprestano nadgrajujejo in dodajajo  
novefunkcionalnosti. V prihodnje naj bi bilo preko komunikacije API možno pridobiti tudi  
podateko o številu slikovnih elementov, ki jih Pixy pripiše objektu. Ta podatek bi lahko  
uporabili pri izračunu razdalje do objektov ali prepoznavanju njihove velikosti.  
 
Strojna programska oprema Pixy je odprtokodni program. Kodo je mogoče dobiti na spletu in 
jo preoblikovati po svojih željah. 
 
Za LEGO je narejen posebna strojna programska oprema, ki komunicira samo s krmilnikom 
LEGO Mindstorms. 
 
Za posodobitev strojna programske opreme moramo kamero z USB kablom povezati z 
računalnikom, tako da med priključevanjem USB kabla držimo pritisnjen gumb na vrhu 
kamere. Kamera tako preide v način nadgradnje strojne programske opreme (firmware  
upload mode). Odprto moramo imeti tudi aplikacijo PixyMon, v kateri se nato pojavi dialog 
za izbiro nove strojne programske opreme. Ko izbiro potrdimo, moramo počakati dve ali tri 
sekunde, da kamera novo programsko opremo zapiše v svoj flash spomin. Če je to prva 





Knjižnica libpixyusb vsebuje programsko opremo za programiranje aplikacijskega vmesnika  
(API), ki s Pixy kamero komunicira preko USB povezave. To nam omogoča izdelavo lastnega  
vmesnika, kot je aplikacija PixyMon. Programiramo lahko v programskih jezikih C/C++ ali  
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Python, ki ju podpira operacijski sistem Linux. 
 
7.3 Alternativna programska okolja za Lego EV3 
 
Kot smo že omenili, se za programiranje EV3 uporablja predvsem programiranje  
s funkcijskimi bloki in redkeje programiranje s programsko kodo. Poleg omenjenega 
okolja, Lego Mindstorms EV3 Home Edition, Lego za blokovno programiranje podpira 
še programsko okolje Robolab, ki temelji na grafičnem programskem jeziku LabView. 
 
Za programiranje s programsko kodo sta najbolj priljubljeni programski okolji Robotc, ki  
temelji na programskem jeziku C, in leJOS, ki temelji na programskem jeziku Java. V Robotc  
imamo pri posameznih sklopih, kot so motorji, senzorji, matematične operacije itd., že  




8 PREIZKUS DELOVANJA KAMERE PIXY 
 
Preizkus kamere bomo opravili s simulacijo lova plenilec plen. V vlogi plenilca bo robot, 
sestavljen iz kock Lego Mindstorms EV3 in s pritrjeno kamero Pixy, ki bo robotov vid. Plen  
bodo predstavljali objekti, in sicer kocke različnih barv ter velikosti.  
 
Lov bo sestavljen iz dveh delov: najprej bomo plen lovili, nato pa ga bomo poskušali še  
pospraviti na določeno mesto. V prvem delu se bomo poleg preizkusa natančnega 
zaznavanja in prepoznavanja objektov osredotočili še na točnost izračuna razdalje med 
kamero in objektom. V drugem delu bomo preizkusili, kako natančna je vrednost kota med  
kamero in objektom ter barvno kodo, ki nam ga posreduje kamera. 
 
 
Slika 8.1: Robot s kamero in objekti 
 
Celoten program bomo sestavili iz funkcijskih blokov v okolju Lego Mindstorms EV3 Home 
Edition. S pomočjo posameznih delov programa bomo pokazali tudi možnost programiranja 
s programsko kodo v okolju Robotc. Kamera Pixy s tem programskim okoljem zaenkrat ni  





8.1 Program iz funkcijskih blokov v Lego Mindstorms EV3 Home Edition 
 
Robot bo programiran tako, da bo z opazovanjem okolice iskal želene objekte. Okolico pred  
seboj bo opazoval na mestu z vrtenjem 90° v levo in 90° v desno. Ob prepoznavi želenega  
objekta se bo nanj osredotočil in mu sledil, tako da ga bo poskušal držati v sredini svojega  
vidnega polja. Če se bo objekt približal na določeno razdaljo, se bo robot spustil v lov za njim  
in ga skušal ujeti. 
 
8.1.1 Lovljenje plena – preizkus natančnega zaznavanja in prepoznavanja 
objektov ter izračunane razdalje med kamero in objektom 
 
Program je sestavljen iz treh glavnih sklopov: iskanje objektov, sledenje oziroma lovljenje  





Slika 8.2: Diagram poteka programa lovljenje plena 
 





Slika 8.3: Program v okolju Lego Mindstorms EV3 Home Edition 
 
V prvem sklopu (iskanje) z zanko preverjamo zaznavanje objektov (slika 8.3). 
 
 
Slika 8.4: Zaznavanje objekta 
 
Če je število zaznanih želenih objektov večje ali enako 1, se zanka in iskanje objektov 
zaključita. V našem primeru iščemo objekte, ki so v kameri shranjeni pod oznako 0 
(rdeča LED lučka). 
 
Pred zanko izvedemo še nastavitev zasuka motorja na vratih B na 0° in vpišemo številko 1 v  




Znotraj zanke izvajamo vrtenje robota za 90° v levo in 90° v desno ter opazujemo okolico 
(slika 8.5).  
 
 
Slika 8.5: Vrtenje robota za 90° v levo in 90° v desno 
 
Vrtenje je razdeljeno na tri dele. V prvem delu se robot zavrti v levo za 90°, v drugem delu se  
zavrti v desno (od 90° do − 90°), v tretjem pa spet v levo (od − 90° do 0°) nazaj na izhodišče. Z  
eksperimentiranjem ugotovimo, da se mora pri obratu celega robota za 90° eno kolo obrniti 
za 250° naprej, drugo pa za prav toliko nazaj. Meritve zasuka kolesa izvajamo samo na enem  
motorju, v našem primeru na motorju, ki je priklopljen na vrata B. Del vrtenja izberemo s  
številkami od 1 do 3, ki so shranjene v spremenljivki P. Če se v spremenljivki P slučajno pojavi  
katera druga številka, se izvede četrta možnost, ki ugasne oba motorja za premikanje robota.  
Za gladko premikanje moč motorja nastavimo na 30 %.  
 
Po vrnitvi na izhodišče (tretji del vrtenja) dodamo nekajsekundni premor, tako da robot  
vrtenja ne ponovi takoj znova. Po poteku premora števec časa za premor nastavimo na nič  
in za ponovitev vrtenja spremenljivko P nastavimo na 1. 
 
V drugem sklopu (sledenje) z zanko ponovno preverjamo prisotnost objekta (slika 8.6),  
znotraj zanke pa za sledenje objekta izvajamo regulacijo moči na motorjih (slika 8.7). Z  
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blokom Lego Pixy najprej pridobimo podatke o objektu in po enačbi 5.5 (poglavje 6.1) v  
bloku Razdalja izračunamo razdaljo do objekta. Če je objekt od robota oddaljen med p in 40  
cm, se poleg PID ojačanja za rotacijsko gibanje izračuna tudi PID ojačanje za  
translatorno gibanje robota. PID za rotacijsko gibanje poskrbi, da robot objekt drži na  
sredini horizontalne osi kamere (# = 128), PID za translatorno gibanje pa skrbi, da se robot  
skuša objektu približati na razdaljo 5 cm. Ko je objekt v bližini 5 cm, spremenimo primerjalni  
znak, zapustimo zanko in ugasnemo motorja.  
 
 
Slika 8.6: Zaznavanje objekta 
 
 
Slika 8.7: Regulacija moči na motorjih 
 
Moč motorjev določimo iz nastavitev predznaka moči na motorjih pri rotacijskem in  
translatornem premiku. Za rotacijski premik ima en motor pozitiven predznak moči, drugi pa  
negativnega, medtem ko imata za translatorni premik oba motorja enak predznak moči. Moč 
motorjev dobimo po enačbi: 
 
moč levi motor = moč za translacijo (PID 2) + moč za rotacijo (PID 1)  (8.1) 
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moč desni motor = moč za translacijo (PID 2) − moč za rotacijo (PID 1)  (8.2) 
 
PID parametre regulatorja smo nastavili v poglavju 5. 
 
V podprogramu razdalja (slika 8.8) izračunano razdaljo zaokrožimo na celo vrednost (na  
ekranu ne moremo prikazati decimalnih mest) in rezultat prikažemo na ekranu. Poleg  
razdalje se izpiše še velikost objekta v slikovnih pikah. 
 
 
Slika 8.8: Podprogram za izračun razdalje 
 
Če objektu-plenu uspe uiti objektivu kamere pred naslednjim posnetkom, se program začne  
znova, najprej z opazovanjem okolice. 
 
V tretjem in zadnjem delu programa robot spusti rampo, ki jo poganja tretji motor na  
vratih A, in objekt-plen zajame. 
 
 
Slika 8.9: Spust rampe 
 
Z preizkušanjem zaznavanja različnih barv objektov ugotovimo, da je za prepoznavanje zelo  
pomembno, da so objekti in okolica kontrastnih barv. Ker kamera okolico in objekte naredi 
temnejše, kot jih vidi človek s prostim očesom, in ker se s tem izgublja kontrast med okolico  
in objekti, je za objekte najbolje uporabiti svetlejše barve, ki ob manj izgubljenem tonu barve  
ostanejo prepoznavnejši. V temnih in senčnih prostorih tako temnejši objekti hitro  
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postanejo nerazpoznavni. Težave s prepoznavanjem imamo tudi ob direktni močni in  
bleščeči svetlobi. Natančna prepoznava vseh delov objekta je v takem primeru zelo 
problematična, pri čemer lahko objekt z ene strani vidimo, z druge pa je »neviden«. 
 
S pravim objektom, okolico in svetlobo lahko objekte s kamero Pixy zelo dobro in natančno  
prepoznavamo. Iz podatka o velikosti objekta v slikovnih pikah lahko natančno izračunamo 
razdaljo v območju, ki v teoriji pripada posamezni velikosti objekta v slikovnih pikah. V bližini  
objektiva dobimo razdaljo, ki je do centimetra natančna, na večji razdalji pa lahko odstopa 
več zaradi počasnejšega spreminjanja velikosti objekta v slikovnih pikah in s tem večjega  
območja enake razdalje. 
 
Zmožnost sledenja objektom je odvisna od njihove hitrosti, hitrosti kamere pri procesiranju  
podatkov in odzivnosti ter od moči motorjev. Zmožnost sledenja se zaradi večjega vidnega  
polja povečuje z odaljenostjo od kamere. 
 
8.1.2 Prenos plena – preizkus natančnosti pridobljenega kota med kamero in 
objektom 
 
Predpostavimo, da moramo plen spraviti v določen prostor. Vhod prostora je označen z  
barvno kodo. Da lahko vstopimo, moramo na vhod priti čim bolj naravnost. 
 
Za navigacijo poti bomo uporabili algebro pravokotnega trikotnika. Robot se bo obrnil za kot  
α med hipotenuzo in priležno kateto (b) (slika 8.10), se nato premaknil za dolžino priležne  
katete, obrnil za 90° proti vratom in se nazadnje proti vratom pomikal s pomočjo računanja  





Slika 8.10: Navigacija poti 
 
Da bi se robot obrnil za kot α, se morajo kolesa obrniti (eno kolo naprej, drugo kolo nazaj) za 
dolžino loka l med hipotenuzo c in kateto b. Dolžino loka izračunamo po enačbi 7.5: 
 
𝑙 =  
𝜋 × 𝑟 × 𝛼
180°
    (7.5) 
 
kjer je kot α podan v stopinjah, vrednost r pa je enaka polovici razdalje med kolesi robota. 
Kot α izračunamo iz pridobljenega kota φ, tako da ga odštejemo od kota 90°. 
 
Trenutno prevoženo dolžino koles prav tako računamo po enačbi 7.5, s to razliko, da je 
vrednost r enaka polovici širine kolesa, kot α pa beremo z enkoderjem. 
 
Potreben premik naravnost po kateti b izračunamo po enačbi 7.6: 
 
cos α =  
𝑏
𝑐
   =>     𝑏 = 𝑐𝑜𝑠 𝛼 × 𝑐   (7.6) 
 





Slika 8.11: Izračun dolžine loka l 
 
Slika 7.11: Barvno kodo smo shranili pod barvni oznaki 1 in 2, zato v polje Oznaka bloka Pixy  




Slika 8.12: Vrtenje robota za kot α 
 
Slika 8.12: Izračunano dolžino loka l primerjamo z l kolesa. 
 
 
Slika 8.13: Premik za dolžino katete b 
 
Slika 8.13: Pred premikom robota po kateti b ponastavimo enkoder na nič, da lahko s  





Slika 8.14: Premik po kateti a 
 
Slika 8.14: Pri premiku po kateti a se ustavimo 5 cm pred objektom. 
 
Pri preizkusu natančnosti pridobljenega kota med kamero in objektom ugotovimo, da podani  
kot zelo odstopa od pravega kota. Kot je vedno premajhen. Težko ga tudi natančno 
izmerimo, saj se vrednost v območju hitro spreminja. S preizkušanjem za naš primer dobimo: 
 











Tabela 8.1: Realni in izmerjeni kot me kamero in objektom 
 
S pridobljenim kotom robota ne moremo natančno voditi in ga lahko uporabljamo samo za  
okvirno orientacijo postavitve objektov v prostoru. 
 
8.2 Programiranje v programskem okolju Robotc 
 
Programiranje s programsko kodo je mnogo bolj fleksibilno in pregledno. V Robotc bomo  
napisali program za vrtenje robota in PID regulator za translatorni premik.  
 





Slika 8.15: Programska koda za vrtenje robota 
 
Na začetku v #pragma nastavimo vhode in izhode senzorjev in aktuatorjev. Glavni program  
se začne s task main(). Obračanje robota razdelimo v tri do-while stavke. Pogoji za izvedbo  
stavka so trije: določena vrednos spremenljivke del_objekta, s katero povemo, kateri del  
obračanja naj se izvaja, določena vrednost kota zasuka motorja in odsotnost objekta. Ob  
izvajanju prve do-while zanke se bo robot obračal proti kotu 90° v levo. S funkcijo setMotor()  
nastavimo moč na motorjih (moč je v odstotkih). Poleg parametra za nastavitev moči  
funkcija vsebuje še parameter, v katerem podamo ime motorja, ki ga želimo krmiliti.  
S funkcijo getMotorEncoder() beremo kot zasuka motorja (v stopinjah). Na koncu vseh treh 
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zank s funkcijo sleep() naredimo premor pred ponovitvijo vrtenja. Ponovitev vrtenja izvajamo  
z glavno do-while zanko, ki preverja prisotnost objekta. Ponovitev vrtenja se izvede, če 
objekta ni. 
 
Za programiranje regulatorja pa je v programsko kodo potrebno vnesti enačbe za ojačenja  




Slika 8.16: PID regulator 
 
Ker razdalje do objekta ne moremo dobiti s pomočjo kamere, jo bomo dobili z računanjem  
loka, za katerega se bo zavrtelo kolo. Računanje razdalje izvajamo z metodo d. Prav tako  
moramo podati začetno oddaljenost objekta. Za izračun diferencialnega ojačenja v program  
vključimo še časovnik, ki poskrbi za razliko pogreška na časovno enoto. 
 
Delovanje PID regulatorja preizkusimo tako, da najprej pustimo, da proces doseže  
nastavljeno vrednost, nato pa poizkušamo z rokami zavrteti kolesa v eno in drugo stran. Če  
program za regulator pravilno deluje, se bo ročnemu obračanju koles zoperstavila enako  











V diplomskem delu smo predstavili delovanje kamere Pixy ter programski okolji Lego  
Mindstorms EV3 Home Edition in Robotc.  
 
Predstavili smo tehnične značilnosti kamere Pixy, podrobno opisali njeno delovanje  
in zaznavanje objektov. Učenja objektov smo se naučili z LED lučko na kameri in preko  
aplikacije PixyMon. S pomočjo programskega okolja Lego Mindstorms EV3 Home Edition smo  
predstavili funkcijske bloke, povezane s kamero. Predstavili smo tudi funkcijski blok za PID  
regulator, s katerim smo regulirali motorje. V posebnih poglavjih smo obravnavali nastavitve  
PID regulatorja in izračun razdalje med kamero in objektom. 
 
Delovanje kamere in natančnost njenih podatkov smo preizkusili v empiričnem delu; 
zadali smo si nalogo, v kateri smo simulirali lov plenilec-plen, in ugotovili, da je kamera pri 
zaznavanju objektov in podajanju podatkov ob pravih pogojih, kot so svetloba, barve  
objektov idr., zelo natančna in uporabna za vodenje robota. Njena slabost je, da je ob  
spremembi svetlobe za natančnost podatkov potrebno vedno znova nastavljati  
prepoznavanje objekta ali kamero celo znova naučiti. Opazili smo še večjo pomankljivost pri  
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