Abstract. This paper studies the notions of controllability for the linear systems associated with the generator of an exponentially bounded C-semigroup in a Banach space, controls also belonging to Banach spaces. Necessary and sufficient conditions are obtained in that framework, and the duality property is studied, which generalize the corresponding results of the linear systems associated with the generator of a strongly continuous semigroup.
Introduction
We will consider the linear control system (LCS)
x'(t) = Ax(t) + Bu(t), x(0) = Xq where A is the generator of an exponentially bounded C-semigroup in a Banach space X and B is a bounded operator from a control Banach space Y to X. It is well known that (LCS) has received much attention, under the hypothesis that A generates a strongly continuous semigroup (see, e.g., [1, 5, 7, 10] ). On the other hand, a generalization of strongly continuous semigroups, i.e., exponentially bounded C-semigroups, was recently introduced by Davies and Pang [3] and extended by Tanaka and Miyadera [9] ; see also [2, 4, 6, 8] . In fact, there are many differential operators that generate C-semigroups but not strongly continuous semigroups. This paper is organized as follows. Section 2 contains preliminary material on C-semigroups and inhomogeneous differential equations. Our main results are in § §3 and 4. Finally, an example is given in §5 where strongly continuous semigroups cannot be applied but exponentially bounded C-semigroups can.
Preliminaries
Let C be an injective operator in B(X). A strongly continuous family S(t) (t > 0) in B(X) is called an exponentially bounded C-semigroup (hereafter abbreviated as C-semigroup) on X, if S(t + s)C = S(t)S(s) for t,s > 0, 5(0) = C, and there exist constants M, a such that ||5(i)|| < Meat for t > 0.
It is known that Lr := /0°° e~r'S(t) dt (r > a) is injective in B(X), and the closed linear operator A defined by Ax = (r -L~xC)x for x e D(A) := {x e X ; Cx e R(Lr)} is independent of r. We call it the generator of S(t). Moreover, define Pc(A) = {r; R(C) c R(r -A) and r -A is injective}.
Lemma 2.1 [4, 9] . Let A generate a C-semigroup S(t) satisfying \\S(t)\\ < Meat. Then (a) (a, oo) c Pc(A) ■ For every r> a and n e N, R(C) c R((r -A)n) and i r00
(1) {r-A)-»C = --t»-xe-"S(t)dt, which implies \\(r -a)n(r -^)""C|| < M.
(b) A = C~XAC, where D(C~XAC) = {x e X ; Cx e D(A) and ACx e R(C)}.
(c) For every x e D(A) and t > 0, S(t)Ax = AS(t)x and S(t)x = Cx + J0'S(s)Axds.
The following proposition is a modification of Proposition 3.4 in [4] , which will be useful to conclude that A is the generator. The proof is easy and is omitted. Proposition 2.2. A generates a C-semigroup S(t) satisfying \\S(t)\\ < Meat iff (a, oo) c pc(A), A = C~XAC, and (1) holds for r > a and n = 1. Moreover, in the "if" part, if we replace "A = C~XAC" with "Ac C-XAC" then the generator of the C-semigroup S(t) is C~XAC.
Remark. A sufficient condition for "A = C~XAC" is " p(A) / 0 and A c C~xACn.
Now, let us turn to the inhomogeneous equation (2) x'(t) = Ax(t) + f(t), -S(t -s)x(s) = S(t -s)f(s) for 0 < s < t < b.
Integrating this we obtain that v(t) e R(C) andx(i) = C~xv(t) for 0 < t < b, where
v(t) = S(t)x0 + S(t-s)f(s) ds for 0 < t < b. Jo Theorem 2.3. Let v(t) be defined by (3). Then the following statements are equivalent.
(a) v(t) e R(C) for 0<t<b
and C~xv(t) is a solution of (2). Then v(t) e R(C) for 0<t<b and C~xv(t) is a solution of (2).
Controllability and the duality property
This section concerns (LCS) with controls in LP([0, b], Y) (1 < p < oo). Since a solution x(t) of (LCS) satisfies x(t) e D(A) for 0 < t < b, (LCS) in the general case cannot be steered to all of X. According to §2, we will choose to work with the following function (5) v(t) := S(t)xo + [ S(t-s)Bu(s) ds forO<t<b Jo where S(t) is a C-semigroup generated by A . We first introduce some notions of controllability of (LCS).
Definition 3.1. We say that (LCS) is Since all subspaces of a finite-dimensional space are closed, the concepts introduced in Definition 3.1 are equivalent for finite-dimensional systems, but not in the general case. To derive necessary and sufficient conditions for these concepts, we need the following lemma (see [1] ). Proof. If B*S(t)*x* = 0 for 0 < t < b, then, for every yeYx, (S(t)By, x*) = 0 (0 <t <b). Differentiating this we see, using Lemma 2.1 (c), (S(t)AnBy, x*) = 0 (0<t<b,n = 0,l,2,...) and therefore, by our assumptions, S(t)*x* = 0 for 0 < t < b. The result now follows from Theorem 3.3(b).
We now turn to the duality property. To this end we need a result on the adjoint semigroup of a C-semigroup, which is a generalization of the Phillips's result (See [11] .) Theorem 3.5. Let A generate a C-semigroup S(t) on a reflexive Banach space X. If p(A) ^ 0 and R(C) = X, then A* generates the C*-semigroup S(t)* on X*. Proof. We note first that the assumptions on C imply that C* is an injective operator in B(X*) with dense range (see [11] ) and that D(A) is dense in X (see [3] ). By Lemma 2.1(b) we have CA c AC. It follows from the properties of adjoint operators (see [11] ) that C*A* c (AC)* c (CA)* = A*C*, which implies A* c C*'XA*C*. Also p(A) ^ 0 implies p(A*) ^ 0. Hence by the remark following Proposition 2.2 we obtain A* = C*~XA*C*.
Let ||S(i)|| < Meat for t > 0. We next show (a,oo) c Pc(A*) and (r-A*)~xC* = ((r-A)-xC)* for r>a. In fact, let Lr = (r-A)~xC(r > a), then C* = ((r -A)Lr)* D L*r(r -A*). On the other hand, C* c (Lr(r -A))* = (r -A*)L*. But C* eB(X*) and so C* = (r -A*)L*. Therefore, the desired results follow. 
DÇF) = X* and \\S(t)*\\ = \\S(t)\\ < Meat (t>0).
It is fairly well known that control and observation are "dual to each other". Dolecki and Russell [5] Lp([0, t],Y) and t > 0. Since Q* = B*S(t -■)* for t > 0, it follows that B*S(t)*x* = 0 for t > 0. By (c) we obtain S(t)*x* = 0 for t > 0. Hence, (S(t)x, x*) = 0 for all x e X and t > 0. This is a contradiction. For most linear systems the operators A and B will be given rather than the C-semigroup S(t). So it is important to obtain conditions for complete controllability involving the operators A nd B. In this direction we give three conditions. The first is Theorem 4.2(d). The second is a rank condition (cf. Proposition 3.4), namely, span{A"BY00 ; n = 0, 1,2, ...} = X implies the complete controllability of (LCS). Before we give the third condition we need the following result. for all u e Y. Namely, B*T(t)*x* = 0 for t > 0 and so, by (c'), T(t)*x* = 0 for t > 0.
We now assume r e (a, ro). Then 
Jo
But f(r) := J0°°e~r'(x, S(t)*x*)dt is analytic in {r; Rer > a}. Therefore, f(r) = 0 (Rer > a), and so the results desired follow.
Remark. As in §3, we call (LOS) completely observable if Hooker(Ä*5"(i)*) = {0} . Since R(C) = X, the initial observability of (LOS) on [0, b] implies the complete observability of (LOS). Moreover, (LOS) is completely observable iff (LCS) is completely controllable.
An example
In this section we consider the following system of ordinary differential equations on L2(R) x L2(R) (cf. But from x2 +y2 > 2xy we can deduce \s«b(bM/2-l)(zf(s)g(s) +!f(s)g(s))\ < \bM-2\(\b2s2"\zf(s)\2 + \g(s)\2).
Therefore, it is easy to check that if we choose M = 6/b then (10) holds. So the claim follows. Case 3. Let bj(s) e L2 and uj(t, s) = uj(t) e Lfoc(0, oo) (J = 1,2). Then B e B(CxC, L2xL2) and B(cx, c2) = (bx(s)cx, b2(s)c2). From this, B*(f, g) -(Jr f(s)bi (s) ds, JR g(s)b2(s) ds). Therefore, it follows from Theorem 4.2(c) that (9) is completely controllable iff
