Abstract. It is conjectured that the Khovanov homology of a knot is invariant under mutation. In this paper we reformulate this conjecture using a matroid obtained from the Tait graph (checkerboard graph) G of a knot diagram K. The spanning trees of G provide a filtration and a spectral sequence that converges to the reduced Khovanov homology of K. We show that the E 2 -term of this spectral sequence is a matroid invariant and hence invariant under mutation.
Introduction
For any diagram of an oriented link L, Khovanov [4] constructed bigraded abelian groups H i,j (L), whose bigraded Euler characteristic gives the Jones polynomial V L (t):
For knots, Khovanov also defined reduced homology groups H i,j (L) whose bigraded Euler characteristic is q −1 V L (q 2 ) [5] . It is conjectured that the Khovanov homology of a knot is invariant under mutation (see [1] , [10] , and see [11] for a recent proof over Z/2Z).
In Section 2, we show that the mutation invariance of any knot invariant can be expressed in terms of the colored cycle matroid M (K), obtained from the Tait graph G of a knot diagram K. In particular, the reduced Khovanov homology H(K) is invariant under mutation if and only if, as described below, the spanning tree complex C(K) is determined by M (K) up to quasi-isomorphism.
This approach yields an immediate partial success: The spanning trees of G provide a filtration and a spectral sequence that converges to H(K). In Section 3, we show that the E 2 -term of this spectral sequence is determined by M (K) and hence invariant under mutation.
Matroids and mutation
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There are two choices for the checkerboard coloring, and the resulting Tait graphs are the planar duals of each other. The projection of D is the medial graph of G, and the signs on G determine the crossings of D. This determines a one-one correspondence between checkerboard-colored link diagrams and planar embeddings of signed graphs. Henceforth, link diagrams are considered equivalent up to planar isotopy.
2.1. Tait graphs and mutation. In order to study mutation using Tait graphs, we define two moves on graphs:
1-flip Let v 1 and v 2 be vertices of disjoint graphs G 1 and
If v is a cut-vertex of G, i.e. G − v is disconnected, a vertex splitting at v of G is the inverse operation of vertex identification. A 1-flip of G is a vertex splitting followed by a vertex identification. We will consider only knot diagrams later.
2-flip For
2-flips correspond to mutation for link diagrams. Figure 2 shows the KinoshitaTerasaka and Conway mutants along with their Tait graphs (without the signs). The graphs in the second row come from the checkerboard coloring with the unbounded region shaded, and the graphs in the third row from the other checkerboard coloring.
Some mutations change only the planar embedding of G but not G itself, so not all types of mutation can be realized as 2-flips. For example the graphs in the third row of Figure 2 are not related by 2-flips. To address this, we define the following two moves on planar embeddings of G that preserve the graph itself. Any two planar embeddings of a graph are related by a sequence of planar 1-flips and planar 2-flips (see [6] ). As before, these moves correspond to reconnecting connect sums and mutations of link diagrams, respectively. Although, 1-flips can also correspond to mutation in link diagrams whose Tait graphs have a cut vertex; for example, see Figure 1 and [10] .
A graph G is said to be 2-isomorphic to a graph H if G can be obtained from H by any sequence of vertex identifications, vertex splittings, or 2-flips. Hence, a connected graph G is 2-isomorphic to a connected graph H if G can be obtained from H by any sequence of 1-flips and 2-flips. In particular, isomorphic graphs are 2-isomorphic. 
Proof:
For any Tait graph, any type of mutation corresponds to either a 1-flip (possibly a planar 1-flip), a 2-flip or a planar 2-flip, and all of these can be realized by mutation. As mentioned above, any two planar embeddings of a graph are related by a sequence of planar 1-flips and planar 2-flips. Specifying the coloring of the unbounded region distinguishes a Tait graph from its planar dual.
Thus, in order to study mutation via Tait graphs, we need to study invariants of 2-isomorphism classes of graphs. As we discuss below, these naturally come from matroids.
Matroids and mutation.
We recall some ideas from the theory of matroids (see [7] ). A matroid M is a finite set of elements, together with a family of subsets, called independent sets, such that (1) The empty set is independent, (2) Every subset of an independent set is independent, (3) For every subset A of M , all maximal independent sets contained in A have the same number of elements.
A maximal independent set in M is called a basis for M , and any two bases of M have the same number of elements, which is the rank of M.
For example, let E be the set of edges of a graph G, and let I be the collection of subsets of edges that do not contain a cycle. Then (E, I) is a matroid M (G), called the cycle matroid of G. For a connected graph G, the bases of M (G) are the spanning trees of G.
For background on the following important theorem, see [7] .
Theorem 1 (Whitney's 2-isomorphism Theorem [12] 
Consequently, any knot invariant ϕ is invariant under mutation if and only if for any knot diagram K, ϕ(K) is an invariant of the colored cycle matroid M (K). For example, the Jones polynomial V K (t) has a spanning tree expansion using the signs and activities of edges of G with respect to any spanning tree of G [8] ; see below.
Crapo [3] showed that these activities are determined by M (G). Therefore, the Jones polynomial is an invariant of M (K), and hence invariant under mutation. Below, we extend this idea to Khovanov homology.
2.3. Khovanov homology and matroids. In [2] , for any knot diagram K, we defined the spanning tree complex C(K) = {C u v (K), ∂}, whose generators correspond to spanning trees T of G. The u and v gradings are defined as follows.
Fix an order on the edges of G. For every spanning tree T of G, each edge e ∈ G has an activity with respect to T , as follows. If e ∈ T , cut (T , e) is the set of edges that connect T \ e. If f / ∈ T , cyc(T , f ) is the set of edges in the unique cycle of T ∪ f . Note f ∈ cut(T, e) if and only if e ∈ cyc(T, f ). An edge e ∈ T (resp. e / ∈ T ) is live if it is the lowest edge in its cut (resp. cycle), and otherwise it is dead. For a given knot diagram K, we choose the checkerboard coloring such that its Tait graph G has more positive edges than negative edges, and in case of equality that the unbounded region is unshaded. Let M (K) be the colored cycle matroid of K with this coloring. The generators of C(K), which are the spanning trees of G, are bases of M (K). Since both the u and v-gradings are determined by the activities and signs, the bi-grading on C(K) is determined by M (K).
Whenever K and K ′ are mutant knot diagrams, by Corollary 2,
as bi-graded abelian groups. We conjecture that the differential on C(K) is determined by M (K) in the following way.
For a complex (C, ∂) over Z with graded basis {e i }, let ·, · denote the inner product defined by e i , e j = δ ij . We say x is incident to y in (C, ∂) if ∂x, y = 0 and their incidence number is ∂x, y .
are generators corresponding to spanning trees,
as bi-graded chain complexes for mutant knot diagrams K and K ′ . This would imply that H(K) is invariant under mutation.
A quasi-isomorphism between chain complexes is a morphism that induces an isomorphism on homology. Any two chain complexes of free abelian groups with isomorphic homology are quasi-isomorphic. 1 This implies the following equivalence:
For a knot diagram K, the reduced Khovanov homology H(K) is invariant under mutation if and only if C(K) is determined by M (K) up to quasi-isomorphism.
For any connected link diagram L, we also showed there exists an unreduced spanning tree complex UC(L) that is a deformation retract of the (unreduced) Khovanov complex. However, for every spanning tree T , there are two generators of UC(L) in different gradings, so UC(L) is in general not determined by the colored cycle matroid M (L). Indeed, two mutant links were shown to have different Khovanov homology in [10] , using the connect sum ambiguity for links as discussed above.
Mutation invariance of the E 2 -term
In [2] , we showed that for any knot diagram K, there is a partial order on the spanning trees of its Tait graph which gives a filtration on the reduced Khovanov complex C(K), and a spectral sequence that converges to H(K).
Theorem 4 ([2]).
For any knot diagram K, there is a spectral sequence E * , * r that converges to the reduced Khovanov homology H * , * (K; Z), such that as groups E * , * 1 ∼ = C * * (K), and the spectral sequence collapses for r ≤ c(K), where c(K) is the number of crossings.
The main result of this section is that the E 2 -term of this spectral sequence is determined by the colored cycle matroid M (K), and is therefore invariant under mutation. How to obtain the fundamental cycle of a twisted unknot their enhancements, and the changed loops are enhanced to increase the enhancement signature by one (see [9] ).
For each spanning-tree generator T ∈ C(K), its activity word W (T ) corresponds to a twisted unknot U (T ), which is obtained from the round unknot using only Reidemeister I moves (Lemma 1 [2] ). Since C(U (T )) is contractible, its homology is generated by a single generator Z U , which is a certain linear combination of enhanced states of U (T ) (Definition 3 [2] ). Figure 3 shows how to obtain Z U from a twisted unknot U . Suppose U is obtained from the round unknot by some sequence of positive and negative twists. The figure indicates how to change the enhanced state for each twist, starting with + , the round unknot enhanced by a + sign, which generates The following table indicates how W (T ) determines U (T ). The sign of the crossing in U (T ) is indicated for unsmoothed crossings, and Kauffman state markers are indicated for smoothed crossings. Table 1 . Activity word for a spanning tree determines a twisted unknot
It follows that distinct enhanced states s, s ′ ∈ C(U (T )) differ only at markers that are live in W (T ). If i = j, the enhanced states s i ∈ C(U (T i )) and s j ∈ C(U (T j )) differ in at least one marker that is dead in both W (T i ) and W (T j ).
If we replace in Table 1 every positive or negative crossing in U (T ) by an A or B marker, respectively, we obtain the markers for Z(T ) from the activity word W (T ):
Main results. Let T 1 , T 2 be spanning trees with fundamental cycles Z 1 , Z 2 ∈ C(K). We define T 1 and T 2 to be directly incident if ∂Z 1 , Z 2 = 0 in C(K). In this case, ∂Z 1 , Z 2 = (−1) β , where β is the number of B-markers after the A-marker that is changed. By Lemma 1 below, if T 1 and T 2 are directly incident, then they are incident in C(K) and ∂T 1 , T 2 = ∂Z 1 , Z 2 = ±1.
T 1 and T 2 may be incident in C(K) even though ∂Z 1 , Z 2 = 0. It remains an open problem to detect any such incidence using activity words W (T 1 ) and W (T 2 ). By Section 2.3, this problem is equivalent to showing mutation invariance of H(K). 
In particular, T 2 is obtained from T 1 by replacing one positive edge e ∈ T 1 with one negative edge f , such that f ∈ cut(T 1 , e), and no other edges change activity.
Corollary 6. For any knot diagram, the E 2 -term of the spectral sequence in Theorem 4 is invariant under mutation.
Proof: Let K be any knot diagram. As groups E * , * 1 (K) ∼ = C * * (K), and
is given exactly by direct incidences between spanning trees that are consecutive in the partial order and are one filtration level apart. The partial order and filtration are determined by activity words (see Definition 1 and Section 4 of [2] ), so by Theorem 5, all of these conditions are determined by activity words. Therefore, E * , *
Proof (Theorem 5):
First, we show that if W (T 1 ) (on the left) changes in one of the four ways to W (T 2 ), then T 1 and T 2 are directly incident. Let Z 1 and Z 2 be fundamental cycles of T 1 and T 2 . In all four cases, by (1) exactly one A marker of Z 1 is changed to a B marker to get Z 2 , and (u(
Changing indices according to equations (2) in [2] , it follows by results in [9] that at least one summand of each of Z 1 and Z 2 are incident in C(K).
We claim that ∂Z 1 , Z 2 = 0. If these are single enhanced states, then we are done. For linear combinations of enhanced states, we must show that incidences among summands do not cancel. A fundamental cycle Z(T ) can have more than one summand only if U (T ) is smoothed at a crossing c, resulting in a linear combination of enhanced states, as shown in Figure 3 . Since c is a crossing of U (T ), c is live in W (T ). In all four cases, the marker that changes from A to B is dead in both W (T 1 ) and W (T 2 ), so the marker at c cannot change. All summands of Z(T ) have the same markers, so the sign of every summand is determined by its enhancements. Since the sign of the Khovanov differential depends only on the markers, cancellations cannot occur among terms in ∂Z 1 , Z 2 . Since at least some summands of Z 1 and Z 2 are incident and do not cancel, T 1 and T 2 are directly incident.
Conversely, suppose T 1 and T 2 are directly incident. We claim there is exactly one pair of edges e i , e j such that T 2 = (T 1 \ e i ) ∪ e j , and only e i and e j change activities.
If a marker does not change, then by (1), since edge signs do not change, the activity of the corresponding edge can change as follows:
Therefore, without a marker change, the activity of an edge changes if and only if the edge is removed from the tree or inserted into the tree.
From any spanning tree T , we can obtain any other spanning tree by switching pairs of edges e i ∈ T, e j / ∈ T , such that e j ∈ cut(T, e i ). Consider switching one such pair of edges for which neither marker changes.
Suppose the markers of e i and e j are fixed, and suppose for spanning trees T, T ′ , we have T ′ = (T \ e i ) ∪ e j . In every case in (2), e i and e j are both live in either T or T ′ . However, e j ∈ cut(T, e i ) and e i ∈ cut(T ′ , e j ), so only one of e i or e j can be live (the lower-ordered edge). This contradiction implies that if neither marker changes, then the activities cannot change, and in particular, this pair of edges cannot be switched.
Since T 1 and T 2 are directly incident, exactly one marker changes. By the argument above, there is exactly one pair of edges e i , e j such that T 2 = (T 1 \ e i ) ∪ e j , and only the activities of e i and e j change. Moreover, only the lower-ordered edge can be live in either T 1 or T 2 . Since v(T 2 ) = v(T 1 ) − 1, e i must be positive, and e j negative. Since u(T 2 ) = u(T 1 ) − 1, if both edges are dead on the right (i.e., with respect to T 2 ), one edge on the left must be L orl; if both edges are dead on the left, one edge on the right must beL or ℓ. These four cases are the ones given in the theorem, and all can occur. Lemma 1. Let T 1 , T 2 be spanning trees with fundamental cycles Z 1 , Z 2 ∈ C(K). If ∂Z 1 , Z 2 = 0 then in C(K), ∂T 1 , T 2 = ∂Z 1 , Z 2 .
Proof: If x is incident to y in C(K), we denote this by x → y below. Let U i = U (T i ). We claim that the differential Z 1 → Z 2 remains after all elementary collapses of twisted unknots, as in Lemma 4 of [2] . It suffices to show that the incidences shown in the diagram below are impossible for any enhanced states s ′ , s ′′ that are distinct from Z 1 , Z 2 . This is the only way for the differential Z 1 → Z 2 to be removed by elementary collapse. If i = j, any incidence between enhanced states in C(U i ) and C(U j ) must occur at a marker that is dead in both W (T i ) and W (T j ). Thus, both s ′ and Z 1 differ from Z 2 on a dead marker, hence they have the same live markers. Since both are in C(U 1 ), they have the same dead markers too. Therefore, s ′ and Z 1 just differ by the following enhancements: E E E / / s ′′ AB < < y y y y y y y y / / BB
