Hamiltonian Monte Carlo (HMC) is the dominant statistical inference algorithm used in most popular "first-order differentiable" probabilisticprogramming languages. HMC requires that the joint density be differentiable with respect to all latent variables. This complicates expressing some models in such languages and prohibits others. A recently proposed new integrator for HMC yielded a new Discontinuous HMC (DHMC) algorithm that can be used for inference in models with joint densities that have discontinuities. In this paper we show how to use DHMC for inference in probabilistic programs. To do this we introduce a sufficient set of language restrictions, a corresponding mathematical formalism that ensures that any joint density denoted in such a language has a suitably low measure of discontinuous points, and a recipe for how to apply DHMC in the more general probabilistic-programming context. Our experimental findings demonstrate the correctness of this approach.
Introduction
Hamiltonian Monte Carlo (HMC) (Duane et al., 1987; Neal, 2011 ) is a sample-efficient Markov Chain Monte Carlo (MCMC) algorithm that has been successfully used for inference in a range of probabilistic models, that is incredibly efficient in high dimensional spaces (Betancourt, 2017) . HMC's sample-efficiency arises from the advantageous properties of the sample paths that it generates by applying the Hamiltonian mechanics to the distribution from which samples are desired. HMC, particularly the No-U-turn sampler (NUTS) (Hoffman & Gelman, 2014) variant, is the main inference engine of both PyMC3 (Patil et al., 2010) and STAN (Gelman et al., 2015) , probably the two most widely-used probabilistic programming systems at present.
Arguably the only drawback of using HMC in probabilistic programming is the restriction it places on the kinds of models that can be conveniently and directly denoted. In particular the requirement that the density of the target sampling distribution should be differentiable with respect to its parameters requires that either discrete variables are marginalized out or are avoided altogether. More subtly, even entirely avoiding discrete latent variables is insufficient to ensure everywhere differentiability of the target density. Specifically, probabilistic programming languages with control flow special forms pose problems because branching can easily cause discontinuities in the target density. Unfortunately the syntactic and runtime restrictions that must be imposed to avoid these kinds of discontinuities are inconvenient and, worse, may cause confusion as the natural meaning of dependencies and branching in such languages may diverge from the "natural" understanding of the same that most experienced programmers would have.
Seeking to address some of these inconveniences and potential sources of confusion we, in this paper, describe how to employ the discontinuous HMC (DHMC) algorithm (Nishimura et al., 2017) in an automated probabilistic programming system to perform inference in models with discontinuities. This involves first defining a suitably restricted probabilistic programming language with an accompanying denotational where the meaning of branching special forms is consistent with a normal programmer's understanding and the measure of the set of discontinuous points in the target density is zero. Then we show how to conservatively and correctly employ DHMC such that it uses the correct integrator for all latent variables for any program written in or compilable to this language. We demonstrate the correctness of this extended DHMC algorithm on several models with mixed continuous and discrete random variables. Finally we conclude with suggestions about ways greater sample efficiency might be gained by using static analysis techniques to maximally utilize gradient information.
Motivation
Given both the popularity of HMC and its ability to perform well in high dimensional spaces, we seek to address the question of how a probabilistic programming language that uses HMC for inference might accommodate both discrete and continuous latent variables.
We start by providing a grammar for a "first order" simple probabilistic programming language (SPPL). For reasons of compactness we adopt the Lisp-like syntactic flavor of Church (Goodman et al., 2008) and Anglican (Wood et al., 2014) . Let us use x for a real-valued variable, c for a real number, p for an analytic primitive operation on reals, such as + and exp , and d for the type of a distribution on R, such as normal, that has a piecewise smooth density under analytic partition. To be more specific, d only includes continuous distribution as primitives. However, one can easily construct a discrete distribution, which will be shown later in this section. The syntax of expressions e in our language is given as follows: Note that there are no forms for applying general functions in this language and no recursion is possible at all. As a result, all programs written in this language may only have a finite and fixed number of sample and observe statements. This means, among other things, that, although we will not detail it here, programs in this language can be compiled to finite graphical models in which there are random variable vertices for every sample and observe expression and the conditional densities of these variables may use only pure deterministic expressions. For this reason we will mix our use of the terms graphical model and probabilistic program, or just program, because they are, in this language, equivalent.
Also note that there is only one allowed if expression form though others like equality and less-than can be obtained via composition and mathematical operations. The primitive p in the language is restricted to be an analytic operation; the reason for this restriction will be made clear (Section 6).
In the following code snippets we will use, without explicit definition, a natural desugaring of zero or multiple-binding and sequence-of-expressions-body let expressions. Figure 1 shows two example programs that both implement the same mixture model. The first one denotes how one would express the model with discrete distributions. The second one with the SPPL shows how one would express this model without discrete distribution. This shows that the SPPL is sufficiently expressive to denote models with Bernoulli, Discrete, and Categorical random variables via encoding. The sampling from a Bernoulli in the first program is replaced in the second by an expression that branches on a (uniform 0 1)-distributed random value. This is just a standard way of implementing a sampler from a random variable by means of its cumulative distribution function. One consequence is that our extension of DHMC need only consider programs written in the SPPL
(if (< (-q x) 0) (observe (normal 1 1) y) (observe (normal 0 1) y)) (< (-q x) 0)) Figure 1 . An equal prior-probability, q = 0.5, two-component univariate-normal mixture model of a single observation y = 0.25. The posterior of class assignment z is p(z|y) = R I(z=(q>x))p(x|y) dx. Top: SPPL implementation using disallowed discrete distribution. Bottom: SPPL implementation which implements Bernoulli as a sample x from a uniform plus the allowed if special form. The variable z is defined implicitly by the return value.
as a significant fraction of discrete distribution primitives can be denoted by finite compositions of analytic functions, branching special forms, and draws from densities that are piecewise smooth under analytic partition.
Second, the joint density of the second program for x and y is discontinuous but these discontinuities arise almost nowhere; the density is smooth almost everywhere. This is the consequence of the restriction imposed on the SPPL. As we will show later, it justifies our extension of DHMC that works for probabilistic programs in the SPPL.
Background
We review the basic concepts of both HMC and discontinuous HMC (DHMC), which we will use in Section 4 when explaining how to implement DHMC in the setting of a simple probabilistic programming language.
Hamiltonian Monte Carlo
Let x 2 R n and y 2 R m be latent and observed random variables with prior P (x) and likelihood P (y|x). Assume that we want to generate samples from posterior P (x|y). To achieve this goal, HMC first forms a dynamical system with a Hamiltonian. It regards x as a position variable, and introduces a new auxiliary momentum variable p 2 R n . Then, HMC picks a kinetic energy K(p), and sets the Hamiltonian H(x, p) = U (x) + K(p) where the potential energy U (x) is defined as log(P (x) · P (y|x)), the negative log density of the model. The choice of K is arbitrary, although it is usually the negative log density of a multivariate normal distribution, which often leads to the good mixing behavior within HMC (Neal, 2011 
Unfortunately, when the joint density is discontinuous we are unable to perform HMC. This is not because of the non-differentiable points affecting the calculation of the gradients, as this can be avoided if those non-differentiable points are of measure zero. It is instead due to the violation of both the volume preservation and reversibility criteria of the Hamiltonian. See the supplement for more details.
At least two different schemes, to our knowledge, have been proposed to resolve this issue with non-differentiable densities. Both resemble change point methods, that is, they look at the change in energy between two points and update the physical dynamics dependent upon this. The first scheme, called reflective HMC (Afshar & Domke, 2015) , attempts to solve the issue by analyzing at the boundary the perpendicular components of the momentum and then determines whether to reflect from the boundary, or refract at the boundary and disperse into some alternative direction to the discontinuity. On the other hand, the second scheme, called discontinuous HMC (Nishimura et al., 2017 )(DHMC), uses a Laplacian momentum for the discontinuous variables, whilst using a Gaussian momentum for the continuous parameters. The discontinuous components are then updated coordinatewise. Within this work we build on DHMC, as in general, we find that it is more effective and easier to use.
Discontinuous Hamiltonian Monte Carlo
The discontinuous HMC (DHMC) algorithm was proposed by Nishimura et al. (2017) . It uses a coordinate-wise integrator, Algorithm 1, coupled with a Laplacian momentum to address variables with non-differentiable densities. In order to transform the mass function of discontinuous variables to a piecewise smooth function, they use an embedding, which acts like a diffeomorphism to transforms the discontinuity into a piecewise-constant function. However, we need not encode discontinuities in this way, as it is perfectly reasonable to encode discontinuities via a, or a collection of conditional expressions, see Figure 1 .
The algorithm works because the Laplacian momentum ensures that all discontinuous parameters move in steps of pick an appropriate random permutation on B
3:
for i = 1, . . . , B do 4:
5: 
The addition of the random permutation of indices b is to ensure that the coordinate-wise integrator satisfies the criterion of reversibility in the Hamiltonian. Although the integrator does not reproduce the exact solution, it nonetheless preserves the Hamiltonian exactly, even if the density is discontinuous. See Lemma 1 and Theorems 2-3 in Nishimura et al. (2017) . This yields a rejection-free proposal.
DHMC for a Simple Probabilistic Programming Language
To use DHMC in a probabilistic programming setting, we are required to map from the density, denoted by a probabilistic program, to a suitable input form for the DHMC algorithm. This mapping for the SPPL is performed in two stages.
First, we translate expressions e in the SPPL to quadruples ( , , D, F ). Intuitively, is the set of the names for all the sampled random variables in a program expression e, and is a subset of and contains variables that may influence the predicates of conditional expressions in e. The next D represents a piecewise-smooth density function for sampled random variables, and F specifies the return value of e and the probability of all the observations in e. The translation from e to ( , , D, F ) can be understood as compilation of programs to low-level representations.
For instance, consider the program expression e, where e represents the entire program in the bottom of Figure 1 . The translation of e is the quadruple ( , , D, F ) where
We use N and U for the densities of normal and [0, 1]-uniform distributions. The and say that there is only one sampled random variable named x and it may influence the control flow of the execution and lead to discontinuous density. D expresses that x is sampled from uniform distribution, which does not have any discontinuities. The final F describes that the output of the expression e is 1 or 0, and that the probability density of the observation 0.25 is defined by two cases depending on whether x is greater than 0.5 or not. Details of the translation can be seen in Supplementary A.4.
We postpone the detailed description of this first stage and its properties until Section 6. We just point out that the log joint density for latent and observed variables in the original expression e can be constructed from D and F in the translation, and that the return value of e can be computed from F when we are given a map x from all the random-variable names n in to their values x n . We denote the former with LOGJOINTDENSITY(D, F ) and the latter with EVALUATE(F, x).
Second, we extend DHMC so that it works for these ( , , D, F )'s. The resulting DHMC algorithm is given in Algorithm 2, where we use the function HALFSTEP to represent updating both the position and momentum by the half steps performed in the Leapfrog integrator in HMC and to describe a map from the names n of sampled random variables to their values x n . The integrator uses and to decide which random variable should be handled by the coordinate-wise integrator of DHMC and which should be treated by the Leapfrog integrator of HMC. This is quite different from the original DHMC algorithm, where the user would have to specify which points were discontinuous and which points are not. In our framework, this entire process is automated. We provide formal details in Section 6 of how these transformations are performed and how we can ensure that the right integrator is used for each type of variable. Although, we could, if we so choose, use the coordinate-wise integrator to update both differentiable and non-differentiable latent parameters. As the coordinate integrator itself, is a perfectly valid integrator, that satisfies all the properties of the Hamiltonian (Nishimura et al., 2017) .
Experiments
In this section, we firstly show the expressiveness of the SPPL by describing the models we can write in this lan- :
18:
19:
20: end function guage, which could have non-continuous variables or the mix with both. Then we demonstrate the correctness of applying DHMC for models in SPPL by two examples, with comparisons to the state-of-the-art inference engines.
Gaussian Mixture Model (GMM)
We now consider a Gaussian mixture model (GMM) in which we assume each data y i is independently sampled from one of the K Gaussian distributions. The mean µ k of each Gaussian distribution and the assignment z i of each data point are usually of interest. One can write this model as a program in the SPPL, which is equivalent to,
where K is the number of clusters, k = 1, . . . , K, N is the number of data and i = 1, . . . , N. Although Categorical distribution is not in our primitive, we can easily construct it in our language by the combination of uniform draws and nested if expressions, as shown in the example in Figure 1 .
It is obvious that the random variables µ 1:K have differentiable densities and can be dealt with the leapfrog integrator in standard HMC. However, the assignment variables z 1:N are sampled from non-differentiable functions and so we cannot use the HMC framework directly. We would either have to marginalize out the non-differentiable variables, or use trace based methods, or a composition of different inference techniques.
We demonstrate that DHMC is sufficient, to perform inference in models with mixtures of differentiable and non-differentiable points, and models that contain only N ) ).The ground truth is generated by running Interacting particle Markov chain Monte Carlo in Anglican (Rainforth et al., 2016) for a million samples with a large number of particles. We show the median (dashed lines) and 25%/75% confidence intervals over 20 independent runs with different random seeds. Note that we take 10 times more samples for RMH to ensure fair comparison and the x axis in the plots have been scaled accordingly for RHM.
non-differentiable points. For the GMM we use the KLdivergence as metric to understand how well DHMC converges, relative to other inference methods. We compare against NUTS (Hoffman & Gelman, 2014) combined with Metropolis-within-Gibbs (NUTS+MwG) in PyMC3 (Salvatier et al., 2016) and Random-walk Lightweight Metropolis-Hastings (RMH) in Anglican (Wood et al., 2014) . See Figure 2 for results. DHMC converges in line with both NUTS+MwG and RMH, and performs moderately better than RMH. The total sample size is 50, 000 with the initial 5, 000 samples taken as burnin. The DHMC sampler can choose from a trajectory length from 5 to 10. To ensure that DHMC and NUTS+MwG provide a fair comparison to RMH, we take ten times more samples for RMH, to ensure that we get the equivalent order of density evaluations. NUTS does not require self-specified parameters, due to its automated turning of the step size and trajectory length.
Hidden Markov Model (HMM)
We now introduce a common Hidden Markov model (HMM), in which all latent variables are non-differentiable. Although, there exist very efficient algorithms for inferring the latent states of the HMM, such as the foward algorithm, or other traced based approaches, we aim to show the adaptive nature of DHMC and why it is an ideal choice for a PPL framework. Systems that use HMC, or variants of HMC as their inference algorithm cannot directly perform inference on models of this form, due to the non-differentiable density, whereas DHMC can perform inference on this fully discrete model.
The HMM has three latent states, with the transition matrix depending on the current state. We observe the state with Gaussian noise, whose mean also depends on the value of each state. The model can be expressed as follows:
where x t are latent states, y t are observations, t = 1, . . . , T , T = 16 is the total and p, µ, are all known parameters. Note that we can apply the same construction rules for Categorical distribution as in the GMM model.
We use the L2-norm error metric to evaluate our inference engines and we choose Metropolis-within-Gibbs (MwG) in PyMC3 as the baseline. For both algorithm, total samples size is 100, 000 and the L2-norm is calculated without initial 5000 burnin samples. As can be seen in Figure 3 , although DHMC does not outperform MwG in terms of convergence efficiency, DHMC still performs inference correctly and should be able to converge to the true posterior given larger computation resources. Again we emphasize that HMM model is introduced to demonstrate the variety range of models DHMC can deal with. One can easily build more complicated models based on these two, and can still use HMC family algorithms, DHMC, correctly with our SPPL.
Theory
Our story so far was developed along two directions. On the one hand, we introduced a simple probabilistic programming language (SPPL) and illustrated its use (Section 2).
On the other hand, we explained the DHMC algorithm in a general setting (Section 4) and experimentally demonstrated the correctness of the algorithm (Section 5). We now bring these two developments together by presenting a formal translation of the SPPL and analyzing theoretical properties of the translated SPPL programs. In addition to this, we provide details of how we extract the non-differentiable points and separate them from the continuous We define rules for translating an SPPL expression e to a quadruple ( , , D, F ) such that the resulting mathematical object is amenable to the DHMC inference algorithm previously described. Here is a set of variables, and consists of all the random variables sampled in e. ✓ is the subset of variables that must be updated by the coordinatewise discrete integrator in DHMC. This subset, by design of the translation of if expression, will always results in a set . The set , which equally by the designs of the translation, will only ever contain discontinuous sampled variables. The D are sets of pairs (g, f ) where g is a product of indicator functions and f is a real-valued function; D represents the joint density of the random variables in , and F is a triple (g, l, f ), which means that when g has the value 1 under the sampled values, l describes the likelihood coming from observes in the original expression e and f the return value of e. So the pair (D, F ) constructs the density p(y|x)p(x). As we will show shortly, the choices we made in our language design result in D being piecewise smooth under analytic partition. As a result, ( , , D, F ) satisfies the necessary properties to apply the DHMC algorithm presented in Section 4; in particular, the set of discontinuous points is of measure zero.
Piecewise Smooth Under Analytic Partition
Recall that a function g : R k ! R is analytic if it is infinitely differentiable and its multivariate Taylor expansion at any point x 0 2 R k absolutely converges to g pointwise in a neighborhood of x 0 . Note that our language primitives are, by design, restricted to be analytic. Analytic functions are abundant, although there are some notable exceptions. Most primitive functions that we encounter in machine learning applications are analytic, and the composition of analytic functions is also analytic.
We summarize our criterion for the form of the densities required for SPPL to use DHMC for inference, by the following definition and theorem. Definition 1. A function g : R k ! R is piecewise smooth under analytic partition if it has the following form:
2. the h i : R k ! R are smooth; 3. N is a non-negative integer or 1;
4. M i , O i are non-negative integers; and
the indicator functions
for the indices i define a partition of R k , that is, the following family forms a parition of R
Intuitively, g is a function defined by partitioning R k into finitely or countably many regions and using smooth functions h i for each i-th region, and by the various conditions stated above, ensure that the boundaries of these regions be drawn nicely by means of analytic functions p i,j and q i,l . We would like to point out that even when the number of summands (regions) N in the definition is countably infinite, we can still compute the sum at a given x. The products of the indicator functions of these summands form a partition of R k , so that only one of these products gets evaluated to a non-zero value at x. To evaluate the sum, therefore, we just need to evaluate these products at x one-by-one until we find one that returns a non-zero value. Then, we have to compute the function h i corresponding to this product at the input x. Theorem 1. If the density f : R n ! R + has the form of Definition 1 and so is piecewise smooth under analytic partition, then there exists a (Borel) measurable subset A ✓ R n such that f is differentiable outside of A and the Lebesgue measure of A is zero.
Thus, our criterion is that an unnormalized density should be piecewise smooth under analytic partition.
Proof. Assume that f is piecewise smooth under analytic partition. Thus,
for some N, M i , O i and p i,j , q i,l , h i that satisfy the properties in Definition 1.
We use one well-known fact: the zero set {x 2 R n | p(x) = 0} of an analytic function p is the entire R n or has zero Lebesgue measure (Mityagin, 2015) . We apply the fact to each p i,j and deduce that the zero set of p i,j is R n or has measure zero. Note that if the zero set of p i,j is the entire R n , the indicator function [p i,j 0] becomes the constant-1 function, so that it can be omitted from the RHS of equation (1). In the rest of the proof, we assume that this simplification is already done so that the zero set of p i,j has measure zero for every i, j. 
The RHS of this equation is a finite union of measure-zero sets, so it has measure zero. Thus, R 00 i also has measure zero as well.
Since {R i } 1iN is a partition of R n , we have that
The density f is differentiable on the union of R 0 i 's. Also, since the union of finitely or countably many measure-zero sets has measure zero, the union of R 00 i 's has measure zero. Thus, we can set the set A required in the theorem to be this second union.
Our proof crucially relies on the requirement that the p i,j be analytic. It falls apart if we relax this requirement to smoothness.
By establishing these properties, we ensures that our language conforms to Lemma 1 and Theorems 2 and 3 of Nishimura et al. (2017) and so, by design, all requirements for DHMC are trivially met as the density is a piecewise smooth function and all discontinuities are of measure 0.
The Formal Translation of the SPPL
The translation is defined by the relation e ( , , D, F ), which is defined recursively on the structure of e. We present this recursive definition using the inference rule notation premise conclusion which says that if the premise holds, then the conclusion holds as well. For real-valued functions f (x 1 , . . . , x n ) and f 0 (x 1 , . . . , x n ) on real-valued inputs, we write f [x i := f 0 ] to denote the composition
Recall that by assumption, the density of each distribution type d is piecewise smooth under analytic partition when viewed as a function of a sampled value and its parameters.
Thus, we can assume that the density has the form in Definition 1. For given parameters x 1 , . . . , x n of the distribution d and a given sample value x 0 , we let x = (x 0 , . . . , x n ) and define D d to be the following set:
Using these notations, we define the translation.
As shown above, the first two translation rules define how we map the set of variables x and the set of constants c, to their density and the values at which they are evaluated. Then the third rule allows one translate or evaluate the primitive operations defined in the SPPL, such as + -* / with, their arguments, expressions e 1 and e 2 .
This translation rule for control flow operation if enables us to translate the conditional expressions (< e 1 0), its consequent e 2 and alternative e 3 . This provides us with the semantics to correctly construct a piece-wise smooth function, that can be evaluated at each of the partitions. It is also important to track the 'type' of the variables, and thus ensures the variables are handled by the correct integrator in the DHMC algorithm.
The let block enables us to translate let expressions. It first extracts the programatically defined variable name and adds its name to . It then proceeds to evaluate the first expression e 1 and returns an expression e 2 . Although let is defined as single binding, we can construct the rules to translate the let expression defining and binding multiple variables by properly desugaring. See Van de Meent et al. (2017) for more details.
The Sample statement generates a random variable from a specific distribution. During translation, we pick a fresh variable, i.e. a variable with a unique name, to represent this random variable and add it to the set. Then we compose the density of this variable according to the distribution d and corresponding functions from e i .
Different from the sample expression, observe constructs the likelihood in the form according to the distribution d, with all parameters e i and the observed data c evaluated. Theorem 2. If e is an expression that does not contain any free variables and e ( , , D, F ), then a real-valued function on the variables in X
is non-negative and piecewise smooth under analytic partition.
Proof. Note that the sum in the theorem can be written as the product of two factors (
Thus, it suffices to show that both of these factors are non-negative and piecewise smooth under analytic partition, because such functions are closed under multiplication. We prove a more general result. For any expression e, let Free(e) be the set of its free variables. Also, if a function g in Definition 1 satisfies additionally that its h i 's are analytic, we say that g is piecewise analytic under analytic partition. We show that for all expressions e (which may contain free variables), if e ( , , D, F ), then X
g · l are non-negative functions on variables in Free(e) [ and they are piecewise smooth under analytic partition. Furthermore, in that case, X
is a function on variables in Free(e) [ and it is piecewise analytic under analytic partition. We can easily prove this result by induction on the structure of the expression e.
Discussion and Conclusion
In this paper we introduced a simple probabilistic programming language (SPPL) for programs that have nondifferentiable densities. We have demonstrated the importance of having a language semantics that is consistent with both the beliefs of the modeler and of the programmer. We have demonstrated and implemented 1 a variant of HMC called discontinuous HMC, for dealing with discontinuous variables in a probabilistic programming setting. We have theoretically verified the language semantics via a series of translations that ensures programs generated in our language contain only discontinuities that are of measure zero, and so by construction, automatically satisfy the necessary properties required for DHMC. We performed inference using the DHMC algorithm within our probabilistic programming language, on a fully discrete Hidden Markov model and a Gaussian mixture model, in which we were able to show that our implementation, although not optimized, nor tuned, performed as well as NUTS with Metropolis within Gibbs.
Future Work To improve DHMC further, we see a way to exploit the gradient information in programs that have predicates that are continuous. We observed that discontinuities that are caused by predicate variables that are continuous, must be updated via the coordinate-wise integrator. This means that we needlessly waste gradient information and so we fail to utilize the full efficiency of the HMC algorithm. We conservatively state, if the state space is large and the discontinuities are sparse, then DHMC will be less efficient and we believe there to be a better approach. However, if the state space is small, and we have a moderate number of discontinuities, whom all have continuous predicate expressions, then we would still recommend the use of DHMC, as this would ensure that the number of likelihood evaluations remained relatively low.
A. Supplementary Material

A.1. Anaylical Posterior of the Bernoulli Branching Program
The probabilistic model is defined as z ⇠ Uniform(0, 1)
with joint density p(x, z, y) = p(z)p(x|z)p(y|x, z) given as:
We first marginalize out x, i.e p(z, y) = P 1 x=0 p(x, y, z) then using the product rule we have p(z|y) = p(z, y)p(y). To calculate the normalization factor, evidence, we marginalize out z, so that p(y) = R A p(z, y)dz , where the region of integration A is the two intervals z 2 [0, 0.5] and z 2 [0.5, 1]. Performing this integrand leads to:
where
exp ( 9 32 ) for y = 0.25, the observation. Thus, the posterior expectation for z is given as:
A.2. Hamiltonian Monte Carlo
A.2.1. A VALID INTEGRATOR
In order to implement HMC correctly we require an integrator that will enable us to solve the Hamilton's equations. For an integrator to do this it must be both time reversible and volume preserving, as the flow of phase space is fixed. The time reversibility is due to the fact that no physical system should have a preferred direction of time, if I start at my initial conditions, I should eventually arrive back at those initial conditions. In order to ensure that our integrator is volume preserving, we require our integrator to be symplectic. This means that given a transformation Q 2 Sp(2d, R) such that Q(x, p) 7 ! (x ⇤ , p ⇤ ), which maps an initial state to some evolved state, for the transformation to preserve Hamilton's equations it must be a canonical transformation. But, this can be only true if given some matrix J = ✓ 0 I I 0 ◆ the relation Q T JQ = J is satisfied, which is only true if Q is symplectic. This can be proved as follows. If we have a transformation
, which is true if and only if Q T JQ = J and thus the transformation is symplectic.
A.2.2. THE METROPOLIS STEP
Starting with the current state (x, p), Hamiltonian dynamics is simulated for L steps using the Leapfrog integrator, with a step size of ✏. This generates a new proposed state and in order to decide whether we should accept or reject this proposal, Duane et al. (1987) introduced the following acceptance (Metropolis) proposal:
where (x ⇤ , p ⇤ ) is the proposed state and (x, p) is the current state. A function that implements a run of the HMC algorithm is given in algorithm 3. If the proposed state is rejected, then the next state is the same as the current state and is counted again when calculating the expected value of some posterior. Theoretically speaking, in order to ensure that the proposal is symmetric, we should negate the momentum variables at the end of the trajectory, to ensure that the Metropolis proposal is symmetrical, which is needed for the acceptance probability to be valid. However, in practice we do not need to perform this negation since K(p) = K( p) for the Gaussian momentum and after each iteration the momentum will be replaced before it is used again. Hence, we leave it out of algorithm 3. The authors issue a note of caution, as the potential is the negative of the log joint, we have equation (2). However, many implementations of HMC do not take this into account and so the proposal is in some instances defined as equation (2), but the potential is defined to be the positive of the log joint. Hence the proposal would be invalid. In our implementation, when the Hamiltonians are being computed we are dealing with the negative of the log joint, but during the leapfrog step we are dealing with the positive of the log joint, hence the sign changes in algorithm 3.
The parameters ✏ and L within algorithm 3 are parameters that need to be tuned. Likewise, if the form of the kinetic is taken to be the log of a Gaussian, M becomes another parameter that needs to be tuned correctly. Although, one could use Riemannian HMC Girolami & Calderhead (2011) to generate a mass matrix on the fly, which is based on the geometrical properties of the model that you are sampling from.
In Algorithm 3, we present the HMC algorithm. It takes as input x (0) an initial starting value, ✏ the step size of each trajectory update with in the Leapfrog step, L the number of Leapfrog steps to be evaluated at each iteration, U is the negative log joint and N is the number of required samples.
for t = 0 to N 1 do 3:
5:
end for 8:
u ⇠ Uniform(0, 1)
10:
if u < ↵ then 11:
else 13:
. We first examine what happens to the invariance as the particle travels over the discontinuity at the boundary between two different densities. We assume, with out loss of generality, that our boundary point is at x = a and the source of our discontinuity. For the trajectory (x(t), p(t)) to have an invariant Hamiltonian the following must be satisfied H(x(t), p(t)) = H(x(t 0 ), p(t 0 )), i.e when the particle moves along the trajectory, it has the same total energy overall when it moves to its new location. If we cross the boundary by moving a time step t 0 , then the functional form of the potential changes U (x(t)) 6 = U (x(t 0 )). When this happens, it causes the Hamiltonian to take a different functional form, which implies that in general, the following is no longer satisfied H(x(t), p(t)) = H(x(t 0 ), p(t 0 )).
Volume preservation also fails. For a transformation to be symplectic S 
and L is the number of Leapfrog trajectories. The mappings here are the half-step updates of the Leapfrog integrator transformations and so ⇤ 1 ✏/2 (x, p) = (x, p ✏ 2 rU (x)) and ⇤ 2 ✏/2 (x, p) = (x + hp, p). Thus, if the transformation holds, we have:
where represents the composition operation. However, a problem can arise after the mapping ⇤ 2 ✏ , which may move the trajectory to a region x > a and so we can no longer define a symplectic mapping, as the functional form of the once symplectic mapping ⇤ 1 ✏ changes, which means we no longer preserve the Hamiltonian flow. Based on these findings, the moment one crosses the boundary Hamiltonian dynamics is violated and the Leapfrog integrator no longer produces correct trajectories and so we can no longer state that the samples generated by the Hamiltonian dynamics reflect true Markovian samples. This implies that convergence cannot be guaranteed.
A.4. An Example of the Translation Process
We provide an example of how the translation of the SPPL works in practise. To that end, we translate the following model, which was also presented in Figure 1 . (if (< (-q x) 0) (observe (normal 1 1) y) (observe (normal 0 1) y)) (< (-q x) 0)) Note that this model does not strictly adhere to the SPPL language defined in this paper: the body of the letexpression contains two expressions instead of just one. We need to rewrite this from (let [x e] e1 e2) to (let [x e] (let [_ e1] e2)).
The distributions The uniform distribution is defined on the support set {x 2 R|0  x  1}, which can be expressed through the indicator function 1(0  x  1), or as 1(x 0) · 1(1 x 0). Its probability density function is p(x) = 1 on that set. Hence, we get for the D-set of U :
Similarly, we obtain for the normal distribution:
Translating the if-and observe-statements We beginn our translation process on the innermost structures, i. e. the two (observe (normal _ 1) y)-statements. Since the arguments of the distribution are constant values, und are both empty, indicating that these statements do not depend on random variables. The F -sets are slightly different, however, due to the different µ-arguments to N : The if -expression in turn introduces a dependency of these statements on the random variables x. In the translation of the if -expression, this dpendency shows in two places. On the one hand, the variable x appears as an element of both and . Recall that the set keeps track of random variables, which influence conditional statements. On the other hand, the indicator function (the first element in the tuples inside D and F , respectively) shows the dependency as [q exp y 2 /2 , y)} Translating the let-expressions The innermost let-expression is due to the rewriting-process (desugaring) mentioned above. In (let [_ e1] e2), the e 1 is the conditional observe just discussed above, whily the e 2 is (< (-q x) 0). exp y 2 /2 , (q z 0 < 0))}
