The results announced here are concerned with the isomorphism theory of dynamical systems. Many dynamical systems occur in nature, and although they are by definition deterministic processes, they often exhibit (what seems to be) random behavior to the observer. One of the major motivations of ergodic theory is to display isomorphisms between deterministic processes and processes which are clearly random in nature, such as Bernoulli shifts or Markov processes. To have physical significance, these isomorphisms should be continuous in some sense, and the suitable concept turns out to be that of Unitary isomorphism, defined below. This research provides a basic item for the development of the above ideas, in showing that two irreducible Markov processes with the same information content per unit time (= entropy) are finitarily isomorphic. That is, there is really only one type of stationary random behavior.
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The adjective finitary means that the map of one sequence space to the other is almost surely continuous in the sense that a finite section of the image sequence is determined by a sufficiently long finite section of the original sequence; generally, the length required depends upon the particular sequence on hand. THEOREM 
Irreducible finite memory Markov shifts on a finite or countable state space and of the same entropy and period are finitarily isomorphic.
It is easy to see that without loss of generality we can assume that the Markov shifts are of memory one. Also, since a Markov shift of period d is a direct product of d points with a mixing Markov shift, the base being a finite or countable union of cylinder sets, we can assume mixing. The proof of Theorem 1 makes use of the following. (i) There is a natural k such that the two processes The proof of Theorem 1 now proceeds along the following lines. We use our Marker Method of [7] and [8] to construct a finitary isomorphism between {X n } and {Z n } and also between {Z n } and {Y n }. Since {Y n } is a Bernoulli scheme and Bernoulli schemes are finitarily isomorphic, the proof is complete.
An interesting corollary of Theorem 1 is the following.
THEOREM 2. Given an ergodic automorphism of the two-dimensional torus, there is a partition into sets with nonempty interior and zero measure boundary which is independent under the action of the automorphism.
It is interesting to compare this with Bowen's result [5] . Adler and Marcus [3] recently proved that topological Markov shifts with the measure of maximal entropy are finitarily isomorphic.
Another result that follows from Theorem 1 is shifts. THEOREM 
^-automorphisms are finitarily isomorphic to Bernoulli
See [9] for comparison. Details of proofs will appear elsewhere.
