Robustness and evolvability are essential properties to the evolution of biological networks. To determine if a biological network is robust and/or evolvable, the comparison of its functions before and after mutations is required. However, it has an increasing computational cost as network size grows. Here we aim to develop a predictor to estimate the robustness and evolvability of biological networks without an explicit comparison of functions. We measure antifragility in Boolean network models of biological systems and use this as the predictor. Antifragility is a property to improve the capability of a system through external perturbations. By means of the differences of antifragility between the original and mutated biological networks, we train a convolutional neural network (CNN) and test it to classify the properties of robustness and evolvability. We found that our CNN model successfully classified the properties. Thus, we conclude that our antifragility measure can be used as a significant predictor of the robustness and evolvability of biological networks.
Introduction
Robustness and evolvability are well known as essential properties to the evolution of biological systems [1] [2] [3] [4] [5] [6] . As studying the relationship between the two properties is necessary for understanding how biological systems can withstand mutations and simultaneously generate genetic variations, numerous studies on their relationship have been done [7] [8] [9] [10] [11] . Robustness allows the existing functions to be preserved in the presence of mutations or perturbations, while evolvability enables new functions to be expressed to adapt to new environments [12] [13] [14] . To determine if a biological system is robust and/or evolvable, the comparison of its functions before and after internal perturbations is needed. Pragmatically, in Boolean networks used as gene regulatory network models, the definition of robust and evolvable networks has been established via the comparison of dynamic attractors (i.e., stable steady states) before and after internal perturbations [14] based on numerical and experimental evidence showing that the attractors represent cell types or cell functions [15] [16] [17] .
The definition of robustness and evolvability has been applied to a number of studies adopting Boolean network models in artificial life and systems biology [18] [19] [20] . However, the calculations for finding the attractors of the networks are computationally expensive since as the network size N grows, there is a combinatorial explosion of the state space (i.e., the set of all possible states, whose size is 2 N ). As an alternative to this approach, in some studies where large networks are explored, they only focus on the attractors with the largest basins among all basins of attraction (i.e., the sets of states leading to attractors) without obtaining all attractors [14, 19, 21] . However, in the case of extremely long transient state transitions, long attractor lengths, or evenly distributed basins of attraction, this does not work. Here we aim to develop a predictor of robustness and evolvability without the explicit comparison of the functions (i.e., attractors), and thus applicable to large networks.
We use antifragility to estimate the robustness and evolvability of biological networks. Antifragility can be defined as the ability of a system to improve its functionality in the presence of external perturbations [22] . In the context of Boolean networks, it can be measured by our previous approach [23, 24] , where antifragility is easily calculated by means of complexity computed from partial state transitions. With the differences of antifragility before and after internal perturbations, we train a CNN model and then test it to classify the properties of robustness and evolvability. We found that our model successfully classified both properties. Thus, we conclude that antifragility can be used as a significant predictor of robustness and evolvability.
Our predictor -antifragility -has many potential applications. It would be useful to systems and computational biologists studying the properties of large biological networks from a dynamical perspective. They could efficiently find out if the large networks are either robust or evolvable, or both with just our simply calculable measure without investigating how the functions (attractors) of the networks are changed before and after mutations. Also, understanding antifragility would be helpful for uncovering the mechanism of how biological systems acquired robustness and evolvability. Besides, our antifragility measure could be used as a control parameter to build robust and/or evolvable engineered systems.
Materials and Methods

Boolean Networks and Biological Systems
Boolean networks proposed by Kauffman as gene regulatory network models [25] [26] [27] have been extensively used in many areas including artificial life, robotics, and systems biology [28] [29] [30] [31] [32] [33] [34] . They are represented by nodes and links, where the nodes refer to genes, and the links point out interactions between genes. Each node has a binary state 0 (OFF) or 1 (ON). 0 means being inhibited, and 1 indicates being activated or gene expression. The state of a node is determined by update rules with the states of input nodes. Once the topology and the update schemes of node states are set, they are fixed.
If the links are randomly arranged, and the node states are updated by Boolean functions randomly assigned to each node, the networks are called Random Boolean networks (RBNs). RBNs are also known as Kauffman's NK Boolean networks, where N is the number of nodes and K is the number of links per node (self-links can be included). Meanwhile, the links and the update rules of Boolean network models of biological systems are determined by experiments and literature demonstrating actual relationships between genes (or proteins).
The Boolean network composed of N nodes has a state space, which is defined as the set of 2 N state configurations with transitions among them. Regarding the state space, there are two important terms: one is attractors, and the other is basins of attraction. Attractors are state configurations repeated over time in a point or a limit cycle, and basins of attraction are the rest of the configurations going toward attractors. In Figure 1 , an example RBN and its state space are presented.
In this study, we use different Boolean network models of 38 biological systems. All the biological networks have less than 30 nodes. Among them, the maximum number of nodes is 26. The maximal value allows full search of attractors and basins of attraction in the state space (2 26 =67,108,864 states). For networks having over 26 nodes, it is difficult to perform the full search due to computational limits. Table 1 shows information about the biological networks collected from a public platform for modeling biological networks, Cell Collective. In the table, the networks are sorted by their size. Figure 1 . An example RBN with N=3 and K=2 and its state space. The topology is randomly determined and Boolean functions are randomly assigned to each node. The state space is composed of 2 3 =8 state configurations from 000 to 111. In the state space, attractors are the configurations with bold dashed lines, and basins of attraction are the configurations except for the attractors. 
Mutations and Classification of Robustness & Evolvability
We introduce mutations to the biological networks and study their robustness and evolvability. As the internal perturbations, we randomly add, delete one regulatory link, change the position of a link in the network, or flip a state in a Boolean function [63] [64] [65] . Comparing the attractors between the original and mutated networks, we classify the properties of biological networks into four classes [66] : not robust & not evolvable, not robust & evolvable, robust & not evolvable, and robust & evolvable. This is classification extended from the definition of robust and evolvable network in Aldana's work [14] as described below. In our simulations, we independently add an internal perturbation 20,000 times to each network, and then get 20,000 perturbed networks per biological network. Next, we classify the properties of all the perturbed networks into the above four classes. Since one biological network can be not robust & not evolvable, not robust & evolvable, robust & not evolvable, or robust & evolvable against the 20,000 perturbations, we can get the percentage frequency distribution of the four classes per network.
Antifragility in Boolean Networks
The definition of antifragility was established by Taleb [22] . Antifragility is a property not only to withstand external perturbations but also to improve the capabilities of systems exposed to them. In Boolean networks, the property can be computed in our previous studies [23, 24] . On the assumption that antifragility implying responses to external perturbations might be helpful to predict responses to internal perturbations, we use here antifragility as a predictor to estimate the robustness and evolvability of biological networks against mutations. To understand our antifragility measure, first grasping complexity and external perturbations is required.
Complexity of Boolean networks
Complexity is defined as a balance between change and regularity [26] . On the basis of the concept, we defined emergence and self-organization representing change and regularity, and presented a measure to quantify complexity using them in our earlier studies [67, 68] . Complexity (C) is calculated from emergence (E) and self-organization (S) as follows:
,
where coefficient 4 is added to normalize the values of C to the range of [0,1] ( ). Because S can be regarded as the complement of E [67, 68] , equation (1) is reformulated by the following equation:
In a Boolean network which consists of N nodes, E ( ) is measured as the average of emergence values for all nodes, where the emergence of each node is computed through Shannon's information entropy: ,
where ( ) is the ratio of how many 0s (1s) are expressed to T state transitions for node i (i.e., ). Regarding T, focusing on state transitions not from 1 to T but from T+1 to 2T, we obtain ( ). This is because we can calculate more stable value of ( ) by getting state transitions closer to attractors. Figure 3 displays an example of computing E in a Boolean network.
In equation (2), C has the maximum value of 1 when E is 0.5 [68, 69] . For example, under the condition that all the nodes of a Boolean network have the same emergence values, when or is around 0.89, average E becomes 0.5. In contrast, C has the minimum value of 0 when E is 1 or 0. In the same condition above, when and are 0.5 or when or is 1, average E becomes 1 or 0. As seen in the examples, complexity is determined by how 0s and 1s are distributed during state transitions. In other words, complexity indicating a balance between change and regularity is assessed by the distribution of node states resulting from the processes of altering and keeping the node states in Boolean networks.
External perturbations to Boolean networks
We consider flipping the node states of the networks external perturbations so as to measure antifragility [23, 24] . The degree of external perturbations ( ) is quantified by the following equation: 
where X is the number of nodes randomly chosen for the perturbations, T is the simulation time for state transitions, and O is the perturbation frequency. For instance, if N=10, X=4, T=5, and O=1, we randomly choose 4 nodes in a network with 10 nodes and then change the states of the nodes. We repeat this perturbation every time step during 2 5=10 time steps (Here, perturbing the network during not 5 but 10 timesteps is because we are interested in state transitions from T+1 to 2T as mentioned in 2.3.1). has the interval [0,1] ( ). This term is used in order to adjust the influence of network size on antifragility. In the simulations, the parameters are set to X=[1, 2, ..., N], T=200, and O=1. The values of T and O are determined based on our previous research [23] : T=200 was enough to measure antifragility of Boolean networks which have less than 100 nodes, and O=1 showed the most distinctive difference of antifragility between networks.
Antifragility of Boolean networks
Our antifragility measure ( ) is composed of two terms: the difference of "satisfaction" before and after external perturbations ( ) and the degree of external perturbations ( ) [23, 24] . The equation is as follows: ,
Here we describe only because was explained in 2.3.2. To obtain , it is needed to understand the concept of satisfaction ( ).
represents how much the "goal" of agents has been attained [70] . The agents and goal can be differently defined depending on systems. In Boolean networks, each node can be regarded as an agent. It can be said that their goal is to achieve high complexity.
In equation (5), is calculated by the following equation:
where and point out complexity before and after external perturbations respectively. has values in the range [-1,1] ( ) as and have the interval [0,1]. Thus, if is positive ( ), it means that complexity increases by external perturbations. That is, we define "benefiting from perturbations" as increasing their complexity. If this is the case, the Boolean network can be considered antifragile. If is negative ( ), it indicates that complexity decreases by external perturbations. It can be seen as fragile. If is zero ( ), complexity is maintained against external perturbations. It can be regarded as robust.
To calculate and , when the state transitions of the original network and perturbed one are computed, the same initial states are used at t=0. Depending on the initial states, because complexity can be different, and are calculated as the average of the complexity values acquired from a large number of initial conditions that are randomly chosen. This allows more stable value of as a system property. In the simulations, the number of initial states (s) is set to 1,000.
Property Classification with a Convolutional Neural Network
Input and output in a CNN
We use a CNN to classify the properties of the biological networks into the four classes: not robust & not evolvable, not robust & evolvable, robust & not evolvable, and robust & evolvable. In our CNN model, its input is the differences of antifragility between original and mutated networks, and its output is the properties classified into the four classes. As we use 38 biological networks and add the internal perturbations 20,000 times to each network, we have 38 20,000=760,000 quantities of the differences of antifragility and the classified properties, respectively.
When we get the input, let's take the Mammalian cell cycle network with 20 nodes and its mutated network as an example. Figure 4 (a) and 4(b) show the antifragility of the two networks depending on the number of perturbed nodes X. We interpolate to get 30 data points for each network and subtract the antifragility value of the mutated network from that of the original network at each data point. Then, we get 30 difference values in the normalized range [1/N, 1 (=N/N)] (Figure 4(c) ). In this way, for all the networks with the different number of nodes, we can get 760,000 input elements in which one element is composed of 30 data points. This process for the input is because CNNs require same size inputs. 
Training and testing data sets and parameter settings for simulations
We split the data with the 760,000 quantities into training data (i.e., 760,000×0.7 = 532,000) and test data (i.e., 760,000×0.3 = 228,000) with the ratio of 70 to 30. However, the data about the properties labeled with the four classes is imbalanced, as the four classes are not equally distributed. Thus, we have multiclass classification with imbalanced data. We make the training data balanced using Synthetic Minority Over-sampling Technique (SMOTE) which is an oversampling technique generating synthetic samples from the minority class [71] . We get balanced data that make up of the same number of samples per class. Then, we train the model with the balanced data and test it with the original imbalanced data. Figure 5 shows our CNN architecture. Our CNN model has two consecutive convolution layers, one pooling layer, and two fully connected layers. We set to kernal size=3 and number of output filters=64 in the first convolution layer with no activation function and the second convolution layer with a ReLU function. Next, we use max pooling with window size=2 in the pooling layer. We flatten the output from the pooling layer and then send it to the fully connected layers. The first fully connected layer consists of 100 nodes, which is activated by a ReLU function. The second one is our output layer with a soft-max function. The number of nodes is the same size as the number of our classes. For simulations, we set to batch size=512 and maximum epochs=150 with early stopping to avoid overfitting. Finally, we get a test accuracy, a confusion matrix, and precision-recall (PR) curves to evaluate the model performance. 
Results
Attractors and Basins of Attraction of Biological Networks
We looked into the attractors and basins of attraction to find the structural features of the state space in the Boolean network models of the 38 biological systems. Specifically, we measured the number of attractors, the average length of attractors, and the normalized basin entropy. In the case of the normalized basin entropy, it was calculated as dividing Krawitz et al.'s basin entropy [72] by the number of nodes (i.e., where is the basin size of attractor divided by state space size 2 N , ). It is normalized between 0 and 1. As mentioned in the introduction, the attractors can represent cell types or functions [15] [16] [17] . Hence, from a biological viewpoint, the number of attractors can be interpreted as the number of cell functions, the average length of attractors can be regarded as the time that it takes cell functions to be conducted, and the normalized basin entropy can be seen as the versatility of cell functions. Figure 6(a) shows the distribution of the number of attractors with the values varied between 1 and 16,384. It means that the cell functions which are carried out are different per biological system. Figure 6(b) displays the distribution of the average length of attractors. Overall, more than half of the networks have a fixed-point attractor, and the rest of them have relatively short cyclic attractors when their state space sizes are considered. However, the values are still varied between 1 and 11. It implies that the cell functions of the biological systems have different operating times but never too long. Figure 6 (c) presents the distribution of the normalized basin entropy. The larger it is, the more evenly distributed the basins are. The values are diversely distributed between 0 and 0.6. It indicates that some biological systems perform only a few cell functions dominantly, while others commonly change the cell functions among many ones.
All the three measures have large variations between the values, so it is hard to find the common structural features of the state space. This would have resulted from the characteristics of the cell functions of the biological systems and the scale of modeling. From the variations, we can see that there exist biological networks that have so many number of attractors, long attractor lengths, and/or evenly distributed basins. For these networks, it is practically difficult to study the robustness and evolvability of biological systems by comparing the attractors before and after perturbations. It is even harder for larger biological networks because the number of attractors, the attractor length, and the basin size will increase as the number of nodes grows. Therefore, it is necessary to efficiently estimate the robustness and evolvability of biological networks without checking the attractors. 
Distribution of the Four Classes on Robustness & Evolvability of Biological Networks
We classified the robustness and evolvability of the 38 biological networks into the four classes (not robust & not evolvable, not robust & evolvable, robust & not evolvable, robust & evolvable) to investigate how the biological networks respond to mutations. Figure 7 shows the percentage frequency distribution of the four classes. For each biological network, we added the internal perturbation 20,000 times, and thus acquired the percentage frequency from the 20,000 mutated networks.
As seen in the figure, every biological network has two, three, or four classes, which means that each biological system shows different behaviors against mutations. In fact, most of the biological networks are seldom classified into robust & evolvable, but rather classified into not robust & evolvable and robust & not evolvable. These findings propose one possible interpretation that the robustness and evolvability of biological systems [1] [2] [3] [4] [5] [6] are not deterministic but stochastic responses to mutations. Furthermore, the robustness and evolvability of biological systems might be able to be explained from dynamically showing either the behavior that only original cell functions are maintained without new cell functions, or the behavior that new cell functions are created with original cell functions impaired. It can also be argued that a more complex mechanism is required for being at the same time robust & evolvable, so this could explain why not many networks exhibit both properties frequently.
In addition, such distribution of the dynamical responses suggests evolutionary profiles of what the environments given to the biological systems were like. not robust & evolvable makes up the highest percentage frequency of the four classes in the distribution, which implies that many biological systems might have been mainly exposed to drastic environmental changes hard to keep existing cell functions, and thus evolved towards preferring producing brand new cell functions to adapt to the new environments. 
Association Between Mutation Type and Robustness & Evolvability
We computed Cramer's V to measure the strength of association between the mutation type and the robustness and evolvability. We had the four mutation types: adding a link (add), deleting a link (delete), changing the position of a link (change), and flipping one state in a Boolean function (flip). We randomly chose one mutation type and then added it to the biological network. This process was repeated 20,000 times per biological network, so we obtained 760,000 pairs (mutation type, property class) for the 38 biological networks. Table 2 is a contingency table displaying the frequency distribution of the four classes depending on the mutation type. From the table, we got Cramer's V=0.105. Cramer's V takes values from 0 to 1. The closer to zero the value is, the weaker association between the variables is. Hence, we found that there is almost no association between the mutation type and the property class. It indicates that genetic mutations do not have an effect on determining the robustness and evolvability of biological systems. 
Prediction of Robustness & Evolvability Using Antifragility
We got a test accuracy, confusion matrix, and precision-recall curves to evaluate the performance of our CNN model. We preferred using precision-recall (PR) curves to receiver operating characteristic (ROC) curves because we tested the model with the imbalanced data. Figure 8 (a) presents a test accuracy and normalized confusion matrix. The overall accuracy is 0.8419. In the confusion matrix, the x-axis refers to an instance of the predicted classes, and the y-axis represents an instance of the actual classes. The values of the diagonal elements mean the probability of correctly predicted classes. For each class, not robust & not evolvable is 0.9569, not robust & evolvable is 0.8498, robust & not evolvable is 0.7956 and robust & evolvable is 0.6754. From the accuracy and confusion matrix, we can see that our model has a great performance for the classification of robustness and evolvability. Figure 8 (b) exhibits a micro averaged PR curve for the four classes. We computed the micro average globally not distinguishing the elements between different classes, which is usually preferable for imbalanced classes. In our PR curve, the area under the curve is AP=0.93. The large AP means high precision and high recall. High precision is related to a low false positive rate (type I error ) and high recall is related to a low false negative rate (type II error ). Thus, the high AP values demonstrates that our model is a good classifier.
Overall, our model has a good performance but there are differences for each class. Figure 9 shows PR curves per class. not robust & not evolvable has AP=0.90 (Figure 9(a) ), not robust & evolvable has AP=0.98 (Figure 9(b) ), robust & not evolvable has AP=0.72 (Figure 9(c) ), and robust & evolvable has AP=0.44 (Figure 9(d) ). not robust & not evolvable and not robust & evolvable have large AP values, and also the AP value of robust & not evolvable is quite large. It represents that not only a majority of the properties for the three classes are detected but also they are correctly classified. However, robust & evolvable has the smaller AP value when compared to the other classes. It might be resulted from the scarcity of data on robust & evolvable as seen in Figure 7 
Discussion
In this study, we classified robustness and evolvability in Boolean network models of biological systems into the four classes: not robust & not evolvable, not robust & evolvable, robust & not evolvable, and robust & evolvable. The classification was defined based on the change of attractors representing cell fates or functions before and after mutations. We proposed an efficient way to predict the properties of the four classes from the differences of antifragiliy between original networks and their mutated ones. As a classifier, we used a CNN where the input is the difference of antifragility and the output is the four classes. Our model showed a good performance for the multi-class classification. It indicates that our antifragility measure can play a role of a predictor to estimate the robustness and evolvability of biological networks.
Our classifier with antifragility can be a useful tool for studying the robustness and evolvability of biological networks, especially large Boolean network models. In Boolean networks, finding all attractors is computationally expensive because the state space size exponentially increases as the number of nodes grows. Meanwhile, our antifragility measure focuses on the dynamics during state transitions following external perturbations. Because it is simply calculated from partial information of transient states, it is so efficient to use antifragility as a predictor in the aspect of a computational cost. Also, this finding supports that dynamics during the transient phase following a disturbance can provide meaningful information [73, 74] .
For further study, we will use more data, different CNN architectures, and hyperparameter tuning techniques. Because many factors such as the amount of data, complexity of architectures, optimizers, and sampling techniques have an influence on model performance, we will run simulations with various experimental conditions and find the better classifier. Besides, we will thoroughly explore the relationship between antifragility and robustness/evolvability. Here we found that antifragility is closely related to the robustness and evolvability of biological networks. Taking a step forward from this, we will evolve random networks using antifragility as a fitness function and examine robustness and evolvability of evolved networks. This future research could give a clue to the mechanism of how biological systems obtained robustness and evolvability, and also suggest a possibility for developing robust and/or evolvable engineered systems which have antifragility as a control parameter.
