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Abstract
Steingr´ımsson[11] has recently introduced a partition analogue of Foata-
Zeilberger’s mak statistic for permutations and conjectured that its gener-
ating function is equal to the classical q-Stirling numbers of second kind.
In this paper we prove a generalization of Steingr´ımsson’s conjecture [11,
Conj. 12].
Re´sume´
Steingr´ımsson[11] a re´cemment introduit un analogue en partitions de
la statistique mak de Foata-Zeilberger pour les permutations et conjec-
ture´ que leur fonction ge´ne´ratrice est e´gale aux q-nombres de Stirling de
seconde espe`ce. Dans cet article nous de´montrons une ge´ne´ralisation de la
conjecture de Steingr´ımsson [11, Conj. 12].
1 Introduction
Les q-nombres de Stirling de seconde espe`ce, note´s Sq(n, k), sont de´finis par la relation
de re´currence :
Sq(n, k) =
{
qk−1Sq(n− 1, k − 1) + [k]qSq(n− 1, k) si 1 ≤ k ≤ n,
δnk si n = 0 ouk = 0,
(1)
ou` [k]q = 1+q+· · ·+qk−1 pour tout entier k ≥ 1. Carlitz [1] et Gould [7] ont e´tudie´ pour
la premie`re fois ces nombres sous la forme S˜q(n, k) = q
−(k2)Sq(n, k). Dans les dernie`res
anne´es, beaucoups d’auteurs ont cherche´ des interpre´tations des q-nombres de Stirling
S˜q(n, k) et Sq(n, k) dans diffe´rents mode`les tels que les partitions, fonctions a` croissance
restreinte [10, 11, 12, 13, 14], placement de tours [9, 6], 0-1 tableaux [8, 2] et juggling
patterns [3].
Une partition en k blocs de [n] = {1, 2, . . . , n} sera note´ pi = B1 − · · · − Bk, ou`
B1, . . . , Bk sont les blocs classe´s par ordre croissant de leurs plus petits e´le´ments. On
note Pkn l’ensemble des partitions en k blocs de [n]. Etant donne´e une partition pi de [n],
on re´partit les entiers de [n] en quatre types de la manie`re suivante :
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• un ouvrant est le plus petit e´le´ment d’un bloc de pi ;
• un fermant est le plus grand e´le´ment d’un bloc de pi ;
• un passant est un e´le´ment ni ouvrant ni fermant d’un bloc de pi non re´duit
a` un seul e´le´ment ;
• un singleton est l’e´le´ment d’un bloc de pi qui n’a qu’un seul e´le´ment.
L’ensemble des ouvrants, fermants, passants et singletons de pi sera note´ respectivement
par O(pi), F(pi), P(pi) et S(pi). Il est e´vident que S(pi) = O(pi) ∩ F(pi).
Rappelons qu’un mot w ∈ [k]n est une fonction a` croissance restreinte s’il satisfait
les conditions suivantes :
w1 = 1 et wi ≤ max{wj : 1 ≤ j < i}+ 1 pour tout i ∈ [n].
A toute partition pi = B1 − · · · − Bk ∈ P
k
n on peut associer une fonction a` croissance
restreinte w(pi) = w1w2 . . . wn ou` wi est l’indice du bloc de pi contenant l’entier i pour
i ∈ [n].
Exemple. Si pi = 1 4 8 − 2 − 3 7 9 − 5 6, alors O(pi) = {1, 2, 3, 5}, F(pi) = {8, 2, 9, 6},
P (pi) = {4, 7} et S(pi) = {2} et w(pi) = 1 2 3 1 4 4 3 1 3.
Suivant Steingr´ımsson [11] on de´finit les huit statistiques coordonne´es sur Pkn comme
suit :
ros i(pi) = #{j ∈ O(pi) | i > j, wj > wi},
rob i(pi) = #{j ∈ O(pi) | i < j, wj > wi},
rcs i(pi) = #{j ∈ F(pi) | i > j, wj > wi},
rcb i(pi) = #{j ∈ F(pi) | i < j, wj > wi},
los i(pi) = #{j ∈ O(pi) | i > j, wj < wi},
lob i(pi) = #{j ∈ O(pi) | i < j, wj < wi},
lcs i(pi) = #{j ∈ F(pi) | i > j, wj < wi},
lcb i(pi) = #{j ∈ F(pi) | i < j, wj < wi}.
On de´finit ensuite les huit statistiques ros, rob, rcs, rcb, lob, los, lcs et lcb comme la
somme de leurs coordonne´es, par exemple, ros(pi) =
∑
i rosi(pi).
Remarque. ros est l’abre´viation en anglais pour “right, opener, smaller”, de meˆme lcb
est celle pour “left, closer, bigger”, etc (voir [11]). Certaines de ces statistiques ont e´te´
introduites dans la lite´rature sous diffe´rentes formes, comme les statistiques lb, ls, rb et
rs de [13, section 2], les statistiques IM et Im de [9, section 4] et la statistique inv de
[10, section 4]. Plus exactement, on a les relations suivantes :
ros = lb = I
M = inv, lcb = rs,
los = ls = I
m, rcb = rb .
D’autre part on voit facilement que la statistique lob(pi) ≡ 0 si les blocs de pi sont classe´s
par ordre croissant de leurs plus petits e´le´ments. Elle ne sera utile que si les blocs de pi
sont classe´s dans un ordre arbitraire.
Inspire´ par la statistique mak de Foata et Zeilberger [5] sur les permutations, Ste-
ingr´ımsson [11] a introduit les analogues en partitions suivants :
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De´finition 1 Pour tout pi ∈ Pkn, on pose
mak(pi) = ros(pi) + lcs(pi), lmak ′(pi) = n(k − 1)− [lcb(pi) + rob(pi)],
mak′(pi) = lob(pi) + rcb(pi), lmak (pi) = n(k − 1)− [los(pi) + rcs(pi)].
Donnons un exemple de calculs des statistiques pre´ce´demment de´finies.
Exemple. Soit pi = 1 4 8− 2 9− 3 7− 5 6, alors on a :
pi = 1 4 8− 2 9− 3 7− 5 6
rosi : 0 2 3 0 2 0 1 0 0
lcsi : 0 0 0 0 1 0 0 0 0
lobi : 0 0 0 0 0 0 0 0 0
rcbi : 3 3 1 2 0 1 0 0 0
pi = 1 4 8− 2 9− 3 7− 5 6
lcbi : 0 0 0 1 0 2 2 3 3
robi : 3 1 0 2 0 1 0 0 0
losi : 0 0 0 1 1 2 2 3 3
rcsi : 0 0 2 0 2 0 1 0 0
On en de´duit donc d’apre`s la de´finition :
mak(pi) = 8 + 1 = 9, lmak ′(pi) = 27− (11 + 7) = 9,
mak ′(pi) = 0 + 10 = 10, lmak(pi) = 27− (12 + 5) = 10.
Les q-nombres de Stirling ont e´te´ obtenus pour la premie`re fois comme fonction
ge´ne´ratrice dans [9], en termes de statistiques IM et Im. Puis, quatre variantes de
ces statistiques ont e´te´ introduites dans [13]. Celles-ci ont e´te´ ensuite e´tendues aux huit
variantes dans [11], vraisemblablement e´puisant toutes les possibilite´s d’exploiter l’indice
d’inversion d’une partition. Toutes ces extensions ont e´te´ obtenues par modifications
triviales de de´finitions; or, l’e´tude des distributions conjointes, comme dans [13], ou
celle des statistiques me´lange´es, comme dans [11], montre que ces extensions me´ritent
d’eˆtre e´tudie´es.
On pourrait distinguer deux types de statistiques sur Pkn : celles dont la ve´rification
de la re´currence (1) est facile et celles dont la ve´rification de la re´currence (1) est
difficile [13]. Par exemple, il est facile (voir [9]) de ve´rifier que
∑
pi∈Pkn
qlos(pi) satisfait
(1). D’autre part, il existe des statistiques ayant pour fonction ge´ne´ratrice Sq(n, k), mais
la re´currence (1) s’ave`re plus difficile a` ve´rifier (voir [13]). Dans cet article nous e´tudions
quelques nouvelles statistiques du dernier type sur Pkn ayant pour fonction ge´ne´ratrice
Sq(n, k). En effet, cet article a e´te´ motive´ par la conjecture suivante de Steingr´ımsson [11,
Conj. 12] :
Conjecture 1 (Steingr´ımsson) Les quatre statistiques mak, lmak, mak ′ et lmak′ ont
pour fonction ge´ne´ratrice sur Pkn les q-nombres de Stirling Sq(n, k), c’est-a`-dire∑
pi∈Pkn
qmak(pi) =
∑
pi∈Pkn
qmak
′(pi) =
∑
pi∈Pkn
qlmak
′(pi) =
∑
pi∈Pkn
qlmak(pi) = Sq(n, k).
Il se trouve que la statistique mak ′ est e´gale a` la statistique rb deWachs et White [13],
qui avaient e´tablis, parmi d’autres, le re´sultat suivant :∑
pi∈Pkn
qmak
′(pi) = Sq(n, k). (2)
En s’appuyant sur le re´sultat (2) de Wachs et White, on pourrait de´montrer la conjecture
de Steingr´ımsson ci-dessus a` partir des deux the´ore`mes suivants :
3
The´ore`me 1 Il existe une involution ϕ sur Pkn telle que pour tout pi ∈ P
k
n, on a
mak(pi) = mak ′(ϕ(pi)).
The´ore`me 2 Pour tout pi ∈ Pkn on a
mak(pi) = lmak ′(pi), mak ′(pi) = lmak(pi).
En fait, l’approche que nous proposons dans cet article est inde´pendante du re´sultat
(2) de Wachs et White et a permis de trouver une nouvelle statistque makl ge´ne´ralisant
mak.
De´finition 2 Soit pi = B1 − · · · −Bk ∈ Pkn et w(pi) = w1 . . . wn. Pour tout b ∈ [n] on
pose reb(b, pi) = #{a | wa > wb et a > b}. Pour tout l ∈ [k] on de´signe respectivement
par p(Bl) et g(Bl) le plus petit et le plus grand e´le´ment de Bl, et on de´finit
makl(pi) = mak(pi)− reb(g(Bl), pi) + k − l.
On remarque que lorsque l = k on retrouve la mak ordinaire, i.e. makk = mak.
Exemple. Soit pi = 1 4 8− 2− 3 7 9− 5 6, alors on a g(B1) = 8, g(B2) = 2, g(B3) = 9
et g(B4) = 6. Ainsi :
reb(g(B1), pi) = 1 =⇒ mak1(pi) = 11,
reb(g(B2), pi) = 5 =⇒ mak2(pi) = 6,
reb(g(B3), pi) = 0 =⇒ mak3(pi) = 10,
reb(g(B4), pi) = 0 =⇒ mak4(pi) = 9.
Le the´ore`me suivant ge´ne´ralise la conjecture de Steingr´ımsson sur la statistique mak.
The´ore`me 3 Pour 1 ≤ l ≤ k, on a∑
pi∈Pkn
qmakl(pi) = Sq(n, k).
Nous donnons les de´monstrations de ces trois the´ore`mes respectivement dans les
trois sections suivantes et terminons l’article avec quelques remarques sur les proble`mes
ouverts.
2 Preuve du the´ore`me 1
Nous avons besoin de quelques de´finitions supple´mentaires. Pour tout ensemble fini
d’entiers B et entier i, on note B(≤ i) la restriction de B sur [i], qui est soit complet, si
l’ensemble B est inclus dans [i], soit incomplet, si une partie non vide de B est dans [i]
et l’autre partie non vide dans [n] \ [i], soit vide si B ∩ [i] = ∅.
De´finition 3 Soit pi = B1 − B2 − · · · − Bk une partition de P
k
n et T0 = ∅. Pour
i = 1, . . . , n, on de´finit la ie trace de pi comme la partition Ti de [i] :
Ti = B1(≤ i)−B2(≤ i)− · · · −Bk(≤ i).
On note le nombre de blocs incomplets dans Ti−1 par li(pi), et le nombre de blocs
incomplets situe´s a` gauche du bloc contenant i dans Ti par γi(pi)− 1.
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Exemple. Si pi = 1 4 8− 2− 3 7 9− 5 6, alors les traces, li(pi) et γi(pi) sont donne´s par :
T1 = 1· l1 = 0 γ1 = 1
T2 = 1 · −2 l2 = 1 γ2 = 2
T3 = 1 · −2− 3 · l3 = 1 γ3 = 2
T4 = 1 4 · −2− 3 · l4 = 2 γ4 = 1
T5 = 1 4 · −2− 3 · −5 · l5 = 2 γ5 = 3
T6 = 1 4 · −2− 3 · −5 6 l6 = 3 γ6 = 3
T7 = 1 4 · −2− 3 7 · −5 6 l7 = 2 γ7 = 2
T8 = 1 4 8− 2− 3 7 · −5 6 l8 = 2 γ8 = 1
T9 = 1 4 8− 2− 3 7 9− 5 6 l9 = 1 γ9 = 1
ou` on ajoute un point dans chaque bloc incomplet.
Il est clair qu’une partition est entie`rement de´termine´e par ses traces successives
T1, T2, . . . , Tn ou par la suite (l1, γ1), . . . , (ln, γn). D’autre part, pour tout i ∈ [n] on
voit que
k =
{
li +#{a ∈ O | a > i}+#{a ∈ F | a < i}, si i ∈ P ∪ Fs,
1 + li +#{a ∈ O | a > i}+#{a ∈ F | a < i}, si i ∈ Os ∪ S.
(3)
D’ou` on tire en sommant sur tous les i :
nk = #O +
n∑
i=1
(li +#{a ∈ O | a > i}+#{a ∈ F | a < i}). (4)
Lemme 1 Soit pi ∈ Pkn une partition fixe´e, on pose O = O(pi), Fs = F(pi) \ S(pi),
P = P(pi), li = li(pi) et γi = γi(pi). Alors on a les identite´s suivantes :
mak(pi) =
∑
i∈Fs∪P
(li − γi) +
n∑
i=1
#{a ∈ F|a < i}, (5)
mak ′(pi) =
∑
i∈Fs∪P
(k − γi) +
∑
i∈O
(k − 1− li)−
n∑
i=1
#{a ∈ F|a < i}, (6)
∑
i∈Fs
li =
∑
i∈Os
(li + 1). (7)
Preuve : Pout tout i ∈ [n], comme lcsi(pi) est le nombre de blocs complets a` gauche du
bloc contenant i dans la ie-trace de pi, on a lcsi(pi) = #{a ∈ F(pi)|a < i}; d’autre part,
rosi(pi) est le nombre de blocs (complets ou incomplets) a` droite du bloc contenant i
dans la ie-trace de pi, ainsi ros i(pi) = li − γi si i ∈ Fs ∪ P et ros i(pi) = 0 si i ∈ O.
D’ou` la premie`re e´galite´. De meˆme, comme rcbi(pi) comptent non seulement les blocs
incomplets a` droite du bloc contenant i dans Ti, c’est a` dire li − γi si i ∈ Fs ∪ P et 0
sinon, mais aussi les blocs qui ne sont pas encore cre´e´s, soit{
k − li −#{a ∈ F | a < i} si i ∈ Fs ∪ P ,
k − li −#{a ∈ F | a < i} − 1 si i ∈ O.
En sommant sur i on obtient la seconde e´galite´. Enfin, on remarque qu’il y a autant de
fermants que d’ouvrants dans pi, et ∀i ∈ [n], li ≥ 0 et li+1 = li + 1 (resp. li+1 = li − 1 )
si i ∈ Os (resp. si i ∈ Fs). On va construire une bijection de Os dans Fs telle que si
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a 7→ a′, alors la + 1 = la′ . Ce qui de´montre clairement la troisie`me e´galite´. En effet,
soit Os = {a1, . . . , ar} tel que a1 < a2 < · · · < ar. Comme la1 = 0 et lg = 1, ou`
g est le plus grand fermant de pi, on de´finit a′1 comme le plus petit fermant tel que
la1 + 1 = la′1 . Supposons ainsi de´finis les i − 1 fermants a
′
1, . . . , a
′
i−1 associe´s avec les
i premiers ouvrants a1, . . . , ai−1 respectivement. A ai on associe le plus petit fermant,
soit a′i, dans Fs \ {a
′
1, . . . , a
′
i−1} tel que lai + 1 = la′i .
Graˆce a` la notion de trace, on est maintenant en mesure de de´crire une involution
ϕ : Pkn −→ P
k
n de´finie par l’algorithme suivant :
1. Etant donne´e une partition pi de [n], on partage l’ensemble [n] en quatre
parties S(pi), Os(pi) = O(pi) \ S(pi), Fs(pi) = F(pi) \ S(pi) et P(pi), et on
calcule les γi pour tout i ∈ [n]. Notons f (resp. p) la suite croissante des
e´le´ments de Fs(pi) (resp. P(pi)). On forme alors les deux matrices :(
f
γ
)
=
(
f1 f2 . . . fr
γf1 γf2 . . . γfr
)
,
(
p
γ
)
=
(
p1 p2 . . . ps
γp1 γp2 . . . γps
)
.
2. On commence par de´finir les quatre ensembles correspondants de pi′ :
S ′ = {n+ 1− i | i ∈ S(pi)}, O′s = {n+ 1− i | i ∈ Fs(pi)},
F ′s = {n+ 1− i | i ∈ Os(pi)}, P
′ = {n+ 1− i | i ∈ P(pi)}.
(8)
On note que
O′ = O′s ∪ S
′ et F ′ = Fs ∪ S
′.
Soient f ′ et p′ les suites croissantes des e´le´ments de F ′s et P
′, formons les
deux matrices :(
f ′
γ′
)
=
(
f ′1 f
′
2 . . . f
′
r
γf1 γf2 . . . γfr
)
,
(
p′
γ′
)
=
(
p′1 p
′
2 . . . p
′
s
γps γps−1 . . . γp1
)
.
3. On commence par construire une partition pi0 de O′, dont les blocs sont
tous des singletons. Un singleton {i} est dit complet (resp. incomplet) si
i ∈ S ′ (resp. sinon). Soit
pi0 = B1 −B2 − · · · −Bk.
Supposons ensuite que x1, x2, . . . , xn−k est le re´arrangement croissant des
e´le´ments de F ′s ∪ P
′. Pour j = 1, . . . , n − k on construit pij en inse´rant
xj dans l’un des blocs de pij−1 de sorte que γ
′
xj
= γxj (pij). Rappelons
qu’un bloc de pij est conside´re´ complet s’il de´bute avec un e´le´ment de O′
et termine avec un e´le´ment de F ′.
4. De´finissons ϕ(pi) = pi′ = pin−k, alors S(pi′) = S ′,Os(pi′) = O′s, Fs(pi
′) = F ′s,
P(pi′) = P ′.
On ve´rifie que ϕ est une involution sur Pkn telle que Fs(ϕ(pi)) = {n+1− i | i ∈ Os(pi)}.
Exemple. Prenons la partition pi = 1 4 8− 2− 3 7 9− 5 6, alors
Os = {1, 3, 5}, Fs = {8, 9, 6}, P = {4, 7}, S = {2}.
On en de´duit donc F ′s = {9, 7, 5}, O
′
s = {2, 1, 4}, P
′ = {6, 3} et S ′ = {8}. Ainsi on a(
f
γ
)
=
(
6 8 9
3 1 1
)
,
(
p
γ
)
=
(
4 7
1 2
)
,
et puis (
f ′
γ′
)
=
(
5 7 9
3 1 1
)
,
(
p′
γ′
)
=
(
3 6
2 1
)
.
On obtient d’abord les k = 4 blocs (complets ou incomplets) forme´s des e´le´ments de
O′ :
pi0 = 1 · − 2 · − 4 · − 8.
On inse`re successivement les e´le´ments i de F ′s ∪P
′ en tenant compte de γi et on obtient
pi1 = 1 · − 2 3 · − 4 · − 8
pi2 = 1 · − 2 3 · − 4 5− 8
pi3 = 1 6 · − 2 3 · − 4 5− 8
pi4 = 1 6 7− 2 3 · − 4 5− 8
pi5 = 1 6 7− 2 3 9− 4 5− 8.
D’ou` pi′ = pi5 = 1 6 7 − 2 3 9 − 4 5 − 8. On ve´rifie que (pi′)′ = pi.
Remarque. On pourrait de´crire l’involution ϕ dans le mode`le des chemins de Motzkin
value´s [4]. En effet a` chaque partition pi ∈ Pkn, on peut associer un chemin T (pi) de´finie
comme suit :
• A chaque e´le´ment de Os (resp. S), on associe un pas nord-est (resp. est)
e´tiquete´ 1 (resp. 1∗).
• A chaque e´le´ment i ∈ Fs (resp. P), on associe un pas sud-est (resp. est)
e´tiquete´ γi.
La correspondance pi −→ ϕ(pi) = pi′ se pre´sente alors comme une symme´trie par rap-
port a` l’axe des ordonne´es des chemins correspondants ou` l’e´tiquettage de T (pi′) est le
suivant :
• Les pas “est” gardent la meˆme valeur.
• Les pas “nord-est” reste e´tiquete´s 1.
• On e´tiquette les pas “sud-est” en reprenant les e´tiquettes des pas “sud-est
de T (pi) dans le meˆme ordre.
Exemple. Soit pi = 1 4 8− 2− 3 7 9− 5 6 alors :
 
 
 
 
 
 ❅
❅
❅
❅
❅
❅
1
1*
1
1
1 3
2
1
 
 
 
 
 
 ❅
❅
❅
❅
❅
❅
1
T (pi′)
1
1
2
1 3
1
1
1*
1
T (pi)
•
• •
• •
•
• •
•
• •
•
• •
•
• •
• •
•
A partir du chemin T (pi) on retrouve alors la partition ϕ(pi) = 1 6 7− 2 3 9− 4 5− 8 .
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Reste a` montrer que mak ′(ϕ(pi)) = mak(pi), ce qui, en vertu du lemme 1, e´quivaut a` :
∑
i∈Fs∪P
(li − γi) +
n∑
i=1
#{a ∈ F | a < i}
=
∑
i∈F ′s∪P
′
(k − γ′i) +
∑
i∈O′
(k − l′i − 1)−
n∑
i=1
#{a ∈ F ′ | a < i}. (9)
Or la construction de ϕ(pi) exige que les suites (γi)i∈F ′s et (γi)i∈P′s soient respectivement
des re´arrangements de (γi)i∈Fs et (γi)i∈Ps . Ainsi, compte tenu des de´finitions (8) de F
′,
O′, P ′, S ′, F ′s et O
′
s, l’identite´ (9) peut s’e´crire comme suit :
∑
i∈Fs∪P
li +
n∑
i=1
(#{a ∈ F | a < i}+#{a ∈ O | a > i}) = nk −
∑
i∈O′
(l′i + 1).
En appliquant l’e´quation (4), on voit que l’e´galite´ ci-dessus e´quivaut a` :∑
i∈O
(li + 1) =
∑
i∈O′
(l′i + 1). (10)
Remarquant que j ∈ O′ si et seulement si j¯ = n+ 1− j ∈ F , on de´duit de (3) que
l′i = k − 1−#{a ∈ O
′ | a > i} −#{a ∈ F ′ | a < i}
= k − 1−#{b¯ ∈ F | b¯ < i¯} −#{b¯ ∈ O | b¯ > i¯}.
Ce qui montre que l′i = l¯i si i ∈ S
′ et l′i = l¯i + 1 si i ∈ F
′
s. Il en re´sulte que l’identite´
(10) e´quivaut a` (7). Ce qu’il fallait de´montrer.
3 Preuve du the´ore`me 2
On commence par quelques de´finitions et notations. Pour eˆtre cohe´rent avec les nota-
tions de Steingr´ımmson [11], on utilise re´spectivement les abre´viations de right element
smaller, right element bigger et left element bigger pour les statistiques res, reb et leb.
De´finition 4 Soit pi = B1 − · · · − Bk une partition de Pkn et b ∈ Bj fixe´. On de´finit
d’abord, pour tout i > j, res (b, Bi) = #{a ∈ Bi | b > a}, reb (b, Bi) = #{a ∈ Bi | b < a},
et pour tout i < j, leb (b, Bi) = #{a ∈ Bi | b < a}; et puis
res (b, pi) =
∑
i>j
res (b, Bi), reb (b, pi) =
∑
i>j
reb (b, Bi), leb (b, pi) =
∑
i<j
leb (b, Bi).
Enfin on note bj le cardinal de Bj pour tout j ∈ [k] et pose
leb (O, pi) =
∑
b∈O(pi)
leb (b, pi), res (F , pi) =
∑
b∈F(pi)
res (b, pi).
Proposition 1 Pour toute partition pi ∈ Pkn, on a
mak(pi) = lmak′(pi) = los(pi)− res (F , pi) + leb(O, pi),
mak′(pi) = lmak(pi) = n(k − 1)− los(pi) − leb (F , pi).
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Preuve : Soit pi = B1 − · · · − Bk ∈ P kn , en utilisant les notations de la de´finition 4, on
peut re´e´crire les statistiques lcs(pi) et ros(pi) de la fac¸on suivante :
lcs(pi) =
k−1∑
i=1
∑
j>i
(bj − res (g(Bi), Bj)) ,
ros(pi) =
k∑
i=2
∑
j<i
leb (p(Bi), Bj).
Ainsi, la statistique mak(pi) peut s’e´crire :
mak(pi) =
k−1∑
i=1
∑
j>i
(bj − res (g(Bi), Bj)) +
k∑
i=2
∑
j<i
leb (p(Bi), Bj),
=
k∑
j=2
(j − 1)bj −
∑
b∈F(pi)
res (b, pi) +
∑
b∈O(pi)
leb (b, pi),
= los(pi) − res (F , pi) + leb (O, pi).
D’autre part, on a :
lcb(pi) =
k−1∑
i=1
∑
j>i
res (g(Bi), Bj) = res (F , pi),
rob(pi) =
k∑
i=2
∑
j<i
[bj − leb(p(Bi), Bj)] =
k∑
j=1
(k − j)bj − leb (O, pi).
Et donc la statistique lmak’ peut s’e´crire :
lmak′(pi) =
[
n(k − 1)−
k∑
i=1
(k − i)bi
]
− res (F , pi) + leb (O, pi)
=
[
k∑
i=1
(k − 1)bi −
k∑
i=1
(k − i)bi
]
− res (F , pi) + leb (O, pi)
= los(pi)− res (F , pi) + leb(O, pi).
D’ou` la premie`re identite´. La seconde identite´ peut eˆtre ve´rifie´e de fac¸on analogue.
4 Preuve du the´ore`me 3
Dans tout ce qui suit on suppose que O est un sous-ensemble fixe´ de [n] a` k+1 e´le´ments
avec 1 ∈ O. Soit Pk+1n (O) l’ensemble des partitions de P
k+1
n ayant pour l’ensemble des
ouvrants O.
Lemme 2 La statistique los+ leb est constante sur P k+1n (O). Plus pre´cise´ment, pour
toute partition pi ∈ P k+1n (O), on a
los(pi) + leb (O, pi) =
∑
x∈O,x 6=1
(n− x+ 1).
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Preuve : Soit pi0 = B1−· · ·−Bk+1 la partition de P k+1n (O), telle que tout non-ouvrant a
soit le plus a` droite possible, c’est-a`-dire, a ∈ Bj tel que p(Bj) < a et a < p(Bj+1). Alors
toutes les autres partitions pi de P k+1n (O) s’obtiennent a` partir de pi0 par de´placements
successifs des non-ouvrants vers la gauche. Or lorsque l’on de´place une lettre vers la
gauche (de i blocs), los(pi0) diminue de i, et leb (O, pi0) augmente de i. Ainsi on montre
que los+ leb est constant sur l’ensemble P k+1n (O). Il suffit donc calculer cette statistique
pour pi0. Clairement leb (O, pi0) = 0. Si (x1, . . . xk+1) est le re´arrangement croissant des
e´le´ments de O, alors pour tout xi ∈ O le nombre d’e´le´ments qui sont plus grand que xi
et dans un bloc a` droite de Bi est n− xi+1 + 1 pour i = 1, . . . , k. D’ou` le re´sultat.
Pour tout i ∈ [k + 1] et pi ∈ Pk+1n on pose
stat i(pi) = k − res (F , pi)− reb (g(Bi), pi). (11)
Lemme 3 Pour tout i ∈ [k], il existe une bijection ϕi sur Pk+1n (O) telle que :
stat i(pi) = stat i+1(ϕi(pi)) − 1. (12)
Preuve : Soit pi = B1−· · ·−Bk+1 ∈ Pk+1n (O). On de´finit pi
′ = ϕi(pi) = B
′
1−· · ·−B
′
k+1
comme suit : B′j = Bj pour tout j 6= i, i+ 1,
B′i =
{
Bi \ {a ∈ Bi | a > g(Bi+1)} ∪ {g(Bi+1)} si bi+1 > 1;
Bi \ {a ∈ Bi | a > g(Bi+1)} si bi+1 = 1;
et
B′i+1 =
{
Bi+1 \ {g(Bi+1)} ∪ {a ∈ Bi | a > g(Bi+1)} si bi+1 > 1;
Bi+1 ∪ {a ∈ Bi | a > g(Bi+1)} si bi+1 = 1.
On peut construire de manie`re analogue l’application inverse ϕ−1i . Donc ϕi est une
bijection. Il reste a` ve´rifier l’e´quation (12). On distingue trois cas suivants :
1. Si bi+1 = 1 et g(Bi) < g(Bi+1), alors pi
′ = pi.
2. Si bi+1 = 1 et g(Bi) > g(Bi+1) (et donc bi > 1), alors il est e´vident que
res (F , pi′) = res (F , pi)− 1, et reb (g(B′i+1), pi
′) = reb (g(Bi), pi).
3. Si bi+1 > 1, on a reb (g(B
′
i+1), pi
′) = bi+2+ · · ·+ bk+1− res(g(B′i+1), pi
′), et
res (F , pi′) = res (F , pi)− res(g(Bi), pi) + bi+1 − 1 + res(g(B′i+1), pi
′).
Il est clair que l’e´galite´ (12) a lieu dans les deux premiers cas; pour le dernier cas,
l’e´galite´ (12) de´coule du fait que res(g(Bi), pi) + reb(g(Bi), pi) = bi+1 + · · ·+ bk+1.
Exemple. Prenons i = 3, k = 3, n = 9, O = {1, 2, 3, 5} et fixons B1 = {1, 4, 8}
et B2 = {2}. Posons pi0 = 1 4 8 − 2 − 3 − 5 6 7 9 et pij = ϕi(pij−1) pour j ≥ 1, alors
l’application de ϕi donne successivement :
partition stati+1 − 1 stati
pi0 = 1 4 8− 2− 3− 5 6 7 9 −3 −6
pi1 = 1 4 8− 2− 3 9− 5 6 7 −6 −5
pi2 = 1 4 8− 2− 3 7− 5 6 9 −5 −5
pi3 = 1 4 8− 2− 3 7 9− 5 6 −5 −4
pi4 = 1 4 8− 2− 3 6− 5 7 9 −4 −5
pi5 = 1 4 8− 2− 3 6 9− 5 7 −5 −4
pi6 = 1 4 8− 2− 3 6 7− 5 9 −4 −4
pi7 = 1 4 8− 2− 3 6 7 9− 5 −4 −3
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On constate que pij+8 = pij pour j ≥ 0.
Lemme 4 Pour tout i ∈ {1, . . . , k} on a∑
pi∈P
k+1
n−1
qmak(pi)+k−reb (g(Bi+1),pi) = qi
∑
pi∈P
k+1
n−1
qmak(pi). (13)
Preuve : On montre d’abord par re´currence de´croissante sur i l’identite´ suivante :
qi
∑
pi∈P
k+1
n−1
(O)
q− res (F ,pi) =
∑
pi∈P
k+1
n−1
(O)
qstat i+1(pi). (14)
Pour i = k le re´sultat est vrai car reb (g(Bi+1)) = 0. Supposons le re´sultat vrai a` l’ordre
i, alors
qi−1
∑
pi∈P
k+1
n−1
(O)
q− res (F ,pi) =
∑
pi∈P
k+1
n−1
(O)
qstat i+1(pi)−1.
Or le lemme 2 implique ∑
pi∈P
k+1
n−1
(O)
qstat i+1(pi)−1 =
∑
pi∈P
k+1
n−1
(O)
qstat i(pi).
Ce qui nous permet de conclure. Multipliant maintenant les deux membres de (14) par
q
∑
x∈O,x 6=1
(n−x+1)
, on de´duit du lemme 4 :
qi
∑
pi∈P
k+1
n−1
(O)
qleb (O,pi)+los(pi)−res (F ,pi) =
∑
pi∈P
k+1
n−1
(O)
qstat i+1(pi)+leb (O,pi)+los(pi).
Compte tenu de (11) et la proposition 1, on obtient (13) en sommant sur tous les
ouvrants O possibles.
On est maintenant en mesure de de´montrer que la fonction ge´ne´ratrice de makl sur
Pkn ve´rifie la relation de re´currence (1) On de´montre d’abord ce re´sultat pour mak sur
Pkn. Il est clair que c’est vrai pour n = 1. Etant donne´e une partition pi ∈ P
k+1
n , on note
pi′ la partition obtenue en supprimant n. On distingue alors deux cas selon que n est un
singleton ou non.
1. n est un singleton. Alors pi′ ∈ P kn−1 et on ve´rifie sans peine que
los(pi) = los(pi′) + k,
leb (O, pi) = leb (O, pi′),
res (F , pi) = res (F , pi′).
Ainsi mak(pi) = mak(pi′)+ k. D’ou` on de´duit la fonction ge´ne´ratrice corre-
spondante :
qk
∑
pi′∈Pk
n−1
qmak(pi
′).
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2. n n’est pas un singleton. Alors pi′ ∈ P k+1n−1 . Supposons que n soit dans le
ie`me bloc de pi. Alors
los(pi) = los(pi′) + i− 1,
leb (O, pi) = leb (O, pi′) + k + 1− i,
res (F , pi) = res (F , pi′)− res (g(Bi), pi) + bi+1 + · · ·+ bk+1.
Ainsi, en vertu de la proposition 1, on a
mak(pi) = mak(pi′) + k − reb (g(Bi), pi).
On en de´duit donc, d’apre`s le lemme 4, la fonction ge´ne´ratrice correspon-
dante :
k∑
i=0
∑
pi∈P
k+1
n−1
qmak(pi)+k−reb (g(Bi+1),pi) = [k]q
∑
pi∈P
k+1
n−1
qmak(pi).
En re´capitulant les deux cas pre´ce´dants, on a :∑
pi∈Pk+1n
qmak(pi) = qk
∑
pi∈Pk
n−1
qmak(pi) + [k]q
∑
pi∈Pk+1
n−1
qmak(pi).
Ce qui est exactement la relation de re´currence (1) pour les q-nombres de Stirling
Sq(n, k). Donc la fonction ge´ne´ratrice de mak sur Pkn est Sq(n, k).
Enfin, pour tout l ∈ [k], l’e´quation (13) e´quivaut a` :∑
pi∈Pkn
qmak(pi) =
∑
pi∈Pkn
qk−l+mak(pi)−reb (g(Bl),pi).
Ce qui montre que mak et makl sont e´quidistribue´es sur Pkn .
5 Remarques sur les partitions ordonne´es
Une k-partition ordonne´e de [n] est une suite (B1, B2, . . . , Bk) de k sous-ensembles
de [n] telle que pi = Bσ(1) − Bσ(2) − · · · − Bσ(k) soit une partition de P
k
n pour une
permutation σ de [k]. Notons OPkn l’ensemble des k-partitions ordonne´es de [n]. Il
est e´vident que le cardinal de OPkn est k!S1(n, k). Il s’agit de trouver des statistiques
Euler-mahoniennes sur OPkn , i.e., leurs fonctions ge´ne´ratrices sur OP
k
n sont e´gales a`
[k]q!Sq(n, k). Certaines de ces statistiques peuvent eˆtre obtenues a` partir d’un re´sultat
de Wachs [12]. Steingr´ımsson[11] en a propose´ d’autres.
De´finition 5 Soit pi = B1 − · · · − Bk ∈ OPkn, on de´finit un ordre partiel sur les blocs
comme suit : Bi > Bj si toutes les lettres de Bi sont plus grandes que celles de Bj. On
dit que i est un indice de descente si Bi > Bi+1. On de´finit alors bmaj(pi) comme la
somme de tous les indices de descentes de pi; et binv(pi) comme le nombre de couples
(i, j) tel que i < j et Bi > Bj.
Steingr´ımsson[11, Conj. 13] a conjecture´ que si l’on ajoute a` bmaj ou binv, l’une
des statistiques de la de´finition 1, on obtient une statistique Euler-mahonienne, c’est a`
dire :
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Conjecture 2 (Steingr´ımsson) Les statistiques suivantes sont Euler-mahoniennes :
mak+bmaj, mak ′ + bmaj, lmak ′ + bmaj, lmak+bmaj,
mak+binv, mak ′ + binv, lmak ′ + binv, lmak+binv.
On remarque que la de´monstration de la proposition 1 s’e´tend mutatis mutandis au
cas des partitions de OP kn , on peut alors re´duire cette conjecture de moitie´, i.e., dans la
conjecture ci-dessus, il n’y a que quatre statistiques distinctes. Plus pre´cise´ment on a le
re´sultat suivant :
Proposition 2 On a les e´galite´s suivantes :
mak+bmaj = lmak ′ + bmaj, mak ′ + bmaj = lmak+bmaj,
mak+binv = lmak ′ + binv, mak ′ + binv = lmak+binv .
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