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ABSTRACT:
Nowadays, mobile mapping systems are widely used to quickly collect reliable geospatial information of relatively large areas:
thanks to such characteristics, the number of applications and fields exploiting their usage is continuously increasing. Among such
possible applications, mobile mapping systems have been recently considered also by railway system managers to quickly produce
and update a database of the geospatial features of such system, also called assets. Despite several vehicles, devices and acquisition
methods can be considered for the data collection of the railway system, the predominant one is probably that based on the use of
a mobile mapping system mounted on a train, which moves all along the railway tracks, enabling the 3D reproduction of the entire
railway track area.
Given the large amount of data collected by such mobile mapping, automatic procedures have to be used to speed up the process of
extracting the spatial information of interest, i.e. assets positions and characteristics.
This paper considers the problem of extracting such information for what concerns cantilever and portal masts, by exploiting a mixed
approach. First, a set of candidate areas are extracted and pre-processed by considering certain of their geometric characteristics,
mainly extracted by using eigenvalues of the covariance matrix of a point neighborhood. Then, a 3D modified Fisher vector-deep
learning neural net is used to classify the candidates. Tests on such approach are conducted in two areas of the Italian railway
system.
1. INTRODUCTION
Thanks to its safeness, railway transportation is still one of the
most used public transportation methods for short to medium
length travels, whereas long travels, such as intercontinental,
are usually made by means of international flights.
Maintenance and monitoring of railway systems at national level
is clearly a quite challenging task: rail lines are usually thou-
sands of kilometers long, and several objects of interest are dis-
tributed all along such lines.
Despite several train companies operate in the Italian market,
the physical Italian railway system is managed by the Italian
Railway Network Enterprise (RFI), which is also in charge of
the maintenance and monitoring operations. Given the com-
plexity of the railway network and of the numerous objects to be
monitored, RFI recently introduced the MUIF (Unique Model
of the Physical Infrastructure), aiming at generating a geore-
ferenced spatial digital representation of all the Italian railway
system, to be used for easing the above-mentioned monitoring
operations. MUIF is based on a geospatial database of several
objects related to the railway system, such as switches, masts,
cantilevers.
The acquisition of the geospatial data to be used to populate
such geospatial database is clearly a not so easy task: given the
huge rail line length and the complexity of the areas of interest,
in particular on train stations, data acquisition is carried out by
using different approaches and sensors:
∗ Corresponding author.
• airborne photogrammetry (GSD = 0.08 m);
• airborne LiDAR survey (point density ≥ 4 points/m2);
• mobile mapping system mounted on a train;
• backpack mobile mapping system for high resolution geo-
spatial data acquisition on train stations.
Furthermore, the data provided by other mobile systems can
also be integrated in the system (e.g. with sensors on trolleys
or other mobile devices (Tucci et al., 2018, Poiesi et al., 2017,
Masiero et al., 2016)).
Such surveying techniques provide geospatial data, which are
integrated in a Geospatial Information System (GIS), with dif-
ferent spatial resolutions and acquired in different time instants.
It is worth to notice that the information about the objects of in-
terest, such as switches and masts, should be extracted by such
huge amount of raw data, and properly inserted in the database
as well, along with their 3D characteristics of interest, e.g. mast
height, pylon thickness.
Hence, such characteristics of interest should be reflected on a
proper semantic structure of the geospatial database attributes,
and some tools should be developed for the automatic extrac-
tion of such semantic information from the raw data. The latter
is the main goal of this work, whereas the geospatial database
formulation and description was already considered previously
(Corongiu et al., 2018).
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More specifically, this work aims at developing and testing a
procedure to automatically detect certain objects of interest (i.e.
cantilever masts and portals) from point clouds provided by the
train and backpack mobile mapping systems, and to extract the
corresponding position and semantic information to be inserted
in the above-mentioned database. Fig. 1 shows an example of
point cloud acquired with a mobile mapping system mounted
on a train.
Figure 1. Example of train mobile mapping point cloud acquired
in proximity of a station.
The rest of the paper is organized as follows: Section 2 provides
an overview of the proposed procedure and a short literature
review of previous work related to this subject. Then Section 3
and 4 describe some pre-processing steps of the point cloud,
and Section 5 presents the neural network-based classification
procedure. Finally, discussion and some conclusions are drawn
in Section 7 and 8.
2. PROCEDURE OVERVIEW
The problem of extracting certain objects and information from
railway point clouds has already been considered in the lit-
erature by several authors: (Neubert et al., 2008) considered
the detection of rail tracks, catenary and contact cables from
orthophotos, whereas (Elberink, Khoshelham, 2015) extracted
such information from points clouds by using template match-
ing techniques (Arastounia, Oude Elberink, 2016). Similarly to
the case considered in this work, most of the authors exploited
mobile laser scanning systems (Pastucha, 2016) or on airborne
LiDAR (Arastounia, 2017) for the data acquisition.
The strategy implemented in this work takes advantage of a pre-
processing step, that aims at selecting a proper set of candidate
objects of interest. Such candidates are then fed as inputs of
a deep learning classifier, which determines the class of each
object.
In particular, each candidate is selected based on the local prop-
erty of the point cloud. Then, eigenvalue-based segmentation
(Maalek et al., 2018, Weinmann et al., 2015) is used to dis-
criminate between the different parts of the object, and, more
specifically, to discard ground and vegetation point.
Convolutional neural networks (CNN, (Krizhevsky et al., 2012))
are used for the classification of objects from point clouds: this
work exploits modified Fisher vectors for the object classifica-
tion (e.g. masts) from point clouds (Ben-Shabat et al., 2018).
Fig. 2 shows certain of the objects to be detected from the mo-
bile mapping point cloud. The extracted semantic information
in the considered case studies is compared with that already
stored and validated in the MUIF database (Tucci et al., 2019).
(a) (b)
Figure 2. Examples of objects to be classified (rails are included
in order to ease the readability of the figures on the top).
3. CANDIDATE EXTRACTION
This work considers in particular the problem detecting canti-
lever masts and mast portals. To such aim, a simple procedure
is first implemented to extract a set of candidates to be tested.
Such candidate set computation is mainly motivated by the need
of reducing the computational burden related to the execution of
the classification step via neural networks.
Since in this work the objects of interest are typically quite high,
the candidate extraction procedure is mostly based on the iden-
tification of areas with high (planar) point density per square
meter (Fig. 3(a)), and with quite high differences of altitudes
between points in such areas.
The procedure described above is applied to a voxelized version
of the point cloud. Then, connected components are computed
and the centroid of each connected region is considered as a
potential object of interest candidate (Fig. 3(b)).
(a)
(b)
Figure 3. Example of candidate extraction: (a) planar point
density (b) extracted candidates.
4. PRE-PROCESSING
Each object point cloud is pre-processed before being fed into
the neural network classifier. The pre-processing workflow for
each candidate is as follows:
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• extract a subset of the point cloud corresponding to the
neighbors of such candidate (e.g. a cylinder with 2 m ra-
dius centered in such location).
• change the local reference system of the subset in such a
way to align the y coordinates with the railway track dir-
ection (Fig. 4).
• detect and discard in such subset ground, vegetation and
other points not related to the objects of interest (Fig. 5, 6,
7).
The latter step takes advantage of the geometric feature detec-
tion methods based on the eigenvalues of the covariance matrix
of the neighborhood of a 3D point (Maalek et al., 2018, Wein-
mann et al., 2015). Let λ1, λ2, λ3 be the three eigenvalues of
such covariance matrix, and let ei, i = 1, 2, 3, be the normal-




Then, similarly to (Weinmann et al., 2015), the following 3D
features are used to summarize the point geometrical character-
istics: linearity Lλ, planarity Pλ, scattering Sλ, omnivariance























Such 3D features are used to separate points useful for recog-
nizing the objects of interest from vegetation, walls, and other
objects which should be discarded. Wires and other mostly
metallic objects (parts of masts and portals) are usually easily
identified as linear features, whereas walls are well described
by planar features. The full set of computed 3D features is used
as input of a support vector machine (SVM) classifier, which
aims at separating vegetation from the other objects. SVM
classifier is trained on 9458 randomly sampled (pre-classified)
points. Accuracy, i.e. (true positives+true negatives)/number of
samples, on the training set was 93.5%, whereas, on a validation
set of about 100 k samples accuracy was 93.2%.
5. CLASSIFICATION
The classification step is based on a deep learning approach,
and, more specifically, on the adaptation to this case study of
the 3D modified Fisher vectors (3DmFV) approach proposed
in (Ben-Shabat et al., 2018). The notation used to describe the
mathematical foundations of the method is chosen in analogy
with that of (Sánchez et al., 2013) and (Ben-Shabat et al., 2018).
5.1 Fisher vectors
Let X = {x1, . . . , xT } be a set of T observations of a certain
process, whose statistical behavior is assumed to be statistically
described by a probability density uλ, which depends on a set of
parameters λ. To be more specific, uλ describes the generative
process of the observations.
(a) (b)
(c) (d)
Figure 4. Example of point cloud pre-processing: mast (blue)
and railway track (red line). (a) and (b) original data, (c) and (d)




Figure 5. Example of point cloud pre-processing: (a) original
data, (b) segmentation side view, mast (blue), cantilever and
wires (green), ground (red), (c) segmentation re-oriented top
view.
The contribution of each parameter to the generative process
can be assessed by taking into account of the value of the partial
derivative of log uλ with respect to such parameter. Generaliz-
ing to the all parameter set, we can compute the gradient values
Gλ(X):
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Figure 6. Example of point cloud pre-processing (discarding
wall): (a) and (b) original data, (c) segmentation side view, mast
(blue), cantilever and wires (green), ground (red), (d)
segmentation re-oriented top view.
(a) (b)
(c)
Figure 7. Example of point cloud pre-processing (vegetation
elimination): (a) original data, (b) segmentation side view, mast
(blue), cantilever and wires (green), ground (red), (c)
segmentation re-oriented top view.
Gλ(X) = ∇λ log uλ(X) (7)
Then, the similarity measure between two samples can be meas-
ured by considering the Fisher kernel, i.e. the inner product
between gradient vectors computed as described above, weighted
by the Fisher information matrix.
If the observations are independent, then uλ(X) can be fac-





∇λ log uλ(xt) (8)
5.2 Association of Fisher vectors with Gaussian Mixture
Models
Since a Gaussian Mixture Model (GMM) allows to approximate
arbitrarily well any continuous distribution, a GMM seems to





where uk(·) is the k-th Gaussian, whereas wk is its weight.
Mean and covariance matrix of the k-th Gaussian are µk and
Σk, respectively.













Then, the gradients with respect to the parameters can be com-
puted as follows
∇αk log uλ(xt) = γt(k)− wk (12)














where Σk was assumed to be diagonal, with the values on its
diagonal equal to σ2k.
It is worth to notice that the soft assignment γt(k) is usually
sharply peaked, e.g. the t-th observation can be quite safely
assigned to its closest Gaussian uk(·).
If the above observation holds, then the Fisher information mat-
rix becomes approximately diagonal (Sánchez et al., 2013), and
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where Gk(X) is the part of the Fisher vector related to the k-th
Gaussian. The overall Fisher vector can be obtained concaten-
ating all the {Gk(X)}.
5.3 Modified Fisher Vector-based classifier
The assumption made in the previous subsections that uλ is a
generative model of the samples, allows to obtain a particularly
effective classifier: actually, it can be shown that if for example
the label is included as latent variable of the generative model,
then asymptotically a Fisher vector-based classifiers reach the
same level of accuracy as the maximum a posteriori (Jaakkola,
Haussler, 1999).
However, the need of employing a model more compatible with
the combination with neural nets leads to considering different
alternatives. The choice of a different model with respect to a
generative one, properly describing the real samples, is clearly
suboptimal, however the combination with neural nets is sup-
posed to compensate such sub-optimality.
In particular, similarly to (Ben-Shabat et al., 2018), in this work
the Gaussian are assumed to be homogeneously distributed on
the input domain, with each Gaussian located on a vertex of an
equally spaced grid. The structure of the neural net resulting
from the approach in (Ben-Shabat et al., 2018) is roughly sim-
ilar to PointNet’s one (Qi et al., 2017), but adapted to work on
Fisher vectors.
In addition to the variables considered in (Ben-Shabat et al.,
2018), this work modeled with a GMM also the point distri-
bution on the vertical and horizontal direction (where the latter
is determined as orthogonal to the railway track) close to the
determined candidate locations.
6. RESULTS
Training was performed considering several thousands of can-
tilever masts, portals and other objects taken from the MUIF
database of the province of Venice. It is worth to notice that
only those objects with at least 700 points were considered.
The developed approach was tested on a railway test area, ap-
proximately 1 km long, in the province of Venice (Italy), corres-
ponding to about 260 million points, not included in the training
dataset. A total of 470 objects were included in such area (but
only 4 portals).
The obtained classification results are reported in Table 1.
Fig. 8 shows two examples of classification errors, in particular
two cantilever masts classified as portal and as another object.
Fig. 9 shows an example of false positive classification as can-
tilever mast.
Finally, Fig. 10 shows the distribution of the position error of
the classified cantilever masts with respect to the positions stored
in the MUIF database, which are used as reference data here.
Table 1. Classification results
Real Classification results
class Portal Cantilever mast Other
Portal 100% 0 0
Cantilever mast 3.0% 86.2% 10.8%
Other 0% 2.5% 97.5%
(a) (b)
Figure 8. Examples of classification errors: objects classified as
(a) portal, (b) “other”, instead of cantilever mast.
Figure 9. Example of classification error: object classified in the
cantilever mast class instead of “other”.
Figure 10. Distribution of the position error of the classified
cantilever masts.
7. DISCUSSION
The main motivation of the proposed approach is that of in-
troducing a kernel representation in order to avoid issues with
voxelization and point ordering and reduce the sensitivity of the
classification results with respect to possible variations on the
input, such as different point densities, obstructions. The intro-
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duction of the kernel representation and of the Fisher feature
vector can allow to obtain with a linear classifier similar per-
formance to those obtained with a nonlinear one (Sánchez et
al., 2013).
The candidate extraction steps proved to be quite effective in the
considered case study areas: areas related to all the assets have
been properly extracted by the implemented procedure, along
with a quite large set of extra candidates, not really related to
the assets of interest. Despite the presence of such extra can-
didates, this step proved to be relatively fast, and hence fairly
effective in reducing the overall computational burden, i.e. not-
ably reducing the number of points to be examined by the neural
net.
The pre-processing step also allowed to obtain quite good res-
ults in terms of reducing the number of outlier points, not re-
lated to the object of interest, i.e. vegetation, walls.
The classification performance obtained with the proposed ap-
proach was quite acceptable, in particular in the portal case
(however, despite portals were quite easily identified in this
dataset, a much larger number of samples should be considered
for a statistically more reliable result).
Several cantilever masts were classified as “other” objects. This
was probably mostly due to the presence of certain cantilevers
described by really few points in the mobile mapping 3D recon-
struction (Fig. 8(b)). Furthermore, cantilever masts can also be
classified as portals in certain cases (Fig. 8(a)).
Furthermore, in certain cases objects with a similar appearance
to a cantilever mast were classified in such class, as for instance
in the case of Fig. 9.
Despite the obtained classification errors might be acceptable
taking into account of only the information provided by a local
subset of the overall cloud, the addition of information provided
by the context should allow to reduce the rate of such errors.
According to this observation, the introduction of context in-
formation in the classification procedure will be considered in
our future work. Furthermore, the extension to the classifica-
tion of other railway assets will be considered as well, along
with a more depth analysis of the influence of the point dens-
ity on the classification results. Finally, an extension to the
analysis of buildings and structures close to the railway will
also be considered (Park et al., 2007, Chen, 2012, Bitelli et al.,
2004, Guarnieri et al., 2015, Masiero et al., 2015, Boreggio et
al., 2018).
To conclude, the position of the detected objects was quite well
estimated with respect to the reference one, with an error usu-
ally smaller than 30 cm, as shown in Fig. 10.
8. CONCLUSIONS
This paper presented the current state of development of an
automatic approach for the extraction of information about rail-
way assets from large point clouds collected by a mobile map-
ping system mounted on a train.
Such approach aims at reducing the need of human interac-
tion needed during geospatial information extraction, poten-
tially also speeding up the overall process. The following work-
flow is implemented in the considered approach: determine a
set of candidate asset areas, pre-process the subset of points in
such areas and finally feed them as input to a 3DmFV neural
net classifier.
The obtained results show an acceptable performance in the
classification of the considered objects, however the proposed
procedure shall be extended to other assets in our future work.
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