This paper describes a technique for reconstructing dynamic scene geometry using a handheld video projector-camera system and a single checkerboard image as a structured light pattern. The proposed technique automatically recognizes a dense checkerboard pattern under dynamic conditions. The pattern-recognition process is adaptive to different light conditions and an object's color, thereby avoiding the need to set threshold values manually for different objects when the scanning device is moving. We also propose a technique to find corresponding positions for the checkerboard pattern, when displayed by a projector, without needing any position-encoding techniques. The correspondence matching process is based on epipolar geometry, enabling the checkerboard pattern to be matched even if parts of it are occluded. By using a dense checkerboard pattern, we can construct a handheld projector-camera system that can acquire the geometry of objects in real time, and we have verified the feasibility of the proposed techniques.
Introduction
Recent advances in 3D scanning technology have made convenient and cost-effective systems possible. In particular, techniques using active structured light are well known for their accuracy and speed. However, during the past few decades, 3D scanning with these techniques has usually been aimed at static capture. Acquisition of 3D geometry in a dynamic environment remains an open research issue. Following the recent development of miniature projectors, ubiquitous projection that can present any surface as a display [4] , [14] is becoming practicable. Therefore, when realtime 3D scanning systems using such miniature projectors become more readily available, we will be able to utilize them for adaptive projection and the augmented reality applications around us [4] , [5] .
There are "one-shot" geometry-reconstruction techniques that can acquire the 3D shape of an object from a single captured image [25] , but they usually impose some conditions on the scanning surface, such as surface smoothness or constant color reflectance. If the conditions do not hold because of ambiguous colors or abrupt color changes caused by surface complexity or scanning device movement, the correspondence will be lost. Among the commonly used structured light patterns, a checkerboard pattern has not been used for geometry-acquisition purposes because it is difficult to encode the positional information in this pattern. Until now, checkerboard-recognition techniques have been proposed mainly for camera-calibration purposes [23] , [36] , where a checkerboard on a planar surface is used. Consequently, these techniques are usually sensitive to any distortion, occlusion, and noise in the pattern. This paper proposes a novel technique to recognize a dense black and white checkerboard pattern for one-shot geometry-acquisition purposes (Fig. 1) . The checkerboard pattern can be recognized automatically in dynamic conditions, with the internal edges being extracted adaptively. We exploit the directional properties of the feature points, the feature edges, and the graph topology to eliminate noise in the detected checkerboard pattern. This paper also presents a pattern-matching technique based on epipolar geometry that requires no position-encoding technique, with the corresponding positions being identified even if parts of the pattern are missing because of occlusion. This method enables the feature points to be extracted with high accuracy, and this enables us to easily find the corresponding position for each patch in a dense checkerboard pattern. Our experimental evaluation shows that the epipolar constraints of locally connected feature points are sufficient to solve for the correspondence robustly and effectively.
The remainder of the paper is organized as follows. The next section is about related work in checkerboardrecognition and shape-acquisition techniques. In Sect. 3, we present our method for recognizing the checkerboard pattern adaptively. This checkerboard-recognition technique Fig. 1 A handheld geometry acquisition system using a checkerboard pattern and a mobile projector-camera system.
Copyright c 2011 The Institute of Electronics, Information and Communication Engineers involves three steps, namely feature-point detection, featureedge detection, noise elimination and a labeling process. Section 4 describes a pattern-matching technique for the checkerboard pattern in which we show that the simple epipolar geometry of connected feature points and feature edges is sufficient to find the corresponding positions of segments of the checkerboard pattern. In Sect. 5, experimental results are discussed. Finally, the conclusion of the paper is given in Sect. 6.
Related Work

Checkerboard Recognition
The checkerboard-recognition process has usually started from a corner-detection process. Then, the geometric relations between the corners are analyzed to recognize the checkerboard pattern. There are several approaches to the detection of crossing corners. A common approach to finding the checkerboard corners is to use universal corner detectors such as those proposed by Harris [34] or Smith and Brady [30] . However, these detectors require some manual setting of thresholds, and usually produce too many redundant corners that are not specific to the checkerboard crossing corner.
Alternatively, the checkerboard pattern can be detected as an array of regular rectangles or grid lines. Wang et al. [11] and Bouguet [36] recognize the checkerboard's corners as the intersections of horizontal and vertical lines. However, this approach can find the corners only when the checkerboard pattern is on a planar surface. Rufli et al. [8] proposed a method for recognizing a checkerboard pattern as a collection of rectangular areas, which resembles the widely used cvFindChessBoardCorner function in the OpenCV library [23] , but is more robust with respect to distortion and light-condition changes by using adaptivethreshold techniques to generate the binary image and by using image morphing at different levels to achieve the best detection.
Recently, Sun et al. [6] proposed using a crossing-point descriptor, generated by using neighboring pixels, to recognize the corners of a distorted checkerboard pattern. This method requires minimal space to detect the crossing corner robustly without the manual setting of thresholds. However, it requires the checkerboard pattern to be fully detected for correspondence matching, with this requirement being very difficult to satisfy in geometry-reconstruction conditions that have occluded, discontinuous, or mosaic surfaces.
Edge Extraction
In most of the geometry-reconstruction techniques that use light stripes or light grid patterns, edges are the target of the pattern-extraction process because they contain dense information about the object geometry. Pure feature-edge detection has been the subject of much research in image processing, and various techniques have been proposed [30] , [35] .
However, these techniques are universal, and detect many false edges that are not specific to the inner edges of the checkerboard pattern. In existing checkerboard-recognition techniques, edges are used to provide information about the connections between the crossing points [6] , [17] . However, these edges are approximated by straight lines for detection and noise-filtering purposes, but not for geometric information.
In shape-acquisition techniques that use light stripes or grid patterns, color may be used to identify horizontal and vertical stripes [1] , [7] , [13] , [29] . Edges are detected by following the peak response of catoptric light on different color channels, which is heavily dependent on the quality of the object's surface and the light source. Therefore, the thresholds for edge continuity and edge detection require manual setting for different conditions. In that research, noise was either neglected [1] or dominated by over-constraint conditions [7] , even though many false edges may have appeared depending on the object being scanned.
Correspondence Matching
The research into structured light techniques for acquiring 3D geometry has been well investigated and summarized by Forest and Salvi [18] and Blais [16] . Most techniques using structured light patterns can be categorized as either time encoded or space encoded, with the latter being more suited to capturing dynamic objects. Space-encoded techniques can be divided further into techniques that use local spatial encoding of color [2] , [20] , [32] and techniques that use projector-camera geometry constraints to solve the correspondence of the feature points [1] , [7] . Our work belongs to this second category, and we will therefore discuss some of the more relevant work here.
Correspondence-matching techniques that use epipolar geometry have been widely used in one-shot shape acquisition systems. Maruyama and Abe [31] proposed using light slits with random cuts. Tateishi et al. [9] used a multi-spot laser projector to acquire a sparse 3D geometry of an object at extremely high speed. These studies solved the correspondence for each point by using its corresponding epipolar line. This technique is easily implemented on a hardware device to archive the high speed performance. However, the density of the pattern is strictly limited, because if there are more than two laser spots on an epipolar line, the correspondence cannot be resolved. Watanabe et al. [10] improved the measurement density by using massively parallel processors to track the corresponding laser spots on epipolar lines for a dense array (33 × 33) . They need an initialization phase to find the corresponding position for each laser spot, and if the tracking is lost, they cannot solve the corresponding problem for each image.
Koninckx and Gool [13] used epipolar geometry to encode vertical stripe patterns, but they also used distinguishable color stripes to support the correspondence-matching process. The use of color makes the pattern easily affected by surface color and light conditions. In addition to stripe patterns, 2D grid patterns have been investigated. Hu and Stockman [33] suggested using a grid pattern and showed that the problem can be simplified greatly. The observed grid in the camera is matched to the projected pattern by exploiting a number of geometric and topological constraints. Proesmans et al. [29] also used a grid pattern with a beliefpropagation method to reduce noise. However, these methods impose the conditions that the object surface must be continuous and that most of the pattern must be recovered successfully for pattern matching to be archived.
Recently, Furukawa et al. [7] proposed using a grid pattern comprising horizontal and vertical colored lines. The constraint of coplanarity of the horizontal and vertical projection planes was used to solve for the correspondence. However, the process of performing a singular-value decomposition on a large and very sparse matrix is very time consuming. Similarly to Furukawa et [1] , [7] , the density of the pattern will be decreased, and the detail of the surface geometry will not be well constructed where the space between the grid lines is sparse.
Checkerboard Recognition
In this section, we propose an automatic checkerboardrecognition technique that is robust with respect to dynamic conditions such as illumination, color, surface distortion, and discontinuity. The recognition process analyzes the checkerboard pattern as a mesh of feature points connected by feature edges. In this process, no threshold value is required for crossing-point detection. The thresholds for identifying the feature edges' continuity are calculated adaptively and dynamically based on connected feature points. This automatic checkerboard-recognition technique enables a handheld 3D acquisition device to be used in dynamic conditions.
We use three steps to detect the checkerboard pattern. First, crossing feature points are detected and refined to subpixel accuracy. In the second step, the relatively vertical and horizontal feature edges are detected by extending the neighboring pixels of the detected feature points in the directionally filtered edge images. After this processing, noise is inevitable. In the third step, we propose a priority-based propagation method to label the feature points, and then apply topological constraints to eliminate noise at the graph level. Finally, feature points and feature edges are labeled by their relative position to prepare for the checkerboardmatching process.
Feature Point Detection
The feature-point-detection process is essential to the robustness of the projection pattern because it is used in the search for corresponding positions in the checkerboard pattern. In the first step, the regions of each crossing point are approximately detected using the method proposed by Sun et al. [6] . This method detects a checkerboard crossingpoint by using a descriptor, generated by linear extension of its neighboring points. The intensity of the neighboring pixels in a circle around a crossing point will vary from low to high and high to low twice. This method detects all points that have four alternating black and white areas surrounding them. Consequently, it requires no manual setting of thresholds related to light intensity. To increase the positional accuracy of the feature points and to eliminate wrongly detected crossing points at the pixel level, adjacent points are grouped and the crossing-point position is calculated by taking the mass center of all points in the same group.
Next, we apply the radial saddle-point approximation algorithm to refine the detected crossing points to sub-pixel accuracy. We use the method described in the OpenCV library [23] to find the sub-pixel radial saddle point iteratively. This method does not require the radial saddle point to be inside the initial pixel position, and it gives good convergence after several iterations. Finally, we use a linear filter, as shown in Fig. 2(a) , to categorize the feature points into two categories, namely P+ and P-, depending on their directional characteristics (Figs. 2 (b) and 2 (c)). A feature point P is classified into the P+ category if its convolution integral with the linear filter results in a plus response, and classified into the P-category if its convolution integral with the linear filter results in a minus response. The linear filter in Fig. 2 (a) work correctly when categorizing feature points that are relatively aligned in the horizontal or vertical directions. By aligning the posture of the projector and the camera such that the projection area appears to be relatively parallel to the camera images, we can make sure that the feature points are always classified properly.
Feature Edge Detection
Our aim is to extract automatically the step edges that are the boundaries of the black and white areas in the checkerboard pattern with high accuracy. We present two techniques for eliminating unrelated feature edges automatically and for changing the edge-detection threshold adaptively, so that separated edges are detected separately and each edge is detected continuously in a dynamic environment.
To limit the detected edges to only those belonging to the checkerboard pattern, we note that there are exactly four edges connected to each feature point, so that we can detect feature edges based on their connection with the detected feature points. The feature edges are distorted by the geometric projection, but their directions will remain relatively aligned to the horizontal or vertical axis when epipolar lines are relatively aligned to the vertical or horizontal axis. To detect the feature edges, we first use 3 × 3 Sobel filters ( Fig. 3 ) to differentiate the image in four different directions. Based on the direction of the filters, the edges in the images are divided into four different categories, namely H+, H-, V+, and V-.
The feature edges must be at positions where the convolution integral between the filters and the image is locally maximal. However, because of the symmetry property, the values given by a convolution integral of the original image with edge filters will be zero or very small at the featurepoint positions (Fig. 4) . We can search for feature-edge to feature-point connections by looking for pixels in the neighborhood of the feature points. From a feature point, at a distance d equal to half of the size of the edge filter, the convolution integral values are not affected by the symmetric geometry of the feature point, and its maximal value should be the starting point of an edge. In the case of the 3 × 3 Sobel filters, a distance of two pixels is sufficient to decide the connectivity between the feature points and the feature edges.
Consider a feature point P(x p , y p ) and a feature edge E that connects to the feature point P at one end E 1 (x 1 , y 1 ). Their relative positions will satisfy the conditions of Eqs. (1) and (2):
Here, parameter σ is the direction relation between the feature point and the feature edge, where σ equals 1 if the feature point and the feature edge are of the same sign and σ equals −1 if the feature point and the feature edge are of different signs. Their neighboring relations are expressed in Fig. 5 . The edge's starting point E 1 is decided by taking the pixel with the maximum response (Eq. (3)) in the range expressed by Eqs. (1) and (2).
where I(x, y) is a convolution integral value between an original image and appropriate edge filters. The edgedetection process is continued by extending the detected pixel E n (x n , y n ) in an edge E in the direction specified by σ in Eqs. (4) and (5).
By extending to the adjacent pixels with maximum response in the filtered image in the corresponding direction for each feature edge, we obtain the feature edges connecting to each feature point (Eq. (6)).
with the condition of Eq. (7):
Here, α is used to decide the continuity of the detected feature edge. The edge-extension process will finish when the response of the next pixel is smaller than the threshold, or the next pixel has been labeled with another edge. An edge connecting two feature points will have two different continuity thresholds at its ends. In this case, the edges may be extended from different starting points and then merged into one if they belong to the same feature point category (e.g. P+ or P-). In our implementation, the threshold for edge continuity is taken to be half the value at its starting point (α = 0.5). From our experiments, this value is adequate for edge extraction under most conditions. Finally, the pixel-scale edges are refined to sub-pixel accuracy. In this research, we adopt sub-pixel edge estimation based on a quadratic approximation to find local derivative maxima in the filtered image. In our implementation, this method is adequate, calculating sub-pixel edges rapidly and robustly. However, many sub-pixel edgedetection techniques have been proposed, and they could be used to achieve possibly better results.
Noise Filtering and Labeling Scheme
During the detection processes for feature points and feature edges, various types of error may occur, resulting from surface mosaic colors, occlusion, or discontinuity. For the feature points, errors involve false detection and misdetection. For the feature edges, errors involve disconnection and false detection. Misdetected feature points and discontinuous feature edges will result in holes in the reconstructed geometry, but do not affect the accuracy of the correspondencesearching process. On the other hand, falsely detected feature points and feature edges will result in inaccurate geometry.
An edge can connect with at most two feature points at a time at its ends, so any feature points that connect with the feature edge in the middle are considered noise. This kind of noise may occur as a result of the adaptive feature-edge detection process, and can be filtered out by these constraints. The average length of the edges that connect with two different feature points is also used to limit the proper length of the edges that connect with only one feature point. However, there may still be errors caused by occlusion or discontinuity on the object's surface, and the error may spread during the labeling process.
For our implementation, we propose using topological constraints to eliminate noise during the labeling process. This approach is not new, having been used to recognize a checkerboard pattern by Chang et al. [17] and by Proesmans et al. [29] to eliminate noise in a grid pattern. However, by categorizing the feature points and the feature edges, we can filter out the noise more efficiently.
In Fig. 6 , the labeling process that starts from a random origin point (0, 0) may result in inconsistency at points (3, 1), (3, 2) , and (3, 3). These errors can be detected by checking the consistency of the loops in the groups. However, in the example shown in Fig. 6 , it is not obvious where the error is. The feature points at positions (1, 0) and (2, 0) may be falsely detected, or the edges between feature points (0, 1)-(3, 1), (0, 2)-(3, 2), and (0, 3)-(3, 3) may be in error because of edge collapse. Edge collapse is rare and falsely detected feature points are more common. This is because falsely detected feature points can be noise or any crossing corner in the image itself that does not belong to the checkerboard pattern. On the other hand, the edge collapse only occurs on some specific mosaic patterns or partly occluded surfaces. We solve the problem of the inconsistency by setting a priority for the detected feature points based on their number of neighbors, and then start the labeling process with points of high priority, moving towards points of lower priority (Fig. 7) . This method takes the precedence of eliminating noise corners over false edges, and therefore may result in false 3D reconstruction results. This issue is discussed further in Sect. 5.3.
The origin for the labeling process is taken to be at the middle of the points of highest priority, which is labeled (0, 0). The neighboring points of the labeled point are then searched and put into a queue in order of their priority, and the labeling process continues from the point of the highest priority in the queue. Feature points of lower priority can then be labeled in more than one way. If such a point (of low priority) is labeled inconsistently, it is interpreted as noise.
Checkerboard Matching
To resolve a correspondence problem, we use the epipolar geometry of the projector-camera system. Epipolar geometry has been used to solve the correspondence problem in computer vision for a long time ago. However, it is difficult to solve the correspondence for a dense pattern when the crossing points are detected at low accuracy. In this re-search, we propose a method of using the epipolar geometry of groups of feature points to solve for the correspondence. We also prove the uniqueness of the correspondence result for the group of feature points if the group is sufficiently large.
Epipolar Geometry and Correspondence Matching
In a rigidly attached and calibrated projector-camera system, a point P i (x i , y i , 1) in the projection pattern is mapped to a point P i (x i , y i , 1) in a camera image (Fig. 8) . For the calibrated camera, when the distance from the projectorcamera system to the screen changes, the trajectory of the mapped point P i is an epipolar line l i (x i , y i , z i ). The epipolar line l i in the camera's image is calculated from the position P i (x i , y i , 1) in a projection pattern by the equation:
and conversely:
Here, F is a fundamental matrix of the rigidly attached projector-camera system and it is calculated by the calibration process. The ambiguity is that not only point P i but also all points lying on the corresponding epipolar line l i in the projection pattern will map to the same epipolar line l i in the camera's image (Fig. 8 ). This ambiguity is inevitable when the checkerboard pattern is dense. In a checkerboard pattern, this ambiguity will be resolved if there is a connection clue between at least two feature points in the camera image of different epipolar lines. Consider the case of Fig. 9 , where multiple points {P 1 , P 2 , . . . , P n } of the same feature point category on the projection pattern lie on an epipolar line l 0 . Under ideal conditions, this means that the Euclidean distance from those points to the epipolar line l 0 should be 0 (Eq. (10)).
The corresponding feature points {P 1 , P 2 , . . . , P n } in the camera image will lie on the corresponding epipolar line l 0 , meaning that their correspondence will not be distinguishable by using individual epipolar lines. However, the ambiguity is resolved if their neighboring points on different epipolar lines are identified. If a feature point P i in the camera image has a neighboring feature point N i on a different epipolar line l i , then its corresponding epipolar line l i in the projector image is defined by using Eq. (9). Because of the grid structure of the checkerboard pattern, the line that goes though the feature points {P 1 , P 2 , . . . , P n } and the line that goes through their neighboring feature points {N 1 , N 2 , . . . , N n } will be parallel together as shown in Fig. 8 (c) . As the feature points {P 1 , P 2 , . . . , P n } are on the epipolar line l 0 , then the epipolar lines going through their neighboring points {N 1 , N 2 , . . . , N n } will be separated, if the epipole on the projector image e p is not at infinity. By taking the neighboring point N i is the point with the smallest distance to the corresponding epipolar line l i (Eq. (11)) as the corresponding feature point of N i (Fig. 9 (c) ), we can consequently resolve the ambiguity for the feature point P i via its connection to the feature point N i :
In general, because of noise or other external factors, the condition in Eq. (10) does not always hold. In a dense projection pattern, when the number of feature points increases, the resolution angle (and the distance) between Fig. 9 Disambiguation by using the connection with the neighboring feature points.
corresponding epipolar lines becomes very small. Therefore, an epipolar line is considered to go through a feature point if its distance to the feature point is minimum or smaller than a tolerance value . To increase the accuracy of the correspondence-matching process, we can use all feature points in a group to find the corresponding position for that group. The distance to corresponding epipolar line (Eq. (11)) will reach the minimal value when it comes to the true correspondence. We can therefore sum the corresponding distances for all points in the same group to get a better-discriminated evaluation result based on the following procedure.
For the case of a group of m+1 connected feature points Ω t = {P t0 , P t1 , . . . , P tm } (detected as a part of the checkerboard pattern) in the camera image, if the corresponding position of one feature point in the group is defined, the corresponding positions of other points in the group are consequently defined as discussed above. Without loss of generality, instead of finding the corresponding positions for all points in the group, we can find the corresponding position for a feature point P t0 of the group Ω t . In our implementation, we use the feature point at the origin position (0, 0) as shown in Fig. 7 to find the correspondence. We call the collection of candidate corresponding positions of feature point P t0 is Φ t = {P 
d(P
The candidate corresponding points must be in the same category as the selected feature point P t0 (Fig. 8 (c) ). Assuming that, the corresponding point of the feature point P t0 is P i t0 ∈ Φ t , then the corresponding points for other feature points in the group Ω t are consequently Ω 
where l t j is the epipolar line corresponding to the feature point P t j in the group Ω t . l t j is calculted from P t j via Eq. (9), and does not change for different candidate corresponding position Ω i t (Fig. 10) . The sum of the distances D ti indicates the error for different corresponding positions Ω i t for the group Ω t . We can therefore use D ti as the evaluation function to find the corresponding position of Ω t . The average distance of each feature point to its corresponding epipolar line can be calculated by taking the average value of D ti (Eq. (14)):
The corresponding position P t0 for the feature point P t0 is taken to be the point atî that minimizes the sum of distances D ti or the average distance d ti (Eq. (15)):
When the corresponding epipolar line of a feature point in a group is determined based on values obtained through (Eq. (15)), corresponding epipolar lines of other feature points in the groups are determined accordingly.
Conditions for Correspondence Matching
Epipolar geometry and the grouping of feature points can be utilized to resolve ambiguity, as described in Sect. 4.1. The accuracy of the matching process depends on four main factors: the accuracy of the feature-point detection, the accuracy of calibration process, the size of the groups, and the projector-camera system settings. Detecting the crossing points with high accuracy in accordance with high calibration accuracy result in more reliable corresponding evaluation values; enabling us to solve the correspondence problem for a dense checkerboard pattern. On other hand, a larger group of feature points results in a more discriminating evaluation value. The sizes of the groups depend mainly on the condition of the object's surface. We restrict the corresponding positions of groups so that all feature points with high priority in a group must be inside the checkerboard pattern, and that feature points with high priority in different groups do not overlap each other. These restrictions enable us to reduce the number of candidate corresponding positions, which increase the performance of the corresponding matching in its accuracy and speed. In case there are several groups, the correspondence matching process is carried out by the order from larger to smaller groups. For the checkerboard pattern, we also limit the corresponding feature points to those in the same category (Fig. 8) . This means that the correspondence of feature points in category P+/P-must be crossing points in category P+/P-in the projection pattern.
Finally, the condition for the existence of a minimum value in Eq. (11) is that the epipoles in the camera image and the projector image are not at infinity. This means that the projector and the camera must not be aligned parallel to each other in the direction of their axis. On the contrary, if the epipoles are closer to the image centers, the distances between different feature points to the epipolar lines will be more discriminating.
Configuration and Experiment
Configuration
We have implemented a handheld projector-camera system to investigate the efficiency of our proposal for one-shot geometry acquisition in a dynamic environment. In our implementation, a Logicool camera (QCAM-200V 640×480) and a Mitsubishi projector (DLP-PK20 800 × 600) are rigidly attached as shown in Fig. 11 . The camera works at 30 fps. We calibrated the projector-camera system by extending the method for camera calibration proposed by Zhang [22] to the projector, and by using a calibration rig to measure the relative positions of the projector and the camera via a computer-vision technique. After the calibration process, the projector's intrinsic parameters, the camera's intrinsic parameters, and the external parameters relating the projector to the camera will have invariant values.
In our implementation, the camera center is located at (108.5, 12.7, 81.4) mm relative to the projector center, and the Y-axis rotation is 12
• . Because the focal length of the projector is longer than that of the camera, the projection area appears in the camera image at a resolution of approximately 320 × 240 pixels.
The working range of the scanning system is from 30 cm to 100 cm. The region in the camera image where the projection pattern appears (the region of interest) is a rectangle of 500 × 300 pixels. Using a computer with an Intel Core 2 Duo 2.4 GHz CPU and 2 GB RAM, our implementation achieved a geometry-reconstruction speed of 12 to 13 fps for a full 30 × 20 checkerboard pattern and 5 to 6 fps for a full 40 × 30 checkerboard pattern.
Experiment
To compare the robustness of the proposed checkerboard- Fig. 11 The rigidly attached handheld projector-camera system. recognition method with existing techniques, we carried out experiments with the three sample images shown in Fig. 12 . These images were created by displaying a relatively sparse 20 × 15 checkerboard pattern from the projector and capturing the images statically via the attached camera. The first image (Fig. 12 (a) ) is the planar surface of a wall. The second image (Fig. 12 (b) ) is a corner of multiple planar surfaces of different colors and illumination-reflection conditions, and the third image (Fig. 12 (c) ) is a doll that has a curved surface with high-contrast mosaic areas.
We compared our checkerboard corner-detection method with two other methods, namely the method proposed by Rufli et al. [8] and the widely used Harris corner detector [34] because many checkerboard-detection techniques use a Harris corner detector for the checkerboard pattern-detection process [15] , [17] . The method proposed by Rufli et al. was implemented to detect black rectangular areas, so we converted the sample images into negative black and white images, as shown in Fig. 13 . Both the Harris corner-detection technique and the checkerboard-detection technique proposed by Rufli et al. require some thresholds in the detection process. We chose the best detection results for these techniques to compare with our automatic checkerboard-detection technique.
The precision and recall for each detection technique are summarized in Table 1 . The results for corner detection based on the Harris filter are shown in Fig. 13 (a) with a Harris-recommended threshold (k = 0.01 in [34] ) and various quality factors (q in [23] ). We can decrease the quality factor (q) for a better detection rate (recall), but overall, the Harris corner detector produces much noise unrelated to the checkerboard corners. The method proposed by Rufli et al. (Fig. 15 (b) ) can detect checkerboard corners with quite high precision (Table 1) . However, it requires a relatively uniform areas for the rectangular areas to be detected. Figure 13 (c) shows the corner detection results for different sample images by using the detector by Sun et al. before the noise filtering process. The larger recall (Table 1) proves that the method proposed by Sun et al. can detect the checkerboard corners more efficiently than that proposed by Rufli et al., because the former method requires less space for detecting a corner. However, when the checkerboard pattern is displayed on a non-uniform surface many corners are falsely detected, and therefore the detection precision deteriorates without the noise filtering. However, after the noise filtering process by using topology constraints ( Fig. 13 (d) ), the precision of the detected corners is improved remarkably (Table 1) ; The precision of the method with topology constraints is close to 100% for all the sample images while its recall is still better than that of the method proposed by Rufli et al.
In our algorithm, the accuracy of the detected feature edges depends directly on the accuracy of the feature points, because the edges are detected by adaptively expanding the detected feature points in different directions. The high accuracy of feature-point detection also means that the feature edges are detected with high accuracy. We compared the results for the edge-detection process with the widely used Canny edge-detection technique. The results for an example image are shown in Fig. 14 . We can confirm that the Canny filter may not detect all the edges of the checkerboard pattern and may include many unrelated edges using the selected thresholds. On the other hand, our algorithm can detect the inner edges of the checkerboard pattern with high accuracy. The edges are detected separately, enabling them to be analyzed easily. It is worth noticing that the edgedetection process is self-adaptive and automatic, making it robust with respect to different light conditions and color changes.
To verify the accuracy of the proposed method, we measured a blank planar surface from different distances by using a 40 × 30 checkerboard pattern, and calculated the depth distances errors between each of the 40 × 30 points on the surface and a reference point on the projector. Figure 15 shows the averaged distance errors and standard deviations among these individual points. Each distance on the horizontal axis of the figure means the distance between the reference point in the projector-camera system and the planar surface. The measured depth distance and standard deviations of the individual points were calculated by using 200 sample images. Figure 15 proves that the proposed method could conduct stable distance measurements within the 100 cm distance; for example, the standard deviation at 80 cm was less than 4.5 mm. The standard deviation increases in proportion to the distance. However, the mea- sured distance error does not show the same tendency. This may be because of human errors when measuring the distance from the reference point to the planar surface.
To verify the convergence and correctness of the evaluation function (Eq. (13)) in the correspondence-matching process, we measured the value of the evaluation function for different group sizes at the center of a 50 × 40 checkerboard pattern. Figure 16 shows the distances of crossing points in the checkerboard pattern to the corresponding epipolar line of a single feature point. The candidate corresponding positions when the threshold value (Eq. (12)) equals 1 pixel are marked in circle and triangle areas. The true corresponding point is circled, but the ambiguity (points in triangles) is not resolvable by using only epipolar geometry. Figures 17 and 18 show the average corresponding distances (Eq. (14)) for all points in groups of 25 (5 × 5) and 100 (10 × 10) feature points. By measuring the correspondence for a group of connected feature points, the ambiguity about each feature point can be resolved as have discussed in Sect. 4.1. The sum of corresponding distances for larger groups discriminates better and converges faster, and is therefore more robust for the correspondence-matching process.
Several experiments were conducted with deformable and rigid real objects to investigate the robustness of the proposed method. The surface of the doll (Rirakuma) can be scanned by a 40 × 30 checkerboard pattern as shown in Fig. 19 . However, there remain holes in the areas of the eyes and mouth of the doll. The holes are partly because checkerboard detection has failed in those areas, and also because of limitations in the triangulation-creation process. In future work, we will seek a better method for triangulation to solve this problem. Similarly a human face can also be scanned with the same pattern, as shown in Fig. 20 .
Although our current setup focuses on the mobility and the robustness of the system under dynamic conditions, and only a low-resolution Web camera is being used, the system can capture the geometry of a complex object such as a human hand (Fig. 21) . The capture results for a colorful and high-contrast object such as the puppet shown in Fig. 22 (Kyoro-chan) and the surfaces with large discontinuity as shown in Fig. 23 may be evidence supporting the robustness of the detection technique.
Discussion about the Limitations of the Proposed Method
Currently, the proposed technique has several limitations mainly in the image processing process. They are the density of the checkerboard pattern, the surface distortion, the limited size of mosaic areas and the surface occlusion that results in edge collapses. The checkerboard recognition process requires several layers of neighboring pixels to identify a crossing corner. The resolution of the checkerboard pattern is limited by the minimum number of the layers to recognize a crossing point. Therefore this technique cannot ac-quire the depth-map of an object for each pixel. Our current technique can reduce the number of pixels between crossing corners to three, if only two layers are used for the checkerboard recognition. However, an extremely dense checkerboard pattern is too sensitive to noise. Moreover, when a measured surface is distorted, the distance between crossing points may become smaller in the camera image. A sparse checkerboard pattern is therefore more robust to surface distortion, but it trades off against the resolution of acquisition data. In our current implementation a web-camera attached on a light weight projector is used. The area of the projected checkerboard pattern in the camera image is 320 × 240 pixels (QVGA), and the averaged space between the corners is 5 or 6 pixels. One method for increasing the density of the pattern to be successfully recognized is to use a high resolution camera. For example, if a camera whose resolution is 1600 × 1200 pixels is used, the density of the checkerboard pattern can theoretically be improved to 25 times as high as the current density. Finally, in the labeling process (Sec. 3.3), to keep the consistency, we decided to ignore the collapsed edges and removed inconsistent feature points. However, this assumption is not always true. The edge collapse happens due to a surface mosaic pattern or occlusions as shown in Fig. 24 and can produce a failure 3D reconstruction result as shown in Fig. 25 . The collapsed edges may wrongly connect different parts of the checkerboard pattern, and cannot be detected by using topological constraints. In Fig. 25 , an edge collapse is detected through the feature points to which the corresponding matching is not applicable (circled in red). Furthermore, we can also detect the edge collapse based on the value calculated by using the evaluation function. Wrong connections of feature points result in wrong corresponding epipolar lines. For example, a detected feature point P, which is on an epipolar line l P , is corresponding to an epipolar line l P . If the wrong connection is used, a large error in the evaluation function is obtained (Eq. (13)). By using a threshold for the distance of the corresponding positions to the corresponding epipolar lines, or using a threshold for the evaluation function, we can detect the false correspondence matching result caused by the edge collapse.
Conclusion
In this paper, we have proposed a one-shot 3D acquisition technique that uses a checkerboard pattern for structured light projection. The checkerboard pattern does not require any special position-encoding technique used by many existing studies. We have shown that, by using the local connectivity of simply categorized feature points and feature edges, the pattern can be analyzed robustly and is minimally affected by surface colors, discontinuity, or occlusion. The recognition technique is adaptive, and no manual setting of threshold values is required during the detection process, making this technique particularly suited to geometry acquisition in dynamic environments. Our checkerboard-recognition technique allows the recognition of dense and distorted patterns, which is particularly desirable for geometry-reconstruction systems. We have implemented a handheld scanning system by using a mobile projector and a Web camera to measure the geometry of a nearby object, and users can check the reconstructed geometry in real time.
In future work, we aim to merge 3D geometric data to create a 3D model in real time. It is an advantage of the handheld system that it can easily capture the geometry of an object from different angles. By merging the captured data, we can increase the accuracy of the model. We also plan to make the pattern adaptive to the environment by dynamically changing its horizontal and vertical line density. We believe that an adaptive pattern will produce a better 3D-scanned result in a dynamically changing environment.
