We present our work on Track 2 in the Dialog System Technology Challenges 7 (DSTC7). The DSTC7-Track 2 aims to evaluate the response generation of fully data-driven conversation models in knowledge-grounded settings, which provides the contextual-relevant factual texts. The Sequenceto-Sequence models have been widely used for end-to-end generative conversation modelling and achieved impressive results. However, they tend to output dull and repeated responses in previous studies. Our work aims to promote the diversity for end-to-end conversation response generation, which follows a two-stage pipeline: 1) Generate multiple responses. At this stage, two different models are proposed, i.e., a variational generative (VariGen) model and a retrieval based (Retrieval) model. 2) Rank and return the most related response by training a topic coherence discrimination (TCD) model for the ranking process. According to the official evaluation results, our proposed Retrieval and VariGen systems ranked first and second respectively on objective diversity metrics, i.e., Entropy, among all participant systems. And the VariGen system ranked second on NIST and METEOR metrics.
Introduction
Natural language conversation occupies one of the most challenging tasks in artificial intelligence (AI) and natural language processing (NLP), which can be categorized into task oriented dialog systems (Young et al. 2013) and nontask oriented chatbots. Previous studies in building dialog systems mainly focused on either rule-based or learningbased methods (Schatzmann et al. 2006; Young et al. 2013; Bordes and Weston 2016; Wen et al. 2016) . These methods often require manual efforts in rule designing and feature engineering, which makes it difficult to develop an extensible open domain conversation system.
Recently due to the explosive growth of social media, there comes vast amount of conversation text available on the web. This makes the data-driven approach to settle the conversation problem possible. Thus, there has been a growing interest in applying encoder-decoder models (Sutskever, Vinyals, and Le 2014; Vinyals and Le 2015; Shang, Lu, and Li 2015; Serban et al. 2016 ) for conversation in a completely end-to-end data-driven fashion, which have produced impressive results.
The Dialog System Technology Challenges (DSTC) in its seventh edition offers a track (Track 2) devoted exclusively to fully data-driven approaches for conversation modelling. Different from previous data-driven dialog systems which mostly focused on chitchat, DSTC7-Track 2 tries to push the data-driven conversation models beyond chitchat in order to produce system responses that are both substantive and "useful" which can contain factual contents. So DSTC7-Track 2 provides not only the social conversation corpus but also contextual-related factual texts to build a knowledge-grounded conversation settings.
Among those neural end-to-end models for data-driven conversation modelling, the encoder-decoder framework has been widely adopted and they principally learn the mapping from an input conversation context x to its target response y. However, previous studies on generating responses for chitchat conversations (Serban et al. 2016; Li et al. 2015) have found that ordinary encoder-decoder models tend to generate dull, repeated and generic responses in conversations, such as "i don't know", "that's ok", which are lack of diversity. One possible reason is the deterministic calculation of ordinary encoder-decoder models which constrains them from learning the 1-to-n mapping relationship, especially on semantic connections, between input sequence and potential multiple target sequences, which is common in social media conversation corpus.
To cope with the problem of lack diversity, we built our systems following a two-stage processing pipeline: 1) The first module (module-1) outputs multiple candidate responses according to input context and related textual facts.
2) The second module (module-2) ranks the output responses from module-1 and returns the most topic relevant response. Two different models are designed for module-1, i.e., one Variational generative model and one retrieval based model. Variational generative models are suitable for learning the 1-to-n mapping relationship due to their variational sampling mechanism for deriving latent representations, and recently they have been applied to dialog response generation (Zhao, Zhao, and Eskenazi 2017; Serban et al. 2017) . For module-2, a topic coherence discrimination (TCD) model is designed and trained based on ESIM (Chen et al. 2017) denotes the concatenation of input vectors. All the encoders and decoders are 1-layer GRU-RNNs, the recognition network is a two-layer MLP.
to the official evaluation results, our proposed Retrieval and VariGen system ranked first and second respectively on objective diversity metrics, i.e., Entropy, among all participant systems, and the VariGen system ranked second on NIST and METEOR metrics.
System Description
As we have described in Section 1, we designed our systems following a two-stage processing pipeline: 1) The first module (module-1) outputs multiple possible responses according to input context and related textual facts. 2) The second module (module-2) ranks the output responses from module-1 and return the most topic relevant response. Here, we will describe our models in detail.
Candidate response generation
At this stage, a generative model based on Variational AutoEncoder (VAE) and a retrieval model based on Bagof-Words (BoW) representation are designed as module-1 in order to output multiple responses with diversity.
Variational generative model (VariGen)
The model architecture of the variational generative model (VariGen) implemented in this paper is shown in Figure 1 . For an input conversation context x = [x 1 , x 2 , ..., x lx ] with l x words, we can derive the corresponding output hidden states [h 1 , h 2 , ..., h lx ] by sending its word embedding sequence X = [x 1 , x 2 , ..., x lx ] into the Context Encoder. Then, the mean pooling of hidden states [h 1 , h 2 , ..., h lx ] is used to present the input context, denoted as x. Similarly, for its correlated textual facts kb = [k 1 , k 2 , ..., k n ] with n textual facts in it, and each k i in kb is also a word sequence, i.e.,
with l i words, we can derive vector representation k i for each k i by inputting its word embedding sequence
The Recognition Network is a multi-layer perceptron (MLP), which has a hidden layer with softplus activation and a linear output layer in our implementation. The recognition network predicts µ and log(σ 2 ) from y, which gives q φ (z|y) = N (µ, σ 2 I). Then samples of latent variable z are generated from the q φ (z|y) at training stage or directly from N (0, I) at testing stage. To guarantee the feasibility of error backpropagation for model training, reparametrization (Kingma and Welling 2013 ) is performed to generate the samples of z.
Then we derive the encoding vector e by concatenating the z and x, which combines the information of conversation context x and response y. And we use e to extract the key information in correlated kb by using attention on [k 1 , k 2 , ..., k n ] as follows,
where a kb is the final attentive output vector from input kb. Finally, for the ResponseDecoder, its initial hidden state is x. In each time step, its input is the concatenation of the word embedding from the previous time step, the encoding vector e, and the attentive kb vector a kb . Our VariGen model can be efficiently trained with the stochastic gradient variational Bayes (SGVB) (Kingma and Welling 2013) framework by maximizing the lower bound of the conditional log likelihood log p(y|x, kb) as follows,
in which the summation of the log-likelihood of reconstructing y from the ResponseDecoder and the negative KL divergence between q φ (z|y) and prior distribution N (0, I) is used as the objective function for training.
When generating responses at testing stage, k samples of z are generated from N (0, I). Then, for each z sample, a beam-search is adopted to return the top-1 result. The final k generated results will be input to TCD model for subsequent ranking.
Retrieval model The retrieval model we built in this work is mainly based on Bag-of-Word (BoW) representation. Specifically, for each input conversation context x = [x 1 , x 2 , ..., x lx ] with l x words, we derive the vector representation x as a weighted sum of its word embedding sequence X = [x 1 , x 2 , ..., x lx ], in which each word's inverse-document-frequency (idf) is used as its sum weight and the GloVe embeddings (Pennington, Socher, and Manning 2014) are used. To cope with variable length of x, we normalize the final weighted BoW vector x with the sum of all corresponding idf weights. Then we treat input conversation context x query as a query and retrieve related conversation context x pool in training pool according to cosine similarity between weighted BoW representation x query and x pool . We do not use the kb in our retrieval model. Finally, we return corresponding responses of top-k related x pool as outputs.
Response reranking
The multiple candidate responses output from module-1 are reranked using a topic coherence discrimination (TCD) model, which is designed and trained based on the ESIM model (Chen et al. 2017) . Specifically, we replace all BiLSTMs in the ESIM with 1-layer LSTMs and define the objective of the TCD model as judging whether a response is a valid response to a given conversation context. In order to train the TCD model, all context-response pairs in the training set are used as positive samples and negative samples are constructed by randomly shuffling the mapping between contexts and responses. Finally, ranking scores are adopted to rerank all responses generated for one context. The scores are calculated as: score = log p θ (ỹ|x, kb) + λ * log p T CD (true|x,ỹ), (4) where the first term is the log-likelihood of generating response y using the decoder network in the VariGen models (when module-1 is the retrieval model, this term will be omitted). The second term is the log-likelihood of the output probability of the TCD model. λ represents the weight between these two terms.
Experiments Datasets
The training, development, and final test datasets of DSTC7-Track 2 were built using the official scripts 1 , we downloaded the formatted Reddit conversation data and its corresponding textual facts. We finally collected 1, 918, 146, 108, 600, and 10, 808 samples for training, development and final test respectively.
To alleviate the problem of out-of-vocabulary (oov), we replaced all date, time, email, numbers, link and other data words with special tokens like data , time and so on using CommonRegex 2 tool. We lowercased all words and filtered the kb with no more than 5 words. Finally, the corresponding kb of each context-response pair has averagely 152 items in it and each kb item has averagely 33 words. We set the vocabulary size as 51, 996 and all the oov rates of contexts, responses, and kb in training dataset are no more than 3%.
Parameter setting
We trained the VariGen model in our experiments with the following hyperparameters. All word embeddings, hidden layers of the recognition network and hidden state vectors of the encoders and decoders had 300 dimensions. The latent variables z had 100 dimensions. All encoder and decoder in VariGen shared one set of embeddings, and the vocabulary size was 51, 996. All model parameters were initialized randomly with Gaussian-distributed samples except for word embeddings were initialized with Glove embeddings (Pennington, Socher, and Manning 2014) . The method of Adam(Kingma and Ba 2014) was adopted for optimization. The initial learning rate was 1e − 04. Gradient clipping was set to 1, and the batch size was 16. We generated multiple responses for each post, the number of z samples was set to 50, the beam search size was 5. When training the TCD model, we adopted the same parameter settings above for training VariGen model, and the weight λ for reranking was heuristically set to 10.
Baseline models
We listed three baseline systems provided by the official organizer of DSTC7-Track2 and their evaluation results will be used to help us analyse the performance of our proposed systems.
• Constant: This system always return "i don't know what you mean." as responses.
• Random: This system always randomly picks up a response from training dataset.
• Seq2Seq: This is a GRU-based sequence-to-sequence (Seq2Seq) generative system. The model does not use grounding information ("facts"), attention or beam search. It uses greedy decoding (unkown token disabled). 
Results and analysis
Objective evaluation As Table 1 shows, we present official evaluation results on NIST, BLEU, and METEOR metrics of three baseline systems, our Retrieval and VariGen systems, human results, and best system performance among all participants. These objective evaluations were performed on 2,208 samples from final test dataset. For BLEU metrics, we can find Constant system performed best on the whole among all systems though this system always output "i don't know what you mean.", which indicates the limitations of BLEU metrics. For METEOR metric, we can find that both our proposed VariGen and Retrieval systems outperformed Seq2Seq and Random systems. However, Constant system also obtained best performance among all systems except for Human and best system performance * , which also indicates the limitations of METEOR metric. NIST 3 is an variant of 3 ftp://jaguar.ncsl.nist.gov/mt/resources/ mteval-v14c.pl BLEU which instead of giving equal weight to each n-gram match but calculates how informative each particular n-gram is (Doddington 2002) . We can find that our Retrieval and VariGen systems outperformed all three baseline systems, and VariGen performed better than Retrieval system. Also, we can find that Random system outperformed Seq2Seq, which may be attribute to that the Seq2Seq system always produces blank and non-sense responses with very low informativeness. According to the official evaluation results, our proposed VariGen system ranked second on automatic evaluation metrics NIST and METEOR among all participant systems.
As for the objective diversity evaluation, we present official evaluation results as Table 2 shows. The div1 and div2, a crude diversity measure of distinct 1-gram and 2-gram respectively as explained in , are also known as distinct-1 and distinct-2. Entropy is believed to be a more principled measure of diversity as explained in (Zhang et al. 2018) . We can found that our Retrieval and VariGen outperformed all baseline models on div1/2 and Entropy metrics except for the Random system. It's reasonably that Random system has a good performance on diversity metrics since it always randomly select a human response from training dataset. Our Retrieval system outperformed VariGen, but in Table 1 VariGen performed better than Retrieval on NIST and BLEU metrics. According to the official evaluation results, our Retrieval system ranked first on diversity metrics and VariGen system ranked second on Entropy metrics. Table 3 presents the official subjective evaluation results which were performed on 1,000 samples from final test dataset. According to official organizer's description, three crowdsourced judges were asked to whether to select one of Strongly Agree, Agree, Neutral, Disagree, Strongly Disagree in relation to the following statements: 1) The response is relevant and appropriate.
Subjective evaluations
2)The response is interesting and informative. The final results were converted into a numerical score of 1 (Strongly Disagree) through 5 (Strongly Agree), and 95% confidence intervals were computed using 10,000 iterations of bootstrap sampling. Because official organizer can only evaluate one system for each participant, we have only our Retrieval system evaluated. From the results of Table 3 , we can find that Seq2Seq baseline system outperformed our Retrieval system on all three metrics, which is not consistent with the objective comparison results in Table 1 and Table 2 . The mismatching results between objective and subjective results indicate the difficulty of conversation response evaluation. According to the official evaluation results, our Retrieval system ranked third among all participant systems, which is not equivalent to its performance on objective evaluations. We think it may be attribute to that our Retrieval system is not as flexible as generative models and it does not utilize the textual facts, which can be confirmed in some way by the objective evaluation results in Table 1 , i.e, the generative VariGen system performed better than Retrieval system on both NIST and BLEU metrics.
Conclusion
In this paper, we present our conversation response generation systems for DSTC7-Track 2. According to the official evaluation results, our proposed systems obtained best diversity performance on Entropy metrics among all participant systems, and at the same time, our systems also ranked second on NIST metrics, which shows that our proposed systems are promising to be developed further for conversation response generation. Zhao, T.; Zhao, R.; and Eskenazi, M. 2017. Learning discourse-level diversity for neural dialog models using conditional variational autoencoders. In Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), volume 1, 654-664.
