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Прогноз погоды относят к научным проблемам,
которые пока ещё не получили точного решения,
несмотря на объединённые усилия учёных и прак-
тиков всего мира. Проведён обзор отечественной
и зарубежной литературы, представляющей анализ
современных методов прогноза основных элемен-
тов погоды: температуры и осадков [1?3]. Цель ра-
боты: повышение точности восстановления
и прогнозирования характеристик атмосферы пу-
тём разработки адаптивных методов и алгоритмов
анализа и обработки метеорологических полей.
Наиболее популярным и, вероятно, эффективным
аппаратом является математическая статистика,
особенно в случае прогноза погоды более чем
на сутки. Однако в условиях сложных задач моде-
лирования нужно синтезировать комбинирован-
ные подходы. В настоящей статье предложен ком-
бинаторный полиномиальный алгоритм синтеза
моделей восстановления, краткосрочного и дол-
госрочного прогнозирования для полей метеоро-
логических величин. Проведён физико-статисти-
ческий анализ вертикального профиля полей тем-
пературы в тропосфере с целью получения прог-
нозных и восстановительных математических мо-
делей метеорологической величины для станции
Минск.
Комбинаторный полиномиальный алгоритм
синтеза моделей восстановления, краткосрочного
и долгосрочного прогнозирования для метеороло-
гических величин
Алгоритм индуктивного метода самоорганиза-
ции моделей можно представить в виде общей
структурной схемы алгоритмов самоорганизации
прогнозных моделей на рис. 1. Состоит из генера-
тора моделей (ГМ), на выходе которого (в опреде-
лённом порядке повышения сложности) получа-
ются варианты (претенденты) моделей и селекти-
рующего устройства (К), выбирающего по задан-
ному внешнему критерию самую лучшую модель
(В) [4, 5]. В зависимости от устройства генератора
моделей-претендентов различают три основные
структуры алгоритмов самоорганизации: комбина-
торные, многорядные, многорядные пороговые.
Рис. 1. Общая структурная схема алгоритмов самоорганиза-
ции моделей на ЭВМ
Комбинаторный алгоритм, представленный
на рис. 2, соответствует генератору, который про-
изводит выбор модели из полного полинома при-
равниванием нулю («зануления») тех или других
его слагаемых. Например, из полинома второй сте-
пени y=a0+a1x+a2x
2 получаем три укороченных,
частных полинома: y=a0+a1x; y=a0+a2x
2; y=a1x+a2x
2
и один полный полином. Происходит аналогичное
«зануление» слагаемых для полинома третьей сте-
пени y=a0+a1x+a2x
2+a3x
3 и т. д.
Таким образом, получаем таблицу полиномов
с постепенным усложнением структуры. Каждый
из полиномов должен быть оценён по избранному
критерию селекции. Полином с наилучшим значе-
нием критерия и является полиномиальной мо-
делью оптимальной сложности. Производится пе-
ресчёт оценок коэффициентов модели по всем точ-
кам таблицы опытных данных, рекомендуется, ког-
да число слагаемых полного полинома не превы-
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шает 20. При этом число сравниваемых моделей
равно 220.
Критерий селекции достигает глубины своего
минимума, если его значение становится равным
10–2 –10–5 [4]. Полином с первым наилучшим значе-
нием критерия и является полиномиальной мо-
делью оптимальной сложности. Таблица исходных
данных делится на две части, называемые обучаю-
щей (А) и проверочной последовательностями (В).
При этом среднеквадратическая ошибка ∆(В),
определяемая на проверочной последовательно-
сти, является одним из критериев для выбора
структуры модели, синтезируемой по данным об-
учающей последовательности. Так создается пер-
вое внешнее дополнение. Таблицу исходных дан-
ных приходится делить на три части: обучающую,
проверочную и две экзаменационные последова-
тельности (А,В и С,D). Ошибка ∆(С), определяемая
на экзаменационных данных, может служить вто-
рым внешним дополнением, поэтому таблицу надо
разделить так, чтобы ∆(С)→min, требуется еще од-
но, третье, внешнее дополнение ∆(D)→min [3].
Мы приняли для критерия минимума смещения
по формуле следующее разделение таблицы исход-
ных данных:
где NA, NB, NC, ND – число точек обучающей, прове-
рочной, первой и второй экзаменационных после-
довательностей соответственно; N – общее число
точек [5].
Целесообразно для определённости различать
заблаговременность прогноза и прогностический
период (срок его действия) как две самостоятель-
ные характеристики [3–5]. Исследуется объект,
описываемый параметрами Y=(y1,y2,…,ym), в мо-




, где m–5, m–4, m–3, m–2,
m–1, m – день. Например, объект удалось описать
в терминах другого, более доступного во времени
или в пространстве объекта X=(x1,x2,…,xn), как
функционал Y=f(x) на множестве реализаций X.
При этом характеристики объекта X (наблюдаемые
или рассчитанные), как правило, тоже относят к
различным моментам времени txi, i=1,n

. Такое ис-
следование является прогностическим, если 
В противном случае экстраполя-
ция во времени, а значит и прогноз отсутствует во-
обще. Далее условимся, что интервал времени 
– будем называть заблаговре-
менностью прогноза, а момент времени –
моментом прогноза, а интервал времени 
означает прогностический пе-
риод или срок действия прогноза. Прогностиче-
ские работы подразделяются следующим образом:
1) краткосрочный прогноз (τ, τy в пределах суток,
что соответствует радиусу инерции большинства
метеорологических объектов); 2) прогноз на малые
периоды (τ, τy в пределах радиуса корреляции ме-
теорологических объектов, что в среднем составля-
ет до 10 суток); 3) прогноз на большие периоды (τ,
τy больше радиуса корреляции – месяц, сезон, год).
Внешние критерии, используемые в комбинаторном
полиномиальном алгоритме синтеза моделей 
восстановления, краткосрочного 
и долгосрочного прогнозирования 
для полей метеорологических величин
Критерий минимума смещения, 
основанный на анализе решений
Модели, получаемые при использовании различ-
ных частей таблицы исходных данных, должны,
по возможности, мало отличаться друг от друга, а при
полном отсутствии смещения – совпадать. Выборка
делится на две равные части. Модель на подвыборке
А должна как можно меньше отличаться от модели
на подвыборке В и наоборот по формуле:
где N – длина выборки; yAi, yBi – аппроксимация та-
бличных данных на выборках А и В; yi – значения
выходной величины.
Критерий баланса переменных 
и его применение для синтеза моделей
На интервале интерполяции устанавливается
некоторая математическая связь между перемен-
ными, образующими систему. Критерий баланса
требует, чтобы связь, называемая «законом», сохра-
нялась на интервале прогноза. Если такой «закон»
действительно существует и остается постоянным,
то критерий баланса способен обеспечить доста-
точно точные долгосрочные прогнозы. Пусть
g1(t),g2(t),…,gs(t)=0 – функция баланса – «закон»,
связывающий переменные gj(t), j=1,…,S. Из мно-
жества всех прогнозирующих моделей для пере-
менных gi(t) нужно выбрать такую систему, для ко-
торой на интервале экстраполяции (в районе точки
прогноза) эта связь выполняется наилучшим обра-
зом. Нарушение баланса переменных характеризу-
ют величинами небаланса bi=f(g1(ti),g2(ti),…,gs(ti)),
которые рассчитываются для ti принадлежащих ин-
тервалу экстраполяции для каждой переменной
gj(t). На интервале интерполяции строятся несме-
щенные законы: g1=f1обр(g2,g3,…,gs); g2=f2обр(g1,g3,…,gs);
gs=fs обр(g1,g2,…,gs–1). Причем, i-я обратная функция





ные на интервале экстраполяции по прогнозирую-
щим моделям для каждой переменной, характери-
зуют небаланс системы прогнозов в точке. Крите-
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используется для выбора оптимальной модели.
Комбинированный критерий селекции
Для гармонических и алгебраических моделей,
использующих функции времени (среднесрочный
и долгосрочный прогнозы), в случаях, когда изве-
стен или может быть открыт закон физического ба-
ланса переменных, рекомендуется критерий «нес-
мещение плюс баланс переменных». При форми-
ровании комбинированного критерия приняты
единичные веса для нормированных составляю-
щих баланса и несмещенности по формуле:
где B, n*см – небаланс и смещение для конкретной
комбинации моделей системы; Bmax, n
*
см max – их мак-
симальные значения на множестве возможных
комбинаций.
Краткосрочное и долгосрочное прогнозирование
и восстановление по высоте вертикальных 
профилей температуры
С помощью разработанного комбинаторного
полиномиального алгоритма синтеза моделей для
восстановления, краткосрочного и долгосрочного
прогнозирования полей метеорологических вели-
чин по методу группового учёта аргументов было
принято решать задачи пространственно-времен-
ного прогнозирования и восстановления высотно-
го распределения вертикальных профилей темпе-
ратуры по формуле на основе пространственно-
временных наблюдений вида:
где h – высота; hk – максимальная высота наблюде-
ний; t — время наблюдений; N – длина выборки.
В качестве исходных данных принимали значения
многолетних (1961–1978 гг.) радиозондовых изме-
рений температуры Т, °С метеорологической стан-
ции Минск (53°11' с.ш., 27°32' в.д.). Измерения ме-
теорологических величин производятся по стан-
дартным изобарическим поверхностям. В суще-
ствующей практике радиозондовые наблюдения
обычно проводятся в два срока (в 0 и 12 ч по Грин-
вичу), т. е. с интервалом в 12 ч. Наблюдения были
интерполированы (метод линейной интерполя-
ции) на сетку стандартных высот, являющуюся на-
иболее удобной и используемой для решения при-
кладных задач прогноза температуры, в тринадца-
ти точках (0,0 (уровень земли); 0,1; 0,2; 0,4; 0,8; 1,2;
1,6; 2,0; 2,4; 3,0; 4,0; 5,0; 8,0 км).
Сетка стандартных высот позволяет описать
с большим вертикальным разрешением почти всю
тропосферу [1–3]. В качестве входных данных для
группы «обучения» (интервал интерполяции) при-
няли температуру по первым 10 суткам одного ме-
сяца из сезона (например, август 1975 г). Вводим
в программу 10 значений температуры (с 1 по
10 августа) на высотах 0,0…8,0 км. Данные аэроло-
гических наблюдений взяты с временным интерва-
лом в 24 ч., а для высот h>3 км их целесообразно
брать с интервалом в 12 ч. В качестве прогнозной
функции задаём степенной полином 9 степени. Ре-
комендуем задавать степень полинома до 14, учи-
тывая пространственно-временное распределение
высотного вертикального профиля температуры
в тропосфере. Прогноз делаем на следующие 10 су-
ток (с 11 по 20 августа) соответственно по каждой
стандартной высоте сетки. В результате программа
выдает математические прогнозные модели, их ко-
эффициенты, значения комбинированного крите-
рия, смещения и баланса.
Прогноз делается по всей выборке – по 20 точ-
кам. Модель оптимальной сложности, дающая
объективный прогноз, выбирается по минимуму
комбинированного внешнего критерия, его значе-
ние стало равным К≤10–3. Комбинированный кри-
терий выдает модель оптимальной сложности –
полином третьей степени. Абсолютную погреш-
ность определяют как разность ∆Т=(Тф–Тпр.) – от-
клонение между фактическим и прогнозным зна-
чениями. В качестве допустимой средней абсолют-
ной ошибки прогноза (погрешности) метеорологи-
ческих величин примем величину менее ±1,5 °С
для краткосрочного и менее ±2,5 °С – для долгос-
рочного прогнозов, что обычно используется
в практике статистических прогнозов, восстано-
влений и допускается Всемирной метеорологиче-
ской организацией для радиозондовых наблюде-
ний [1–3].
Таблица 1. Модели оптимальной сложности для краткосроч-
ного и долгосрочного пространственно-времен-
ного прогнозирования по времени 1–10 суток для
температуры в тропосфере для станции Минск
(53°11' с.ш., 27°32' в.д.), август 1975 г.
До высоты 3,0 км включительно мы имеем хо-
рошие результаты прогнозирования. Здесь абсо-
h, км
Модели Y 





0,0 26,88+0,45X–0,22X2+0,40X3 4,21.10–4 ±2,35
0,1 23,58+0,70X–0,22X2+0,50X3 4,15.10–4 ±2,45
0,2 21,24+0,79X–0,23X2+0,40X3 4,23.10–4 ±2,60
0,4 16,58+0,98X–0,24X2+0,30X3 4,41.10–5 ±2,02
0,8 11,86+1,17X–0,26X2+0,20X3 4,12.10–5 ±1,48
1,2 7,16+1,58X–0,29X2+0,30X3 5,02.10–5 ±2,43
1,6 4,72+1,47X–0,27X2+0,21X3 6,16.10–5 ±2,94
2,0 2,73+1,29X–0,25X2+0,50X3 6,95.10–5 ±2,96
2,4 2,66+0,84X–0,23X2+0,70X3 8,34.10–5 ±2,03
3,0 –9,40+0,66X–0,18X2+0,60X3 3,18.10–5 ±2,47
4,0 –9,41+0,67X–0,10X2+0,80X3 2,30.10–4 ±3,78
5,0 –22,33+0,34X–0,11X2+0,40X3 4,42.10–4 ±2,97
8,0 –35,08–0,20X+0,12X2–0,30X3 6,90.10–4 ±3,58
,
{ 0,1, , ; 1, , },
h t k
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лютная погрешность прогноза ∆Т не превышает
величину ±1,5 °С для прогноза 1–10 суток. Начи-
ная с высоты 4,0…8,0 км, некоторые прогнозные
значения превышают допустимую в практике ста-
тистических прогнозов величину абсолютной по-
грешности ±1,5 °С. На рис. 3 представлены прог-
нозные модели Y температуры и графики про-
странственно-временного прогноза температуры
за период 10 дней соответственно своей высоте.
Значения внешнего комбинированного критерия
K, абсолютной погрешности прогнозирования
на небольшие периоды температуры по времени
для соответствующей модели Y представлены
в табл. 1. Максимальное отклонение ∆Т прогноз-
ного значения от фактического (абсолютная по-
грешность) составило ±3,58 °С, минимальное со-
ставило ±2,35 °С. Для критериев селекции исполь-
зовалась функция баланса, учитывающая высотное
распределение вертикального профиля температу-
ры по формуле:
где g1 – значения температуры по высоте
0,0…3,0 км по первым 10 точкам месяца, сезона,
года; g2 – по высоте 4,0…8,0 км по первым 10 точ-
кам месяца, сезона, года.
Далее, используя те же данные, которые исполь-
зовались при пространственно-временном прог-
нозе на небольшие периоды по времени 1–10 су-
ток, решаем задачу восстановления по высоте вер-
тикального профиля температуры соответственно
своему прогнозируемому дню (τ, τy в пределах су-
ток), т. е. решаем задачу восстановления на выше-
лежащих уровнях по данным наблюдений на ниже-
лежащих уровнях. Восстановление температуры
осуществляется по стандартным высотам сетки (0,0
(уровень земли); 0,1; 0,2; 0,4; 0,8; 1,2; 1,6; 2,0; 3,0;
4,0; 5,0; 8,0 км) за каждые сутки из 10 дней месяца.
На интервале интерполяции в качестве данных для
группы «обучения» используются значения темпе-
ратуры, начиная с высоты 0,0…3,0 км. Интервал,
где расположены точки, соответствующие темпера-
туре по высотам 4,0…8,0 км – интервал экстрапо-
ляции. Алгоритм выдаёт математические модели
восстановления – решает задачу восстановления
по высоте вертикальной структуры профиля темпе-
ратуры на всём интервале 0,0…8,0 км. Модель опти-
мальной сложности выбирается по первому мини-
муму внешнего комбинированного критерия селек-
ции, равному К≤10–3 – это алгебраический полином
3 степени. Модели восстановления по высоте вер-
тикальных профилей температуры Y представлены
соответственно своему дню (суткам) на рис. 4, а так
же значения внешнего комбинированного крите-
рия K, абсолютные погрешности восстановления
показаны в табл. 2. При восстановлении макси-
мальное отклонение ∆Т значения температуры
от исходного (абсолютная погрешность) составило
±1,38 °С, минимальное составило ±0,01 °С.
На всем интервале восстановления (интерполя-
ции и экстраполяции) абсолютная ошибка восста-
новления температуры в тропосфере не превышает
принятое допустимое значение в практике стати-
стических восстановлений ±1,5 °С [1–3].
2
2 2 1
6 6,4 3,8,f g g g= + ⋅ + ⋅ −
Управление, вычислительная техника и информатика
171
Рис. 3. Графики и модели пространственно-временного прогнозирования температуры по времени 1–10 суток в тропосфере
по стандартным высотам сетки для станции Минск (53°11' с.ш., 27°32' в.д.), август 1975 г.
Таблица 2. Модели оптимальной сложности восстановления
вертикальных профилей температуры по высоте
(0,0…8,0 км) для станции Минск (53°11' с.ш.,
27°32' в.д.), август 1975 г.
Выводы
Построены математические прогностические
модели высотных профилей температуры, позво-
ляющие прогнозировать и восстанавливать изме-
нения температуры в период времени 1–10 суток
по сетке стандартных высот полей метеорологиче-
ской величины температуры.
Абсолютная погрешность прогнозирования
температуры по времени на высотах 0,0…3,0 км не
превышает ±2,5 °С. На высоте 4,0…8,0 км макси-
мальное отклонение некоторых прогнозных значе-
ний от исходных составило ±3,58 °С.
Абсолютная погрешность восстановления тем-
пературы на высотах 0,0…8,0 км не превышает
на большинстве уровней допустимое в практике
статистического восстановления и прогнозирова-
ния значение ±1,5 °С.
Разработанный алгоритм эффективен для ре-
шения задач прогнозирования и восстановления
полей температуры в тропосфере, и его можно ре-
комендовать для определённого класса приклад-
ных задач по метеорологии.
№ су-
ток






1 36,59–14,42X+3,46X2–0,27X3 2,03.10–4 ±0,01
2 45,38–13,82X+1,83X2–0,35X3 2,05.10–5 ±1,13
3 14,83–12,42X+1,35X2–0,33X3 3,04.10–4 ±0,24
4 34,61–12,69X+1,38X2–0,21X3 3,13.10–5 ±1,35
5 33,31–12,47X+1,45X2–0,21X3 2,09.10–5 ±1,36
6 12,43–12,69X+3,25X2–0,21X3 3,11.10–5 ±0,78
7 11,33–11,15X+1,45X2–0,43X3 4,22.10–4 ±1,45
8 39,08–10,86X+2,74X2–0,12X3 4,15.10–5 ±0,69
9 21,33–12,15X+2,21X2–0,46X3 5,13.10–4 ±1,39
10 25,54–12,11X+3,44X2–0,26X3 4,23.10–4 ±0,98
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Рис. 4. Графики и модели восстановления вертикальных профилей температуры соответственно своему прогнозируемому
дню по высоте в тропосфере для станции Минск (53°11' с.ш., 27°32' в.д.), август 1975 г.
