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The paper contains the description of the dynamics of non-equilibrium processes of spin s = 1
magnets in an external variable field. We have obtained nonlinear dynamic equations with sources
and calculated low-frequency asymptotics of two-time Green’s functions for ferro- and quadrupole
magnetic states with SO(3) and SU(3) exchange symmetry of the Hamiltonian. It has been shown
that for ferro- and quadrupole magnetic states singularities of Green’s functions in wave vectors
1/k, 1/k2 and frequencies 1/ω, 1/ω2 have well-known character. We set the exact form of the
magnetic anisotropy of these Green’s functions. For states with SO(3) symmetry of the exchange
Hamiltonian, we have found Green’s functions with quadrupole degrees of freedom and compared
them with Green’s functions of magnets having exchange SU(3) symmetry.
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I. INTRODUCTION
Traditional condensed matter physics deals with rather
simple continuous symmetry groups, which include
groups of translations or rotations in the space SO(3) ∼
SU(2). More complex groups of the unitary SU(n)
symmetry with n > 2 were used in condensed mat-
ter physics for description of high-temperature supercon-
ductors, low-dimensional semiconductors and high-spin
(s > 1/2) magnets [1–5]. The goal of our research is
to elucidate the influence of the exchange interaction
symmetry on collective properties of magnets with spin
s = 1 and calculate Green’s functions in the hydrody-
namic limit, when the wave vector and frequency tend to
zero: k → 0, ω → 0.
Papers [6–13] have studied magnetic equilibrium states
with the spin s = 1 and considered Hamiltonian mod-
els with the exchange SO(3) or SU(3) symmetry. In
these physical systems unusual states due to magnetic
degrees of freedom, which do not change sign under time
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reversal may appear. These degrees of freedom include
the quadrupole matrix, if the exchange interaction has
the SU(3) symmetry and nematic order parameter. The
Landau-Lifshitz equation [14] describes the evolution of
magnets only by means of the magnetization vector. It
is well established for magnetic dielectrics with the spin
s = 1/2. Systems with the spin s = 1 require expansion
of the set of magnetic degrees of freedom. In order to de-
scribe non-equilibrium processes in pure quantum states
of such magnets, just four magnetic degrees of freedom
are sufficient [9, 15, 16]. In papers [17–20], more gen-
eral dynamic equations have been constructed and valid
for mixed quantum states. For normal multi-sublattice
and degenerate single-sublattice magnets with the spin
s = 1 and the Hamiltonian with the SU(3) symmetry,
physical state is described by eight dynamic quantities.
They are spin and quadrupole matrix. Two Casimir in-
variants reduce the number of independent magnetic de-
grees of freedom down to six. The unitary SU(3) symme-
try leads to a modification of the functional hypothesis
and includes the quadrupole matrix in the set of ther-
modynamic quantities. This degree of freedom leads to
the appearance of quadrupole spectra of magnetic exci-
tations. In the exchange approximation, the dispersion
of spin and quadrupole waves is quadratic function of
wave vector [19, 20]. In papers [20–22], it was considered
the influence of dissipative processes and established the
form of relaxation flows, and found damping coefficients
of collective excitation spectra.
The concept of a spontaneously broken symmetry
[23, 24] is one of the most important notion effectively
used in the description of equilibrium states of condensed
matter. Its application has led to the establishment of
strict inequality characterizing the decay of correlations
in degenerate states, showed the connection between the
broken symmetry and gapless mode in small wave vec-
tors (Goldstone theorem), clarified the relationship of
phase transitions and dimensions physical system, and
connected the residual symmetry and problem of classi-
fication of equilibrium states [24–30].
2An effective tool for studying magnetic systems is two-
time Green’s functions [31–33], the knowledge of which
allows one to understand both the state of equilibrium
and peculiarities of non-equilibrium processes if the devi-
ation from equilibrium is small. As a rule, finding them
for specific physical systems uses different kinds of ap-
proximate methods. These include, in particular, the
quasiparticle approximation, random phase method, and
Tyablikov approximation [33–39]. The above methods
have been used in [40, 41] for study of high-spin magnets
(s > 1/2).
An important component of study of condensed mat-
ter for understanding the experimental data of the inter-
nal structure of the matter is the knowledge of two-time
Green’s functions in the low-frequency range, which is
closely related with the behavior of the physical system
at large times (hydrodynamic stage of evolution). Previ-
ously, this approach allowed to find Green’s functions for
a number of superfluid and magnetic condensed media
[42–50].
This paper investigates ferromagnets and quadrupole
magnets with the exchange SO(3) and SU(3) symmetry
of the Hamiltonian. We have calculated low-frequency
asymptotics of Green’s functions and conducted a com-
parative analysis for these states. The results can be use-
ful for the study of inelastic scattering of cold neutrons
or other particles with the spin s > 1/2 and determine
macroscopic properties of magnetic state.
The paper’s structure is as follows: in section II we
describe the Hamiltonian approach for spin s = 1 mag-
nets. Non-linear dynamic equations with the presence
of an external variable field for these systems have been
obtained. Section III describes phase states of magnets
with the SU(3) symmetry of the exchange interaction
and contains calculations of low-frequency asymptotics
of Green’s functions of arbitrary local physical quantities
for ferro- and quadrupole magnetic states. We have com-
pared them with Green’s functions of the ferromagnet
with the SO(3) symmetry of the exchange Hamiltonian.
Finally, in section IV we discuss the role of unitary sym-
metry of exchange interaction in structure of low-limit
asymptotics of Green’s functions.
II. MAGNETIC DEGREES OF FREEDOM AND
MECHANICS OF SPIN S=1 MAGNETS
Description of nonequilibrium processes in magnets in
the framework of the Hamiltonian approach involves es-
tablishing of a set of dynamic variables that characterize
macroscopic state of the system, finding Poisson brack-
ets for them and taking into account symmetry prop-
erties of the Hamiltonian. Let us introduce the mag-
netic degrees of freedom for spin s = 1 systems accord-
ing article [19]. To this goal we define the density of
the kinematic part of the Lagrangian by the formula:
L(x) = bαβ(x)a˙αβ(x) ≡ trbˆ(x)ˆ˙a(x), where a and b are
Hermitian 3 × 3 matrices (aˆ = aˆ+, bˆ = aˆ+). These ma-
trices are canonically conjugate values for which valid
Poisson brackets are as follows:
{bαβ(x), bµν(x
′)} = 0, {aαβ(x), aµν(x
′)} = 0,
{aαβ(x), bµν(x
′)} = −δανδβµδ(x− x
′). (1)
Here, δαβ is the Kronecker symbol and δ(x) is the Dirac
delta function. We connect these matrices with physical
quantities of spin s = 1 magnets. The density of the
generator of the SU(3) symmetry is given by relation:
gˆ(x) ≡ i[bˆ(x), aˆ(x)]. (2)
Square brackets here and below denote the commuta-
tor of two matrices. Using (2) and (1), we find Poisson
bracket for this value
i{gαβ(x), gγρ(x
′)} =
= (gγβ(x)δαρ − gαρ(x)δγβ)δ(x− x
′). (3)
As the matrix gˆ(x) being traceless, two Casimir in-
variants of the algebra (3) defined by the expressions:
gn(x) ≡ trgˆ
n(x), {gn(x), gαβ(x
′)} = 0, where n =
2, 3. The presence of these Casimir invariants reduces
the number of independent magnetic degrees of freedom
characterizing the macroscopic state of spin s = 1 mag-
nets down to six.
Under normal multi-sublattice states of magnets and
degenerate single-sublattice states, the exchange Hamil-
tonian is a functional of the matrix gˆ(x): H(gˆ) =∫
d3xe(x, gˆ(x′)). The exchange energy density is a
function of this matrix and its gradient e((x)) =
e(gˆ(x),∇gˆ(x)). The stationary action principle leads to
Hamiltonian dynamic equations: ˙ˆg(x) = {gˆ(x), H(gˆ)}.
Using (3) we obtain a functional dynamic equation for
the matrix gˆ(x)
˙ˆg = i
[
gˆ(x),
δHˆ(gˆ)
δg(x)
]
, (4)
which generalizes the Landau-Lifshitz equation for the
case of magnets with spin s = 1. In the case of arbitrary
spin, canonically conjugate quantities and generator of
the SU(2s + 1) symmetry can be introduced similar to
expressions (1) and (2) and the dimension of these ma-
trices is equal to 2s+ 1.
Real magnetic degrees of freedom for spin s = 1 mag-
nets - spin density sα(x) and quadrupole matrix qαβ(x)
- are connected with the matrix gˆ(x) by the relation
gαβ(x) ≡ qαβ(x)− iεαβγsγ(x)/2. (5)
The feedback has the form: sα = iεαβγgβγ, qαβ =
(gαβ + gβα)/2. The quadrupole matrix is symmetric and
traceless tensor: qαβ = qβα, qαα = 0. Five of its inde-
pendent components can be parameterized as:
qαβ = q1 (eαeβ − δαβ/3) + q2 (fαfβ − δαβ/3) .
Here, q1, q2 are scalar parameters of this matrix. Vectors
eα, fα, dα = (e × f)α form an orthonormal frame and
3have the physical meaning of magnetic anisotropy axes
of the quadrupole ordering. Magnetic states, in which
q1 6= 0, q2 = 0 or q2 6= 0, q1 = 0, are uniaxial. The
case of q1 6= 0, q2 6= 0 corresponds to biaxial quadrupole
magnetic ordering.
It can be seen that for the vector sα(x), taking into
account (3) and (5), Poisson bracket
{sα(x), sβ(x
′)} = δ(x− x′)εαβγsγ(x) (6)
is true. For the quadrupole matrix due to (3) and (5) we
get:
{sα(x), qβγ(x
′)} = δ(x−x′)(εαβρqργ(x)+εαγρqρβ(x)),
{qαβ(x), qµν(x
′)} = δ(x − x′)sγ(x)(εγανδβµ+
+ εγβµδαν + εγβνδαµ + εγαµδβν)/4. (7)
The algebra of Poisson brackets (6), (7) allows one to de-
scribe the dynamics of nonequilibrium states of magnets
with the SU(3) symmetry of the Hamiltonian in terms
of the spin density and quadrupole matrix. For the set
of magnetic degrees of freedom (6), (7) it is also possi-
ble ferro-quadrupol states, for which both sα 6= 0 and
qαβ 6= 0. The subalgebra of Poisson brackets (6) con-
tains a spin vector. This particular case is analogous to
the spin s = 1/2 systems and shows the validity of the
description of the dynamics of magnets with spin s = 1
by the Landau-Lifshitz equation [14], if the exchange in-
teraction has the SO(3) symmetry.
In terms of matrices qαβ and εαβ ≡ εαβγsγ/2, the
equation (4) can be represented as two real matrix equa-
tions
˙ˆq =
[
εˆ,
δHˆ(qˆ, εˆ)
δq
]
−
[
qˆ,
δHˆ(qˆ, εˆ)
δε
]
,
˙ˆε =
[
δHˆ(qˆ, εˆ)
δq
, qˆ
]
+
[
δHˆ(qˆ, εˆ)
δε
, εˆ
]
. (8)
We take into account the property of the SU(3) symme-
try of the exchange energy density
{Gˆ, e} =
[
gˆ, ∂eˆ(gˆ)
∂g
]
+
[
∇kgˆ,
∂eˆ(gˆ)
∂∇kg
]
= 0,
where Gˆ ≡
∫
d3xgˆ(x) is a generator of SU(3) symmetry.
This formula allows to convert equations (8) to the form
of differential conservation laws:
˙ˆq = −∇k
([
εˆ,
δeˆ(qˆ, εˆ)
∂∇kq
]
+
[
δeˆ(qˆ, εˆ)
∂∇kε
, qˆ
])
,
˙ˆε = −∇k
([
δeˆ(qˆ, εˆ)
∂∇kq
, qˆ
]
+
[
δeˆ(qˆ, εˆ)
∂∇kε
, εˆ
])
. (9)
The two-time retarded Green’s function for arbitrary
quasi-local operators aˆ and bˆ shall be defined by the re-
lation [31]
Gab(x, t;x
′, t′) ≡ −iθ(t− t′)Spwˆ
[
aˆ(x, t), bˆ(x′, t′)
]
. (10)
Here, ωˆ is the Gibbs equilibrium statistical operator and
operators aˆ, bˆ are functionals of Bose creation and an-
nihilation operators in Heisenberg representation. The
linear response of the value a to the external disturbance
is the following:
δaξ(x, t) =
∫ +∞
−∞
dt′
∫
d3x′δξ(x′, t′)Gab(x− x
′, t− t′).
The Fourier transformation of this relation can be written
as:
δaξ(k, ω) = Gab(k, ω)δξ(k, ω). (11)
On the other hand, Hamiltonian formalism allows to ob-
tain equations of macroscopic dynamics of magnetic sys-
tems in an external field. The linearized version of these
equations connects the deviation of the local physical
quantity δa and potential of the field δξ thus allowing us
to find asymptotics of two-time Green’s functions at low
frequencies ωτr << 1 and small wave vectors kl << 1.
We consider the effect of a weak alternating field on the
evolution of the studied magnetic system. The com-
plete Hamiltonian of the magnetic system has the form:
H(t) = H +V (t). Here, V (t) is the energy of interaction
of the magnetic system with an external field:
V (t) =
∫
d3xδξ(x, t)b(x, t). (12)
Here, δξ(x, t) is a potential of interaction of the magnets
and the external field, b(x, t) is a local physical quantity.
We suppose that the external field changing slowly so
the characteristic frequency of its changes is small com-
pared to τ−1r . Here, τr is a time of relaxation (time of
establishment of local equilibrium of the magnetic sys-
tem). In this case, the physical system has time to adapt
to instantaneous values of the field. At time t >> τr
value b(x, t) depends on time through magnetic degrees
of freedom, i.e. b(x, t) −→
t>>τr
b(x, gˆ(x, t)). For the validity
of this formula, spatial scales of changes l of macroscopic
values must be greater than the average interatomic dis-
tance l >> a. In accordance with the above and taking
into account (10), we obtain the dynamic equation for
matrix gˆ(x) in the presence of an external field
˙ˆg = i
[
gˆ,
δHˆ(gˆ)
δg
]
+ ηˆ(gˆ), ηˆ(gˆ) = iδξ
[
gˆ,
∂bˆ(gˆ)
δg
]
(13)
where the right-hand side of the equation contains the
source associated with this field. In terms of real quanti-
ties quadrupole matrix and spin density nonlinear equa-
tions of the dynamics of spin s = 1 magnets have the
form
s˙α = −εαβγ∇k
([
δeˆ
∂∇kq
, qˆ
]
+
[
δeˆ
∂∇kε
, εˆ
])
βγ
+ ηα(s),
˙ˆq = −∇k
([
εˆ,
δeˆ
∂∇kq
]
+
[
δeˆ
∂∇kε
, qˆ
])
+ ηˆ(qˆ). (14)
For sources in equations (14), the following expressions
are obtained:
4ηα(s) = δξεαβγ
(
∂b
∂sβ
sγ + 2
∂b
∂qβσ
qγσ
)
,
ηβγ(qˆ) = −δξ
∂b
∂sα
(qβρεαγρ + qργεαβρ) +
δξ ∂b
∂qµν
sσ(εσβνδγµ + εσγνδβµ)/2.
Despite the small spatial inhomogeneities, the mag-
netic system can be both as close to and as far from
equilibrium states. In the following sections, where low-
frequency asymptotics of Green’s functions are calcu-
lated, we suppose that deviations from equilibrium are
small.
III. DYNAMICS OF QUADRUPOLE AND
FERROMAGNETIC STATES IN AN EXTERNAL
FIELD. LOW-FREQUENCY ASYMPTOTICS OF
GREEN’S FUNCTIONS
The analytical form of the SU(3) symmetrical ex-
change Hamiltonian can be constructed by analogy with
the Heisenberg Hamiltonian. We consider the exchange
energy in the form [19]:
H = −
∫
d3xd3x′J(|x− x′|)trgˆ(x)gˆ(x′). (15)
Here, J(|x − x′|) is an exchange integral of two-particle
magnetic interaction. The quadratic approximation of
spatial inhomogeneities leads to the energy density ex-
pression e(x) = −Jg2(x) + J¯ tr∇gˆ(x)∇gˆ(x)/2. Con-
stants of homogeneous exchange J and inhomogeneous
exchange J¯ in the energy density are connected with
the exchange integral by the following relations: J =∫
d3xJ(|x|) and J¯ =
∫
d3xx2J(|x|)/3. The functional
form of the term of the homogeneous exchange is defined
by the Casimir invariant g2 = s
2/2 + 2q2/3 > 0. We
present the model of the exchange energy as a sum of
two terms:
e = e0 + en, e0(s, q) = −Jg2 +Bg
2
2 +Aq
2,
en = J¯ tr(∇k gˆ)
2/2. (16)
The first two terms in the homogeneous exchange en-
ergy possess the SU(3) symmetry and the last term pos-
sesses the SO(3) symmetry. It is necessary for the exis-
tence of nontrivial solutions of magnetic degrees of free-
dom in equilibrium. For definiteness, we assume that the
quadrupole matrix is uniaxial. The density of the inho-
mogeneous exchange energy possesses the SU(3) symme-
try and is positive for case J¯ > 0.
Equilibrium values of spin modules and quadrupole
matrix as well as the stability of magnetic states we ob-
tain from the conditions
∂e0/∂s = 0, ∂e0/∂q = 0, ∂
2e0/∂s
2 > 0,
∂2e0/∂q
2 > 0,
∂2e0
∂s2
∂2e0
∂q2
−
(
∂2e0
∂s∂q
)2
> 0. (17)
The system of equations (17) has three solutions: 1.
paramagnet: s0 = q0 = 0 is stable if J < 0 and 3A > 2J .
2. quadrupole magnet: s0 = 0 and q
2
0 = 3(2J−3A)/8B >
0. The state exists and is stable if A < 0, B > 0,
2J > 3A. 3. ferromagnet: s20 = J/B > 0 and q0 = 0.
This state is stable if A > 0, B > 0, J > 0. For the
exchange energy (16), equations (14) can be simplified
and take the form:
s˙α = εαβγ J¯ ([qˆ,△qˆ] + [△εˆ, εˆ])βγ + ηˆ(s)α,
˙ˆq = J¯ [△εˆ, qˆ] + J¯ [△qˆ, εˆ] + ηˆ(qˆ). (18)
These equations describe the dynamics of the studied
magnetic system in the presence of external field. The
linearization of these equations does not allow us to ob-
tain expression of the asymptotics of Green’s functions
corresponding to the paramagnetic state and requires
taking into account relaxation processes.
We calculate the asymptotics of Green’s functions for
the equilibrium state corresponding to the case 2. For the
quadrupole magnetic state, basing on (18), we obtained
linearized equations:
δ ˙ˆq = J¯ [△δεˆ, qˆ0] + ηˆ(qˆ),
ηβγ(qˆ) = −δξ
∂b
∂sα
(εαβρq
0
ργ + εαγρq
0
ρβ),
δs˙α = J¯εαβγ [qˆ0,△δqˆ]βγ + ηα(s),
ηα(s) = 2δξεαβγ
∂b
∂qβλ
q0γλ.
In terms of the Fourier representation, we find:
iωδqˆ = −k2J¯ [δεˆ, qˆ0] + ηˆ(qˆ),
iωδsα = −k
2J¯εαβγ [qˆ0, δqˆ]βγ + ηα(s). (19)
Excluding the variation of the quadrupole matrix using
the second equation in (19), we connected the variation
of the spin density δsλ = D
−1
λα η¯α with external field po-
tential. The matrix Dαβ and the source η¯α are equal
Dαβ = iωδαβ + ik
4J¯2[3qˆ20 − 2Iˆtrqˆ
2
0 ]αβ/ω,
η¯α ≡ ηα(s) + 2ik
2δξJ¯
∂b
∂sβ
[3qˆ20 − 2Iˆtrqˆ
2
0 ]αβ/ω. (20)
We assume that the quadrupole matrix is uniaxial in the
equilibrium state q0αβ = q0(lαlβ − δαβ/3), where lα is
the axis of the magnetic anisotropy. The response of
the value δa(k, ω) on external field δξ(k, ω) in the main
approximation of small wave vectors and frequencies have
the form:
δa(k, ω) = ∂a
∂sα
δsα(k, ω) +
∂a
∂qαβ
δqαβ(k, ω).
Then, using formulas (20) and (14), we obtain the ex-
pression of asymptotics of two-time Green’s function in
terms of basic Green’s functions:
Gab(k, ω) =
∂a
∂sα
Gsα,sβ (k, ω)
∂b
∂sβ
+ ∂a
∂qαβ
Gqαβ ,qγρ(k, ω)
∂b
∂qγρ
+
∂a
∂sα
Gsα,qµλ(k, ω)
∂b
∂qµλ
+ ∂a
∂qµλ
Gqµλ,sα(k, ω)
∂b
∂sα
.
5For these functions, taking into account (20), we find
expressions:
Gsα,sβ (k, ω) = −
2J¯k2q20δ
⊥
αβ(l)
△(k, ω)
,
Gqαβ ,qγρ(k, ω) =
J¯k2q20Fαβ,γρ(l)
2△(k, ω)
,
Gqβγ ,sα(k, ω) =
iωq0F
α
βγ(l)
△(k, ω)
= −Gsα,qβγ (k, ω). (21)
Here notations are introduced:
△(k, ω) = ω2 − k4J¯2q20 ,
Fαβ,γρ(l) = δ
⊥
αγ(l)lβlρ+δ
⊥
αρ(l)lβlγ+δ
⊥
γβ(l)lαlρ+δ
⊥
ρβ(l)lαlγ ,
Fαβγ(l) ≡ εαβ(l)lγ + εαγ(l)lβ ,
δ⊥µλ(l) ≡ δµλ − lµlλ, εµλ(l) = εµλρlρ.
Let’s consider some particular cases of asymptotics
(21). At ω = 0, k 6= 0, we can see that, in accor-
dance with the Bogolyubov’s theorem [23], Green’s func-
tions Gsα,sβ (k, 0) and Gqαβ ,qγρ(k, 0) have a singularity
1/k2: Gsα,sβ (k, 0) =
2δ⊥αβ(l)
J¯k2
, Gqαβ ,qγρ(k, 0) =
Fαβ,γρ(1)
4J¯k2
and the Green’s function Gsα,qβγ (k, 0) = 0 vanishes.
If the wave vector k = 0 and ω 6= 0, basic Green’s
functions Gsα,sβ (0, ω) = Gqαβ ,qγρ(0, ω) = 0 vanish and
the Green’s function Gsα,qβγ (0, ω) has a singularity in
frequency Gsα,qβγ (0, ω) = −iF
α
βγ(l)/ω. From condi-
tion △(k, ω) = 0 we get a quadrupole wave spectrum
ω = k2J¯q0 propagating near the equilibrium state corre-
sponding to uniaxial quadrupole ordering.
We shall now calculate asymptotics of Green’s func-
tions for magnets corresponding to the case 3. Close to
the ferromagnetic state (s0 6= 0, qˆ0 = 0), linearized dy-
namic equations (14) have the form
δs˙α = εαβγ J¯ [△δεˆ, εˆ0]βγ + ηα(s),
ηα(s) = δξεαβγ
∂b
∂sβ
s0γ ,
δ ˙ˆq = J¯ [△δqˆ, εˆ0] + ηˆ(qˆ),
ηβγ(qˆ) = δξ
∂b
∂qµν
s0σ(εσβνδγµ + εσγνδβµ + (µ↔ ν))/4.
(22)
We see that dynamic equations for the spin density and
quadrupole matrix in this case are separated. In terms of
the Fourier representation, the first equation (22) leads
to the relation of the variation of spin density with the
external field potential
δsα(k, ω) = D
−1
αβ (k, ω)ηβ(s;k, ω), (23)
where
Dαβ(k, ω) = iωδαβ − J¯k
2εαβγs
0
γ/2,
ηβ(s;k, ω) = δξ(k, ω)εβµν
∂b
∂sµ
s0ν . (24)
The second equation (22) leads to the linearized equation
for the variation of the quadrupole matrix
iωδqβγ(k, ω) = J¯k
2s0(εβρ3δqργ−εργ3δqρβ)/2+ηβγ(qˆ;k, ω),
ηβγ(k, ω) = δξ(qˆ;k, ω)s0
(
∂b
∂qγν
+
∂b
∂qνγ
)
ε3βν/4+
δξ(qˆ;k, ω)s0
(
∂b
∂qβν
+
∂b
∂qνβ
)
ε3γν/4. (25)
Here, s0α = s0(0, 0, 1). The equation (25) contains a dou-
ble summation of spin indices. To solve it, it is con-
venient to switch to new variables and single summa-
tion by substituting: qαβ → qn,ηαβ → ηn, n = 1, 2, .., 9:
q11 → q1, q12 → q2, .., q33 → q9. Such substitution leads
to the separation of equations for the quantities δqm
with indices (m = 1, 2, 4, 5), quantities δqp with indices
(p = 3, 6, 7, 8), and δq9. The result is the expression of
variations in terms of the external field potential:
δqm(k, ω) = δξ(k, ω)s0D
−1
mn(k, ω)Mnl
∂b
∂ql
/2,
m, n, l = 1, 2, 4, 5;
δqp(k, ω) = δξ(k, ω)s0D
−1
ps (k, ω)Mst
∂b
∂qt
/4,
p, s, t = 3, 6, 7, 8;
δq9(k, ω) = 0. (26)
Matrices Dˆ, Mˆ, Dˆ, Mˆ in the right side of expressions (26)
are presented in the form of a direct product of Pauli
matrices σˆα and unit matrix Iˆ2:
Dˆ(k, ω) = iωIˆ4 + iκ(k)Mˆ ,
Mˆ = σˆ2 ⊗ Iˆ2 + Iˆ2 ⊗ σˆ2,
Dˆ(k, ω) = iωIˆ4 − κ(k)Iˆ2 ⊗ σˆ2,
Mˆ = σˆ1 ⊗ σˆ2 + Iˆ2 ⊗ σˆ2.
Here the notation κ(k) ≡ k2s0J¯/2 is introduced. We
present the variation of the local physical value near the
ferromagnetic state as
δa(k, ω) = ∂a
∂sα
δsα(k, ω) +
∂a
∂qn
δqn(k, ω) +
∂a
∂qs
δqs(k, ω).
Taking into account formulas (23)-(26) and the equation
(12), we obtained the structure of low-frequency asymp-
totics of Green’s functions for arbitrary local variables a
and b in terms of basic Green’s functions:
Gab(k, ω) =
∂a
∂sα
Gsα,sβ (k, ω)
∂b
∂sβ
+
∂a
∂qm
Gqm,qn(k, ω)
∂b
∂qn
+ ∂a
∂qp
Gqp,qs(k, ω)
∂b
∂qs
.
The explicit forms of these basic functions are:
Gsα,sβ (k, ω) =
−iωεαβ(m)s0 + J¯k
2s20δ
⊥
αβ(m)/2
△0(k, ω)
,
Gqm,qn(k, ω) = s0Xmn(k, ω)/2△1(k, ω),
Gqp,qs(k, ω) = s0Xps(k/2, ω)/4△0(k, ω). (27)
6Here, m ≡ s0/s0 and 4 × 4 matrix Xˆ(k/2, ω) takes the
form:
Xˆ(k, ω) = ω(σˆ2 ⊗ Iˆ2 + Iˆ2 ⊗ σˆ2)−
2κ(k)(Iˆ4 + σˆ2 ⊗ σˆ2). (28)
Denominators in (27) are determined by formulas
△0(k, ω) ≡ ω
2 − κ2(k), and △1(k, ω) ≡ ω
2 − 4κ2(k). It
is easy to see that singularities of basic Green’s functions
(27) can be of two types. Nonvanishing Green’s functions
Gsα,sβ , Gq(3,6,7,8) ,qs contain a singularity at △0(k, ω) = 0,
and Green’s functions Gq(1,2,3,5) ,qs at △1(k, ω) = 0.
These two equations lead to the spectra of collective mag-
netic excitations ω = κ(k) and ω = 2κ(k). Formulas
(27), (28) solve the problem of finding of low-frequency
asymptotics of Green’s functions for ferromagnetic states
with the spin s = 1 if the exchange interaction possesses
a SU(3) symmetry. We present a special cases of basic
Green’s functions:
Gsα,sβ (k, o) = −
2δ⊥αβ(m)
J¯k2
,
Gsα,sβ (0, ω) = −
is0εαβ(m)
ω
,
Gqp,qs(k, o) =
(Iˆ4+σˆ2⊗σˆ2)ps
2k2J¯
,
Gqm,qn(k, o) =
(Iˆ4+σˆ2⊗σˆ2)mn
2k2J¯
,
Gqp,qs(0, ω) =
s0
4ω (Iˆ2 ⊗ σˆ2 + σˆ2 ⊗ Iˆ2)ps,
Gqm,qn(0, ω) =
s0
2ω (Iˆ2 ⊗ σˆ2 + σˆ2 ⊗ Iˆ2)mn.
Asymptotics of Green’s functions Gsα,sβ (0, ω) and
Gsα,sβ (k, o) coincide with results provided in [51].
Now we consider a similar problem of finding low-
frequency asymptotics of Green’s functions for an SO(3)
symmetric exchange interaction with spin s = 1/2 and
compare them with an explicit form of Green’s functions
(27) of the SU(3) symmetric ferromagnet. The density of
the inhomogeneous exchange energy with an SO(3) sym-
metry has the form en = J¯(∇ksα)
2/4. This expression
follows from (16), where we neglect quadrupole degrees of
freedom. Since Gab(k, ω) =
∂a
∂sα
δsα(k,ω)
δξ(k,ω) , then according
to (23), (24), we find
Gab(k, ω) =
∂a
∂sα
Gsα,sβ (k, ω)
∂b
∂sβ
. (29)
The form of the basic Green’s function for the spin den-
sity component coincides with the formula (27) in this
case. We use the expression of the Green’s function
(29) for the ferromagnetic state and based on it calcu-
late Green’s functions Gqµν ,qβγ (k, ω), Gsα,qβγ (k, ω), not-
ing that qµν = sµsν − s
2δµν/3. It can be seen that these
expressions have the following form:
Gqµν ,qβγ (k, ω) =
s30(−iωΦµν,βγ(m) + J¯k
2s0Fµν,βγ(m))
△0(k, ω)
,
Gsα,qβγ (k, ω) =
s20
−iωFαβγ(m) + J¯k
2s0(δ
⊥
αβ(m)mγ + δ
⊥
αγ(m)mβ)
△0(k, ω)
. (30)
Here we use the nonation
Φµν,βγ(m) ≡ εµβ(m)mνmγ + εµγ(m)mνmβ +
ενβ(m)mµmγ + ενγ(m)mµmβ .
Special cases of Green’s functions (30) are given by ex-
pressions
Gqµν ,qβγ (k, 0) = −
4s20Fµν,βγ(m)
k2J¯
,
Gqµν ,qβγ (0, ω) = −
is30Φµν,βγ(m)
ω
,
Gsα,qβγ (k, 0) = −
s0(δ
⊥
αβ(m)mγ + δ
⊥
αγ(m)mβ)
k2J¯
,
Gsα,qβγ (0, ω) = −
is20F
α
βγ(m)
ω
. (31)
Comparison of formulas (27) and (31) shows qualitative
agreement of Green’s functions singularities in wave vec-
tor and frequency at different unitary symmetry of ex-
change interaction. However, the coefficients of these sin-
gularities have an essentially different dependence from
equilibrium magnetic values. Besides, if the exchange
interaction possesses SU(3) symmetry, then for ferro-
magnetic state the Green’s function Gsα,qn(k, ω) van-
ishes, whereas in the case of SO(3) symmetry of the
ferromagnetic exchange interaction, this value is repre-
sented by formula (30). Finally, singularity of Green’s
functions with SO(3) symmetry of the ferromagnet in-
teraction demonstrates the presence of one branch of the
spin waves, while Green’s functions with SU(3) symmet-
ric interaction have singularities of two types, reflecting
the existence of spin and quadrupole waves.
IV. DISCUSSION AND CONCLUSIONS
In this paper, we have investigated the problem of the
influence of a weak variable field on non-equilibrium pro-
cesses of magnets with the spin s = 1 and obtained non-
linear dynamic equations, which account for the unitary
group SU(2) ∼ SO(3) or SU(3) symmetries of exchange
interactions. Based on these equations, we have found
hydrodynamic asymptotics of two-time Green’s functions
in an explicit form in wave vectors and frequencies. The
presented results show the influence of a particular uni-
tary symmetry of the exchange interaction on macro-
scopic properties of studied magnets. A certain uni-
tary symmetry when realized substantially affects pos-
sible magnetic equilibrium states and the nature of the
anisotropy of asymptotics of Green’s functions in wave
vectors and frequencies.
The methodological peculiarity of finding asymptotics
of Green’s functions is their determination for arbitrary
local physical quantities. This makes it possible to con-
duct a comparative analysis of Green’s functions found
for magnets with a different unitary symmetry of the
exchange interaction. The example of magnetic state
(quadrupole magnet) demonstrates peculiarities of ad-
ditional degrees of freedom, which are even with respect
to time reversal. We have used Casimir invariants of the
7unitary symmetry generators algebra for constructing of
the homogeneous part of the exchange energy. The pre-
sented approach allows us to consider also the degener-
ate state in multi-sublattice spin s = 1 magnets. These
states contain additional dynamic variables: antiferro-
magnet vector or spin nematic order parameter.
The performed study can be usefull in understanding
of collective properties of magnetic states and their ex-
perimental discovery in spin s = 1 magnets. The above
scheme of accounting of SO(3) or SU(3) symmetries of
the magnetic exchange interaction can be generalized to
an arbitrary unitary group of the SU(n) symmetry, and,
in particular, be used to describe collective properties of
magnets with the spin s = 3/2.
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