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Sběr a analýza dat jsou dnes běžnou praxí v mnoha odvětvích vědy i podnikání. Proces
získávání znalostí z databází umožňuje získat z uložených dat nové a zajímavé informace,
které lze využít k dalšímu rozvoji. Tato práce popisuje základní principy takovéhoto procesu
se zaměřením na získávání znalostí z temporálních dat, konkrétně na dolování periodických
vzorů v časových řadách. V rámci projektu byly implementovány vybrané algoritmy pro
dolování periodických vzorů ve formě dolovacích plug-inů pro službu Microsoft Analysis
Services, která zajišťuje rozhraní pro dolování z dat nad platformou Microsoft SQL Server.
Dokument popisuje detaily této implementace a diskutuje výsledky provedených experi-
mentů, které se zaměřují zejména na časovou náročnost jednotlivých algoritmů.
Abstract
Data collecting and analysis are commonly used techniques in many sectors of today’s busi-
ness and science. Process called Knowledge Discovery in Databases presents itself as a great
tool to find new and interesting information that can be used in a future developement.
This thesis deals with basic principles of data mining and temporal data mining as well
as with specifics of concrete implementation of chosen algorithms for mining periodic pat-
terns in time series. These algorithms have been developed in a form of managed plug-ins
for Microsoft Analysis Services – service that provides data mining features for Microsoft
SQL Server. Finally, we discuss obtained results of performed experiments focused on time
complexity of implemented algorithms.
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Již od 80. až 90. let minulého století narůstají možnosti sběru nejrůznějších typů digitálních
dat, což vede k rychlé popularizaci trendu ukládat pokud možno co nejvíce takovýchto dat.
Situaci, která nastala, popisuje citát Rutherforda D. Rogerse a Johna Naisbitta
”
We are
drowning in data, but we are starved for knowledge“ [14], v překladu
”
topíme se v datech,
ale hladovíme po znalostech“. Díky potřebě nalézt v obrovském množství dat smysluplné
a využitelné informace začaly vznikat metody pro dolování z dat.
Dolování umožňuje získat zajímavé a často neočekávané informace o sesbíraných da-
tech, která jsou v dnešní společnosti velmi žádaným obchodním artiklem – mohou pomoci
společnosti při rozhodování (např. profilování klientů na základě předchozích zkušeností
při schvalování půjček ve finančních institucích), mohou představovat výhody před kon-
kurencí (např. zvyšování spokojenosti zákazníků v podpoře trendů při nákupech), nebo
mohou pomoci předpovědět havárii či poruchu – síla informace je tedy to, co může být tím
rozhodujícím mezi podnikatelským úspěchem a neúspěchem.
Metod pro dolování z dat existuje celá řada a liší se v mnoha aspektech, jedním z nich
je formát vstupních dat. V odvětvích, jako jsou bioinformatika, biomedicína, finančnictví
či data monitorující chování sítí či jiných systémů, je vedle hodnoty získaných dat významná
i jejich časová posloupnost – data, která nesou i takovouto informaci, označujeme jako
temporální.
Mezi metody dolování nad temporálními daty patří i úzká skupina algoritmů pro vy-
hledávání periodickch vzorů. Cílem těchto algoritmů je v datech vyhledat pravidelně se
opakující události nebo skupiny událostí, kteréžto pak mohou mít v daném kontextu zá-
sadní význam. Tato práce se zaměřuje právě na problematiku dolování periodických vzorů
z temporálních dat a jejím cílem je detailněji analyzovat základní principy řešení tohoto
problému a následně vybrat a popsat několik algoritmů pro tento specifický typ dolování,
které budou v rámci práce implementovány a otestovány.
Kapitola 2 uvádí čtenáře do problematiky získávání znalostí z databází a představuje
základní metody pro dolování z dat. Následující kapitola 3 se zaměřuje na získávání znalostí
z temporálních dat, je rozdělena na dva logické celky – dolování v sekvencích a dolování
v časových řadách. V kapitole 4 jsou detailně popsány vybrané algoritmy pro dolování
periodických vzorů, jejichž implementace je jedním z hlavních cílů diplomové práce. V ka-
pitole 5 je stručně představena platforma, nad kterou se zvolené algoritmy implementovaly,
a nástin základního postupu takovéto implementace. Kapitola 6 pak popisuje detaily již
samotné objektové implementace včetně příslušných diagramů. Popis experimentů a na-
měřených hodnot je obsažen v kapitole 7, která pak obsahuje i stručné shrnutí a výhledy
do budoucna. Samotný závěr pak shrnuje základní poznatky a hodnotí výsledky celé práce.
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Kapitola 2
Získávání znalostí z databází
Pojmem získávání znalostí z databází (z angl. Knowledge Discovery in Databases) [7] ozna-
čujeme netriviální proces, který umožňuje získat ze vstupních dat skryté, netriviální a za-
jímavé informace, tzn. informace, které nejsme schopni získat triviální metodou (např.
jednoduchým dotazem nad databází) a které jsou předem neznámé a v budoucnu mohou
být využitelné.
Dolovacích principů a algoritmů existuje dnes celá řada a stejně rozmanité je i jejich
využití. Algoritmy vycházejí většinou z různých vědních disciplín, jako jsou statistika nebo
strojové učení.
Klasickým příkladem dolovací úlohy je analýza nákupního košíku, kdy z položek, které
byly nakoupeny v obchodním řetězci, jsme schopni určit mimo jiné např. to, které produkty
se nakupují často společně. Tato informace může být následně využita ve prospěch obchodu
např. přesunem těchto společně nakupovaných položek na jedno místo pro pohodlí zákaz-
níků a nebo naopak jejich roztroušením přes celou plochu obchodu, což povede k nucenému
pochodu zákazníka kolem velkého množství sortimentu a tudíž je vyšší pravděpodobnost,
že přikoupí i něco, co původně neměl v úmyslu. Pomocí dolování lze také např. analyzovat
neobvyklé či podvodné chování. Další typické příklady jsou uvedeny v [20].
Mezi obory, ve kterých se dnes dolování z dat využívá, patří dále analýza trhu a ma-
nagement, analýza rizik, finančnictví, bioinformatika, cestovní ruch, . . .
Tato kapitola obsahuje nejprve popis získávání znalostí z databází jako procesu, dále
jsou uvedeny typické zdroje dat pro dolování a jednotlivé základní typy dolovacích úloh
s důrazem na algoritmy stěžejní pro navazující kapitoly.
2.1 Proces získávání znalostí z databází
Získávání znalostí z databází je strukturovaný proces, který je dnes zkráceně a ne zcela
přesně označován jako dolování z dat (z angl. data mining), i když samotné dolování je
pouze jedna z jeho součástí. Struktura celého procesu je podle [7] následující:
1. Čištění dat – řeší odstranění šumu z dat, doplnění chybějících hodnot, identifikaci
odlehlých hodnot a nekonzistence.
2. Integrace dat – řeší spojení dat z více zdrojů – tento krok je nejčastější příčinou
nekonzistencí, proto se často provádí současně s fází čištění dat.
3. Výběr dat – řeší výběr relevantních dat pro danou úlohu.
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4. Transformace – řeší odstranění šumu, případnou agregaci, normalizaci, diskretizaci
či redukci vstupních dat.
5. Dolování z dat – jádro procesu, kdy se za pomoci dolovacích algoritmů provádí operace
nad daty s cílem extrahovat požadované vzory či modely.
6. Vyhodnocování modelů a vzorů – řeší identifikaci zajímavých výsledků na základě
měřítek užitečnosti (mohou být subjektivní, nebo objektivní).
7. Prezentace znalostí – cílem je pomocí vhodné vizualizace prezentovat užitečné znalosti
uživateli.
První 4 fáze procesu se označují souhrnně jako předzpracování dat – dochází k přípravě
dat pro samotné dolování. Tato fáze je z pohledu celého procesu kritická, jelikož kvalita
výsledků se přímo odvíjí od kvality, resp. kvalitní úpravy vstupních dat. Často se tak jedná
o nejnáročnější fázi získávání znalostí z databází. Celý proces je přehledně znázorněn na
obrázku 2.1.
Obrázek 2.1: Schéma procesu získávání znalostí z databází – přepracováno z [20]
2.2 Zdroje dat pro dolování
Dolovat je v podstatě možné z datových zdrojů libovolného typu – ať už se jedná o data per-
zistentně uložená a nebo dynamicky se měnící (tzv. datové proudy). Mezi nejběžnější zdroje
dat podle [7] patří klasické relační databáze, datové sklady (viz 2.2.1), transakční databáze
(např. tabulky transakcí, uložené v pokladnách), objektově-relační databáze, temporální,
multimediální a prostorové databáze (souhrnně objektové databáze), databáze sekvencí
a časových řad (viz 3.3), textové databáze, web a proudy dat.
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2.2.1 Datové sklady
Již bylo řečeno, že proces dolování z dat umožňuje získat z dat skryté informace. Pomocí
datových skladů a technologie OLAP (z angl. On-Line Analytical Processing) jsme na dru-
hou stranu schopni efektivně zanalyzovat data z různých úrovní pohledu – implementují
architekturu a nástroje k prezentaci dat, jejichž cílem je podporovat správné rozhodování
managementu. Jak OLAP, tak dolování z dat tak v důsledku slouží k dosažení stejného cíle
– lépe pochopit význam sesbíraných dat a následně tyto vědomosti účelně využít.
Podle [7] mají datové sklady 4 základní vlastnosti. Datový sklad je:
1. Subjektivně orientovaný – zaměřují se na konkrétní subjekty a jejich modelování a ana-
lýzu.
2. Integrovaný – je tvořen integrací několika zdrojů dat.
3. Časově invariantní – data poskytují informace i z časové perspektivy.
4. Persistentní – je oddělen od vstupní databáze, data jsou konstantní.
Technologie OLAP je založena na multidimenzionálním datovém modelu – datový sklad má
formu n-dimenzionální datové kostky, která je definována jednotlivými dimenzemi a fakty.
Dimenze jsou prakticky jednotlivé pohledy, ze kterých chceme data analyzovat. Každá
dimenze je popsána tabulkou s určitými atributy, které mohou mít hierarchickou strukturu.
Uvažujme např. obchodní síť prodejen automobilů – jednou z dimenzí datové kostky ta-
kovéto sítě by mohlo být umístění prodejny. Fakta jsou pak numericky měřitelné jednotky
představující množství. V uvedeném příkladě zavedeme jako faktum např. počet prodaných
automobilů. Pokud pak přidáme do tvořené kostky časovou dimenzi, jsme schopni jedno-
duchým prohlížením kostky určit, kolik automobilů bylo prodáno v celé obchodní síti který
den. Jsme však také schopni data zobrazit i s využitím další dimeze, tudíž můžeme lehce
zjistit, na jaké pobočce se v jaký den prodalo kolik automobilů. Přidání další dimenze, která
by popisovala typ automobilu, by nám umožnilo zjistit, kolik automobilů jakého typu se
který den prodalo na jaké pobočce a tímto způsobem bychom mohli kostku dále rozšiřovat.
Další užitečnou vlastností datových kostek je možnost vytvořit v dimenzích hierarchic-
kou strukturu. Jednoduše je tato vlastnost popsatelná na dimezi času, kdy díky její přiro-
zené hierarchii můžeme jednoduše zobrazit prodeje automobilů za den, ale také třeba za
týden nebo čtvrtletí – faktum počtu se bude příslušně agregovat podle zvolené granularity.
Takovémuto pohybu mezi hierarchiemi v datové kostce říkáme roll-up (při přesunu na vyšší
úroveň hierarchie), resp. drill-down (při přesunu nižší úroveň hierarchie).
2.3 Typy dolovacích úloh
Podle typu výsledků můžeme dolovací úlohy rozdělit do dvou kategorií:
• Deskriptivní – výsledky nějákým způsobem popisují zdrojová data (vzory, shluky
apod.).
• Prediktivní – výsledkem úlohy je model aplikovatelný na neznámá data s cílem pre-
dikovat určité vlastnosti.
Mezi základní dolovací úlohy podle [7] patří popis konceptu nebo třídy, dolování frekven-
tovaných vzorů a asociačních pravidel, klasifikace a predikce, shluková analýza, analýza
odlehlých hodnot a evoluční analýza. O těchto úlohách budou stručně pojednávat následu-
jící podkapitoly.
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2.3.1 Popis konceptu nebo třídy
Tento typ úlohy umožňuje popsat data, asociovaná s určitou třídou čí konceptem, souhrn-
ným, stručným a přesným způsobem. K popisu dat se využívají dvě základní techniky:
• Charakterizace dat – třída je popsána sumarizací jejích obecných vlastností.
• Diskriminace dat – třída je popsána na základě srovnání s jinou třídou nebo množinou
tříd.
2.3.2 Klasifikace a predikce
Klasifikace je proces, který umožňuje přiřazovat data na základě jejich vlastností do některé
z konečné množiny tříd. Výsledkem klasifikační úlohy je klasifikační model, pomocí něhož
jsme schopni s určitou přesností přiřazovat nová data do daných tříd. Klasifikace tvoří
modely, které umožňují řadit do diskrétních tříd, predikce naproti tomu předpovídá co
nejpřesněji hodnotu spojitého atributu.
Obecná klasifikační dolovací úloha se skládá ze tří kroků:
1. Trénování – na základě trénovací množiny dat (data, u kterých známe třídu) vytvoří
klasifikátor příslušný klasifikační model.
2. Testování – klasifikační model je testován na množině testovacích dat (data nezá-
vislá na trénovacích, opět se známou třídou) a je určena jeho přesnost, případně jsou
dopočteny jeho další vlastnosti.
3. Aplikace – na závěr můžeme vytvořený model aplikovat na data neznámých tříd
a tímto je zařadit.
Příkladem klasifikační úlohy může být aplikace v bankovnictví, která bude tvořit klasifikační
model nad databází historií půjček, kdy na základě údajů o půjčovateli a jeho následné režii
splácení rozdělíme uživatele do tříd podle jejich pravděpodobné schopnosti půjčku splácet.
Takovýto model může být následně aplikován na nové zájemce o půjčku, které určitým
způsobem ohodnotí a může tak pomoci při rozhodování o schválení konkrétní půjčky.
Metod pro klasifikaci je celá řada, mezi základní podle [7] patří:
• Rozhodovací strom – tvoří jej stromový graf, jehož uzly rozdělují data podle hodnot
jejich atributů a jehož listy reprezentují třídu, do které je objekt klasifikován – model
rozhodovacího stromu je tak velmi dobře čitelný.
• Bayessovská klasifikace – tato metoda je založena na statistice, vypočítává pravdě-
podobnosti příslušnosti objektu do jednotlivých tříd.
• Neuronová síť – model je sítí umělých neuronů, která byla vytvořena postupnou mo-
difikací vah vstupů jednotlivých neuronů, nejčastěji se používá algoritmus se zpětným
šířením chyby (angl. backpropagation).
• Klasifikace založená na k-nejbližším sousedství – mezi vzorky dat je určena vzdále-
nostní metrika, na základě které jsou poté sdružovány do tříd.
• Regrese – jedná se o metodu nejčastějí využívanou k predikci (existuje i tzv. logistická
regrese pro diskrétní klasifikaci), základním typem je lineární regrese, jejíž výpočet
je založen na metodě nejmenších čtverců. Vícenásobnou aplikací této metody je tzv.
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násobná lineární regrese, zobecněním pak obecná lineární regrese (GLM ). Dalším
typem je pak nelineární regrese, která se většinou převádí na regresi lineární.
Mimo výše popsané základní metody existuje ještě množství dalších, méně využívaných –
např. metoda založená na genetických algoritmech (více např. v [16]), SVM (Support Vector
Machines) apod.
2.3.3 Shluková analýza
Podobně jako u klasifikace jsou i při shlukové analýze data rozřazována do tříd, ovšem v pří-
padě shlukování neznáme předem cílové třídy a u některých algoritmů neznáme ani jejich
počet. Cílem shlukování (angl. clustering) je tedy rozdělit data do shluků/tříd na základě
jejich podobnosti – obsahem jednoho shluku jsou objekty navzájem podobné a zároveň
rozdílné od objektů v ostatních shlucích. Pro určování podobnosti se používá nejčastěji
tvz. vzdálenostní funkce (např. klasická Eukleidovská vzdálenost).
Metod pro shlukování je opět celá řada, podle [7] je dělíme na metody založené na
rozdělování (algoritmy k-means, k-medoids), u kterých je potřeba však zadat výsledný počet
shluků, dále hierarchické metody, kdy nové shluky vznikají jako podshluky starších, metody
založené na hustotě (algoritmy DBSCAN, DENCLUE ), kdy se shluky autonomně rozrůstají,
pokud jsou splněny určité podmínky, metody založené na mřížce, jejichž výhodou je vysoká
rychlost, a metody založené na modelech, kdy se snažíme nalézt co nejlepší shodu mezi
datovou množinou a nějákým matematickým modelem.
2.3.4 Analýza odlehlých hodnot
Odlehlé hodnoty (angl. outliers) jsou ve většině dolovacích úloh považovány za nežádoucí,
existují však i případy, kdy jsou právě tyto hodnoty ústředním objektem zájmu. Takováto
analýza může odhalit nestandardní chování vedoucí např. k podvodům. Jeden typ metod
vyžaduje (stejně jako metody pro klasifikaci) trénovací fázi, ve které vytvoří model, s nímž
poté jednotlivé hodnoty porovnávají – ty jsou označovány jako metody učení s učitelem.
Dalším typem jsou pak metody učení bez učitele, které jsou schopny odhalit odlehlé hodnoty
na základě porovnávání jednotlivých hodnot se zbytkem datové sady.
Mezi základní druhy metod pro analýzu odlehlých hodnot řadíme metody podobné
metodám shlukovacím, založené na statistické distribuci, metody založená na shlukování,
na vzdálenosti, na hustotě a na hloubce. Více o těchto metodách lze nalézt v [7].
2.3.5 Evoluční analýza
Metody založené na evoluční analýze umožňují analyzovat pravidelnosti nebo trendy ob-
jektů, jejichž chování se mění v čase. Typickými příklady úloh takovéhoto typu jsou analýza
trendu, hledání podobností v časových řadách a dolování sekvenčních a periodických vzorů.
Podrobněji o těchto metodách pojednává kapitola 3.
2.3.6 Dolování frekventovaných vzorů a asociačních pravidel
Frekventované vzory jsou často se vyskytující vzory, které jsme schopni nalézt v datech.
Objevují se v mnoha různých podobách (frekventované množiny, podgrafy, sekvenční vzory)
a odhalují zajímavé korelace ve zkoumaných datech. Odvozením z frekventovaných vzorů
vznikají asociační pravidla.
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Klasickým příkladem dolování asociačních pravidel je analýza nákupního košíku, kdy
jsou vyhledávány asociace mezi koupenými produkty z transakčních databází v obchodním
řetězci. Podrobnější popis úlohy je uveden v úvodní části kapitoly 2.
V rámci dolování frekventovaných vzorů definujeme několik základních pojmů – uva-
žujme transakční databázi [20]:
Definice 2.3.1. Nechť I = {i1, i2, ..., in} je množina položek. Nechť D je databáze trans-
akcí, kde každá transakce T je množina položek taková, že T ⊆ I. Každé transakci přísluší
unikátní identifikátor. Asociační pravidlo je implikace ve tvaru A ⇒ B, kde A ⊂ I,B ⊂ I
a A ∩ B = ∅. Podpora (angl. support) a spolehlivost (angl. confidence) pravidla A ⇒ B
v množiňe transakcí D je pak s využitím pravděpodobnosti definována následovně:
support(A⇒ B) = P (A ∪B) (2.1)
confidece(A⇒ B) = P (B|A) (2.2)
Z předešlých rovnic lze dále odvodit následující rovnici pro výpočet spolehlivosti:
confidece(A⇒ B) = P (B|A) = support(A ∪B)
support(A)
(2.3)
Jinými slovy pravidlo A ⇒ B má podporu s, pokud se v s procentech transakcí z D
objevuje množina položek A∪B. Totéž pravidlo má spolehlivost c, pokud c procent transakcí
z D, které obsahují A, obsahují také B. K odlišení zajímavých pravidel a korelací jsou při
dolovacích úlohách definovány hodnoty pro minimální podporu a minimální spolehlivost,
kterých musí získané pravidlo dosahovat, aby bylo považováno za zajímavé.
Dolování asociačních pravidel probíha ve dvou základních fázích:
1. Nalezení frekventovaných množin, tj. množin, které splňují minimální podporu.
2. Generování silných asociačních pravidel z frekventovaných množin – pravidla musí
splňovat podmínku minimální podpory a spolehlivosti.
Podle [7] mohou být asociační pravidla dále klasifikována podle nejrůznějších kritérií.
Typy pravidel můžeme dělit podle
• typu hodnot v pravidlech – booleovská asociační pravidla (zajímá nás jen přítomnost,
resp. nepřítomnost položky) a kvantitativní pravidla (popis asociace mezi kvantita-
tivními položkami),
• počtu dimenzí v pravidlech – jednodimenzionální (např. koupi(A) ⇒ koupi(B)) a
vícedimenzionální (např. prijem(10000−20000)+vek(30−39)⇒ koupi(Automobil))
asociační pravidla,
• úrovně abstrakce – pokud pravidla obsahují různé úrovně abstrakce, tzv. víceúrovňová
asociační pravidla,




Stejně jako typů asociačních pravidel je i mnoho algoritmů, které nám je umožňují získá-
vat – ve většině zmíněných případů se dolování specifického typu pravidel řeší vhodným
předzpracováním zkoumaných dat a použitím klasického algoritmu, nicméně existují i al-
goritmy specializované.
Základním algoritmem pro dolování asociačních pravidel je algoritmus Apriori. Jedná se
o iterativní algoritmus, který slouží k získávání frekventovaných množin. Množiny získané
v k-té iteraci jsou použity v následující pro získání frekventovaných (k+1)-množin (odtud
název algoritmu). Algoritmus je dále založen na tzv. Apriori vlastnosti, která říká, že libo-
volná podmnožina frekventované množiny musí být také frekventovaná. Iterace algoritmu
se skládá ze dvou kroků – spojovací krok, kdy jsou spojeny jednotlivé k-množiny do (k+1)-
množin, pokud je jejich (k-1) prvků shodných, ve vylučovacím kroku po dalším průchodu
databáze pomocí Apriori vlastnosti vybereme pouze frekventované množiny. Postup ite-
rativně opakujeme, dokud jsme schopni nalézt nové frekventované množiny. Z principu
algoritmu je zřejmé, že tento iterativní přístup není ideální z hlediska efektivity, zejména
kvůli nutnosti neustále procházet databází a kvůli fázi generování možných frekventovaných
množin, kterých může být v reálném případě obrovské množství. Přesto je Apriori použit
jako základ v mnoha dalších, pokročilejších algoritmům, o kterých se zmínímě později.
Pro samotný Apriori algoritmus existuje i celá řada optimalizací a modifikací, jejichž
cílem je zejména vylepšit jeho efektivitu. Jednou z modifikovaných verzí algoritmu je algo-
ritmus nazvaný MaxMiner, představený v [1]. Stejně jako v originální verzi Apriori nejprve
vydolujeme frekventované 1-množiny, ze kterých pak sestavíme strom všech možných poten-
ciálně frekventovaných množin. Následně začneme kontrolovat frekventovanost jednotlivých
množin, ovšem v opačném pořadí jako u Apriori – tedy od největších po nejměnších. Tímto
potenciálně ušetříme mnoho průchodů daty, jelikož podle Apriori vlastnosti víme, že pokud
bude např. množina ABC frekventovaná, všechny její podmnožiny jsou také frekventované,
tudíž není nutné tyto množiny testovat.
Alternativou k Apriori pro dolování asociačních pravidel je FP-strom, který řeší problém
neustálého procházení databáze umístěním frekventovaných položek do stromové struktury
– vzniká tzv. strom frekventovaných množin. Podrobnější informace o těchto a dalších al-
goritmech lze nalézt v [7]
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Kapitola 3
Dolování v temporálních datech
Tato kapitola se zabývá základními technikami a pojmy z oblasti dolování v temporál-
ních datech. Je rozdělena na dvě základní podkapitoly – dolování v sekvencích a dolování
v časových řadách.
3.1 Základní pojmy
Jako temporální označíme data, která obsahují vedle ostatních atributů také časovou složku.
Mezi základní typy temporálních dat z hlediska dolování patří:
• Časové řady – seřazené posloupnosti hodnot (většinou numerických), které jsou od sebe
vzdáleny o zpravidla konstantní časový okamžik. Příkladem můžou být ceny akcií, me-
torologická měření apod.
• Temporální sekvence – tvořeny uspořádanými sekvencemi událostí nebo transakcí,
důraz je kladen především na pořadí událostí, časové úseky mezi nimi jsou většinou
různě dlouhé, např. nákupy uživatele v internetovém obchodě.
• Sémantická temporální data – časové údaje jsou zadány vzhledem k určitému ontolo-
gickému kontexu, např. mladík, stařec atd.
Při temporálním dolování se nejčastěji setkáváme se zdrojovými daty ve formě časových
řad nebo temporálních sekvencí. I když časová složka poněkud komplikuje dolovací proces,
výsledky přinášejí nové znalosti, které se týkají zejména analýzy chování. Na data pro tem-
porální dolování lze podle [9] nahlížet ze dvou pohledů:
• Podle role času v dolovacím procesu:
– Podstatné je pořadí, nikoliv konkrétní časový údaj.
– Nejpodstatnější je konkrétní časový údaj.
– Kromě časového údaje je podstatná i časová hierarchie.
• Podle typu vstupních dat:
– Data jsou numerická – typické pro časové řady.
– Data jsou kategorická – typické pro sekveční data.
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Pro dolování nad podmnožinou temporálních dat existují modifikace klasických algo-
ritmů i algoritmy specializované, které umožňují definovat všechny základní typy dolovacích
úloh – existují tak metody pro temporální klasifikaci a shlukování, predikci nebo objevování
temporálních vzorů. Zkoumaná oblast dolování periodických vzorů spadá spolu s několika
dalšími technikami do poslední zmíněné kategorie. Následující podkapitoly tedy shrnují
důležité principy a stručně představují základní algoritmy pro objevování temporálních
vzorů.
Uveďme si dále několik příkladů zajímavých vzorů z [13], které jsme schopni vydolovat
na základě dále popsaných principů:
• Zákazníci, kteří si na stránkách webového obchodu s elektronikou koupí notebook, si
během dalšího nákupu často pořídí i tiskárnu ve stejném obchodě.
• Někteří pacienti, kteří berou prášky X více než měsíc, mívají po měsíci silné bolesti
hlavy.
• Webová stránka dosahuje pravidelně největšího počtu přístupů během 7.-8. hodiny
večerní, zatímco nejnižší počet přístupů zaznamenává od 1. do 6. hodiny ranní.
3.2 Dolování temporálních vzorů v sekvencích
V následující sekci jsou definovány základní pojmy a principy dolování nad databází tem-
porálních sekvencí.
3.2.1 Základní pojmy
Následující definice byly čerpány z [7].
Definice 3.2.1. Nechť I = {i1, i2, ..., in} je množina všech položek. Sekvence s = 〈e1e2...em〉
je uspořádaný seznam událostí, kde událost e1 předchází události e2 atd. Každá událost
e = (x1x2...xp) je neprázdnou množinou položek, pro kterou platí e ⊆ I. Jedna položka se
tedy může vyskytovat pouze jednou v rámci jedné události, ale v rámci sekvence i vícekrát.
Definice 3.2.2. Sekvence s1 = 〈a1a2...ak〉 se nazývá podsekvencí sekvence s2 = 〈b1b2...bl〉,
pokud existují celá čísla 1 ≤ j1 < j2 < ... < jk ≤ l taková, že a1 ⊆ bj1,a2 ⊆ bj2,. . . ,ak ⊆ bjk.
V tomto případě je pak sekvence s2 zároveň nadsekvencí sekvence s1.
Definice 3.2.3. Podpora sekvence s v databázi sekvencí je počet sekvencí, které jsou
nadsekvencí s. Sekvence s je frekventovaná, pokud je hodnota její podpory vyšší než zadaná
minimální podpora. Frekventovaná sekvence se nazývá sekvenční vzor.
Pojmem sekvence tedy označíme časově uspořádaný seznam událostí, které mohou být
doplněny o časové razítko. Příkladem zápisu sekvence na základě předchozího popisu může
být 〈abcd(bd)ac(efg)a〉, kde I = {a, b, c, d, e, f, g}. Typickou interpretací takovéto sekvence
může být seznam nákupů jednoho zákazníka v obchodním řetězci. Databází sekvencí by
pak byl soubor takovýchto sekvencí pro všechny zákazníky obchodu.
Podle typů hledaných vzorů lze podle [13] rozdělit dolovací úlohy do tří kategorií:
• dolování sekvenčních vzorů,
• dolování temporálních asociačních pravidel,
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• objevování frekventovaných epizod.
Zatímco při vyhledávání sekvenčních vzorů dolujeme nad množinou sekvencí (tzv. inter-
transaction pattern discovery), v dalších dvou případech vyhledáváme pouze v jediné sek-
venci (tzv. intra-transaction pattern discovery).
3.2.2 Sekvenční vzory
Algoritmů pro dolování sekvenčních vzorů je opět celá řada, přehledný popis a hodnocení
algoritmů lze nalézt v [8]. Podle [12] můžeme algoritmy rozdělit podle jejich základních
principů do tří skupin:
• Algoritmy založené na Apriori vlastnosti (apriori-based) – pravidlo popsané v kapitole
2.3.6 upravené pro sekvenční prostředí, tj. každá neprázdná podsekvence sekvenčního
vzoru je sekvenční vzor. Problém těcho algoritmů spočívá v generování nadměrného
počtu kandidátních sekvencí, čímž trpí zejména jejich výkonnost.
• Algoritmy založené na růstu vzorů (pattern-growth) – algoritmy řeší problém gene-
rování kandidátů, jsou založeny na principech růstu FP-stromu, což je algoritmus
pro dolování asociačních pravidel, zmíněný v 2.3.6. Principem těchto algoritmů je
rozdělení prohledávaného prostoru a snaha o generování co nejmenšího počtu kan-
didátních sekvencí. Samotné objevování sekvenčních vzorů pak probíhá konkatenací
prefixových a sufixových vzorů, více podrobností lze nalézt v [7, 12].
• Algoritmy založené na brzkém prořezávání (early-pruning) – základem je snaha o co
nejrychlejší ořezání prohledávaného prostoru, jsou založeny na principu indukce pozice
– další podrobnosti např. v [19].
Rozdělení algoritmů pro dolování sekvenčních vzorů je znázorněno na obrázku 3.1.
Obrázek 3.1: Kompletní rozdělení algoritmů pro dolování sekvenčních vzorů – zdroj [12]
Mezi nejpoužívanější algoritmy patří jednoznačně GSP, SPADE a PrefixSpan. Algorit-
mus GSP pracuje nad tzv. horizontální reprezentací databáze – každý řádek reprezentuje
jednu transakci. Naproti tomu algoritmus SPADE uvažuje vertikální reprezentaci databáze,
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kdy jsou data organizována podle jednotlivých položek, kterým pak odpovídá vždy seznam
transakcí, které položku obsahují – tento přístup redukuje počet průchodů databáze. Oba
algoritmy jsou však založeny na prohledávání prostoru do šířky, čímž dochází ke zmíněnému
nadměrnému generování kandidátních sekvencí, což se podepisuje na výkonu algoritmů.
PrefixSpan algoritmus je založen na přístupu růstu vzoru, tudíž implementuje prohle-
dávání do hloubky, čímž se vyhýbá generování kandidátů – ze zmíněných algoritmů je tedy
nejvýkonnější.
Při dolování sekvenčních vzorů může dojít k nalezení velkého počtu v podstatě redun-
dantních vzorů (podvzory a nadvzory se shodnou podporou) a tímto se výsledky mohou
stát nepřehlednými, proto byly vyvinuty metody pro dolování tzv. uzavřených sekvenčních
vzorů, které tyto případné problémy řeší. Více o této problematice lze nalézt v [3].
3.2.3 Dolování temporálních asociačních pravidel
Podle [13] jsou asociační pravidla definována jako dvojice (R, T ), kde R je asociační pravidlo
a T temporální rys (např. perioda). Metody pro dolování temporálních algoritmů se jednak
odvíjejí od metod pro dolování klasických asociačních pravidel (Apriori vlastnost) a jednak
existují speciální přístupy, založené na genetickém programování nebo např. fuzzy logice.
Podrobnosti o této problematice lze nalézt v [13].
3.3 Dolování v časových řadách
Jako časovou řadu označíme seřazenou posloupnost událostí, které jsou od sebe vzdáleny
zpravidla konstantní časový okamžik. Podle [13] patří mezi typické dolovací úlohy nad ta-
kovýmto typem temporálních dat vyhledávání periodických vzorů, hledání motivů a hledání
anomálií. V dalším textu se zaměříme na první kategorii – dolování periodických vzorů,
které je hlavním motivem této práce.
3.3.1 Dolování periodických vzorů
Periodické vzory (angl. periodic patterns) jsou vzory opakující se pravidelně v určitých
časových intervalech napříč temporálními daty.
Typy periodicity
Na periodické vzory lze nahlížet z mnoha různých úhlů. Jedním ze základních je podle [7]
považováno rozdělení na:
• Plně periodické vzory (anlg. full-periodic patterns) – každá událost v čase přispívá
ke vzoru, můžeme např. tvrdit, že každý den v roce periodicky přispívá k určitému
ročnímu období (přibližně).
• Částečné periodické vzory (angl. partial-periodic patterns) – na rozdíl od plně perio-
dických vzorů, ne každá událost musí přispívat ke vzoru, např. hledáme-li periodický
vzor v chování určité osoby, musíme být schopni přehlížet značné množství nepravi-
delných a náhodných činností, které s periodickou činností nijak nesouvisí.
V praxi se dnes využívá především vyhledávání parciálních periodických vzorů, které jsme
schopni odhalit i navzdory šumu či např. posunu periody.
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Dalším podstatným rozdělením je rozdělení periodických vzorů na:
• Synchronní – jednotlivé periody jdou pravidelně za sebou bez jakéhokoliv šumu.
Pro detekci události je nutné, aby se události tvořící vzory vyskytovaly vždy pra-
videlně v konstantní časový okamžik v rámci periody, např. každý den v 15 hodin.
Toto tvrzení je ovlivněno agregací dat, nad kterými vyhledáváme. Máme-li datovou
sadu zagregovanou na intervaly po 24 hodinách a vyhledáváme-li např. vzory s perio-
dou 7, je nutné, aby se periodická událost vyskytovala vždy ve stejný den, konkrétní
časový údaj není v takovém případě rozhodující.
• Asynchronní – mezi periodami může být šum a jednotlivé události se nemusí opakovat
vždy v přesně stejný okamžik – existuje určitá tolerance polohy výskytu potenciálně
periodické události.
Je zřejmé, že synchronní vzory jsou podmnožinou vzorů asynchronních, tudíž metodami
pro získávání asynchronních periodických vzorů jsme schopni získat i vzory ze synchronně
periodických dat. Problémem algoritmů pro dolování asynchronních periodickcých vzorů je
však vysoká složitost a výpočetní náročnost, proto je vhodnější pro dolování synchronních
periodických vzorů využít specializovaných algoritmů.
Definice problému
V této sekci uvedeme základní pojmy a pravidla zápisu periodických vzorů, se kterými se set-
káváme v odborné literatuře. Uvažujme, že databáze obsahuje množinu událostí s časovými
razítky.
Definice 3.3.1. Pro každý časový okamžik i vyčleníme množinu relevantních událostí Di,
potom časovou řadou označíme S = D1, D2, ..., Dn.
Definice 3.3.2. Definujme
”
don’t care“ znak ∗, který může označovat libovolnou množinu
událostí. Potom vzorem (angl. pattern) označíme neprázdnou sekvenci s = s1, . . . , sp, kde
si je buď množina událostí, nebo ∗.
Definice 3.3.3. Periodou takovéhoto vzoru s je pak |s|. Podvzorem (angl. subpattern)
vzoru s je vzor s′, pokud mají oba stejnou periodu (délku) a s′i ⊆ si pro každou pozici i
kde i 6= ∗.
Definice 3.3.4. Dále definujeme pojmy frekvence výskytu (frequency count) a spolehlivost
(v literatuře angl. confidence) vzoru:





kde m je maximální počet period o velikosti |s| v časové řadě.
Problémy existujících algoritmů
Podle [11] můžeme narazit při výběru algoritmu pro dolování periodických vzorů z dat
na 5 základních problémů:
• Periodické chování není vždy perzistentní – může být vyvoláváno na základě nepřed-
vidatelných jevů.
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• Časové informace mohou být nepřesné – např. z důvodu chyby v synchronizaci, zao-
krouhlování apod.
• Dopředu neznáme velikost periody.
• V závislosti na velikosti periody se může drasticky měnit frekvence výskytu vzoru
(vzor s periodou 1 den se může vyskytnout v týdnu 7krát, kdežto vzor s periodou 1
minuta až 1440krát).
• Periodicita může být narušena šumem – v kontextu periodických vzorů považujeme
za šum např. události, které se na periodickém chování nijak nepodílejí.
Algoritmů pro dolování periodických vzorů existuje poměrně velké množství, ale ne všechny
řeší zmíněné problémy. Při definici dolovací úlohy je tedy často nutné hledat určitý kom-
promis a pomáhat si často zásadním předzpracováním dat.
Algoritmy pro detekci periody
O těchto algoritmech pojednává [4]. Ve zmíněném článku jsou popsány dva algoritmy, které
jsou schopny v periodických datech určit velikost periody. Jeden z algoritmů se zaměřuje
na periodicitu symbolů (angl. symbol periodicity detection) a pomocí Fourierovy rychlé
transformace (na principu konvoluce) umožňuje zjistit periodu výskytu jednotlivých sym-
bolů (událostí). Druhý algoritmus popisuje detekci periodicity segmentů (angl. segment
periodicity detection), kde segment je řetězec symbolů, a je založen na identickém principu
jako algoritmus předchozí.
Je však také nutno podotknout, že zmíněné algoritmy jsou navrženy primárně pro plně
periodické systémy, tudíž v systémech, kde je periodicita pouze částečná, bude jejich využití
přinejlepším diskutabilní. Podle [5] lze takovéto algoritmy použít v omezené míře i k de-
tekci některých částečně periodických vzorů, je ovšem nutné znát periodu, časování a délku
segmentu, což degraduje původní účel těchto algoritmů.
Dolování roztroušených periodických vzorů
Algoritmy popsané v [6] jsou jedny z prvních, které se začaly zabývat problematikou dolo-
vání roztroušených periodických vzorů. Algoritmus využívá konceptu datové kostky, která
umožňuje dolování víceúrovňových vzorů, technologii mapování bitů a dolovací algoritmus
Apriori. Nicméně novější výzkum, popsaný v [5], ukázal, že dolování pomocí tohoto algo-
ritmu není příliš efektivní a navrhuje jiný přístup, popsaný v následující sekci.
Algoritmus pro detekci částečně periodických vzorů
Popisovaný algoritmus umožňuje dolování i pro více period zároveň a je založen na prin-
cipu tzv. max-subpattern hit set (pojem bude definován v kapitole 4.1). Tento algoritmus
byl představen v [5] a je schopen na základě speciální stromové struktury odvodit počet
všech častých vzorů z poměrně malého množství nalezených základních vzorů. Algoritmu
stačí pouze dva průchody nad daty i pro více vyhledávaných period, jeho efektivita je tedy
mnohem vyšší než efektivita předchozího algoritmu založeného na Apriori. Je příkladem do-
lování shora-dolů. Algoritmus je také natolik robustní, že umožňuje dolovat i víceúrovňové
vzory či vzory nad vyvíjejícími se daty (po provedení příslušných optimalizací).
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Výše popsané algorimy jsou využívány k hledání tzv. synchronních vzorů – nepředpo-
kládají, že se v datech vyskytuje šum. Pokud v datech šum existuje, projeví se na výsledku
např. nenalezením či vynecháním vzoru, s odchylkami se nepočítá.
Dolování asynchronních periodických vzorů
Asynchronní vzory oproti synchronním počítají se šumem a chybami v datech. V [18] jsou
představeny dva nové vstupní parametry – min rep a max dis. Parametr min rep udává
minimální počet opakování vzoru v segmentu dat a velikost chybné části může být pouze
max dis. Pomocí těchto dvou parametrů tedy můžeme korigovat rozsah povoleného šumu.
Algoritmus je ovšem schopen pracovat pouze nad sekvencí událostí, nikoli nad sekvencí
množin událostí. Vylepšení v tomto ohledu je popsáno v [10].
Možnou nevýhodou výše zmíněných algoritmů je, že pracují s předem zadanými peri-
odami – je tedy nutné dopředu znát periodu opakování hledaných vzorů, což v některých
případech může být problém. Nabízí se triviální řešení v aplikaci algoritmu na určitý rozsah
period (ideálně na všechny možné), tím ovšem prudce klesá efektivita takovéhoto řešení
(i přesto se často využívá).
Dolování vzorů částečně periodických událostí s neznámou periodou
Algoritmus popsaný v [11] nabízí možnost, jak výše uvedené problémy vyřešit. Jsou před-
staveny tzv. p-patterns, což je zkratka pro částečně periodické vzory. Autoři dále počítají
s výskytem šumu v datech, jehož rozpoznávání je opět možné na základě vstupního parame-
tru korigovat. Nejpodstatnější vlastností prezentovaného algoritmu je však jeho schopnost
určit neznámou velikost periody vzoru, čímž se výrazně liší od předcházejících algoritmů.
Algoritmus se skládá ze dvou částí – první část je nalezení velikosti periody dat, část
druhá nalezení asociačních pravidel pro nalezenou periodu. Prezentovány jsou dvě verze
algoritmu podle pořadí obou kroků. Algoritmus, kdy nejdříve nacházíme hodnotu periody
(pomocí tzv. chi-square testu), je algoritmus efektivnější s ohledem na výkon, při obráceném
pořadí kroků jsou výsledky tolerantnější k datovému šumu.
Dolování periodických vzorů na základě hustoty
V [15] a [9] se dočítáme o tzv. dolování periodických vzorů na základě hustoty (angl. dense
periodic patterns). Podle [9] jsou to krátké vzory, které se nevyskytují v celém objemu
dat, ale pouze v určitých časových rozmezích. Prezentovaný algoritmus, hledající tento typ
pravidel, dostal název DPMiner.
Na příkladu z [15] vysvětlíme rozdíl mezi algoritmy, které pracují nad celým časovým
úsekem dat a mezi algoritmem pro hledání hustých vzorů. Pokud budeme sledovat např.
cestu, kterou jezdí zaměstnanec do práce po dobu tří měsíců a tato se bude každý mě-
síc obměňovat, popsané algoritmy pro detekci periodicity ji správně nezanalyzují, protože
v kontextu celé doby sledování byl vzor obsažen vždy jen ve třetině. Algoritmus DPMiner
je vystavěn tak, aby takovéto vzory vyhledal.
Samotný algoritmus má opět dvě fáze, nejdříve projde prohledávaná data a vyhledá
fragmenty pro každý symbol, následně použije metodu prohledávání shora-dolů. Celý tento
algoritmus je založen na algoritmu využívajícím max-subpattern hit set. Co se týče efektnosti





Pro implementaci byly vybrány tři algoritmy z kapitoly 3.3.1 – dva pro dolování synchron-
ních periodických vzorů a jeden pro dolování asynchronních. Prvním implementovaným al-
goritmem bude algoritmus pro dolování synchronních periodických vzorů založený na prin-
cipu max-subpattern hit set (pojem definován v kapitole 4.1) a představený v [5]. Tento
algoritmus budeme nadále označovat zkratkou HPP. Algoritmus byl vybrán proto, jelikož
je založen na jednom z prvních algoritmů pro dolování periodických vzorů a zároveň přináší
do celé problematiky zajímavý princip maxivzoru, který je potenciálně aplikovatelný i na
další algoritmy.
Dalším synchronním algoritmem bude DPMiner, který přímo vychází z HPP a zároveň
umožňuje dolování vzorů na základě hustoty (tedy vzorů, které se objevují v pouhém zlomku
dat). Zajímavé bude oba algoritmy otestovat a navzájem porovnat, jak z hlediska efektnosti
tak i výkonu.
Posledním implementovaným algoritmem bude algoritmus představený v [18] – bude
označován zkratkou APP a opět představuje zajímavé principy při jinak poměrně složitém
dolování asynchronních periodických vzorů.
4.1 Algoritmus HPP
Algoritmus byl představen v [5] a slouží k dolování synchronních periodických vzorů. Po-
tenciální nevýhodou algoritmu je, že pracuje s uživatelem zadanou hodnotou periody, což
může být v mnoha případech problém. V reálných datech často nevíme, zda jsou periodická,
natož s jakou periodou. Tento problém bývá někdy ošetřen tak, že je uživateli povoleno za-
dat rozmezí period, ve kterých bude algoritmus následně dolovat – toto vylepšení je však
implementováno pouhým iterativním spouštěním částí algoritmu pro jednotlivé hodnoty
period a tudíž nikterak nemění samotný princip.
4.1.1 Motivace
Algoritmus je založen na algoritmu představeném v [6] stejnými autory o rok dříve. Původní
algoritmus byl založen na známém Apriori principu, upraveném pro prostředí periodických
vzorů. Tento princip pak tvrdí, že každý podvzor periodického vzoru je opět periodickým
vzorem. Samotný princip algoritmu je v podstatě totožný s klasickým Apriori algoritmem,
který se používá pro dolování asociačních pravidel (popsáno v 2.3.6) s tím, že transakce
jsou nahrazeny jednotlivými periodami. Algoritmus ovšem také logicky trpí nedostatky kla-
sického Apriori a sice velkým počtem generovaných kandidátních vzorů a vysokým počtem
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průchodů databází. Zatímco u klasického Apriori se však počet kandidátů s postupem času
poměrně rychle zmenšuje, v případě periodických vzorů se počet kandidátů snižuje velmi
pomalu, a sice kvůli silné korelaci mezi frekvencí jednotlivých vzorů a jejich podvzorů.
I přesto lze takovýto algoritmus úspěšně použít, minimálně pro redukci prostoru pro vy-
hledávání periodických vzorů, a to zejména proto, že v reálných datech zpravidla nebývá
velké množství frekventovaných položek na stejné pozici. Díky tomu není problémem algo-
ritmu jeho první krok, kterým je nalezení frekventovaných 1-vzorů, ale kroky další. Zde byl





maxivzor“ (orig. candidate max-pattern) Cmax je maximální vzor, který jsme
schopni vygenerovat složením všech frekventovaných 1-vzorů F1. Samotná tvorba vzoru
není nikterak složitá, pro množinu frekventovaných 1-vzorů {a ∗ ∗, ∗b∗, c ∗ ∗} bude tako-
výmto maxivzorem {ac}b∗. Jádro algoritmu je založeno na porovnávání jednotlivých pe-
riod s maximálním vzorem, na jehož základě je vytvářena množina maximálních podvzorů
(orig. max-subpattern hit-set), ze které je sestavena speciální stromová struktura (orig. max-
subpattern tree). Cílem algoritmu je nalézt všechny periodické vzory pro zadanou velikost
periody p v časové řadě S, které splňují podmínku minimální podpory.
Algoritmus Max-subpattern hit-set
1. Projdeme S poprvé a získáme množinu frekventovaných 1-vzorů F1 s periodou p tak,
že spočteme frekvenci výskytu každého 1-vzoru napříč celou časovou řadou S a určíme,
zda splňuje podmínku minimální podpory (počet výskytu takovéhoto vzoru nesmí být
menší jak min sup ∗m, kde m je počet period velikosti p v časové řadě S).
2. Na základě množiny F1 vytvoříme maximální kandidátní vzor Cmax.
3. Projdeme S podruhé a pro každou periodu porovnáme symboly s maxivzorem. Po-
rovnávání probíhá tak, že tvoříme prakticky nový vzor ze symbolů, které jsou v ma-
ximálním vzoru i ve zkoumané části S shodné a na odpovídajících pozicích, např.
uvažujme periodu 3, maximální vzor ab∗ a data aca – porovnáním získáme nový vzor
a ∗ ∗. Vygenerované vzory uložíme do hashovací tabulky spolu s příznakem počtu
výskytu nastaveným na 1, pokud tabulka dosud stejný vzor neobsahuje. V opačném
případě inkrementujeme příznak počtu výskytu daného vzoru a pokračujeme posunem
v datech na další periodu.
4. Po druhém průchodu daty z hashovací tabulky vygenerujeme výsledné periodické
vzory. K tomuto úkonu využijeme speciální stromové struktury, která je popsána
v následující sekci.
Z popisu algoritmu je zřejmé, že finální vzory obdržíme po pouhých dvou průchodech data-
báze, což je ve srovnání s iterativním algoritmem založeným na Apriori mnohem efektivnější.
Struktura Max-subpattern tree
Pomocí této stromové struktury jsme schopni na závěr algoritmu vygenerovat odpovídající
výsledné vzory z dat sesbíraných do tabulky v průběhu porovnávání zdrojových dat s kan-
didátním maxivzorem. Podstatné je si uvědomit, že i když pro jednotlivé nalezené vzory
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uchováváme příznak frekvence jejich výskytu, tato hodnota sama nestačí ke spočtení celkové
spolehlivosti vzoru, jelikož nezapočítává vzory obecnější. Právě proto je třeba vybudovat
nad jednotlivými vzory strukturu, která umožní jednoduše získat skutečnou spolehlivost
jednotlivých vzorů.
Příklad struktury max-subpattern tree z [5] je znázorněn na obrázku 4.1. Kmen stromu
Obrázek 4.1: Struktura max-subpattern tree – zdroj [5]
tvoří kandidátní maxivzor Cmax, o úroveň níže jsou pak vzory obecnější o 1 symbol atd.
Čísla nad jednotlivými uzly znázorňují zjištěné počty výskytů daného vzoru při porovnávací
fázi algoritmu. Celkový počet výskytu daného vzoru na nižší úrovni je pak spočten jako
součet výskytů všech rodičovských uzlů. V případě, že jsme schopni zjistit celkový počet
výskytu vzoru v datech, je pak již triviální dopočítat jeho celkovou spolehlivost. Pokud tato
hodnota nebude nižší jako zadaný minimální práh, je dané pravidlo validním periodickým
vzorem a je zařazeno mezi výsledky úlohy. V opačném případě je možné otestovat pravidlo
o úroveň obecnější.
4.1.3 Souhrn
Popsaný algoritmus, založený na principu maximálního kandidátního vzoru, umožňuje vy-
hledat synchronní částečné periodické vzory v temporálních datech, nad kterými mu stačí
dva průchody. Ve svém konceptu se mírně podobá úpravě klasického Apriori algoritmu
pro dolování asociačních pravidel MaxMiner, která je popsána v 2.3.6. Tento algoritmus
představuje snahu nehledat možné vzory postupně od nejmenších možných směrem zdola-
nahoru, ale navrhuje princip přesně opačný – od nejdelšího vzoru směrem shora-dolů.
4.2 Algoritmus DPMiner
Algoritmus DPMiner je založen na algoritmu HPP, popsaném v předcházející kapitole 4.1
a slouží k vyhledávání synchronních periodických vzorů na základě hustoty. Takovéto vzory
se vyskytují pouze v určitém úseku datové sady a z důvodu zadané globální minimální
spolehlivosti se v běžných algoritmech často nezahrnou do výsledků dolování.
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4.2.1 Motivace
Představme si chování člověka během časového úseku jednoho roku. Pro jednoduchost uva-
žujme, že každý pracovní den tento člověk vstává v 7 hodin ráno a v 8 hodin odchází
do práce. V červnu však odjede na dovolenou, kde vstává v 9 hodin a do práce nechodí. Je
zřejmé, že globální spolehlivost takovéhoto prázdninového chování je velmi malá a zatímco
ranní pracovní návyky by běžný algoritmus bezesporu odhalil, o prázdninovém chování
toto tvrdit nelze. U algoritmu DPMiner bude však situace jiná, tento algoritmus upouští
od globálního pohledu a jednotlivé vzory vyhledává v segmentech dat, kde je jejich výskyt
pravděpodobný. Algoritmus byl představen v [15] a je mu věnována rozsáhlá kapitola v [9],
odkud byly čerpány informace pro tuto kapitolu.
4.2.2 Základní pojmy
Definice 4.2.1. Vzdálenost mezi dvěma symboly ci a cj v časové řadě T = c1...cn je
definována jako |j − i|. Pro každé dva takovéto symboly, pro které platí ci = cj a sou-
časně jejich vzdálenost není větší jak parametr dmax, můžeme říci, že jsou vzájemně přímo
dosažitelné na základě hustoty (angl. directly density-reachable), kde dmax je uživatelem
zadaný parametr, který označuje největší povolenou vzdálenost mezi dvěma symboly přímo
dosažitelnými na základě hustoty.
Definice 4.2.2. Fragment s hustým výskytem symbolu s ∈ Σ (angl. dense fragment)
v časové řadě T je označen jako Fs,(bpos,epos) a jedná se o kontinuální sekvenci symbolů
v T takovou, že na počáteční pozici bpos i na konečné pozici epos fragmentu se vyskytuje
symbol s a zároveň všechny symboly s uvnitř fragmentu jsou mezi sebou přímo dosažitelné.
Definice 4.2.3. Množina fragmentů s hustým výskytem symbolu s (angl. dense fragment
set) v časové řadě T je označena jako FSs.
Na obrázku 6.6 je příklad časové řady s vyznačenými fragmenty s hustým výskytem
symbolu a pro parametr dmax = 10. Délku fragmentu spočteme jako |Fs,(bpos,epos)| = epos−
bpos, tudíž pro fragmenty na obrázku |Fa,(2,13)| = 11 a Fa,(25,35) = 10.
Obrázek 4.2: Časová řada s vyznačenou množinou FSa pro dmax = 10 – zdroj [15]
Definice 4.2.4. Frekvenci výskytu symbolu s ve fragmentu s hustým výskytem takovéhoto
symbolu označíme jako freqs a spočteme jednoduše jako počet výskytu symbolu s v celé
šiři fragmetu. Pomocí parametrů dmax a min conf jsme schopni vypočítat nejnižší možnou
periodu výskytu symbolu s v daném fragmentu pomocí vzorce:
|Fs,(bpos,epos)| ∗min conf ∗ dmax
freqs ∗ dmax ∗ (1−min conf) (4.1)
Odvození a důkaz tohoto vzorce lze nalézt v [15]. Tato znalost slouží především jako
optimalizace algoritmu, jelikož algoritmus DPMiner pracuje nad zadaným rozsahem period
naivním přístupem, popsaným v kapitole 3.3.1, a sice jednotlivé kroky algoritmu provádí
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vždy cyklicky pro všechny možné zadané periody zpravidla od hodnoty 2, která je první lo-
gicky použitelnou. Díky zmíněnému vzorci jsme tedy schopni určité rozsahy period přeskočit
(je-li např. nejnižší možná perioda výskytu symbolu ve fragmentu 5, je zbytečné nad tímto
fragmentem testovat algoritmus pro vyhledávání 1-vzoru s tímto symbolem pro periodu
nižší).
Definice 4.2.5. Zásadním pojmem je oblast hustého výskytu (angl. dense region). Pro
danou periodu p a množinu symbolů I = {c1, c2, ..., cm} je oblast hustého výskytu DR(I, p)
definována jako sjednocení všech fragmentů s hustým výskytem symbolů z I, kde nejnižší
možná perioda výskytu pro daný symbol je nižší nebo rovna p.
Definice 4.2.6. Interval s hustým výskytem vzoru P = (I1, ..., Ip) s periodou p (angl. dense
interval) DI(P, p) je vytvořen průnikem všech všech oblastí hustého výskytu jednotlivých
množin symbolů I1, ..., Ip, tedy DI(P, p) = DR(I1, p) ∩ ... ∩DR(Ip, p).
4.2.3 Parametry algoritmu
V předchozí kapitole mezi základními pojmy algoritmu byly zmíněny dva parametry – dmax,
který určuje horní hranici, kdy jsou stejné symboly přímo dosažitelné na základě hustoty,
a min conf , který prakticky značí minimální spolehlivost vzoru, ovšem ne globálně, jako
tomu bylo u předchozích algoritmů, ale v rámci intervalu s hustým výskytem vzoru. Třetím,
dosud nezmíněným parametrem, je koeficient délky fragmentu µ (zkr. FLC ). Pomocí tohoto
parametru je uživatel schopen kontrolovat minimální délku fragmentů s hustým výskytem
symbolů, jelikož fragment bude brán v potaz pouze tehdy, pokud bude jeho délka větší nebo
rovna jako |T | ∗ µ, tudíž koeficient délky fragmentu v podstatě určuje, jak velký musí být
fragment vzhledem k délce celé časové řady, aby jej algoritmus bral jako validní a zařadil
jej do oblasti hustého výskytu nějákého symbolu.
4.2.4 Algoritmus DPMiner
Výstupem algoritmu budou husté periodické vzory periody [2, dmax] pro časovou řadu T.
Určité principy jsou shodné s algoritmem HPP a jsou tudíž podrobněji popsány v kapitole
4.1. Průběh algoritmu DPMiner je následující:
1. Projdeme poprvé časovou řadu a získáme množinu fragmentů Ss pro každý symbol
s ∈ Σ.
2. Projdeme jednotlivé fragmenty a vymažeme ty, jejichž délka je menší jak |T |∗µ, jinak
spočteme hodnotu nejmenší možné periody výskytu příslušného symbolu v daném
fragmentu.
3. Pro každou periodu od 2 do dmax:
(a) Pro každý symbol s zjistíme frekventované 1-vzory F1s z množiny Ss.
(b) Složíme všechny 1-vzory F1s pro všechny symboly s do jednoho maxivzoru Pmax.
(c) Pomocí porovnávání maxivzoru Pmax nad oblastí s hustým výskytem Pmax vy-
tvoříme stromovou strukturu R (max-subpattern tree).
(d) Spočítáme celkovou podporu jednotlivých vygenerovaných vzorů v rámci přísluš-
né oblasti a odvodíme výsledné vzory.
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4.2.5 Shrnutí
Jak již bylo zmíněno, algoritmus je v principu shodný s algoritmem HPP, ovšem narozdíl
od něho nevyhledává vzory vždy v celé šířce časové řady, ale vždy jen v předem určených
úsecích, čímž šetří zdroje a je schopen najít i lokálněji se vyskytující vzory. Na rozdíl od
HPP také nativně podporuje dolování nad rozsahem period.
4.3 Algoritmus APP
Algoritmus APP byl představen v [18] a na tomto zdroji bude založena i následující kapitola.
Algoritmus APP je algoritmem pro vyhledávání asynchronních periodických vzorů, tudíž
umožňuje vyhledávat vzory v určeném rozsahu period v zašuměných datech, kde mezi
periodami může existovat prodleva.
4.3.1 Motivace
Předchozí dva popsané algoritmy umožňovaly dolování výhradně synchronních periodických
vzorů, tedy vzorů, kdy se odpovídající události opakují vždy v přesně stejnou dobu v časové
řadě a periody jsou naskládány pravidelně za sebou bez interferencí. Problémy nastávají,
když se v datech vyskytne šum způsobený např. chybou zaznamenávání, či se jen před
periodickou událost dostane událost jiná, případně když se periodicita mírně posune. Při
studiu chování mohou být tyto situace běžné a algoritmy pro hledání synchronních vzorů si
s nimi nedokáží poradit. Představme si problém doplňování inventáře v lékárně, kdy se léky
na chřipku doplňují průběžně vždy první týden v měsíci. Na podzim však vypukne chřipková
epidemie a léky je třeba doplnit již 3. týden v měsíci, následně však cyklus pokračuje
pravidelně po měsíci s tím rozdílem, že doplňování neprobíhá 1. týden, nýbrž týden 3.
Algoritmy pro dolování synchronních periodických vzorů by tuto situaci nedokázaly správně
identifikovat a v lepším případě by byly nalezeny dva rozdílné vzory s menší podporou.
Výsledky by byly podstatně horší, kdyby ke změně periodicity došlo častěji. Právě takovéto
problémy řeší algoritmy pro dolování asynchronních periodických vzorů.
4.3.2 Základní pojmy
Nejpodstatnější schopností algoritmu je nalezení tzv. nejdelší validní sekvence pro libovolný
k-vzor. Každá sekvence se skládá z tzv. validních segmentů, což jsou navazující části časové
řady o délce jedné periody p. Sekvence naproti tomu může obsahovat segmenty, které nemusí
nutně následovat ihned za sebou – právě tento princip umožňuje algoritmu filtrovat šum
mezi periodami. Tvorbu sekvencí, potažmo segmentů, ovlivňují dva uživatelské parametry:
• min rep – určuje z kolika na sebe navazujících částí časové řady o délce periody se
musí segment skládat, aby byl označen za validní.
• max dis – určuje, jaká maximální vzdálenost může být mezi koncem jednoho validního
segmentu v sekvenci a počátkem dalšího.
Jinými slovy můžeme říct, že validní segment musí být složen z minimálně min rep nava-
zujících výskytů hledaného vzoru a délka šumu mezi segmenty nesmí být větší jak max dis.
U hodnoty parametru max dis je třeba brát v potaz, že jeho hodnota musí být nějak lo-




Algoritmus APP se skládá ze tří základních kroků:
1. Ořezávání založené na vzdálenosti (angl. Distance-Based Pruning) – prvním úkolem
je nalézt všechny symboly potenciálně periodické s periodou p. K tomuto úkolu je
použita naivní technika, kdy procházíme časovou řadou a zaznamenáváme počet, kdy
byla vzdálenost dvou shodných symbolů přesně p. Tato činnost je prováděna pomocí
posuvného okna o velikosti p. Na závěr vybereme ty symboly, které odpovídaly zada-
nému kritériu alespoň v min rep případech a tyto označíme za potenciálně periodické
a použijeme v dalším kroku. Prakticky tímto krokem zjišťujeme, zda jsme schopni
pro daný symbol vytvořit alespoň jeden validní segment.
2. Verifikace 1-vzorů (angl. Single Pattern Verification) – pro každý symbol d potenci-
álně periodický s periodou l, který prošel předchozím krokem, vytvoříme kandidátní
1-vzor ve tvaru (d, ∗, ..., ∗) délky l. Všechny tyto vzory pak otestujeme nad časovou
řadou. Je důležité podotknout, že všechny tvary 1-vzoru jsou v této chvíli ekvivalentní
(vzor (∗, d, ∗) je ekvivalentní vzoru (d, ∗, ∗)). Pomocí zvláštního algoritmu, který bude
popsán dále, nalezneme pro každý 1-vzor nejdelší validní sekvenci.
3. Verifikace komplexnějších vzorů (angl. Complex Pattern Verification) – iterativně
na základě výsledků předchozího kroku vyhledáváme pomocí testování nad časovou
řadou nejdelší validní sekvence pro delší vzory. Pokud jsme schopni nalézt nejdelší
validní sekvenci, je daný vzor zařazen do množiny výsledků.
První fáze algoritmu je poměrně triviální, zaměřme se tedy na jeho další kroky.
Nalezení nejdelší validní sekvence
Cílem algoritmu, který bývá označován jako algoritmus LSI, je nalézt nejdelší validní sek-
venci pro určitý vzor P s periodou p napříč časovou řadou. Postupuje tedy po jednotlivých
symbolech od počátku řady a pomocí pohyblivého okna o délce p hledá úsek, který odpovídá
vzoru P . Během hledání se algoritmus dostává opakovaně do těchto fází:
1. Validace segmentu – již byla nalezena část segmentu, který může být v budoucnu
označen jako validní, zatím však ještě nedosáhl potřebné délky.
2. Růst validního segmentu – právě byl dotvořen validní segment, který může ještě dále
narůstat.
3. Rozšíření nebo šum – validní segment už skončil, nacházíme se v oblasti šumu – pokud
bude tato kratší jako max dis, navracíme se k fázi validace segmentu, v opačném
případě sekvence skončí.
Je zřejmé, že tyto fáze, ač skutečné, jsou mírně naivní, jelikož nejsme schopni vždy určit,
kdy se nacházíme ve fázi růstu validního segmentu a kdy již načítáme šum. V praxi se
tyto problémy řeší ukládáním jednotlivých validních i rozpracovaných sekvencí a segmentů
do několika front:
• longest seq – obsahuje aktuálně nejdelší nalezenou sekvenci.
• valid seq – obsahuje všechny nalezené validní sekvence.
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• ongoing seq – obsahuje sekvence, které jsou aktuálně prodlužovány.
Algoritmus pak pracuje s těmito třemi frontami následujícím způsobem (nacházíme se
na pozici i v časové řadě a nacházíme nový úsek odpovádající požadovanému vzoru P ):
1. Projedeme frontu valid seq a najdeme všechny sekvence, jejichž konec je od aktuální
pozice i vzdálen více jak max dis. Takovéto sekvence již nelze dále prodloužit, tu-
díž je odstraníme, během čehož je musíme zároveň porovnat s obsahem longest seq
a případně starou nejdelší sekvenci nahradit novou.
2. Zanalyzujeme obsah ongoing seq – pokud sekvence končí dříve než na pozici (i - 1),
odstraníme ji z této fronty. V opačném případě k ní připojme nalezený úsek, upra-
víme pozici konce sekvence na adekvátní hodnotu a překopírujeme ji i do valid seq.
V ongoing seq ji ponecháme pro případ dalšího rozšiřování.
3. Ve frontě valid seq najdeme sekvence, které nekončí na pozici (i - 1) a z těchto vy-
tvoříme nové pomocí zkopírování a rozšíření o nový úsek. Tyto nové sekvence následně
přesuneme do ongoing seq pro možnost dalšího růstu.
Poté, co algoritmus projde celou časovou řadu, vybereme nejdelší sekvenci z valid seq ∪
{longest seq} a tuto prohlásíme za nejdelší validní sekvenci pro daný vzor P . Popsaný algo-
ritmus je v [18] optimalizován pomocí určování dominantní sekvence, která je nadsekvencí
ostatních. Pokud tedy přidáváme novou sekvenci do fronty, vymažeme z ní automaticky
všechny podsekvence, čímž se sníží počet kroků při následném procházení frontou.
Je nutno podotknout, že samotná nejdelší validní sekvence je pouze jakýmsi vedlejším
produktem celého algoritmu, jehož cílem je nalézt frekventované vzory, nikoli jejich přes-
nou pozici, která však může být podobně užitečná. V principu jde o to, že pokud jsme
schopni pro daný vzor nalézt validní sekvenci, je tento vzor periodický v prostředí určeném
vstupními parametry.
Tvorba komplexnejších vzorů
Popsané principy platí jak pro 1-vzory tak pro vzory komplexnější. Během druhé fáze algo-
ritmu nalezneme všechny frekventované 1-vzory. Z těchto pak pomocí kartézského součinu
vytvoříme všechny možné 2-vzory, které následně validujeme skrz hledání nejdelší sekvence.
Z validních 2-vzorů jsme již schopni vygenerovat potenciálně periodické 3-vzory, které opět
zvalidujeme a tímto způsobem pokračujeme do té doby, dokud máme z čeho generovat.
4.3.4 Souhrn
Vzhledem k iterativní povaze algoritmu a k jeho poměrné náročnosti (je třeba si uvědomit,
že algoritmus pro hledání nejdelší validní sekvence probíhá během průchodu časovou řa-
dou poměrně často a pro každý potenciálně periodický vzor) nelze od něj očekávat velkou
rychlost, minimálně nad daty o velkém objemu, která budou obsahovat komplexnější a pra-
videlnější vzory. Nicméně přináší jiný pohled na hledání periodicity v datech a umožňuje
nalézt vzory, které by jiným algoritmům zůstaly skryty, nehledě na to, že jeho vedlejším
produktem je odhalení distribuce nalezeného vzoru.
25
Kapitola 5
Dolování z dat v prostředí
Microsoft SQL Server 2008
Jedním z cílů diplomové práce bylo implementovat algoritmy popsané v předchozí kapitole
pro data mining v prostředí Microsoft SQL Server 2008, o kterém velmi podrobně pojednává
[17]. Verze 2008 SQL Serveru od společnosti Microsoft je již třetí verzí SQL Serveru, která
podporuje technologii dolování z dat. Poprvé byla tato možnost implementována ve verzi
2000 a od té doby se z této původně okrajové technologie stala jedna z nejdůležitějších
součástí celé platformy.
Stěžejní částí SQL serveru je v tomto ohledu prostředí Microsoft SQL Server Analysis
Services (SSAS ), které zahrnuje technologie právě pro dolování z dat a OLAP (viz 2.2.1).
Tato služba běží vedle samotného databázového serveru a nabízí rozhraní pro definici dolo-
vací úlohy, které je využíváno prostřednictvím Business Intelligence Development Studia,
což je speciální vývojové prostředí, poskytované Microsoftem v rámci balíku Microsoft Vi-
sual Studio pro tvorbu pokročilých analytických operací nad databází. Ukázku uživatelského
rozhraní BIDS studia je možné shlédnout na obrázku 5.1.
Tvorba a exekuce dolovací úlohy se skládá z několika kroků:
1. Výběr připojení ke zdrojové databázi (Data Sources).
2. Výběr konkrétních zdrojových dat pro dolování (Data Source Views), nebo integrace
dat do datové kostky (definice Dimensions a jejich integrace přes Cubes).
3. Výběr dolovacího algoritmu a definice dolovací úlohy, což vytvoří dolovací strukturu
a model (Mining Structures a Mining Models).
4. Provedení dolovací úlohy.
5. Vizualizace výsledků dolovací úlohy (Mining Model Viewer).
Základní verze služby SSAS nabízí 7 integrovaných dolovacích algoritmů:
• Microsoft Naive Bayes,
• Microsoft Decision Trees Algorithm,
• Microsoft Time Series Algorithm,
• Microsoft Clustering,
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• Microsoft Sequence Clustering,
• Microsoft Association Rules,
• Microsoft Neural Network and Logistic Regression,
které implementují dané algoritmy a jejichž detailní principy jsou popsány v [17]. Tyto
algoritmy tedy byly obohaceny o popsané algoritmy HPP, DPMiner a APP pro dolování
periodických vzorů.
Obrázek 5.1: Uživatelské rozhraní Microsoft Business Intelligence Development Studia –
zdroj [17]
5.1 Konstrukce plug-inů pro Microsoft Analysis Services
Touto problematikou se podrobně zabývá tutoriál [2]. Zmíněný tutoriál popisuje imple-
mentaci plug-inů pro verzi 2005, nicméně pro verzi 2008 zůstávají postupy stejné. SQL
Server 2008 Analysis Services umožňuje integraci dolovacích algoritmů, implementovaných
v prostředí .NET, v našem případě v jazyce C#.
Při tvorbě pluginu je třeba implementovat minimálně 3 základní třídy:
• Metadata – třída popisující základní vlastnosti algoritmu a tvořící objekt algoritmus.
• Algorithm – třída implementující samotný algoritmus, implementuje vyhledávání,
ukládání a používání výsledků algoritmu.
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• Navigator – třída pro prezentaci výsledků dolování, předávána výchozímu prohlížeči
výsledků dolování.
Popis vyžadovaných metod pro implementaci v jednotlivých třídách lze nalézt ve zmíněném
tutoriálu [2].
Dalším stěžejním prvkem při tvorbě integrovaných algoritmů je knihovna DMPluginWrap-
per.dll, která již obsahuje částečnou implementaci popsaných tříd. Dále implementuje po-
třebně COM (Component Object Model) rozhraní, přes která SSAS komunikuje s jednot-
livými pluginy. Po implementaci a přeložení algoritmu je dále nutné tento nový algoritmus
zaregistrovat do inicializačního souboru SSAS (msmdsrv.ini), pomocí kterého je služba
schopna určit, které algoritmy jsou pro dolování k dispozici. Při samotném běhu dolovací
úlohy pak DMPluginWrapper slouží jako prostředník při komunikaci SSAS a samotné in-
stance pluginu (wrapper – obaluje volání). Princip této komunikace je znázorněn na obrázku
5.2.
Obrázek 5.2: Komunikace mezi SSAS a vytvořeným dolovacím pluginem – zdroj [2]
5.2 Formát vstupních dat algoritmu
SSAS dále definuje formát pro zasílání vstupních dat implementovaným algoritmům. Tato
data obdrží algoritmy ve formátu tzv. case setu, kdy case je sám o sobě souvislým proudem
dat (vlastností), příslušících k jedné datové entitě. Které položky budou identifikátorem pro
case a které jsou jeho
”
vlastnostmi“ určuje sám uživatel systému při definici dolovací úlohy
– vlastnosti case mohou být i v oddělených tabulkách (tzv. Nested tabulky). Pro názornost
uvažujme diskutovanou úlohu dolování periodických vzorů v časové řadě – v takovémto kon-
textu bychom za case označili např. souhrn událostí, které se staly v daný časový okamžik,
case identifikátorem by pak bylo odpovídající časové razítko a jeho vlastnostmi jednotlivé
události. Takovýto přístup ke zdrojovým datům byl pravděpodobně volen z důvodu poža-
davku na vysokou univerzálnost systému, zřejmě však není ideální z hlediska efektivity ve
srovnání s přímým přístupem přes specifické dotazy nad databází, kdy nejsme nuceni pro-
cházet i data, o která nemáme momentálně zájem. Důležitým aspektem tvorby algoritmů
pro Microsoft Analysis Services je tak kvalitní návrh a úprava principu algoritmu vzhle-





Implementace všech algoritmů byla provedena v programovacím jazyce C# v prostředí
Microsoft Visual Studio. Obsahem následujících podkapitol budou detaily implementace
jednotlivých dolovacích pluginů.
6.1 Základní koncept
V náledující sekci jsou popsány a znázorněny základní stavební prvky všech plug-inů.
Třída Algorithm
Základní stavební třídou všech dolovacích pluginů je třída Algorithm, odvozená od systé-
mem předdefinované třídy AlgorithmBase, a její metoda InsertCases řídící, co se bude
v systému dít po spuštění dolovacího procesu. K tomuto účelu dále slouží třídy odvo-
zené od ICaseProcessor, které implementují metodou ProcessCase operace prováděné
nad aktuálním casem (viz 5.2). Tato metoda je postupně automaticky volána pro každý
case, vytvořený odpovídajícím způsobem ze vstupních dat. Prakticky můžeme říci, že ka-
ždá třída odvozená od ICaseProcessor implementuje jeden specifický průchod nad daty.
Třída Algorithm je definována jako parciální, aby se její jednotlivé části mohli pro větší
přehlednost nadefinovat v oddělených souborech.
Třída AlgorithmParameters
Parciální třídu AlgorithmParameters musí implementovat všechny vytvořené pluginy a
slouží k popisu struktury vstupních parametrů algoritmu – jejich datových typů, případně
dalších omezení, popisků apod. Třída obsahuje kolekci typu MiningParameterCollection,
ve které jsou uloženy všechny parametry algoritmu (typ MiningParameter). Dále také
umožňuje nastavit výchozí hodnoty parametrů a kontrolu jejich hodnot zadaných uživa-
telem. Mezi hlavní metody třídy patří:
• GetCollection – v této metodě jsou definovány všechny vlastnosti parametrů – jejich
datové typy, výchozí hodnoty, popis pro uživatele a pojmenování. Funkce pak vrací
kolekci všech parametrů daného plug-inu.
• ParseParameterValue – podle parametru parameterIndex lze zkontrolovat uživate-
lem zadanou parameterValue a tuto případně upravit, či zobrazit vyjímku, pokud
hodnota neodpovídá zadaným omezením.
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• SetActualValues – tato metoda přiřadí zadané hodnoty odpovídajícím parametrům
v kolekci.
Struktura výše popsaných tříd se drobně liší algoritmus od algoritmu, proto budou jejich
specifické podrobnosti uvedeny vždy v příslušných sekcích.
Balík třídy Log
K zaznamenávání průběhu dolovacího procesu slouží objekt typu Log. Metodou WriteLine
lze za běhu algoritmu zapisovat libovolné informace, ke kterým bude automaticky přidáno
časové razítko, do logovacího souboru. Samotný soubor je ukládan do složky Common Do-
cuments a v názvu obsahuje časový údaj o vytvoření a identifikátor algoritmu, který jej
vygeneroval. V průběhu implementace fuguje Log jako vhodný pomocník pro ladění i pro
zaznamenávání jak dílčích, tak finálních výsledků dolování. V balíku s touto třídou jsou
navíc tři třídy definující základní vyjímky, které jsou vyvolávány při chybně zadaných pa-
rametrech. Vzhledem k tomu, že všechny tyto třídy jsou používány ve všech diskutovaných
plug-inech, byly sdruženy do jednoho balíku pod názvem Common. Kompletní balík Common
znázorňuje diagram 6.1.
Obrázek 6.1: Diagram balíku Common
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Třída Metadata
Základní účel této třídy byl již stručně popsán v kapitole 5.1 – obsahuje základní informace
o algoritmu a do jisté míry definuje, jaké možnosti bude mít uživatel při definici dolovací
úlohy. Mezi významné metody patří:
• GetDisplayName – vrací název dolovacího plug-inu (zobrazuje se v seznamu při výběru
algoritmu pro dolování).
• GetServiceDescription – vrací popis dolovacího plug-inu (zobrazuje se po vybrání
příslušného algoritmu).
• GetViewerType – vrací název prohlížeče pro prohlížení výsledků dolování (SSAS při-
chází s několika integrovanými typy).
• GetParametersCollection – vrací kolekci parametrů – je třeba navázat na metodu
třídy AlgorithmParameters.
• ParseParameterValue – metoda volaná při parsování jednotlivých parametrů plug-
inu, opět je třeba navázat na metodu třídy AlgorithmParameters.
• GetSupPredictContentTypes – definuje, které datové typy může uživatel nastavit
jako Predict (viz příklad použití plug-inů v příloze A).
• GetSupInputContentTypes – definuje, které datové typy může uživatel nastavit jako
Input (opět viz příklad použití plug-inů v příloze A).
• CreateAlgorithm – vrací instanci třídy Algorithm.
Detailnější podrobnosti o celé třídě je možné získat z [2]. Kompletní třída je znázorněna na
obrázku 6.2.
Obrázek 6.2: Diagram třídy Metadata
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6.2 Algoritmus HPP
Následující odstavce obsahují stručný popis základních tříd, kterými byl implementován
algoritmus popsaný v kapitole 4.1.
Třídy Algorithm, FirstRunCaseProcessor a NextRunCaseProcessor
Jak již bylo zmíněno, algoritmus HPP je dvouprůchodový a z tohoto důvodu obsahuje
třída Algorithm dvě podtřídy – FirstRunCaseProcessor a NextRunCaseProcessor, které
implementují právě tyto dva průchody nad vstupními daty.
Průběh algoritmu je řízen metodou InsertCases – v první fázi dochází k inicializaci
privátních i sdílených struktur (jednou z nich je i výše popisovaný Log) a načtení parametrů.
Následně je volána funkce ComputeCMax, která jako parametr přijímá kompletní case set.
Jak již napovídá název funkce, cílem tohoto průchodu algoritmu je složit kandidáta na ma-
xivzor (angl. candidate max-pattern). Samotný první průchod daty je pak implementován
třídou FirstRunCaseProcessor – pro každý case je volána metoda ProcessCase, která
jej nezávisle zpracuje. V našem konkrétním případě na základě globálního čítače zjistíme,
na jaké pozici potenciální periody se právě zpracovávaný case nachází a podle toho zazna-
menáme přítomné události do hashtabulky, případně navýšíme čítač jejich výskytu (hle-
dáme frekventované 1-vzory). Poté co jsou zpracovány všechny položky case setu, funkce
Get1Patterns rozhodne na základě vstupního parametru algoritmu o tom, které vzory jsou
frekventované a tyto navrátí do hlavního toku algoritmu.
Následuje volání metody ApplyCMax, jejímž cílem je porovnat vstupní data s vygenero-
vaným maxivzorem a odvodit případné podvzory. Porovnávání je implementováno třídou
NextRunCaseProcessor, kdy je pro každou pozici v periodě (tj. pro každý case) odvo-
zena příslušná část periodického podvzoru kandidátního maxivzoru. Tyto části jsou sbí-
rány a vždy po uplynutí celé délky periody složeny do podvzoru a zaneseny do hit-setu.
Po dokončení porovnávání nad všemi vstupními daty navrátíme nalezené podvzory funkcí
GetPatterns.
Na závěr je třeba nalézt mezi výsledky ty, které odpovídají zadané minimální spolehli-
vosti a tyto poté vypsat do logovacího souboru. Prohledávání výsledků a odvozování finální
spolehlivosti na základě obecnosti nalezených vzorů zajišťuje funkce RefactorPatterns,
která vrací již skutečné výsledky dolování. Cílem algoritmu je nalézt co nejkonkrétnější
vzory, které zároveň odpovídají požadavkům na minimální spolehlivost, tudíž výběr výsled-
ných vzorů z množiny všech vydolovaných probíhá od těch nejkonkrétnějších (nejdelších)
po ty nejobecnější (nejkratší). Vzory jsou uspořádány ve struktuře max-subpattern tree,
která je znázorněna na obrázku 4.1. Pokud je nalezen kořenový uzel aktuální prohledávané
úrovně (v prvním kroku je to maxivzor) a zároveň je jeho spolehlivost dostatečná, celý
podstrom jeho podvzorů je zahozen. Pokud však jeho spolehlivost dostatečná není, pře-
sunujeme se o úroveň níže a čítač výskytů podvzorů v celém podstromu inkrementujeme
o počet výskytů kořenového vzoru. Tento princip iterativně aplikujeme na celou strukturu,
dokud není kompletně zpracována.
Třída AlgorithmParameters
Algoritmus HPP má pouze dva vstupní parametry a sice
• MIN CONF – minimální spolehlivost pro vygenerovaná pravidla,
• PERIOD – velikost periody.
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Pomocí parametru LOG FILE NAME PREFIX pak lze specifikovat prefix pro název logovacího
souboru a DEBUGGING LOGS MODE určuje, jakým způsobem se bude zapisovat do logu. Oba
tyto parametry jsou přítomny ve všech diskutovaných plug-inech a jsou logicky vázány na
výše popsaný balík Common (upravují vlastnosti logu).
Všechny parametry jsou reprezentovány ve formě jednotlivých properties třídy a zároveň
pomocí výčtového typu ParamList. Diagram třídy AlgorithmParameters pro algoritmus
HPP je na obrázku 6.3.
Obrázek 6.3: Diagram třídy AlgorithmParameters
Třída Pattern
Třída Pattern představuje libovolný vydolovaný vzor. Každý symbol ve vzoru je imple-
mentován strukturou KeyValuePair, kde klíč je typu long a značí polohu prvku Value
typu object ve vzoru. Tímto způsobem uchováváme pouze seznam nejnutnější velikosti a
zároveň je triviální vytvořit vzor s více položkami na stejné pozici.
Vlastnosti třídy tvoří Period, která určuje hodnotu periody daného vzoru, dále Count,
jenž určuje počet identických vzorů v datech, a FinalCount, který označuje výsledný počet
odpovídajících (tedy i všech nadvzorů) ve vstupní množině dat. K samotné struktuře vzoru
přistupujeme přes vlastnost P, Confidence odpovídá celkové spolehlivosti vzoru, Level pak
značí kardinalitu vzoru a vlastnost Empty značí, zda vzor je, nebo není prázdný.
Mezi zásadní metody třídy patří AddToPattern, která umožňuje přidat symbol na urči-
tou pozici do vzoru, a IsParent, která určí, zda je aktuální vzor specifikací předávaného
vzoru. Pro manipulaci s vlastnostmi určujícími počty výskytu vzoru nabízí třída metody
Inc a AddFinalCount. Na závěr, funkce ToStringFinalized navrací kompletní informace
o vzoru ve formátu textového řetězce. Jako parametr tato metoda vyžaduje hashtabulku,
která převádí indexy jednotlivých symbolů na jejich skutečnou hodnotu – technologie SSAS
totiž automaticky převádí všechny vstupní hodnoty na indexy do vlastních slovníků, kde
jsou uloženy jejich reálné hodnoty.
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Třída CMaxPattern
Tato třída je v případě algoritmu HPP zjednodušenou třídou Pattern – obsahuje pouze
vlastnost CMax, která obsahuje kandidátní maxivzor a metodu ToStringFinalized pro
výpis.
Kompletní diagram tříd (bez již výše uvedených) plug-inu implementujícího algoritmus
HPP pro dolování periodických vzorů je na obrázku 6.4.
Obrázek 6.4: Diagram tříd pro algoritmus HPP
6.3 Algoritmus DPMiner
Tato kapitola popisuje objektový model implementace algoritmu DPMiner, popsaného
v sekci 4.2. Tento algoritmus vychází jak teoreticky, tak implementačně z algoritmu HPP,
umožňuje však i dolování v rozmezí zadaných period (zatímco HPP doluje vždy pouze vzory
s jednou periodou).
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Třídy Algorithm, FirstRunCaseProcessor a NextRunCaseProcessor
Algoritmus DPMiner je opět dvouprůchodový. První průchod množinou vstupních dat je
odstartován z metody InsertCases voláním procedury FirstRun, která nainicializuje ob-
jekt typu FirstRunCaseProcessor a předá mu vstupní case set. Cílem prvního průchodu
daty je vyhledat frekventované 1-vzory a příslušné fragmenty odpovídající velikosti (mini-
mální velikost zadána parametrem), ve kterých se tyto vzory nachází se zadanou spolehli-
vostí. Po dokončení procházení celé vstupní množiny dat je zavolána metoda FinishCases,
která dokončí a uzavře nalezené fragmenty. Následně jsou pro každou prohledávanou peri-
odu nalezeny frekventované 1-vzory, které jsou složeny do kandidátního maxivzoru a frag-
menty, kde se tyto vzory vyskytují, jsou v rámci maxivzoru sjednoceny a uloženy společně
se samotným maxivzorem. K tomuto dochází proto, abychom nemuseli ve druhém průchodu
vyhledávat v celé šířce dat, ale pouze nad sektory, kde má toto vyhledávání smysl.
Cílem druhého průchodu je porovnat jednotlivé maxivzory (pro každou vyhledávanou
periodu existuje maximálně jeden) s reálnými vstupními daty. Druhý průchod je iniciován
třídou Algorithm skrz volání metody SecondRun. Průchod nad jednotlivými položkami
časové řady pak implementuje třída NextRunCaseProcessor. Při průchodu jsou data ze
vstupní množiny porovnávána s odpovídajícím maxivzorem a jejich společné prvky pak
generují podvzory maxivzoru, které jsou ukládány do hit-setu, případně je navyšován čí-
tač jejich celkového výskytu. Po dokončení celého procesu navrátíme množinu nalezených
vzorů metoda GetPatterns. Metoda ValidatePatterns třídy Algorithm pak množinu pro-
jde a vygeneruje finální podobu výsledků dolování v závislosti na vstupních parametrech a
obecnosti jednotlivých nalezených vzorů – validace je založena na identickém principu jako
u algoritmu HPP. Výsledné vzory jsou následně vypsány do logovacího souboru v odpoví-
dajícím formátu.
Třída AlgorithmParameters
Krom parametrů pro nastavení logu, které jsou totožné jako v případě předchozího algo-
ritmu (popsáno v 6.2), vyžaduje algoritmus tyto vstupní parametry:
• MIN CONF – spolehlivost vzoru – počítá se však v rámci segmentu (spojení fragmentů),
kde je vzor vyhledáván.
• D MAX – maximální vzdálenost mezi dvěma stejnými symboly ve fragmentu – prakticky
horní hranice periody.
• D MIN – minimální vzdálenost mezi dvěma stejnými symboly ve fragmentu – prakticky
spodní hranice periody.
• FRAGMENT LENGTH COEFFICIENT – koeficient pro výpočet velikosti nejmenšího valid-
ního fragmentu (viz 4.2).
• RESULT COUNT – hodnota určující počet výsledků, které se mají do logu zaznamenat.
Oproti definici algoritmu byl přidán parametr D MIN a sice pro případ, kdy nás budou zají-
mat vzory s minimální periodou vyšší než 2. Algoritmus sice obsahuje mechanismus, který
vypočítává nejmenší možnou periodu na základě rozložení výskytu symbolu v jednotlivých
fragmentech, nicméně i přesto se může stát, že minimální perioda, pro kterou chceme vzory
vyhledávat, je mnohonásobně vyšší než automaticky vypočítaná – proto byl tento parametr
zaveden. Dalším nestandardním parametrem je RESULT COUNT, který využijeme v případě,
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že algoritmus pro dané nastavení parametrů vyhledal velké množství vzorů a nás zajíma
jen malá část s co největší spolehlivostí. Výsledky jsou tedy seřazeny podle confidence
a je zobrazen pouze vybraný počet. V případě ponechání výchozí hodnoty parametru jsou
zaznamenány všechny výsledné vzory. Diagram popisované třídy je na obrázku 6.5.
Obrázek 6.5: Diagram třídy AlgorithmParameters pro algoritmus DPMiner
Třída Fragment
Objekty typu Fragment jsou vytvářeny v průběhu prvního průchodu nad množinou vstup-
ních dat. Objektu je předán symbol, ke kterému fragment přísluší, dále distribuce tohoto
symbolu ve fragmentu (jako pole pozic, kde se symbol nachází), počáteční pozice, maxi-
mální hodnota periody s jakou by mohl být symbol periodický a zadaná hodnota minimální
spolehlivosti vzoru. Fragment lze získat pomocí metody GetFragment ve formátu struktury
KeyValuePair, kde hodnota Key odpovídá počáteční pozici a hodnota Value pak koncové
pozici fragmentu. Metoda ComputeLBP implementuje výpočet 4.2.4 a zjistí tak nejnižší hod-
notu periody pro daný symbol, aby jeho periodicita odpovídala všem parametrům. Stěžejní
metoda třídy Find1Patterns pak z daného fragmentu vygeneruje vhodné 1-vzory na zá-
kladě rozložení symbolu napříč fragmentem.
Třída Pattern
Tato třída implementuje strukturu periodického vzoru a její metody jsou do jisté míry
shodné s třídou stejného jména, použitou u implementace algoritmu HPP. Kromě vlast-
ností a metod popsaných v sekci 6.2 však obsahuje přehled segmentů ValidSegments, kde
bude/byl vzor vyhledáván. Segment lze rozšířit metodou AddSegment, resp. AddSegments.
Metoda ValidateSegments pak projde jednotlivé části segmentu a případně je spojí a seřadí.
Třída CMaxPattern
Objekty této třídy představují jednotlivé kandidátní maxivzory, implementačně se jedná
o zjednodušenou třídu Pattern. Za zmínku stojí funkce IsValidSector, která určuje v zá-
vislosti na aktuální pozici při průchodu vstupními daty, zda je možné porovnávat data
s maxivzorem či nikoli.
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Kompletní diagram tříd implementace algoritmu DPMiner ve formě pluginu pro Micro-
soft Analysis Services je k dispozici na obrázku 6.6.
Obrázek 6.6: Diagram tříd pro algoritmus DPMiner
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6.4 Algoritmus APP
V následující části kapitoly se budeme zabývat implementací objektového modelu algoritmu
APP pro vyhledávání asynchronních periodických vzorů, který byl podrobně popsán v ka-
pitole 4.3.3. V porovnání s předchozími dvěma algoritmy je APP založeno na iterativním
přístupu a celkově je výrazně složitější. Algoritmus je opět schopen dolovat v zadaném roz-
mezí period, ovšem na rozdíl od předchozích algoritmů není schopen zpracovávat množiny
událostí, které se staly v jeden časový okamžik, ale vždy pouze událost jednu.
Třídy Algorithm, FirstRunCaseProcessor a NextRunCaseProcessor
První průchod daty u algoritmu APP slouží k prvotnímu prořezání prohledávacího prostoru,
tedy k vyhledání všech teoreticky periodických symbolů. Tento krok je spuštěn po inicia-
lizaci globálních struktur a načtení parametrů algoritmu klasicky z metody InsertCases
třídy Algorithm voláním metody FirstRun. Samotný průchod opět implementuje objekt
typu FirstRunCaseProcessor, výstupem prvního průchodu nad daty je tedy tabulka sym-
bolů a příslušných period, ve kterých by mohly být symboly periodické.
V dalších krocích jsou nad daty vždy pomocí algoritmu LSI vyhledávány nejdelší va-
lidní sekvence pro vygenerované vzory, jejichž kardinalita se v každém kroku navýší o 1.
Funkcí, která vrací nejdelší nalezené sekvence pro jednotlivé vzory, je NextRun, která jako
parametr přebírá case set (tedy vstupní data), číslo aktuální iterace a seznam vzorů, které
byly validovány (byla k nim nalezena validní sekvence) v předchozí iteraci. V první fázi
je třeba před samotným průchodem vygenerovat vzory, které budeme validovat. K tomuto
slouží objekt typu PatternGenerator, který na základě i-vzorů, validovaných v předchozí
iteraci, vygeneruje všechny možné (i + 1)-vzory. Vygenerované vzory pak předá objektu
typu NextRunCaseProcessor, který implementuje samotný průchod nad daty. Při prochá-
zení množiny vstupních dat jsou pro každý testovaný vzor generovány datové segmenty, ve
kterých se vzor nachází. S těmito segmenty je pak manipulováno podle popisu v kapitole
4.3.3. Výstupem této fáze algoritmu jsou poté validované vzory a jejich pozice ve vstupních
datech. Popsaná fáze algoritmu probíhá v cyklu, dokud není přírůstek validovaných vzorů
nulový.
V závěru pomocí metody ValidatePatterns odstraníme duplicitní (v tomto případě
”
zrotované“) vzory a vypíšeme výsledné vzory do logu.
Třída AlgorithmParameters
Třída AlgorithmParameters pro algoritmus APP definuje tyto parametry:
• MIN REP – udává minimální hodnotu, která značí, kolikrát se musí vzor bez přeru-
šení opakovat v datech za sebou, aby byl tento datový segment označen za validní
(minimální hodnota je 2).
• MAX DIS – tato hodnota určuje maximální délku šumu mezi dvěma validními segmenty.
• L MAX – maximální vzdálenost mezi dvěma stejnými symboly v segmentu – prakticky
horní hranice periody.
• L MIN – minimální vzdálenost mezi dvěma stejnými symboly v segmentu – prakticky
spodní hranice periody.
• RESULT COUNT – hodnota určující počet výsledků, které se mají do logu zaznamenat.
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Parametry L MIN a RESULT COUNT původní definice algoritmu nezahrnuje, nicméně, jak již
bylo diskutováno v sekci 6.3, jejich přítomnost může být pro dolovací úlohu přínosem. Mimo
zmíněné parametry třída opět obsahuje definici parametrů pro nastavení logu (viz 6.2).
Třída PatternGenerator
Tato třída implementuje mechanismy pro generování vzorů. Metody Generate1patterns,
Generate2patterns a Generate slouží ke generování vzorů délky 1, 2 a delších. Generování
1-vzorů a 2-vzorů je přímočaré – 1-vzory jsou odvozeny z množiny potenciálně periodických
symbolů, 2-vzory jsou pak vygenerovány na základě kartouzského součinu validních 1-vzorů.
Generování vzorů s vyšší kardinalitou probíhá v metodě ProducePatterns a je založeno
na vyhledávání shodných symbolů mezi vzory z minulé iterace a následného spojení těchto
vzorů přes onen společný symbol – při spojování je třeba dbát na to, aby se ve vzoru neocitly
dva symboly na stejné pozici.
Třída Pattern
Třída Pattern označuje periodický vzor a její stavba vychází z implementace v algoritmu
HPP. Za zmínku stojí metoda IsRotated, která zjišťuje, zda je parametrem předaný vzor
zrotovaný vzor aktuální – k tomuto metoda využívá privátní funkce HasSameSymbols, která
porovná symboly obsažené v obou vzorech, a Rotated, která vyprodukuje vzor totožný
s aktuálním a zrotovaný o hodnotu parametru. Samotný vzor je stejně jako u implementace
v předchozích případech implementován jako seznam struktur KeyValuePair, kde Key značí
pozici symbolu Value.
Třída Segment
Tato třída označuje segment dat, ve kterém se nachází daný vzor. Segment je definován
svou počáteční a koncovou pozicí, jeho velikost je vždy rovna velikosti periody vzoru, jež
obsahuje. Algoritmem hledaná nejdelší validní sekvence pro libovolný vzor je složena právě
z listu segmentů. Při procházení daty jsou na každé pozici vytvořeny nové potenciální
segmenty, které právě na této pozici začínají. Vždy při posunu ve zdrojových datech dochází
k analýze otevřených segmentů daného vzoru – pokud načtené symboly nekorespondují
s vyhledávaným vzorem, segmenty jsou zrušeny, v opačném případě jsou uchovávány pro
další analýzu. Pokud se během průchodu potvrdí, že segment obsahuje vyhledávaný vzor,
je podle popsaného LSI algoritmu zařazen do příslušné fronty.
Třída LSIStruct
Objekty třídy LSIStruct tvoří strukturu, obalující vyhledávaný vzor – do struktury se
sbírají nalezené segmenty a obsahuje 3 fronty určené k vyhledávání nejdelší validní sekvence
algoritmem z kapitoly 4.3.3. Pro každý načtený symbol je volána metoda ValidatePattern,
která prochází otevřené segmenty a kontroluje jejich stav. V případě dokončení segmentu je
volána metoda NextStep, která na základě stavu zmíněných front zařadí načtený segment
do sekvence. Po dokončení průchodu nad množinou vstupních dat je nad objektem zavolána




Jednotlivé segmenty jsou v algoritmu LSI skládány do sekvencí, které jsou reprezentovány
právě objekty typu Sequence. Sekvence si uchovává seznam jednotlivých segmentů, ze kte-
rých je složena, dále obsahuje vnitřní čítač na základě kterého jsou validovány její přírůstky,
a objekt vzoru, ke kterému sekvence patří. Ve výpisu výsledků dolovací úlohy se pak obje-
vují textové reprezentace tohoto objektu, které navrací funkce ToStringFinalized – skládá
se ze vzoru a segmentů, upravených metodou ReprocessSegments do čitelnější podoby.
Kompletní diagram tříd implementovaného algoritmu lze nalézt na obrázku 6.7.
Obrázek 6.7: Diagram tříd pro algoritmus APP
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6.5 Integrace algoritmu
Plug-iny, které chceme následně integrovat do prostředí SSAS, musí být implementovány ve
formátu podepsané knihovny (signed assembly). Po úspěšném přeložení knihovny je třeba
zaregistrovat typy, které implementace využívá, aby mohly být následně načteny analytic-
kým serverem. Dále je nutné z Global Assembly Cache odstranit starou verzi překládaného
pluginu a nahradit jej tou nejnovější. Visual Studio umožňuje takovéto chování jednoduše
nadefinovat v nastavení projektu, konkrétně vyplněním pole pro definici Post-build event.
Zmíněné kroky provedeme zadáním následujících příkazů:
"%WINDIR%\Microsoft.NET\Framework\v2.0.50727\RegAsm.exe" $(TargetPath)
"%ProgramFiles%\Microsoft Visual Studio 8\SDK\v2.0\Bin\gacutil.exe" /u
$(TargetName)
"%ProgramFiles%\Microsoft Visual Studio 8\SDK\v2.0\Bin\gacutil.exe" /if
$(TargetPath)
Jednotlivé cesty je třeba nastavit podle lokální konfigurace a během přeregistrace assem-
bly je nutné, aby byl analytický server zastaven. Pomocí programu gacutil také obdobně
zaregistrujeme zmiňovanou knihovnu DMPluginWrapper (viz kapitola 5.1), registraci však
stačí provést pouze jednou, ideálně před začátkem implementace.
Dalším krokem je registrace nového algoritmu do SSAS pomocí nástroje pro správu SQL
databáze (SQL Server Management Studio). Po spuštění programu se připojíme k analy-





















Tento příkaz registruje algoritmus AVGDM HPP s jeho odpovídající CLSID hodnotou –
v případě registrace jiného algoritmu je třeba tyto hodnoty zadat adekvátně.
Po provedení popsaných kroků je algoritmus úspěšně zaregistrován v analytickém ser-
veru a je připraven pro použití v dolovacích úlohách. Detailní popis definice dolovací úlohy
je popsán v příloze A.
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6.6 Použití implementovaných algoritmů
V rámci přílohy je nastíněn postup při definici nové dolovací úlohy, v této sekci se zaměříme
konkrétněji na implementované algoritmy.
Všechny tři implementované algoritmy slouží k vyhledávání vzorů, což můžeme charak-
terizovat jako deskriptivní dolovací úlohu – z tohoto důvodu nenabízejí žádné mechanismy
pro predikci. Dále nevyžadují žádná testovací data, z tohoto důvodu je třeba při definici
úlohy zadat procentuální velikost trénovací množiny na 0, v jiném případě se do algoritmu
nedostanou všechna vstupní data.
Algoritmy HPP a DPMiner byly implementovány tak, aby byly schopny v jeden ča-
sový okamžik zpracovat množinu událostí (obrázek 6.8), zatímco algoritmus APP umožňuje
zpracovat vždy pouze jednu událost v jeden časový okamžik (obrázek 6.9). Tento poznatek
je stěžejním při definici dolovací úlohy. Obecně bylo při implementaci počítáno s tím, že
každý časový okamžik časové řady bude označen za jeden case a události, které se během
tohoto okamžiku staly, budou označeny pomocí vlastností Input a Predict. Algoritmy ne-
rozlišují, zda byly události definovány za pomoci nested tabulek, či zda byly zaznamenány
v case tabulce v dalších dimenzích (jako feature vector daného časového okamžiku).
Obrázek 6.8: Algoritmy HPP a DPMiner zpracují i množinu událostí z jednoho časového
okamžiku
Obrázek 6.9: Algoritmus APP zpracuje pouze jednu událost v daném časovém okamžiku
V současné době je výstup algoritmů pouze textový v podobě logů, které jsou snadno
dostupné, jednoduše zálohovatelné a zabírají málo paměťového prostoru. Vzhledem k prak-
tickým požadavkům v rámci výzkumu byla implementace prostého prohlížeče výsledků
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označena za nepodstatnou. V současné době dochází k vývoji komplexního systému pro
zobrazování výsledků dolovacích úloh a vizualizace vydolovaných periodických vzorů bude




V následující kapitole budou popsány a diskutovány některé experimenty, které byly pro-
váděny s implementovanými algoritmy.
7.1 Očekávání
Jednou z původních myšlenek práce bylo srovnat algoritmy pro dolování synchronních a
asynchronních periodických vzorů. Po bližším prozkoumání problematiky a implementaci
zvolených algoritmů docházíme k názoru, že takovéto srovnání není dost dobře možné. Co se
týče zvolených algoritmů, každý z nich umožňuje dolovat specifické vzory, které by ostatní
dva nebyly schopny nalézt, nebo jen velmi obtížně. Nehledě na to, že výsledky dolování
jsou výrazně ovlivněny vstupními parametry a najít jejich odpovídající nastavení u všech
tří algoritmů by bylo velmi obtížné. Budeme se tedy muset spokojit s obecnějšími závěry,
týkajícími se takovéhoto srovnání.
7.1.1 Synchronní algoritmy
Implementované algoritmy pro dolování synchronních periodických vzorů jsou si navzájem
velmi podobné (jak bylo zmíněno DPMiner vychází z HPP) a velkou výhodou z hlediska
efektivity je, že procházejí vstupní množinou dat pouze dvakrát. Co se týče doby průchodu
jednotlivých dat, měla by být v podstatě lineárně závislá na jejich počtu. Během průchodů
nedochází k žádným složitým operacím (většinou operace s hashtabulkou), nicméně je prav-
děpodobné, že s narůstajícím počtem různých nalezených vzorů se bude algoritmus díky
kontrolám a záznamům do hashtabulky zpomalovat. Po nalezení všech vzorů přichází na
řadu porovnávání vzorů mezi sebou – tato fáze je závislá nejen na počtu vzorů ale i na jejich
tvaru zejména u algoritmu HPP, kde využíváme heuristiku o zajímavosti nejkonkrétnějších
vzorů. U algoritmu DPMiner jsou vždy procházeny všechny vzory a sice tím způsobem, že
každý vzor projde všechny vzory obecnější a v případě, že je jejich podvzorem, upraví se
jejich statistiky.
7.1.2 Asynchronní algoritmus
V případě algoritmu APP neočekáváme dobré výsledky z hlediska výkonnosti. Jedním
z hlavních důvodů je jeho iterativní povaha a fakt, že SSAS má určité problémy s mno-
haprůchodovými paměťově náročnějšími algoritmy. Tato vlastnost bude komentována dále
u jednotlivých experimentů. Dalším důvodem je podstata samotného vyhledávání nejdelší
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validní sekvence pomocí algoritmu LSI. Při průchodu daty postupujeme po jednom prvku a
tvoříme vždy nový potenciálně periodický segment, zatímco rozšiřujeme množinu potenciál-
ních segmentů z předešlých kroků. Tyto mohou být zahozeny až ve chvíli, kdy prokazatelně
neobsahují vyhledávaný vzor. Pokud je pak nalezen segment, který vzor obsahuje, je pro-
veden popsaný algoritmus LSI, který, jak bylo zmíněno v kapitole 4.3.3, pracuje se třemi
frontami v několika krocích, což samo o sobě není příliš efektivní. Průběh algoritmu tak
silně závisí na zdrojových datech a počtu vzorů a symbolů, které se v nich vyskytují.
7.2 Srovnání časového průběhu algoritmů
V následující sekci budou provedeny experimenty nad jednotlivými implementacemi disku-
tovaných algoritmů v závislosti na velikosti vstupní množiny dat. Dříve, než se podíváme
na tyto konkrétní experimenty, byl z naměřených hodnot vytvořen souhrnný graf 7.1, jehož
účelem je zhruba znázornit časové relace, ve kterých se pohybujeme při dolování pomocí
jednotlivých algoritmů nad datovou množinou o velikosti 10000 prvků. Na ose y je nanesen
čas v sekundách v logaritmickém měřítku, na ose x je pak možné si představit jednotlivé
experimenty s různým nastavením parametrů s konstantní periodou vyhledávání. Experi-
menty mezi sebou nijak nesouvisí, jde skutečně pouze o ukázku toho, v jakých časových
řádech se algoritmy pohybují. Je zřejmé, že oba algoritmy pro vyhledávání synchronních
periodických vzorů jsou řádově rychlejší a ani změny parametrů nemají na jejich průběh
tak zásadní vliv, jako v případě algoritmu pro dolování vzorů asynchronních. Toto tvrzení
bude komentováno dále při popisu konkrétních experimentů.
Obrázek 7.1: Časové relace při experimentech s implementovanými algoritmy
7.2.1 Průběh algoritmů v závislosti na velikosti vstupní množiny dat
Tímto se dostáváme k první analýze a sice ke zmiňované závislosti doby vykonávání algo-
ritmu na velikostvi vstupní množiny dat. V následující tabulce 7.1 jsou uvedeny naměřené
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hodnoty. Počet nalezených vzorů u jednotlivých experimentů zůstal konstantní, data byla
vytvořena replikací syntetické datové sady o velikosti 10000 prvků, která obsahovala perio-
dický vzor o délce 4 s periodou 10 a spolehlivostí 43,5%. Data byla vygenerována tak, aby
byla analyzovatelná všemi třemi algoritmy.




















Tabulka 7.1: Závislost doby průběhu algoritmu na velikosti vstupní množiny dat
Všechny tři algoritmy v tomto případě obsažený vzor úspěšně nalezly, srovnání časo-
vého průběhu synchronních algoritmů si můžeme prohlédnout na grafu 7.2. Přihlédneme-li
k vlivům, které mohou při testování ovlivnit výslednou dobu běhu algoritmů, můžeme kon-
statovat, že časový průběh algoritmů závisí na velikosti vstupní množiny dat v podstatě
lineárně, což by odpovídalo očekáváním, popsaným v kapitole 7.1 (počet vygenerovaných
vzorů se drasticky neměnil v průběhu jednotlivých úloh).
Co se týče algoritmu pro vyhledávání asynchronních periodických vzorů, jeho průběh
byl řádově mnohem pomalejší (graf 7.3), i když výsledný vzor také nalezl. Pro algoritmus
hovoří také to, že zdrojová data nebyla z hlediska jeho principu příliš vhodná a parametry
musely být upraveny tak, aby byl schopen v těchto datech nalézt smysluplný vzor. Při
experimentech jsme se také setkávávali s problémy u samotného analytického serveru, který
se při prostorově náročnejších iterativních úlohách nezřídka zasekává při čtení ze zdrojové
databáze a ze zamrznutí jej vyprostí pouze restart. Po dokončení náročné úlohy pak také
úlohy následující trvají i několikrát déle, proto je vhodné SSAS po každé úloze restartovat.
Tato vlastnost může být velmi nepříjemná zvláště při současném běhu většího množství
dolovacích úloh na vzdáleném serveru, kdy je obtížné nalézt vhodnou chvíli pro takovýto
restart a technologie analytického serveru tak může potenciálně ztěžovat a prodlužovat už
tak dosti obtížnou práci.
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Obrázek 7.2: Srovnání časového průběhu HPP a DPMiner
Obrázek 7.3: Časový průběh APP v závislosti na velikosti vstupní databáze
7.2.2 Vliv dimenzionality dat
Jak bylo řečeno, asynchronní algoritmus dokáže zpracovávat v jednom okamžiku pouze
1 událost, tudíž v této sekci budeme hovořit pouze o synchronních algoritmech. Byla připra-
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vena syntetická databáze o velikosti 50000 prvků na časové řadě o délce 10000 s periodou 10
– tzn. v jeden okamžik se objevuje 5 událostí. Při experimentu bylo zkoumáno, jak se změní
časový průběh algoritmů jednak v závislosti na dimenzionalitě dat a současně na počtu vy-
generovaných vzorů. V tabulce 7.2 lze nalézt naměřené hodnoty. Je nutné podotknout, že
v počtech vzorů jsou uvedeny všechny nalezené tvary vzorů bez ohledu na jejich obecnost,
tzn. nejedná se zpravidla o počet vzorů, které by algoritmus označil jako výsledné. Velikost
této množiny vzorů je zde uváděna proto, aby bylo zřejmé, s jak velkým počtem vzorů algo-
ritmus v průběhu dolování pracuje a z jak velké množiny nakonec odvozuje výsledné vzory
(které jsou v množině obsaženy jako co nejkonkrétnější vzory s odpovídající spolehlivostí).
Algoritmus Počet dimenzí Čas zpracování [s] Počet nalezených vzorů










Tabulka 7.2: Závislost doby průběhu algoritmů na dimenzionalitě vstupní množiny dat a
vygenerovaných vzorech
Z tabulky je zřejmé, že s přidáváním dimenzí roste počet vygenerovaných vzorů – toto
chování je dozajista logické. Rysem testované syntetické databáze je to, že je generována po-
mocí pseudonáhodného generátoru a tak není zaručena konzistence vzorů napříč dimenzemi,
proto dochází k takto prudkému nárůstu. Na obrázku dále je pak tato tabulka přenesena
do odpovídajícího grafu 7.4, kde vidíme časovou závislost algoritmů na dimenzionalitě, nad
jednotlivými měřeními je pak uveden i přímo počet nalezených vzorů (bráno podle HPP).
Z provedených experimentů tak můžeme vyvodit to, že s narůstající dimenzionalitou
datové sady narůstá jednak logicky velikost vstupní datové sady (v přepočtu na jednotlivé
záznamy) a s největší pravděpodobností dojde i k nárůstu vygenerovaných vzorů a oba tyto
nárůsty způsobují zpomalování průběhu obou synchronních algoritmů.
7.2.3 Vliv parametrů u synchronních algoritmů
V následující sekci bude diskutován vliv jednotlivých parametrů na průběh implementova-
ných algoritmů pro vyhledávání synchronních periodických vzorů. Prvním experimentem
byl test výkonnosti algoritmů v závislosti na délce periody. Na základě článků, kde byly
implementované algoritmy prezentovány, jsme očekávali, že čím delší bude perioda, tím
pomalejší bude průběh algoritmu. Tvrzení bylo ověřeno na základě sady měření pro al-
goritmus HPP, jehož výsledky jsou uvedeny v tabulce 7.3. Experiment byl prováděn nad
syntetickou datovou sadou o velikosti 200000 prvků. Naměřené hodnoty byly zaneseny do
grafu 7.5 a je zřejmé, že algoritmus se opravdu zpomaluje s rostoucí periodou prohledávání.
Jak nastínil předchozí experiment, čas průběhu závisí i na počtu vygenerovaných vzorů, což
se při popisovaném experimentu opět potvrdilo. Parametry algoritmu byly tak upravovány
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Obrázek 7.4: Závislost doby průběhu algoritmů na dimenzionalitě vstupní množiny dat
při dolování tak, aby se výsledné počty vygenerovaných vzorů blížily co nejvíce.









Tabulka 7.3: Závislost doby průběhu HPP na velikosti zadané periody
Algoritmus DPMiner pracuje na stejném principu, tudíž toto tvrzení platí i pro něj.
Navíc DPMiner umožňuje dolování nad rozsahem period, což může jeho průběh zpomalit
ještě více, nicméně oproti tomu, kdybychom museli pro jednotlivé periody dolovat zvlášť,
je toto řešení rozhodně efektivnější a pohodlnější.
Jediným dalším parametrem algoritmu HPP je pak minimální spolehlivost, jejíž vliv na
dolování je zřejmý – při příliš vysoké hodnotě nevyhledá algoritmus žádně vzory délky 1,
proto může algoritmus skončit hned po prvním průchodu, případně při zadání velmi nízké
podpory může být zase nalezeno příliš velké množství vzorů, což má opět negativní vliv na
efektivitu algoritmu, nehledě na smysluplnost jeho výsledků.
Algoritmus DPMiner poskytuje uživateli ještě navíc parametr o minimální velikosti va-
lidního segmentu FLC pro potenciálně periodický symbol a tato hodnota, zkombinovaná
s hodnotou minimální spolehlivosti, má v podstatě stejný vliv na jeho průběh, jako hod-
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Obrázek 7.5: Závislost doby průběhu HPP na velikosti periody
nota minimální spolehlivosti u algoritmu HPP. Řiká algoritmu, jak velký musí být segment,
obsahující potenciálně periodický symbol alespoň se zadanou minimální spolehlivostí, aby
byl zaznamenán a dále použit pro generování maxivzoru. Pokud bude segment příliš malý,
téměř každý nalezený symbol bude označený za lokálně periodický a průběh algoritmu to
výrazně zpomalí, nehledě na výsledky, které mohou být z velké části nesmyslné. Pokud
bude minimální velikost segmentu až příliš vysoká, závisí účinnost vyhledávání na para-
metru lokální minimální spolehlivosti, který bude dalším kritériem pro filtraci potenciálně
periodických segmentů. Nastavení parametrů u popisovaných algoritmů tak není zjevně
triviální a často vyžaduje poměrně dobrou znalost dat, odhad a testování.
7.2.4 Vliv parametrů na průběh asynchronního algoritmu
V následující sekci se budeme zabývat algoritmem APP. Parametr min rep je do jisté
míry podobný parametru FLC v tom, že prakticky udává minimální velikost segmentu,
ve kterém se musí vzor vyskytovat. Jediným rozdílem je to, že v kontextu APP se vzor
v tomto segmentu musí nacházet se 100% spolehlivostí. Počet vygenerovaných vzorů tak
závisí převážně na tomto parametru (viz popis vlivu FLC v předcházejícím odstavci).
Dalším parametrem jemax dis, který reprezentuje hodnotu pro maximální délku šumu mezi
jednotlivými validními segmenty, která umožňuje tyto segmenty ještě považovat za souvislé.
Je otázkou, v jakých relacích by se tato hodnota měla pohybovat. V ukázkových příkladech
v [18] jsou vybírána data, kde se periodický vzor opakuje téměř nepřetržitě a délka šumu je
kratší než perioda sama. Záleží tak na tom, jaká data chceme pomocí algoritmu analyzovat
– ve většině neupravených reálných datech pravděpodobně nebudou stoprocentně periodické
segmenty odděleny pouze krátkými neperiodickými úseky, na druhou stranu v některých
případech můžeme být schopni takováto data připravit, vše tedy záleží na předzpracování a
přesné definici dolovací úlohy. Z logického hlediska však očekáváme, že v periodických datech
by měly být periodické segmenty odděleny pouze velmi krátkým dílem šumu. Na druhou
stranu, parametr max dis v základním konceptu pomáhá pouze při vyhledávání nejdelší
validní sekvence a nemá vliv na to, zda bude vzor nalezen nebo nebude. Samotný princip,
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jakým jsou nadefinovány parametry algoritmu APP, se tak může zdát neefektivní, nicméně
předpokládáme, že uživatel si z vygenerovaných vzorů může vybrat pouze ty, jejichž délka
nejdelší validní sekvence odpovídá nějáké požadované hodnotě. Tento koncept by pak bylo
pravděpodobně možné implementovat i do algoritmu samotného jako jeho další parametr,
který by dále ovlivňoval validitu vygenerovaných vzorů a tím by teoreticky mohl přispět
ke zvýšení výkonnosti algoritmu, kdy by po vyhledávání mohla být odstraněna množina
vzorů, která by danému parametru neodpovídala.
V prováděných experimentech byl algoritmus často testován na větších množinách syn-
teticky vygenerovaných synchronních periodických vzorů, což sice nejsou ideální zdrojová
data, nicméně i s těmi by si algoritmus při správném nastavení měl poradit. V tabulce 7.4
jsou zaznamenány naměřené hodnoty u několika prováděných experimentů.
Perioda min rep max dis Vygenerované vzory Nejdelší vzor Čas zpracování [s]
10 10 5 20 3 18,38
20 10 5 149 6 121,73
20 20 5 4 1 28,594
30 20 5 4 1 44,32
30 15 5 7 2 134,57
30 10 5 136 5 386,13
50 20 5 3 2 30,548
50 15 5 29 3 216,84
10 25 1000 3 1 10,07
10 20 1000 5 2 17,67
10 10 1000 20 3 227,27
Tabulka 7.4: Průběh experimentů s algoritmem APP
Výsledky experimentů odpovídají očekávání – lze odvodit, že s rostoucí periodou se
průběh algoritmu zpomaluje, stejně jako s narůstajícím počtem vygenerovaných vzorů a
s narůstající délkou výsledných vzorů. Je vhodné si uvědomit, že vzhledem k iterativní
povaze algoritmu tak ukazuje hodnota o maximální délce vygenerovaných vzorů prakticky
počet iterací algoritmu. Počet vygenerovaných vzorů závisí, jak bylo popsáno v předchá-
zejícím odstavci, na hodnotě parametru min rep, zatímco druhý parametr max dis má na
časový průběh algoritmu výraznější vliv pouze v případě většího počtu nalezených vzorů,
u kterých je délka nejdelší validní sekvence významně prodloužena s růstem hodnoty tohoto
parametru.
7.3 Testování na reálných datech
Synchronní algoritmy byly ve své ranné fázi několikrát testovány i na množině reálných
dat v rámci fakultního projektu Systém pro zvýšení bezpečnosti v prostředí Internetu ana-
lýzou šíření škodlivého kódu. Algoritmy byly využity k vyhledávání periodicity v datech
s informacemi o zatížení serverových prvků, kde byly posléze úspěšně nalezeny určité pe-
riodické vzory. Od doby testování algoritmy prošly několika fázemi optimalizace a byly
přeprogramovány do současné podoby, kdy umožňují i dolování nad množinami událostí,
které se vyskytly v jediný časový okamžik, což jejich původní verze neumožňovaly. Aktuálně
se v rámci projektu plánují další dolovací úlohy, které by pomocí vyhledání periodických
vzorů mohly významně posloužit k jeho řešení.
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7.4 Shrnutí a budoucnost
Lze konstatovat, že algoritmy splnily teoretická očekávání, co se týče výsledků jednotlivých
experimentů. Synchronní algoritmy byly testovány i na reálných datech a jejich používání
se plánuje i do budoucna, algoritmus pro vyhledávání asynchronních periodických vzorů
prozatím spadá spíše do kategorie experimentálních a bylo by patrně třeba velkých optima-
lizací, jak v samotné implementaci, tak pravděpodobně i v úpravě některých principů jeho
fungování. Jednou z takovýchto optimalizací by mohlo být např. zavedení nového parametru
o minimální délce nejdelší validní sekvence vzoru.
Algoritmy pro vyhledávání synchronních periodických vzorů dosahují postačujících vý-
sledků, co se týče doby jejich průběhu, nicméně i zde uvažujeme do budoucna o dalších
optimalizacích v rámci samotné implementace.
Za zamyšlení také stojí samotné rozdělení vyhledávání vzorů na synchronní a asyn-
chronní – implementované algoritmy pro synchronní vyhledávání mohou v případě vhodné
agregace do jisté míry odfiltrovat šum v časové řadě. Samozřejmě, že tento postup není
možný vždy, nicméně pro řadu běžných použití připadá v úvahu.
Samotná platforma Microsoft Analysis Services nás však výrazně neoslovila a její časté
výpadky při paměťové náročných operacích a rychlost její celkové odezvy, nehledě na ne-
možnost průběh operací důkladněji sledovat, nepřispěly k hladkému průběhu experimentů,
které tak musely být často opakovány. Nedostatek dokumentace, zkušeností uživatelů a
test nové verze, která ukázala, že se prakticky nic nezměnilo, nás vede k tomu, abychom
se pokusili vytvořit platformu novou v rámci komplexního systému pro správu dolování
nad MSSQL, jehož implementace právě probíhá. V rámci systému také bude prostor pro
zmiňovanou vizualizaci výsledných vzorů, které jsou prozatím k dispozici pouze v textové
podobě ve formátu logů.
Co se týče samotného vyhledávání periodických vzorů, tak se podle mého názoru jedná
o velmi zajímavou oblast, která umožňuje získat opravdu zajímavé informace o chování sys-
témů a přesto, že se jedná o deskriptivní dolovací úlohu, výsledky mohou sloužit k predikci
nalezených periodických jevů. Nicméně tato oblast je zřejmě velmi okrajová, v literatuře je
zmiňována víceméně sporadicky a kvalita a použitelnost některých publikovaných algoritmů
(jak dokazuje tato práce) je přinejlepším diskutabilní. Zřejmě je v této oblasti místo pro




Práce shrnuje základní poznatky o získávání znalostí z temporálních dat s důrazem na vy-
hledávání periodických vzorů v časových řadách. Časové řady jsou konkrétním typem tem-
porálních dat, kdy jsou jednotlivé datové záznamy od sebe vzdáleny konstantní časový
okamžik – např. záznamy o pravidelných měřeních apod. Dolování periodických vzorů je
jedna z okrajových oblastí oboru dolování z dat, nicméně umožňuje vyhledat potenciálně
velmi zajímavé informace o chování zkoumaného systému. Takováto analýza může nalézt
uplatnění např. v medicíně, ve finančnictví, meteorologii či ve správě sítí. Nejen, že vyhle-
dané vzory poskytují dodatečné informace o analyzovaných datech, ale mohou být hypo-
teticky použity i pro predikci dalšího chování na základě principu periodicity – pokud se
něco periodicky opakuje, pak je možné toto chování očekávat i do budoucna. Na rozdíl od
populárního vyhledávání sekvenčních vzorů nám periodický vzor říká, kdy přesně se dané
události opakují – nejen v jakém pořadí, ale i v jakém časovém intervalu (záleží také na
míře agregace).
Práce dále popisuje a vysvětluje základní pojmy, týkající se problematiky dolování peri-
odických vzorů, stručně představuje základní algoritmy a principy jejich vyhledávání a před-
stavuje základní problémy, se kterými se v tomto kontextu shledáváme. Jedním z problémů
je nutnost zadávat velikost periody, ve které mají algoritmy vzory vyhledávat, čímž je
uživatel nucen být dobře obeznámen se zkoumanými daty.
Z představených algoritmů byly vybrány tři – dva pro dolování synchronních a jeden pro
dolování asynchronních periodických vzorů. Algoritmy sice vyžadují právě zadání vstupní
periody pro vyhledávání, nicméně dva z nich umožňují zadat rozsah period, ve kterém se
mají vzory vyhledávat a tímto alespoň částečně řeší zmíněný problém. Všechny tři algoritmy
byly implementovány ve formě přenositelných plug-inů pro platformu Microsoft SQL Server
Analysis Services, což je služba, která nabízí rozhraní pro dolování z dat nad rozšířenou
databází MSSQL.
Další část práce obsahuje základní požadavky a následně detaily kompletní implemen-
tace včetně příslušných diagramů. Práce se věnuje i samotnému zprovoznění implementova-
ných algoritmů a názorně ukazuje, jak v použitém systému vytvořit odpovídající dolovací
úlohu.
Naimplementované algoritmy byly pak podrobeny různým experimentům, kde se potvr-
dila původní očekávání a sice, že oba algoritmy pro vyhledávání synchronních periodických
vzorů, které v každém případě procházejí nad množinou vstupních dat nejvýše dvakrát,
jsou několikanásobně rychlejší než iterativní asynchronní algoritmus. Při testování jsme byli
konfrontováni s určitými problémy samotné platformy, které budou do budoucna vyřešeny
vytvořením vlastní dolovací platformy. Nicméně i přes určité problémy byly vytvořeny fun-
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kční přenositelné implementace dolovacích algoritmů pro vyhledávání periodických vzorů,
což považujeme za jeden z hlavních přínosů celé práce.
Výsledky dolování jsou v současné době dostupné v textové podobě ve formě logů,
do budoucna je však v rámci komplexního systému pro zobrazování výsledků dolování
plánována implementace vhodnější vizualizace i pro nalezené periodické vzory.
Synchronní algoritmy byly úspěšně testovány i na reálných datech a i nadále se plánuje
jejich využití v rámci fakultního projektu, který se zabývá bezpečností v síti Internet. Im-
plementace se stále optimalizují a v budoucnu budou přeneseny do komplexního dolovacího
systému vyvíjeného na naší fakultě ve spolupráci s firmou AVG Technologies, s.r.o.
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Seznam příloh
Dodatek A – Uživatelský manuál pro tvorbu dolovací úlohy v prostředí BIDS




V kapitole 5 byl stručně popsán postup vytvoření nové dolovací úlohy, v této příloze bude
postup zkonkretizován. V první řadě je třeba spustit službu SQL Server a SQL Server
Analysis Services – stav jednotlivých služeb MSSQL platformy monitoruje SQL Server
Configuration Manager. Pokud jsou obě služby úspěšně spuštěny a běží, spustíme Business
Intelligence Development Studio, ve kterém sestavíme a spustíme naši dolovací úlohu. Ná-
sledně vybereme z nabídky File možnost New Project, konkrétně pak Business Intelligence
Project – Analysis Service Project (obrázek A.1).
Obrázek A.1: BIDS – tvorba nového projektu pro dolovací úlohu
Po vytvoření projektu začneme do komponenty Solution Explorer vpravo nahoře skládat
požadovanou dolovací úlohu. Každý projekt se skládá z několika složek, které jsou zobrazeny
právě v této komponentě (obrázek A.2). Složka Data Sources obsahuje zdroje dat pro
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dolování a informace, jak se k nim připojit. Po kliknutí pravým tlačítkem na tuto složku se
přes volbu New Data Source dostaneme do průvodce přidáváním nového datového zdroje.
Pokud se jedná o náš první dolovací projekt, je třeba nadefinovat nový datový zdroj volbou
New, kde se nám dostane výběru ze všech dostupných databázových serverů. Při tvorbě
dalších projektů pak zůstane zdroj uložen a nebude jej třeba znovu definovat. V dalším
kroku nastavíme autentizační informace, kterými se bude studio při dolování k datovému
zdroji připojovat a na závěr můžeme zdroj pojmenovat. Po potvrzení volby se vytvořený
zdroj zobrazí v odpovídající složce a my můžeme pokračovat v definici úlohy dále.
Obrázek A.2: BIDS – Solution Explorer
V dalším kroku je třeba specifikovat data a jejich oblasti, nad kterými budeme již reálně
dolovat. K tomuto slouží složka Data Source Views. Opět poklikáním pravým tlačítkem a
zvolením volby New Data Source View spustíme průvodce přidáním nové datové oblasti
pro dolování. Nejdříve vybereme datový zdroj, který jsme nadefinovali dříve, dále máme
možnost nechat systém automaticky nadefinovat vztahy mezi jednotlivými tabulkami a na
závěr můžeme vybrat tabulku nebo skupinu tabulek, ze které budeme vybírat data pro
dolování nebo přímo dolovat. Po potvrzení výběru se nám otevře prohlížeč zdrojových dat
a my můžeme interagovat s vybranými entitami – přiřazovat jim logické vztahy, prohlížet
si zdrojová data či vytvořit vlastní konkrétní datový zdroj pomocí SQL dotazu – k tomuto
slouží po kliku pravým tlačítkem na oblast ve středu obrazovky volba New Named Query.
Uvažujme, že nás zajímají pouze data ve vybrané SQL tabulce a pokračujme dále.
V definici pokračujeme volbou New Mining Structure ve složce Mining Structures, kte-
rou spustíme průvodce definicí nové dolovací struktury. V prvním kroku ponecháme volbu
zdrojových dat na přednastavené hodnotě a sice že chceme dolovat z vybrané relační da-
tabáze. Druhá možnost slouží k dolování nad OLAP kostkou, které bude stručně popsáno
dále v této kapitole. Nyní přicházíme k volbě dolovacího algoritmu. Pokud jsme vytvořili
algoritmus vlastní a podle dříve uvedeného návodu se nám podařilo jej zaregistrovat, ve
vysouvacím menu v horní části průvodce najdeme jeho zvolené označení. Vybereme tedy
vhodný dolovací algoritmus a dostáváme se k definici jeho vstupní datové množiny. Po-
kračujeme až k výběru tabulek, u kterých máme možnost vybrat si z hodnoty Nested a
Case. Více o této logice rozdělení lze nalézt v kapitole 5.2. Zaškrtneme správnou hodnotu
a pokračujeme. V dalším kroku docházíme k definici jednotlivých sloupců tabulky a jejich
významu. Hodnotou Key označíme atribut značící identitu záznamu, hodnotou Input pak
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vstupní atributy a hodnotou Predict pak atributy pro predikci. Zde je však nutné pozna-
menat, že významy těchto označení se mohou lišit a je tedy vhodné informovat se vždy u
jednotlivých algoritmů o jejich nastavení. V dalším kroku pak upřesníme typy hodnot, které
tabulka ve vybraných sloupcích obsahuje a nastavíme procento dat, které se má vybrat pro
trénování. U tohoto kroku je také potřeba dávat pozor, jelikož některé algoritmy s trénovací
množinou dat vůbec nepracují a přesto je zde tato možnost ponechána. Na závěr můžeme
dolovací strukturu pojmenovat a již se pomalu dostáváme k samotnému dolování.
Po vytvoření dolovací struktury se nám otevře komplexnější prohlížecí nástroj a okno
studia by mělo vypadat podobně, jako na obrázku A.3.
Obrázek A.3: BIDS – Data Mining Project
Dalším logickým krokem je nastavení parametrů dolovacího algoritmu. Proto přejdeme
na záložku Mining Models a pravým tlačítkem klikneme na název dolovacího algoritmu
pod záložkou. Volba Set Algorithm Parameters otevře okno pro nastavení parametrů –
na obrázku A.4 vidíme tuto nabídku pro algoritmus DPMiner. V tabulce je vždy název
parametru, výchozí hodnota, obor hodnot a popis významu parametru. Políčko Value pak
slouží k zadávání uživatelské hodnoty parametru.
Po nastavení parametrů dolovacího modelu jsme připraveni na spuštění dolování – k
tomu slouží tlačítka na liště pod záložkami, lze také použít klávesovou zkratku F5. Projekt
je nejdříve potřeba nasadit na server (angl. deploy) a poté se spustí samotné dolování, o
jehož průběhu nás informuje okno ve středu obrazovky. Výsledky dolování je pak možné
zobrazit na záložce Mining Model Viewer, pro případnou aplikaci predikce pak slouží záložka
Mining Model Prediction.
A.1 Dolování nad datovou kostkou
V předchozí sekci byl stručně popsán návod, jak dolovat nad jednoduchou strukturou z
relační databáze. Business Intelligence Development Studio a SSAS však umožňují dolování
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Obrázek A.4: BIDS – nastavení parametrů dolovacího modelu
i nad složitějšími strukturami ve formě datových kostek. Princip konceptu datových kostek
byl nastíněn v kapitole 2.2.1. Jak bylo zmíněno v odkazované kapitole, kostka je tvořena z
dimenzí – při tvorbě datové kostky pro SSAS musíme tedy nejdříve nadefinovat jednotlivé
dimenze. Dimenze mohou být vytvořeny na základě vybraných Data Source Views, případně
některé speciální typy dimenzí mohou být vygenerovány samotným systémem (např. časová
dimenze). Dimenze mohou být také nadefinovány jako hierarchické a mohou tak umožňovat
zmiňované metody drill-down a roll-up.
Po vytvoření potřebných dimenzí můžeme přistoupit k tvorbě samotné datové kostky. K
tomuto účelu slouží složka Cubes v Solution Exploreru. Kostku můžeme vytvořit prázdnou a
nebo z vybrané tabulky s tím, že vybraná data budou přidána do nové dimenze. Po vytvoření
lze do kostky přidávat další dimenze, které jsme si předdefinovali dříve. Dimenze kostky
vidíme po levé straně základního okna, nad nimi se pak nachází další zásadní prvky datové
kostky a sice metriky. Pravým kliknutím a výběrem Add Measure můžeme nadefinovat
libovolné další metriky. V záložce Dimension Usage pak nastavujeme logické vztahy mezi
jednotlivými dimenzemi, v záložce Calculations zase můžeme nadefinovat speciální metriky,
zapsané v jazyce MDX. Na závěr záložka Browser nabízí interaktivní prohlížeč kostky,
kde si uživatel může zobrazit jednotlivé dimenze, metriky, úrovně abstrakce, řezy a jejich
kmbinace.
Dolování nad datovou kostkou probíhá obdobně jako dolování nad relační tabulkou –
je třeba vybrat, podle které dimenze chceme dolovat a které dimenze budou nested, BIDS
také umožňuje dolovat pouze nad vybraným řezem kostkou (angl. slice).
Dolování nad datovou kostkou bylo stručne popsáno z toho důvodu, že umožňuje jed-
nodušší dolování nad agregovanými temporálními daty. V případě, že budeme analyzovat
reálná data, je ideální si z takovýchto dat vytvořit datovou kostku s příslušnými dimenzemi
(jednou z nich bude dimenze času) a kostka, vytvořená a uložená na serveru, nám umožní
nejen si data lépe vizualizovat (pomocí integrovaného prohlížeče), ale také rychleji defino-
vat dolovací úlohy nad různými úrovněmi časové hierarchie. Úlohy, kdy budeme považovat
za časový okamžik den, a úlohy, kdy bude nejmenším časovým okamžikem vteřina, budou
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např. jednoduše definovatelné v rámci jednoho projektu a jejich definice nebude vyžadovat
zásah do samotných dat a ruční generování pohledů pomocí SQL manipulace se samotnými
zdrojovými daty. Kompletního průvodce celou technologií a podrobnosti o dolování nad




Adresářová struktura přiloženého datového média:
• plugins – hlavní složka programové realizace
– src – zdrojové kódy dolovacích plug-inů
– bin – přeložené plug-iny ve formě instalovatelných knihoven
• thesis – text diplomové práce
– src – zdrojový kód práce pro systém LATEX
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