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Einleitung
Die Randelementmethode ist ein elegantes Verfahren zur Lo¨sung partieller Differential-
gleichungen. Ihr Hauptvorteil gegenu¨ber Finite-Element-Methoden besteht darin, dass
nur der Rand Γ := ∂Ω eines gegebenen Gebietes Ω ⊂ Rℓ (ℓ = 2, 3) diskretisiert werden
muss. Einerseits vereinfacht dies die Erzeugung von Gittern und verringert die Anzahl
der Unbekannten, da sich die Problemdimension um eins reduziert. Außerdem ko¨nnen
Probleme in unbeschra¨nkten Außengebieten gelo¨st werden. Andererseits sind Randele-
mentmatrizen dicht besetzt, so dass spezielle Verfahren zur Matrixkompression erfor-
derlich sind. Die Matrixeintra¨ge nahe der Diagonalen entsprechen dabei singula¨ren oder
fast singula¨ren Integralen, die signifikant zu den gesamten Berechnungskosten beitragen.
Durch die Entwicklung von Verfahren zur Matrixkompression wie z. B. der Multipol-
Methode (vgl. [43]), Wavelets (vgl. [12]) oder Panel-Clustering-Verfahren (vgl. [32])
konnte der Aufwand fu¨r ein (approximatives) Matrix-Vektor-Produkt auf fast lineare
Komplexita¨t reduziert werden. Unter Verwendung iterativer Lo¨sungsverfahren ko¨nnen
Randelementmethoden so auf großskalige Probleme angewendet werden. Die weitaus all-
gemeinere Technik der hierarchischen Matrizen (vgl. [27, 23, 9, 28]) erlaubt es zudem,
eine Randelementmatrix in einem datenschwachen Format darzustellen, in dem (appro-
ximative) arithmetische Operationen ausgefu¨hrt werden ko¨nnen.
Ein gemeinsames Merkmal aller Kompressionsverfahren besteht in der sorgfa¨ltigen
Unterscheidung des Nah- und des Fernfeldes, die zu einer Reduzierung der Komplexita¨t
fu¨hrt. Im Fernfeld ist die Wechselwirkung zwischen unterschiedlichen Teilen des Randes
relativ gering. Dies schla¨gt sich insbesondere in einer hohen Regularita¨t der entstehenden
Integrale nieder. Dadurch ko¨nnen im Fernfeld sehr effizient datenschwache Approxima-
tionen eingesetzt werden. Im Nahfeld ergeben sich hingegen meist so starke Kopplungen,
dass Kompressionsverfahren wirkungslos sind. Die Wechselwirkungen im Nahfeld wer-
den dabei durch singula¨re oder fast singula¨re Integrale repra¨sentiert, die entweder durch
spezielle analytische Techniken oder durch aufwa¨ndige Quadraturverfahren berechnet
werden mu¨ssen. In beiden Fa¨llen entstehen relativ hohe Berechnungskosten, die die Ent-
wicklung von alternativen Berechnungsverfahren motivieren.
Das Hauptanliegen dieser Arbeit ist es, die Berechnung von Nahfeldintegralen der
Form ∫
σ
∫
τ
ϕ(x)κ(x, y)ψ(y) dy dx
zu beschleunigen. Dabei sind σ, τ ⊂ Γ Randelemente, ϕ,ψ : Rℓ → R Polynome niedrigen
Grades und κ : Rℓ × Rℓ → R eine Kernfunktion, die eine Singularita¨t bei x = y besitzt
und sonst analytisch ist. Solche Integrale treten als Eintra¨ge von Randelementmatrizen
auf, die sich aus einer Galerkin-Diskretisierung ergeben. Falls sich die Abschlu¨sse von
σ und τ u¨berschneiden (oder einen kleinen positiven Abstand haben), werden diese
Integrale singula¨r (oder fast singula¨r).
v
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Auswertung durch Interpolation
In unserem neuen Ansatz interpretieren wir das Integral als hochdimensionale Funktion
f : I → R, die fu¨r alle a ∈ I ⊂ Rd, d ∈ N, durch
f(a) :=
∫
σ(a)
∫
τ(a)
ϕ(x)κ(x, y)ψ(y) dy dx
erkla¨rt ist. Hierbei bezeichnen σ(a) und τ(a) eine (geometrische) Parametrisierung der
Randelemente σ und τ durch einen Parametervektor a ∈ I. Falls diese Parametrisie-
rung geeignet gewa¨hlt wird, ko¨nnen wir zeigen, dass f im gesamten Parameterraum I
eine glatte Funktion ist. Unser Ziel ist es nun, in einer einmaligen Vorberechnung eine
Approximation f˜ von f in I derart zu konstruieren, dass f˜ effizient ausgewertet werden
kann. Nach diesem Vorbereitungsschritt ko¨nnen wir ein (approximiertes) Integral u¨ber
σ× τ berechnen, indem wir f˜ an der passenden Stelle a ∈ I auswerten, fu¨r die σ = σ(a)
und τ = τ(a) gilt.
Wenn wir von einer glatten Funktion f ausgehen, la¨sst sich f in I sehr gut durch
Polynominterpolation approximieren. Die Werte von f in den Interpolationspunkten
{ξµ,i}µ=1,...,d, i=0,...,m ⊂ I definieren einen Tensor A ∈ R(m+1)d mit Eintra¨gen
A(i1,...,id) := f(ξ1,i1 , . . . , ξd,id), iµ = 0, . . . ,m, µ = 1, . . . , d. (∗)
Die Interpolation allein fu¨hrt dabei nicht auf ein effizientes Approximationsschema, da
der Tensor A (m+1)d Eintra¨ge entha¨lt. Dies kann selbst fu¨r relativ kleines d bereits die
vorhandenen Speichermo¨glichkeiten u¨bersteigen. Wir suchen daher nach einem Tensor
A˜ in einer datenschwachen Darstellung, der A approximiert und effizient ausgewertet
werden kann.
Tensorapproximation
Fu¨r die datenschwache Darstellung von Tensoren eignen sich verschiedene Formate [30]:
1. Das Tucker-Format mit einer Speicherkomplexita¨t von O(kd + dk(m+ 1)).
2. Das kanonische Format (oder auch CP, CANDECOMP/PARAFAC, r-Term-Dar-
stellung) mit einer Speicherkomplexita¨t von O(dr(m+ 1)).
3. Das hierarchische Format [31, 24] mit einer Speicherkomplexita¨t von O(dk3 +
dk(m + 1)). Dieses Format schließt auch das TT-Format aus [40] als Spezialfall
ein.
Hierbei bezeichnen r und k (ganzzahlige) Ra¨nge in dem spezifischen Format, die von
dem dargestellten Tensor abha¨ngen. Falls diese Ra¨nge klein bleiben, fu¨hren die letzten
beiden Formate auch fu¨r hohe Dimensionen d auf eine effiziente Tensordarstellung. Die
Frage ist nun, ob eine beste Approximation an einen gegebenen Tensor A in solch einem
Format existiert und wie Approximationen der Bestapproximation aus der Beziehung
(∗) gewonnen werden ko¨nnen.
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Fu¨r das Tucker-Format und das hierarchische Format konnte die Existenz von Be-
stapproximationen im allgemeinen Kontext von Tensor-Banach-Ra¨umen gezeigt werden
[20]. Im kanonischen Format ist das Approximationsproblem schlecht gestellt, da eine
Bestapproximation nicht einmal existieren muss (vgl. [14]). Es ist jedoch mo¨glich, das
Approximationsproblem durch zusa¨tzliche Bedingungen zu regularisieren [17].
Ist die Existenz einer Bestapproximation garantiert, kann nach Approximationen an
sie gesucht werden. Fu¨r kleine Dimensionen d ko¨nnen alle Tensoreintra¨ge von A aus
der Beziehung (∗) berechnet werden. Aus dieser vollen Darstellung von A kann eine
Approximation im hierarchischen Format durch eine hierarchische Singula¨rwertzerlegung
mit einer vorgegebenen Fehlerschranke berechnet werden [24]. A¨hnliche Resultate sind
fu¨r das TT-Format in [40] gezeigt worden. Dagegen ist unbekannt, wie im kanonischen
Format eine Approximation der Bestapproximation zu einer gegebenen Fehlerschranke
gefunden werden kann. Trotzdem ist es mo¨glich, nach Approximationen mit Hilfe von
lokalen Optimierungstechniken zu suchen, wie z. B. durch gradientena¨hnliche (ALS) oder
Newtona¨hnliche Verfahren [35, 17].
Fu¨r ho¨here Dimensionen d ist die Berechnung einer vollen Darstellung von A zu
aufwa¨ndig. In diesem Fall mu¨ssen wir einen approximativen Tensor aus der Beziehung
(∗) aus einer Teilmenge aller Tensoreintra¨ge gewinnen. Fu¨r das kanonische Format ist
eine derartige
”
Black-Box“-Konstruktion in [18] analysiert worden. Eine Reihe von nu-
merischen Beispielen verdeutlicht in [41] das Potential eines Black-Box-Algorithmus im
TT-Format. Mit Hilfe eines alternativen Ansatzes konnten wir ein neues Black-Box-
Verfahren fu¨r das allgemeine hierarchische Format in [2] entwickeln, das – im schlech-
testen Fall – nur O (dk3 + d2k2(m+ 1)) Funktionsauswertungen erfordert. Da nur Teil-
informationen eines gegebenen Tensors beru¨cksichtigt werden, kann jedes allgemeine
Black-Box-Verfahren nur heuristischer Natur sein. Wir ko¨nnen jedoch auf viele positive
Erfahrungen verweisen, die sich unter anderem auf die numerischen Ergebnisse aus [2, 1]
stu¨tzen.
Alternativ zur datenschwachen Approximation des Tensors A aus (∗) kann auf die
Funktion f : I → R auch die Technik der du¨nnen Gitter [11] angewendet werden. Fu¨r
eine eindimensionale Gittergro¨ße M auf dem feinsten Level kann bei einem stu¨ckweise
linearen Ansatz ein Fehler der Gro¨ßenordnung O (M−2 logd−1(M)) in der L∞-Norm er-
zielt werden. Die Anzahl der erforderlichen Funktionsauswertungen liegt dabei allerdings
in O (M logd−1(M)). Wegen der exponentiellen Komplexita¨t in d und da fu¨r einen ver-
gleichbaren Fehler M > m zu erwarten ist, muss die Funktion f in ho¨heren Dimensionen
d deutlich ha¨ufiger (teuer) ausgewertet werden als in dem vorgeschlagenen Black-Box-
Algorithmus. Wir verzichten daher auf eine detaillierte Diskussion des Zugangs u¨ber
du¨nne Gitter.
Numerische Ergebnisse
In dieser Arbeit gehen wir u¨ber die bereits in [1] vero¨ffentlichten Ergebnisse weiter hin-
aus. Zusa¨tzlich zu den singula¨ren Integralen betrachten wir den fast singula¨ren Fall, bei
dem die Randelemente σ und τ einen kleinen positiven Abstand haben. Fu¨r eine Reihe
von Kernfunktionen κ ko¨nnen wir zeigen, dass die entstehenden Tensoren eine effizien-
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te datenschwache Approximation im kanonischen oder hierarchischen Format besitzen.
Dies fu¨hrt – verglichen mit Standardquadraturverfahren [16, 44] – zu einer Beschleuni-
gung in der Rechenzeit fu¨r Nahfeldintegrale. Im Kontext der hierarchischen Matrizen
ko¨nnen wir schließlich den Gesamteffekt auf die beno¨tigte Zeit fu¨r das Aufstellen einer
approximativen Randelementmatrix analysieren.
Aufbau dieser Arbeit
In Kapitel 1 fu¨hren wir grundlegend in die Formulierung von Randintegralgleichungen
ein. Wir geben verschiedene Konzepte singula¨rer Integrale an und studieren die Technik
der hierarchischen Matrizen. In Kapitel 2 definieren wir abstrakt das Tensorprodukt von
Vektorra¨umen und fu¨hren den Begriff der minimalen Unterra¨ume ein. Dabei gehen wir
auch auf die sogenannte Matrifizierung von Tensoren ein. Kapitel 3 fasst vier der wich-
tigsten Formate fu¨r die Darstellung von Tensoren zusammen: die volle Darstellung, das
kanonische Format, das Tucker-Format und das hierarchische Format. Auf die Appro-
ximation von Tensoren in den letzten drei Formaten gehen wir in Kapitel 4 na¨her ein.
Außerdem fu¨hren wir den adaptiven Black-Box-Algorithmus fu¨r die Approximation im
hierarchischen Format ein.
In Kapitel 5 definieren wir das Schema fu¨r die Auswertung von Integralen durch In-
terpolation im kanonischen und im hierarchischen Tensorformat. Unter geeigneten An-
nahmen zeigen wir die Glattheit der hochdimensionalen Funktion f und fu¨hren eine
Fehleranalyse durch. In Kapitel 6 geben wir konkrete Parametrisierungen von Dreiecks-
elementen fu¨r die Fa¨lle einer gemeinsamen Fla¨che, einer gemeinsamen Kante, eines ge-
meinsamen Punktes und im Fall sich nicht u¨berschneidender Dreiecke an.
Die numerischen Eigenschaften der resultierenden hochdimensionalen Funktion f stu-
dieren wir in Kapitel 7. Fu¨r das Laplace- und Helmholtz-Einfach- und Doppelschichtpo-
tential untersuchen wir die erforderlichen Interpolationsordnungen und Tensorra¨nge, um
eine vorgeschriebene Genauigkeit zu erreichen. Wir messen die Zeiten fu¨r die Auswertung
einzelner Integralwerte und vergleichen diese mit Zeiten von Standardquadraturverfah-
ren. Des Weiteren analysieren wir den Gesamteffekt unseres Verfahrens im Rahmen
der hierarchischen Matrizen. In der abschließenden Zusammenfassung geben wir einen
Ausblick auf ku¨nftige Entwicklungen. Ein zusa¨tzlicher Anhang kla¨rt schließlich einige
verwendete Begriffe u¨ber Funktionenra¨ume und Matrixtechniken, die aus Gru¨nden der
Lesbarkeit nicht in den Text mit aufgenommen wurden.
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Introduction
The boundary element method is an elegant tool for the solution of partial differential
equations. Its major advantage over finite element methods lies in the fact that only the
boundary Γ := ∂Ω of a given computational domain Ω ⊂ Rℓ (ℓ = 2, 3) needs to be dis-
cretised. On the one hand, this facilitates the mesh generation and reduces the number
of unknowns since the problem dimension decreases by one. In addition, problems in
unbounded exterior domains become accessible. On the other hand, boundary element
matrices are densely populated which requires the usage of special matrix compression
techniques. Moreover, matrix entries close to the diagonal correspond to singular or
nearly singular integrals which contribute significantly to the overall computational ef-
fort.
The development of matrix compression techniques like the multipole method (cf.
[43]), wavelets (cf. [12]), or panel-clustering (cf. [32]) has reduced the cost for an
(approximate) matrix-vector product to almost linear complexity. Exploited in iterative
methods, this has enabled the application of boundary element methods to large-scale
problems. A far more general approach has been introduced by the so-called hierarchical
matrix technique (cf. [27, 23, 9, 28]) which additionally allows for a data-sparse matrix
representation and an (approximate) arithmetic.
As a common feature, the complexity reduction in all compression techniques is ob-
tained by a thorough distinction between the near-field and the far-field. In the far-field,
the interaction between two different parts of the boundary is relatively small which is
reflected by a high regularity of the resulting integrals. This favours the application
of data-sparse approximations which lead to substantial savings in the complexity for
the approximate representation of far-field interactions. In the near-field, the strong
coupling between neighbouring parts of the boundary mostly renders compression tech-
niques unnecessary. Even worse, near-field interactions are represented by singular and
nearly singular integrals which either need to be computed by particular analytical tech-
niques or by costly quadrature rules. In both cases, high computational costs may arise
which motivate the development of alternative techniques.
In this work, our major concern is to accelerate the computation of near-field integrals
of the form ∫
σ
∫
τ
ϕ(x)κ(x, y)ψ(y) dy dx,
where σ, τ ⊂ Γ are boundary elements, ϕ,ψ : Rℓ → R are low-order polynomials, and
κ : Rℓ × Rℓ → R is a kernel function that has a singularity at x = y and is analytic
elsewhere. Such integrals typically arise as entries of boundary element matrices which
stem from a Galerkin discretisation. Whenever the closures of σ and τ intersect (or have
small positive distance), these integrals are singular (or nearly singular).
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Evaluation by Interpolation
The key idea of our new approach is to interpret the integral as a high-dimensional
function f : I → R which is defined for all a ∈ I ⊂ Rd, d ∈ N, by
f(a) :=
∫
σ(a)
∫
τ(a)
ϕ(x)κ(x, y)ψ(y) dy dx
where σ(a) and τ(a) denote a (geometrical) parametrisation of the boundary elements
σ, τ in terms of a parameter vector a ∈ I. If this parametrisation is chosen appropriately,
we can show that f is smooth in the whole parameter space I. Our aim is now to
construct an approximation f˜ of f in I in a setup step such that f˜ can be evaluated
efficiently. Once this approximation is available, we can pick the matching parameter
vector a ∈ I such that σ = σ(a), τ = τ(a) and evaluate f˜ at a in order to determine a
fast approximation of an integral over σ × τ .
Given the smoothness of f in I, a straightforward way to obtain an efficient approx-
imation is to apply multivariate interpolation by polynomials. The values of f in the
interpolation points {ξµ,i}µ=1,...,d, i=0,...,m ⊂ I define a tensor A ∈ R(m+1)d with entries
A(i1,...,id) := f(ξ1,i1 , . . . , ξd,id), iµ = 0, . . . ,m, µ = 1, . . . , d. (∗)
The interpolation on its own does not lead to an efficient scheme since the tensor A
contains (m+ 1)d entries which even may exceed the available memory for moderate d.
We therefore look for a tensor A˜ in a data-sparse representation that approximates A
and which can be evaluated efficiently.
Tensor Approximation
Several formats have been proposed to represent a tensor in a data-sparse way [30]:
1. The Tucker format which represents a tensor in a storage complexity of O(kd +
dk(m+ 1)).
2. The canonical format (also known as CP, CANDECOMP/PARAFAC, r-term rep-
resentation) which represents a tensor in a storage complexity of O(dr(m+ 1)).
3. The hierarchical format [31, 24] which represents a tensor in a storage complexity
of O(dk3 + dk(m + 1)). This format also contains the TT format introduced in
[40] as a special case.
Here, r and k denote (integer) ranks in the specific format which depend on the tensor
which has to be represented. If these ranks remain small, the last two formats lead
to an efficient representation of a tensor even in high dimensions d. The question is
now if best approximations to a given tensor A exist in such a format and how to find
approximations to them from (∗).
In the cases of the Tucker format and the hierarchical format, the existence of best
approximations has been shown in the very general framework of tensor Banach spaces
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in [20]. In the canonical format, the approximation problem is known to be ill-posed and
a best approximation does not necessarily exist (cf. [14]). However, the approximation
problem may be regularised by imposing additional constraints [17].
Given its existence, we may seek for approximations of a best approximation. For
moderate dimensions d, all tensor entries of A can be calculated from (∗). Once this
full representation of A is available, an approximation in the hierarchical format may be
calculated by a hierarchical singular value decomposition with a prescribed error bound
[24]. Similar results have been obtained in [40] for the TT format. In the canonical
format, it is not known how to find an approximation of the best approximation with
an a priori bound. Nevertheless, one can look for approximations by local optimisation
techniques like gradient-type methods (ALS) or Newton-type methods [35, 17].
For higher dimensions d, the calculation of a full representation of A becomes in-
tractable. In this case, we have to find an approximate tensor from (∗) in a black box
fashion from a subset of tensor entries. In the canonical format, a black box construction
of a tensor has been analysed in [18]. In [41], a number of numerical examples illustrates
the potential of a black box algorithm in the TT format. Using an alternative approach,
we have obtained a new black box method for the general hierarchical format in [2] that –
in the worst case – requires only O (dk3 + d2k2(m+ 1)) function evaluations. Since only
partial information from a given tensor are taken into account, any general black box
method needs to remain heuristic. However, our practical experience is quite positive
which is underlined by the numerical examples presented in [2, 1].
A possible alternative to the data-sparse approximation of the tensor A from (∗) is to
apply a sparse grid approach [11] to the function f : I → R. Given a one-dimensional
grid size M on the finest level and a piecewise linear ansatz, one can reach an error of
size O (M−2 logd−1(M)) in the L∞ norm by the evaluation of O (M logd−1(M)) function
values. Due to the exponential dependence on d and since – for a comparable error –
typically M > m, this means that in higher dimensions d one has to invest significantly
more (costly) function evaluations than in the proposed black box algorithm. Therefore,
a detailed discussion of the sparse grid approach is omitted.
Numerical Results
In this work, we further extend our results which have been already published in [1].
In addition to the singular case, we apply our new approximation scheme to the nearly
singular case where the boundary elements σ and τ have small positive distance. For a
variety of standard kernel functions κ, we can show that the resulting tensors admit an
efficient data-sparse approximation in the canonical or the hierarchical format. This leads
to an acceleration in the computational time for calculating near-field integrals compared
to standard quadrature methods as in [16, 44]. The overall effect on the assembly time for
an approximate boundary element matrix is studied within the framework of hierarchical
matrices.
3
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Organisation of this Work
In Section 1, we introduce the basic setting for the formulation of boundary integral
equations. We define different concepts of singular integrals and study the hierarchical
matrix technique. In Section 2, we define the tensor product of vector spaces in an
abstract way and introduce the notion of minimal subspaces. As an important tool, the
so-called matricisation of tensors will be presented. Section 3 summarises four of the
most important formats for the representation of tensors, the full representation, the
canonical format, the Tucker format, and the hierarchical format. The approximation
of tensors in the last three formats is studied in Section 4. Moreover, the adaptive black
box algorithm for the approximation in the hierarchical format will be introduced.
In Section 5, we define the scheme for the evaluation of integrals by interpolation in the
canonical and in the hierarchical tensor format. The smoothness of the considered high-
dimensional function f will be established and an error analysis of the scheme is given.
In Section 6, we present concrete parametrisations of triangular boundary elements for
the cases of a common face, a common edge, a common vertex, and disjoint triangles.
The numerical properties of the resulting high-dimensional function f are studied in
Section 7. For the cases of the Laplace and Helmholtz single and double layer poten-
tial, we investigate the required interpolation orders and tensor ranks depending on the
prescribed accuracy. We measure the timings for the evaluation of single integral values
and compare them to those of standard quadrature rules. Furthermore, we study the
overall effect of our method within the framework of hierarchical matrices. Finally, we
summarise this work with some concluding remarks. An additional appendix clarifies
some details on function spaces and matrix tools which where not included in the text
for the sake of readability.
4
1. Boundary Element Methods
Many problems of practical interest can be formulated as boundary value problems of
partial differential equations in a domain Ω ⊂ Rℓ (e.g. ℓ = 2, 3). If the coefficients of
the partial differential operator remain constant over the domain Ω, a boundary value
problem can be transformed into an integral equation over the boundary Γ := ∂Ω. This
entails at least three major advantages which we shortly mention in the following:
1. The problem dimension reduces by one. Assume that Ω is a bounded domain
which is discretised by a mesh of maximal width 0 < h < 1. Then a finite element
discretisation leads to a number of O(h−ℓ) unknowns. If, however, the boundary
Γ is discretised with the same mesh width, the number of unknowns of the corre-
sponding boundary element discretisation lies in O(h−ℓ+1). Therefore, much less
unknowns are needed in order to achieve a comparable discretisation error.
2. For a bounded domain Ω, problems in the unbounded exterior domain Rℓ \ Ω be-
come accessible. Moreover, boundary conditions can easily be incorporated into
the boundary integral formulation. This is of particular interest if the solution
is required to possess a certain decay towards infinity. Then the boundary inte-
gral formulation itself guarantees the required properties of the solution and no
additional constraints need to be enforced.
3. The mesh generation is simplified. Since only the boundary of a domain Ω needs
to be discretised, meshes for (ℓ − 1)-dimensional manifolds are required locally.
For these, the mesh generation is much easier than for an ℓ-dimensional body and
hence allows for the treatment of very complex domains.
But there are also two major drawbacks which could spoil the above-mentioned advan-
tages:
4. In constrast to finite element matrices, boundary element matrices are densely
populated. For a number of N unknowns, there are O(N2) non-zero entries. This
may exceed the available storage and computing time for large N . If iterative so-
lution methods are used, matrix compression techniques like the multipole method
(cf. [43]), wavelets (cf. [12]), or panel-clustering (cf. [32]) techniques can reduce
the cost for a matrix-vector product to O(N logγ N), where γ is a small integer. A
far more general approach has been introduced by the so-called hierarchical matrix
technique (cf. [27, 23, 9, 28]) which additionally allows for a data-sparse matrix
representation and an (approximate) arithmetic.
5. Boundary integral kernels typically possess a singularity at zero. Therefore, matrix
entries close to the diagonal correspond to singular or nearly singular integrals.
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Although these integrals may be regularised ([16, 44]), costly quadrature rules are
required to evaluate the resulting regular integrals sufficiently accurate. Hence, the
evaluation of all O(N) nearfield integrals plays a significant role for the assembly
time of boundary element matrices.
1.1. A Model Problem
As a motivation, we consider the following elliptic boundary value problem.
The Dirichlet Problem
Let Ω ⊂ R3 be a bounded domain with Lipschitz boundary Γ := ∂Ω. For given Dirichlet
data gD ∈ C0(Γ), we seek a solution u ∈ C2(Ω) ∩C0(Ω) of the homogeneous problem
∆u = 0 in Ω, (1.1a)
u = gD on Γ. (1.1b)
In order to solve (1.1) by an integral equation over the boundary Γ, we first need to
define the so-called fundamental solution G : R3 → R. For the Laplace operator in R3,
one finds that
G(x− y) := 1
4π ‖x− y‖
solves
∆G(x− y) = δ(x− y), x, y ∈ R3,
where δ is the Dirac delta distribution. The fundamental solution serves as a starting
point for the definition of boundary integral operators.
First Approach via the Single Layer Potential
For ϕ ∈ L1(Γ), we define the single layer potential by
V [ϕ](x) :=
∫
Γ
G(x− y)ϕ(y) dΓ, x ∈ R3 \ Γ.
The single layer potential fulfils
∆V [ϕ] = 0 in R3 \ Γ,
since Γ is compact and we may interchange differentiation and integration. For ϕ ∈
L∞(Γ), we define the extension of V to R3 by
V [ϕ](x) :=
∫
Γ
G(x− y)ϕ(y) dΓ, x ∈ R3. (1.2)
Theorem 1.1 ([44, Theorem 3.3.5]). For all ϕ ∈ L∞(Γ), (1.2) exists as an improper
integral. Moreover, V [ϕ] is a continuous function on R3.
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Since (1.1a) is fulfilled for all ϕ ∈ L∞(Γ), the ansatz u = V [ϕ] requires us to solve
V [ϕ] = gD on Γ (1.3)
for the unknown density ϕ. Note that (1.3) has only to be solved on the boundary Γ
from which the solution u in Ω can be obtained by (1.2). Since the unknown function ϕ
only appears under the integral, (1.3) is called an integral equation of the first kind.
Second Approach via the Double Layer Potential
An alternative approach to transform (1.1) into an integral equation over the boundary
Γ makes use of the so-called double layer potential. The double layer potential is defined
for all ψ ∈ L1(Γ) by
W [ϕ](x) :=
∫
Γ
∂
∂ny
G(x− y)ψ(y) dΓ, x ∈ R3 \ Γ, (1.4)
and it fulfils
∆W [ψ] = 0 in R3 \ Γ.
Here, ny := n(y) denotes the outer normal of Ω with respect to the variable y, and we
write ∂G/∂ny := 〈∇yG,n(y)〉. It is well known that the double layer potential has a
jump at the boundary Γ. For ψ ∈ L∞(Γ) we define
K[ψ](x) :=
∫
Γ
∂
∂ny
G(x− y)ψ(y) dΓ, x ∈ Γ.
If Γ ∈ C2pw, the right-hand side exists as an improper integral. The operator K fulfils
the following jump condition.
Theorem 1.2 ([44, Corollary 3.3.14]). Let Γ ∈ C2pw and ψ ∈ C1pw(Γ). Then
K[ψ](x) =
1
2
ψ(x) + lim
z→x, z∈Ω
W [ψ](z), x ∈ Γ.
Since (1.1a) is fulfilled for all ψ ∈ C1pw(Γ), the ansatz u =W [ψ] requires us to solve
lim
z→x, z∈Ω
W [ψ](z) = gD(x), x ∈ Γ. (1.5)
Due to Theorem 1.2, this is equivalent to
−1
2
ψ +K[ψ] = gD on Γ. (1.6)
Note that (1.6) has only to be solved on the boundary Γ from which the solution u in Ω
can be obtained by (1.4). Since the unknown density ψ does not only appear under the
integral, (1.6) is called an integral equation of the second kind.
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Inhomogeneous Problems
So far, we have only considered a homogeneous problem. More generally, we might look
for a solution u ∈ C2(Ω) ∩ C0(Ω) of the inhomogeneous problem
∆u = f in Ω, (1.7a)
u = gD on Γ. (1.7b)
for a given right-hand side f ∈ C0(Ω) and Dirichlet data gD ∈ C0(Γ). Problem (1.7)
may be transformed to a homogeneous problem. To this end, we define the so-called
Newtonian potential by
N [f ](x) :=
∫
R3
G(x− y)f(y) dy, x ∈ R3.
The Newtonian potential exists for all functions f ∈ C0(R3) with compact support and
it fulfils
∆N [f ] = f in R3.
By the superposition principle, any solution u of (1.7) can therefore be written in the
form
u = u0 +N [f ],
where u0 is the solution to
∆u0 = 0 in Ω,
u0 = g˜D on Γ,
with g˜D := gD − N [f ]|Γ. As a drawback, the evaluation of the Newtonian potential
N [f ] on the boundary Γ corresponds to the calculation of a volume integral which could
spoil the overall complexity. Several techniques have been proposed to overcome this
problem, see [26, 42] for a discussion.
The Neumann Problem
Up to now, we have recalled the transformation of the Dirichlet problems (1.1) and (1.7)
in the domain Ω to integral equations over the boundary Γ. Analogously, the Neumann
problem
∆u = 0 in Ω, (1.8a)
∂u
∂n
= gN on Γ, (1.8b)
with given Neumann boundary conditions gN ∈ C0(Γ) or problems with mixed boundary
conditions can be transformed into integral equations over the boundary. Note that due
to Green’s first identity, the solution u of the Neumann problem (1.8) has to satisfy the
compatibility condition ∫
Γ
∂u
∂n
dx = 0.
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Direct and Indirect Approaches
In the single layer and double layer approaches above, the solution u in the domain Ω
is found by the unknown densities ϕ or ψ. Therefore, these approaches are said to be
indirect methods. The direct method to solve the Dirichlet and the Neumann problem or
problems with mixed boundary conditions makes use of Green’s representation formula
u(x) =
∫
Γ
G(x− y) ∂u
∂ny
(y) dΓ−
∫
Γ
u(y)
∂G(x − y)
∂ny
dΓ
+
∫
Ω
G(x− y)f(y) dy, x ∈ Ω, (1.9)
which is valid for all u ∈ C2(Ω) ∩C1(Ω), cf. [34]. Formula (1.9) may be transformed to
an integral equation for the unknown boundary values u|Γ or ∂u∂n |Γ, the so-called Cauchy
data. For a discussion of the direct approach, we refer the reader to [34, 42].
Variational Formulation
We now turn our attention to the solvability of the Dirichlet problem (1.1). In the
finite-element context, one transforms (1.1) to a weak formulation and shows existence
and uniqueness of a solution in the Hilbert space H1(Ω) (cf. Appendix A.1). In order to
study weak solutions on the boundary Γ, one needs to define the so-called trace spaces
Hs(Γ), s ≥ 0, and their duals H−s(Γ) := (Hs(Γ))′ (cf. Appendix A.1). The operators
V and K possess the following mapping properties.
Theorem 1.3 ([44, Theorem 3.1.16]). Let Ω ⊂ R3 be a bounded Lipschitz domain with
boundary Γ := ∂Ω. For |s| < 1/2, the maps
V : H−1/2+s(Γ)→ H1/2+s(Γ),
K : H1/2+s(Γ)→ H1/2+s(Γ)
are continuous.
The continuity of the operators V andK directly carries over to the associated bilinear
forms
aV : H
−1/2(Γ)×H−1/2(Γ)→ R,
aK : H
1/2(Γ)×H−1/2(Γ)→ R
which are defined by
aV (ϕ, η) := (V [ϕ], η)L2(Γ), ϕ ∈ H−1/2(Γ), η ∈ H−1/2(Γ),
aK(ψ, η) := (K[ψ], η)L2(Γ), ψ ∈ H1/2(Γ), η ∈ H−1/2(Γ).
Here, (·, ·)L2(Γ) denotes the extension of the scalar product in L2(Γ) to H1/2(Γ) ×
H−1/2(Γ). Let now gD ∈ H1/2(Γ) be given. Then the multiplication of (1.3) by a
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test function η ∈ H−1/2(Γ) and integration over Γ yields the variational formulation:
Find ϕ ∈ H−1/2(Γ) such that
aV (ϕ, η) = (gD, η)L2(Γ) for all η ∈ H−1/2(Γ). (1.10)
Equivalently, (1.6) can be transformed to the variational problem: Find ψ ∈ H1/2(Γ)
such that
−1
2
(ψ, η)L2(Γ) + aK(ψ, η) = (gD, η)L2(Γ) for all η ∈ H−1/2(Γ). (1.11)
Theorem 1.4 ([44, Theorem 3.5.3]). The bilinear form aV : H
−1/2(Γ)×H−1/2(Γ)→ R
is elliptic, i.e. there exists a constant c > 0 such that
aV (ϕ,ϕ) ≥ c ‖ϕ‖2H−1/2(Γ) for all ϕ ∈ H−1/2(Γ).
The lemma of Lax-Milgram hence yields the following theorem.
Theorem 1.5 ([42, Theorem 1.6]). Let gD ∈ H1/2(Γ) be given. Then there exists a
unique solution ϕ ∈ H−1/2(Γ) of (1.10).
We can state an equivalent result for (1.11).
Theorem 1.6 ([42, Theorem 1.7]). Let gD ∈ H1/2(Γ) be given. Then there exists a
unique solution ψ ∈ H1/2(Γ) of (1.11).
For the proof of the last theorem – which is more involved – we additionally refer the
reader to [44].
1.2. Boundary Integral Equations
In the last section, we have derived integral equations on the boundary of a domain
by means of the fundamental solution for the Laplace problem. This approach can be
generalised to many other important problem classes ranging from Helmholtz problems,
elastic problems described by the Lame´ system, Stokes’ equations for incompressible
viscous fluids, up to biharmonic problems, cf. [26, 34] for a discussion. In the following,
we start with an abstract formulation of boundary integral equations.
Let Ω ⊂ Rℓ (ℓ = 2, 3) be a domain with compact Lipschitz boundary Γ := ∂Ω.
Moreover, let H be a Hilbert space of functions on Γ and denote its dual by H ′. For
given λ ∈ R and f ∈ H ′, we seek a solution u ∈ H of the integral equation
λu+K[u] = f on Γ, (1.12)
where K : H → H ′ is an integral operator defined by
K[u](x) :=
∫
Γ
κ(x, y)u(y) dy, x ∈ Γ, (1.13)
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which corresponds to a given kernel function κ : Rℓ ×Rℓ → C. The kernel function κ is
typically given by the fundamental solution of the associated partial differential operator
or by its derivatives and possesses a singularity at x = y. The singular behaviour of the
kernel function makes it necessary to interpret the integral (1.13) in an appropriate sense,
see the next section for a discussion.
In order to establish the unique solvability of (1.12) under suitable assumptions, one
turns to the variational formulation. The multiplication of (1.12) by a test function
v ∈ H and integration over Γ yields the variational problem:
Find u ∈ H such that λm(u, v) + a(u, v) = F (v) for all v ∈ H. (1.14)
The bilinear forms a : H ×H → C and m : H ×H → C are defined by
a(u, v) :=
∫
Γ
v(x)
∫
Γ
κ(x, y)u(y) dy dx,
m(u, v) :=
∫
Γ
u(x)v(x) dx
and the right-hand side F : H → C is given by
F (v) :=
∫
Γ
f(x)v(x) dx.
In the following, we will always assume that (1.14) has a unique solution u ∈ H for all
f ∈ H ′. The variational formulation (1.14) also serves as a starting point for solving
(1.12) numerically by theGalerkin method. In the standard conforming Galerkin method,
one chooses an N -dimensional subspace HN ⊂ H and approximates (1.14) by seeking
uN ∈ HN such that
λm(uN , v) + a(uN , v) = F (v) for all v ∈ HN . (1.15)
Alternatively, one can require (1.12) directly for a finite set of collocation points on Γ.
Although often used in practice, the convergence and stability of the collocation method
has not been shown for general polyhedra, cf. [44, Remark 4.1.26]. We refer the reader
to [26] for a discussion on collocation methods.
In the Galerkin approach (1.15), let now {ϕi}Ni=1 be a basis of HN . Then problem
(1.15) is equivalent to solving
λm(uN , ϕi) + a(u
N , ϕi) = F (ϕi) for all i = 1, . . . , N.
We can expand the sought solution uN ∈ HN in terms of the given basis by
uN =
N∑
j=1
ujϕj
with an unknown coefficient vector u = (uj)
N
j=1 ∈ CN . A solution to (1.15) may hence
be found by solving the linear system
(λM+K)u = f (1.16)
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with matrices K,M ∈ CN×N and a vector f ∈ CN defined by
Ki,j := a(ϕj , ϕi) =
∫
Γ
ϕi(x)
∫
Γ
κ(x, y)ϕj(y) dy dx,
Mi,j := m(ϕj , ϕi) =
∫
Γ
ϕi(x)ϕj(x) dx,
fi := F (ϕi) =
∫
Γ
f(x)ϕi(x) dx
for all i, j = 1, . . . , N .
So far, we have dealt with an abstract finite-dimensional subspace HN ⊂ H. We
now want to describe concrete subspaces of the Hilbert spaces Hs(Γ), s ∈ {−12 , 0, 12},
(cf. Appendix A.1) which we have already used in the previous section. A convenient
class of subspaces is made up by the spaces of piece-wise polynomials on Γ of bounded
maximal degree. For the numerical treatment, it is particularly advantageous that in
these subspaces one may find bases consisting of functions with compact support. Note
that this setting is completely analogous to the finite-element framework, with the only
difference that also curved elements on Γ will be allowed. We start with the definition
of a triangulation on Γ which is taken from [44, 10].
Definition 1.7 (surface triangulation). Let Ω ⊂ Rℓ (ℓ = 2, 3) be a domain with compact
Lipschitz boundary Γ := ∂Ω.
(a) The master element τˆ is defined as the standard simplex
τˆ := {ξ = (ξ1, . . . , ξℓ−1) ∈ Rℓ−1 : 0 < ξ1 < . . . < ξℓ−1 < 1}.
(b) A set G = {τ1, . . . , τn} is called a surface triangulation of Γ (of smoothness k ∈ N0)
if
(i) for each τ ∈ G there exists a Ck-diffeomorphism Ψτ : τˆ → τ ,
(ii) all τ ∈ G are open and pairwise disjoint subsets τ ⊂ Γ,
(iii) Γ =
⋃
τ∈G τ .
(c) A surface triangulation G does not have any hanging nodes if the intersection
e := σ ∩ τ of two non-identical elements σ, τ ∈ G is either
(i) the empty set, or
(ii) a common point, or — if ℓ = 3 —
(iii) a common edge, in which case there exists an affine mapping γ : τˆ → τˆ such
that Ψ−1τ |e = (Ψσ ◦ γ)−1|e.
Since the elements τ ∈ G are subsets of the boundary Γ, they are often called boundary
elements. Once we have defined a surface triangulation, we can introduce a finite element
space for the given triangulation G, cf. [10].
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Definition 1.8. Let k ∈ {0, 1}, p ∈ N0, and let Pp be the space of polynomials of
maximal degree p. For a given surface triangulation G, we define the finite element
space
Skp (G) := {u ∈ Hk(Γ) : u ◦Ψτ ∈ Pp for all τ ∈ G}.
Example 1.9. The space S00(G) consists of all functions u ∈ H0(Γ) = L2(Γ) which are
constant on each element τ ∈ G = {τ1, . . . , τn}. A basis of S00(G) is therefore given by
{ϕi}ni=1, where
ϕi(x) :=
{
1, x ∈ τi,
0, else.
Similarly, bases {ϕi}Ni=1 with N := dimSkp (G) may be defined for higher degrees p ∈ N0
such that the support of each basis function ϕi is restricted to a (small) subset of Γ.
The choice of the basis of Skp (G) has a direct influence on the structure of the matrices
K and M from (1.16). Since each basis function ϕi has only a local support, the matrix
M is sparse. Moreover, its entries are determined by purely regular integrals which can be
calculated by standard quadrature routines. Due to the coupling by the kernel function
κ, the matrix K is typically densely populated. To maintain the advantages of the
boundary element method, one needs to find an efficient (approximate) representation
of this matrix. As a quite general approach to handle this problem, we will discuss
the hierarchical matrix technique in Section 1.4. The entries of K are determined by
double integrals over Γ. Since the kernel function κ has a singularity at x = y, the inner
integral becomes singular whenever the supports of ϕi and ϕj are not disjoint. The
accurate evaluation of singular integrals requires the usage of appropriate techniques
which is the subject of the next section.
1.3. Singular and Nearly Singular Integrals
Boundary value problems related to partial differential operators over a domain Ω typ-
ically lead to singular integral operators on the boundary Γ := ∂Ω. The singular be-
haviour is reflected by the kernel function κ which corresponds to the fundamental solu-
tion of the partial differential operator or to its derivatives. Depending on the strength
of the singularity, one distinguishes three different types of integral operators.
Definition 1.10 (singular integral operators). Let κ : Rℓ × Rℓ → C be continuous for
all (x, y) ∈ Rℓ × Rℓ with x 6= y.
(a) The kernel function κ is said to be weakly singular if∫
Γ
κ(x, y)u(y) dy, x ∈ Γ, (1.17)
exists as an improper integral for all functions u ∈ L∞(Γ).
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(b) The kernel function κ is said to be strongly singular or Cauchy-singular if the
Cauchy principal value
p. v.
∫
Γ
κ(x, y)u(y) dy := lim
ε→0
∫
Γ\{‖x−y‖<ε}
κ(x, y)u(y) dy, x ∈ Γ, (1.18)
exists for all functions u ∈ L∞(Γ) which are locally Ho¨lder continuous with expo-
nent λ > 0 in a neighbourhood of x (cf. [44, Definition 5.1.6]).
(c) The kernel function κ is said to be hyper-singular if (1.13) exists for all u ∈ C∞0 (Γ)
in the sense of Hadamard’s finite part integral (cf. e.g. [34, Definition 3.2.1]) which
is denoted by
p. f.
∫
Γ
κ(x, y)u(y) dy, x ∈ Γ.
The integral operator K defined by (1.13) is called weakly singular, strongly singular,
or hyper-singular, if the corresponding kernel function κ is weakly singular, strongly
singular, or hyper-singular, respectively.
For a weakly singular integral operator K, the improper integral (1.17) coincides with
the Cauchy principal value (1.18). For a Cauchy-singular integral operator K, the sin-
gularity directly carries over to the discrete setting. Let G be a surface triangulation
on Γ and let the Hilbert space H be one of the spaces Hs(Γ), s ∈ {−12 , 0, 12}. Then a
Cauchy-singular operator K : H → H ′ allows the following decomposition.
Lemma 1.11 ([44, Lemma 5.1.13]). Let u ∈ L∞(Γ) and let u|τ ∈ C1(τ) for all τ ∈
G. Then a Cauchy-singular integral operator K : H → H ′ defined by (1.13) may be
decomposed into the sum
K[u](x) =
∑
τ∈G
p. v.
∫
τ
κ(x, y)u(y) dy, x ∈ Γ, (1.19)
where each of the terms is finite.
For hyper-singular integral operators, the decomposition (1.19) is not valid. In this
case, one can apply a regularisation by partial integration (cf. [38, 44, 26]) which again
leads to Cauchy-singular integrals. Let us now assume that K is at most Cauchy-singular.
By Lemma 1.11, the entries of the matrix K introduced in (1.16) are determined by
Ki,j =
∑
σ∈G
∑
τ∈G
∫
σ
ϕi(x) p. v.
∫
τ
κ(x, y)ϕj(y) dy dx.
Due to the singularity of the kernel function κ at x = y, the integrals∫
σ
ϕi(x) p. v.
∫
τ
κ(x, y)ϕj(y) dy dx (1.20)
are singular whenever σ∩ τ 6= ∅. In the following, we omit the prefix ’p.v.’ and interpret
all integrals of the form (1.20) in the sense of the Cauchy principal value. Several
techniques have been proposed to compute singular integrals over boundary elements
σ, τ ∈ G:
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1. If σ and τ are sufficiently simple, it is possible to derive quadrature rules that
take the particular singularity into account, e.g. by introducing suitable weight
functions [48, 47]. This approach works only if appropriate quadrature rules can
be derived and if the corresponding quadrature weights can be computed which
again correspond to singular integrals.
2. If one of the integrals can be computed analytically in closed form and if the
remaining integral is sufficiently regular, the second integral can be approximated
by a standard quadrature rule [48, 37, 42].
3. A transformation may be applied that removes the singularity [16, 44]. This ap-
proach is very general and can be applied to a variety of important problem classes
for which the involved kernel functions are at most Cauchy singular. Unfortunately,
the domain of analyticity of the resulting integrand is not very large which requires
the usage of high quadrature orders corresponding to high computational costs.
The last approach is particularly useful since it does not depend on the specific shape
of the kernel function κ. For a brief discussion, let ℓ = 3 such that σ, τ ∈ G are
triangular boundary elements. The integral (1.20) can be transformed to an integral over
τˆ × τˆ , where τˆ is the master element from Definition 1.7. The introduction of relative
coordinates leads to a transformation of τˆ × τˆ to a domain D = D(1) × D(2) ⊂ R4,
such that the singularity is fixed at the origin 0 ∈ D(2). The key idea of [16, 44] is now
to introduce an appropriate subdivision D =
⋃K
α=1Dα, Dα ∩ Dβ = ∅ for α 6= β, in
such a way that there exist transformations (0, 1)4 → Dα, α = 1, . . . ,K, via generalised
Duffy coordinates that remove the singularity of the integrand by the determinants of
the corresponding Jacobians. Then (1.20) can be written in the form∫
σ
∫
τ
ϕi(x)κ(x, y)ϕj(y) dy dx =
K∑
α=1
∫
(0,1)4
κˆα(ξ) dξ =
∫
(0,1)4
κˆ(ξ) dξ (1.21)
with regular integrands κˆα, κˆ :=
∑K
α=1 κˆα, and ξ := (ξ1, . . . , ξ4). Since the integral on
the right-hand side of (1.21) is regular, it can be approximated by standard tensor Gauss
quadrature∫
(0,1)4
κˆ(ξ) dξ ≈
q1∑
i1=1
q2∑
i2=1
q3∑
i3=1
q4∑
i4=1
ω1,i1ω2,i2ω3,i3ω4,i4κˆ(ξ1,i1 , ξ2,i2 , ξ3,i3 , ξ4,i4) (1.22)
with quadrature points ξµ,iµ ∈ (0, 1) and weights ωµ,iµ > 0 for all iµ = 1, . . . , qµ, µ =
1, . . . , 4. The cost for the evaluation of the right hand side of (1.22) is determined by
the quadrature orders qµ.
Remark 1.12 ([44, Remark 5.3.31]). Let q := max{qµ : µ = 1, . . . , 4} and let h :=
max{diam(τ) : τ ∈ G}. In order to ensure the stability of the Galerkin method with
step size h for h→ 0, the quadrature order q has to be chosen proportional to |log h| for
all σ, τ ∈ G with σ ∩ τ 6= ∅. The same holds true for all nearly singular integrals over
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boundary elements with dist(σ, τ) ∼ O(h). In the farfield, where dist(σ, τ) ∼ O(1), the
required quadrature order q is independent of the step size h.
The details of the last remark can be found in [44, Theorem 5.3.30]. We now can
estimate the complexity which is needed to evaluate all singular integrals appearing as
entries in the matrix K.
Remark 1.13. Let N again denote the dimension of the finite element space introduced
in Definition 1.8. Since h ∼ 1/N , we have |log h| ∼ logN which leads to a complexity
of at most O(log4N) for the approximate evaluation of a singular or nearly singular
integral. As the number of all nearfield integrals lies in O(N), the overall complexity for
their computation sums up to O(N log4N).
This complexity is at the same scale as the required effort for the approximate repre-
sentation of the matrix K by e.g. hierarchical matrix techniques.
1.4. Efficient Matrix Representations
The discretisation of the boundary integral equation (1.12) leads to a matrix K ∈ CN×N
which is densely populated. Since direct methods like the Gaussian elimination have
a complexity of O(N3), one needs to solve (1.16) by an iterative method. The cost
for an iterative method is dominated by matrix-vector products which for a full and
unstructured matrix have a complexity of O(N2). As this is still intractable for large N ,
one needs to find an (approximate) representation of K that allows for faster matrix-
vector products.
Multipole methods (cf. [43], [44, Sec. 7.1.3.2]) use an analytic expansion of the
kernel function to perform matrix-vector products in O(N logN) operations. Such an
expansion is e.g. available for the fundamental solution of the Laplace equation but is
not known for general situations. Wavelet methods (cf. [12]) employ a particular basis
to reduce the number of significant matrix entries to almost linear complexity.
An alternative approach has been proposed by the so-called panel-clustering (cf. [32],
[44, Sec. 7]) or hierarchical matrix techniques (cf. [27, 23]). The hierarchical matrix
approach does not only allow for a fast matrix-vector product, but also provides a
scheme to represent an approximate matrix in a complexity of O(N logγ N), where γ
is a small integer. This approach is particularly useful for the construction of efficient
preconditioners and for the solution of matrix equations. For a detailed introduction,
we refer the reader to [9, 28]. Here, we briefly want to discuss the main ideas of the
hierarchical matrix technique. To keep the presentation as simple as possible, we consider
the following model problem which is taken from [28, Sec. 5.1.2].
Example 1.14. Given f ∈ C([0, 1]), find u ∈ C([0, 1]) such that
u+K[u] = f in [0, 1], (1.23)
where
K[u](x) :=
∫ 1
0
log |x− y|u(y) dy, x ∈ [0, 1].
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For N = 2p, p ∈ N, let the interval [0, 1] be subdivided into subintervals
τi := [(i− 1)h, ih], 1 ≤ i ≤ N,
where h := 1/N . On the grid G := {τ1, . . . , τN}, we define the finite-element space of
piecewise constant functions by
S00(G) := span{ϕ1, . . . , ϕN},
where
ϕi(x) :=
{
1, x ∈ τi,
0, else,
for all i = 1, . . . , N . A discretisation of Example 1.14 by the Galerkin method with
respect to the finite-element space S00(G) leads to a matrix K ∈ RN×N with entries
Ki,j :=
∫ 1
0
∫ 1
0
ϕi(x) log |x− y|ϕj(y) dy dx =
∫
τi
∫
τj
log |x− y|dy dx, (1.24)
for i, j = 1, . . . , N . Obviously, the matrix K is densely populated.
Hierarchical Matrices
A data-sparse approximation of K by a hierarchical matrix is based on the following
ingredients:
1. The index set I := {1, . . . , N} related to the basis {ϕi}Ni=1 is hierarchically split
into subsets t ⊂ I. To manage the hierarchical splitting, the subsets t ⊂ I are
organised in a cluster tree TI .
2. Let P(I) denote the power set of I. An admissibility condition
adm : P(I)× P(I)→ {true, false}
indicates if for given index sets s, t ⊂ I the submatrixK|s×t allows for a data-sparse
approximation.
3. The index set I×I related to the whole matrix K is hierarchically split into blocks
s× t ⊂ I × I which correspond to submatrices K|s×t. To manage the hierarchical
splitting, the blocks are organised in a block cluster tree TI×I which is derived
from the cluster tree TI . Blocks with adm(s× t) = true are called admissible.
4. For an admissible block s × t ∈ TI×I , the corresponding submatrix K|s×t is ap-
proximated as a low-rank matrix in the form K˜s,t = AB⊤ with matrices A ∈ Rs×k,
B ∈ Rt×k, k ∈ N. For non-admissible blocks which are not further subdivided, the
submatrices K|s×t are represented as full matrices.
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Cluster Tree
A cluster tree TI is characterised by the following properties:
• The index set I is the root of TI .
• All vertices t ∈ TI are non-empty subsets t ⊂ I.
• For t ∈ TI , denote by sons(t) the set of sons of t. If sons(t) 6= ∅, then t =⋃
s∈sons(t) s.
• Let t ∈ TI . For all s1, s2 ∈ sons(t) with s1 6= s2, there holds s1 ∩ s2 = ∅.
Given a grid G, a cluster tree TI is mostly derived from the geometrical setting. For
all t ⊂ I, let Jt :=
⋃
i∈t suppϕi. The aim in the construction of the cluster tree is to
separate index sets s, t ⊂ I from each other for which the associated domains Js, Jt are
sufficiently far apart. In the one-dimensional model from Example 1.14, a simple binary
tree may recursively be defined by Algorithm 1. The first call reads BuildClusterTree(I).
Algorithm 1 BuildClusterTree(t = {i1, . . . , ir})
1: if #t = 1 then
2: sons(t) := ∅
3: else
4: s1 := {i1, . . . , ir/2}, s2 := {ir/2+1, . . . , ir}
5: sons(t) := {s1, s2}
6: BuildClusterTree(s1)
7: BuildClusterTree(s2)
8: end if
Example 1.15. Let N = 23. A binary cluster tree TI for Example 1.14 is depicted in
Figure 1.1. Since suppϕi = τi, the tree TI is associated with a hierarchical partition of
the domain [0, 1].
{1, 2, 3, 4, 5, 6, 7, 8}
{1, 2, 3, 4} {5, 6, 7, 8}
{1, 2} {3, 4} {5, 6} {7, 8}
{1} {2} {3} {4} {5} {6} {7} {8}
[0, 1]
[0, 12 ] [
1
2 , 1]
[0, 14 ] [
1
4 ,
1
2 ] [
1
2 ,
3
4 ] [
3
4 , 1]
[0, 18 ] [
1
8 ,
1
4 ] [
1
4 ,
3
8 ] [
3
8 ,
1
2 ] [
1
2 ,
5
8 ] [
5
8 ,
3
4 ] [
3
4 ,
7
8 ] [
7
8 , 1]
Figure 1.1.: Left: Cluster tree TI . Right: Partition of [0, 1] with respect to TI .
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Admissibility Condition
Let s, t ⊂ I be index sets with associated domains Js, Jt as defined above. An analysis
of the smoothness properties of the kernel function in (1.24) leads to the following obser-
vation. Whenever the distance of the domains Js and Jt compared to their diameters is
large, the corresponding matrix block K|s×t can be approximated in a data-sparse way.
Therefore, one defines an admissibility condition by the following criterion:
adm(s× t) :=
{
true, if min{diam(Js),diam(Jt)} ≤ η dist(Js, Jt),
false, else,
(1.25)
with some constant η > 0. A block b = s× t is called admissible if adm(b) = true.
Example 1.16. Let N = 23 and η = 1. The block {1, 2} × {7, 8} is admissible since
min
{
diam
(
J{1,2}
)
,diam
(
J{7,8}
)}
= min
{
1
4 ,
1
4
}
= 14 ≤ 12 = dist
(
J{1,2}, J{7,8}
)
,
whereas the block {3, 4} × {5, 6} is not admissible since dist (J{3,4}, J{5,6}) = 0.
Block Cluster Tree
Our next aim is to define a hierarchical subdivision of the index set I × I associated
to the block structure of the matrix K. The subdivision can conveniently be organised
in a block cluster tree TI×I whose vertices are subsets s × t ⊂ I × I. The tree TI×I
is supposed to fulfil all properties of a cluster tree for which the index set I has been
substituted by I×I. In order to allow for efficient arithmetic operations, we additionally
require the following two conditions:
• All elements s× t ∈ TI×I fulfil s ∈ TI and t ∈ TI .
• Whenever adm(s× t) = true, we have sons(s× t) = ∅.
The second condition accounts for the fact that admissible blocks can be approximated
in a data-sparse way. It is hence reasonable to not further subdivide them. A recursive
definition of a block cluster tree TI×I with root I × I is given by Algorithm 2 (cf. [9,
Algorithm 1]). The first call reads BuildBlockClusterTree(I,I).
Example 1.17. Let N = 2p and η = 1. Suppose that the cluster tree TI has been
constructed by Algorithm 1. Then Algorithm 2 results in the block structure depicted
in Figure 1.2 for p = 2, 3, 4, 5.
Remark 1.18. In Example 1.17, very small admissible blocks s × t ⊂ I × I of size
#s = #t = 1 appear. Since these small blocks cannot be approximated in a data-sparse
form that is more efficient than the full matrix representation, one often introduces a
lower bound on the block size. This can be realised by changing the condition in Line 1
of Algorithm 1 to #t ≤ nmin, where nmin > 0 is some small integer.
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Algorithm 2 BuildBlockClusterTree(s, t)
1: if adm(s × t) then
2: sons(s× t) := ∅
3: else
4: sons(s× t) := {s′ × t′ : s′ ∈ sons(s), t′ ∈ sons(t)}
5: for s′ ∈ sons(s) and t′ ∈ sons(t) do
6: BuildBlockClusterTree(s′, t′)
7: end for
8: end if
p = 2 p = 3 p = 4 p = 5
Figure 1.2.: Visualisation of the block structure for p = 2, 3, 4, 5. Green blocks are
admissible, red ones are not.
Low Rank Approximation of Admissible Blocks
For admissible blocks b = s × t ∈ TI×I , the approximate representations of the sub-
matrices K|s×t are based on so-called degenerate expansions of the kernel function
κ(x, y) := log |x− y|. Let κ˜ : Js × Jt → R be a function satisfying
|κ(x, y)− κ˜(x, y)| ≤ ε for all x ∈ Js, y ∈ Jt, (1.26)
for a given error tolerance ε > 0, where κ˜ possesses an expansion of the form
κ˜(x, y) =
k∑
ν=1
αν(x)βν(y) (1.27)
with univariate functions αν , βν and k ∈ N. Such a degenerate expansion may either
be known explicitly (as e.g. for multipole techniques) or obtained by interpolation (cf.
[9, 28]). The corresponding matrix block K|s×t may then be approximated by a matrix
K˜s,t which is defined by
K˜s,ti,j :=
∫ 1
0
ϕi(x)
∫ 1
0
κ˜(x, y)ϕj(y) dy dx =
k∑
ν=1
∫ 1
0
ϕi(x)
∫ 1
0
αν(x)βν(y)ϕj(y) dy dx
=
k∑
ν=1
∫ 1
0
αν(x)ϕi(x) dx
∫ 1
0
βν(y)ϕj(y) dy = (AB
⊤)i,j for all i ∈ s, j ∈ t,
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where the matrices A ∈ Rs×k, B ∈ Rt×k are given by
Ai,ν :=
∫ 1
0
αν(x)ϕi(x) dx for all i ∈ s, 1 ≤ ν ≤ k,
Bj,ν :=
∫ 1
0
βν(y)ϕj(y) dy for all j ∈ t, 1 ≤ ν ≤ k.
Obviously, the matrix K˜s,t has at most rank k and can be represented with a storage
complexity of O(k(#s+#t)) instead of O(#s ·#t) for the full representation of K|s×t.
This leads to an efficient representation of matrix blocks whenever k ≪ min{#s,#t}.
A sufficient criterion for the existence of a degenerate expansion can be derived from
the analytical properties of κ.
Definition 1.19 ([28, Definition 4.2.5]). Let X,Y ⊂ Rℓ and let κ(x, y) be defined and
infinitely differentiable for all x ∈ X, y ∈ Y with x 6= y. The function κ is called
asymptotically smooth in X × Y if∣∣∣DαxDβyκ(x, y)∣∣∣ ≤ cas(α+ β) ‖x− y‖−|α|−|β|−s
holds for all x ∈ X, y ∈ Y , x 6= y, α, β ∈ Nℓ0, α+ β 6= 0, with s ∈ R and
cas(ν) := Cν! |ν|r γ|ν|, ν ∈ Nℓ0,
where C, r, γ are appropriately chosen constants.
Since the function κ(x, y) = log |x− y| is asymptotically smooth in the sense of Defi-
nition 1.19, the following theorem is valid.
Theorem 1.20. [28, Satz 4.2.10] Let b = s × t ∈ TI×I be a block with adm(b) = true.
Then for an asymptotically smooth kernel function κ : Js × Jt → R there exists a
degenerate expansion κ˜ : Js × Jt of the form (1.27) such that
|κ(x, y)− κ˜(x, y)| ≤ C1(C2η)k, x ∈ Js, y ∈ Jt,
with constants C1, C2 > 0.
The last theorem shows in particular that for ε → 0 in (1.26), the required rank k
depends only logarithmically on ε provided that C2η < 1. In practice, purely algebraic
approaches like the adaptive cross approximation (cf. [9, 28]) can be used to construct
low-rank approximations of admissible matrix blocks, see also Section 4.4.
So far, we have recalled the basic ingredients of the hierarchical matrix technique for a
one-dimensional example. For higher dimensions, one can generalise the definitions of the
cluster tree, the admissibility condition, and the block cluster tree in a straightforward
way. The approximability of admissible matrix blocks by low-rank matrices can be
guaranteed by the asymptotic smoothness of the kernel function κ (cf. Definition 1.19).
This property in particular arises for a kernel function derived from the fundamental
solution of an elliptic partial differential operator.
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Complexity
The complexity for an approximate representation of K by a hierarchical matrix is
determined by the number of blocks Nblocks and the number of storage units Nstorage
used to represent all matrix entries. Given the block structure of Example 1.17, one can
estimate that
Nblocks = 9N − 6 log2N − 8,
Nstorage = 6N log2N +O(N),
cf. [27], provided that all admissible blocks are represented with rank k = 1. Complexity
estimates of the form O(N logγ N), where γ is a small integer, can also be derived for
common arithmetic operations like the matrix-vector and the matrix-matrix multipli-
cation in more general situations. Most notably, also an approximate inverse and an
approximate LU-factorisation can be performed in the same complexity (cf. [28]) which
favours the usage of hierarchical matrices in iterative methods.
22
2. Tensor Product Vector Spaces
Tensor products naturally arise in a large number of applications from e.g. stochastics,
physics, and chemistry. In particular, multi-parametric problems which are often en-
countered in optimisation and finance lead to a range of mathematical aspects related
to tensor products.
In the algebraic context, a tensor product can be considered as a multilinear map
which maps the cartesian product of given vector spaces into another vector space, a
so-called tensor product vector space. In this setting, a tensor is simply an element of
a tensor product vector space. In the framework of functional analysis, also limits of
convergent sequences of tensors are considered as tensors.
The representation of elements from a tensor product vector space of d vector spaces
(d ∈ N) suffers from the curse of dimensionality (cf. [4]). Assume that all d vector
spaces are of dimension n. Then it is easy to show that the corresponding tensor product
vector space is of dimension nd. This means that even for moderate n and d, the exact
representation of tensors on a computer becomes intractable. To overcome this problem,
several data-sparse tensor representations have been proposed, see Section 3 for a detailed
introduction. In numerical applications, one is interested in data-sparse approximations
of tensors which is the subject of Section 4. In this section, we establish the algebraic
foundations which later on will form the basis of efficient numerical algorithms.
2.1. Formal Definition
The tensor product of given vector spaces can be defined in various ways. Here, we
adopt the definition from [25, Sec. 1.20].
Definition 2.1 (tensor product). Let d ∈ N and let Vµ, 1 ≤ µ ≤ d, and W be vector
spaces over R. Moreover, let
ψ : V1 × . . .× Vd →W
be a multilinear mapping, i.e.
ψ(v1, . . . , λvµ + wµ, . . . , vd) = λψ(v1, . . . , vd) + ψ(v1, . . . , wµ, . . . , vd)
for all λ ∈ R, vµ, wµ ∈ Vµ, 1 ≤ µ ≤ d. The pair (W, ψ) is called a tensor product for Vµ,
1 ≤ µ ≤ d, if the following two conditions hold:
(a) span(imageψ) =W,
(b) if ϕ : V1× . . .×Vd → X is a multilinear mapping into an arbitrary vector space X
over R, then there exists a linear mapping Φ :W → X such that ϕ = Φ ◦ ψ.
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The two conditions of the previous definition are equivalent to a single condition stated
in the next lemma.
Lemma 2.2 (universality of the tensor product). Let d ∈ N and let Vµ, 1 ≤ µ ≤ d, and
W be vector spaces over R and let ψ : V1 × . . . × Vd → W be a multilinear mapping.
Then the following two statements are equivalent:
(i) (W, ψ) is a tensor product for Vµ, 1 ≤ µ ≤ d.
(ii) If ϕ : V1× . . .×Vd → X is a multilinear mapping into an arbitrary vector space X
over R, then there exists a unique linear mapping Φ :W → X such that ϕ = Φ◦ψ.
Proof. [25, Sections 1.4 and 1.20]
The content of Lemma 2.2 can be visualised by the commutative diagram depicted in
Figure 2.1.
V1 × . . . × Vd X
W
ϕ
ψ
Φ
ϕ = Φ ◦ ψ
Figure 2.1.: Tensor product of V1, . . . ,Vd
Notation 2.3. If the pair (W, ψ) is a tensor product for Vµ, 1 ≤ µ ≤ d, we denote W
by
V1 ⊗ . . .⊗ Vd or
d⊗
µ=1
Vµ
and we denote ψ(v1, . . . , vd) by
v1 ⊗ . . .⊗ vd or
d⊗
µ=1
vµ
for vµ ∈ Vµ, 1 ≤ µ ≤ d.
The existence and uniqueness of the tensor product is established by the following
proposition.
Proposition 2.4 (existence and uniqueness of the tensor product). Let d ∈ N and let
Vµ, 1 ≤ µ ≤ d, be vector spaces over R. Then there exists a tensor product of Vµ,
1 ≤ µ ≤ d, which is unique up to isomorphism.
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Proof. [25, Sections 1.6, 1.7, and 1.20]
Definition 2.5 (tensor). Let d ∈ N and let Vµ, 1 ≤ µ ≤ d, be vector spaces over R and
let V := V1 ⊗ . . . ⊗ Vd.
(a) The vector space V is called a tensor product vector space, or in short a tensor
space. The integer d ∈ N is called the order of V.
(b) An element v ∈ V is called a tensor.
(c) A tensor v = v1⊗. . .⊗vd ∈ V with vµ ∈ Vµ for all 1 ≤ µ ≤ d is called an elementary
tensor.
By condition (a) in Definition 2.1 we know that
V := V1 ⊗ . . .⊗ Vd = span{v1 ⊗ . . .⊗ vd : vµ ∈ Vµ, 1 ≤ µ ≤ d}.
Hence, any v ∈ V is a finite linear combination of elementary tensors. We now want to
characterise a basis for the tensor space V in terms of given bases spanning the individual
vector spaces Vµ.
Lemma 2.6. Let d ∈ N and let Vµ, 1 ≤ µ ≤ d, be vector spaces over R. Let {vµ,iµ}iµ∈Iµ
be a basis for Vµ, 1 ≤ µ ≤ d. Then the set
{v1,i1 ⊗ . . .⊗ vd,id : iµ ∈ Iµ, 1 ≤ µ ≤ d}
is a basis for V1⊗ . . .⊗Vd. In particular, if all Vµ are finite dimensional, i.e. #Iµ <∞
for all 1 ≤ µ ≤ d, the vector space V1 ⊗ . . .⊗ Vd is finite dimensional and we have
dim(V1 ⊗ . . . ⊗ Vd) =
d∏
µ=1
dim(Vµ).
Proof. [25, Sections 1.12 and 1.13]
In the finite dimensional case with nµ := dim(Vµ) <∞ for all 1 ≤ µ ≤ d, each vector
space Vµ is isomorphic to a vector space RIµ , where Iµ is an index set with nµ = #Iµ
for all 1 ≤ µ ≤ d.
Example 2.7 (tensor product of vectors [30, Sec. 1.1.1]). Let Iµ be finite index sets
with nµ := #Iµ <∞ for µ = 1, . . . , d. We introduce the d-fold product index set by
I := I1 × . . .× Id.
Let vµ ∈ RIµ for µ = 1, . . . , d. The tensor product of vectors
v := v1 ⊗ . . .⊗ vd =
d⊗
µ=1
vµ
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is defined by its entries
vi =
d∏
µ=1
(vµ)iµ for all i = (i1, . . . , id) ∈ I.
The space RI is spanned by all finite linear combinations of elementary tensors from the
tensor product of RIµ , 1 ≤ µ ≤ d, and we may identify
RI = RI1 ⊗ . . .⊗ RId .
Due to Lemma 2.6, we have
dim
(
RI
)
=
d∏
µ=1
dim
(
RIµ
)
=
d∏
µ=1
nµ.
Up to now, we have discussed a purely algebraic construction of a tensor product
vector space V from the individual vector spaces Vµ. Frequently, the spaces Vµ are
equipped with an additional structure, e.g. with a topology induced by norms defined
on Vµ, 1 ≤ µ ≤ d. Then the question arises how this structure carries over to a topology
on V. Let us consider the following example.
Example 2.8 (tensor product of functions [30, Sec. 1.1.3]). Let Iµ ⊂ R be closed
intervals for µ = 1, . . . , d and let C(Iµ) be the space of continuous functions on Iµ. The
spaces C(Iµ) are Banach spaces with norm
‖fµ‖C(Iµ) := maxxµ∈Iµ |fµ(xµ)| , fµ ∈ C(Iµ).
Let now fµ ∈ C(Iµ) for µ = 1, . . . , d. The tensor product of the univariate functions fµ
is a multivariate function
f := f1 ⊗ . . .⊗ fd =
d⊗
µ=1
fµ (2.1)
defined by
f(x1, . . . , xd) =
d∏
µ=1
fµ(xµ) for all xµ ∈ Iµ, 1 ≤ µ ≤ d.
We then clearly have f ∈ C(I), where the d-fold product interval is defined by
I := I1 × . . .× Id.
Hence
⊗d
µ=1 C(Iµ) ⊂ C(I), but
⊗d
µ=1 C(Iµ) 6= C(I), since the space C(I) also contains
functions which cannot be represented as a finite linear combination of functions of
the form (2.1). The incompleteness of the algebraic construction
⊗d
µ=1C(Iµ) can be
overcome by taking the closure with respect to the norm on C(I), i.e.
C(I) =
d⊗
µ=1
C(Iµ)
‖·‖C(I)
.
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Remark 2.9. The topological difficulties of the previous example emerge whenever at
least one of the vector spaces Vµ, 1 ≤ µ ≤ d, is infinite dimensional. The completion
of the (algebraic) tensor space V := V1 ⊗ . . . ⊗ Vd with respect to a norm ‖·‖ on V is
called a topological tensor space (cf. [30]). In general, also elements v ∈ V‖·‖ are called
tensors. In the finite dimensional case with dim(Vµ) < ∞ for all 1 ≤ µ ≤ d, the tensor
space V is finite dimensional (cf. Lemma 2.6) and V is already complete with respect
to any norm. Hence, in this case we need not distinguish between the algebraic and the
topological setting.
In order to represent or approximate a tensor v ∈ V, one is often interested in finding
a particular subspace U ⊂ V with the property that v ∈ U such that U respects the
given tensor structure.
Definition 2.10 (tensor subspace). Let Uµ ⊂ Vµ be subspaces for all 1 ≤ µ ≤ d. We
call
U :=
d⊗
µ=1
Uµ ⊂ V
a tensor subspace of V := V1 ⊗ . . . ⊗ Vd.
Note that not any subspace of V is a tensor subspace. For the representation of
a tensor v ∈ V, tensor subspaces U ⊂ V with v ∈ U and dim(U) ≪ dim(V) are of
particular interest. This will be discussed in detail in Section 3. In Section 2.3, we
will see that for each tensor v ∈ V there exist subspaces Uµ, 1 ≤ µ ≤ d, of minimal
dimension such that v ∈ U =⊗dµ=1 Uµ. The properties of these minimal subspaces are
strongly linked to the interpretation of tensors as matrices. We introduce the concept
of matricisation in the following section following closely the lines of [20].
2.2. Matricisation
In linear algebra, matrices are well-understood objects which can be characterised by a
number of important properties like e.g. the matrix rank. Moreover, a lot of useful tools
like the singular value decomposition are available that can be applied in approximation
problems. The generalisation of these tools to tensors is not really straightforward as
tensor spaces possess a much richer structure. As a first step, one can ignore almost all
structural information of the tensor product and consider tensors as objects of order two,
i.e. as matrices. It will turn out that this leads to powerful tools that can be applied
even in high dimensions.
Let d ∈ N and let V1, . . . ,Vd be vector spaces over R. In order to interpret the tensor
space V1 ⊗ . . . ⊗ Vd as a space of order two, the index set {1, . . . , d} is split into two
disjoint subsets. This induces a two-fold tensor product of tensor products of vector
spaces. The details are as follows.
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Definition 2.11 (matricisation). Let ∅  t  {1, . . . , d} with the complement [t] :=
{1, . . . , d} \ t. The map
Mt :
d⊗
µ=1
Vµ → Vt ⊗ V[t],
d⊗
µ=1
vµ 7→ vt ⊗ v[t],
is called the matricisation with respect to t, where
Vt :=
⊗
µ∈t
Vµ, V[t] :=
⊗
µ∈[t]
Vµ,
vt :=
⊗
µ∈t
vµ, v[t] :=
⊗
µ∈[t]
vµ.
Obviously, Mt is an isomorphism. If #t = 1, e.g. t = {µ}, we shortly write Mµ instead
of M{µ}.
Remark 2.12. In the finite dimensional model case Vµ = RIµ , #Iµ < ∞, 1 ≤ µ ≤ d,
the matricisation Mt maps into the matrix space RIt×I[t] with It := ×µ∈t Iµ, I[t] :=
×µ∈[t] Iµ. A tensor v ∈⊗dµ=1 RIµ with entries v(iµ)µ∈{1,...,d} may therefore be identified
with a matrix M ∈ RIt×I[t] with entries M(iµ)µ∈t,(iµ)µ∈[t] = v(iµ)µ∈{1,...,d} .
Example 2.13. Let I1 = I2 = {1, 2} and I3 = {1, 2, 3}. Define a tensor v ∈ RI1×I2×I3
by its entries
v(i1,i2,i3) := 100i1 + 10i2 + i3, iµ ∈ Iµ, µ = 1, . . . , 3.
Assuming a lexicographical ordering of the matrix entries, one can perform the following
matricisations:
M1(v) =
(
111 112 113 121 122 123
211 212 213 221 222 223
)
,
M2(v) =
(
111 112 113 211 212 213
121 122 123 221 222 223
)
,
M3(v) =
 111 121 211 221112 122 212 222
113 123 213 223
 .
Moreover, we have
M{2,3}(v) = (M1(v))⊤, M{1,3}(v) = (M2(v))⊤, M{1,2}(v) = (M3(v))⊤.
In the next section, we establish a strong link between the matricisations of a tensor
and particular tensor subspaces following again [20].
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2.3. Minimal Subspaces
In Definition 2.10, we have introduced the notion of tensor subspaces. For a tensor
v ∈ V :=⊗dµ=1 Vµ, we look for (possibly smaller) subspaces Uµ ⊂ Vµ, 1 ≤ µ ≤ d, such
that
v ∈
d⊗
µ=1
Uµ. (2.2)
Among the subspaces Uµ that fulfil (2.2), we want to find those of minimal dimension.
Definition 2.14 (minimal subspaces). Let v ∈⊗dµ=1 Vµ. The subspaces Uµ,min(v) ⊂ Vµ,
1 ≤ µ ≤ d, are called minimal subspaces of v if the following two conditions hold:
(a) v ∈⊗dµ=1 Uµ,min(v), and
(b) for any subspaces Uµ ⊂ Vµ, 1 ≤ µ ≤ d, with v ∈
⊗d
µ=1 Uµ we have Uµ,min(v) ⊂ Uµ
for all 1 ≤ µ ≤ d.
An existence result and a characterisation of the minimal subspaces is stated in the
next lemma.
Lemma 2.15. Let v ∈ ⊗dµ=1 Vµ. Then there exist minimal subspaces Uµ,min(v) ⊂ Vµ,
1 ≤ µ ≤ d, with the property
dim (Uµ,min(v)) = rank (Mµ(v)) , 1 ≤ µ ≤ d.
Proof. [20, Theorem 3.15]
This means that the minimal subspaces can be characterised by the rank of the matrici-
sations of v. The concept of minimal subspaces Uµ,min(v) for singletons {µ} ⊂ {1, . . . , d}
can be generalised to arbitrary subsets of {1, . . . , d}.
Lemma 2.16. Let ∅  tν  {1, . . . , d}, 1 ≤ ν ≤ m, be pairwise disjoint subsets with
the property that
⋃
1≤ν≤m tν = {1, . . . , d}. Then for all 1 ≤ ν ≤ m there exist minimal
subspaces Utν ,min(v) ⊂ Vtν :=
⊗
µ∈tν
Vµ such that
dim (Utν ,min(v)) = rank (Mtν (v)) , 1 ≤ µ ≤ d.
Proof. Apply Definition 2.14 and Lemma 2.15 to the tensor space
⊗m
ν=1 Vtν .
The relation between the minimal subspaces Uµ,min(v) and Utν ,min(v) with µ ∈ tν is
given by the following proposition.
Proposition 2.17. Let v ∈⊗dµ=1 Vµ and ∅  t  {1, . . . , d}. Then
Ut,min(v) ⊂
⊗
µ∈t
Uµ,min(v).
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Proof. [20, Proposition 3.17]
Again, this result can be generalised to arbitrary subsets of {1, . . . , d}.
Corollary 2.18. Let v ∈⊗dµ=1 Vµ and let ∅  tν  {1, . . . , d}, 1 ≤ ν ≤ m, be pairwise
disjoint subsets. The minimal subspace for t :=
⋃m
ν=1 tν satisfies
Ut,min(v) ⊂
m⊗
ν=1
Utν ,min(v).
Proof. [20, Corollary 3.18]
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In the last section, we have introduced the tensor product of vector spaces in an abstract
way. In applications, one is required to represent elements from a tensor space by a
finite number of parameters. If a tensor space is infinite dimensional, one therefore often
chooses a finite dimensional subspace in which all elements possess a finite representation.
More generally, one can consider subsets of a tensor space which do not necessarily
form a subspace and in which all elements can be represented by a finite number of
parameters. However, the missing subspace structure does not allow for all typical
arithmetic operations of a vector space within the subset. This quite naturally leads to
approximation problems which we discuss in detail in Section 4.
In this section, we will introduce some of the most common representations for tensors
from the literature (cf. e.g. [30]). Let d ∈ N and let Vµ, 1 ≤ µ ≤ d, be vector spaces
over R. For simplicity, we assume that all vector spaces Vµ are finite dimensional,
i.e. nµ := dim(Vµ) < ∞, 1 ≤ µ ≤ d. Note that in this case, the (algebraic) tensor
space V := V1 ⊗ . . . ⊗ Vd is already closed with respect to any norm and we need not
distinguish between the algebraic and the topological setting. A given tensor v ∈ V can
be represented in different ways.
3.1. Full Representation
Let Iµ := {1, . . . , nµ} for all 1 ≤ µ ≤ d and define the d-fold product index set by
I := I1 × . . .× Id.
Moreover, let {vµ,iµ ∈ Vµ : iµ ∈ Iµ} be a basis of Vµ for all 1 ≤ µ ≤ d. Then due to
Lemma 2.6,
{v1,i1 ⊗ . . .⊗ vd,id : iµ ∈ Iµ, µ = 1, . . . , d}
is a basis of V. Therefore any tensor v ∈ V can be represented in terms of this basis by
v =
∑
i∈I
ci v1,i1 ⊗ . . .⊗ vd,id , i = (i1, . . . , id), (3.1)
with uniquely determined coefficients ci ∈ R, i ∈ I. A representation of the form (3.1)
is called a full representation of v. In the model case Vµ = RIµ , 1 ≤ µ ≤ d, we can write
v ∈ V = RI in the standard basis
v =
∑
i∈I
vie1,i1 ⊗ . . .⊗ ed,id , i = (i1, . . . , id),
where eµ,iµ ∈ RIµ is defined by (eµ,iµ)jµ = δiµ,jµ for all µ = 1, . . . , d. Since the basis
is not need to be stored, the overall complexity for storing a tensor v ∈ RI in its full
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representation is given by the storage requirements for the coefficients vi, i ∈ I, which
sum up to
Nstorage(R
I) := #I =
d∏
µ=1
nµ.
In the special case n := n1 = . . . = nd, this leads to a storage complexity of O(nd) which
is intractable for large d.
3.2. Canonical Format Cr
By definition, any tensor v ∈ V is a finite sum of elementary tensors. This motivates the
following definition.
Definition 3.1 (canonical format [30, Sec. 3.2.6.1]). Let r ∈ N0. The subset Cr(V) ⊂ V
is defined by
Cr(V) :=

r∑
j=1
d⊗
µ=1
vµ,j : vµ,j ∈ Vµ, j = 1, . . . , r, µ = 1, . . . , d
 .
If it is clear from the context, we will shortly write Cr := Cr(V). A tensor v ∈ Cr is said
to be represented in canonical format with (canonical) representation rank r.
Note that Cr is not a linear space, since for v,w ∈ Cr in general we have v + w ∈ C2r,
but v+w /∈ Cr. For a given tensor v ∈ V, it is a natural question to ask for the minimal
representation rank r such that v ∈ Cr.
Definition 3.2 (tensor rank [30, Definition 3.32]). Let v ∈ V. The integer
rank(v) := min{r ∈ N0 : v ∈ Cr}
is called the tensor rank of v.
Example 3.3. For r = 0, the sum in Definition 3.1 degenerates and we have C0 = {0}.
For r = 1, the set
C1 = {v1 ⊗ . . .⊗ vd : vµ ∈ Vµ, µ = 1, . . . , d}
contains all elementary tensors from V. In particular, we have rank(v) = 1 for all
v ∈ C1 \ {0}.
In general, the determination of the tensor rank of a given tensor v ∈ V is an NP-
hard problem (cf. [33]). In the model case Vµ = RIµ , 1 ≤ µ ≤ d, a parameter vector
vµ,j ∈ RIµ can be stored in a complexity of O(#Iµ). Therefore, a tensor v ∈ Cr = Cr(RI)
can be stored in a complexity of
Nstorage(Cr) := r
d∑
µ=1
#Iµ = r
d∑
µ=1
nµ.
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In the special case n := n1 = . . . = nd, this leads to a storage complexity of O(drn)
which remains moderate even for large d provided that r is small.
The evaluation of a single entry vi, i = (i1, . . . , id) ∈ I, of a given tensor v =∑r
j=1
⊗d
µ=1 vµ,j ∈ Cr requires the multiplication of the values (vµ,j)iµ for µ = 1, . . . , d.
This has to be done for all j = 1, . . . , r and the results need to be added up. The
complexity for the evaluation of a single entry therefore sums up to
Nentry(Cr) := dr.
In principle, the canonical format is optimal in the sense that it has linear complexity in
the parameters d, n, and r. However, when arithmetic operations like the addition of two
tensors v,w ∈ Cr are required, the representation rank rises since formally v + w ∈ C2r.
In order to stay within the set Cr, one has to find an (approximate) representation of
v+w with representation rank r. This may lead to severe difficulties which are discussed
in detail in Section 4.1.
3.3. Tucker Format Tk
In Definition 2.10, we have introduced the notion of tensor subspaces. For a tensor v ∈ V
we look for (possibly smaller) subspaces Uµ ⊂ Vµ such that v ∈
⊗d
µ=1 Uµ. Whenever the
subspace dimensions kµ := dim(Uµ), 1 ≤ µ ≤ d, are not too large, the tensor v can be
represented more efficiently than in its full representation. This motivates the following
definition.
Definition 3.4 (Tucker format [30, Definition 8.1]). Let k := (k1, . . . , kd) ∈ Nd0. The
set of tensors with Tucker representation rank k is defined by
Tk(V) :=
{
v ∈ V : for all 1 ≤ µ ≤ d there exist subspaces Uµ ⊂ Vµ
with dim(Uµ) = kµ such that v ∈
⊗d
µ=1 Uµ
}
.
A tensor v ∈ Tk(V) is said to be represented in Tucker format with Tucker representation
rank k. If it is clear from the context, we shortly write Tk instead of Tk(V).
The Tucker format has been introduced for d = 3 in [49] in the context of psychomet-
rics. An equivalent and sometimes more convenient definition of the set Tk can be given
if we consider the matricisations of a tensor.
Lemma 3.5. The set of tensors which can be represented in the Tucker format with
Tucker representation rank k := (k1, . . . , kd) ∈ Nd0 can be written in the form
Tk(V) = {v ∈ V : rank (Mµ(v)) ≤ kµ, µ = 1, . . . , d} .
Proof. The equivalence follows directly from the fact that the subspaces Uµ ⊂ Vµ may
be spanned by the columns of the matricisations Mµ(v) for all 1 ≤ µ ≤ d.
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Remark 3.6. Since we have only fixed the dimension of the subspaces Uµ, each v ∈ Tk
might lie in a different tensor subspace
⊗d
µ=1 Uµ for which dim(Uµ) = kµ, µ = 1, . . . , d.
This means in particular that Tk is not a linear space. To see this, let u,w ∈ Tk such
that there exist subspaces Uµ,Wµ ⊂ Vµ, 1 ≤ µ ≤ d, with u ∈
⊗d
µ=1 Uµ, w ∈
⊗d
µ=1Wµ,
and the property that kµ = dim(Uµ) = dim(Wµ) for all µ = 1, . . . , d. Due to the
multilinearity of the tensor product, we have u+w ∈⊗dµ=1(Uµ+Wµ), where Uµ+Wµ :=
{uµ + wµ : uµ ∈ Uµ, wµ ∈ Wµ}. In the worst case, we have Uµ ∩ Wµ = {0}, and the
generated subspace Uµ +Wµ is of dimension dim(Uµ +Wµ) = 2kµ for all µ = 1, . . . , d.
Therefore, in general we can only guarantee u+ w ∈ T(2k1,...,2kd).
In Section 2.3, we have introduced the minimal subspaces of a tensor v ∈ V. Since the
minimal subspaces are characterised by their dimension, they can be used to define the
Tucker rank of v.
Definition 3.7 (Tucker rank [30, Remark 8.4]). Let v ∈ V with minimal subspaces
Uµ,min(v) ⊂ Vµ, µ = 1, . . . , d. The Tucker rank of v is defined by k := (k1, . . . , kd) ∈ Nd0
with
kµ := dim (Uµ,min(v)) , µ = 1, . . . , d.
We can characterise the Tucker rank by the rank of the matricisations of a tensor.
Lemma 3.8. The Tucker rank k := (k1, . . . , kd) ∈ Nd0 of a tensor v ∈
⊗d
µ=1 Vµ is given
by
kµ = rank (Mµ(v)) , µ = 1, . . . , d.
Proof. Combine Lemma 2.15 and Definition 3.7.
Example 3.9. Let k = (1, . . . , 1) ∈ Nd0. For a tensor v ∈ T(1,...,1), there need to exist
subspaces Uµ ⊂ Vµ with v ∈
⊗d
µ=1 Uµ such that dim(Uµ) = 1 for all µ = 1, . . . , d. Since
a one-dimensional space is spanned by a single vector, we have that
T(1,...,1) = {v1 ⊗ . . .⊗ vd : vµ ∈ Vµ, µ = 1, . . . , d}.
With regard to Example 3.3, this means that T(1,...,1) = C1.
In numerical applications, we need to describe the subspaces Uµ ⊂ Vµ in terms of
bases or at least by vectors spanning the subspaces Uµ. For all 1 ≤ µ ≤ d, let uµ,j ∈
Vµ, j = 1, . . . , kµ, be vectors with the property that
Uµ = span{uµ,1, . . . , uµ,kµ}, µ = 1, . . . , d.
The tensor subspace
⊗d
µ=1 Uµ can therefore be expressed by
d⊗
µ=1
Uµ = span{u1,j1 ⊗ . . .⊗ ud,jd : jµ = 1, . . . , kµ, µ = 1, . . . , d}.
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Hence, any tensor v ∈⊗dµ=1 Uµ may be written in the form
v =
k1∑
j1=1
· · ·
kd∑
jd=1
cj1,...,jdu1,j1 ⊗ . . .⊗ ud,jd (3.2)
with coefficients cj1,...,jd ∈ R. The coefficients may be interpreted as the entries
Cj := cj1,...,jd, j = (j1, . . . , jd),
of a tensor C ∈ RJ , where the index set J is given by
J := J1 × . . .× Jd, Jµ := {1, . . . , kµ}, µ = 1, . . . , d.
The tensor C is often referred to as the core tensor in the Tucker format.
In order to represent a tensor in Tucker format, we only need to store the core tensor
C and the vectors uµ,jµ , jµ = 1, . . . , kµ, µ = 1, . . . , d. The core tensor can be stored
in its full representation in a complexity of O(∏dµ=1 kµ). In the model case Vµ = RIµ ,
the vectors uµ,jµ can be collected in matrices Uµ := [uµ,1, . . . , uµ,kµ ] ∈ RIµ×Jµ for all
µ = 1, . . . , d. Each of the matrices Uµ can be stored in O(kµnµ). The overall complexity
for storing a tensor represented in Tucker format is therefore given by
Nstorage(Tk) :=
d∏
µ=1
kµ +
d∑
µ=1
kµnµ.
In the special case nµ = n and kµ ≤ k for all µ = 1, . . . , d, the storage complexity lies in
O (kd + dnk). Provided that k ≪ n, the storage requirements are much lower than in
the full representation. As a drawback, the complexity for storing the core tensor still
explodes for large d even if k remains small.
The evaluation of a single entry vi, i = (i1, . . . , id) ∈ I, of a given tensor v ∈ Tk
requires the computation of the sum (3.2). A single term consists of the product
Cj
∏d
µ=1(uµ,jµ)iµ , j = (j1, . . . , jd), which can be computed in (d + 1) operations. The
complexity for the computation of a single entry therefore sums up to
Nentry(Tk) := (d+ 1)
d∏
µ=1
kµ.
A major advantage of the Tucker format compared to the canonical format consists in
the fact that for a given tensor v ∈ V one can compute its Tucker rank k ∈ Nd0 by standard
linear algebraic tools. This is a consequence of the strong link between the Tucker format
and the matricisations of a tensor established in Lemma 3.5. Moreover, a truncation
procedure is available that for a given tensor computes a Tucker representation of smaller
Tucker rank with an a-priori error bound. This favours the application of the Tucker
format in approximation problems, see Section 4.2.
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3.4. Hierarchical Format Hk
In the last section, we have seen that a tensor v ∈ V may be represented more efficiently
if we find smaller subspaces Uµ ⊂ Vµ, 1 ≤ µ ≤ d, such that v ∈
⊗d
µ=1 Uµ. The idea
of finding subspaces for singletons {µ} ⊂ {1, . . . , d} can be generalised to arbitrary
pairwise disjoint subsets ∅  tν  {1, . . . , d}, ν = 1, . . . ,m, with the property that⋃m
ν=1 tν = {1, . . . , d}. As before, we look for subspaces Utν ⊂
⊗
µ∈tν
Vµ, ν = 1, . . . ,m,
such that
v ∈
m⊗
ν=1
Utν .
However, it is not clear how this should lead to a more efficient representation of v
than in the Tucker format. The key idea is to introduce a hierarchy of subspaces which
corresponds to a hierarchy of the underlying index set D := {1, . . . , d}. We require the
index set D to be organised in a binary tree.
Definition 3.10 (dimension tree [30, Definition 11.2]). Let D := {1, . . . , d}. A tree TD
is called a dimension tree if the following three conditions hold:
(a) the index set D is the root of the tree TD,
(b) all vertices t ∈ TD are non-empty subsets t ⊂ D,
(c) every vertex t ∈ TD with #t ≥ 2 has two sons t1, t2 ∈ TD with the property
t = t1 ∪ t2, t1 ∩ t2 = ∅.
The root of the tree TD is denoted by root(TD). The set of leaves of TD is defined by
L(TD) := {t ∈ TD : #t = 1}. For all t ∈ TD \ L(TD), we denote the set of sons of t by
sons(t). In order to characterise the distance of a vertex t ∈ TD to the root of TD, we
recursively introduce the level of t ∈ TD by
level(D) := 0, level(s) := level(t) + 1 for all s ∈ TD \ D with s ∈ sons(t).
The set of vertices on a given level ℓ is defined by
T ℓD := {t ∈ TD : level(t) = ℓ}.
The maximal distance of a vertex t ∈ TD to the root is called the depth of TD, i.e.
depth(TD) := max{level(t) : t ∈ TD}.
Notation 3.11. For the rest of this work, we identify subscripts {µ} with subscripts µ
for all leaves t = {µ} ∈ L(TD), e.g. kµ := k{µ}.
In the next example, we introduce two important special cases of dimension trees.
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Example 3.12. 1. In a balanced binary tree TD with p := depth(TD), each node
t ∈ TD \ L(TD) with t = {µ1, . . . , µq} ⊂ D, q > 1, has two sons t1, t2 ∈ TD of the form
t1 = {µ1, . . . , µr}, t2 = {µr+1, . . . , µq}, r := ⌈q/2⌉,
where ⌈x⌉ := min{z ∈ Z : z ≥ x} for x ∈ R. The number of nodes on each level ℓ is
given by
#T ℓD =
{
2ℓ, ℓ < p,
2d− 2p, ℓ = p,
cf. [24, Lemma 8]. An example for d = 7 is depicted in Figure 3.1. The balanced tree is
of minimal depth p = ⌈log2 d⌉.
2. In the so-called TT format introduced in [39], the dimension tree is a simple linear
tree, where all nodes t ∈ TD are of the form
t = {q} or t = {q, . . . , d}, q = 1, . . . , d.
An example for d = 7 is depicted in Figure 3.1. The TT tree is of maximal depth
p = d− 1.
{1, 2, 3, 4, 5, 6, 7}
{1, 2, 3, 4} {5, 6, 7}
{1, 2} {3, 4} {5, 6} {7}
{1} {2} {3} {4} {5} {6}
T 0D
T 1D
T 2D
T 3D
{1, 2, 3, 4, 5, 6, 7}
{2, 3, 4, 5, 6, 7}
{3, 4, 5, 6, 7}
{4, 5, 6, 7}
{5, 6, 7}
{6, 7}
{1}
{2}
{3}
{4}
{5}
{6} {7}
T 0D
T 1D
T 2D
T 3D
T 4D
T 5D
T 6D
Figure 3.1.: Left: Balanced binary tree. Right: Linear TT tree.
The dimension tree TD allows us to introduce a hierarchical structure among particular
subspaces Ut corresponding to each node t ∈ TD.
Definition 3.13 (hierarchy of nested subspaces [30, Definition 11.8]). Let TD be a
dimension tree and let Ut ⊂
⊗
µ∈t Vµ be subspaces for all t ∈ TD. We call {Ut}t∈TD a
hierarchy of nested subspaces for V with respect to TD if
Ut ⊂ Ut1 ⊗ Ut2 (3.3)
holds for all t ∈ TD \ L(TD) with sons(t) = {t1, t2}.
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In analogy to the Tucker format, we can bound the dimensions of the subspaces Ut in
order to define a subset of the tensor space V.
Definition 3.14 (hierarchical format [30, Definition 11.11]). Let TD be a dimension tree
and let k = (kt)t∈TD ∈ NTD0 . The set of tensors with hierarchical representation rank k
is defined by
Hk(V, TD) :=
v ∈ V :
there exists a hierarchy of nested subspaces {Ut}t∈TD for V
with respect to TD with dim(Ut) = kt for all t ∈ TD
such that v ∈ UD
 .
A tensor v ∈ Hk(V, TD) is said to be represented in hierarchical format with hierarchical
representation rank k. For a fixed dimension tree TD and if it is clear from the context,
we shortly write Hk instead of Hk(V, TD).
The hierarchical format has been introduced in [31] and has been further analysed in
[24]. An equivalent and sometimes more convenient definition of the set Hk can be given
if we consider the matricisations of a tensor.
Lemma 3.15. The set of tensors which can be represented in hierarchical format with
hierarchical representation rank k := (kt)t∈TD can be written in the form
Hk(V, TD) = {v ∈ V : rank (Mt(v)) ≤ kt, t ∈ TD} .
Proof. (cf. [24]) Since V is finite dimensional, it suffices to consider the isomorphic
model vector space RI with Vµ := RIµ , 1 ≤ µ ≤ d. It is clear that for any v ∈ Hk there
holds rank (Mt(v)) ≤ kt since the subspaces Ut may be spanned by the columns of the
matricisations Mt(v) for all t ∈ TD.
Let now rank (Mt(v)) ≤ kt for all t ∈ TD. We have to show that {Ut}t∈TD is a
hierarchy of nested subspaces with respect to TD, where each Ut is spanned by the
columns of Mt(v). Let t ∈ TD \ L(TD) with sons(t) = {t1, t2} and define It :=×µ∈t Iµ,
I[t] := ×µ∈[t] Iµ with [t] := D \ t. For fixed (iµ)µ∈[t] ∈ I[t], let z ∈ RIt be a column of
Mt(v) defined by
z(iµ)µ∈t := (Mt(v))(iµ)µ∈t,(iµ)µ∈[t].
The vector z may be isomorphically mapped to a matrix Z ∈ RIt1×It2 with entries
Z(iµ)µ∈t1 ,(iµ)µ∈t2 := z(iµ)µ∈t .
Since the columns of Z are particular columns of the matricisation Mt1(v), whereas the
rows of Z are particular columns of the matricisationMt2(v), we have that z ∈ Ut1⊗Ut2 .
Since Ut was defined as the span of all columns of Mt(v), we conclude that
Ut ⊂ Ut1 ⊗ Ut2 .
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By the same arguments as in Remark 3.6, one can show that the set Hk is not a linear
space. Similar to the Tucker format, we can use the minimal subspaces to define the
hierarchical rank k of a tensor.
Definition 3.16 (hierarchical rank [30, Corollary 11.13]). Let TD be a dimension tree
and let v ∈ V with minimal subspaces Ut,min(v) ⊂
⊗
µ∈t Vµ for all t ∈ TD. The hierar-
chical rank of v is defined by k := (kt)t∈TD ∈ NTD0 with
kt := dim (Ut,min(v)) , t ∈ TD.
We can characterise the hierarchical rank by the rank of the matricisations of a tensor.
Lemma 3.17. The hierarchical rank k := (kt)t∈TD ∈ NTD0 of a tensor v ∈ V is given by
kt = rank (Mt(v)) , t ∈ TD.
Proof. Combine Lemma 2.16 and Definition 3.16.
For a given tensor v ∈ V, the minimal subspaces Ut,min(v), t ∈ TD, naturally form a
hierarchy of nested subspaces.
Lemma 3.18. Let TD be a dimension tree and let v ∈ V with minimal subspaces
Ut,min(v) ⊂
⊗
µ∈t Vµ for all t ∈ TD. Then
{Ut,min(v)}t∈TD
is a hierarchy of subspaces for V with respect to TD.
Proof. Corollary 2.18 applied to all t ∈ TD \ L(TD) with sons(t) = {t1, t2} shows that
Ut,min(v) ⊂ Ut1,min(v)⊗ Ut2,min(v).
Corollary 3.19. Let TD be a dimension tree and let v ∈ V with hierarchical rank
k = (kt)t∈TD ∈ NTD0 . Then
kt ≤ kt1kt2
holds for all t ∈ TD \ L(TD) with sons(t) = {t1, t2}.
Proof. Lemma 3.18 yields
kt = dim (Ut,min(v)) ≤ dim (Ut1,min(v)) dim (Ut2,min(v)) = kt1kt2 .
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Example 3.20. Let k = (1, . . . , 1) ∈ NTD0 . For a tensor v ∈ H(1,...,1), there needs to
exist a hierarchy of subspaces {Ut}t∈TD for V with respect to TD such that v ∈ UD and
dim(Ut) = 1 for all t ∈ TD. It is clear that H(1,...,1) ⊂ T(1,...,1) since we have dim(Uµ) = 1
for all µ = 1, . . . , d. Conversely, if v ∈ T(1,...,1), we may write v = v1 ⊗ . . . ⊗ vd with
vµ ∈ Vµ, 1 ≤ µ ≤ d. A natural hierarchy of subspaces is then given by the spaces
Ut := span{
⊗
µ∈t vµ} with dim(Ut) = 1 for all t ∈ TD . Hence, T(1,...,1) ⊂ H(1,...,1) and
thus H(1,...,1) = T(1,...,1) = C1.
In numerical applications, we need to describe the subspaces Ut ⊂ Vt :=
⊗
µ∈t Vµ
in terms of bases or at least by vectors spanning the subspaces Ut. Let {Ut}t∈TD be a
hierarchy of nested subspaces for V with respect to TD. Moreover, let ut,j ∈ Vt, j =
1, . . . , kt, be vectors with the property that
Ut = span{ut,1, . . . , ut,kt}, t ∈ TD.
Due to (3.3), we have
ut,j ∈ span{ut1,j1 ⊗ ut2,j2 : j1 = 1, . . . , kt1 , j2 = 1, . . . , kt2}, j = 1, . . . , kt,
for all t ∈ TD \ L(TD) with sons(t) = {t1, t2}. Therefore, there exist coefficients
(ct)j,j1,j2 ∈ R such that
ut,j =
kt1∑
j1=1
kt2∑
j2=1
(ct)j,j1,j2ut1,j1 ⊗ ut2,j2 , j = 1, . . . , kt. (3.4)
The coefficients may be interpreted as the entries
(Ct)(j,j1,j2) = (ct)j,j1,j2
of a tensor Ct ∈ Rkt×kt1×kt2 of order three. We call Ct a transfer tensor for t ∈ TD.
Note that (3.4) is a recursion. For all t ∈ TD \ L(TD) with sons(t) = {t1, t2}, the
vectors spanning Ut may be expressed by the vectors spanning Ut1 and Ut2 . In order to
represent a tensor v ∈ V in hierarchical format, we hence only need to store the vectors
uµ,jµ , jµ = 1, . . . , kµ, for the leaves t = {µ} ∈ L(TD) and the transfer tensors Ct for all
t ∈ TD \ L(TD).
In the model case Vµ = RIµ , the vectors uµ,jµ can be collected in matrices Uµ :=
[uµ,1, . . . , uµ,kµ ] ∈ RIµ×kµ which can be stored in a complexity of O(kµnµ) for all t =
{µ} ∈ L(TD). A transfer tensor Ct ∈ Rkt×kt1×kt2 for t ∈ TD \ L(TD) can be stored in its
full representation in O(ktkt1kt2). The overall complexity for storing a tensor represented
in hierarchical format with hierarchical representation rank k = (kt)t∈TD therefore sums
up to
Nstorage(Hk) :=
∑
t∈TD\L(TD)
sons(t)={t1,t2}
ktkt1kt2 +
d∑
µ=1
kµnµ. (3.5)
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In the special case nµ = n for all µ = 1, . . . , d and kt ≤ k for all t ∈ TD, the storage
complexity lies in
O ((d− 1)k3 + dnk) .
Note that the complexity grows only linearly in d. Provided that k remains small, this
allows for applications of large dimension d.
The evaluation of a single entry vi, i = (i1, . . . , id) ∈ I, of a given tensor v ∈ Hk
requires the computation of the recursive sum (3.4) for all t ∈ TD \L(TD) with sons(t) =
{t1, t2}. Since kt sums have to be calculated, this can be done inO(ktkt1kt2). In the leaves
t = {µ} ∈ L(TD), one only has to pick the correct entry (ut,j)iµ and no computations
are needed. The complexity for the computation of a single entry therefore sums up to
Nentry(Hk) :=
∑
t∈TD\L(TD)
sons(t)={t1,t2}
ktkt1kt2 .
The hierarchical format in some sense combines the advantages of the canonical and
the Tucker format. In terms of storage, we observe a linear dependence in the param-
eters d and n as in the canonical format. Moreover, the rank parameter k enters only
cubically and does not lead to an exponential complexity as in the Tucker format. As
a consequence of the strong link between the matricisations of a tensor and the hier-
archical format (cf. Lemma 3.15), the hierarchical rank can be computed by standard
linear algebra routines. In addition, a truncation procedures is available that truncates
a given tensor to a smaller hierarchical rank with an a-priori error bound. These ad-
vantages favour the usage of the hierarchical format in approximation problems of large
dimension d, see Section 4.3.
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Let d ∈ N and let Vµ, 1 ≤ µ ≤ d, be vector spaces over R with V := V1 ⊗ . . . ⊗ Vd. In
order to motivate this section, let us assume that we want to represent elements from
V on a computer and that we would like to perform arithmetic operations with them.
First, consider the following two observations:
1. If at least one of the vector spaces Vµ is infinite dimensional, not all tensors v ∈ V
can be represented by a finite number of parameters. Therefore, one needs to
choose a finite dimensional subspace U ⊂ V in which all elements possess a finite
representation.
2. Assume that all Vµ are finite dimensional with nµ := dim(Vµ), 1 ≤ µ ≤ d. Then V
is of dimension
∏d
µ=1 nµ. This means that for large d not all tensors v ∈ V can be
represented exactly on a computer even if we assumed an exact representation for
all real numbers (which is not feasible). In order to perform arithmetic operations,
one needs to choose a subset U ⊂ V in which all tensors can be represented on a
computer.
It is clear that both observations lead to approximation problems which are of different
nature. The first problem is concerned with the approximability of infinite dimensional
tensor spaces by finite dimensional ones. This question is studied in the very general
framework of Banach tensor spaces in [20]. Here, we will only discuss the second problem
in which all vector spaces Vµ are assumed to be finite dimensional. In order to study
approximations of elements of the vector space V, we require V to be equipped with a
norm. Once a norm is defined, we can introduce the concept of best approximations.
Definition 4.1 (best approximation). Let (V, ‖·‖) be a normed vector space and let
∅ 6= U ⊆ V. An element ubest ∈ U is called a best approximation of v ∈ V (with respect
to U) if
‖v − ubest‖ ≤ ‖v − u‖ for all u ∈ U .
In the finite dimensional case, the existence of a best approximation is ensured by the
following lemma whenever the set U ⊆ V is closed.
Lemma 4.2. Let (V, ‖·‖) be a finite dimensional normed vector space and let ∅ 6= U ⊆ V
be closed. Then for all v ∈ V there exists a best approximation ubest ∈ U .
Proof. Following the proof of [17, Satz 2.1.8], let v ∈ V and u0 ∈ U . Since V is finite
dimensional, the closed ball B(v, ‖v − u0‖) := {u ∈ V : ‖v − u‖ ≤ ‖v − u0‖} is compact.
Since U is closed, the intersection U ∩B(v, ‖v − u0‖) is non-empty and compact. By the
extreme value theorem it hence follows that there exists a best approximation ubest ∈
U ∩B(v, ‖v − u0‖) ⊂ U of v because the norm ‖·‖ : V → R is a continuous mapping.
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If the vector space V is finite dimensional, it is isomorphic to the vector space RI ,
where I := I1 × . . . × Id and Iµ are index sets with nµ := #Iµ = dim(Vµ), 1 ≤ µ ≤ d.
Therefore, we will only study approximation problems in RI . Two typical norms on RI
are defined next.
Definition 4.3 (norms). Let v = (vi)i∈I ∈ RI . The Euclidean norm of v is defined by
‖v‖2 :=
(∑
i∈I
v2i
)1/2
.
Sometimes we will also need the maximum norm
‖v‖∞ := max
i∈I
|vi| .
If no subscript is given, we identify ‖·‖ with ‖·‖2. The importance of the Euclidean
norm stems from the fact that it can be associated with a scalar product on RI .
Definition 4.4 (scalar product). Let u, v ∈ RI . The scalar product of u and v is defined
by
〈u, v〉 :=
∑
i∈I
uivi,
and hence ‖v‖22 = 〈v, v〉.
Due to the large dimension of RI for large d, we are forced to perform arithmetic
operations within a subset of RI . In order to allow for structured operations, these sub-
sets are typically chosen to be one of the tensor representations introduced in Sections
3.2, 3.3, and 3.4. All of these tensor formats are characterised by certain rank param-
eters which guarantee a data-sparse representation of all tensors in the specific format.
A major challenge in the development of algorithms is to maintain the data-sparsity
throughout a series of standard arithmetic operations. Typically, already the addition
of two tensors with similar rank parameters yields a tensor with doubled representation
ranks. Therefore, the crucial step in most algorithms is the efficient approximation of
tensors by reduced representation parameters, the so-called truncation.
For X ∈ {Cr,Tk,Hk}, we want to consider the following two problems:
Problem 4.5. Let v ∈ RI .
(a) Given an accuracy ε > 0, find a tensor u ∈ X with minimal Nstorage(X ) such that
‖v − u‖ ≤ ε.
(b) Given a fixed format X , find a tensor u ∈ X which minimises the error ε := ‖v − u‖.
Of course, the solvability of these two problems strongly depends on the tensor repre-
sentation that we consider. Therefore, we will discuss the two approximation problems
for each of the three formats separately.
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4.1. Approximation to Cr
For the canonical format, the two approximation problems from Problem 4.5 can be
formulated as follows.
Problem 4.6. Let v ∈ RI be given.
(a) Given ε > 0, find a tensor u ∈ Cr with minimal r ∈ N0 such that ‖v − u‖ ≤ ε.
(b) Given r ∈ N, find a tensor u ∈ Cr that minimises the error ε := ‖v − u‖.
Lemma 4.7 ([30, Remark 9.1]). Problem 4.6(a) has a solution.
Proof. Since RI is finite dimensional, there exists s ∈ N0 such that v ∈ Cs. Therefore
the set
{r ∈ N0 : there exists u ∈ Cr s.t. ‖v − u‖ ≤ ε} ⊂ N0
is non-empty. Since the minimum over a non-empty subset of N0 always exists, Problem
4.6(a) has a solution.
Before we analyse the solvability of Problem 4.6(b) in its full generality, we mention
two important special cases. First, let d = 2, i.e. V = RI1⊗RI2 such that V is isomorphic
to the space of I1 × I2 matrices. An interesting subset of I1 × I2 matrices is the set of
matrices with a given rank bound.
Lemma 4.8 ([5, Lemma 1]). Let r ∈ N0. The set
{M ∈ RI1×I2 : rank(M) ≤ r}
is closed.
Corollary 4.9. Let d = 2. Then the set Cr is closed for all r ∈ N0.
As a direct consequence, Problem 4.6(b) has a solution if d = 2 and r ∈ N0. A
practical computation of a best approximation can be realised by the singular value
decomposition.
Lemma 4.10. Let v ∈ RI1 ⊗ RI2 and let
v =
k∑
j=1
σju1,j ⊗ u2,j, k := min{#I1,#I2},
be a singular value decomposition of v with orthonormal vectors uµ,j ∈ RIµ, j = 1, . . . , k,
µ = 1, 2, and singular values
σ1 ≥ . . . ≥ σk ≥ 0.
Then for given r ∈ N0, r ≤ k, a best approximation of v in Cr is given by
vbest =
r∑
j=1
σju1,j ⊗ u2,j.
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Proof. [28, Folgerung C.2.4]
The second important special case is the set of tensors with maximum rank 1.
Lemma 4.11 ([17, Korollar 2.3.6]). The set C1 is closed for all d ∈ N.
As a consequence, Problem 4.6(b) has a solution if r = 1 and d ∈ N. Since T(1,...,1) =
C1 (cf. Example 3.9), the preceding lemma also follows from Lemma 4.20. The next
statement based on the following lemma will be a negative one. The example given in
the proof can be found in [14].
Lemma 4.12 ([30, Lemma 9.11]). Let d ≥ 3. Then the set C2 is not closed.
Proof. Let d = 3 and let aµ, bµ ∈ RIµ be linearly independent vectors for 1 ≤ µ ≤ 3.
Define
v := a1 ⊗ a2 ⊗ b3 + a1 ⊗ b2 ⊗ a3 + b1 ⊗ a2 ⊗ a3.
It is clear that rank(v) ≤ 3 and in [14] it is shown that indeed rank(v) = 3. For n ∈ N
define
v(n) := (a1 + nb1)⊗
(
1
na2 + b2
)⊗ b3 + b1 ⊗ b2 ⊗ (a3 − nb3).
It can be shown that rank(v(n)) = 2, cf. [14]. Moreover, we have
v − v(n) = − 1na1 ⊗ a2 ⊗ b3, i.e. limn→∞ v
(n) = v.
in any norm topology. Therefore
rank
(
lim
n→∞
v(n)
)
= rank(v) = 3 > 2 = rank(v(n))
which means that the set C2 is not closed. We can embed the tensor space of order 3
into tensor spaces of higher order which shows that C2 is not closed for all d ≥ 3.
Since C2 is not closed, Problem 4.6(b), in general, does not have a solution. The
generalisation to arbitrary r ≥ 2 can be found in [14] and is stated in the following
theorem.
Theorem 4.13 ([14, Theorem 4.10]). Let d ≥ 3 and r ≥ 2. Then, in general, Problem
4.6(b) does not have a solution.
The non-closedness of Cr for d ≥ 3 and r ≥ 2 has led to the definition of border rank,
cf. [6].
Definition 4.14 (border rank). Let v ∈ RI . The border rank of v is defined by
rank(v) := min{r ∈ N0 : v ∈ Cr}.
In the example from Lemma 4.12 we have v ∈ C2 and therefore rank(v) ≤ 2. Since
a tensor with border rank r ∈ N0 can be approximated arbitrarily well by a tensor of
rank r we might have found an adequate modification of Problem 4.6(b) by taking the
closure of Cr. But there is a problem that is concerned with stability.
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Lemma 4.15 ([19, Corollary 4.3]). Let d ≥ 3 and r ≥ 2. Moreover, let {v(n)}n∈N ⊂ Cr be
a sequence with limn→∞ v
(n) = v ∈ RI, where v(n) :=∑rj=1⊗dµ=1 v(n)µ,j . If rank(v) > r,
then there exists j ∈ {1, . . . , r} such that the sequence {v(n)j }n∈N is unbounded, where
v
(n)
j :=
⊗d
µ=1 v
(n)
µ,j .
This is exactly what happens in the example from Lemma 4.12. The norm of the sum
‖v(n)‖ = ‖v(n)1 + v(n)2 ‖ remains bounded, whereas for the norms of the individual terms
we have ‖v(n)1 ‖, ‖v(n)2 ‖ > Cn. This phenomenon leads to severe cancellation effects when
one tries to determine a best approximation numerically. One way to overcome this
problem is to bound the norms of the terms vj =
⊗d
µ=1 vµ,j .
Lemma 4.16 ([17, Lemma 2.3.4]). Let r ∈ N0 and c > 0. The set
Ccr :=

r∑
j=1
vj : vj ∈ C1(RI), ‖vj‖ ≤ c, j = 1, . . . , k
 ⊂ Cr(RI)
is closed.
Corollary 4.17. Let v ∈ RI. The following problem has a solution: Given r ∈ N and
c > 0, find a tensor u ∈ Ccr that minimises the error ε := ‖v − u‖.
In practical computations, the boundedness of the norms of the terms vj can be
ensured by a penalty strategy which can be formulated in the framework of a constraint
optimisation problem. In [17], this optimisation problem is solved by a modified Newton
method which for a given tensor in the canonical format finds an approximation of
reduced representation rank. As a drawback, there exist local minima which are no
global minima and hence different initial values may lead to different local minima.
One of the most frequently used algorithms to compute approximations in the canoni-
cal format is the so-called alternating least squares (ALS) approach (cf. [30, Sec. 9.5.2]).
The key idea behind this algorithm is the following. Assume that for a given tensor
v ∈ RI we have found some approximation v˜ = ∑rj=1⊗dµ=1 uµ,j ∈ Cr. In order to
improve the approximation, we may fix ν ∈ {1, . . . , d} and try to minimise the error
‖v − v˜‖2 =
∥∥∥∥∥∥v −
r∑
j=1
d⊗
µ=1
uµ,j
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥v −
r∑
j=1
uν,j ⊗ u[ν],j
∥∥∥∥∥∥
2
(4.1)
with respect to the values uν,j , where u[ν],j :=
⊗
µ∈[ν] uµ,j, [ν] := {1, . . . , d}\{ν}, remains
fixed. Since the values uν,j enter only linearly within the norm, this is a usual linear
least squares problem. If the u[ν],j, j = 1, . . . , r, are linearly independent, a minimiser
may be found by the solution of the associated normal equations. To this end, let
I[ν] := ×µ∈[ν] Iµ and define yiν := (v(iν ,i[ν]))i[ν]∈I[ν] ∈ RI[ν] for all iν ∈ Iν . The normal
equations read
Mxiν = biν , iν ∈ Iν , (4.2)
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where M ∈ Rr×r is defined by
Mj,ℓ =
〈
u[ν],j, u[ν],ℓ
〉
, j = 1, . . . , r, ℓ = 1, . . . , r,
and biν , xiν ∈ Rr are given by
(biν )j =
〈
u[ν],j, yiν
〉
, (xiν )j = (uν,j)iν , j = 1, . . . , r.
Clearly, each time (4.2) is solved, the approximation v˜ cannot get worse and typically
the approximation error decreases. One now alternates through all possible directions
ν ∈ {1, . . . , d} improving only the values uν,j at a time. We have summarised the
algorithm in Algorithm 3.
Algorithm 3 Alternating Least Squares
1: Given: a tensor v ∈ RI and an approximation v˜ =∑rj=1⊗dµ=1 uµ,j ∈ Cr
2: for ℓ = 1, 2, . . . do
3: for ν = 1, . . . , d do
4: minimise the error ‖v − v˜‖2 with respect to the values uν,j for all j = 1, . . . , r
by solving (4.2) and update v˜
5: end for
6: end for
7: Returnvalue: an improved approximation v˜ ∈ Cr
A nice property of Algorithm 3 is that it is fairly simple to implement and that the
solution of system (4.2) is relatively cheap. However, there are similar drawbacks to the
Newton approach which we mention in the following:
1. The minimisation problem (4.1) possesses local minima that are no global minima.
Therefore, the algorithm can get stuck in a local minimum.
2. It is not clear how the initial approximation v˜ should be chosen. Different initial
values may lead to different local minima.
3. The algorithm converges relatively slowly depending on the initial value.
Despite of these problems, the ALS algorithm is widely used in practice. The computa-
tional load is dominated by the calculation of the vectors biν . The cost for the evaluation
of one entry of biν may be bounded by the cost for a scalar product between the tensor
v and an elementary tensor. To verify this, let eiν ∈ RIν be given by (eiν )iµ = δiν ,iµ and
define w ∈ RI by
w :=
d⊗
µ=1
wµ, wµ :=
{
uj,µ, µ 6= ν,
eiν , µ = ν.
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Now it is easy to see that
(biν )j =
〈
u[ν],j, yiν
〉
=
∑
(iµ)µ∈[ν]∈I[ν]
v(i1,...,id)
d∏
µ=1,µ6=ν
(uµ,j)iµ
=
∑
(iµ)µ∈{1,...,d}∈I
v(i1,...,id)
d∏
µ=1
(wµ)iµ = 〈w, v〉 .
Hence, the overall computational cost for the ALS algorithm strongly depends on the
cost for evaluating scalar products with the given tensor v ∈ RI . If e.g. v ∈ CR for some
R > r, the cost for a scalar product of v with an elementary tensor lies inO(dR∑dµ=1 nµ).
For fixed ν ∈ {1, . . . , d}, all entries (biν )j can hence be calculated in O(dRrnν
∑d
µ=1 nµ).
A full ALS cycle with ν = 1, . . . , d therefore requires O(dRr(∑dµ=1 nµ)2) operations. If
v ∈ RI is only given in its full representation, the computational load scales exponentially
in d.
4.2. Approximation to Tk
For the Tucker format, the two approximation problems from Problem 4.5 can be for-
mulated as follows.
Problem 4.18. Let v ∈ RI be given.
(a) Given ε > 0, find a tensor u ∈ Tk with minimal Nstorage(Tk) such that ‖v − u‖ ≤ ε.
(b) Given k ∈ Nd0, find a tensor u ∈ Tk that minimises the error ε := ‖v − u‖.
Lemma 4.19. Problem 4.18(a) has a solution.
Proof. Since RI is finite dimensional, there exists k ∈ Nd0 such that v ∈ Tk. Therefore
the set
{Nstorage(Tk) ∈ N0 : there exists u ∈ Tk s.t. ‖v − u‖ ≤ ε} ⊂ N0
is non-empty. Since the minimum over a non-empty subset of N0 always exists, Problem
4.18(a) has a solution.
In order to verify the solvability of Problem 4.18(b), note the following lemma.
Lemma 4.20. Let k = (k1, . . . , kd) ∈ Nd0. The set Tk ⊂ RI is closed.
Proof. Let {v(n)}n∈N ⊂ Tk be a sequence with limn→∞ v(n) = v ∈ RI . Due to Lemma
3.5, we have rank(Mµ(v(n))) ≤ kµ, 1 ≤ µ ≤ d, for all n ∈ N. Since limn→∞Mµ(v(n)) =
Mµ(v) for all 1 ≤ µ ≤ d, it follows from Lemma 4.8 that rank(Mµ(v)) ≤ kµ, 1 ≤ µ ≤ d.
Hence, v ∈ Tk.
Corollary 4.21. Problem 4.18(b) has a solution.
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In [15, 45], it was shown that Problem 4.18(b) can be formulated as a constraint
optimisation problem on a product Grassmann manifold. The optimisation problem may
then be solved by local minimisation methods like Newton or quasi-Newton approaches.
As a drawback, local minima exist that are no global minima and hence different initial
guesses may lead to different local minima.
In numerical applications, however, it is mostly sufficient to determine an almost best
approximation, i.e. an approximation of the best approximation which only differs from
it by a multiplicative constant. A useful tool to determine an almost best approximation
is the so-called higher order singular value decomposition (HOSVD) introduced in [13].
Definition 4.22 (HOSVD basis [30, Definition 8.22]). Let v ∈ RI with minimal sub-
spaces Uµ,min(v) ⊂ RIµ of dimension kµ := dim (Uµ,min(v)) for µ ∈ {1, . . . , d}. A basis
{uµ,1, . . . , uµ,kµ} of Uµ,min(v) is called an HOSVD basis (for µ) if it is orthonormal and
if the singular value decomposition
Mµ(v) =
kµ∑
j=1
σµ,juµ,j ⊗ u[µ],j
with orthonormal vectors
u[µ],j ∈ RI[µ], 1 ≤ j ≤ kµ, I[µ] := ×
ν∈{1,...,d}\{µ}
Iν,
and singular values
σµ,1 ≥ . . . ≥ σµ,kµ > 0
holds.
The HOSVD bases can be used to define an orthogonal projection that truncates a
tensor to a smaller Tucker rank.
Definition 4.23 (HOSVD projection [30, Lemma 10.1]). Let v ∈ RI with Tucker rank
r = (r1, . . . , rd) ∈ Nd. Moreover, let {uµ,j : j = 1, . . . , rµ} be an HOSVD basis of
Uµ,min(v) for all 1 ≤ µ ≤ d. Then for given kµ ≤ rµ, 1 ≤ µ ≤ d, we define an orthogonal
projection
πµ,kµ : R
Iµ → Uµ := span{uµ,j : j = 1, . . . , kµ}
by
πµ,kµ(vµ) := UµU
⊤
µ vµ, vµ ∈ RIµ ,
where Uµ := [uµ,1, . . . , uµ,kµ ] ∈ RIµ×kµ . The HOSVD projection is then defined by
πk :=
d⊗
µ=1
πµ,kµ : R
I →
d⊗
µ=1
Uµ
where k := (k1, . . . , kd).
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Note that for given v ∈ RI we have πk(v) ∈ Tk. The HOSVD projection yields an
almost best approximation.
Theorem 4.24 ([13, Property 10]). Let v ∈ RI with Tucker rank r = (r1, . . . , rd) ∈ Nd.
Given k = (k1, . . . , kd) ∈ Nd, let vbest be the best approximation of v in Tk, i.e. vbest :=
argminw∈Tk ‖v − w‖2. Then the error of the HOSVD projection is bounded by
‖v − πk(v)‖2 ≤
√√√√ d∑
µ=1
rµ∑
j=kµ+1
σ2µ,j ≤
√
d ‖v − vbest‖2 ,
where the σµ,j are the singular values defined in Definition 4.22.
The consequences of the preceding theorem are two-fold. Firstly, we may employ the
HOSVD projection to truncate a given tensor to a fixed Tucker rank k which yields
an approximation of the best approximation in the sense of Problem 4.18(b) up to a
factor of
√
d. Secondly, we may fix an accuracy ε > 0 and determine the Tucker rank
k adaptively in order to guarantee ‖v − πk(v)‖2 ≤ ε. It is easy to see that this can
be achieved by requiring that
∑rµ
j=kµ+1
σ2µ,j ≤ ε2/d for all µ = 1, . . . , d. Although it
is not the solution to Problem 4.18(a), the rank-adaptive setting yields a quasi-optimal
result in terms of the required storage. This allows for approximate algorithms in Tucker
format with a given target accuracy such that the storage requirements remain close to
their theoretical optimum.
The main advantage of the HOSVD projection is that it can be calculated by standard
linear algebra routines. The required complexity for the truncation strongly depends on
the given input format. If we assume that the given input tensor is represented in
Tucker format, we are in general required to process its core tensor in some way. Since
the complexity for the storage of the core tensor scales exponentially in the dimension d,
applications with large d quickly become intractable. Therefore, the usage of the Tucker
format in approximate algorithms is limited to moderate-dimensional problems.
4.3. Approximation to Hk
Throughout this section, let TD be a fixed dimension tree with D := {1, . . . , d}. For the
hierarchical format, the two approximation problems from Problem 4.5 can be formulated
as follows.
Problem 4.25. Let v ∈ RI be given.
(a) Let ε > 0, find a tensor u ∈ Hk with minimal Nstorage(Hk) such that ‖v − u‖ ≤ ε.
(b) Given k ∈ NTD0 , find a tensor u ∈ Hk that minimises the error ε := ‖v − u‖.
Lemma 4.26. Problem 4.25(a) has a solution.
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Proof. Since RI is finite dimensional, there exists k ∈ NTD0 such that v ∈ Hk. Therefore
the set
{Nstorage(Hk) ∈ N0 : there exists u ∈ Hk s.t. ‖v − u‖ ≤ ε} ⊂ N0
is non-empty. Since the minimum over a non-empty subset of N0 always exists, Problem
4.25(a) has a solution.
In order to verify the solvability of Problem 4.25(b), note the following lemma.
Lemma 4.27. Let k = (kt)t∈TD ∈ NTD0 . The set Hk ⊂ RI is closed.
Proof. Let {v(n)}n∈N ⊂ Hk be a sequence with limn→∞ v(n) = v ∈ RI . Due to Lemma
3.15, we have rank(Mt(v(n))) ≤ kt, t ∈ TD, for all n ∈ N. Since limn→∞Mt(v(n)) =
Mt(v) for all t ∈ TD, it follows from Lemma 4.8 that rank(Mt(v)) ≤ kt, t ∈ TD. Hence,
v ∈ Hk.
Corollary 4.28. Problem 4.25(b) has a solution.
In Definition 4.22 we have defined the HOSVD basis for singletons {µ} ⊂ D. We now
want to generalise this definition for arbitrary subsets t ⊂ D.
Definition 4.29 (generalised HOSVD basis [30, Remark 11.35]). Let t ⊂ D and let
v ∈ RI with its minimal subspace Ut,min(v) ⊂ RIt, It := ×µ∈t Iµ, of dimension kt :=
dim (Ut,min(v)). A basis {ut,1, . . . , ut,kt} of Ut,min(v) is called a (generalised) HOSVD
basis (for t) if it is orthonormal and if the singular value decomposition
Mt(v) =
kt∑
j=1
σt,jut,j ⊗ u[t],j
with orthonormal vectors
u[t],j ∈ RI[t], 1 ≤ j ≤ kt, I[t] := ×
µ∈D\t
Iµ,
and singular values
σt,1 ≥ . . . ≥ σt,kt > 0
holds.
In analogy to the Tucker format, the generalised HOSVD bases can be used to define
orthogonal projections. Let t ⊂ D and v ∈ RI with its minimal subspace Ut,min(v) ⊂ RIt
of dimension rt := dim(Ut,min(v)) and let {ut,1, . . . , ut,rt} be a (generalised) HOSVD basis
of Ut,min(v). In the same way as in Definition 4.23, for given kt ≤ rt we can define an
orthogonal projection
πˆt,kt : R
It → Ut := span{ut,j : j = 1, . . . , kt} (4.3)
by
πˆt,kt(vt) := UtU
⊤
t vt, vt ∈ RIt,
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where Ut := [ut,1, . . . , ut,kt ] ∈ RIt×kt . The projection πˆt,kt can be extended to a projec-
tion πt,kt on the whole tensor space R
I which is defined by
πt,kt := πˆt,kt ⊗ id[t] : RI → Ut ⊗ RI[t],
where id[t] is the identity on R
I[t] and I[t] := ×µ∈D\t Iµ. Before we can define the
HOSVD projection based on the orthogonal projections πt,kt , it is important to note the
following two lemmata.
Lemma 4.30 ([30, Remark 11.57]). Let s, t ⊂ D. If s ∩ t = ∅, the projections πt,kt and
πs,ks commute, i.e. πt,ktπs,ks = πs,ksπt,kt.
Proof. Let s ∩ t = ∅ and define q := D \ (s ∪ t). Then
πt,ktπs,ks = (πˆt,kt ⊗ id[t])(πˆs,ks ⊗ id[s]) = (πˆt,kt ⊗ ids⊗ idq)(πˆs,ks ⊗ idt⊗ idq)
= πˆt,kt ⊗ πˆs,ks ⊗ idq = πˆs,ks ⊗ πˆt,kt ⊗ idq
= (πˆs,ks ⊗ idt⊗ idq)(πt,kt ⊗ ids⊗ idq) = (πˆs,ks ⊗ id[s])(πˆt,kt ⊗ id[t])
= πs,ksπt,kt .
As a consequence of the preceding lemma, the projections πt,kt commute for all t ∈ T ℓD
(cf. Definition 3.10) on a given level ℓ ∈ {1, . . . ,depth(TD)}. To analyse the relation of
the projections among different levels of TD, we state the following lemma.
Lemma 4.31 ([30, Remark 11.57]). Let v ∈ RI with hierarchical rank r = (rt)t∈TD ∈
NTD . For t ∈ TD \ L(TD) with sons(t) = {t1, t2}, let vt ∈ Ut,min(v). Then for the
orthogonal projections from (4.3) there holds
(πˆt1,kt1 ⊗ πˆt2,kt2 )πˆt,kt(vt) ∈ Ut1 ⊗ Ut2 ,
but in general
πˆt,kt(πˆt1,kt1 ⊗ πˆt2,kt2 )(vt) /∈ Ut1 ⊗ Ut2 .
Proof. From (3.4), we have the recursive relation
ut,j =
rt1∑
j1=1
rt2∑
j2=1
(Ct)j,j1,j2ut1,j1 ⊗ ut2,j2 , j = 1, . . . , rt. (4.4)
For the modified vectors
u˜t,j :=
kt1∑
j1=1
kt2∑
j2=1
(Ct)j,j1,j2ut1,j1 ⊗ ut2,j2 , j = 1, . . . , rt,
there holds
(πˆt1,kt1 ⊗ πˆt2,kt2 )(ut,j) = u˜t,j, j = 1, . . . , rt.
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Since πˆt,kt(vt) ∈ Ut = span{ut,j : 1 ≤ j ≤ kt}, it follows that
(πˆt1,kt1 ⊗ πˆt2,kt2 )πˆt,kt(vt) ∈ U˜t := span{u˜t,j : 1 ≤ j ≤ kt} ⊂ Ut1 ⊗ Ut2 .
Conversily, we know that (πˆt1,kt1 ⊗ πˆt2,kt2 )(vt) ∈ Ut1 ⊗ Ut2 . Now in general, we can find
ut,j ∈ Ut such that ut,j /∈ Ut1 ⊗ Ut2 since the sums in (4.4) run over rt1 ≥ kt1 (and
rt2 ≥ kt2) terms. Hence, in general
πˆt,kt(πˆt1,kt1 ⊗ πˆt2,kt2 )(vt) /∈ Ut1 ⊗ Ut2 .
An explicit counterexample for the second statement of the last lemma can also be
found in [24, Example 20]. We conclude that the projections πt,kt and πs,ks for s, t ⊂ D
do not necessarily commute whenever s ∩ t 6= ∅. Moreover, the nestedness property
(3.3) can only be ensured if the projections are performed from the root to the leaves of
the dimension tree TD. Therefore, the hierarchical HOSVD projection is defined in the
following way.
Definition 4.32 (hierarchical HOSVD projection). Let TD be a dimension tree with
p := depth(TD) and let v ∈ RI with hierarchical rank r = (rt)t∈TD ∈ NTD . Then for
given kt ≤ rt, t ∈ TD, we define the hierarchical HOSVD projection by
πk :=
∏
t∈T pD
πt,kt · · ·
∏
t∈T 1D
πt,kt
where k := (kt)t∈TD .
The hierarchical HOSVD projection has been introduced in [31] and has been further
analysed in [24]. From the proof of Lemma 4.31, one can see directly that for given
v ∈ RI we have πk(v) ∈ Hk. The hierarchical HOSVD projection yields an almost best
approximation.
Theorem 4.33 ([24, Theorem 17]). Let v ∈ RI with hierarchical rank r = (rt)t∈TD ∈
NTD . For given k = (kt)t∈TD ∈ NTD let vbest be the best approximation of v in Hk, i.e.
vbest := argminw∈Hk ‖v − w‖2. Then the error of the hierarchical HOSVD projection is
bounded by
‖v − πk(v)‖2 ≤
√√√√∑
t∈TD
rt∑
j=kt+1
σ2t,j ≤
√
2d− 2 ‖v − vbest‖2
where the σt,j are the singular values defined in Definition 4.29.
Remark 4.34 ([24, Remark 18]). The estimate given in the previous theorem can be
refined if one combines the projections for the two sons of the root D of TD to a single
projection via the singular value decomposition. The error for the combined projection
is then as large as any of the two errors in the sons. Therefore, the error estimate can
be improved to
‖v − πk(v)‖2 ≤
√
2d− 3 ‖v − vbest‖2 .
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An analogous estimate has been derived for the TT-format in [40]. Note that the
result of Remark 4.34 coincides with the estimate for the singular value decomposition
for d = 2 and with the estimate for the Tucker format stated in Theorem 4.24 for d = 3.
As for the Tucker format, the consequences of Remark 4.34 are two-fold. Firstly, one can
truncate a given tensor to a fixed hierarchical rank k which yields an approximation of
the best approximation in Hk up to a factor of
√
2d− 3. Secondly, we may prescribe an
accuracy ε > 0 and determine the hierarchical rank k adaptively in order to guarantee
‖v − πk(v)‖2 ≤ ε. This can be achieved by requiring
∑rt
j=kt+1
σ2t,j ≤ ε2/(2d − 2) for all
t ∈ TD \ {D} since #(TD \ {D}) = 2d− 2.
As in the Tucker format, the hierarchical HOSVD projection can be computed by stan-
dard linear algebra tools. For the details, we refer the reader to [24]. The complexity for
the projection strongly depends on the given input format. A particularly advantageous
setting arises if the given input tensor is already given in hierarchical format.
Lemma 4.35. Let k = (kt)t∈TD ∈ NTD and let v ∈ Hk. Moreover, let v be represented
by transfer tensors Ct ∈ Rkt×kt1×kt2 for all t ∈ TD \ L(TD) with sons(t) = {t1, t2} and
matrices Uµ ∈ RIµ×kµ for all µ = 1, . . . , d. Then a hierarchical HOSVD projection of v
can be computed in a complexity of
O
 d∑
µ=1
nµk
2
µ +
∑
t∈TD\L(TD)
sons(t)={t1,t2}
k2t kt1kt2 + ktk
2
t1kt2 + ktkt1k
2
t2
 .
Proof. [24, Lemma 34] and [24, Remark 31]
In the special case nµ = n for all µ = 1, . . . , d and kt ≤ k for all t ∈ TD, the complexity
for the hierarchical HOSVD projection lies in
O (dnk2 + dk4) .
Note that this is only one factor k more than the storage requirement for the hierarchical
format from (3.5). Due to the linear dependence in d, the truncation procedure can be
applied even in high dimensions.
4.4. Black Box Approximation to Hk
In many applications, a tensor A ∈ RI is not already given in a data-sparse represen-
tation and one only knows how to evaluate an entry Ai for a given index i ∈ I. For
example, this setting arises when the tensor A is given by the values of some function
f : [0, 1]d → R on a tensor grid, i.e.
A(i1,...,id) := f(ξ1,i1 , . . . , ξd,id), ξµ,iµ ∈ [0, 1], µ = 1, . . . , d.
This entails the following question: can we find an accurate approximation of A in a
data-sparse representation without calculating all entries of A? In general, this is of
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course not possible. As a counterexample, we might consider a tensor which possesses
only zero entries except for one arbitrary non-zero entry. It is in general impossible
to find this entry without inspecting all entries of A. Therefore, any general black box
method for the construction of data-sparse tensor representations that does not take into
account all tensor entries needs to remain heuristic. Nevertheless, black box methods
have been studied in the literature and recent experimental results are quite encouraging
for a wide range of examples.
For the canonical format Cr, a black box algorithm has been investigated in [18]
which is inspired by ideas from cross approximation techniques for matrices (cf. [8]) and
which makes use of local optimisation methods. For the TT-format (cf. Example 3.12),
a black box algorithm has been introduced in [41] which uses ideas from [22] for the
approximation of the matricisations of a tensor. The approximation algorithm from [41]
is restricted to the linear TT-tree (cf. Figure 3.1) and requires an initial guess of the
hierarchical rank of the output tensor. Here, we recall the results of [2] where we have
introduced a rank-adaptive scheme for the accurate approximation of tensors in Hk for
general dimension trees.
In the following, we assume that there exists an approximation of A in Hk which is
unknown to us and which we would like to reconstruct. In Lemma 3.15, we have seen
that a tensor A ∈ Hk is characterised by a rank bound on the matricisations of A. It is
hence a natural idea to try to approximate the matricisations of A by low rank matrices.
For the rest of this section, we use the following notations.
Notation 4.36. Let TD be a dimension tree and let t ∈ TD. The matricisation of a
tensor A ∈ RI with respect to t is abbreviated by A(t) := Mt(A). Moreover, for all
index sets t ∈ TD we define their complement by [t] := D\ t and introduce the index sets
It :=×
µ∈t
Iµ, I[t] :=×
µ∈[t]
Iµ.
Approximation of Matricisations
Let TD be a dimension tree and let t ∈ TD. The approximation of a matrix M ∈ RIt×I[t]
by the outer product of particular rows and columns of M has been analysed in [22].
The main theorem is as follows.
Theorem 4.37 ([22, Corollary 3.1]). Let M ∈ RIt×I[t]. If there exists a matrix R ∈
RIt×I[t] with the property
‖M −R‖2 ≤ ε, rank(R) ≤ k,
then there exist a subset Pt ⊂ It of row indices and a subset Qt ⊂ I[t] of column indices
with #Pt = #Qt = k and a matrix S ∈ RPt×Qt such that
M˜ :=M |It×Qt · S−1 ·M |Pt×I[t] (4.5)
approximates M with an error of∥∥∥M − M˜∥∥∥
2
≤ ε
(
1 + 2
√
k
(√
#It +
√
#I[t]
))
.
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The content of the preceding theorem is visualised in Figure 4.1.
1 3 6
2
4
7
1 3 6
2
4
7
≈
Figure 4.1.: Low rank approximation of a matrix by outer products of rows and columns
A practical construction which is based on successive rank one approximations has
been introduced in [3]. The idea is to construct rank one approximations of the remain-
der. For initial pivot elements p1 ∈ It, q1 ∈ I[t], one defines
X1t := A
(t)
∣∣
It×{q1}
1
A
(t)
p1,q1
A(t)
∣∣
{p1}×I[t]
.
For a given approximation Xj−1t and pivots p1, . . . ,pj ∈ It, q1, . . . , qj ∈ I[t], the next
approximation Xjt is defined by
Xjt := X
j−1
t +
(
A(t) −Xj−1t
) ∣∣∣
It×{qj}
1(
A(t) −Xj−1t
)
pj ,qj
(
A(t) −Xj−1t
) ∣∣∣
{pj}×I[t]
(4.6)
for all j = 2, . . . , k. The final approximation is then given by A˜(t) := Xkt . Using the
notation of Theorem 4.37, we have that
S = A(t)
∣∣
Pt×Qt
, Pt := {p1, . . . ,pk}, Qt := {q1, . . . , qk}.
We can use this scheme to approximate the matricisations of A if we take into account
the following considerations:
1. The column and row vectors can only be formed explicitely when the index sets
It and I[t] are small. This is only true if t and [t] are leaves of the tree TD.
Nevertheless, one can compute entries of the remainder (A(t) − Xj−1t ) for any
given row and column index by (4.5).
2. The pivot elements are best chosen such that S has maximal volume. Since this is
in general practically impossible, one chooses the pivot indices pj, qj such that the
remainder
∣∣(A(t) −Xj−1t )pj ,qj ∣∣ is maximised over the whole matrix (full pivoting),
or over a column/row (partial pivoting). Since we are not allowed to search for
pivots in complete row/columns, we use a maximisation over crosses as it was
introduced in [18].
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3. Since the subspaces spanned by the columns of the matricisations of A˜ should
satisfy the nestedness property (3.3), the approximations of the matricisations are
not completely independent. Therefore, we have to restrict the choice of pivot
elements.
Choice of Pivot Elements
To fulfil the nestedness property (3.3), we have to restrict the choice of pivot elements.
Let f ∈ TD \ L(TD) with sons(f) = {s, t} and let Qf ⊂ I[f ] be known column pivots for
the father f of t. Then we seek pivots (pj, qj) for t such that
pj ∈ Pt ⊂ It, qj ∈ Qt ⊂ Is ×Qf ⊂ I[t]. (4.7)
In each step of the incremental construction (4.6) we aim at finding
(pj, qj) := argmaxpj∈It, qj∈Is×Qf
∣∣∣(A(t) −Xj−1t )pj ,qj ∣∣∣ .
This is done by a simple greedy search in the entries of the remainder (similar to Algo-
rithm 2 in [18]) starting at an appropriate initial index (e.g. chosen randomly) and then
looking for entries by varying only one component at a time. We have summarised the
greedy pivot search in Algorithm 4.
Algorithm 4 (p, q) = GreedyPivotSearch(t, s,Qf ,Xj−1t )
1: Choose an initial index (iµ)µ∈D ∈ If ×Qf , f := s ∪ t, [f ] := D \ f
2: for ℓ = 1, 2, . . . , ℓmax (typically ℓmax := 3) do
3: for µ ∈ f do
4: Modify the µ-th index by
iµ := argmaxiµ∈Iµ
∣∣(A−Xj−1t )(i1,...,id)∣∣
5: end for
6: Modify the remaining indices for all µ ∈ [f ] by
(iµ)µ∈[f ] := argmax(iµ)µ∈[f ]∈Qf
∣∣(A−Xj−1t )(i1,...,id)∣∣
7: end for
8: return ((iµ)µ∈t, (iµ)µ∈[t])
The construction (4.6) is adaptive in the sense that the size of the pivot element
(pj, qj) gives an estimate for the norm ‖A(t) −Xj−1t ‖∞ of the remainder. The number
of pivots kt can therefore be chosen adaptively in order to reach some (heuristic) target
accuracy ε. The construction breaks down if a non-zero pivot element could not be
determined. This can either be the case when the matricisation A(t) is of rank j − 1
which leads to a zero remainder A(t) − Xj−1t , or if there are non-zero elements that
could not be found by the greedy pivot search. For a discussion and counterexamples we
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refer the reader to [8]. The algorithm for the construction of the whole approximation
Xt := X
kt
t is summarised in Algorithm 5.
Algorithm 5 ApproximateMatricisation(t, s,Qf )
1: Pt := ∅, Qt := ∅, X0t := 0
2: for j = 1, . . . , kt do
3: (ptj, q
t
j) := GreedyPivotSearch(t, s,Qf ,Xj−1t )
4: Set Pt := Pt ∪ {ptj}, Qt := Qt ∪ {qtj}
5: Construct Xjt by (4.6)
6: end for
The recursive construction of the approximations Xt for all t ∈ TD is summarised in
Algorithm 6. The first call for t = D = root(TD) reads
BlackBox(D, ∅).
Algorithm 6 BlackBox(f,Qf )
1: Let sons(f) = {s, t}
2: ApproximateMatricisation(t, s,Qf )
3: ApproximateMatricisation(s, t,Qf )
4: if t ∈ TD \ L(TD) then
5: BlackBox(t,Qf )
6: end if
7: if s ∈ TD \ L(TD) then
8: BlackBox(s,Qf )
9: end if
Remark 4.38. If Algorithm 6 is called the first time for f = D = root(TD) with
sons(f) = {s, t}, the function calls in lines 2 and 3 of Algorithm 6 can be reduced to a
single call since [t] = D \ t = s. The second approximation is then given by Xs := X⊤t
with pivots Ps = Qt, Qs = Pt.
Once the pivot indices Pt ⊂ It, Qt ⊂ I[t] are determined for all t ∈ TD with
Pt = {pt1, . . . ,ptkt}, Qt = {qt1, . . . , qtkt}, the approximation A˜ ∈ RI of A can be de-
fined recursively. For the leaves t ∈ L(TD) we set
ut,j := A
(t)|It×{qtj}, j = 1, . . . , kt.
For all f ∈ TD \ L(TD) with sons(f) = {s, t} we define
uf,j :=
ks∑
ℓ=1
kt∑
m=1
(Cf )j,ℓ,mus,ℓ ⊗ ut,m, j = 1, . . . , kf ,
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where
(Cf )j,ℓ,m :=
ks∑
α=1
kt∑
β=1
(S−1s )qsℓ ,psαA
(f)
(psα,p
t
β),q
f
j
(S−1t )qtm,ptβ
. (4.8)
The final approximation is then given by
A˜ := uD,1. (4.9)
From the construction of A˜ it is immediately clear that A˜ ∈ Hk, k := (kt)t∈TD . In order
to justify (4.8), note the following lemma.
Lemma 4.39. If A(t) = Xktt holds for all t ∈ TD, then A˜ = A.
Proof. We show by induction that A(t)|It×Qt = Ut := [ut,1, . . . , ut,kt ] holds for all t ∈ TD.
Then it follows from (4.9) that A˜ = A. For the leaves t ∈ L(TD) nothing needs to be
proved. Let now f ∈ TD \ L(TD) with sons(f) = {s, t} where the assertion is proved for
s and t. Then for all if ∈ If with if = (is, it), is ∈ Is, it ∈ It, and all j = 1, . . . , kf we
have
(uf,j)if =
ks∑
ℓ=1
kt∑
m=1
(Cf )j,ℓ,m(us,ℓ)is(ut,m)it
=
ks∑
ℓ=1
kt∑
m=1
ks∑
α=1
kt∑
β=1
(S−1s )qsℓ ,psαA(psα,ptβ ,q
f
j )
(S−1t )qtm,ptβ
A(is,qsℓ)A(it,qtm)
=
kt∑
m=1
kt∑
β=1
A
(is,ptβ ,q
f
j )
(S−1t )qtm,ptβ
A(it,qtm) (since A
(s) = Xkss )
= A
(is,it,q
f
j )
= A
(if ,q
f
j )
(since A(t) = Xktt )
and hence A(f)|If×Qf = Uf .
Although the transfer tensors from (4.8) are only exact under the conditions of Lemma
4.39, we also use them for the definition of A˜ if A(t) ≈ Xktt holds only approximately.
This leads to an error ‖A − A˜‖ which is briefly studied at the end of this section. It
remains to analyse the complexity of the black box scheme.
Complexity
To study the complexity for the black box scheme, we analyse the number of tensor
entries Ai, i ∈ I, that need to be evaluated and the required effort for the setup of the
output tensor A˜.
Lemma 4.40 ([2, Lemma 7]). Let TD be a dimension tree of depth p = O(log(d)).
The complexity Nsetup for the setup of the matrices Ut := [ut,1, . . . , ut,kt ] for the leaves
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t ∈ L(TD) and the transfer tensors Ct for all t ∈ TD \ L(TD) is
Nsetup = O
dk4 + log(d)k2 d∑
µ=1
nµ
 , k := max
t∈TD
kt.
The number of entries Nentries required from A is of size
Nentries = O
dk3 + log(d)k2 d∑
µ=1
nµ
 .
Proof. (Nsetup): We first estimate the complexity for buildingXt by Algorithm 5. For all
t ∈ TD we need to compute the inverses S−1t ∈ Rj×j, j = 1, . . . , kt, which can be done for
fixed j in at most O(k3t ). This in total gives O(k4t ) resulting in the first term of Nsetup.
For the pivot search, we need to evaluate entries (Xj−1t )it,i[t], it ∈ It, i[t] ∈ Is × Qf ,
given by
(Xj−1t )it,i[t] =
j−1∑
ℓ=1
j−1∑
m=1
A(it,qtℓ)
(S−1t )qtℓ,ptm
A(ptm,i[t]).
If either it or i[t] remains fixed, one of the sums can be precomputed by a matrix-vector
multiplication in at most O(k2t ). The second sum can then be evaluated for varying i[t]
or it, respectively, by a simple scalar product in at most O(kt). Therefore, the greedy
pivot search of Algorithm 4 can be done in at most O(kt(
∑
µ∈f nµ + kf ) + k
2
t ) which
sums up to O(k2t (
∑
µ∈f nµ + kf ) + k
3
t ) for the determination of all pivots for building
Xt. Since we need to find the approximations Xs and Xt for all f ∈ TD \ L(TD) with
sons(f) = {s, t}, we estimate
∑
f∈TD\L(TD)
sons(f)={s,t}
(k2t + k2s)∑
µ∈f
nµ + k
3
t + k
3
s
 ≤ dk3 + k2 ∑
f∈TD\L(TD)
∑
µ∈f
nµ
≤ dk3 + k2
p∑
ℓ=0
∑
t∈T ℓD
∑
µ∈t
nµ ≤ dk3 + k2(p + 1)
d∑
µ=1
nµ
which provides the second term for Nsetup.
Assume now that all pivot elements have been determined by Algorithm 6. Then the
setup of the matrices Ut for all leaves t ∈ L(TD) is of complexity O(
∑d
µ=1 nµkµ) since we
only need to copy entries from A to Ut. Let now f ∈ TD \ L(TD) with sons(f) = {s, t}.
For fixed j ∈ {1, . . . , kf}, the setup of the transfer tensors Cf by (4.8) can be realised
by two matrix-matrix products which together are of complexity O(kskt(ks + kt)). This
in total gives O(kfkskt(ks + kt)) which enters again in the first term of Nsetup.
(Nentries): Let f ∈ TD \ L(TD) with sons(f) = {s, t}. For fixed µ ∈ f , we need to
evaluate O(ktnµ) entries in the greedy pivot search in order to evaluate Xj−1t . For all
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µ ∈ f and all j = 1, . . . , kt this sums up to O(k2t
∑
µ∈f nµ). For all f ∈ TD \ L(TD) we
hence estimate
∑
f∈TD\L(TD)
sons(f)={s,t}
(k2t + k2s)∑
µ∈f
nµ
 = ∑
t∈TD\D
(
k2t
∑
µ∈t
nµ
)
≤ pk2
d∑
µ=1
nµ.
Once all pivots are known, the number of entries required for the setup of the matri-
ces Ut for all t ∈ L(TD) and for the transfer tensor Ct for all t ∈ TD \ L(TD) lies in
O(∑dµ=1 nµkµ + dk3).
Remark 4.41 ([2, Remark 8]). The complexity estimates of Lemma 4.40 rely on the
inequality ∑
t∈TD
∑
µ∈t
nµ ≤ C log(d)
d∑
µ=1
nµ
which is only true if the tree TD is of (almost) minimal depth p = O(log(d)). For the
linear TT-tree (cf. Figure 3.1) with p = O(d), the complexity increases to O(d∑dµ=1 nµ).
This is due to the fact that there are O(d) nodes t ∈ TD such that A(t) has O(d)-
dimensional row and column index sets. Therefore, the greedy pivot search would at
least cost O(d) for each node, so that the term d2 is unavoidable.
Error Analysis
The error analysis from [2] is based on the following assumptions.
Assumption 4.42. Let Xjt be defined by (4.6) for all j = 1, . . . , kt.
(a) We assume that for all t ∈ TD the pivot search from Algorithm 4 is almost optimal,
i.e., for some δ ≥ 0 we have∣∣∣(A(t) −Xj−1t )pj ,qj ∣∣∣ ≥ 11 + δ ∥∥∥A(t) −Xj−1t ∥∥∥∞ , j = 1, . . . , kt.
(b) We assume that for each matricisation the error of the non-nested approximation
is bounded by ε ≥ 0, i.e. ∥∥∥A(t) −Xktt ∥∥∥
∞
≤ ε.
Lemma 4.43. Let A˜ be constructed by (4.9) with kt := k for all t ∈ TD. Under
Assumption 4.42, the error of the black box approximation scheme is bounded by
‖A− A˜‖∞ ≤ εk2d−3C(k)2d−2
with a constant C(k) > 0 depending on k.
Proof. [2, Lemma 14 and Remark 15]
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4.4. Black Box Approximation to Hk
Note that the estimate of the previous lemma is only a worst-case scenario. In practice,
the true error seems to be bounded by a small constant times ε as it was demonstrated
by the numerical experiments in [2]. If even Assumption 4.42 is fulfilled with ε = 0,
Lemma 4.43 shows that tensors with hierarchical rank (kt)t∈TD can be reconstructed by
the black box algorithm which has already been verified by Lemma 4.39.
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5. Evaluation of Integrals by Interpolation
In this section, we develop the basic scheme which leads to a fast and accurate evaluation
of integrals of the type (1.20) as it was already introduced in [1]. The key idea of our
approach is to interpret the integral as a real-valued function f : I → R which is defined
for all a ∈ I ⊂ Rd by
f(a) :=
∫
σ(a)
∫
τ(a)
ϕ(x)κ(x, y)ψ(y) dy dx (5.1)
with polynomials ϕ, ψ and a kernel function κ which has a singularity at x = y. Here,
σ(a) and τ(a) denote a (geometrical) parametrisation of the boundary elements σ, τ ⊂ Γ
in terms of a parameter vector a ∈ I. If this parametrisation is chosen appropriately,
we can show that f is smooth in I, see Section 5.3.
The smoothness result for f directly leads to the idea of approximating f on I by
polynomials. A straightforward approach which yields such an approximation is to apply
multivariate interpolation, see Section 5.1. The values of f at the interpolation points
define a tensor A of order d. Since the number of entries of A scales exponentially in d,
we approximate A by a tensor in a data-sparse format. This leads to an approximate
interpolation function which can be evaluated very efficiently, see Section 5.2.
The benefits of this approach are evident. Once the tensor approximation of A has
been done, an (approximate) integral value can be computed by interpolation from purely
geometrical information provided by the boundary elements σ and τ . In particular, no
kernel evaluations of κ (as in a quadrature formula) are required. Since the tensor
approximation is only required once, it can be carried out with very high accuracies
leading to highly accurate integral values.
For the definition of the interpolation scheme in the next section, we closely follow the
lines in [9].
5.1. Multivariate Interpolation
Let d ∈ N and f : I → R be smooth in a subset I ⊂ Rd which is given as the cartesian
product of intervals,
I := I1 × . . .× Id, Iµ = [αµ, βµ] ⊂ R, µ = 1, . . . , d. (5.2)
In order to construct an interpolant of f on I, we first define the interpolation on an
interval [α, β] ⊂ R. On the reference interval [−1, 1], we introduce the m-th order
Chebyshev points by
ξˆi := cos
(
2i+ 1
2m+ 2
π
)
, i = 0, . . . ,m.
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The reference points ξˆi may be transformed to the given interval [α, β] by the elementary
relation
ξi :=
α+ β
2
+
β − α
2
ξˆi, i = 0, . . . ,m.
The corresponding Lagrange polynomials have the form
Li(x) =
m∏
j=0,j 6=i
x− ξj
ξi − ξj , i = 0, . . . ,m.
Now, we can define a one-dimensional interpolation operator by
I
[α,β]
m : C[α, β]→ Pm, g 7→
m∑
i=0
g(ξi)Li, (5.3)
where Pm is the space of polynomials of degree at most m.
We can apply the one-dimensional construction on all intervals Iµ with interpolation
points ξµ,i ∈ Iµ and corresponding Lagrange polynomials Lµ,i, i = 0, . . . ,m, to define
interpolation operators I
Iµ
m as in (5.3) for all µ = 1, . . . , d. Due to the product structure
of I, the one-dimensional interpolation operators can be combined to a d-dimensional
interpolation operator by forming their tensor product
I
I
m := I
I1
m ⊗ . . . ⊗ IIdm . (5.4)
The interpolation function fm := I
I
m[f ] then explicitly reads
fm(x) =
m∑
i1=0
. . .
m∑
id=0
f(ξ1,i1 , . . . , ξd,id)L1,i1(x1) . . . Ld,id(xd) (5.5)
with x = (x1, . . . , xd). The values of f at the interpolation points ξµ,i define a d-
dimensional tensor A ∈ RI with entries
A(i1,...,id) := f(ξ1,i1 , . . . , ξd,id), iµ ∈ Iµ, µ = 1, . . . , d, (5.6)
where
I := I1 × . . .× Id, Iµ := {0, . . . ,m}, µ = 1, . . . , d.
Remark 5.1. The interpolation function fm is an element of the tensor product vector
space
⊗d
µ=1 Pm. The representation of fm given by (5.5) is a Tucker representation of
fm with
fm ∈ T(m+1,...,m+1)
 d⊗
µ=1
Pm
 .
The tensor A ∈ RI defined by (5.6) naturally represents the core tensor in the Tucker
format.
Since the tensor A contains (m + 1)d entries, the evaluation of fm is intractable for
large d. We therefore want to find an approximation of fm that can be evaluated more
efficiently.
66
5.2. Approximation Scheme
5.2. Approximation Scheme
A natural way to find an approximation of fm from (5.5) that can be evaluated efficiently
is to seek a data-sparse approximation of the tensor A defined by (5.6). In Section 4 we
have discussed tensor approximation problems in detail. Here, we want to concentrate
on the approximation of A by tensors given either in the canonical format Cr or in the
hierarchical format Hk because of the following considerations:
1. Let r ∈ N. A tensor in Cr will allow us to evaluate interpolants in O(dr(m + 1))
operations but it is not easy to find such a tensor with low representation rank r
for high accuracies.
2. Let TD be a dimension tree, D := {1, . . . , d}, and let k = (kt)t∈TD ∈ NTD . A
tensor in Hk will allow us to evaluate interpolants in O((d − 1)k3 + dk(m + 1))
operations and there exist reliable truncation procedures to achieve high accuracies
with still moderate k := maxt∈TD kt. Moreover, a black box algorithm to construct
an approximation in Hk is available that only relies on function evaluations and
which can be applied even in high dimensions d.
Based on the tensor approximations in the tensor formats Cr and Hk, we can define
different approximations of the interpolation function fm.
Interpolation in Cr
Let us assume that A can be approximated by a tensor AC ∈ Cr given by
AC =
r∑
j=1
u1,j ⊗ . . .⊗ ud,j , uµ,j ∈ RIµ , µ = 1, . . . , d, j = 1, . . . , r.
Then fm from (5.5) may be approximated by a function fm,C : I → R defined by
fm,C(a) :=
m∑
i1=0
. . .
m∑
id=0
AC(i1,...,id)
L1,i1(a1) . . . Ld,id(ad)
=
r∑
j=1
(
m∑
i1=0
(u1,j)i1L1,i1
)
(a1) . . .
 m∑
id=0
(ud,j)idLd,id
 (ad)
=
r∑
j=1
uˆ1,j(a1) . . . uˆd,j(ad) (5.7)
for all a = (a1, . . . , ad) ∈ I and with
uˆµ,j :=
m∑
i=0
(uµ,j)iLµ,i, µ = 1, . . . , d, j = 1, . . . , r.
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This means that the approximation of the tensor A by a tensor AC ∈ Cr yields an
approximation of the function fm by a function fm,C which is the sum of tensor products
of functions. More precisely, we have
fm,C ∈ Cr
 d⊗
µ=1
Pm
 ,
where Pm is the space of polynomials of maximal degree m.
Obviously, the functions uˆµ,j are interpolants of the values (uµ,j)iµ in the interpolation
points ξµ,iµ . Therefore they can be evaluated efficiently by standard techniques like
Horner’s scheme applied to Newton’s divided differences. Once the scheme is set up,
a function value uˆµ,j(aµ) at any given point aµ ∈ Iµ can be evaluated in O(m + 1)
operations. The complexity for evaluating fm,C for any given parameter vector a =
(a1, . . . , ad) therefore sums up to
Ninterpolation(Cr) := dr(m+ 1).
Interpolation in Hk
Equivalently, we may assume that A can be approximated by a tensor in hierarchical
format. Let TD be a dimension tree, D := {1, . . . , d}, and let k = (kt)t∈TD ∈ NTD . We
assume that A can be approximated by a tensor AH ∈ Hk represented by transfer tensors
Ct ∈ Rkt×kt1×kt2 for all t ∈ TD \ L(TD) and matrices Ut = [uµ,1, . . . , uµ,kµ ] ∈ RIµ×kµ for
all t = {µ} ∈ L(TD). Then the interpolation has only to be performed in the leaves of
TD. To see this, we define functions uˆµ,j : Iµ → R by
uˆµ,j :=
m∑
i=0
(uµ,j)iLµ,i, j = 1, . . . , kµ,
for all leaves t = {µ} ∈ L(TD). For all inner nodes t ∈ TD \L(TD) with sons(t) = {t1, t2},
we recursively define functions uˆt,j : It → R, It :=×µ∈t Iµ, by
uˆt,j ((aµ)µ∈t) :=
kt1∑
j1=1
kt2∑
j2=1
(Ct)j,j1,j2uˆt1,j1 ((aµ)µ∈t1) uˆt2,j2((aµ)µ∈t2), j = 1, . . . , kt,
for all (aµ)µ∈t ∈ It. The final approximation is then given by
fm,H := uˆD,1. (5.8)
Note that this construction is analogous to (3.4). From the recursive definition it easily
follows that
fm,H ∈ Hk
 d⊗
µ=1
Pm, TD
 .
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The evaluation of the function fm,H for a given parameter vector a = (a1, . . . , ad) in the
leaves t = {µ} ∈ L(TD) by Horner’s scheme requires O((m + 1)
∑d
µ=1 kµ) operations.
Due to the summations for the interior nodes t ∈ TD \ L(TD), the overall complexity for
evaluating fm,H sums up to
Ninterpolation(Hk) := (d− 1)k3 + dk(m+ 1), k := max
t∈TD
kt.
The approximation of the interpolation function fm by either fm,C or fm,H leads to
additional errors which we briefly study in Section 5.4. In the next section, we verify
the assumptions on the smoothness of the function f given by (5.1).
5.3. Smoothness of the Function f
The analysis for functions f of the type (5.1) with singular kernel functions κ has been
carried out in detail in [7]. Here, we summarise the results for the case of a weakly
singular kernel function κ. First, we state an assumption that is fulfilled for the ker-
nel functions related to the classical single layer potential operators appearing in the
boundary element method.
Assumption 5.2. The integrand in (5.1) can be written in the form
ϕ(x)κ(x, y)ψ(y) =
k∑
j=1
rj(x, y)sj(x− y) (5.9)
with weakly singular functions sj that only depend on the difference x− y and regular
functions rj which are smooth in σ × τ .
In order to show the smooth dependence of the function f on the parameter vector
a ∈ I ⊂ Rd, we recall some tools from shape calculus. Given an initial state a0 ∈ I, the
dependence of the domains σ and τ on a parameter vector a ∈ I can be expressed by a
map Φ : Rℓ × I → Rℓ defined by
Φ(x,a) := xa ∈ σ(a) for all x ∈ σ(a0), a ∈ I,
Φ(y,a) := ya ∈ τ(a) for all y ∈ τ(a0), a ∈ I,
which is required to possess the following properties:
1. Φ(x,a0) = x for all x ∈ σ(a0), and Φ(y,a0) = y for all y ∈ τ(a0).
2. For all a ∈ I, the map Φ(·,a) : σ(a0) ∪ τ(a0)→ σ(a) ∪ τ(a) is a diffeomorphism.
3. For all x ∈ σ(a0) ∪ τ(a0), the map Φ(x, ·) : I → Rℓ is smooth.
For triangles σ, τ ⊂ R3, the smoothness of Φ(x, ·) can be guaranteed by a smooth
parametrisation of the corners of the triangles in terms of the parameter vector a ∈ I.
This requirement will be fulfilled by the parametrisations to be introduced in Section
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6. To meet the second requirement, note that any x ∈ σ(a0) can be associated with its
barycentric coordinates which again define a point xa ∈ σ(a). This leads to a natural
diffeomorphism Φ(·,a) for all a ∈ I.
To analyse the sensitivity of the function f with respect to changes in the parameter
vector a ∈ I, we fix all components of a = (a1, . . . , ad) except for a fixed direction
µ ∈ {1, . . . , d} and consider variations in aµ. W.l.o.g. we may assume that the initial
state is attained at aµ = 0. The transformation velocity θ : R
ℓ → Rℓ at aµ = 0 is then
defined by
θ(y) :=
∂
∂aµ
Φ(y,a)
∣∣∣
aµ=0
for all y ∈ σ(a0) ∪ τ(a0).
The material derivative g˙(y) of a function g : Rℓ × I → R at aµ = 0 is defined as
g˙(y) :=
∂
∂aµ
g(Φ(y,a),a)
∣∣∣
aµ=0
=
∂
∂aµ
g(ya,a)
∣∣∣
aµ=0
+∇yg(ya,a) · θ(y).
The material derivative of an integral over the parametrised domain τ(a) can be obtained
by the formula (cf. [7])
∂
∂aµ
∫
τ(a)
g dy
∣∣∣
aµ=0
=
∫
τ(a0)
(g˙ + g div θ) dy. (5.10)
We now want to apply this result to our particular setting which is based on Assumption
5.2. Let us consider a single term from (5.9) with s := sj , r := rj , 1 ≤ j ≤ k. First note
that, since s does not depend on aµ and x and y are transformed by the same map Φ,
the material derivative of s is given by
s˙(x− y) = ∇s(x− y) · ∂(xa − ya)
∂aµ
∣∣∣
aµ=0
= ∇s(x− y) · (θ(x)− θ(y)). (5.11)
The application of (5.10) with g = rs yields
∂
∂aµ
∫
τ(a)
r(x, y)s(x− y) dy
∣∣∣
aµ=0
=
∫
τ(a0)
r˙(x, y)s(x− y) + r(x, y)s˙(x− y) + r(x, y)s(x− y) div θ(y) dy
=
∫
τ(a0)
(
∇s(x− y) · (θ(x)− θ(y))
)
r(x, y)
+ s(x− y) (r˙(x, y) + r(x, y) div θ(y)) dy. (5.12)
Note that due to the smoothness of Φ we have
‖θ(x)− θ(y)‖ ≤ C ‖x− y‖ for all x ∈ σ(a0), y ∈ τ(a0),
for some C > 0. Therefore, the integrand in (5.12) is again at most weakly singular and
hence (5.12) exists as an improper integral. To verify the existence of the first derivate
of f , we first define for all x ∈ σ(a)
gτ(a)(x) :=
∫
τ(a)
r(x, y)s(x− y) dy. (5.13)
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The application of (5.10) with g = gτ(a) then yields
∂f
∂aµ
=
∂
∂aµ
∫
σ(a)
gτ(a) dx =
∫
σ(a0)
g˙τ(a) + gτ(a) div θ dx. (5.14)
The material derivative g˙τ(a) is given by (5.12) which leads to an integrand that is at
most weakly singular. Hence, the first derivate of f with respect to aµ exists for all
directions µ ∈ {1, . . . , d} as an improper integral. The existence of higher derivatives of
f is ensured by a thorough analysis of the integrand in (5.14):
1. The first term g˙τ(a) leads to an integral of the form
∫
σ(a0)
∫
τ(a0)
k∑
j=1
r˜j(x, y)s˜j(x− y) dy dx (5.15)
with weakly singular functions s˜j and regular functions r˜j. This integral can be
differentiated again w.r.t. to aν , ν ∈ {1, . . . , d}, since (5.11) applied to s˜j yields
that the integrand will always remain weakly singular.
2. The second term gτ(a) div θ leads to an integral of the form∫
σ(a0)
∫
τ(a)
r˜(x, y)s(x− y) dy dx
with a regular function r˜. Due to (5.12), a further differentiation of this integral
leads to terms of the type (5.15) which remain weakly singular.
We conclude that the function f is smooth with respect to the parameter vector a ∈ I.
A more involved analysis can be performed for the case of strongly and hypersingular
kernel functions κ. The main difficulty here lies in the fact that the inner integral is
defined as the limit of integrals excluding a neighbourhood Bε(x) := {y ∈ Rℓ : ‖x− y‖ <
ε} of the singularity at x = y as ε→ 0 (cf. Definition 1.10). Since the map Φ also changes
the shape of Bε(x), it is not a priori clear that the limit process is still consistent with
the definition of the integral value. However, it turns out that also in the cases of
strongly and hypersingular kernel functions κ the function f is still smooth with respect
to the parameter vector a ∈ I. This, in particular, includes kernel functions related to
normal derivatives of the fundamental solution as they appear in the classical double
layer potential. For the details, we refer the reader to [7].
5.4. Approximation Error
In this section, we briefly analyse the error for the approximation of the function f by
the scheme introduced in Section 5.2. The approximation scheme involves three different
sources of errors:
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1. In order to approximate the function f in I ⊂ Rd, we need to be able to evaluate
f at a given parameter vector a ∈ I. Since the value of f corresponds to the
evaluation of an integral, in most cases it will not be possible to evaluate f exactly.
Instead, we have to rely on quadrature rules that give us an approximation of f
by a function fquad : I → R up to a certain precision εquad > 0.
2. The function fquad is discretised at interpolation points in I which results in a
tensor Aquad ∈ RI . The tensor Aquad is either approximated in Hk or Cr by a
tensor A˜ ∈ {AH, AC}.
3. The values of A˜ are interpolated by an interpolation function f˜m ∈ {fm,H, fm,C}.
The final error of interest is therefore given by ‖f − f˜m‖∞,I .
Quadrature
A quadrature rule for the approximation of f from (5.1) has the form
fquad(a) :=
nquad∑
q=1
wq ϕ(xq(a))κ(xq(a), yq(a))ψ(yq(a)), a ∈ I, (5.16)
with quadrature points xq(a) ∈ σ(a), yq(a) ∈ τ(a) and weights wq ∈ R. Due to the
properties of the map Φ from the last section, the function fquad is again smooth in I.
For a concrete description of quadrature rules which take into account the singularity
of the kernel function κ, we refer the reader to [16, 44]. Here, we assume that the
quadrature error can be estimated by
‖f − fquad‖∞,I ≤ εquad
for some εquad > 0.
Tensor Approximation
Let
Aquad(i1,...,id) := fquad(ξ1,i1 , . . . , ξd,id), iµ ∈ Iµ, µ = 1, . . . , d,
with interpolation points ξµ,i ∈ Iµ as in (5.6). The tensor Aquad is now approximated
by a tensor A˜ in one of the formats Hk or Cr. The tensor approximation to Hk by the
hierarchical HOSVD from Section 4.3 and the approximation to Cr by an ALS approach
(cf. Section 4.1) typically leads to an estimate for the Euclidean norm of the error, i.e.,
we may control the error ∥∥∥Aquad − A˜∥∥∥
2
≤ εten
for some εten > 0. However, for the interpolation, we are more interested in the supre-
mum norm of the error between the tensors Aquad and A˜. The elementary relation∥∥∥Aquad − A˜∥∥∥
∞
≤
∥∥∥Aquad − A˜∥∥∥
2
(5.17)
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does not help very much due the large dimension of the tensor space RI . In case of the
hierarchical HOSVD, a much closer relation between the supremum norm and the L2
norm of truncated functions can be established [29]. The main result is derived from the
Gagliardo-Nirenberg inequality.
Theorem 5.3 ([29, Theorem 2.1]). Let f : I → R be sufficiently smooth and define the
semi-norm
|f |m := ‖Dmf‖L2(I) :=
 d∑
µ=1
∫
I
∣∣∣∣∂mf∂amµ
∣∣∣∣2 da
1/2 .
Let f˜ be the result of a truncation of f via the hierarchical HOSVD based on the singular
values in L2(I) and define δf := f˜ − f . Then the following statements hold:
(a) If |f |m <∞ for some m > d/2, we have with a constant cF ≤ 2 that
‖δf‖∞,I ≤ cImc
d
2m
F |f |
d
2m
m ‖δf‖1−
d
2m
L2(I)
provided that I ∈ {Rd, [0,∞)d}. The analogous statement holds for I = [0, 1]d with
|·|2m replaced by |·|2m + ‖·‖2L2(I).
(b) If |f |m ≤ Csm as m→∞ for some s > 0, the estimate
‖δf‖∞,I ≤ cIsd/2 ‖δf‖L2(I)
holds with cI := limm→∞c
I
m.
Remark 5.4. 1. The last theorem is formulated for the truncation of functions in
the infinite-dimensional Hilbert space L2(I) which is based on the singular values
in L2(I). Such a truncation may be defined completely analogously to the discrete
case from Section 4.3, cf. [29]. Note that the right-hand side in Theorem 5.3
involves the term ‖δf‖L2(I) which may be controlled by means of the truncated
singular values.
2. In case of I = Rd, one may deduce that the bound cI = π−d/2 is sharp. An
equivalent result holds if one considers the discretisation of f on an infinite grid
(hZ)d, h > 0, with hZ = {jh : j ∈ Z} where the L2 norm has to be replaced by a
properly scaled ℓ2 norm. Unfortunately, up to now there is no known sharp bound
for cI in case of a bounded subset I ⊂ Rd.
Since the function fquad from (5.16) is smooth in I, Theorem 5.3 may be applied to
fquad. The hierarchical HOSVD truncation then yields a function fHOSVD for which we
may estimate the error ‖fquad − fHOSVD‖∞,I in terms of the error ‖fquad − fHOSVD‖L2(I).
Although no rigorous analysis exists up to now, we may expect that the error behaviour
for the discrete HOSVD from Aquad to A˜ is similar to the continuous case.
In order to guard against misunderstandings, we would like to stress that A˜ is not
the discretisation of the truncated function fHOSVD which is due to the fact that the
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singular values in L2(I) may be different from the discrete case. In the worst case and
for the approximation in Cr, we can only estimate the error ‖Aquad − A˜‖∞ by the trivial
bound (5.17).
Interpolation
To estimate the interpolation error, let Λm be a constant satisfying the stability estimate∥∥∥I[−1,1]m [f ]∥∥∥
∞,[−1,1]
≤ Λm ‖f‖∞,[−1,1] for all f ∈ C[−1, 1]. (5.18)
Note that in the case of Chebyshev interpolation, one can show that
Λm :=
2
π
ln(m+ 1) + 1 ≤ m+ 1
is a good choice for all m ∈ N which means that the stability constant grows very
slowly depending on m. Since I
[−1,1]
m is a projection onto the space Pm of m-th order
polynomials, we have for a function f ∈ Cm+1[−1, 1],∥∥∥f − I[−1,1]m [f ]∥∥∥
∞,[−1,1]
≤ 2
−m
(m+ 1)!
∥∥∂m+1f∥∥
∞,[−1,1]
. (5.19)
We now can formulate the following theorem.
Theorem 5.5 ([9] Theorem 3.10). Let I ⊂ Rd be defined as in (5.2) and let m ∈ N.
Moreover, let I
[−1,1]
m satisfy the stability estimate (5.18) and the error estimate (5.19).
Then the m-th order tensor-product interpolation operator IIm defined by (5.4) fulfils∥∥IIm[f ]∥∥∞,I ≤ Λdm ‖f‖∞,I , f ∈ C(I),∥∥f − IIm[f ]∥∥∞,I ≤ 2dΛd−1m(m+ 1)!
(
diam(I)
4
)m+1
max
µ∈{1,...,d}
{∥∥∂m+1µ f∥∥∞,I} , f ∈ Cm+1(I),
where ∂µf := ∂f/∂xµ.
If we considered the tensor A˜ as a discretisation of the truncated continuous function
fHOSVD in I, the last theorem would allow an estimate for the error ‖fHOSVD− f˜m‖∞,I .
This in turn would lead to a direct estimate
‖f − f˜m‖∞,I ≤ ‖f − fquad‖∞,I + ‖fquad − fHOSVD‖∞,I + ‖fHOSVD − f˜m‖∞,I .
However, since we have first discretised fquad in I by a tensor A
quad which was then
approximated by a tensor A˜ in Hk or Cr, a much weaker statement holds.
The function f˜m may be considered as a perturbation of the interpolation function
I
I
m[fquad]. We hence have that∥∥∥IIm[fquad]− f˜∥∥∥
∞,I
≤ Λdm
∥∥∥Aquad − A˜∥∥∥
∞
.
This leads to the total estimate
‖f − f˜m‖∞,I ≤ ‖f − fquad‖∞,I + ‖fquad − IIm[fquad]‖∞,I + ‖IIm[fquad]− f˜m‖∞,I .
where – for the last term – we have to rely on the trivial bound (5.17).
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In this chapter, we introduce concrete parametrisations of boundary elements that allow
us to apply the techniques presented in the preceding chapter. Since it is the most
relevant case in practice, we focus on applications in three-dimensional space with a
bounded domain Ω ⊂ R3. Moreover, we restrict ourselves to the case that Ω is a
polyhedron with boundary Γ := ∂Ω which is discretised by a conforming triangulation
without hanging nodes (cf. Definition 1.7) consisting of flat triangles.
The task is now to parametrise pairs of triangles σ, τ ⊂ Γ by d parameters such that
the function f from (5.1) is smooth in some parameter space I ⊂ Rd. Given a fixed
coordinate system, each triangle can be described by the cartesian coordinates of its
corners which can be represented by a nine-dimensional parameter tuple. Therefore, in
general we have to deal with an 18-dimensional parameter space. However, we are not
always forced to use a fixed coordinate system to describe the whole geometrical setting.
If the integral value does not change under certain coordinate transformations, a local
coordinate system which requires less parameters is sufficient to describe the relative
position of triangles. Moreover, if the closures of the two triangles are not disjoint, a
further reduction of the dimension of the parameter space is possible.
6.1. Local Coordinate Systems
A local coordinate system can be defined by taking advantage of the properties of the
kernel function κ.
Definition 6.1 (kernel properties). We call κ : Rℓ × Rℓ → C
(a) translationally invariant if for all c ∈ Rℓ
κ(x+ c, y + c) = κ(x, y), x, y ∈ Rℓ,
(b) rotationally invariant if for all orthogonal matrices Q ∈ Rℓ×ℓ
κ(Qx,Qy) = κ(x, y), x, y ∈ Rℓ,
(c) homogeneous of degree α if for all λ > 0
κ(λx, λy) = λακ(x, y), x, y ∈ Rℓ.
Kernel functions derived from the fundamental solution of a partial differential oper-
ator are typically translationally and rotationally invariant. We give some examples in
the following.
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Example 6.2. The Laplace single layer potential in R3 is related to the kernel function
κ(x, y) =
1
4π ‖x− y‖
which is obviously translationally and rotationally invariant. Moreover, we have
κ(λx, λy) = λ−1κ(x, y)
for all λ > 0 and hence κ is homogeneous of degree −1.
Example 6.3. The Laplace double layer potential in R3 is related to the kernel function
κ(x, y) =
〈n(y), x− y〉
4π ‖x− y‖3 .
Since the normal n(y) does not change under translations, i.e. n(y + c) = n(y), κ is
translationally invariant. Moreover, we have for all orthogonal matrices Q ∈ R3×3
κ(Qx,Qy) =
〈n(Qy), Qx−Qy〉
4π ‖Qx−Qy‖3 =
〈Qn(y), Q(x − y)〉
4π ‖Q(x− y)‖3
=
〈Q⊤Qn(y), x− y〉
4π ‖x− y‖3 =
〈n(y), x− y〉
4π ‖x− y‖3
= κ(x, y)
and hence κ is rotationally invariant. One easily checks that κ is homogeneous of degree
−2.
Example 6.4. The Helmholtz single layer potential in R3 is related to the kernel func-
tion
κ(x, y) =
eiκ‖x−y‖
4π ‖x− y‖
where κ denotes the wave number. The function κ is translationally and rotationally
invariant but not homogeneous.
In addition to the kernel function, the integrand in (5.1) contains basis functions ϕ,
ψ which typically are polynomials with compact support. Since we cannot expect that
these functions are translationally or rotationally invariant, we need to modify them
whenever a coordinate transformation is involved. In order to get rid of the dependence
on the specific transformation, we make use of the existence of a one-to-one correspon-
dence of a given triangle to a reference triangle as it was introduced in Definition 1.7.
Let (σ, τ), (σ′, τ ′) be two pairs of triangles such that there exists a bijective linear
map Φ : R3 → R3 with Φ(σ) = σ′ and Φ(τ) = τ ′. Moreover, let τˆ be a reference triangle
and let Ψτ be a (fixed) diffeomorphism from τˆ to an arbitrary triangle τ as defined in
Definition 1.7. Then for a given basis function ϕ on σ, there exists a corresponding local
basis function ϕˆ on τˆ defined by
ϕˆ(xˆ) := ϕ ◦Ψσ(xˆ), xˆ ∈ τˆ . (6.1)
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The modified basis function ϕ′ on σ′ then reads
ϕ′(x′) := ϕˆ ◦Ψ−1σ ◦ Φ−1(x′), x′ ∈ σ′.
Surely, ϕ′ = ϕ ◦ Φ−1 on σ′ and hence
ϕ′(x′) = ϕˆ(xˆ) = ϕ(x)
for all x′ ∈ σ′ with x′ = Φ(x) and x = Ψσ(xˆ), xˆ ∈ τˆ . Note that the values of ϕ′ on σ′
are determined by the values of ϕˆ on τˆ which do not depend on the transformation Φ.
Analogously, we can find a modified basis function ψ′ on τ ′ such that
ψ′(y′) = ψˆ(yˆ) = ψ(y)
for all y′ ∈ τ ′ with y′ = Φ(y) and y = Ψτ (yˆ), yˆ ∈ τˆ . We then have
ϕ(x)κ(x, y)ψ(y) = ϕ′(x′)κ(x′, y′)ψ′(y′)
for all x ∈ σ, y ∈ τ with x′ = Φ(x), y′ = Φ(y).
Corollary 6.5. Let κ be translationally and rotationally invariant and let Φ be given by
Φ(x) := Qx+ c, x ∈ R3,
with an orthogonal matrix Q ∈ R3×3 and a displacement vector c ∈ R3. Then∫
σ
∫
τ
ϕ(x)κ(x, y)ψ(y) dy dx =
∫
σ′
∫
τ ′
ϕ′(x′)κ(x′, y′)ψ′(y′) dy′ dx′
with σ′ = Φ(σ), τ ′ = Φ(τ) and modified basis functions ϕ′, ψ′ as introduced above.
As a consequence of the last corollary, it suffices to consider a local coordinate system
whenever the kernel function κ is translationally and rotationally invariant. In this case,
we may therefore assume that the first triangle σ lies in the x1-x2-plane and is defined
by the corners
P1 = (0, 0, 0)
⊤, P2 = (p21, 0, 0)
⊤, P3 = (p31, p32, 0)
⊤ (6.2)
and the second triangle τ is given by the corners
Q1 = (q11, q12, q13)
⊤, Q2 = (q21, q22, q23)
⊤, Q3 = (q31, q32, q33)
⊤. (6.3)
For a conforming triangulation without hanging nodes, the following four situations may
occur:
• the case of a common face, where σ = τ which leads to a parameter space of
dimension d = 3,
• the case of a common edge, where σ¯∩ τ¯ = [0, p21] which leads to a parameter space
of dimension d = 6,
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• the case of a common vertex, where σ¯∩ τ¯ = {(0, 0, 0)⊤} which leads to a parameter
space of dimension d = 9, and finally
• the case of disjoint triangles, where σ¯ ∩ τ¯ = ∅ which leads to a parameter space of
dimension d = 12.
If, in addition, the kernel function κ is homogeneous, we can state the following lemma.
Lemma 6.6. Let κ be homogeneous of degree α and let σ, τ be defined by their corners
as in (6.2), (6.3). Define Φ : R3 → R3 by
Φ(x) := Λ−1x, x ∈ R3,
with Λ := diag{p21, p21, p21}, p21 > 0. Then∫
σ
∫
τ
ϕ(x)κ(x, y)ψ(y) dy dx = p4+α21
∫
σ′
∫
τ ′
ϕ′(x′)κ(x′, y′)ψ′(y′) dy′ dx′,
where σ′ = Φ(σ), τ ′ = Φ(τ).
Proof. The definition of a surface integral reads∫
σ
∫
τ
ϕ(x)κ(x, y)ψ(y) dy dx =
∫
τˆ
∫
τˆ
ϕˆ(xˆ)κ(Ψσ(xˆ),Ψτ (yˆ))ψˆ(yˆ)
√
gσ(xˆ)gτ (yˆ) dyˆ dxˆ
with
gσ := det((DΨσ)
⊤DΨσ), gτ := det((DΨτ )
⊤DΨτ )
and local basis functions ϕˆ, ψˆ as defined in (6.1). The corresponding affine transforma-
tion Ψσ′ := Φ ◦Ψσ leads to a determinant of the form
gσ′ = det((D(Φ ◦Ψσ))⊤D(Φ ◦Ψσ)) = det(p−221 (DΨσ)⊤DΨσ) = p−421 gσ,
and equivalently gτ ′ = p
−4
21 gτ . We hence have∫
σ
∫
τ
ϕ(x)κ(x, y)ψ(y) dy dx
= p421
∫
τˆ
∫
τˆ
ϕˆ(xˆ)κ(Φ−1 ◦Ψσ′(xˆ),Φ−1 ◦Ψτ ′(yˆ))ψˆ(yˆ)
√
gσ′(xˆ)gτ ′(yˆ) dyˆ dxˆ
= p4+α21
∫
σ′
∫
τ ′
ϕ′(x′)κ(x′, y′)ψ′(y′) dy′ dx′.
For homogeneous kernel functions κ, it hence suffices to consider triangles with p21 = 1
which reduces the parameter dimension for all cases by one. In a particular geometrical
setting, a further reduction of the dimension of the parameter space might be possible,
e.g. if one only considers triangles lying in the same plane.
In the next sections, we will propose parameter tuples a = (a1, . . . , ad) that lead to
appropriate geometric descriptions of the four mentioned main cases. From now on, let
us assume that κ is translationally and rotationally invariant. We recall from Section
5.3 that the function f from (5.1) is smooth in a box I ⊂ Rd whenever we smoothly
parametrise the corners of the triangles in terms of the parameter vector a.
78
6.2. The Case of a Common Face
6.2. The Case of a Common Face
If σ = τ , we have P1 = Q1, P2 = Q2, P3 = Q3, and the dimension of the parameter
space reduces to d = 3. A straightforward way to describe the remaining points by a
parameter tuple a = (a1, a2, a3) is to set
P1 := (0, 0, 0)
⊤, P2 := (a1, 0, 0)
⊤, P3 := (a1a2, a1a3, 0)
⊤.
The very simple geometrical setting is depicted in Figure 6.1. Due to symmetry, it
P1 P2
P3
x1
x2
Figure 6.1.: Triangles with a common face
suffices to consider cases where a1, a3 > 0. It is now easy to define an appropriate box
I ⊂ R3 such that a reasonable shape of the triangle σ = τ is guaranteed for all a ∈ I.
6.3. The Case of a Common Edge
If σ¯ ∩ τ¯ = [0, p21], we have P1 = Q1, P2 = Q2, and the parameter space is of dimension
d = 6. As in the previous case, we set
P1 := (0, 0, 0)
⊤, P2 := (a1, 0, 0)
⊤, P3 := (a1a2, a1a3, 0)
⊤.
It remains to parametrise the point Q3. As it is geometrically meaningful, we suggest
to incorporate the angle φ := ∠(Eσ, Eτ ) into the parametrisation, where Eσ, Eτ are the
planes for which σ ⊂ Eσ, τ ⊂ Eτ . Let us therefore introduce a rotation matrix
Rφ :=
1 0 00 cosφ − sinφ
0 sinφ cosφ

and an auxiliary point Qˆ3 := (a1a4, a1a5, 0)
⊤. Then we simply set Q3 := RφQˆ3 and
define a6 := φ. The geometrical setting is depicted in Figure 6.2. In order to avoid
pathological cases, we require that a1, a3, a5 > 0 and φ ∈ (0, π]. One can now find an
appropriate box I ⊂ R6 such that reasonable shapes of the triangles σ, τ are guaranteed
for all a = (a1, . . . , a6) ∈ I.
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P1 P2
P3
Q3
x1
x2
x3
Eσ
Eτ
φ
Figure 6.2.: Triangles with a common edge
6.4. The Case of a Common Vertex
If σ¯∩ τ¯ = {(0, 0, 0)⊤}, we have P1 = Q1, and the parameter space is of dimension d = 9.
To simplify the presentation, we will just consider cases in which the two triangles lie
almost in the same plane which is true for all parts of the boundary where the curvature
is still moderate. In fact, this corresponds to a setting very often encountered in practice
when many parts of the surface are locally flat.
As in the previous case, we set P1 := (0, 0, 0)
⊤ and P2 := (a1, 0, 0)
⊤. The point P3
may be parametrised by polar coordinates, P3 := ra1(cosα, sinα, 0)
⊤, which will enable
us later to control the relative position of the two triangles in a natural way. In order to
parametrise the remaining two points Q2 and Q3, we first define two auxiliary points by
Qˆ2 := a1a2(1, 0, tan φ)
⊤, Qˆ3 := sa1a2(cos β,− sin β, tanχ)⊤.
We now introduce a rotation matrix
Rδ :=
 cos δ sin δ 0− sin δ cos δ 0
0 0 1

and set Q2 := RδQˆ2, Q3 := RδQˆ3. The geometrical setting is depicted in Figure 6.3.
Note that for φ, χ ∈ [−ǫ, ǫ] with small ǫ > 0, the two triangles lie almost in the same
plane. Moreover, let Π : R3 → R3 be the orthogonal projection onto the x1-x2-plane.
Then we have β = ∠(Π(Q2)−P1,Π(Q3)−P1). To avoid pathological cases and to exploit
symmetry, it is hence reasonable to require that δ > 0 and that α/2 + β/2 + δ ≤ π. To
guarantee these two conditions, we introduce an auxiliary variable λδ ∈ [0, 1] and let
δ := δmin + λδ(δmax − δmin) with δmin > 0 and δmax := π − α/2 − β/2.
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P1
P2
P3
Q2
Q3
x1
x2
x3
φ
χ
P1
P2
P3
Q2
Q3
x1
x2
α
δ
β
Figure 6.3.: Left: triangles with a common vertex. Right: projection to x1-x2-plane.
The ranges of the parameters r, s may either be fixed directly or again by means of
auxiliary variables. Here, we prefer the second approach since it allows us to guarantee
reasonable shapes of the triangles σ, τ taking into account the sizes of the angles α, β.
Let ωmin > 0 and assume ωmin < α < π − 2ωmin. If we allow rmin < r < rmax with
rmin := sin(ωmin)/ sin(π − α− ωmin), rmax := 1/rmin,
all three angles in σ can only vary within the same bounds as α. We hence let r :=
rmin + λr(rmax − rmin) with λr ∈ [0, 1]. Equivalently, we let ωmin < β < π − 2ωmin and
define s := smin + λs(smax − smin) with
smin := sin(ωmin)/ sin(π − β − ωmin), smax := 1/smin,
and λs ∈ [0, 1].
It is therefore possible to choose the rest of the parameters by a3 := λr, a4 := λs,
a5 := φ, a6 := χ, a7 := α, a8 := β, a9 := λδ, and to find an appropriate box I ⊂ R9 such
that reasonable shapes of the two triangles σ, τ are guaranteed for all a = (a1, . . . , a9) ∈
I.
6.5. The Case of Disjoint Triangles
If σ¯ ∩ τ¯ = ∅, the parameter space is of dimension d = 12. Since this is a very general
setting, we again restrict our attention to geometrical configurations where the two
triangles lie almost in the same plane. As in the case of a common face, we set
P1 := (0, 0, 0)
⊤, P2 := (a1, 0, 0)
⊤, P3 := (a1a2, a1a3, 0)
⊤.
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In order to parametrise the remaining points Q1, Q2, and Q3, we first define three
auxiliary points by
Qˆ1 := (0, 0, 0)
⊤, Qˆ2 := (a1a4, 0, 0)
⊤, Qˆ3 := (a1a4a5,−a1a4a6, 0)⊤.
We now introduce a rotation matrix
Rδ :=
 cos δ sin δ 0− sin δ cos δ 0
0 0 1

and shifting vectors
s1 := (a1a7,−a1a8, a1a9)⊤, s2 := (0, 0, a1a10)⊤, s3 := (0, 0, a1a11)⊤.
We then let
Q1 := RδQˆ1 + s1,
Q2 := RδQˆ2 + s1 + s2,
Q3 := RδQˆ3 + s1 + s3.
The geometrical setting is depicted in Figure 6.4. With a12 := δ, it is natural to require
that a1, a3, a4, a6, a12 > 0. One can now find an appropriate box I ⊂ R12 such that
P1
P2
P3
Q1
Q2
Q3
x1
x2
x3
P1
P2
P3
Q1
Q2
Q3
s1
x1
x2
δ
Figure 6.4.: Left: disjoint triangles. Right: projection to x1-x2-plane.
reasonable shapes of the triangles σ, τ are guaranteed for all a = (a1, . . . , a12) ∈ I.
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In this section, we want to verify if the parametrisations of boundary elements introduced
in the last section lead to an acceleration in the computational time for evaluating near-
field boundary integrals. Since this depends both on the properties of the interpolation
and of the tensor approximation, we will study the following questions:
1. Which interpolation order m is needed to reach a certain accuracy?
2. How do the ranks of the approximations of the tensor A from (5.6) in the canonical
format Cr and in the hierarchical format Hk behave for increasing accuracies?
3. How does the scheme perform compared to the quadrature rules from [16, 44]?
In addition, the overall effect of our method is of interest:
4. How does a full implementation of our method perform in a standard boundary
element code?
In the following, we will analyse the first three points for the cases of the Laplace
and Helmholtz single and double layer potentials (Sections 7.1 to 7.4). We restrict
ourselves to constant basis functions. In Section 7.5, we will study the overall effect of
our method in the context of hierarchical matrices (cf. Section 1.4) for a selection of
three-dimensional surface grids. Prior to the actual results, we give some details on how
our data and measurements were taken.
Parameter Spaces
In Sections 6.2 to 6.5, we have introduced parametrisations of boundary elements de-
pending on a parameter vector a ∈ I ⊂ Rd. So far, we did not specify concrete values
describing the box I. The point here is to find bounds which cover the most common
geometrical configurations in a typical surface grid. We assume that the majority of the
triangles in the grid is well-shaped, i.e., that the smallest angle appearing in all triangles
is sufficiently large.
In the case of triangles with a common face (cf. Section 6.2), we suggest to bound the
parameters a = (a1, a2, a3) ∈ I by the values specified in Table 7.1.
a1 a2 a3
min 0.5 0.5 0.4
max 2.0 1.0 2.0
Table 7.1.: Parameter space I for the case of a common face
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a1 a2 a3 a4 a5 a6
min 0.5 -0.1 0.4 -0.1 0.4 π/2
max 2.0 0.5 2.0 1.1 2.0 π
Table 7.2.: Parameter space I for the case of a common edge
In the case of triangles with a common edge (cf. Section 6.3), we bound the parameters
a = (a1, . . . , a6) ∈ I by the values depicted in Table 7.2.
In case of triangles with a common vertex, we just consider the case when the two
triangles lie almost in the same plane as discussed in Section 6.4. We therefore require
that ǫ := π/16, and we set ωmin := π/5. We have summarised the bounds on the
parameters a = (a1, . . . , a9) ∈ I in Table 7.3.
a1 a2 a3 a4 a5 a6 a7 a8 a9
λr λs φ χ α β λδ
min 0.5 0.5 0 0 −π/16 −π/16 π/5 π/5 0
max 2.0 2.0 1 1 π/16 π/16 3π/5 3π/5 1
Table 7.3.: Parameter space I for the case of a common vertex
In case of disjoint triangles, we again just consider the case when the two triangles
lie almost in the same plane as discussed in Section 6.5. The bounds on the parameters
a = (a1, . . . , a12) ∈ I are given in Table 7.4.
a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12
min 0.5 0 0.5 0.6 0 0.5 -2.0 0.5 0 -0.1 -0.1 0
max 2.0 1 1.5 1.6 1 1.5 3.0 3.0 0.1 0.1 0.1 π/2
Table 7.4.: Parameter space I for the case of disjoint triangles
Note that in all four cases, the first parameter a1 may be set to 1 whenever a homoge-
neous kernel function κ is involved which reduces the dimension of the parameter space
by one (cf. Section 6.1).
Interpolation
The first aim of our numerical experiments is to analyse the properties of the approx-
imation of the function f from (5.1) by interpolation. In particular, we are interested
in the required interpolation order m to reach a certain accuracy. Since we cannot
test the interpolation quality on the whole box I ⊂ Rd, we randomly choose a set
J := {aj ∈ I | 1 ≤ j ≤ L} of L := 103 test points. We then measure the relative error
erripol := ‖f˜m − f‖2,J/ ‖f‖2,J , ‖g‖2,J :=
 L∑
j=1
|g(aj)|2
1/2 (7.1)
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where f˜m is the interpolation function of order m based on a tensor A˜ ∈ Hk which has
been obtained with sufficiently small tensor approximation error ‖A− A˜‖2/ ‖A‖2.
Tensor Approximation
The second aim of our experiments is to analyse the properties of the approximation
of the tensor A from (5.6) in the data-sparse tensor formats Cr and Hk. In particular,
we are interested in how the representation ranks in the specific format develop for
increasing accuracies.
The approximation of the tensor A is split into two steps. In the first step, a very
accurate approximation A′ of A is obtained adaptively in the hierarchical format Hk.
For d ≤ 5, this can be done directly from the full representation of A by the hierar-
chical HOSVD introduced in Section 4.3. For d ≥ 6, we apply the adaptive black box
approximation introduced in Section 4.4.
In the second step, the tensor A′ ∈ Hk is used to determine an approximation in Cr
and Hk of given relative error εten. In the canonical format Cr, we use an alternating
least squares (ALS) approach as it was introduced in Section 4.1. In the hierarchical
format Hk, we again apply the hierarchical HOSVD from Section 4.3.
In all examples, appropriate dimension trees TD are used to construct approximations
inHk. In order to make the hierarchical ranks k = (kt)t∈TD for tensors inHk correspond-
ing to different interpolation orders and to different dimension trees TD comparable, we
compute the so-called effective rank keff of each tensor which is a weighted average over
all ranks kt, t ∈ TD. More precisely, the effective rank is the positive real solution to the
equation
(d− 1)k3eff + dkeff(m+ 1) = Nstorage(Hk), (7.2)
where Nstorage(Hk) was defined in (3.5).
Timings
Our third aim is to demonstrate that the interpolation-based evaluation of integrals
leads to an acceleration compared to a standard approach using quadrature rules. In
the setup step, we need to evaluate a large number of integrals very accurately using
quadrature rules of high order. Depending on the desired accuracy, this step may take
times ranging from seconds to hours. As the preparation step is only required once for
each problem class, we do not analyse these timings here more precisely.
Our major concern is to compare the timings for the actual evaluation of a given
integral up to a prescribed accuracy. For a range of accuracies, we compare the timings
for the evaluation of 106 integrals by [44] using quadrature rules of order q with nq
quadrature points in time tq to our new interpolation-based method. To obtain a fair
comparison, we have to adapt the order of the quadrature rule to meet a given accuracy
ε. The required quadrature order q is determined experimentally for the particular
geometrical setting. This is done by calculating integrals which correspond to a random
set of parameters J ⊂ I (as for the interpolation) for a range of quadrature orders q.
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For the evaluation of an integral by interpolation, two time measurements are relevant.
First, we need to find the parameter vector a ∈ I from the triangle coordinates on the
grid in time tΦ. Second, we need to evaluate either the function fm,C from (5.7) at a in
time tC , or the function fm,H from (5.8) in time tH. With these measurements, we can
determine the maximal speed-up
ρ := tq/(min{tH, tC}+ tΦ). (7.3)
All time measurements were taken on a single processor of a Quad Core Intel Xeon
E5540 system with 2.53 GHz. All programmes have been written in C++ and have been
compiled with gcc using optimisation.
Quadrature
In the setup step and for the time measurements, we apply quadrature rules of order q
taken from [44]. For convenience, the particular number of quadrature points is specified
in Table 7.5. In the case of the Helmholtz single and double layer potential, we realised
Integral Face Edge Vertex Disjoint
Single Layer Potential (SLP) 3× 6× q3 3× 5× q3 3× 2× q3 q4
Double Layer Potential (DLP) 2× 6× q3 2× 5× q3 2× 2× q3 q4
Table 7.5.: Number of quadrature points for constant basis functions in terms of the
quadrature order q
that for high frequencies the first factors in Table 7.5 (3 for the single layer potential
and 2 for the double layer potential) need to be replaced by q in order to maintain the
accuracy of the quadrature rule.
Overview on Examples
In Table 7.6, we have summarised the numerical examples which are concerned with
the evaluation of single integral values. Note that the double layer potential vanishes a
priori in the case of a common face. The performance of our method within a standard
Integral Face Edge Vertex Disjoint
Laplace SLP Ex. 7.1 Ex. 7.2 Ex. 7.3, 7.4 Ex. 7.6, 7.7
Laplace DLP – Ex. 7.8 Ex. 7.9 Ex. 7.10
Helmholtz SLP Ex. 7.12, 7.16 Ex. 7.13, 7.17 Ex. 7.14, 7.18 Ex. 7.15, 7.19
Helmholtz DLP – Ex. 7.20 Ex. 7.21 Ex. 7.22
Table 7.6.: Overview on numerical examples
boundary element code will be studied in Section 7.5.
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7.1. Laplace Single Layer Potential
The Laplace single layer potential in R3 is related to the kernel
κ(x, y) =
1
4π ‖x− y‖ .
A Galerkin discretisation with constant basis functions thus requires the evaluation of
integrals of the form
f(a) :=
∫
σ(a)
∫
τ(a)
1
4π ‖x− y‖ dy dx.
Since the kernel function is homogeneous of degree -1, the parameter dimension may be
reduced by one as pointed out in Section 6.
Example 7.1 (Laplace SLP: common face). In case of a common face, the parameter
space is of dimension d = 2 and the canonical format Cr and the hierarchical format
Hk are equivalent. An approximation of A may hence be determined by the singular
value decomposition. To measure the interpolation error, we use a tensor A˜ ∈ Cr with
‖A − A˜‖2/ ‖A‖2 ≤ εten := 10−12. The relative interpolation error erripol from (7.1) is
depicted in Table 7.7. As predicted by the theoretical estimate, the interpolation error
decreases exponentially with the interpolation order m.
Secondly, we are interested in the behaviour of the rank r for the canonical format
Cr when we prescribe a certain accuracy εten for the approximation of the tensor A. As
Table 7.7 illustrates, the ranks grow only mildly when the accuracy is increased.
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Laplace SLP: common face
err-ipol εten m r
1e-03 3 2
1e-04 5 2
1e-05 6 2
1e-06 8 3
1e-07 10 4
Table 7.7.: Laplace SLP: case of a common face. Left: interpolation error erripol from
(7.1) for εten = 10
−12. Right: interpolation orders m and ranks r of the
tensor approximation to Cr for different accuracies εten.
In a third test, we compare the timings for the evaluation of 106 integrals by [44] to
our new interpolation-based method. The speed-up ρ from (7.3) typically exceeds three
orders of magnitude (cf. Table 7.8).
Example 7.2 (Laplace SLP: common edge). In case of a common edge, the parameter
space is of dimension d = 5. The tensor approximation can be done either in the
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ε q nq tq m tΦ tC ρ
1e-03 4 1152 22.3s 3 0.03s 0.04s 318.6
1e-04 5 2250 43.5s 5 0.02s 0.05s 621.4
1e-05 7 6174 119.4s 6 0.02s 0.05s 1705.7
1e-06 8 9216 178.2s 8 0.02s 0.10s 1485.0
1e-07 10 18000 348.0s 10 0.03s 0.16s 1831.6
Table 7.8.: Laplace SLP: case of a common face. Timings for the evaluation of 106
integrals with accuracy ε. Left: evaluation by quadrature rules from [44]
of order q with nq quadrature points in time tq. Right: interpolation-based
evaluation with interpolation order m, time tΦ for the transformation to the
parameter space I, time tC for the evaluation in Cr, and speed-up ρ from
(7.3).
canonical format Cr or in the hierarchical formatHk. To measure the interpolation error,
we use a tensor A˜ ∈ Hk with ‖A − A˜‖2/ ‖A‖2 ≤ εten := 10−10. Table 7.9 summarises
the relative interpolation error erripol from (7.1), the necessary ranks r for the tensor
approximation in Cr, and the effective ranks keff from (7.2) for the approximation in Hk.
We observe a mild increase in the effective rank keff ∼ |log ε| and a stronger increase in
the representation rank r ∼ 2|log ε|.
1e-08
1e-07
1e-06
1e-05
1e-04
1e-03
1e-02
1e-01
1e+00
 0  2  4  6  8  10  12  14
in
te
rp
ol
at
io
n 
er
ro
r
interpolation order m
Laplace SLP: common edge
err-ipol εten m keff r
1e-03 4 2.6 5
1e-04 5 3.1 10
1e-05 6 4.6 21
1e-06 8 6.5 47
1e-07 10 8.5 89
Table 7.9.: Laplace SLP: case of a common edge. Left: interpolation error erripol from
(7.1) for εten = 10
−10. Right: interpolation orders m, ranks r for the approx-
imation in Cr, and effective ranks keff from (7.2) for the approximation in Hk
for different accuracies εten.
The timings for the evaluation by [44] and for the evaluation by interpolation are
compared in Table 7.10. The speed-up ρ from (7.3) typically reaches two orders of
magnitude.
Example 7.3 (Laplace SLP: common vertex (full parameter space)). In case of a com-
mon vertex, the parameter space is of dimension d = 8. To measure the interpolation
error, we use a tensor A˜ ∈ Hk which has been obtained in a black box fashion with an
accuracy of εten = 10
−8. Table 7.11 summarises the relative interpolation error erripol
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ε q nq tq m tΦ tH tC ρ
1e-03 4 960 18.5s 4 0.10s 0.41s 0.23s 56.1
1e-04 5 1875 36.2s 5 0.10s 0.57s 0.51s 59.3
1e-05 6 3240 62.7s 6 0.09s 1.15s 1.28s 50.6
1e-06 8 7680 148.5s 8 0.10s 2.31s 3.81s 61.6
1e-07 9 10935 211.5s 10 0.10s 4.71s 8.31s 44.0
Table 7.10.: Laplace SLP: case of a common edge. Timings for the evaluation of 106
integrals with accuracy ε. Left: evaluation by quadrature rules from [44]
of order q with nq quadrature points in time tq. Right: interpolation-based
evaluation with interpolation order m, time tΦ for the transformation to
the parameter space I, time tH for the evaluation in Hk, time tC for the
evaluation in Cr, and speed-up ρ from (7.3).
from (7.1), the necessary ranks r for the tensor approximation in Cr, and the effective
ranks keff from (7.2) for the approximation in Hk. We observe a mild increase in the
effective rank keff, but a rapid increase of the representation rank r.
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err-ipol εten m keff r
1e-03 4 3.2 18
1e-04 6 4.6 56
1e-05 7 6.7 –
1e-06 9 9.5 –
1e-07 11 12.6 –
Table 7.11.: Laplace SLP: case of a common vertex for the full parameter space I. Left:
interpolation error erripol from (7.1) for εten = 10
−8. Right: interpolation
orders m, ranks r for the approximation in Cr, and effective ranks keff from
(7.2) for the approximation in Hk for different accuracies εten.
The timings for the evaluation by [44] and for the evaluation by interpolation are com-
pared in Table 7.12. The speed-up ρ from (7.3) typically reaches one order of magnitude.
The results of the preceding Example 7.3 can be optimised by dividing the parameter
space into several subsets as the following example illustrates.
Example 7.4 (Laplace SLP: common vertex (divided parameter space)). In Table 7.3,
we have introduced parameter ranges a7 ∈ I7 := [π/5, 3π/5] and a8 ∈ I8 := [π/5, 3π/5]
which correspond to the angles α, β from Section 6.4. Let us now introduce a splitting
I7,i := [iπ/10, (i + 1)π/10], I8,j := [jπ/10, (j + 1)π/10], i, j = 2, 3, 4, 5.
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ε q nq tq m tΦ tH tC ρ
1e-03 4 384 7.4s 4 0.63s 0.98s 1.31s 4.6
1e-04 5 750 14.5s 6 0.63s 2.15s 5.53s 5.2
1e-05 7 2058 39.7s 7 0.63s 4.31s – 8.0
1e-06 8 3072 59.4s 9 0.62s 10.54s – 5.3
1e-07 11 7986 154.4s 11 0.63s 21.57s – 7.0
Table 7.12.: Laplace: case of a common vertex for the full parameter space I. Timings
for the evaluation of 106 integrals with accuracy ε. Left: evaluation by
quadrature rules from [44] of order q with nq quadrature points in time tq.
Right: interpolation-based evaluation with interpolation order m, time tΦ
for the transformation to the parameter space I, time tH for the evaluation
in Hk, time tC for the evaluation in Cr, and speed-up ρ from (7.3).
We may then consider modified parameter spaces
I(i,j) := I1 × . . .× I6 × I7,i × I8,j × I9. (7.4)
The results of the numerical tests from Example 7.3 with the modified parameter spaces
I(i,j) from (7.4) are reported in Table 7.13 for (i, j) = (2, 2) and (i, j) = (5, 5). For all
modified parameter spaces I(i,j), we observe a significant acceleration in the evaluation
times (cf. Table 7.14) compared to the full parameter space I.
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err-ipol for I(2,2)
err-ipol for I(5,5)
I(2,2) I(5,5)
εten m keff r m keff r
1e-03 4 2.8 11 3 2.3 8
1e-04 5 4.0 31 5 3.5 22
1e-05 6 5.6 84 6 5.0 52
1e-06 8 7.8 – 7 6.7 –
1e-07 9 10.2 – 8 9.0 –
Table 7.13.: Laplace SLP: case of a common vertex for the divided parameter spaces I(i,j)
from (7.4). Left: interpolation error erripol from (7.1) for εten = 10
−8. Right:
interpolation orders m, ranks r for the approximation in Cr, and effective
ranks keff from (7.2) for the approximation in Hk for different accuracies
εten.
Remark 7.5. The positive effect of the splitting of the parameter space into several
subsets results from the fact that the tensor ranks and the interpolation orders have
decreased. This behaviour can be observed for all considered examples and is due to
the fact that a smooth function locally can have much better approximation properties
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I(2,2) I(5,5)
ε q tq tΦ tH tC ρ tH tC ρ
1e-03 4 7.5s 0.62s 0.81s 0.92s 5.2 0.61s 0.58s 6.4
1e-04 5 14.5s 0.62s 1.56s 2.74s 6.7 1.27s 1.94s 7.7
1e-05 7 39.8s 0.62s 2.94s 8.71s 11.2 2.49s 5.35s 12.9
1e-06 8 60.3s 0.63s 6.64s – 8.3 4.49s – 11.6
1e-07 11 154.4s 0.62s 12.58s – 11.7 8.83s – 16.4
Table 7.14.: Laplace SLP: case of a common vertex for the divided parameter space
I(i,j) from (7.4). Timings for the evaluation of 106 integrals with accuracy
ε. Left: evaluation by quadrature rules from [44] of order q in time tq.
Right: interpolation-based evaluation with time tΦ for the transformation
to the parameter space I(i,j), time tH for the evaluation in Hk, time tC for
the evaluation in Cr, and speed-up ρ from (7.3).
than globally. The choice of the parameter ranges is therefore a trade-off between a
sufficiently general geometric description of the triangles and sufficiently low tensor ranks
and interpolation orders.
Example 7.6 (Laplace SLP: disjoint triangles). In case of disjoint triangles, the param-
eter space is of dimension d = 11. As some numerical experiments have shown, the full
parameter space I from Table 7.4 leads to high tensor ranks keff which do not allow for
an acceleration. Therefore, we again suggest to split the set I into several subsets. Let
I8,1 := [0.5, 1.5] and I8,2 := [1.5, 3.0]. Moreover, define
I12,j := [(j − 1)π/10, jπ/10], j = 1, . . . , 5.
For the last splitting of the interval I7 by subintervals I7,i, i = 1, . . . , 8, we use the values
from Table 7.15. With these one-dimensional splittings, we now define parameter spaces
I7,1 I7,2 I7,3 I7,4 I7,5 I7,6 I7,7 I7,8
min -2.0 -1.0 -0.5 0 0.5 1.0 1.5 2.0
max -1.0 -0.5 0 0.5 1.0 1.5 2.0 3.0
Table 7.15.: Disjoint triangles: splitting of the parameter range I7
I(i,j,l) by
I(i,j,l) := I1 × . . .× I6 × I7,i × I8,l × I9 × I10 × I11 × I12,j. (7.5)
Note that the parameters a7 ∈ I7 and a8 ∈ I8 have a direct influence on the distance
of the two triangles whereas the parameter a12 ∈ I12 describes a rotation of the second
triangle (cf. Section 6.5). After some numerical tests, we observed that the case l = 2,
i.e. if a8 ∈ [1.5, 3.0], does not lead to an additional acceleration. This is due to the fact
that the required quadrature order only grows slowly with increasing accuracies when
the distance of the two triangles is relatively large. We therefore restrict ourselves to
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the case l = 1 for which we summarise the interpolation error and the necessary ranks
for the tensor approximation in Table 7.16 for (i, j, l) = (1, 5, 1) and (i, j, l) = (4, 1, 1).
We observe a mild increase in the effective rank keff from (7.2) for the approximation in
Hk, but a significant increase of the representation rank r for the approximation in Cr.
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err-ipol for I(1,5,1)
err-ipol for I(4,1,1)
I(1,5,1) I(4,1,1)
εten m keff r m keff r
1e-03 3 2.4 9 3 2.7 13
1e-04 4 3.4 28 4 4.1 41
1e-05 5 4.8 – 6 5.9 –
1e-06 6 6.8 – 7 8.4 –
1e-07 7 8.9 – 8 11.1 –
Table 7.16.: Laplace SLP: case of disjoint triangles for the divided parameter space I(i,j,l)
from (7.5). Left: interpolation error erripol from (7.1) for εten = 10
−8. Right:
interpolation orders m, ranks r for the approximation in Cr, and effective
ranks keff from (7.2) for the approximation in Hk for different accuracies
εten.
The timings for the evaluation by [44] and for the evaluation by interpolation are
compared in Table 7.17. The speed-up ρ from (7.3) is rather small, but still reaches one
order of magnitude.
I(1,5,1) I(4,1,1)
ε q tq tΦ tH tC ρ tH tC ρ
1e-03 3 1.6s 0.60s 0.87s 0.75s 1.2 1.01s 1.07s 1.0
1e-04 4 4.9s 0.60s 1.57s 2.75s 2.3 2.11s 4.02s 1.8
1e-05 5 12.1s 0.60s 2.86s – 3.5 4.59s – 2.3
1e-06 6 25.0s 0.60s 6.35s – 3.6 10.38s – 2.3
1e-07 7 46.4s 0.60s 11.93s – 3.7 21.39s – 2.1
Table 7.17.: Laplace SLP: case of disjoint triangles for the divided parameter space I(i,j,l)
from (7.5). Left: evaluation by quadrature rules from [44] of order q in time
tq. Right: interpolation-based evaluation with time tΦ for the transforma-
tion to the parameter space I(i,j,l), time tH for the evaluation in Hk, time
tC for the evaluation in Cr, and speed-up ρ from (7.3).
Large parts of the surface of technical devices are often completely flat. Therefore –
in case of the single layer potential – it makes sense to study geometrical configurations
in which the two triangles lie in the same plane. This is particularly interesting for the
case of disjoint triangles since there the speed-up was rather slow.
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Example 7.7 (Laplace SLP: disjoint triangles, flat case). If the two triangles lie in the
same plane, the parameter space can be reduced to dimension d = 8. One may simply set
the parameters a9, a10, a11 from Table 7.4 to zero. The timings for the evaluation by [44]
and for the evaluation by interpolation are compared in Table 7.18 for (i, j, l) = (1, 5, 1)
and (i, j, l) = (1, 5, 2). We observe that even the case l = 2 yields an acceleration.
Moreover, the speed-up for l = 1 is significantly larger than in Table 7.17.
I(1,5,1) I(1,5,2)
ε tΦ q tq tH tC ρ q tq tH tC ρ
1e-03 0.57s 3 1.6s 0.62s 0.53s 1.5 3 1.6s 0.60s 0.48s 1.4
1e-04 0.57s 4 5.0s 0.98s 1.52s 3.2 3 1.6s 0.91s 1.21s 1.0
1e-05 0.57s 5 12.1s 1.68s 4.66s 5.4 4 5.0s 1.60s 3.36s 2.2
1e-06 0.58s 6 25.0s 2.93s – 7.1 5 12.0s 2.54s – 3.8
1e-07 0.57s 7 46.4s 4.92s – 8.5 5 12.1s 3.57s – 2.9
Table 7.18.: Laplace SLP: case of flat disjoint triangles with the divided parameter space
I(i,j,l) from (7.5). Evaluation by quadrature rules from [44] of order q in time
tq. Interpolation-based evaluation with time tΦ for the transformation to
the parameter space I(i,j,l), time tH for the evaluation in Hk, time tC for
the evaluation in Cr, and speed-up ρ from (7.3).
Conclusion
In all examples for the Laplace single layer potential, we observed an exponential decay
of the interpolation error erripol with respect to the interpolation order m. The effective
rank keff in the hierarchical format Hk mostly behaved like |log ε|. With increasing
dimensions d, the representation rank r in the canonical format Cr seemed to grow
faster with increasing accuracies ε. This may be due to the fact that a full separation
of variables in higher dimensions requires more effort than in lower ones. The timings
for the singular examples show a significant acceleration compared to the evaluation
of integrals by [44]. For the disjoint case, an acceleration may still be achieved if one
applies appropriate splittings of the parameter space I.
7.2. Laplace Double Layer Potential
The Laplace double layer potential in R3 is related to the kernel
κ(x, y) =
∂
∂ny
1
4π ‖x− y‖ =
〈n(y), x − y〉
4π ‖x− y‖3 .
A Galerkin discretisation with constant basis functions thus requires the evaluation of
integrals of the form
f(a) :=
∫
σ(a)
∫
τ(a)
〈n(y), x− y〉
4π ‖x− y‖3 dy dx.
93
7. Numerical Examples
Since the kernel function is homogeneous of degree -2, the parameter dimension may be
reduced by one. The double layer potential vanishes whenever σ and τ lie in the same
plane. Therefore, we omit the case of a common face.
Example 7.8 (Laplace DLP: common edge). In case of a common edge, the parameter
space is of dimension d = 5. To measure the interpolation error, we use a tensor A˜ ∈ Hk
with ‖A− A˜‖2/ ‖A‖2 ≤ εten := 10−10. Table 7.19 summarises the relative interpolation
error erripol from (7.1), the necessary ranks r for the tensor approximation in Cr, and
the effective ranks keff from (7.2) for the approximation in Hk. As in Example 7.2, we
observe a mild increase in the effective rank keff ∼ |log ε| and a stronger increase in the
representation rank r ∼ 2|log ε|.
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err-ipol εten m keff r
1e-03 4 2.9 6
1e-04 6 3.8 15
1e-05 8 5.5 32
1e-06 10 7.7 72
1e-07 12 9.7 121
Table 7.19.: Laplace DLP: case of a common edge. Left: interpolation error erripol from
(7.1) for εten = 10
−10. Right: interpolation orders m, ranks r for the
approximation in Cr, and effective ranks keff from (7.2) for the approximation
in Hk for different accuracies εten.
The timings for the evaluation by [44] and for the evaluation by interpolation are
compared in Table 7.20. The speed-up ρ from (7.3) typically reaches two orders of
magnitude.
ε q nq tq m tΦ tH tC ρ
1e-03 5 1250 34.0s 4 0.11s 0.47s 0.27s 89.5
1e-04 7 3430 93.3s 6 0.11s 0.82s 0.91s 100.3
1e-05 8 5120 139.3s 8 0.12s 1.66s 2.58s 78.3
1e-06 10 10000 272.1s 10 0.11s 3.51s 6.72s 75.2
1e-07 11 13310 362.2s 12 0.12s 6.54s 14.16s 54.4
Table 7.20.: Laplace DLP: case of a common edge. Timings for the evaluation of 106
integrals with accuracy ε. Left: evaluation by quadrature rules from [44]
of order q with nq quadrature points in time tq. Right: interpolation-based
evaluation with interpolation order m, time tΦ for the transformation to
the parameter space I, time tH for the evaluation in Hk, time tC for the
evaluation in Cr, and speed-up ρ from (7.3).
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Example 7.9 (Laplace DLP: common vertex). In case of a common vertex, the param-
eter space is of dimension d = 8. We consider the same splitting of the parameter space
I as in Example 7.4. To measure the interpolation error, we use a tensor A˜ ∈ Hk which
has been obtained in a black box fashion with an accuracy of εten = 10
−8. The inter-
polation error and the necessary ranks for the tensor approximation are summarised in
Table 7.21. Although the quantitative values of the ranks keff and r are slightly higher,
the qualitative behaviour is similar to Example 7.4.
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Laplace DLP: common vertex (divided parameter space)
err-ipol for I(2,2)
err-ipol for I(5,5)
I(2,2) I(5,5)
εten m keff r m keff r
1e-03 5 3.7 23 4 3.5 21
1e-04 7 5.8 66 5 5.3 57
1e-05 9 7.9 – 7 7.2 –
1e-06 11 10.7 – 8 9.8 –
1e-07 13 14.2 – 10 13.0 –
Table 7.21.: Laplace DLP: case of a common vertex for the divided parameter spaces
I(i,j) from (7.4). Left: interpolation error erripol from (7.1) for εten = 10
−8.
Right: interpolation orders m, ranks r for the approximation in Cr, and
effective ranks keff from (7.2) for the approximation in Hk for different
accuracies εten.
The timings for the evaluation by [44] and for the evaluation by interpolation are
compared in Table 7.22. The speed-up ρ is larger than for the single layer potential from
Table 7.14 since the required quadrature order q is higher.
I(2,2) I(5,5)
ε q tq tΦ tH tC ρ tH tC ρ
1e-03 6 23.6s 0.62s 1.34s 1.94s 12.0 1.16s 1.54s 13.4
1e-04 7 37.4s 0.62s 3.10s 7.57s 10.1 2.48s 4.79s 12.1
1e-05 8 55.7s 0.62s 6.70s – 7.6 5.07s – 9.8
1e-06 10 108.8s 0.62s 14.22s – 7.3 11.07s – 9.3
1e-07 11 144.8s 0.62s 29.83s – 4.8 22.87s – 6.2
Table 7.22.: Laplace DLP: case of a common vertex for the divided parameter space
I(i,j) from (7.4). Timings for the evaluation of 106 integrals with accuracy
ε. Left: evaluation by quadrature rules from [44] of order q in time tq.
Right: interpolation-based evaluation with time tΦ for the transformation
to the parameter space I(i,j), time tH for the evaluation in Hk, time tC for
the evaluation in Cr, and speed-up ρ from (7.3).
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Example 7.10 (Laplace DLP: disjoint triangles). In case of disjoint triangles, the pa-
rameter space is of dimension d = 11. We consider the same splitting of the parameter
space I as in Example 7.6. The interpolation error and the necessary ranks for the tensor
approximation are summarised in Table 7.23. The quantitative values of the rank keff
and, in particular, of r are significantly higher than in Example 7.6.
1e-08
1e-07
1e-06
1e-05
1e-04
1e-03
1e-02
1e-01
1e+00
 0  2  4  6  8  10  12  14
in
te
rp
ol
at
io
n 
er
ro
r
interpolation order m
Laplace DLP: disjoint triangles (divided parameter space)
err-ipol for I(1,5)
err-ipol for I(4,1)
I(1,5,1) I(4,1,1)
εten m keff r m keff r
1e-03 3 3.7 53 5 4.1 72
1e-04 4 5.5 – 7 6.3 –
1e-05 5 7.0 – 8 8.9 –
1e-06 6 9.3 – 10 12.2 –
1e-07 7 11.7 – 11 15.7 –
Table 7.23.: Laplace DLP: case of disjoint triangles for the divided parameter space I(i,j,l)
from (7.5). Left: interpolation error erripol from (7.1) for εten = 10
−8. Right:
interpolation orders m, ranks r for the approximation in Cr, and effective
ranks keff from (7.2) for the approximation in Hk for different accuracies
εten.
Despite of the higher tensor ranks, the evaluation by interpolation still leads to a
significant acceleration as Table 7.22 indicates. On the one hand, this is due to the fact
that the evaluation of the double layer potential for a single quadrature point takes more
time than for the single layer potential. On the other hand, for given ε, the required
quadrature order q needs to be chosen larger than in Table 7.17.
I(1,5,1) I(4,1,1)
ε q tq tΦ tH tC ρ tH tC ρ
1e-03 5 17.0s 0.62s 1.68s 4.36s 7.4 2.19s 8.02s 6.0
1e-04 6 35.2s 0.62s 3.60s – 8.3 5.26s – 6.0
1e-05 7 65.2s 0.62s 6.60s – 9.0 12.54s – 5.0
1e-06 8 111.3s 0.61s 13.47s – 7.9 27.44s – 4.0
1e-07 9 178.4s 0.62s 24.24s – 7.2 56.00s – 3.2
Table 7.24.: Laplace SLP: case of disjoint triangles for the divided parameter space I(i,j,l)
from (7.5). Left: evaluation by quadrature rules from [44] of order q in time
tq. Right: interpolation-based evaluation with time tΦ for the transforma-
tion to the parameter space I(i,j,l), time tH for the evaluation in Hk, time
tC for the evaluation in Cr, and speed-up ρ from (7.3).
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Conclusion
In all examples for the Laplace double layer potential, we observed a similar behaviour
for the interpolation error and the ranks keff and r as for the single layer potential.
Although the required interpolation order and the ranks were slightly higher, the speed-
ups could even exceed the rates for the single layer potential due to higher quadrature
orders q and the larger cost for the evaluation of the double layer kernel.
7.3. Helmholtz Single Layer Potential
The Helmholtz single layer potential in R3 is related to the kernel
κ(x, y) =
eiκ‖x−y‖
4π ‖x− y‖
where κ denotes the wave number which we assume to be real-valued. For simplicity,
we just consider the real part Reκ = cos(κ ‖x− y‖)/(4π ‖x− y‖). The imaginary part
may be treated completely analogously. A Galerkin discretisation with constant basis
functions thus requires the evaluation of integrals of the form
f(a) :=
∫
σ(a)
∫
τ(a)
cos(κ ‖x− y‖)
4π ‖x− y‖ dy dx. (7.6)
Remark 7.11. The restriction to the real or imaginary part of κ is not compulsory. We
can also consider f as a complex-valued function directly. Then one has to approximate
the complex-valued tensor A in the complex formats Cr and Hk. If the resulting ranks
are comparable to the real-valued case, the evaluation of the complex tensors AC and
AH is at least as costly as if one treats the real and imaginary parts separately. This is
due to the fact that all calculations have to be performed in complex arithmetic which
at least requires the double amount of work as for the real-valued case.
As a slight modification of the original problem, we may consider κ as an additional
parameter and try to approximate the function
f(a,κ) :=
∫
σ(a)
∫
τ(a)
cos(κ ‖x− y‖)
4π ‖x− y‖ dy dx. (7.7)
Since the integral smoothly depends on κ, the function f also smoothly depends on κ
and the analysis of Section 5.3 can be applied without further modifications. We study
the approximation of (7.6) and (7.7) separately in the next two sections.
Approximation with fixed κ
The wave number κ has a strong influence on the properties of the integral kernel κ. Typ-
ically, one distinguishes two different frequency regimes. In the high frequency regime,
the wave number is relatively large compared to the size of the boundary elements, i.e.
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κ diam(τ) ∼ 1, whereas in the low frequency regime we have κ diam(τ) ≪ 1. Since we
assume an element size of diam(τ) ∼ 1, we may consider κhigh := 1/10 to lie in the high
frequency regime and κlow := 1/1000 in the low frequency regime.
Example 7.12 (Helmholtz SLP with fixed κ: common face). Since the Helmholtz kernel
is no longer homogeneous, the parameter space is of dimension d = 3. To measure the
interpolation error, we use a tensor A˜ ∈ Hk with ‖A − A˜‖2/ ‖A‖2 ≤ εten := 10−10.
Table 7.25 summarises the relative interpolation error erripol from (7.1), the necessary
ranks r for the tensor approximation in Cr, and the effective ranks keff from (7.2) for the
approximation in Hk. For both the high and the low frequency case, we observe a mild
increase in the effective rank keff and in the representation rank r similar to the Laplace
SLP from Example 7.1.
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Helmholtz SLP (fixed kappa): common face
err-ipol for kappa-high
err-ipol for kappa-low
κlow =
1
1000 κhigh =
1
10
εten m keff r m keff r
1e-03 3 1.5 2 3 1.5 2
1e-04 5 1.5 2 5 1.9 3
1e-05 6 1.6 2 6 2.1 4
1e-06 8 2.1 3 8 2.7 5
1e-07 9 2.5 4 9 2.9 6
Table 7.25.: Helmholtz SLP with fixed κ: case of a common face. Left: interpolation
error erripol from (7.1) for εten = 10
−10. Right: interpolation orders m,
ranks r for the approximation in Cr, and effective ranks keff from (7.2) for
the approximation in Hk for different accuracies εten.
Example 7.13 (Helmholtz SLP with fixed κ: common edge). The parameter space is
of dimension d = 6. Table 7.26 summarises the relative interpolation error erripol from
(7.1), the necessary ranks r for the tensor approximation in Cr, and the effective ranks
keff from (7.2) for the approximation in Hk. The results are comparable to those for the
Laplace SLP from Example 7.2 where in the high frequency regime the tensor ranks keff
and r are slightly higher than in the low frequency regime.
Example 7.14 (Helmholtz SLP with fixed κ: common vertex). The parameter space
is of dimension d = 9. As an example, we consider the parameter space I(4,3) from
Example 7.4. Other subdivided parameter spaces I(i,j) from (7.4) yield similar results.
Table 7.27 summarises the relative interpolation error erripol from (7.1), the necessary
ranks r for the tensor approximation in Cr, and the effective ranks keff from (7.2) for
the approximation in Hk. Again, the results are similar to those from Example 7.4 with
slightly higher tensor ranks in the high frequency regime.
Example 7.15 (Helmholtz SLP with fixed κ: disjoint triangles). The parameter space
is of dimension d = 12. As an example, we consider the parameter space I(1,5,1) from
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Helmholtz SLP (fixed kappa): common edge
err-ipol for kappa-high
err-ipol for kappa-low
κlow =
1
1000 κhigh =
1
10
εten m keff r m keff r
1e-03 4 2.4 5 4 2.1 5
1e-04 5 2.9 10 5 3.1 11
1e-05 7 4.2 21 6 4.4 25
1e-06 8 6.0 46 8 6.7 59
1e-07 10 7.8 93 10 8.7 –
Table 7.26.: Helmholtz SLP with fixed κ: case of a common edge. Left: interpolation
error erripol from (7.1) for εten = 10
−8. Right: interpolation orders m,
ranks r for the approximation in Cr, and effective ranks keff from (7.2) for
the approximation in Hk for different accuracies εten.
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Helmholtz SLP (fixed kappa): common vertex
err-ipol for kappa-high
err-ipol for kappa-low
κlow =
1
1000 κhigh =
1
10
εten m keff r m keff r
1e-03 3 2.5 9 3 2.9 10
1e-04 5 3.5 25 5 3.9 29
1e-05 6 5.0 69 6 5.6 81
1e-06 7 7.1 – 7 8.2 –
1e-07 9 9.3 – 9 10.9 –
Table 7.27.: Helmholtz SLP with fixed κ: case of a common vertex for the parameter
space I(4,3) from (7.4). Left: interpolation error erripol from (7.1) for εten =
10−8. Right: interpolation orders m, ranks r for the approximation in Cr,
and effective ranks keff from (7.2) for the approximation in Hk for different
accuracies εten.
Example 7.6. Other subdivided parameter spaces I(i,j,l) from (7.5) yield similar results.
Table 7.28 summarises the relative interpolation error erripol from (7.1), the necessary
ranks r for the tensor approximation in Cr, and the effective ranks keff from (7.2) for the
approximation in Hk. Again, the results are similar to those from Example 7.6.
Approximation with varying κ
As for the approximation with fixed κ, we distinguish between the high and the low
frequency regime. In the high frequency case, we let κhigh ∈ [1/20, 1/10] and in the low
frequency case we allow κlow ∈ [1/2000, 1/1000]. The additional variable κ increases the
dimension d of the parameter space for all cases by one.
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Helmholtz SLP (fixed kappa): disjoint triangles
err-ipol for kappa-high
err-ipol for kappa-low
κlow =
1
1000 κhigh =
1
10
εten m keff r m keff r
1e-03 3 2.3 9 4 2.7 12
1e-04 4 3.3 27 5 4.0 33
1e-05 5 4.6 – 6 5.7 –
1e-06 6 6.6 – 7 8.2 –
1e-07 7 8.8 – 8 10.6 –
Table 7.28.: Helmholtz SLP with fixed κ: case of disjoint triangles for the parameter
space I(1,5,1) from (7.5). Left: interpolation error erripol from (7.1) for
εten = 10
−8. Right: interpolation orders m, ranks r for the approximation
in Cr, and effective ranks keff from (7.2) for the approximation in Hk for
different accuracies εten.
Example 7.16 (Helmholtz SLP with varying κ: common face). The parameter space
is of dimension d = 4. Table 7.29 summarises the relative interpolation error erripol from
(7.1), the necessary ranks r for the tensor approximation in Cr, and the effective ranks
keff from (7.2) for the approximation in Hk. The results are almost identical to those
from Example 7.12.
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Helmholtz SLP (varying kappa): common face
err-ipol for kappa-high
err-ipol for kappa-low
κlow κhigh
εten m keff r m keff r
1e-03 3 1.4 2 3 1.4 2
1e-04 5 1.4 2 5 1.9 3
1e-05 6 1.4 2 6 2.1 4
1e-06 8 1.8 3 8 2.5 6
1e-07 10 2.2 4 10 2.7 8
Table 7.29.: Helmholtz SLP with varying κ: case of a common face for κlow ∈
[1/2000, 1/1000], κhigh ∈ [1/20, 1/10]. Left: interpolation error erripol from
(7.1) for εten = 10
−10. Right: interpolation orders m, ranks r for the ap-
proximation in Cr, and effective ranks keff from (7.2) for the approximation
in Hk for different accuracies εten.
Example 7.17 (Helmholtz SLP with varying κ: common edge). The parameter space
is of dimension d = 7. Table 7.30 summarises the relative interpolation error erripol from
(7.1), the necessary ranks r for the tensor approximation in Cr, and the effective ranks
keff from (7.2) for the approximation in Hk. The results are almost identical to those
from Example 7.13.
100
7.3. Helmholtz Single Layer Potential
1e-08
1e-07
1e-06
1e-05
1e-04
1e-03
1e-02
1e-01
1e+00
 0  2  4  6  8  10  12  14
in
te
rp
ol
at
io
n 
er
ro
r
interpolation order m
Helmholtz SLP (varying kappa): common edge
err-ipol for kappa-high
err-ipol for kappa-low
κlow κhigh
εten m keff r m keff r
1e-03 4 2.2 5 4 2.3 6
1e-04 5 2.7 10 5 3.0 12
1e-05 7 4.0 21 6 4.4 26
1e-06 8 5.6 46 8 6.3 58
1e-07 10 7.4 – 10 8.2 –
Table 7.30.: Helmholtz SLP with varying κ: case of a common edge for κlow ∈
[1/2000, 1/1000], κhigh ∈ [1/20, 1/10]. Left: interpolation error erripol from
(7.1) for εten = 10
−8. Right: interpolation orders m, ranks r for the ap-
proximation in Cr, and effective ranks keff from (7.2) for the approximation
in Hk for different accuracies εten.
Example 7.18 (Helmholtz SLP with varying κ: common vertex). The parameter space
is of dimension d = 10. As an example, we consider the parameter space I(4,3) from
Example 7.4. Other subdivided parameter spaces I(i,j) from (7.4) yield similar results.
Table 7.31 summarises the relative interpolation error erripol from (7.1), the necessary
ranks r for the tensor approximation in Cr, and the effective ranks keff from (7.2) for the
approximation in Hk. The results are almost identical to those from Example 7.14.
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Helmholtz SLP (varying kappa): common vertex
err-ipol for kappa-high
err-ipol for kappa-low
κlow κhigh
εten m keff r m keff r
1e-03 3 2.4 9 3 2.8 11
1e-04 5 3.3 25 5 3.7 31
1e-05 6 4.8 68 6 5.5 –
1e-06 7 6.8 – 7 7.9 –
1e-07 9 8.9 – 9 10.4 –
Table 7.31.: Helmholtz SLP with varying κ: case of a common vertex for κlow ∈
[1/2000, 1/1000], κhigh ∈ [1/20, 1/10], and the parameter space I(4,3) from
(7.4). Left: interpolation error erripol from (7.1) for εten = 10
−8. Right:
interpolation orders m, ranks r for the approximation in Cr, and effective
ranks keff from (7.2) for the approximation in Hk for different accuracies
εten.
Example 7.19 (Helmholtz SLP with varying κ: disjoint triangles). The parameter
space is of dimension d = 13. As an example, we consider the parameter space I(1,5,1)
from Example 7.6. Other subdivided parameter spaces I(i,j,l) from (7.5) yield similar
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results. Table 7.32 summarises the relative interpolation error erripol from (7.1), the nec-
essary ranks r for the tensor approximation in Cr, and the effective ranks keff from (7.2)
for the approximation in Hk. The results are almost identical to those from Example
7.15.
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Helmholtz SLP (varying kappa): disjoint triangles
err-ipol for kappa-high
err-ipol for kappa-low
κlow κhigh
εten m keff r m keff r
1e-03 3 2.2 9 4 2.7 12
1e-04 4 3.2 27 5 3.8 37
1e-05 5 4.5 – 6 5.8 –
1e-06 6 6.4 – 7 8.0 –
1e-07 8 8.5 – 8 10.4 –
Table 7.32.: Helmholtz SLP with varying κ: case of disjoint triangles for κlow ∈
[1/2000, 1/1000], κhigh ∈ [1/20, 1/10], and the parameter space I(1,5,1) from
(7.5). Left: interpolation error erripol from (7.1) for εten = 10
−8. Right:
interpolation orders m, ranks r for the approximation in Cr, and effective
ranks keff from (7.2) for the approximation in Hk for different accuracies
εten.
Conclusion
In all examples for the Helmholtz single layer potential, we observed a similar behaviour
for the interpolation error and the ranks keff and r as for the Laplace single layer po-
tential. In the high frequency regime, the required interpolation order m did not differ
from the one in the low frequency regime. However, in the high frequency case, the
tensor ranks keff and r were slightly higher than in the low frequency case. Moreover,
we observed that the approximation with varying κ yields almost identical results to the
approximation with fixed κ. As a consequence, one could omit the approximation with
fixed κ for the considered examples and work only with a function f depending on κ as
a parameter in a given range.
7.4. Helmholtz Double Layer Potential
The Helmholtz double layer potential in R3 is related to the kernel
κ(x, y) =
∂
∂ny
eiκ‖x−y‖
4π ‖x− y‖ =
eiκ‖x−y‖
4π ‖x− y‖3 (iκ ‖x− y‖ − 1)〈n(y), y − x〉
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where κ denotes the wave number which we again assume to be real-valued. For sim-
plicity, we just consider the real part
Reκ =
1
4π
〈n(y), x− y〉
(
cos(κ ‖x− y‖)
‖x− y‖3 +
κ sin(κ ‖x− y‖)
‖x− y‖2
)
.
A Galerkin discretisation with constant basis functions thus requires the evaluation of
integrals of the form
f(a) :=
∫
σ(a)
∫
τ(a)
1
4π
〈n(y), x− y〉
(
cos(κ ‖x− y‖)
‖x− y‖3 +
κ sin(κ ‖x− y‖)
‖x− y‖2
)
dy dx.
We just consider the approximation with fixed κ for the high frequency case κhigh = 1/10
and the low frequency case κlow = 1/1000. The double layer potential vanishes whenever
σ and τ lie in the same plane. Therefore, we omit the case of a common face.
Example 7.20 (Helmholtz DLP with fixed κ: common edge). The parameter space is
of dimension d = 6. Table 7.33 summarises the relative interpolation error erripol from
(7.1), the necessary ranks r for the tensor approximation in Cr, and the effective ranks
keff from (7.2) for the approximation in Hk.
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Helmholtz DLP (fixed kappa): common edge
err-ipol for kappa-high
err-ipol for kappa-low
κlow =
1
1000 κhigh =
1
10
εten m keff r m keff r
1e-03 4 2.6 6 4 2.6 6
1e-04 6 3.5 15 6 3.7 15
1e-05 8 5.1 31 8 5.3 33
1e-06 10 7.1 69 10 7.4 77
1e-07 12 8.9 – 12 9.5 –
Table 7.33.: Helmholtz DLP with fixed κ: case of a common edge. Left: interpolation
error erripol from (7.1) for εten = 10
−8. Right: interpolation orders m,
ranks r for the approximation in Cr, and effective ranks keff from (7.2) for
the approximation in Hk for different accuracies εten.
Example 7.21 (Helmholtz DLP with fixed κ: common vertex). The parameter space
is of dimension d = 9. As an example, we consider the parameter space I(4,3) from
Example 7.4. Other subdivided parameter spaces I(i,j) from (7.4) yield similar results.
Table 7.34 summarises the relative interpolation error erripol from (7.1), the necessary
ranks r for the tensor approximation in Cr, and the effective ranks keff from (7.2) for the
approximation in Hk.
Example 7.22 (Helmholtz DLP with fixed κ: disjoint triangles). The parameter space
is of dimension d = 12. As an example, we consider the parameter space I(1,5,1) from
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Helmholtz DLP (fixed kappa): common vertex
err-ipol for kappa-high
err-ipol for kappa-low
κlow =
1
1000 κhigh =
1
10
εten m keff r m keff r
1e-03 5 3.5 26 5 3.6 26
1e-04 6 5.3 70 6 5.7 75
1e-05 8 7.7 – 8 8.3 –
1e-06 9 10.4 – 9 11.8 –
1e-07 11 14.0 – 11 16.0 –
Table 7.34.: Helmholtz DLP with fixed κ: case of a common vertex for the parameter
space I(4,3) from (7.4). Left: interpolation error erripol from (7.1) for εten =
10−8. Right: interpolation orders m, ranks r for the approximation in Cr,
and effective ranks keff from (7.2) for the approximation in Hk for different
accuracies εten.
Example 7.6. Other subdivided parameter spaces I(i,j,l) from (7.5) yield similar results.
Table 7.35 summarises the relative interpolation error erripol from (7.1), the necessary
ranks r for the tensor approximation in Cr, and the effective ranks keff from (7.2) for the
approximation in Hk.
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Helmholtz DLP (fixed kappa): disjoint triangles
err-ipol for kappa-high
err-ipol for kappa-low
κlow =
1
1000 κhigh =
1
10
εten m keff r m keff r
1e-03 3 3.6 52 3 4.1 55
1e-04 4 5.3 – 4 5.8 –
1e-05 5 6.8 – 5 8.3 –
1e-06 6 9.0 – 6 10.7 –
1e-07 7 11.7 – 7 13.6 –
Table 7.35.: Helmholtz DLP with fixed κ: case of disjoint triangles for the parameter
space I(1,5,1) from (7.5). Left: interpolation error erripol from (7.1) for
εten = 10
−8. Right: interpolation orders m, ranks r for the approximation
in Cr, and effective ranks keff from (7.2) for the approximation in Hk for
different accuracies εten.
Conclusion
The results for the Helmholtz double layer potential are similar to those for the Laplace
double layer potential. In the high frequency case, the required interpolation order m
did not differ from the one in the low frequency regime. However, in the high frequency
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case, the tensor ranks keff and r were slightly higher than in the low frequency case.
Note also that the computational effort for the evaluation of the Helmholtz double layer
kernel is higher than for the evaluation of the Laplace double layer kernel. This would
lead to an additional acceleration compared to the time rates measured for the Laplace
double layer potential.
7.5. BEM Matrix Assembly
In this section, we want to compare the assembly time for the near-field of a boundary
element matrix by a standard approach to our new interpolation-based method. In
addition, the overall acceleration in the assembly time for the full BEM matrix is of
interest. Since it is a quite general and modern approach, we study the timings within
the framework of hierarchical matrices as it was introduced in Section 1.4.
Let Ω ⊂ R3 be a bounded domain with boundary Γ := ∂Ω which is discretised by a grid
G = {τ1, . . . , τN} without hanging nodes consisting of flat triangles τi. For simplicity,
we study a Galerkin discretisation of the integral equation (1.12) using constant basis
functions which leads to a matrix K ∈ CN×N with entries
Ki,j =
∫
τi
∫
τj
κ(x, y) dy dx, i, j = 1, . . . , N. (7.8)
For I := {1, . . . , N}, let adm : P(I)×P(I)→ {true, false} be the admissibility condition
from (1.25) with η = 2 which is used to construct a block cluster tree TI×I . According
to Remark 1.18, we assume a minimal cluster size of nmin = 20. Once the block cluster
tree is available, we can define the near-field (NF) and the far-field (FF) by
NF := {s× t ∈ TI×I : sons(s× t) = ∅, adm(s× t) = false},
FF := {s× t ∈ TI×I : sons(s× t) = ∅, adm(s× t) = true}.
We recall from Section 1.4 that submatrices K|s×t corresponding to near-field blocks
s×t ∈ NF are stored as dense matrices whereas submatrices for far-field blocks s×t ∈ FF
are represented by low-rank matrices.
In the near-field, singular and nearly singular integrals of the form (7.8) appear to
which our interpolation-based method can be applied. Unfortunately, not all near-field
integrals can be calculated by our method since we have restricted the possible range
of the parameters by a fixed box I ⊂ Rd. In the experiments, we therefore count in
detail how many integrals in the near-field could be classified by the parameter spaces
I introduced at the beginning of Section 7. Non-classified integrals are evaluated by a
standard quadrature rule taken from [44].
LetKNF := K|NF be the restriction of the matrixK to the near-field andKFF := K|FF
the restriction to the far-field. We denote by KquadNF the matrix KNF in which all entries
have been determined by quadrature rules from [44]. Moreover, we denote by KipolNF
the matrix KNF in which all entries have been determined by our interpolation-based
method – as long as they could be classified by the parameter spaces I. The rest of
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the entries of KipolNF (which do not lie in the parameter spaces I) are again determined
by quadrature rules from [44]. We can now measure the time tquadNF for the assembly of
KquadNF and, equivalently, the time t
ipol
NF for the assembly of K
ipol
NF .
All far-field entries are determined by quadrature rules. The quadrature order in the
far-field is adapted to the distance of the boundary elements τi and τj to meet a given
target accuracy ε. This typically leads to a fast reduction in the number of quadrature
points with growing distance. The time for the assembly of KFF is denoted by tFF. With
these measurements, we can determine the time ratio
̺NF :=
tipolNF
tquadNF
(7.9)
in the near-field and the overall ratio
̺tot :=
tipolNF + tFF
tquadNF + tFF
. (7.10)
In addition, we state the relative error
errNF :=
‖KipolNF −KquadNF ‖2
‖KquadNF ‖2
(7.11)
for the whole near-field.
For the examples, we have chosen three typical surface grids in order to demonstrate
the performance of our method. We analyse the assembly times for the Laplace single
and double layer potential using three different target accuracies ε and three different
refinement steps of the mesh. In case of the single layer potential, the matrix K is
symmetric and we only need to assemble the lower triangular part of K. The assembly
of all hierarchical matrices is done within the framework of the software package HLIBpro
[36].
Sphere
Our first example geometry is the boundary of the three dimensional unit ball Ω =
{x ∈ R3 : ‖x‖2 < 1} (Figure 7.1). We have discretised the sphere by meshes with
Figure 7.1.: Sphere
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N = 32, 768, N = 131, 072, and N = 524, 288 triangles. In Table 7.36, we have collected
the number of near-field integrals that could be classified by the parameter spaces I for
a non-symmetric matrix K. We can see that for all three grids, the cases of a common
N Face Edge Vertex Disjoint
32,768 classified 32,768 98,304 294,864 1,045,968
total 32,768 98,304 294,864 11,885,144
131,072 classified 131,072 393,216 1,179,600 4,349,552
total 131,072 393,216 1,179,600 54,910,678
524,288 classified 524,288 1,572,864 4,718,544 17,492,468
total 524,288 1,572,864 4,718,544 247,078,750
Table 7.36.: Sphere: classified near-field integrals
face, of a common edge, and of a common vertex could be covered completely by the
parameter spaces I. In the case of disjoint triangles, the amount of classified integrals
does not exceed 10% of the overall number of integrals. This results from the fact that
the parameter space I from Table 7.4 only accounts for the triangles which are very close
to each other. On the other hand, these integrals are responsible for a substantial part
of the computational costs since one has to choose relatively large quadrature orders
compared to the rest of the near-field.
We now study the timings for the matrix assembly for the Laplace single and double
layer potential.
Example 7.23 (Sphere: Laplace SLP timings). The timings for the Laplace SLP matrix
assembly are given in Table 7.37. For all meshes, the computational time for the near-
field is reduced to around 70% (for ε = 10−4) downto around 55% (for ε = 10−6) of the
original cost. The overall time is still dominated by the far-field, but it can be reduced
to 80-90% of the original cost. Note that the relative near-field error errNF always lies
below the prescribed error ε.
Example 7.24 (Sphere: Laplace DLP timings). The timings for the Laplace DLP
matrix assembly are given in Table 7.38. For all meshes, the computational time for the
near-field is reduced to around 65% (for ε = 10−4) downto around 44% (for ε = 10−6)
of the original cost. The overall time is still dominated by the far-field, but it can be
reduced to 65-84% of the original cost. The relative near-field error errNF always lies
close to the prescribed error ε.
Crank Shaft Geometry
Our second example is the crank shaft geometry taken from NETGEN [46] (Figure
7.2). We have discretised the surface of the crank shaft by meshes with N = 27, 968,
N = 111, 872, and N = 447, 488 triangles. In Table 7.39, we have collected the number
of near-field integrals that could be classified by the parameter spaces I. We can see that
for all three grids, in the cases of a common face, of a common edge, and of a common
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N ε tquadNF t
ipol
NF tFF ̺NF ̺tot errNF
32,768 1e-04 24.06s 16.20s 34.03s 67.3% 86.5% 7.21e-05
1e-05 47.58s 26.66s 57.19s 56.0% 80.0% 4.27e-06
1e-06 83.42s 44.54s 111.10s 53.4% 80.0% 3.75e-07
131,072 1e-04 102.05s 70.76s 156.90s 69.3% 87.9% 5.38e-05
1e-05 197.01s 113.94s 262.97s 57.8% 81.9% 3.12e-06
1e-06 348.39s 194.06s 497.21s 55.7% 81.7% 2.84e-07
524,288 1e-04 430.61s 305.99s 734.19s 71.1% 89.3% 5.00e-05
1e-05 811.69s 481.67s 1209.01s 59.3% 83.7% 3.00e-06
1e-06 1443.54s 828.92s 2200.21s 57.4% 83.1% 2.81e-07
Table 7.37.: Sphere: timings for the Laplace SLP matrix assembly for different grid sizes
N and accuracies ε. Near-field assembly in time tquadNF by quadrature and
in time tipolNF by combined interpolation and quadrature. Far-field assembly
in time tFF. Near-field acceleration rate ̺NF from (7.9), overall acceleration
rate ̺tot from (7.10), and relative near-field error errNF from (7.11).
N ε tquadNF t
ipol
NF tFF ̺NF ̺tot errNF
32,768 1e-04 137.02s 88.06s 125.86s 64.3% 81.4% 6.18e-05
1e-05 247.20s 119.46s 252.22s 48.3% 74.4% 5.90e-06
1e-06 531.52s 228.30s 345.46s 43.0% 65.4% 9.70e-07
131,072 1e-04 567.53s 369.48s 576.26s 65.1% 82.7% 4.46e-05
1e-05 1033.68s 519.09s 1114.93s 50.2% 76.1% 4.88e-06
1e-06 2173.26s 952.41s 1604.43s 43.8% 67.7% 6.97e-07
524,288 1e-04 2339.92s 1544.73s 2633.37s 66.0% 84.0% 4.15e-05
1e-05 4288.95s 2222.83s 4925.52s 51.8% 77.6% 4.43e-06
1e-06 8852.75s 3960.04s 7147.29s 44.7% 69.4% 1.10e-06
Table 7.38.: Sphere: timings for the Laplace DLP matrix assembly for different grid sizes
N and accuracies ε. Near-field assembly in time tquadNF by quadrature and
in time tipolNF by combined interpolation and quadrature. Far-field assembly
in time tFF. Near-field acceleration rate ̺NF from (7.9), overall acceleration
rate ̺tot from (7.10), and relative near-field error errNF from (7.11).
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Figure 7.2.: Crank shaft geometry from NETGEN
N Face Edge Vertex Disjoint
27,968 classified 27,506 81,130 220,681 878,459
total 27,968 83,904 251,884 13,829,032
111,872 classified 110,044 326,764 924,433 4,500,012
total 111,872 335,616 1,007,020 61,663,200
447,488 classified 440,185 1,311,624 3,785,526 20,300,458
total 447,488 1,342,464 4,027,564 285,899,998
Table 7.39.: Crank shaft: classified near-field integrals
vertex, the vast majority of the integrals could be classified by the parameter spaces I.
In the case of disjoint triangles, the amount of classified integrals grows with increasing
N but does not exceed 8% of the overall number of integrals.
Example 7.25 (Crank shaft: Laplace SLP timings). The timings for the Laplace SLP
matrix assembly are given in Table 7.40. For all meshes, we observe that the time ratio
̺NF reduces with increasing accuracies from around 73% to around 62%. The overall
time ratio ̺tot is always close to 90%. The relative near-field error errNF lies close to the
prescribed error ε.
Example 7.26 (Crank shaft: Laplace DLP timings). The timings for the Laplace DLP
matrix assembly are given in Table 7.41. We observe that with increasing grid sizes N ,
the savings in the computational costs for the near-field increase. This may result from
the considered geometry for which the amount of triangular pairs on slightly curved
parts on the boundary grows faster than the number of triangular pairs on flat parts on
the boundary. Recall that the double layer potential on flat parts of the boundary can
a priori be set to zero such that no acceleration is possible. At best, the time ratio ̺NF
reaches 59% such that ̺tot can be reduced to 86.7%. The relative near-field error errNF
always lies close to the prescribed error ε.
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N ε tquadNF t
ipol
NF tFF ̺NF ̺tot errNF
27,968 1e-04 24.69s 18.12s 50.23s 73.4% 91.2% 7.58e-05
1e-05 47.68s 31.87s 82.41s 66.8% 87.8% 1.46e-05
1e-06 84.95s 52.85s 161.30s 62.2% 87.0% 1.00e-06
111,872 1e-04 101.23s 74.22s 192.56s 73.3% 90.8% 6.76e-05
1e-05 188.15s 120.54s 374.00s 64.1% 88.0% 1.30e-05
1e-06 331.17s 202.96s 655.75s 61.3% 87.0% 1.05e-06
447,488 1e-04 429.39s 315.81s 801.47s 73.5% 90.8% 5.48e-05
1e-05 762.73s 491.25s 1457.11s 64.4% 87.8% 1.01e-05
1e-06 1355.52s 829.17s 2774.65s 61.2% 87.3% 8.31e-07
Table 7.40.: Crank shaft: timings for the Laplace SLP matrix assembly for different
grid sizes N and accuracies ε. Near-field assembly in time tquadNF by quadra-
ture and in time tipolNF by combined interpolation and quadrature. Far-field
assembly in time tFF. Near-field acceleration rate ̺NF from (7.9), overall
acceleration rate ̺tot from (7.10), and relative near-field error errNF from
(7.11).
N ε tquadNF t
ipol
NF tFF ̺NF ̺tot errNF
27,968 1e-04 100.08s 88.89s 218.41s 88.8% 96.5% 1.72e-04
1e-05 174.51s 149.54s 420.37s 85.7% 95.8% 2.48e-05
1e-06 361.52s 304.36s 568.37s 84.2% 93.9% 1.78e-06
111,872 1e-04 342.26s 277.49s 927.86s 81.1% 94.9% 2.27e-04
1e-05 613.70s 449.64s 1671.51s 73.3% 92.8% 2.60e-05
1e-06 1229.30s 840.83s 2226.18s 68.4% 88.8% 2.42e-06
447,488 1e-04 1304.73s 1003.56s 3253.04s 76.9% 93.4% 2.38e-04
1e-05 2326.96s 1553.81s 6539.71s 66.8% 91.3% 2.86e-05
1e-06 4546.91s 2694.15s 9335.22s 59.3% 86.7% 2.52e-06
Table 7.41.: Crank shaft: timings for the Laplace DLP matrix assembly for different
grid sizes N and accuracies ε. Near-field assembly in time tquadNF by quadra-
ture and in time tipolNF by combined interpolation and quadrature. Far-field
assembly in time tFF. Near-field acceleration rate ̺NF from (7.9), overall
acceleration rate ̺tot from (7.10), and relative near-field error errNF from
(7.11).
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Piece Geometry
Our third example is the piece geometry taken from GMSH [21] (Figure 7.3). We
Figure 7.3.: Piece geometry from GMSH
have discretised the surface of the piece by meshes with N = 17, 936, N = 71, 744,
and N = 286, 976 triangles. In Table 7.42, we have collected the number of near-field
integrals that could be classified by the parameter spaces I. Again, we can see that for
N Face Edge Vertex Disjoint
17,936 classified 17,735 51,517 137,304 904,234
total 17,936 54,464 167,704 17,004,214
71,744 classified 71,158 210,061 593,855 4,201,530
total 71,744 216,544 656,568 62,243,896
286,976 classified 285,106 847,917 2,442,574 18,035,918
total 286,976 863,552 2,602,840 181,565,220
Table 7.42.: Piece geometry: classified near-field integrals
all three grids, in the cases of a common face, of a common edge, and of a common
vertex, the vast majority of the integrals could be classified by the parameter spaces I.
In the case of disjoint triangles, the amount of classified integrals grows with increasing
N but does not exceed 10% of the overall number of integrals.
Example 7.27 (Piece geometry: Laplace SLP timings). The timings for the Laplace
SLP matrix assembly are given in Table 7.43. We observe that with increasing grid sizes
N , the savings in the computational costs for the near-field increase. This may result
from the considered geometry for which the amount of triangular pairs on flat parts on
the boundary grows faster than the number of triangular pairs on slightly curved parts
on the boundary. Recall that for the single layer potential, much higher acceleration
rates could be obtained in the flat case than in the general case of disjoint triangles (cf.
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Example 7.7). As in the preceding examples, the time ratio ̺NF reduces with increasing
accuracies reaching at best 57%. The overall time ratio ̺tot is always close to 90%.
Example 7.28 (Piece geometry: Laplace DLP timings). The timings for the Laplace
DLP matrix assembly are given in Table 7.44. In all cases, the acceleration is rather
poor. As pointed out in the last example, this may result from the considered geometry
for which large parts of the boundary are completely flat such that the double layer
potential vanishes a priori. Therefore, the amount of integrals over triangular pairs for
which the computational time can be improved is rather small.
Conclusion
For all grids, we observed that in the singular case the vast majority of the triangular
pairs could be classified by the parameter spaces I introduced at the beginning of Section
7. In the nearly singular case, the amount of positively classified integrals rose with
increasing grid sizes N . This can be derived from the fact that at higher discretisation
levels larger parts of the surface become locally flat. Triangular pairs in these parts
of the boundary can then be described by the parameter space I from Table 7.4. At
best, we reached a ratio of 10% of all nearly singular integrals which corresponds to the
number of triangles that lie closely together.
For the Laplace single layer potential, the near-field rate ̺NF decreased with increasing
accuracies. Typically, the computational time for the near-field could be decreased to
50-80% of the original cost which led to overall rates ̺tot of 80-90%. For the double
layer potential, the savings were even more subject to the properties of the grid since on
flat parts of the boundary the integral vanishes a priori. Again, the near-field rate ̺NF
decreased with increasing accuracies and reached at best 43%. In the worst case, only
the poor rate of 98% could be achieved. In all examples, the near-field error errNF was
close to the prescribed error tolerance ε.
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N ε tquadNF t
ipol
NF tFF ̺NF ̺tot errNF
17,936 1e-04 23.55s 18.73s 30.08s 79.5% 91.0% 4.14e-05
1e-05 40.42s 29.60s 49.96s 73.2% 88.0% 1.16e-05
1e-06 72.53s 51.29s 95.37s 70.7% 87.3% 4.12e-07
71,744 1e-04 86.09s 64.88s 163.45s 75.4% 91.5% 4.07e-05
1e-05 147.24s 100.64s 286.15s 68.4% 89.2% 1.03e-05
1e-06 259.18s 166.92s 480.51s 64.4% 87.5% 3.51e-07
286,976 1e-04 278.64s 189.99s 741.50s 68.2% 91.3% 6.87e-05
1e-05 501.54s 306.68s 1393.00s 61.1% 89.7% 1.16e-05
1e-06 885.60s 500.35s 2377.96s 56.5% 88.2% 8.08e-07
Table 7.43.: Piece geometry: timings for the Laplace SLP matrix assembly for different
grid sizes N and accuracies ε. Near-field assembly in time tquadNF by quadra-
ture and in time tipolNF by combined interpolation and quadrature. Far-field
assembly in time tFF. Near-field acceleration rate ̺NF from (7.9), overall
acceleration rate ̺tot from (7.10), and relative near-field error errNF from
(7.11).
N ε tquadNF t
ipol
NF tFF ̺NF ̺tot errNF
17,936 1e-04 78.41s 76.55s 121.35s 97.6% 99.1% 1.35e-04
1e-05 142.13s 137.09s 229.61s 96.5% 98.6% 2.53e-05
1e-06 261.97s 249.72s 310.21s 95.3% 97.9% 1.89e-06
71,744 1e-04 223.64s 212.72s 657.40s 95.1% 98.8% 2.02e-04
1e-05 386.54s 356.32s 1108.32s 92.2% 98.0% 3.57e-05
1e-06 694.22s 621.41s 1407.19s 89.5% 96.5% 2.51e-06
286,976 1e-04 552.44s 490.97s 2911.00s 88.9% 98.2% 2.67e-04
1e-05 973.65s 797.32s 5067.80s 81.9% 97.1% 4.07e-05
1e-06 1838.43s 1407.42s 6761.36s 76.6% 95.0% 2.78e-06
Table 7.44.: Piece geometry: timings for the Laplace DLP matrix assembly for different
grid sizes N and accuracies ε. Near-field assembly in time tquadNF by quadra-
ture and in time tipolNF by combined interpolation and quadrature. Far-field
assembly in time tFF. Near-field acceleration rate ̺NF from (7.9), overall
acceleration rate ̺tot from (7.10), and relative near-field error errNF from
(7.11).
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Conclusions and Outlook
In this dissertation, we have introduced a scheme for the fast evaluation of near-field
integrals arising in the discretisation of boundary integral equations. The scheme was
based on the geometric parametrisation of triangular pairs in terms of a d-dimensional
parameter vector. By means of this parametrisation, we could interpret an integral
over two triangles as a high-dimensional function f depending on a parameter vector.
Once the smoothness of the function f in a d-dimensional box I was established, we
could approximate f in I by a standard interpolation scheme. The values of f at the
interpolation points defined a d-dimensional tensor to which approximations in data-
sparse tensor formats have been applied. As a crucial step, we applied an adaptive
black box algorithm in the hierarchical tensor format which allowed us to obtain highly
accurate tensor approximations even in high dimensions d.
In the numerical experiments, we analysed the required interpolation order and the
necessary tensor ranks to reach a certain target accuracy. We compared our interpolation-
based method to standard quadrature routines by measuring the timings for the eval-
uation of single integral values for the Laplace and Helmholtz single and double layer
potentials. In all singular cases, we observed a significant acceleration. For the nearly
singular case, an acceleration could only be obtained by an appropriate subdivision of
the parameter space I into several subsets.
We have implemented our method within the framework of hierarchical matrices in a
standard boundary element code. For different grids, we verified that the majority of
the singular integrals and up to 10% of the nearly singular integrals could be covered
by the proposed parameter spaces I. For the Laplace single and double layer potential,
we tested the timings for the matrix assembly for different grids and accuracies. In both
cases, the assembly time for the near-field could be reduced at best to around 50%. For
the double layer potential, we also observed poor acceleration rates when large parts of
the grid were completely flat which a priori led to a large number of zero entries in the
near-field.
In order not to overload our presentation, we restricted ourselves to the case of constant
basis functions. However, as illustrated in Section 6.1, the application of our method to
a basis of higher polynomial degree is possible. In case of triangles with a common vertex
and of disjoint triangles, we suggested parametrisations that are applicable when the two
triangles lie almost in the same plane. For complicated grids that are locally not flat, it
might be useful to introduce parametrisations that also take into account sharp edges.
Moreover, we would like to point out that in a particular geometrical configuration (as
e.g. in the flat case), a reduction of the dimension d of the parameter space I is possible
for all singular and nearly singular cases.
Unfortunately, the computation of a large number of near-field integrals in the disjoint
case could not be accelerated by our method. The reason for this is two-fold. On the
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one hand, the quadrature order of a standard quadrature rule decays relatively fast with
a growing distance of the two triangles. On the other hand, a general description of
two arbitrary triangles in space in terms of a parameter vector living in a fixed box I
mostly leads to high tensor ranks which makes our scheme too expensive. We therefore
restricted our attention to the nearly singular case which is already responsible for a
substantial part of the computational costs.
In this work, we have developed parametrisations for the practically relevant case of
triangles in three-dimensional space. Of course, one can also apply the same idea for the
computation of singular line integrals in two-dimensional space. More interestingly, one
can think about the parametrisation of finite elements in three-dimensional space for
the discretisation of singular volume integral equations. For this setting, we also expect
a substantial gain in the computational time since for double volume integrals one needs
to invest q6 quadrature points given a one-dimensional quadrature rule of order q.
Apart from the concrete setting in this work, we would like to mention that our scheme
for the fast evaluation of high-dimensional functions has a wide range of applicability
in other areas of practical interest. Consider for example a partial differential equation
depending on a parameter vector which yields a parameter-dependent solution that is
mapped by a functional to a single real number (e.g. the mean of the solution). If
we can establish a smooth dependence of the solution on the parameter vector, we
can precompute a discrete tensor by the black box algorithm in the hierarchical tensor
format which contains all information of the functional for the whole range of parameters.
Note that the solution of the partial differential equation can be expensive whereas the
evaluation of a tensor by interpolation is relatively cheap.
A last remark is concerned with the implementation of our method on modern com-
puter architectures. Since the evaluation of the interpolation function in a data-sparse
tensor format is only based on additions and multiplications of similar kind, we expect
to profit from modern hardware developments like the massive parallelisation on graphic
cards or vectorisation techniques. A detailed investigation of these techniques is beyond
the scope of this work and could be analysed by further simulations. △
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Most of the supplementary material presented here can be found in standard text books.
In particular, we refer the reader to [44, 28].
A.1. Function Spaces
Let α = (α1, . . . , αℓ) ∈ Nℓ0 be a multiindex (ℓ = 2, 3) with
|α| :=
ℓ∑
i=1
αi, α! :=
ℓ∏
i=1
αi!.
The addition of two multiindices α, β ∈ Nℓ0 is defined componentwise by
α+ β := (α1 + β1, . . . , αℓ + βℓ), α = (α1, . . . , αℓ), β = (β1, . . . , βℓ).
Let Ω ⊂ Rℓ be a domain and let k ∈ N0. The partial derivatives of a function u : Ω→ C
which is k-times continuously differentiable are defined by
Dαxu(x) :=
∂|α|u(x)
∂xα11 · · · ∂xαℓℓ
, |α| ≤ k.
If it is clear from the context that the differentiation has to be carried out with respect
to the variable x, we simply write Dαu(x) := Dαxu(x).
The Spaces Ck(Ω) and Ck,λ(Ω)
The vector space
Ck(Ω) := {u : Ω→ C : u is k-times continuously differentiable}
equipped with the norm
‖u‖Ck(Ω) := max
|α|≤k
sup
x∈Ω
|Dαu(x)|
is a Banach space. The space of all infinitely continuously differentiable functions on Ω
is defined by
C∞(Ω) :=
⋂
k∈N0
Ck(Ω).
The support of a function u : Ω→ C is defined as
suppu := {x ∈ Ω : u(x) 6= 0}.
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The space
C∞0 (Ω) := {u ∈ C∞(Ω) : suppu ⊂⊂ Ω}
contains all infinititely continuously differentiable functions on Ω with compact support.
A function u ∈ C0(Ω) is called Ho¨lder continuous with exponent λ ∈ (0, 1] if
|u|C0,λ(Ω) := sup
x,y∈Ω
|u(x)− u(y)|
‖x− y‖λ <∞.
For k ∈ N0 and λ ∈ (0, 1], we define the Ho¨lder space
Ck,λ(Ω) := {u : Ω→ C : ‖u‖Ck,λ(Ω) <∞},
where
‖u‖Ck,λ(Ω) := ‖u‖Ck(Ω) + max
|α|=k
|Dαu|C0,λ(Ω) .
The Ho¨lder spaces Ck,λ(Ω) are Banach spaces for all k ∈ N0 and λ ∈ (0, 1]. For k = 0
and λ = 1, the space C0,1(Ω) contains all functions on Ω that are Lipschitz continuous.
The space
Ck,λ0 (Ω) := {u ∈ Ck,λ(Ω) : suppu ⊂⊂ Ω}
is the restriction of the Ho¨lder space to all functions with compact support.
The Spaces Lp(Ω)
Let 1 ≤ p < ∞. For a function u : Ω → C which is Lebesgue measurable on Ω and for
which |u|p is integrable on Ω, we define the norm
‖u‖L2(Ω) :=
(∫
Ω
|u(x)|p dx
)1/p
.
The space
Lp(Ω) := {u : Ω→ C is measurable on Ω : ‖u‖Lp(Ω) <∞}
contains equivalence classes of functions which are equal up to a set of zero measure.
For all 1 ≤ p < ∞, the space Lp(Ω) is a Banach space. In the special case p = 2, the
space L2(Ω) is a Hilbert space with inner product
(u, v)L2(Ω) :=
∫
Ω
u(x)v(x) dx, u, v ∈ L2(Ω).
The spaces C∞(Ω) ∩ L2(Ω) and C∞0 (Ω) are dense in L2(Ω).
For a function u : Ω → C which is Lebesgue measurable on Ω and for which there
exists a constant c ≥ 0 such that |u(x)| ≤ c almost everywhere in Ω, we define the norm
‖u‖L∞(Ω) := ess sup
x∈Ω
|u(x)| := inf{c ∈ R : |u(x)| ≤ c a.e. in Ω}.
The space
L∞(Ω) := {u : Ω→ C is measurable on Ω : ‖u‖L∞(Ω) <∞}
is a Banach space.
118
A.1. Function Spaces
The Spaces Hm(Ω) and Hs(Ω)
Let α ∈ Nℓ0. A function u ∈ L2(Ω) possesses a weak derivative Dαweaku ∈ L2(Ω) if
(v,Dαweaku)L2(Ω) = (−1)|α|(Dαv, u)L2(Ω) for all v ∈ C∞0 (Ω).
If the weak derivative Dαweaku ∈ L2(Ω) exists for a function u ∈ L2(Ω) and the strong
derivative Dαu exists on a subset Ω0 ⊂ Ω, then both derivatives are equal on Ω0 up to
a set of zero measure. We therefore omit the subscript ’weak’ in the following.
For m ∈ N0, we define the Sobolev space
Hm(Ω) := {u ∈ L2(Ω) : Dαu ∈ L2(Ω) for all |α| ≤ m}.
The space Hm(Ω) is a Hilbert space with inner product
(u, v)Hm(Ω) :=
∑
|α|≤m
(Dαu,Dαv)L2(Ω), u, v ∈ Hm(Ω),
and norm
‖u‖Hm(Ω) := (u, u)1/2Hm(Ω).
So far, Sobolev spaces with m ∈ N0 have been introduced. For the definition of the
Sobolev spaces Hs(Ω) for s ∈ R \ N, s > 0, let s = m+ λ with m ∈ N0 and λ ∈ (0, 1).
For u, v ∈ C∞(Ω), we define the inner product
(u, v)Hs(Ω) :=
∑
|α|≤m
(Dαu,Dαv)L2(Ω)
+
∑
|α|≤m
∫
Ω
∫
Ω
(Dαu(x)−Dαu(y))(Dαv(x)−Dαv(y))
‖x− y‖ℓ+2λ dy dx
and the norm
‖u‖Hs(Ω) := (u, u)1/2Hs(Ω).
The Sobolev space Hs(Ω) is now defined as the closure of C∞(Ω) with respect to the
norm ‖·‖Hs(Ω), i.e.
Hs(Ω) := {u ∈ C∞(Ω) : ‖u‖Hs(Ω) <∞}
‖·‖Hs(Ω) .
The space Hs(Ω) is a Hilbert space with inner product (·, ·)Hs(Ω).
For all s > 0, the space Hs0(Ω) is defined as the closure of C
∞
0 (Ω) with respect to the
norm ‖·‖Hs(Ω). The dual space of Hs0(Ω) is defined as
H−s(Ω) := (Hs0(Ω))
′.
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Smoothness of Domains and the Spaces Hs(Γ)
Let Ω ⊂ Rℓ be a domain with compact boundary Γ := ∂Ω. In order to define Sobolev
spaces on Γ, we need some assumptions on the regularity of the domain Ω. For r > 0,
let
Br := {ξ = (ξ1, . . . , ξℓ) ∈ Rℓ : ξ21 + . . . + ξ2ℓ < r2}
be the open ball in Rℓ with radius r centered at the origin and define
B+r := {ξ ∈ Br : ξℓ > 0},
B−r := {ξ ∈ Br : ξℓ < 0},
B0r := {ξ ∈ Br : ξℓ = 0}.
Definition A.1 ([44, Definition 2.2.7]). A domain Ω ⊂ Rℓ is called a Lipschitz domain
if there exists a finite cover U of open subsets in Rℓ such that the associated bijective
mappings {χU : B2 → U}U∈U have the following properties:
(a) χU ∈ C0,1(B2, U), χ−1U ∈ C0,1(U,B2),
(b) χU (B
0
2) = U ∩ Γ,
(c) χU (B
+
2 ) = U ∩ Ω,
(d) χU (B
−
2 ) = U ∩ (Rℓ \Ω).
The domain Ω is called a Ck-domain if property (a) can be replaced by
χU ∈ Ck(B2, U), χ−1U ∈ Ck(U,B2)
for k ∈ N ∪ {∞}.
In accordance with the definition of a surface triangulation G and the maps Ψτ , τ ∈ G,
from Definition 1.7, we now introduce piecewise smooth domains.
Definition A.2 ([44, Definition 2.2.10]). A bounded domain Ω ⊂ Rℓ (ℓ = 2, 3) is called
piecewise smooth with index k ∈ N ∪ {∞}, or in short Ω ∈ Ckpw, if
(a) there exist a surface mesh G of Γ := ∂Ω of smoothness k and
(b) Ω is a Lipschitz domain, where the mapping χU from Definition A.1 can be chosen
in such a way that χU |τ = Ψτ for all τ ∈ G.
The boundary Γ := ∂Ω of a piecewise smooth domain Ω is called piecewise smooth with
index k ∈ N ∪ {∞}, or in short Γ ∈ Ckpw.
Moreover, we can define piecewise smooth functions on Γ.
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Definition A.3 ([44, Definition 2.2.12]). Let k ∈ N0 ∪ {∞} and Γ ∈ Ckpw. A function
f : Γ→ C is called k times piecewise differentiable if there exists a surface mesh G of Γ
of smoothness k with
f ◦Ψτ ∈ Ck
(
τˆ
)
for all τ ∈ G. The set of all k times piecewise differentiable mappings on Γ is denoted
by Ckpw(Γ).
We are now ready for the definition of Sobolev spaces on the boundary Γ. The
restrictions
χU,0 : B
0
2 → U0 := U ∩ Γ, χU,0 := χU |B02 ,
can be used to define a coordinate system (U0, χ
−1
U,0)U∈U on Γ. In order to localise
functions u : Γ→ C, we introduce a subordinate partition of unity {βU : Γ→ R}U∈U by
1 =
∑
U∈U
βU on Γ, supp(βU ) ⊂ U0, βU ◦ χU,0 ∈ C0,10 (B02).
Then
uU := u ◦ βU : Γ→ C
satisfies supp(uU ) ⊂ U0. If Ω is a Ck-domain with k ≥ 1, the localisation can be carried
out completely analogously, where the functions χU,0 are now C
k-diffeomorphisms. This
means that the smoothness of a function on Γ can be characterised by the smoothness
of the localised function pulled back to the parameter domain which is reflected by the
functions
ûU := uU ◦ χU,0 : B02 → C, U ∈ U .
The order of differentiability s ≥ 0 of the Sobolev spaces on Γ is therefore bounded by
the maximal smoothness of Ω, i.e.
s ≤ 1 for Lipschitz domains Ω, (A.1a)
s ≤ k for Ck-domains Ω, k ≥ 1. (A.1b)
Under this requirement, we define for all s ≥ 0
Hs(Γ) := {u : Γ→ C : ûU ∈ Hs0(B02) for all U ∈ U}. (A.2)
The space Hs(Γ) is a Hilbert space with inner product
(u, v)Hs(Γ) :=
∑
|α|≤s
(uα, vα)L2(Γ), u, v ∈ Hs(Γ),
for all s ∈ N0, or
(u, v)Hs(Γ) :=
∑
|α|≤⌊s⌋
(uα, vα)L2(Γ)
+
∑
|α|≤⌊s⌋
∫
Γ
∫
Γ
(uα(x)− uα(y))(vα(x)− vα(y))
‖x− y‖ℓ−1+2λ dy dx
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for all s > 0 with s = ⌊s⌋+ λ, λ ∈ (0, 1), respectively, and norm
‖u‖Hs(Γ) := (u, u)1/2Hs(Γ),
where for all u ∈ Hs(Γ) we define
uα(x) :=
∑
U∈U
Dαξ (ûU )(ξ), x := χU,0(ξ).
It can be shown that under condition (A.1), the definition of the Sobolev spaces Hs(Γ)
does not depend on the chosen coordinate system (cf. [44, Prop. 2.4.2]).
Since Γ is already closed, we have Hs0(Γ) = H
s(Γ). For all s ≥ 0, the dual space of
Hs(Γ) is hence defined as
H−s(Γ) := (Hs(Γ))′.
A.2. Matrix Tools
Matrix Norms
Let I,J be index sets and let A ∈ RI×J . The Frobenius norm of A is defined by
‖A‖F :=
 ∑
i∈I, j∈J
|Ai,j |2
1/2 .
The spectral norm of A is defined by
‖A‖2 := sup
06=x∈RJ
‖Ax‖2
‖x‖2
,
where the Euclidean norm of x ∈ RJ is defined by
‖x‖2 :=
∑
j∈J
|xj|2
1/2 .
QR decomposition
A matrix U ∈ RI×J is called orthogonal if
U⊤U = I,
where I ∈ RJ×J denotes the identity matrix. In this case, the columns of U are
orthonormal.
Let I,J be ordered index sets and let A ∈ RI×J . Then there exists an orthogonal
matrix Q ∈ RI×I and an upper triangular matrix R ∈ RI×J such that
A = QR. (A.3)
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The reprensentation (A.3) is called a QR decomposition of A. If #I > #J , the matrix
R has the block structure R =
[
R′
0
]
with an upper triangular matrix R′ ∈ RJ×J . The
corresponding block structure Q = [Q′ | Q′′] with Q′ ∈ RI×J leads to the reduced QR
decomposition
A = QR = Q′R′.
Singular Value Decomposition
Let I,J be index sets and let A ∈ RI×J . Then there exist orthogonal matrices U ∈
RI×I , V ∈ RJ×J , and a diagonal matrix Σ ∈ RI×J with entries σi := Σi,i, 1 ≤ i ≤
min{#I,#J }, such that
σ1 ≥ σ2 ≥ . . . ≥ σmin{#I,#J} ≥ 0
and
A = UΣV ⊤. (A.4)
The non-negative entries σi are called the singular values of A. The representation (A.4)
is called a singular value decomposition of A. If we denote the columns of U and V by
ui and vi, (A.4) may equivalently be written in the form
A =
min{#I,#J}∑
i=1
σiuiv
⊤
i .
The singular value decomposition is directly linked to the spectral norm by
‖A‖2 = σ1
and to the Frobenius norm by
‖A‖F =
min{#I,#J}∑
i=1
σ2i
1/2 .
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