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a process that requires the delivery 
of membrane vesicles to the 
intercellular bridge and membrane 
fusion events.
What remains to be explored? The 
necessity for precise spatial and 
temporal control of cytokinesis to 
ensure that chromosome segregation 
and cytokinesis are coordinated is 
universal. Different cell sizes and 
geometries, the presence or absence 
of cell–cell contacts with neighbors, 
and the type of substrate on which 
cells are growing might influence 
which molecular mechanisms are 
most important for cytokinesis in a 
particular system. Nonetheless, much 
of the core molecular machinery 
is conserved in divergent species. 
For example, many of the proteins 
discussed here are also involved 
in regulating cytokinesis in fission 
yeast and budding yeast. The relative 
simplicity of these model systems 
has allowed researchers to identify a 
quantitative parts list of the proteins 
involved in cytokinesis, and these 
studies can be highly instructive for 
our understanding of how cytokinesis 
works in animal cells. Many important 
questions remain to be answered 
about how the contractile ring is 
specified, assembles, and constricts. 
Some of these include: what defines 
different populations of microtubules 
that deliver stimulatory and inhibitory 
signals to the cortex? How are 
certain microtubules stabilized at the 
cell equator? Are there additional 
mechanisms that regulate Rho, Rac, 
and Cdc42 activity during cytokinesis? 
What links the contractile ring to the 
plasma membrane? And how does the 
contractile ring work in a variety  
of in vivo contexts?
Where can I find out more?
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PrimerVisual perception 
of materials and 
surfaces
Barton L. Anderson
The visual system relies on patterns 
of light to provide information about 
the layout of objects that populate 
our environment. Light is structured 
by the way it interacts with the three-
dimensional shape, reflectance, 
and transmittance properties of 
objects. The input for vision is 
therefore a complex, conflated 
mixture of different sources of 
physical variation that the brain must 
somehow disentangle to recover the 
intrinsic properties of the objects and 
materials that fill the world.
The study of visual processes has 
been approached at a number of 
levels. Visual analysis begins with the 
encoding of local image properties, 
such as luminance, color, contrast, 
motion, and orientation. A large body 
of research into low-level vision 
focuses on understanding these 
initial stages of encoding. This initial 
encoding involves measurements of 
the proximal stimulus — the retinal 
images — which typically only provide 
hints as to their environmental 
causes. For example, a local edge of 
a particular contrast and orientation 
will elicit a specific response pattern 
in cells in early visual cortex, but 
these responses say little about its 
environmental source. Does this 
local edge correspond to an object 
boundary, a crease or fold in a 
surface, the boundary of a shadow, or 
a change in surface pigmentation? 
To recover the distal stimulus — 
properties of the world — these 
low-level responses have to be 
transformed from an image-based 
representation to a representation 
of surfaces, materials, and objects. 
Mid-level vision is concerned with 
understanding how the visual system 
organizes image measurements into 
a coherent representation of surfaces 
and materials. This problem is hard 
because local low-level responses do 
not uniquely identify their sources; 
they must be interpreted relative 
to the context in which they are embedded. The outputs of these 
computations are then used by a 
variety of high-level visual processes, 
such as object recognition, face 
perception, the distribution and 
allocation of attention between 
objects, and cognitive processes 
that rely on the spatial relationships 
between and among objects. 
The categories of low-, mid-, and 
high-level vision suggest that the 
analysis of visual information can be 
understood as a progressive flow 
from low-level feature detection to 
high-level scene analysis. However, 
this simple linear flow fails to capture 
the massive recurrence that occurs 
throughout the visual system. 
Although the role of feedback in 
visual processing remains to be 
fully understood, the visual system 
appears to be organized as a set of 
recurrent loops, not a simple linear 
chain of causation. This suggests 
that higher levels of processing 
participate in shaping the very input 
that they attempt to analyze. The 
term ‘mid-level vision’ is not intended 
to delineate a particular region of 
cortical processing, but rather, refers 
to the collective processes that are 
involved in making information about 
surfaces and materials explicit. In this 
primer, I will describe some of the 
ongoing areas of research into these 
processes, focusing on the relatively 
new and emerging area of material 
perception.
What is material perception?
Material perception is concerned 
with how we perceive what things are 
made of. Although the perception of 
material properties can involve all of 
our senses, the focus of this primer is 
on the problem of extracting material 
properties from visual information. 
Different materials can be visually 
distinguished because (and to the 
extent that) they structure light in 
a particular, characteristic way. For 
example, the micro-structure of hair 
and fur generate particular types of 
texture, sheen, and orientation flow. 
Polished stone generates a specific 
pattern of specular reflections and 
depth from the translucent crystalline 
materials that compose them. 
Gelatins are translucent as well, 
but can be distinguished from other 
materials by their shape and the way 
that they move, slide, or bounce. 
The fact that we can distinguish 
material properties on the basis of 
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Figure 1. A series of uniform albedo bumpy 
spheres rendered in different illumination 
models and gloss levels.
(A) A matte (Lambertian) surface rendered in 
a simple illumination field containing a single 
point light source emitting columinated light. 
Note that all of the luminance variations in 
the image arise from changes in the three-
dimensional pose of the surface relative to 
the light source. (B) The same light field as in 
(A), but the surface is rendered as a specular 
object using a popular reflectance model (the 
Cook-Torrance model). Note that some of the 
bright regions now correspond to reflections of 
the light source, rather than changes in surface 
albedo, which is how they appear. (C) The same 
shaped surface in (A) and (B), but rendered as a 
glossy surface in a real world illumination field 
that takes into account the entire pattern of 
reflected light. Note that the sense of gloss is 
greatly enhanced in this illumination field.
surfaces that project approximately 
homogeneous patches of luminance. vision means that there is information 
available in the way materials 
structure light that can be used to 
make these judgments. Research 
into material perception aims to 
understand what that information is, 
the neural processes that are involved 
in extracting it, and how it is used in 
guiding our behavior.
The recent surge of interest and 
research into material perception 
has been made possible by the rapid 
advances in computer graphics that 
have been made during the past 
few decades. It is now possible to 
generate vivid, realistic simulations 
of different materials immersed in 
complex, real-world illumination 
fields. This is the generative side of 
material perception: the ability to 
create realistic renderings of materials 
and objects in natural illumination 
environments. This is only possible 
because of the progress that has 
been made in understanding how 
light interacts with surfaces. 
The ‘bidirectional scattering 
distribution function’ (BSDF) 
describes the way that incident light 
is structured by a surface or medium. 
The ‘bidirectional’ term refers to the 
relationship between a given incident 
light direction and a given reflected 
(or transmitted) light direction. The 
‘scattering distribution’ refers to how 
incident light coming from a specific 
direction is scattered by the material 
and the geometry of the surface. For 
purely opaque surfaces, this function 
reduces to a BRDF (where R is for 
reflectance); for transparent objects, 
a transmittance (T) term is needed 
(BTDF); and for translucent objects — 
where reflected light enters a surface 
at one point and exits at another — a 
subsurface scattering (SS) term is 
needed (BSSRDF). Many naturally 
occurring materials and objects have 
highly complex BSDFs. The success 
of graphical systems in recreating 
this complexity relies on models that 
effectively capture how light interacts 
with surfaces and materials, either 
by simulation of the physics or by 
direct measurements made from the 
rendered material.
The BSDFs of surfaces also play 
a critical role in structuring the 
illumination field in which other 
objects are embedded. Surfaces are 
only visible because they interact 
with light, which means that they 
are also sources of illumination for 
other surfaces in their environment. In order to capture the complexity of 
the illumination in natural scenes, it 
is necessary to embed materials in 
realistic illumination fields. Whereas 
the BSDF is an intrinsic property of 
a particular material, the illumination 
field can change dramatically from 
place to place, and depends on the 
particular collection of objects and 
light sources that are present in a 
given environment. 
In order to recover the reflectance 
properties of materials, the visual 
system must somehow disentangle 
the contributions of the illumination 
field from a surface’s BSDF. This 
leads to a number of fundamental 
perceptual questions: How does the 
visual system tease apart the different 
aspects of surface reflectance 
from the complex variations in its 
illumination field? What aspects 
of surface reflectance can be 
recovered? How stable (constant) is 
the perception of material properties 
over changes in the illumination 
field? What does the constancy (or 
lack thereof) of material properties 
reveal about the information the visual 
system uses to infer a particular 
material property, and the processes 
by which this information is derived? 
Perceptual research has focused 
on answering these questions for an 
array of different surface and material 
properties.
Lightness and color
Surface lightness (or albedo) refers to 
the proportion of incident light that a 
surface reflects. Lightness is a term 
that is typically used in reference 
to the perception of achromatic 
surfaces, which can range along the 
grey-scale axis from ‘black’ to ‘white’. 
The term lightness is typically  
used in reference to matte  
surfaces with a uniform albedo — 
opaque surfaces that reflect a fixed 
proportion of light, which depends 
only on its orientation relative to the 
light source (i.e. it is independent 
of viewing direction). Surfaces 
with these properties are said to 
be ‘Lambertian’, a mathematically 
idealized reflectance function chosen 
for its analytic simplicity. Unlike most 
real surfaces, Lambertian surfaces 
lack specular reflections or any 
degree of translucency (Figures 1A 
and 2A). The vast majority of research 
into lightness has focused on displays 
that are reasonably approximated 
by Lambertian models: flat, matte 
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Figure 2. The same series of images as in 
Figure 1 but using a surface composed of two 
surface pigments.
Note that it is possible to determine the 
luminance variations that are due to three-
dimensional shape, surface pigmentation, 
and specular reflections, even though all of 
these sources of information are conflated in 
the image. A fundamental goal of research 
in material perception is to understand how 
the brain distinguishes the different sources 
of luminance and chromatic variations that 
collectively contribute to the structure of 
images.Although such stimuli reduce the 
complexity of the input, they are also 
notoriously ambiguous. Any given 
patch of luminance can be caused 
by an infinite number of different 
combinations of illumination and 
reflectance. Much of the research into 
lightness perception has focused on understanding how the visual system 
recovers the lightness of matte 
surfaces and resolves this ambiguity. 
The perception of lightness is a 
subset of surface color, which also 
takes into account the spectral 
composition of reflected light. 
Although much is known about 
the early encoding of color, less is 
known about how this information 
is used to derive the chromatic or 
achromatic reflectance of surfaces. 
One of the key problems is color (or 
lightness) constancy, which refers 
to the fact that perceived surface 
color remains relatively stable over 
changes in the spectral content 
and/or intensity of the illuminant. 
However, constancy is never perfect, 
and the failures of constancy can vary 
from the subtle to the dramatic (such 
as occurs with colored shadows). 
The complementary side of research 
into color focuses on understanding 
failures of constancy, and what such 
failures reveal about the processes 
used to derive color in natural scenes.
Translucency 
Many of the natural materials that 
we encounter exhibit some amount 
of translucency; light penetrates 
one region of the material and exits 
at another. The light that enters 
translucent bodies is scattered in 
ways specific to the material and 
the scale of an object. Because light 
only penetrates a given material 
to a given depth, large translucent 
objects will transmit less light than 
small translucent objects made of 
the same material and shape, an 
effect which is particularly evident 
when the primary light source is 
behind the material. Thin regions 
of the material can appear to glow 
from the back-lit transmitted light, 
whereas thicker regions will not 
(Figure 3C). The shadows caused 
by surface relief and shape are 
visually ‘softened’ or smoothed by 
translucent surfaces when compared 
with opaque materials with the same 
surface geometry. Although the 
effects of translucency are relatively 
easy to describe physically, there is 
very little that is currently understood 
about how the visual system infers 
translucency from images. 
Transparency
Transparent surfaces and media 
present unique computational 
challenges for the visual system. Transparency perception involves 
the explicit experience of multiple 
surfaces along the same line of 
sight: a near surface, object, or 
medium; and an underlying surface, 
partially obscured by the transparent 
medium. In such contexts, the visual 
system must recover the properties 
of two surfaces simultaneously (or 
one surface and one transparent 
medium). The early pioneering work in 
transparency perception focused on 
relatively simple displays that could 
be generated by uniformly colored 
fan blades that rotated over two-
toned backgrounds (Figure 3A). In 
such contexts, it is possible to derive 
simple algebraic relationships for 
the transmittance and reflectance of 
the transparent surface as a function 
of the luminances generated by the 
unobscured background and the 
regions of overlay. 
A large body of empirical work 
subsequently showed that perceived 
transparency is reasonably well 
predicted by the simplified physics 
of transparency captured in these 
equations. This research suggests 
that the brain, in some sense, 
‘understands’ the physics of 
transparency. An ongoing research 
issue is determining precisely what it 
is that the brain understands — that 
is, determining what information 
the visual system uses to determine 
whether a transparent surface 
or medium is present in a scene, 
and how this is computed and 
represented in neural tissue.
Gloss
Many different materials can be 
perceptually distinguished because 
they have a characteristic sheen 
or gloss. Unlike diffuse reflections, 
which we experience as the color 
or lightness of a material, specular 
reflections are experienced as  
distinct dimension from surface 
color, and carry information about 
the structure, intensity, and spectral 
content of the illumination field 
(Figures 1A,B and 2A,B). A purely 
specular surface is a mirror; incident 
light is emitted at an angle equal  
and opposite to its incoming direction 
relative to the surface normal of 
the reflecting surface. Specular 
reflections are therefore simply 
images of the environment — the 
illumination field — distorted by  




Figure 3. Light is not merely reflected from the 
surfaces of objects, but can be transmitted 
through surface bodies in a variety of ways.
(A) The type of simple four-region stimuli 
that has dominated studies of perceived 
transparency. Note that the dark and light 
grey striped regions outside of the oval are 
perceived as surfaces that appear in plain 
view, even though it is physically possible that 
their luminances were generated by black 
and white stripes overlaid with a less opaque 
transparent layer than that within the oval. (B) 
A simulated transparent three-dimensional 
object made out of perfectly clear material 
like glass. Transparent three-dimensional 
objects project a distorted, refracted image 
of the surfaces that lie behind and under 
the object, and also typically have a high 
degree of specularity that reflects an image 
of the environment. The luminance variations 
within the dragon appear as transmitted and 
reflected surface markings, not pigmentation 
changes (like paint) on the body of the dragon. 
(C) An example of the effects of subsurface 
scattering of translucent materials. Note 
that the luminance gradients in some of the Purely specular surfaces are, 
however, rarities in nature. Most 
natural materials have reflectance 
functions that differ in their 
proportion of specular and diffuse 
reflectance. Variations in microscopic 
surface geometry can cause specular 
reflections to be scattered, blurring 
the image of the environment in 
an amount proportional to surface 
coarseness. The characteristic 
differences in the relative proportion 
of specular and diffuse reflectance, 
and the amount of blur introduced 
by surface roughness, can provide 
rich information about the material 
properties of surfaces and materials 
(for example, the difference between 
a polished car and a glossy leaf).
The perception of gloss is 
conceptually related to the perception 
of transparency, particularly for 
smooth specular surfaces. A specular, 
smooth surface generates an image 
of the illumination field that is 
detached from the reflecting surface, 
which typically appears inside or 
behind objects (as with mirrors). The 
perception of gloss therefore involves 
a form of image decomposition 
similar to that experienced in 
conditions of transparency, where 
the color and texture of the reflecting 
surface is separated from the image 
of the illumination field in which it is 
embedded.
Shape
The three-dimensional shape of 
surfaces is a source of image 
variability that must be separated 
from the reflectance and 
transmittance properties of different 
materials. But three-dimensional 
shape can also provide rich 
information about materials as well. 
The flowing folds of satin sheets 
provide information about their 
pliability, and the smoothness of their 
threads generates its characteristic 
sheen. We can distinguish a viscous 
paste from low viscosity fluids by 
the shapes they form when they are 
poured. 
The three-dimensional shapes of 
materials can be defined on a number 
of spatial scales, which can be 
roughly divided into three categories. 
At a microscopic scale, three-
dimensional shape plays a significant 
role in determining the amount of 
diffuse and specular reflection. At a 
medium, or ‘mesoscopic’ scale, the 
three-dimensional geometry defines the coarseness of a surface, such 
as grains of sand, or in the visible 
texture of a raspberry or strawberry. 
At a large or macroscopic scale 
the three-dimensional geometry 
defines what we typically regard as 
the ‘shape’ of an object. Different 
materials can form characteristic 
shapes on a variety of scales, and 
when combined with appropriate 
surface optics, they can be used 
to fashion a large range of fake 
materials (ranging from such popular 
items as plastic dog feces, ice cream, 
and spilled drinks).
Theoretical approaches to material 
perception
The preceding reveals that 
image structure is generated by 
complex interactions between the 
illumination field, the reflectance and 
transmittance properties of materials, 
and their shape. This is the ‘forward 
optics’ (or image generation) problem, 
which specifies how different physical 
factors contribute to the structure 
in images. The perceptual problem 
is, in some sense, the ‘inverse 
optics’ problem: determining what 
combination of surface geometry, 
surface optics, and illumination field 
generated a given image. Much of the 
current and emerging work in material 
perception, as well as much of the 
ongoing debate, involves attempting 
to understand what it means for 
perception to be ‘inverse optics’ — in 
determining what the ‘in some sense’ 
qualifier of the preceding sentence 
means. 
There are two aspects to treating 
vision as a form of inverse optics. 
One is relatively theory neutral, 
and is largely a description of our 
experience. The world appears to 
us as a layout of three-dimensional 
objects that are immersed in a 
particular illumination environment. 
We can, to some extent, distinguish 
the light transmitting properties of 
translucent objects from opaque 
surfaces (Figure 3), and distinguish 
specular reflections from surface 
pigmentation (Figure 2). Any 
successful theory of perception must 
explain how (and the extent to which) 
our visual systems compute these 
back-lit regions, which would be in shadow 
for an opaque object, provide information 
about surface density and has the opposite 
pattern of luminance gradient than shading 
information (such as can be seen in the teeth 
of the dragon).
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 properties. However, there is nearly 
universal agreement that the brain 
does not — indeed, could  
not — literally perform an inverse 
optics computation; there is simply 
not enough information available 
to invert the actual physics of 
image formation. One of the basic 
questions of vision science is how 
the visual system appears to solve a 
problem that seems computationally 
intractable.
This question is arguably 
the central problem of material 
perception, and its answer is 
currently far from clear. It has been 
approached in a number of ways. 
One approach assumes that the 
brain imposes constraints to resolve 
interpretive ambiguities. These 
constraints can take a number of 
forms, which depends both on the 
ambiguity being considered, and the 
way that they appear to be resolved. 
For example, some lightness models 
assert that the relationship between 
image luminance and surface 
lightness is inherently ambiguous, 
which can only be resolved by 
imposing some constraints on 
how luminance is mapped onto 
perceived lightness. One proposal 
is that a specific luminance in a 
scene is assigned a fixed reflectance 
value, which is then used to scale 
the lightness of other surfaces in a 
scene. Many color vision algorithms 
do something similar, and treat the 
average chromaticity of a scene as 
neutral (the ‘gray world’ hypothesis). 
And models of transparency have 
either explicitly or implicitly assumed 
that transparent surfaces are defined 
relative to surface regions in plain 
view, which are then used to assess 
the ‘hiding power’ of any transparent 
surface or medium present in a scene 
(Figure 3A,B).
Another approach has been to 
look at a broader array of surfaces 
and materials and attempt to identify 
statistical regularities that are 
predictive of material properties. If 
there were simple image statistics 
that were highly correlated with 
specific material properties, it could 
potentially circumvent the inverse 
optics problem altogether. One 
domain in which this idea has been 
pursued is in the perception of gloss. 
The pattern of reflections of specular 
objects can change dramatically 
from scene to scene because of the 
enormous variability in a specular object’s surface geometry and 
the illumination fields in which it is 
embedded. 
For some class of surface 
geometries, albedos, and illumination 
fields, there is a high correlation 
between some simple image  
statistics — such as histogram or 
sub-band skew — and perceived 
gloss. These correlations led to the 
hypothesis that the visual system 
computes skew to infer surface 
gloss. However, subsequent 
work has shown that skew is only 
predictive of gloss for a specific 
subset of illumination fields, 
surface geometries, and reflectance 
distributions. One of the problems 
with image statistics such as skew is 
that essentially all of the information 
about the spatial distribution of 
image features is discarded. This 
is a problem because a significant 
body of research has shown that the 
perception of material properties 
like gloss depends critically on the 
locations of specular reflections 
relative to its diffuse reflectance 
profile. If statistical approaches are 
to play a role in our understanding 
of material perception, they will have 
to be based on image properties 
that embody the kind of geometric 
constraints that have been shown to 
modulate the perception of material 
properties. 
Simplicity, complexity, and 
ambiguity: how intractable is inverse 
optics?
One of the pervasive assumptions 
that has guided research in mid-
level vision is the belief that there is 
insufficient information in the images 
to compute surface and material 
properties. Like all experimental 
sciences, much of the research 
that has been conducted to assess 
material perception has focused 
on displays that are simple both 
analytically and experimentally. In a 
typical experiment, some variables, 
such as surface shape, are held 
constant, while others — those of 
particular interest — are free to 
vary. The expectation is that their 
simplicity provides an opportunity 
to observe the inferential machinery 
that is involved in recovering surface 
properties in natural scenes in a 
controlled context. The presumption 
is that the additional complexity of 
natural scenes will be understandable 
by extrapolating the insights gleaned from observing how the visual system
interprets simple images. The other 
possibility, however, is that the 
experimenter may have unwittingly 
removed the information the visual 
system relies on to make judgments 
about surfaces and materials. If so, 
the results from those experiments 
may provide little insight into the 
normal functioning of the visual 
system. 
Some recent work provides some 
evidence for the perceptual costs of 
using simplified stimuli. One example 
of this problem is in the lightness 
literature. The flat, matte surfaces 
that have dominated research in this 
field are highly ambiguous, which 
is revealed by the lability of how 
they are experienced in different 
contexts. In an appropriately chosen 
illumination field, a flat, black, matte 
surface can be made to appear 
white; and in a different illumination 
field, a flat, matte, white surface 
can be made to appear black. But 
this ambiguity is reduced in scenes 
containing an array of three-
dimensional objects, or with surfaces 
containing three-dimensional 
mesostructure. 
A reduction in ambiguity can 
also be observed when using 
more complex targets in color 
vision. Although many studies of 
color perception have focused on 
objects that have a unique, uniform 
chromaticity, most real world 
objects are polychromatic — that 
is, they project a distribution of 
chromaticities. Rather than making 
color perception more complicated, 
this complexity appears to provide 
additional information about surface 
reflectance. Complexity can also 
improve the perception of other 
material properties: Gloss perception 
is greatly enhanced, and judgments 
of relative gloss are more precise, 
when surfaces are embedded in 
complex, realistic illumination fields 
(Figures 1C and 2C). 
All of these results suggest that 
what the vision scientist views as 
‘complex’, the visual system may 
experience as ‘information rich’. 
One implication of these findings is 
that at least some of the arguments 
about the intractability of inverse 
optics may arise from a failure to 
consider all of the information that is 
available in natural scenes to recover 
material and surface properties. The 
rapid progress that has occurred 
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reduced (mean nose speed wake-like 
state: 7 ± 0.3 µm/sec, sleep-like state: 
2.8 ± 0.2 µm/sec, p < 0.01, N = 10 
worms; Figure 1A). We first looked at 
worms that expressed GCaMP3.35 in 
all neurons. The overall GCaMP3.35 
signal increased over time with a clear 
reduction during the sleep-like state. 
Also, the mKate2 signal increased over 
time, but did not show a reduction 
during the sleep-like state. The 
GCaMP3.35/mKate2 ratio was reduced 
during the sleep-like state by 6% 
(GCaMP3.35/mKate2 ratio wake-like 
state: 1.04 ± 0.03, sleep-like state:  
0.98 ± 0.02, p < 0.001, N = 16 worms; 
Figure 1B, and Supplemental Figure 
S1A). This suggests that overall 
spontaneous neural activity is reduced 
during the sleep-like state. 
Little is known about which neurons 
are involved in control of the sleep-
like state. Which neurons have 
decreased activity during the sleep-
like state? We tried to identify sleep-
regulated neurons in the transgenic 
worms expressing GCaMP3.35 in all 
neurons. Based on its morphology 
and isolated position, we could 
identify the mechanosensory neuron 
ALM as one of several neurons 
with reduced spontaneous activity 
during the sleep-like state (data not 
shown). To verify this observation, 
we expressed GCaMP3.35/mKate2 
specifically in mechanosensory 
neurons and analyzed neural activity. 
ALM calcium signals were reduced 
during the sleep-like state by about 
20% (GCaMP3.35/mKate2 ratio wake-
like state: 0.66 ± 0.02, sleep-like state: 
0.53 ± 0.01, p < 0.001, N = 15 worms; 
Figure 1B,C, and Supplemental 
Figure S1A). This suggests that 
the spontaneous activity of ALM is 
reduced during the sleep-like state.
ALM senses gentle mechanical 
stimulation [7]. How is reduction of 
spontaneous ALM activity influenced 
by sensory input? Sensory input could 
be caused by mechanical stimulation 
caused by worm locomotion, which is 
decreased during the sleep-like state. 
Mechanosensitive calcium currents in 
ALM depend on the mechanosensory 
channel subunit MEC-4 [8]. In  
mec-4(u253) mutant worms, 
spontaneous ALM activity was still 
reduced during the sleep-like state by 
about 14% (GCaMP3.35/mKate2 ratio 
wake-like state: 0.69 ± 0.05, sleep-
like state: 0.59 ± 0.06, p < 0.01, N = 8 
worms). Thus, mechanosensory input 
plays only a minor role in spontaneous 
Reduced activity 
of a sensory 
neuron during a 
sleep-like state in 
Caenorhabditis 
elegans
Juliane Schwarz, Ines Lewandrowski, 
and Henrik Bringmann
Sleep-like states occur in the life of 
all animals carefully studied and are 
characterized by reduced behavioral 
and neural activity as well as reduced 
responsiveness to stimulation [1]. 
How is reduced responsiveness to 
stimulation generated? We used 
calcium imaging to investigate a 
sleep-like state in larvae of the 
nematode Caenorhabditis elegans. 
We found that overall spontaneous 
neural activity was reduced during 
the sleep-like state in many neurons, 
including the mechanosensory neuron 
ALM. Stimulus-evoked calcium 
transients and behavior were reduced 
in ALM during the sleep-like state. 
Thus, reduced activity of ALM may 
contribute to reduce responsiveness 
during a sleep-like state.
At the end of each larval stage, 
before the molt, C. elegans larvae 
go through a phase of behavioral 
quiescence called lethargus, during 
which animals don’t feed and move 
only little [2]. Lethargus has sleep-
like properties, such as reduced 
responsiveness to mechanical 
stimulation [3]. How does neural 
activity generate sleep-like behavior? 
We set up a system that allowed 
us to observe behavior and neural 
activity over the sleep-like–wake-
like cycle. We generated transgenic 
C. elegans expressing the calcium 
sensor GCaMP3.35, a shortened 
version of GCaMP3 [4], to visualize 
neuronal calcium and mKate2 as an 
expression control [5]. We cultured 
and filmed larval C. elegans inside 
microcompartments from the first 
to the second larval stage [6]. We 
defined sleep-like and wake-like states 
based on the behavior of the worms. 
During the sleep-like state, worms 
did not feed and their movement was 
Correspondencein simulating realistic, complex materials in natural illumination fields 
has made it possible to manipulate 
the physics of image generation 
directly and assess the impact these 
manipulations have on perception. 
Once the boundary conditions 
on perceptual performance are 
identified, they can be used to 
formulate hypotheses about the 
image properties and mechanisms 
that underlie these perceptual 
abilities. Although the scientific study 
of material perception is in its infancy, 
there is a rapidly growing set of 
tools that can be used to study this 
remarkable and fundamental aspect 
of visual experience. 
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