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Abstract
In this paper we study pseudo-Riemannian spaces with a degenerate
curvature structure i.e. there exists a continuous family of metrics having
identical polynomial curvature invariants. We approach this problem by
utilising an idea coming from invariant theory. This involves the existence
of a boost which is assumed to extend to a neighbourhood. This approach
proves to be very fruitful: It produces a class of metrics containing all
known examples of I-degenerate metrics. To date, only Kundt andWalker
metrics have been given, however, our study gives a plethora of examples
showing that I-degenerate metrics extend beyond the Kundt and Walker
examples.
The approach also gives a useful criterion for a metric to be I-degenerate.
Specifically, we use this to study the subclass of VSI and CSI metrics
(i.e., spaces where polynomial curvature invariants are all vanishing or
constants, respectively).
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1 Introduction
In differential geometry and in pseudo-Riemannian geometry, one can
form polynomial curvature invariants by taking contractions of the Rie-
mann tensor and its covariant derivatives. For example, the Ricci scalar,
and the Kretschmann scalar, RµναβR
µναβ , are simple examples of such
invariants [1].
Let I be the set of all such polynomial invariants formed by full con-
tractions of the Riemann tensor and its covariant derivatives. This set is
finitely generated [2], and hence, we can assume that I is finite. If we are
given a metric, g, we can compute the value of these invariants, I [g] ∈ I.
A question is now, to what extent is the value I [g] unique? Here, we will
discuss I-degenerate metrics which are defined to be metrics having a de-
generate curvature stucture in the sense that there are continuous families
gτ of non-diffeomorphic metrics
1 having the same invariants, i.e., I [gτ ]
does not depend on τ [3].
1We will use the following terminology: A diffeomorphism, f : M → N is a smooth
bijection between smooth manifolds. If the manifolds, M and N , are equipped with metrics,
g and h respectively, then if there exists a diffeomorphism f such that the metrics are related
via f∗h = g, we will say that the metrics are diffeomorphic. If no such f exists, then h and
g are non-diffeomorphic metrics. In the differential geometry literature, one often uses the
term isometry for such a map, however, we will reserve the word isometry for diffeomorphisms
f : M → M where f∗g = g.
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In the Riemannian case where the metric is positive definite, there are
no I-degenerate metrics, implying that the space is completely deter-
mined by the value of I [g] [4]. In the Lorentzian case, the situation is
very different, as there is a large family of I-degenerate metrics [3]. In
this case, all known examples belong to the Kundt class and these metrics
have been studied in some detail. For example, the VSI metrics (all poly-
nomial curvature invariants vanish), are known to be all Kundt [5]. The
CSI case (all invariants are constants), has been studied to some extent
and the I-degenerate metrics are also believed to be of Kundt class [6, 7].
In general, examples of I-degenerate Lorentzian metrics have only been
found in the Kundt class. In other signatures, other possibilities occur,
and to date, only Walker examples (in addition to the Kundt metrics)
have been given [8, 9, 10]. In particular, in 4 dimensional neutral space,
it was shown that all VSI spaces are of either Kundt or Walker type [11].
The question the paper addresses has an obvious interest in the classi-
fication problem in differential geometry. Differential geometry is used in
a wide area in physics and the Lorentzian case is of clear interest in the-
ories of gravity. Other signatures have applications in physics as well; for
example, in twistor theory [12, 13], the metric is a 4 dimensional metric
of neutral signature.
In this paper we study pseudo-Riemannian spaces of arbitrary signature
with a degenerate curvature structure. We approach this problem in a
new way and find new examples of I-degenerate metrics. Indeed, in a
systematic study we define a class of metrics which contain all known ex-
amples of I-degenerate metrics, including the Kundt and Walker cases.
The underlying assumption is motivated by invariant theory which states
that a certain boost limit should exist, at least pointwise, for these spaces
[11, 14, 15, 16]. We assume that this boost limit extends to a neighbour-
hood, thereby constraining the form of the metric. However, this class is
sufficiently rich to include all known examples of I-degenerate metrics. As
a by-product of this assumption, we get a way to determine the invariants
for such spacetimes using the metric of a simpler space.
The structure of the paper is as follows: First we look at the form of
a pseudo-Riemannian metric under the assumption that there exists a
surface-forming null k-form F . This yields a generalisation of both the
Kundt and Walker spaces and gives a geometric interpretation of the
class under consideration. We also identify subclasses of this family of
metrics by imposing appropriate conditions on the covariant derivative
of F , amongst which are the Kundt and Walker classes. Then we start
anew and look at the form of the metric from the point of view of invari-
ant theory. Here we assume the existence of a particular limit and show
that the resulting form of the metric is actually a subclass of the previ-
ously considered metrics with the closed k-form F . In other words, using
invariant theory we show that there is a subclass of degenerate metrics
hiding within the first class. Then we constrain the coefficients of these
degenerate metrics by utilising the boost-weight decomposition and the
existence of a particular boost limit. Lastly, we discuss the VSI and CSI
subclasses.
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2 Canonical form of the metric
Here we assume the existence of a k-form F = ℓ1 ∧ ℓ2 ∧ · · · ∧ ℓk, where
ℓi’s are all null and mutually orthogonal. We then impose progressively
stronger conditions onto derivatives of F to derive a hierarchy of classes.
These conditions, envisaged as a generalisation of the Kundt and Walker
conditions, allow us to write the metric in a canonical form. In this sec-
tion no further assumptions will be made, however, in the next section
an assumption of degeneracy of the curvature structure of the (general
pseudo-Riemannian) metric will yield a subclass of these metrics. Hence,
an independent interpretation of these I-degenerate metrics is provided
in the current section.
The space-time dimension is n = 2k +m with signature (k + p, k − p +
m), p ≤ m. We are given k ≤ n/2 null 1-forms ℓi, which are linearly in-
dependent and orthogonal. In discussing various geometrical conditions,
it is convenient to work in terms of a k-form defined by
F = ℓ1 ∧ ℓ2 ∧ · · · ∧ ℓk . (1)
Now we impose two surface-forming conditions the first of which is given
as follows:
Conditions 2.1 (Primary surface-forming condition). There exists a 1-
form Σ such that
dF = Σ ∧ F . (2)
Let us introduce a distribution D, which we shall call the orthogonal
complement of F , defined by
Dp = {v ∈ TpM | 〈ℓ
i,v〉 = 0, i = 1, · · · , k} (3)
From the Frobenius theorem, D is integrable and there exist functions ui
such that
ℓ
i = λijdu
j (4)
where the matrix λij is invertible and u
i = const specifies an integral
manifold of D. Next, we construct a canonical frame {ℓi,ma,niˆ}, a =
1, · · · ,m = n− 2k that satisfies
g
(
ℓ
i,njˆ
)
= δijˆ , g
(
m
a,mb
)
= ηab ,
g
(
l
i,ma
)
= 0 , g
(
n
iˆ,njˆ
)
= 0 , g
(
n
iˆ,ma
)
= 0 .
(5)
ηab is a pseudo-Euclidean metric of signature (p,m − p). Denoting the
metric-induced isomorphism by ♯ i.e. for an arbitrary vector v and 1-form
ω
g
(
ω
♯,v
)
= 〈ω,v〉 , (6)
and using the notation
ℓiˆ =
(
ℓ
i
)♯
, ni =
(
n
i
)♯
, ma = ηab
(
m
b
)♯
, (7)
we note that {ni,ma, ℓiˆ} is dual to the canonical frame {ℓ
i,ma,niˆ} in
the usual sense and
ℓiˆ ∈ D , ma ∈ D . (8)
The vectors ℓiˆ constitute a null distribution D
∗ ⊂ D. The following
condition then ensures that D∗ is integrable:
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Conditions 2.2 (Secondary surface-forming condition). In the canonical
frame {ℓi,ma,niˆ}, the components of the covariant derivative of F satisfy
∇iˆFaµ1···µk−1 = 0 , (9)
where, and in what follows, the Greek indices run from 1 to n.
In order to see that this assumption implies the integrability of D∗,
let us look at the covariant derivatives of ℓi along D∗;
∇ℓ
iˆ
ℓ
k = ωkiˆjℓ
j + ωkiˆam
a + ωkiˆjˆn
jˆ . (10)
ωλµν ’s are the components of connection 1-forms defined by
ωλµνe
ν = ∇eµe
λ , {eµ} = {ℓi,ma,niˆ} , {eµ} = {ℓiˆ,ma,ni} . (11)
One can compute the connection 1-forms from exterior derivatives of eµ
(see Appendix A), and ωk
iˆjˆ
= 0 since conditions 2.1 imply that there
exists a matrix of 1-forms σij such that dℓ
i = σij ∧ ℓ
j .
Now evaluating the commutator among ℓiˆ’s;[
ℓiˆ, ℓjˆ
]
= ∇ℓ
iˆ
ℓjˆ −∇ℓjˆ ℓiˆ
=
(
∇ℓ
iˆ
ℓ
j
)♯
−
(
∇ℓ
jˆ
ℓ
i
)♯
=
(
ωj
iˆk
− ωijˆk
)
ℓk +
(
ωj
iˆa
− ωijˆa
)
ma ,
one can conclude that it is sufficient for integrability of D∗ (⇔ ℓiˆ’s being
involutive) to have vanishing ωk
iˆa
, which is equivalent to the conditions
2.2. The same condition also turns out to be necessary (c.f. Appendix A).
Once the integrability of D∗ is established, one can choose a coordinate
system {yI , viˆ}, I = 1, · · · , n− k so that we can write
ℓiˆ = κ
jˆ
iˆ
∂
vjˆ
(12)
where the matrix κ jˆ
iˆ
is invertible. Since D∗ ⊂ D, we have
0 = 〈ℓi, ℓjˆ〉 = λ
i
kκ
lˆ
jˆ 〈du
k, ∂
vˆlˆ
〉 , (13)
hence
0 = 〈dui, ∂
vjˆ
〉 = ∂
vjˆ
ui ⇔ dui = f iI(y)dy
I (14)
where f iI ’s are functions of y
I ’s only. Therefore, one can find a coordinate
transformation ui(y), xa(y), a = 1, · · · ,m = n − 2k independently of viˆ,
so that {ui, xa, viˆ} form a local coordinate system of the entire manifold,
with {xa, viˆ} spanning D. By construction, it is clear that
g
(
∂
viˆ
, ∂
vjˆ
)
= 0 , g
(
∂xa , ∂viˆ
)
= 0 . (15)
This corresponds to the following form of the metric:
gµν =
 Aij Bib aijˆBtaj gab 0
at
iˆj
0 0
 . (16)
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The line element is then 2:
ds2 = 2dui
(
aijdv
j + Aijdu
j +Biadx
a
)
+ gabdx
adxb . (17)
The connection 1-forms for this metric can be found in Appendix A. For
later reference, it is useful to consider a class of transformations leaving
this form of the metric invariant. Consider the transformation:
(u˜i, x˜a, v˜j) = (ui, xa, f j(un, xb, vm)) , (18)
for functions f j . We note that
dv˜j = (∂unf
j)dun + (∂xbf
j)dxb + (∂vmf
j)dvm.
This may be used to simplify the metric functions aij . Especially, if, for
a fixed i
(∂vnaim)dv
n ∧ dvm = 0 , (19)
(which means that d(aimdv
m) = 0 as functions of vn ), then we can use
the transformation eq.(18) to bring aijdv
j 7→ δijdv
j (fixed i).
2.1 Important subclasses of metrics
Let us point out some important subclasses of these metrics given in terms
of the k-form F . This form is null and surface-forming in the sense made
accurate by the conditions 2.1 and 2.2. We will assume the following
classes to be of increasing speciality, i.e. we assume class N + 1 is a
subclass of class N etc.
Type I: ”Shear-free and expansion-free” As we will see later,
all of the examples of I-degenerate metrics given in this article belong to
this class. In this class the transverse metric gab is independent of the v
j ’s
in the coordinate basis. This is equivalent to requiring that F obeys:
∇aFbµ1···µk−1 = 0 ,
in the canonical basis {ℓi,ma,niˆ} constructed above (not in the coordi-
nate basis where gµν is written down).
We note that in the special case where k = 1, i.e., F is a 1-form, then
this case reduces to the Kundt class [7]. Furthermore, for the Kundt
metrics, condition II below is automatically satisfied.
Type II: The matrix a
ijˆ
= δ
ijˆ
. If the matrix aijˆ obeys equation
(19), for all i, we can use the transformation, eq.(18), to set aijˆ = δijˆ .
This amounts to require that F obeys (again in the canonical frame):
∇jˆFiˆµ1···µk−1 = 0.
Type III: The Walker case The Walker class is defined as the case
when F is invariant [8]:
∇µF = kµF ,
for a vector k. This condition alone encompasses the above conditions, I
and II. In terms of the metric components this means that the functions
Bia do not depend on the v
iˆ’s.
2We will use hats on the index i when it is essential to distinguish between ui and viˆ.
However, when there is no fear of confusion, these will be omitted.
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Type IV: F is covariantly constant This case is defined by:
∇µF = 0,
and implies conditions I - III are fulfilled. Interestingly, this implies that
the null-form fulfills Killing-Yano equations, but it corresponds to the
degenerate case where the Killing-Yano tensor is null.
Type V: All dui are covariantly constant. This amounts to the
case where there is no viˆ-dependence in any of the metric functions which
implies that the vectors ∂
viˆ
are Killing vectors. Thus in this case the
space-time posseses k null Killing vectors.
In the examples given later, metrics from all of these categories I - V
can be found.
3 Invariant theory and I-degenerate met-
rics
We will now review the boost-decomposition method as in [9, 11, 17] and
introduce the Si andNi properties of a tensor. Utilising the ideas from in-
variant theory and degenerate tensors, we will, under the assumption that
the metric has a similar well-defined limit, reach a class of spaces which
are degenerate in the sense that their curvature structures are degenerate.
3.1 Boost-weight decomposition
If we have a pseudo-Riemannian manifold with dimension (2k +m) and
signature (k, k+m), we can choose a suitable null frame so that the metric
can be written:
ds2 = 2(ℓ1n1 + ...+ ℓini + ...+ ℓknk) + δabm
a
m
b (20)
where a, b = 1, ..., m.
First we choose a real null frame so that we can write down the metric
as (20). We then look at the k independent boosts that form an Abelian
subgroup of the group SO(k, k +m):
(ℓ1,n1)→ (eλ1ℓ1, e−λ1n1)
(ℓ2,n2)→ (eλ2ℓ2, e−λ2n2)
.
.
(ℓk,nk)→ (eλkℓk, e−λknk) (21)
where the λi’s are real constants. This is now a pointwise action on TpM .
For a tensor T , we now introduce boost weights, b ∈ Zk in the following
manner: We look at, Tµ1...µn , an arbitrary component of T with respect
to the frame given in (20).
1. Consider a boost given in eq.(21). Then it will transform as Tµ1...µn →
e(b1λ1+b2λ2+...+bkλk)Tµ1...µn for some integers b1, ..., bk.
2. Then Tµ1...µn is of boost weight b = (b1, b2, ..., bk).
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Now one can decompose a tensor into boost weights accordingly:
T =
∑
b∈Zk
(T )b (22)
where (T )b means the projection onto the subspace (of components) of
boost weight b.
If we take the tensor product of two tensors T and S, the boost weights
obey the following additive rule:
(T ⊗ S)b =
∑
bˆ+b¯=b
(T )b¯ ⊗ (S)bˆ (23)
3.2 The Si- and N-properties of a tensor
We first look at a tensor T and define some conditions its components
may fulfill:
Definition 1
B1) (T )b = 0, for all b = (b1, b2, ..., bk), b1 > 0
B2) (T )b = 0, for all b = (0 , b2, ..., bk), b2 > 0
B3) (T )b = 0, for all b = (0 , 0 , ..., bk), b3 > 0
.
.
Bk) (T )b = 0, for all b = (0, 0, ..., 0, bk), bk > 0
A tensor T possesses the S1 property if there exists a null frame such that
condition B1) is satisfied. Furthermore the tensor possesses the Si prop-
erty if there exists a null frame such that conditions B1)-Bi) are fulfilled.
Definition 2
A tensor T possesses the N property if there exists a null frame such that
conditions B1)-Bk) are fulfilled and:
(T )b = 0, for b = (0, 0, ...0, 0).
These conditions can be extended [9] in the following manner:
Consider a tensor T , which does not necessarily have any of the Si prop-
erties defined above. Since the boost weights b ∈ Zk ⊂ Rk, we can utilise
a linear transformation that maps the boost weight on a lattice in Rk.
More precisely, the transformation G ∈ GL(k) is a map:
G : Zk → Γ (24)
where Γ is a lattice in Rk. Now, if there exist a G ∈ GL(k) such that after
having transformed the boost weights to Gb, the tensor T now satisfies
some of the properties above, we say that T possesses the SGi - orN
G prop-
erty. If we have two tensors T and S, both possessing the SGi -property,
with the same G, we can form the tensor product:
(T ⊗ S)Gb =
∑
Gbˆ+Gb¯=Gb
(T )Gb¯ ⊗ (S)Gbˆ. (25)
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So the tensor product also has the SGi -property. Note also that if G = I
then the SGi -property reduces to the Si-property.
The role of these properties can be given in terms of the following re-
sult [11]:
Theorem 3.1. A tensor T is not characterised by its invariants if and
only if it possesses (at least) the SG1 -property.
The crucial point in the proof of this is the existence of a boost, Bτ ,
of the form eq.(21), so that the components of T under the action of
the boost has a well-defined limit τ → ∞. Recalling some of the proof,
considering the tensor T not characterised by the invariants implies the
existence of a X in the Lie algebra of the boosts so that [14]
lim
τ→∞
exp(τX )(T ) = T∞, (26)
which is finite. Let b˜ be the boost that represents X . Then, if (T )b 6= 0,
we get the requirement b˜ · b ≤ 0. In particular,
exp(τ b˜ · b)(T )b −→
{
(T )b, b˜ · b = 0,
0, b˜ · b < 0,
(27)
all other (T )b must be zero (or else the limit will not exist):
(T )b = 0, b˜ · b > 0. (28)
This implies the S1-property.
Henceforth, we will call the boost that generates the (pointwise) limit,
eq. (26), for the boost vector and denote it b.
3.3 The I-degenerate metrics
We will first prove a result which is useful in the understanding of the
relation between different metrics with the same invariants, and to under-
stand how the limit, eq.(26), from the invariant theory point of view, can
be achieved.
Lemma 3.2. Consider a null-frame {ℓi,ni,ma} at a point p. Given also
a boost of the frame as follows at p:
{ℓi,ni,ma} 7→ {eλiτℓi, e−λiτni,ma}, τ ∈ R, (λi) ∈ R
k. (29)
Then there exist neighbourhoods U and U˜ of p and coordinate systems
(ui, vi, xa) of U and (u˜i, v˜i, x˜a) of U˜ where p is the origin of each coordi-
nate system, such that the diffeomorphism ϕτ : U → U˜ , given by:
(u˜i, v˜i, x˜a) = (eλiτui, e−λiτvi, xa), (30)
induces the boost (29) at p. Furthermore, the diffeomorphism ϕτ can be
considered as a 1-parameter family of diffeomorphisms generated by the
vector field:
X =
∑
i
λi
(
ui
∂
∂ui
− vi
∂
∂vi
)
. (31)
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Proof. Choose a sufficiently small neighbourhood, U , around the point p.
The boost eq.(29) induces a transformation in the tangent space TpM . Let
φ : U → R2k+m be a smooth map mapping the one-forms ℓi onto dui and
ni onto dvi, at p. This choice amounts to choosing a coordinate system
where the coordinate vectors align with the ℓi’s and ni’s at p. Such a
choice can always be made since p is merely a point. The diffeomorphism
(30) gives now the desired boost. The vector field X can now be found
by differentiation of ϕτ w.r.t. τ .
We will use this boost to get a sufficient criterion of I-degenerate
metrics. We construct a metric:
g˜τ = ϕ
∗
τg.
Given U , let M be the space of smooth metrics on U . We will make the
following assumption:
There exists a neighbourhood U so that the metric, in the coordinates
given, has a finite limit limτ→∞ ϕ
∗
τg ∈M with a boost with respect to any
given point p ∈ U .
This assumption places clear constraints on the possible metric. Let us
consider these in detail. Now, the boost above is with respect to the origin
of the coordinate system. We consider a neighbourhood, U , that is suffi-
ciently small to be covered by one coordinate chart. Choose an arbitrary
point p ∈ U , which is given by (ui0, v
i
0, x
i
0). We shift this point to the origin,
by introducing (u¯i, v¯i, x¯a) = (ui−ui0, v
i−vi0, x
a−xa0), and then apply the
above boost. The above assumption now implies that the corresponding
limit should be finite for all constants (ui0, v
i
0, x
i
0) in the neighbourhood U .
The metric consists of symmetric components gµν(u
i, vi, xa)dxµdxν , which,
after translation of the point p to the origin of the coordinate system, turn
into: gµν(u
i
0 + u¯
i, vi0 + v¯
i, xa0 + x¯
a)dx¯µdx¯ν . With no loss of generality, we
can assume the boost given is:
(u¯i, v¯i, x¯a) 7→ (e−λiτ u¯i, eλiτ v¯i, x¯a), λi > 0,
(we include all null-directions having λj = 0 in x
a). First, we note that
the components
dv¯idv¯j , dv¯idx¯a,
have to vanish on U . This can be seen as follows: if there is a point p on
U for which we have
f(p)dv¯idx¯a 6= 0, then f(p)eλiτdv¯idx¯a →∞.
Clearly, the same argument is valid for dv¯idv¯j as well. Next, consider the
metric for the transversal space:
gabdx¯
adx¯b.
Since the metric is smooth (as well as the limit), the partial derivative of
gab w.r.t. v¯
i exists for any τ . Then, considering it as a function of v¯i:
g(vi0 + e
λiτ v¯i)ab,v¯i = g
′(vi0 + e
λiτ v¯i)abe
λiτ . (32)
Consequently, g′ has to be zero (same argument as above), and hence, the
components gab do not depend on the v¯
i’s, and therefore, gab = gab(u¯
i, x¯a).
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For the components containing one or two du¯i’s, we note by taking
derivatives of various v¯j ’s that they must be polynomials in the coordi-
nates (v¯i), but are arbitrary smooth functions in (u¯i, x¯a). The order of
the polynomial (in the v¯i’s) depends on the actual boost, as well as which
component we consider.
In the following we will also for simplicity introduce some notation. Let
P (v1, v2, ..., vk) be a polynomial in the vi’s with coefficients being arbitrary
functions of (ui, xa) (Henceforth, we will sometimes let the index of the
v-coordinates be downstairs due to a more appealing typesetting). Define
P the ring of all such polynomials:
P :=
{
P (v1, v2, ..., vk) | P polynomial, coefficients depend on (u
i, xa)
}
We will define subsets of this set and indicate them with a bracket [−, ..,−].
The bracket consists of a list of monomials in vi’s and indicates the high-
est allowable possible power of the vi’s. For example, [v
3
1 , v2v
5
3 ] ⊂ P is the
subset including the following powers: vn1 , n = 0, ..., 3, and v
m
2 v
q
3 , m = 0, 1
and q = 0, ..., 5.
We therefore, end up with the following metric (switching back to
non-barred coordinates):
g = 2dui
(
aijdv
j + Aijdu
j +Biadx
a
)
+ gabdx
adxb, (33)
where gab = gab(u
i, xa) and aij , Aij , and Bia, are polynomials belonging
to some subset of P , with arbitrary smooth coefficients in (ui, xa). We
therefore conclude that, these metrics form a subclass of the metrics of
type I considered in section 2.1.
3.4 The polynomial invariants
These metrics represent I-degenerate metrics in the sense that many non-
diffeomorphic metrics have the same invariants. Indeed,
Theorem 3.3. Consider a point p ∈ U , and assume that there is a
one-parameter family of diffeomorphisms ϕτ such that ϕτ (p) = p and
limτ→∞ ϕ
∗
τg = g0 ∈ M. Then any polynomial curvature invariant of g
evaluated at p is identical to the corresponding invariant of g0 at p.
Proof. At p, the diffeomorphism induces a frame transformation on the
tangent space. Since any curvature invariant, I , does not depend on such
a frame choice, the transformation of I under ϕτ is simply:
ϕ∗τI |p = I |ϕτ (p) = I |p .
Since the metric is smooth, including its limit, any derivative of the metric,
evaluated at p, ∂(n)g
∣∣∣
p
is well-defined in the limit as well. Consequently,
since the invariants are continuous functions in g and its derivatives, the
limit implies:
lim
τ→∞
ϕ∗τI |p = I |p = I
[
lim
τ→∞
g|p
]
= I [g0]|p .
We also note the following fact about any metric g0 being the limit of
such a boost:
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Proposition 3.4. Assume that limτ→∞ ϕ
∗
τg = g0 ∈ M, where ϕτ is a
one-parameter family of diffeomorphisms. Then ϕ∗τg0 = g0 and conse-
quently, ϕτ is an isometry of g0.
Proof. We observe that:
ϕ∗τg0 = ϕ
∗
τ
(
lim
λ→∞
ϕ∗λg
)
= lim
λ→∞
(ϕλ◦ϕτ )
∗g = lim
λ→∞
ϕ∗λ+τg = lim
λ→∞
ϕ∗λg = g0.
This implies that the limiting metric has extra symmetries compared
to g. We also note that if g0 turns out to be g (perhaps in some disguise),
then the g must possess the symmetry ϕτ as well: assume that there is a
diffeomorphism f so that f∗g = g0. Then by applying ϕ
∗
τ on each side,
we get:
ϕ∗τf
∗g = ϕ∗τg0 = g0 = f
∗g.
Then applying f−1 on each side we obtain:
(f−1)∗ϕ∗τf
∗g = (f ◦ ϕτ ◦ f
−1)∗g = (f−1)∗f∗g = (f ◦ f−1)∗g = g.
Hence, f−1 ◦ ϕτ ◦ f is an isometry of g. In this case, the g and g0 are
diffeomorphic so we might as well just use the (possibly) simpler metric,
g0, to represent our space. Clearly, this means that as long as ϕτ (or
f−1 ◦ ϕτ ◦ f) is not an isometry of g, then g and g0 must necessarily be
two non-diffeomorphic metrics. In this sense, the existence of ϕτ implies
that the metric g (and its curvature structure) is I-degenerate.
We now want to take a closer look at the coefficients of the degenerate
metrics. Because of the vi’s transformation properties under the boost the
coefficients aij , Aij and Bia cannot be polynomials in v
i of an arbitrarily
high degree.
4 Constraining the coefficients of I-degen-
erate metrics
Given the null frame and boost in (29), the form of the I-degenerate met-
rics is:
g = 2dui
(
aijdv
j + Aijdu
j +Biadx
a
)
+ gabdx
adxb, (34)
where the coefficients aij , Aij and Bia are polynomials in the v
i’s. In
order for the limit, limτ→∞ ϕ
∗
τg ∈ M to exist, the coefficients cannot be
polynomials of arbitrarily high order in the vi’s. This is because the vi’s
transform as eτλivi under boosts and the limit might blow up. We now
use the boost-weight decomposition on the metric to get a handle on the
vi dependence of the coefficients.
The vector space decomposition separates the metric into (coordinate)-
components that transform as gµν → e
(b1λ1+b2λ2+...+bkλk)gµν under the
action of ϕτ (similarly to eq.(22) but for a coordinate basis). This is
therefore a useful point of view when analyzing the limiting behaviour of
the components. In addition to the components we must include the be-
haviour of the differentials duiduj , duidvj and duidxa under boosts. This
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motivates the following definition:
V = (d1, d2, ..., dk) + vij ∈ Z
k,
The di’s are non-negative integers corresponding to the subsets [v
d1
1 v
d2
2 ...v
dk
k ] ⊂
P which we assume the polynomials aij , Aij or Bia belong to. Differen-
tials are accounted for by vij as follows: For each i, j, the vij is a vector
given as follows (other components zero):
• For component aij : −1 at the i’th place (the du
i differential) and
+1 at the j’th place (the dvj differential). If i = j then vij = 0.
• For component Aij : −1 at the i’th place (the du
i differential) and
−1 at the j’th place (the duj differential). If i = j then −2 at the
i’th place.
• For component Bia: −1 at the i’th place (the du
i differential).
The vector V is thus different depending on which components of the
metric we are looking at. If we pick out the term 2aijdu
idvj then:
V = (d1, d2, ..., di − 1, ..., dj + 1, ..., dk).
Demanding that the limit from section 3.3 is finite, gives a bound V ·b ≤ 0,
where b is the boost representing X in eq.(26). Recall that the compo-
nents of b are zero or positive. The bound V · b ≤ 0 ensures we get a well
behaved limit and the given inequality constrains the maximal degree of
the polynomials [vd11 v
d2
2 ...v
dk
k ].
Before we show a concrete example we will do two things. Firstly, we are
only interested in the maximum degree of the vi’s and so we set V ·b = 0.
Secondly, for a given3 k we have a freedom of choice of how we would like
to specify the boost-vectors.
We write the boost vector b in the form b = (n1, n2, ..., nk) ∈ Z
k. By
utilising a linear transformation from Zk → Γ, where Γ is a lattice in Rk,
we will consider the cases where we can put the following conditions on
the entries of the boost vectors4:
1. ni ≤ ni+1,
2. If ni < ni+1 then ni+1 = 2ni
3. For the case ni = 0 then ni+1 = 0 or 1
For a given k there are then 2k different boost vectors b in this category.
Examples:
For k = 2, the complete set of boost vectors b are (0, 0), (0, 1), (1, 1) and
(1, 2).
For k = 3, the complete set of boost vectors b in this category are (0, 0, 0),
3It is the k from the dimension of the manifold: 2k +m with signature (k, k +m)
4We should point out that there may be other possibilities for the boost vector b; for
example, we can generalise point 2. to include ni < ni+1 ≤ 2ni. A complete list of all
non-equivalent boosts is not given here.
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(0, 0, 1), (0, 1, 1), (0, 1, 2), (1, 1, 1), (1, 1, 2), (1, 2, 2), (1, 2, 4).
Furthermore, in the boost-vectors with a leading zero, e.g., (0, 0, 1),
the zeros indicate that the boost does not involve these directions. This
implies that there are no constraints on these variables and no degeneracy
in these directions. Consequently, these directions can be included in
the transverse space (and hence, generalising the transverse space and
allowing it to be pseudo-Riemannian as well). In the case where there are
only zeros, (0, ..., 0), this corresponds to the I-non-degenerate case where
no boost exists.
4.1 A concrete example
Suppose we set k = 3, specify the boost-vector to be b = (1, 2, 4) and
decide to pick out terms in front of du1du1. Then V = (d1 − 2, d2, d3).
Writing out the dot product V · b = 0, we get:
d1 + 2d2 + 4d3 = 2
From this equality we gather that the vi-dependence in front of du
1du1
is restricted to the two cases: (v21 , v
0
2 , v
0
3) or (v
0
1 , v
1
2 , v
0
3). Hence, A11 ∈
[v21 , v2]. If we do this for all the metric components Aij = Aji we get:
i) For A11: d1 + 2d2 + 4d3 = 2
ii) For A12: d1 + 2d2 + 4d3 = 3
iii) For A22: d1 + 2d2 + 4d3 = 4
iv) For A13: d1 + 2d2 + 4d3 = 5
v) For A23: d1 + 2d2 + 4d3 = 6
vi) For A33: d1 + 2d2 + 4d3 = 8
At the end we can gather this information and write up the maximum
degree of these metric coefficients in matrix form.
Aij =
[v21 , v2] [v31 , v1v2] [v51 , v31v2, v1v22 , v3v1]· · · [v41 , v21v2, v22 , v3] [v61 , v41v2, v21v22 , v32 , v3v21 , v3v2]
· · · · · ·
[
v81 , v
6
1v2, v
4
1v
2
2 , v
2
1v
3
2 , v
4
2 , v3v
4
1 , v3v
2
1v2, v3v
2
2 , v
2
3
]

For the matrix aij and the vector Bia the result is:
aij =
 1 0 0[v1] 1 0[
v31 , v1v2
] [
v21 , v2
]
1
 , Bia =
 [v1][v21 , v2][
v41 , v
2
1v2, v
2
2 , v3
]
T
Note, however, we still have some freedom given in eq.(18) to simplify the
matrix aij . Using this transformation we can simplify aij to be:
aij =
 1 0 00 1 0
[v1v2]
[
v21
]
1
 .
4.2 General observations
A list of equalities for the matrix Aij and for our class of boost-vectors up
to dimension k = 4 can be found in appendix B. There are a few general
observations.
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The case k = 1: Kundt case. We note that for k = 1 there is only
one possible non-trivial boost vector. All of these cases reduce to Kundt
metrics for which aij and Aij have only one component each: a11 = 1,
and A11 = ([v
2
1 ]), and B1a = ([v1]). These metrics are therefore consistent
with the previous analysis of these metrics [7].
The case k = 2: Kundt or type II There are three non-trivial
cases here, b = (0, 1), (1, 1) and (1, 2). The first case can be considered
as a k = 1 by allowing the transverse metric be pseudo-Riemannian (i.e.,
gabdx
adxb is pseudo-Riemannian). Hence, this is a Kundt case. For the
cases (1, 1) and (1, 2), we note that for both we can reduce the matrix
aij = δij . This is the type II case in section 2.1.
In 4 dimensions, this is the neutral case where there are no components
Bia. Consequently, in 4 dimensions both of these cases must also be
Walker cases, type III. Hence, this is in agreement with the results found
in [11].
Cases (1, ..., 1): type II. In all of the cases where the boost vector
is (1, ..., 1), all the vi’s carry the same boost vector. This means that the
matrix aij = δij , and hence of type II. Furthermore, the matrix Aij can
at most be quadratic in vi, and Bia at most linear in vi.
In the special case where the space is neutral of dimension 2k, then Bia
is not present and hence, the space is Walker (type III).
Covariantly constant F : type IV. This case is a subclass of the
Walker spaces. If we assume Walker, then this case is equivalent to the
additional requirement: ∑
i
∂iAij = 0.
The examples of metrics obeying this condition are plentiful. An example
is (all indices are written downstairs to avoid clutter):
ds2 = 2du1(dv1 + v2du1) + 2du2(dv2 + v3du2) + 2du3(dv3 + v
8
1du3).
The 3-form:
F = du1 ∧ du2 ∧ du3
is for this metric covariantly constant (and hence, is a null Killing-Yano
tensor).5
4.3 The limiting spaces
As pointed out, applying the diffeomorphism ϕτ gives a space with iden-
tical invariants, including the limiting space as τ → ∞. With respect to
a point p which we can assume has coodinates (vi, u
i, xa) = (0, ui0, x
a
0),
the subleading powers of vi will tend to zero as τ → ∞. For example,
if we consider the b = (1, 2, 4) case, then choosing the A23 component
(A23 ∈
[
v51 , v
3
1v2, v1v
2
2 , v3v1
]
)
ϕ∗τA23du
2du3 −→ (av51 + bv
3
1v2 + cv1v
2
2 + dv3v1)du
2du3,
5The fact that F satisfies Killing-Yano equations for this type of metrics has been spotted
by using a systematic algorithm developed in [18].
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where a, b, c, d are functions of (ui0, x
i). Note that in the limit, the coor-
dinates ui0 tend towards a constant and in evaluating the invariants, one
needs to keep ui0 fixed while the x
a remains unaffected. Note also that
the limit itself is symmetric w.r.t. ϕ∗τ and thereby confirming Prop. 3.4.
4.3.1 VSI spaces.
An interesting subclass of these spacetimes is the class where all poly-
nomial curvature invariants vanish. Such spacetimes are those for which
there exists a boost b′ so that the corresponding diffeomorphism ϕ′τ has
flat space as a limit: ϕ′
∗
τg −→ flat space. This would contain all the spaces
above where the polynomials are all subleading order. However, it also
includes those spaces for which there exists a perturbation ǫ of b so the
boost b′ = b+ ǫ gives flat space in the limit.
Note also, that if there is a sequence of such boost limits which even-
tually leads to flat space, then this is sufficient to prove the space is VSI
as well. Therefore, a space is a VSI if there exists a sequence of boosts
such that:
g −→ g1 −→ · · · −→ flat space.
Each arrow indicates an infinite boost limit.
As an example of this is the following space:
g = 2du1(dv1 + v2du1) + 2du2(dv2 + v3du2) + 2du3(dv3 + v
7
1du3).
By using the boost b1 = (1, 2, 4), the limiting space is:
g1 = 2du1(dv1 + v2du1) + 2du2(dv2 + v3du2) + 2du3dv3.
Using next the boost b2 = (1, 1, 0), gives the limit:
g2 = 2du1dv1 + 2du2dv2 + 2du3dv3,
which is flat space. This proves that the the metric g is a VSI.
4.3.2 CSI spaces.
Another subclass of metrics are those that have polynomial invariants
being all constants. Such spaces can be found by considering sequence of
limits having a homogeneous space as an end product:
g −→ g1 −→ · · · −→ homogeneous space.
All spaces having such a sequence of limits will be a CSI.
For spaces where k ≥ 2, a sequence of limits ending at a homogeneous
space is sufficient but not necessary for it to be a CSI. For example, the
4-dimensional space (of boost-type (1,2))
2du1(dv1 + v2du2) + 2du2(dv2 + v
4
1du2),
has only 3 Killing vectors, and hence, is not a homogeneous space. Yet,
it is still a CSI space (and cannot be simplified further by a limiting
procedure). One would like to have a criterion for a CSI space which
states that a (degenerate) space is CSI if and only if there is a sequence:
g −→ g1 −→ · · · −→ g∞.
However, it is not clear what the metric of g∞ is, but there are some
conditions that it has to satisfy. Firstly, the transverse space needs to be a
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homogeneous space. Second, the additional null-directions will possess (at
least) k translations and one boost as isometries: hence, g∞ will possess
a minimum of (k + m + 1) Killing vectors (a homogeneous space has at
least (2k +m) Killing vectors, hence, g∞ need not be homogeneous).
Examples of such CSI spaces are spaces having a Lie group G as a
transversal space equipped with a left-invariant metric. If ωa are left-
invariant 1-forms on the group G, then gabω
aωb, where gab is a constant
matrix, is a left-invariant metric on G. Furthermore, if the leading order
coefficients of the polynomials in the vi’s (saturating the limits in V · b =
0), in aij and Aij are constants, as well as the coefficients of the matrix
Biaω
a (using the left-invariant 1-forms as basis 1-forms), then it is a CSI.
As an 8-dimensional example, let
ω
1 = dw, ω2 = e2w[dx+(1/2)(ydz− zdy)], ω3 = ewdy, ω4 = ewdz,
(or any left-invariant one-forms on a 4-dimensional Lie group) and gab be
any constant matrix. Let also η be any (constant) linear combination of
the ωa’s, i.e.,
η = aω1 + bω2 + cω3 + dω4.
So an example of an 8-dimensional CSI is:
g = 2du1[dv1 + (a1v2 + a2(ui, xa))du1 + (b1v1 + b2(ui, xa))η1]
+ 2du2[dv2 + (c1v
4
1 + c2(ui, xa)v
3
1)du2 + (d1v
2
1 + d2(ui, xa)v1 + d3(ui, xa))η2]
+ gabω
a
ω
b, (35)
where all are constants except when (ui, xa)-dependence is explicitly men-
tioned (more non-zero metric functions are possible though, only some are
included here). In this case the limit is:
2du1[dv1 + a1v2du1 + b1v1η1] + 2du2[dv2 + c1v
4
1du2 + d1v
2
1η2] + gabω
a
ω
b,
which is a homogeneous space. A plethora of other examples of CSI spaces
can be found using the same procedure.
5 Conclusion
In this paper we have discussed pseudo-Riemannian spaces with degen-
erate curvature stucture. Under a simple assumption we found a class
of metrics being I-degenerate, eq. (33). This class includes all known
examples to date, as well as new families of examples showing that this
class is bigger than previously known.
Examples of VSI and CSI spaces have been given, as well as metrics
with more special curvature properties. For example, contained in the
class, there are the metrics of type IV which possess a covariantly constant
null k-form F . Clearly, there are also subtypes of the main types listed
here which are amenable for further study.
A question is still lingering: are these all such I-degenerate spaces?
This question depends on the following crucial assumption: For any point
p ∈ U , there exists a (non-trivial) boost so the metric, in the coordinates
given, has a finite limit limτ→∞ ϕ
∗
τg ∈ M. From invariant theory, we
know that such a limit exists point-wise [14, 11], however, the extension
to a neighbourhood, U , is unsettled.
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A Connection 1-forms
We start from the canonical frame {eµ} = {ℓi,ma,niˆ} constructed in
section 2. The metric is written as
ds2 = gµνe
µ
e
ν = 2δijˆℓ
i
n
jˆ + ηabm
a
m
b . (36)
The components of connection 1-forms in this frame
ωλµνe
ν = ∇eµe
λ (37)
is related to the exterior derivatives of the canonical frame
deλ = −
1
2
Cλµνe
µ ∧ eν (38)
by
ωλµν = gλρω
ρ
µν =
1
2
(
gµρC
ρ
λν + gνρC
ρ
λµ − gλρC
ρ
µν
)
. (39)
For instance,
ωkiˆjˆ = ωkˆiˆjˆ =
1
2
(
Ci
kˆjˆ
+Cj
kˆiˆ
− Ckiˆjˆ
)
,
ωkiˆa = ωkˆiˆa =
1
2
(
Ci
kˆa
± Ca
kˆiˆ
− Ckaiˆ
)
.
(40)
Hence from the condition dℓi = σij ∧ ℓ
j alone, one can derive
ωkiˆjˆ = 0 , ω
k
iˆa = ±
1
2
Ca
kˆiˆ
(41)
and see that
ωj
iˆa
− ωijˆa = 0 ⇔ ω
i
jˆa = 0 . (42)
Let us now be more specific and take the metric and coordinate
ds2 = 2dui
(
aijdv
j + Aijdu
j +Biadx
a
)
+ gabdx
adxb . (43)
As the canonical frame, one can choose
ℓ
i = dui , ma = eabdx
b , gab = ηcde
c
ae
d
b ,
n
iˆ = aijdv
j + Aijdu
j +Biadx
a .
(44)
Exterior derivatives now satisfy
dℓi = 0 , dniˆ = −
1
2
C iˆµνe
µ ∧ eν , dma = −
1
2
Caµbe
µ ∧mb . (45)
I-degenerate pseudo-Riemannian metrics 19
In the present setting, one can classify the connection components into 18
groups.
ωijl =
1
2
(
gjjˆC
jˆ
il + gllˆC
lˆ
ij − giˆiC
iˆ
jl
)
,
ωijˆl =
1
2
(
gllˆC
lˆ
ijˆ − giˆiC
iˆ
jˆl
)
, ωijlˆ =
1
2
(
gjjˆC
jˆ
ilˆ
− giˆiC
iˆ
jlˆ
)
,
ωial =
1
2
(
gllˆC
lˆ
ia − giˆiC
iˆ
al
)
, ωija =
1
2
(
gjjˆC
jˆ
ia − giˆiC
iˆ
ja
)
,
ωiˆjˆl =
1
2
gllˆC
lˆ
iˆjˆ = −ωlˆijˆ ,
ωiˆal =
1
2
gllˆC
lˆ
iˆa = ωlaiˆ = −ωlˆia ,
ωabl =
1
2
(
gbbC
b
al + gllˆC
lˆ
ab − gaaC
a
bl
)
,
ωiˆjˆlˆ =ωiˆalˆ = ωiˆjˆa = 0 ,
ωablˆ =
1
2
(
gbbC
b
alˆ
− gaaC
a
blˆ
)
, ωiˆab =
1
2
(
gaaC
a
iˆb + gbbC
b
iˆa
)
,
ωiab =
1
2
(
gaaC
a
ib + gbbC
b
ia − giˆiC
iˆ
ab
)
,
ωabc =
1
2
(
gbbC
b
ac + gccC
c
ab − gaaC
a
bc
)
.
(46)
We are mostly interested in covariant derivatives of ℓi that are char-
acterised by ωiˆjk. In particular, for the null k-form F , we have
∇µF =∇µℓ
1 ∧ ℓ2 ∧ · · · ∧ ℓk
=ωiµiℓ
1 ∧ ℓ2 ∧ · · · ∧ ℓk
+ω1µiˆn
iˆ ∧ ℓ2 ∧ · · · ∧ ℓk + · · ·+ (−1)k−1ωkµiˆn
iˆ ∧ ℓ1 ∧ · · · ∧ ℓk−1
+ω1µam
a ∧ ℓ2 ∧ · · · ∧ ℓk + · · ·+ (−1)k−1ωkµam
a ∧ ℓ1 ∧ · · · ∧ ℓk−1 .
(47)
Therefore, ∇F contains all the information for ωi
µjˆ
and ωiµa. Among the
connection coefficients appearing in the above formula, some of them are
already zero (by the surface-forming conditions 2.1 and 2.2). The relevant
non-vanishing ones are
ωjˆij =−
1
2
gjjˆC
jˆ
ijˆ
,
ωiˆjlˆ =
1
2
gjjˆC
jˆ
iˆlˆ
,
ωiˆja =
1
2
gjjˆC
jˆ
iˆa
,
ωiˆab =
1
2
(
gaaC
a
iˆb + gbbC
b
iˆa
)
.
(48)
To express them in terms of the metric components, one need compute
dniˆ and dma. Noting that
dxa =
(
e−1
)a
b
m
b ,
dvj =
(
a−1
)
jl
n
lˆ − A˜jlℓ
l − B˜ia
(
e−1
)a
b
m
b ,
(49)
where
A˜ij =
(
a−1
)
il
Alj , B˜ia =
(
a−1
)
ij
Bja , (50)
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we obtain
dniˆ =
[
∂ujAil − (∂ujain − ∂vnAij) A˜nl + (∂vnaim) A˜njA˜ml
]
ℓ
j ∧ ℓl
+
[
(∂ujail − ∂vlAij)
(
a−1
)
ln
+
((
a−1
)
mn
A˜lj −
(
a−1
)
ln
A˜mj
)
∂vmail
]
ℓ
j ∧ nnˆ
+
[
∂ujBia −
(
∂xa − B˜la∂vl
)
Aij
−
(
B˜la
(
∂uj − A˜nj∂vn
)
+ A˜ljB˜na∂vn
)
ail
] (
e−1
)a
b
ℓ
j ∧mb
+ (∂vjail)
(
a−1
)
jn
(
a−1
)
lm
n
nˆ ∧ nmˆ
+
[
(∂vjBib − ∂xbaij)
(
a−1
)
jn
− (∂vjail)
((
a−1
)
jn
B˜lb −
(
a−1
)
ln
B˜jb
) ] (
e−1
)b
a
n
nˆ ∧ma
+
[
B˜jc
(
B˜ld∂vjail + ∂xdaij
)
+
(
∂xc − B˜jb∂vj
)
Bid
] (
e−1
)c
a
(
e−1
)d
b
m
a ∧mb ,
(51)
dma =
(
∂ui − A˜ji∂vj
)
eac
(
e−1
)c
b
ℓ
i ∧mb
+ (∂vie
a
c)
(
a−1
)
ij
(
e−1
)c
f
n
jˆ ∧mb
+
[(
∂xb − B˜ib∂vi
)
eac
] (
e−1
)b
d
(
e−1
)c
f
m
d ∧mf .
(52)
From these expression, one can readily read off the correspondence be-
tween the conditions on the covariant derivatives of F and the restrictions
on the metric components given in section 2.1.
B The metric components Aij
We set V · b = 0. The indices i and j run from 1, 2, ..., k. For each value
of (i,j) we get an equality. We read off the maximum of the d′is from this.
The dimension k of the (k, k +m) manifold is varied from 1 to 4. These
results are easily manipulated to give the other differentials.
B.1 The case k = 1
Possible boost vectors:
1. 0
2. 1
V · b = 0 gives, in each case:
1. Non-degenerate
2. ∀ Aij : d1 = 2, Kundt , see subsection 4.2
B.2 The case k = 2
Possible boost vectors:
1. (0,0)
2. (0,1)
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3. (1,1)
4. (1,2)
V · b = 0 gives, in each case:
1. Non-degenerate
2. ∀ Aij : d2 = 2 Kundt, see subsection 4.2
3. ∀ Aij : d1 + d2 = 2 → Aij ∈ [v
2
1 , v1v2, v
2
2 ]
4. i) For A11: d1 + 2d2 = 2→ A11 ∈ [v
2
1 , v2]
ii) For A12: d1 + 2d2 = 3→ A12 ∈ [v
3
1 , v1v2]
iii) For A22: d1 + 2d2 = 4→ A22 ∈ [v
4
1 , v
2
1v2, v
2
2 ]
Before we go on we want to make two comments that simplify the notation.
Firstly, we forego writing the ”A22 ∈ [v
4
1 , v
2
1v2, v
2
2 ]” part of the expression.
It contains the same information as its corresponding equality. Secondly,
for the first half of the boost vectors, we have the same situation as for
k = 1 . The difference is that results previously obtained for d1 now per-
tain to d2. In conclusion, each time we increase the value of k, the first
half of the boost vectors, the ones with a zero in the first slot, will give
the same results as the situation where k is one less. The difference is
that the result for vi is shifted to vi+1. Henceforth, we will therefore omit
these.
B.3 The case k = 3
Possible boost vectors:
5. (1,1,1)
6. (1,1,2)
7. (1,2,2)
8. (1,2,4)
V · b = 0 gives, in each case:
5. ∀ Aij : d1 + d2 + d3 = 2
6. i) For A11: d1 + d2 + 2d3 = 2
ii) For A13, A23: d1 + d2 + 2d3 = 3
iii) For A33: d1 + d2 + 2d3 = 4
7. i) For A11: d1 + 2d2 + 2d3 = 2
ii) For A12, A23: d1 + 2d2 + 2d3 = 3
iii) For A33: d1 + 2d2 + 2d3 = 4
8. i) For A11: d1 + 2d2 + 4d3 = 2
ii) For A12: d1 + 2d2 + 4d3 = 3
iii) For A22: d1 + 2d2 + 4d3 = 4
iv) For A13: d1 + 2d2 + 4d3 = 5
v) For A23: d1 + 2d2 + 4d3 = 6
vi) For A33: d1 + 2d2 + 4d3 = 8
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B.4 The case k = 4
Possible boost vectors:
9. (1,1,1,1)
10. (1,1,1,2)
11. (1,1,2,2)
12. (1,1,2,4)
13. (1,2,2,2)
14. (1,2,2,4)
15. (1,2,4,4)
16. (1,2,4,8)
V · b = 0 gives
9. ∀ Aij : d1 + d2 + d3 + d4 = 2
10. i) For A11, A22, A33, A12, A13, A23: d1 + d2 + d3 + 2d4 = 2
ii) For A14, A24, A34: d1 + d2 + d3 + 2d4 = 3
iii) For A44: d1 + d2 + d3 + 2d4 = 4
11. i) For A11, A22, A12: d1 + d2 + 2d3 + 2d4 = 2
ii) For A13, A14, A23, A24: d1 + d2 + 2d3 + 2d4 = 3
iii) For A33, A44, A34: d1 + d2 + 2d3 + 2d4 = 4
12. i) For A11, A22, A12: d1 + d2 + 2d3 + 4d4 = 2
ii) For A13, A23: d1 + d2 + 2d3 + 4d4 = 3
iii) For A33: d1 + d2 + 2d3 + 4d4 = 4
iv) For A14, A24: d1 + d2 + 2d3 + 4d4 = 5
v) For A34: d1 + d2 + 2d3 + 4d4 = 6
vi) For A44: d1 + d2 + 2d3 + 4d4 = 8
13. i) For A11: d1 + 2d2 + 2d3 + 2d4 = 2
ii) For A12, A13, A14: d1 + 2d2 + 2d3 + 2d4 = 3
iii) For A22, A33, A44, A23, A24, A34: d1 + 2d2 + 2d3 + 2d4 = 4
14. i) For A11: d1 + 2d2 + 2d3 + 4d4 = 2
ii) For A12, A13: d1 + 2d2 + 2d3 + 4d4 = 3
iii) For A22, A33, A23: d1 + 2d2 + 2d3 + 4d4 = 4
iv) For A14: d1 + 2d2 + 2d3 + 4d4 = 5
v) For A24, A34: d1 + 2d2 + 2d3 + 4d4 = 6
vi) For A44: d1 + 2d2 + 2d3 + 4d4 = 8
15. i) For A11: d1 + 2d2 + 4d3 + 4d4 = 2
ii) For A12: d1 + 2d2 + 4d3 + 4d4 = 3
iii) For A22: d1 + 2d2 + 4d3 + 4d4 = 4
iv) For A13, A14: d1 + 2d2 + 4d3 + 4d4 = 5
v) For A23, A24: d1 + 2d2 + 4d3 + 4d4 = 6
vi) For A33, A44, A34: d1 + 2d2 + 4d3 + 4d4 = 8
16. i) For A11: d1 + 2d2 + 4d3 + 8d4 = 2
ii) For A12: d1 + 2d2 + 4d3 + 8d4 = 3
iii) For A22: d1 + 2d2 + 4d3 + 8d4 = 4
iv) For A13: d1 + 2d2 + 4d3 + 8d4 = 5
v) For A23: d1 + 2d2 + 4d3 + 8d4 = 6
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vi) For A33: d1 + 2d2 + 4d3 + 8d4 = 8
vii) For A14: d1 + 2d2 + 4d3 + 8d4 = 9
viii) For A24: d1 + 2d2 + 4d3 + 8d4 = 10
ix) For A34: d1 + 2d2 + 4d3 + 8d4 = 12
x) For A44: d1 + 2d2 + 4d3 + 8d4 = 16
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