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Abstract
A novel framework is proposed for integrating reconfigurable intelligent surfaces (RIS) in unmanned
aerial vehicle (UAV) enabled wireless networks, where an RIS is deployed for enhancing the service
quality of the UAV. Non-orthogonal multiple access (NOMA) technique is invoked to further improve the
spectrum efficiency of the network, while mobile users (MUs) are considered as roaming continuously.
The energy consumption minimizing problem is formulated by jointly designing the movement of the
UAV, phase shifts of the RIS, power allocation policy from the UAV to MUs, as well as determining the
dynamic decoding order. A decaying deep Q-network (D-DQN) based algorithm is proposed for tackling
this pertinent problem. In the proposed D-DQN based algorithm, the central controller is selected as an
agent for periodically observing the state of UAV-enabled wireless network and for carrying out actions
to adapt to the dynamic environment. In contrast to the conventional DQN algorithm, the decaying
learning rate is leveraged in the proposed D-DQN based algorithm for attaining a tradeoff between
accelerating training speed and converging to the local optimal. Numerical results demonstrate that: 1)
In contrast to the conventional Q-learning algorithm, which cannot converge when being adopted for
solving the formulated problem, the proposed D-DQN based algorithm is capable of converging with
minor constraints; 2) The energy dissipation of the UAV can be significantly reduced by integrating RISs
in UAV-enabled wireless networks; 3) By designing the dynamic decoding order and power allocation
policy, the RIS-NOMA case consumes 11.7% less energy than the RIS-OMA case.
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I. INTRODUCTION
The fifth generation of wireless networks (5G) is being developed to provide uninterrupted
and ubiquitous connectivity to everyone and everything, everywhere, which impose enormous
challenges on conventional terrestrial cellular networks. The massive multiple-input-multiple-
output (MIMO) technology, which equips base stations (BSs) with an array of active antennas,
has been proved to improve the spectrum efficiency of next-generation systems. A related concept,
namely, reconfigurable intelligent surfaces (RISs) [1], also referred as intelligent reflecting sur-
faces (IRSs) [2] or large intelligent surfaces (LISs) [3]1, comprise an array of reflecting elements
for reconfiguring the incident signals. Thus, RISs can be regarded as the pathway towards massive
MIMO 2.0. RISs have received significant attention for their potential to enhance the capacity
and coverage of wireless networks.
Unmanned aerial vehicles (UAVs) enabled wireless networks have been proved as a benefit
of mitigating challenges emerging in the conventional terrestrial cellular networks [4]. UAVs
are capable of being flexibly deployed as aerial BSs in temporary tele-traffic hotspots weaved
by political rallies, sporting events or after natural disasters for providing uninterrupted and
ubiquitous connectivity [5, 6]. However, before fully reaping the benefits of integrating UAVs
into wireless networks, some of the weaknesses of UAVs such as their limited coverage area,
meagre energy supply has to be mitigated. By integrating RISs in UAV-enabled wireless networks,
concatenated virtual LoS links2 between UAVs and mobile users (MUs) can be formed via
passively reflecting the incident signals, which lead to extended coverage area as well as less
movement of UAVs.
A. State-of-the-art
1) Reinforcement learning in UAV-enabled wireless networks: It has been proved that in-
tegrating UAVs in wireless networks is envisioned to be a promising candidate technique for
1Without loss of generality, we use the name of RIS in the remainder of this paper.
2’concatenated link’ is constituted by the LoS link between UAVs and MUs and the concatenated link between the RIS and
MUs, which is also a LoS link.
3enhancing the quality of wireless connectivity [7, 8]. In an effort to overcome the high dynamic
stochastic environment, machine learning (ML) approaches have been invoked in UAV-enabled
wireless networks. The authors of [9] leveraged a deep deterministic policy gradient (DDPG)
based algorithm for maximizing the defined energy efficiency (EE) function, which considers
communications coverage, fairness, energy consumption and connectivity. In [10], a multi-agent
reinforcement learning (RL) algorithm was proposed for tackling the dynamic resource allocation
problem in multi-UAV aided wireless networks. The long-term resource allocation problem was
formulated as a stochastic game and solved by the proposed RL algorithm. The authors of [11]
presented a decentralized deep reinforcement learning (DRL) based framework for designing
the trajectory of a swarm of UAVs. Thus, the geographical fairness of all considered point-of-
interests was maximized while the total energy dissipation was minimized. In [4], the trajectory
and transmit power of multiple UAVs was designed to maximize the total throughput of all
MUs by considering user movement. The formulated problem was solved by a multi-agent RL
algorithm. It was demonstrated in [4] that the proposed algorithms outperformed the benchmarks
when taking into account of user mobility.
2) Reinforcement learning in RIS-enhanced wireless networks: In an effort to effectively
exploit RISs for optimizing wireless systems, preliminary researches have tackled some funda-
mental problems, including channel estimation/modeling, active beamforming for the BS, passive
beamforming design for RISs, and resource allocation from the BS to MUs. Efficient optimiza-
tion approaches, such as convex optimization [12], iterative algorithm [13], gradient descent
approach [14], and alternating algorithm [15] have been adopted for tackling the aforementioned
challenges. In order to reap the benefits of integrating RISs in the wireless systems, joint active
beamforming and passive phase shift design of RIS-enhanced system have been investigated in
multiple-input-single-output (MISO) system [16, 17], OFDM-based system [18], wireless security
system [19] and Millimeter Wave system [20] with the aid of RL algorithms. In contrast to the
alternating optimization techniques, which alternatively optimize the active beamforming at BSs
and the passive beamforming at RISs, the RL-based solution is capable of jointly obtaining the
beamforming matrix and phase shift matrix. More explicitly, the authors of [16] invoked a DDPG
based algorithm for maximizing the throughput by utilizing the sum rate as the instant rewards
for training the DDPG model. In the proposed model, the continuous transmit beamforming and
4phase shift were jointly optimized with a low complexity. The authors of [18] proposed a DRL
based algorithm for maximizing the achievable transmit rate by directly optimizing interaction
matrices from the sampled channel knowledge. In the proposed DRL model, only one beam was
utilized for each training episode. Thus, the training overhead was avoided, while the dataset
collection phase was not required. The authors of [20] proposed a DRL based algorithm for
maximizing the throughput with both perfect channel state information (CSI) and imperfect
CSI. A quantile regression method was applied for modeling a return distribution for each state-
action pair, which modeled the intrinsic randomness in the Markov Decision Process (MDP)
interaction between the IR and communication environment. The authors of [19] considered the
application of RIS in the physical layer security. The system secrecy rate was maximized with
the aid of DRL model by designing both active and passive beamforming matrices under users’
different quality-of-service (QoS) requirements and time-varying channel condition. Additionally,
post-decision state and prioritized experience replay schemes were adopted for enhancing the
training performance and secrecy performance.
3) NOMA in UAV-enabled/RIS-enhanced wireless networks: Sparked by the concept of super-
imposing the signals of multiple associated users at different power levels to exploit the spectrum
more efficiently by opportunistically exploring the users’ different channel conditions [21],
power-domain non-orthogonal multiple access (NOMA) has been invoked for improving the
spectrum efficiency and massive connectivity of UAV-enabled/RIS-enhanced wireless networks.
In terms of integrating NOMA technique in UAV-enabled wireless networks, the authors [22]
considered the resource allocation problem in NOMA-UAV networks to maximize the EE. An
successive convex approximation (SCA) algorithm was leveraged to convert the non-convex
challenging problem to a convex problem. In [23], the UAV-enabled uplink NOMA network
was studied for overcoming the inherent latency. The sum rate of all users was maximized
by jointly designing the trajectory and power control of the UAV under the QoS constraint.
As for integrating NOMA technique in RIS-enhanced wireless systems, the authors of [24]
considered the deployment and passive beamforming design problem of the RIS in the MISO-
NOMA network. A D3QN algorithm was proposed for tackling the formulated energy efficiency
maximizing problem. Simulation results of [24] showed that the EE of the systems can be
improved with the aid of the RIS, while NOMA-RIS case outperformed OMA-RIS case in
5terms of EE. In [25], the downlink NOMA-MISO-RIS network was investigated via jointly
designing both the active and passive beamforming. The objective function was formulated as
maximizing the sum rate of all MUs. An SCA approach was invoked to design the active and
passive beamforming in an alternate manner.
B. Motivations
Due to the fact that UAVs are battery powered, energy consumption is one of the most
important challenges in commercial and civilian applications. The limited endurance of UAVs
(usually under 30 minutes) hampers the practical implementation of the UAVs. Before fully reap
the advantages of UAV-enabled wireless systems, how to overcome the energy-hungry issue is
supposed to be considered. The total energy dissipated by the UAV consists of two aspects,
namely, the communication-related and the propulsion-related energy consumption. The first
component is dissipated for radiation, signal procession and hardware circuitry, while the other
one is dissipated for supporting the hovering and mobility of the UAV. It is worth noting that,
the propulsion-related energy consumption accounted for the vast majority of the sum energy
consumption (usually more than 95%), which emphasize the importance of considering the
propulsion-related energy consumption model of UAVs when aiming for designing environment
friendly wireless networks. In this paper, when we are calculating the energy consumption of
the UAV, we only consider the energy dissipated for supporting the hovering and mobility of
the UAV.
Since all MUs are roaming continuously, the UAV has to be periodically repositioned according
to the mobility of users for establishing LoS wireless links. By deploying an RIS, one can
adjust the phase shift matrix of RISs instead of controlling the movement of UAVs for forming
concatenated virtual LoS links between the UAV and MUs. Therefore, the UAV can maintain
hovering status only when the concatenated virtual LoS links cannot be formed even with the
aid of the RIS. By invoking the aforementioned protocol, the total energy dissipation of the UAV
is minimized, which in turn, maximizes the endurance of the UAV.
In this paper, both the UAV and MUs are considered as roaming instead of static. Thus,
the considered RIS-UAV network is naturally a dynamic scenario, which is challenging for
the conventional optimization approaches. Additionally, the goal of deploying and designing
6the UAV-RIS is for maximizing the long-term benefits instead of current benefits, which falls
into the field of the RL algorithm for the reason that this algorithm can incorporate farsighted
system evolution instead of myopically optimizing current benefits. Moreover, by integrating
NOMA technique in the dynamic RIS-UAV scenario, the decoding order cannot be determined
directly by the order of MUs’ channel gains. In an effort to guarantee successful successive
interference cancelation (SIC), another decoding order constraint based on decoding rate needs to
be satisfied while dynamic decoding order needs to be re-determined at each timeslot. Therefore,
joint trajectory design of the UAV, passive beamforming design at the RIS, decoding order and
power allocation determination are expected to be optimized. The search-space is expanded as
the number of parameters increases, which makes the conventional gradient-based optimiza-
tion techniques unsuitable. Against the aforementioned background, RL algorithm, which is a
powerful AI paradigm that is capable of empowering agents by learning from the dynamic
environment, was selected as the methodology for tackling problems in RIS-UAV networks.
Since RISs enjoy discrete phase shifts, the state space and action space are also discrete. Thus,
the policy-based algorithm, which aims for solving problems with continuous state space and
action space, is not suitable for controlling RISs. the deep Q-network (DQN) algorithm can be
used for supporting the UAV/RIS (agents) in their interactions with the environment (states),
whilst finding the optimal behavior (actions) of the UAV/RIS. Thus, it is applied for solving
challenging problems in the UAV-RIS enhanced wireless networks.
C. Contributions
The contributions of this paper are as follows:
• We propose a novel UAV-RIS framework for attaining the long-term benefits of the network
controlling the RIS and designing the trajectory of the UAV in RIS-enhanced UAV-enabled
wireless networks, where an RIS is deployed for enhancing the wireless connectivity and
reduce the movement of the UAV. Additionally, we formulate the energy consumption
minimization problem by jointly deciding the movement of the UAV and the passive
beamforming at the RIS.
• We investigate both OMA case and NOMA case in RIS-enhanced UAV-enabled wireless net-
works, zero-forcing based linear precoding method is employed for eliminating the multiuser
7interference in OMA case and the inter-cluster interference in NOMA case, respectively.
Additionally, in contrast to the conventional MISO-NOMA networks, we consider dynamic
decoding order in NOMA-RIS-UAV case due to the mobility of both UAV and MUs.
• We adopt a decaying learning rate deep Q-network (D-DQN) based algorithm to tackle the
formulated joint trajectory and phase shift design problem. In contrast to the conventional
DQN algorithm, decaying learning rate is leveraged in the proposed D-DQN based algorithm
for attaining a tradeoff between accelerating training speed and converging to the local
optimal, as well as for avoiding oscillation. The central controller is selected as an agent
for determining the movement of the UAV, as well as the passive beamforming design.
Additionally, we adopt the three-dimensional (3D) radio map for verifying the performance
of the proposed D-DQN based algorithm.
• We demonstrate that the proposed D-DQN based algorithm can converge under minor
constraint. With the aid of the RIS, the energy dissipation of the UAV is capable of being
reduced by roughly 23.3%, while RIS-NOMA case consumes 11.7% less energy than RIS-
OMA case.
D. Organization and Notations
The remainder of this paper is structured as follows. Section II focuses on the system model
and problem formulation of energy consumption minimization for the UAV. Section III elaborates
on the proposed D-DQN based algorithms for solving the formulated problem. The simulation
results are illustrated in Section V. Finally, Section VI concludes the main concept, insights and
results of this paper. The list of notations is illustrated in Table I.
TABLE I: List of Notations
Notations Description Notations Description
M Antenna number of the UAV N Reflecting elements of the RIS
K Number of users L Number of clusters
Pl Transmit power for the l-th cluster HB,S ∈ C
N×M Channel metric of the UAV-RIS link
h
H
S,k ∈ C
1×N Channel metric of the RIS-MU link hHB,k ∈ C
1×M Channel metric of the UAV-MU link
xl Transmit signal of the l-th cluster yl,i Received signal of user i in the l-th cluster
N0 Noise power spectral B Bandwidth
θS,n Phase shift βS,n Amplitude reflection coefficient
α Path loss exponent Rl,i Achievable rate of user i in the l-th cluster
Nx Size of neuron reservoir st State in D-DQN algorithm
at Action in D-DQN algorithm rt Reward in D-DQN algorithm
8II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
We consider the downlink MISO communications in a particular area, where terrestrial infras-
tructures are destroyed due to natural disaster or had not been installed. As illustrated in Fig.1,
an UAV equipped with M antenna is employed for providing wireless service for a total number
of K single-antenna users. In this paper, all MUs are considered as roaming around in this
area. In an effort to enhance the quality of wireless service by forming concatenated virtual LoS
propagation between the UAV and the users via passively reconfiguring their incident signals,
it is assumed that an RIS is employed on the facade of a particular high-rise building [26–28],
while the RIS is equipped with a number of N reflecting elements.
Remark 1. Since all users are roaming continuously, the UAV has to be periodically repositioned
according to the mobility of users for establishing LoS wireless links. With the aid of RIS, one
can adjust the phase shift of the RIS instead of controlling the movement of UAV for forming
concatenated virtual LoS propagation between the UAV and the users, which, in turn, leads to
the reduction of UAV’s energy dissipation.
In contrast to the conventional MISO networks, the received signal consists of two parts,
namely signals of direct link (UAV-MU link) and reflecting link (UAV-RIS-MU link). Denote
HU,S ∈ CN×M , hHS,k ∈ C1×N as the channel of UAV-RIS link, hHS,k ∈ C1×N as the channel of
RIS-MU link, and hHU,k ∈ C1×M as the channel of UAV-MU link, while k ∈ K, |K| = K and
n ∈ N , |N | = N . Denote hH as the conjugate transpose of matrix h.
Denote Θ = [Θ1, · · · ,Θn, · · · ,ΘN ] and Θn = βnejθn , where θn ∈ [0, 2π] represents the phase
shift, while βn ∈ [0, 1] denotes the amplitude reflection coefficient [12, 29]. Before design the
passive phase shift of the RIS, the active beamforming design for the UAV has to be considered.
In this paper, we adopt a zero-forcing precoding method for designing the active beamforming at
the UAV. Our future work will consider the problem of jointly optimizing the active and passive
beamforming.
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Fig. 1: Illustration of RIS in UAV-enabled wireless networks.
B. Channel Model
In terms of the channel model between the UAV and MUs, we consider the UAV channel model
provided by the 3GPP specifications [30], in which the path loss is stochastically determined
by LoS and non-line-of-sight (NLoS) link states. The LoS and NLoS propagation are decided
by the UAV’s altitude, the distance between the UAV and the associated users, as well as the
carrier frequency. The path loss for the UAV-MU link of MU k can be expressed as
Lk =

30.9 + (22.25− 0.5log10h) log10dk + 20log10fc, if LoS link,
max
{
LLoSk , 32.4 + (43.2− 7.6log10h) log10dk + 20log10fc
}
, if NLoS link,
(1)
where h denotes the altitude of the UAV, fc represents the carrier frequency, L
LoS
k is the path
loss for the LoS link.
The LoS propagation state are stochastically determined by the LoS probability PLoS, described
as
PLoS =

1, if
√
d2k − h2 ≤ d0,
d0√
d2
k
−h2 + exp
{(
−
√
d2
k
−h2
p1
)(
1− d0√
d2
k
−h2
)}
, if
√
d2k − h2 > d0,
(2)
where d0 = max[294.05log10h− 432.94, 18], while p1 = 233.98log10h − 0.95. Thus, the NLoS
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probability can be calculated as PNLoS = 1− PLoS.
In equation (1), the distance from the UAV to MU k at time t can be calculated as
dk =
√
h2 + [xUAV − xk]2 + [yUAV − yk]2. (3)
The channel between the UAV and MU k at time t is given by
Gk = hk · 10−Lk/10, (4)
where hk represents the fading coefficient.
It is worth noting that the acquisition of timely and accurate CSI becomes challenging due to
the reason that RISs are not capable of performing active transmission/reception and signal
processing. Hence our future work would consider investigating the open problem of CSI
acquisition. The UAV-RIS channel is similar generated by following the above procedure of
the UAV-MU channel. In terms of the channel model of RIS-MU link, the path loss from the
RIS to MUs can be modeled as η (dRIS-MU) = C0
(
dRIS-MU
d0
)−αRIS-MU
[28], where C0 represents the
path loss in the condition of d0 = 1 meters (m), dRIS-MU denotes the distance between the RIS
and MUs, and αRIS-MU represents the path loss exponent.
C. 3D radio map reconstruction and user mobility
In this subsection, we model the urban city environment as a set of buildings, where each
building is modeled as a set of cubes. As shown in Fig.2, a cylindrical building can be geomet-
rically constructed by a large number of long cubes, while each cube can be described by 4 line
segments and its height. In this case, we can determine whether the UAV-MU link is blocked
(NLoS) by calculating if the line segment joining the UAV and the MU penetrate one of these
cubes.
Remark 2. Given the coordinates of the UAV and a particular MU, the link between them can
be distinguished as LoS or NLoS propagation.
In terms of the user mobility, the wide use of online social networks over smart-phones has
accumulated a rich set of geographical data that describes the anonymous users’ mobility in
the physical world. The users’ locations can be predicted by mining data from social networks,
11
Fig. 2: 3D radio map of a dense urban area.
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Fig. 3: 2D radio map of a dense urban area.
given that the observed movement is associated with certain reference locations. One of the most
effective method of collecting position information relies on the Twitter API. When Twitter users
tweet, their GPS-related position information is recorded by the Twitter API and it becomes
available to the general public [4]. Indeed, the prediction accuracy of the users’ location is
essential for the design of RIS-UAV enabled wireless networks. Collecting and processing data
gleaned from online social networks is of lower complexity than other localization methods, such
as channel estimation. Thus, we can strike an accuracy vs complexity tradeoff. Additionally, the
prediction accuracy can be improved by collecting a user’s current position more frequently,
which requires for additional communication resources.
D. Energy Dissipation Model for the UAV
The total energy dissipated by a rotary-wing UAV consists of two aspects, the communication-
related energy consumption and the propulsion-related energy consumption. The first component
is dissipated for radiation, signal procession and hardware circuitry, while the other one is
dissipated for supporting the hovering and mobility of the UAV. It is worth noting that, the
propulsion-related energy consumption accounted for the vast majority of the total energy con-
sumption(Usually more than 95%). For the rotary-wing UAV, the energy consumption is related
to its velocity and acceleration.
In terms of the energy dissipation model for a rotary-wing UAV, the propulsion energy
12
dissipation is given by [31]
E¯(t) =
1
Tr
·
(n+1)Tr∑
t=nTr
Eb
(
1 +
3v2(t)
U2tip
)
+
1
Tr
·
(n+1)Tr∑
t=nTr
Ei
(√
1 +
v4(t)
4v40
− v
2(t)
2v20
)
+
1
Tr
·
(n+1)Tr∑
t=nTr
1
2
fdρsAv
3(t),
(5)
where Eb =
δ
8
ρsAΩ3R3 represents the blade profile power of the UAV in hovering status with s
denoting the fuselage drag ratio and rotor solidity, ρ representing the air density, δ is the profile
drag coefficient, A implying the total propeller area, while Ω indicates the blade angular velocity,
R is the full rotor blade of radius. Ei = (1 + κ)
W 3/2√
2ρA
denotes the induced power of the UAV in
hovering status with κ denoting the incremental correction factor to induced power, W denoting
the weight of the UAV. Finally, v0 is mean rotor induced velocity in hovering status, fd denotes
the fuselage drag ratio.
E. Signal Model for OMA Scheme
By considering the linear transmit pre-coding at the UAV, the transmitting signal from the
UAV in OMA case are given by
x =
K∑
k=1
√
pkgksk, (6)
where sk represents the transmitted data symbol for the k-th MU with with k ∈ K, |K| = K,
gk ∈ CM×1 denotes the corresponding transmit beamforming vector, and pk represents the
allocated transmit power from the UAV to the k-th MU.
The received signal of MU k is given by
yk =
(
hHU,k + h
H
S,kΘHU,S
) K∑
j=1
√
pjgjsj + nk, (7)
where nk ∼ CN (0, σ2k) represents the additive white Gaussian noise (AWGN). Based on (7),
the received signal-to-interference-plus-noise (SINR) of MU k can be calculated as follow
γk =
pk
∣∣[hHU,k + hHS,kΘHU,S] gk∣∣2
K∑
j 6=k
pj
∣∣[hHU,j + hHS,jΘHU,S] gj∣∣2 + σ2k . (8)
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To eliminate the multiuser interference, zero-forcing (ZF)-based linear pre-coding method is
invoked at the UAV [14]3. Denote hHj , j ∈ K be the combined channel of the j-th MU, the
precoding metrics can be expressed as
[
hHU,j + h
H
S,jΘHU,S
]
gk = 0, ∀j 6= k, j ∈ K,[
hHU,k(t) + h
H
S,kΘHU,S
]
gk = 1, j = k.
(9)
Denote HH =HHUAV-MU+H
H
RIS-MUΘlH
H
UAV-RIS, where we have H
H
UAV-MU = [hU,1, · · · ,hU,K]H
and HHRIS-MU = [hS,1, · · · ,hS,K]H . Thus, the transmit pre-coding metric G = [g1, · · · , gK ] can
be derived by the pseudo-inverse of the combined channel HH , which can be expressed as
G =H
(
HHH
)−1
. (10)
Thus, the instantaneous transmit rate of the k-th MU at timeslot t in OMA case can be
expressed as
Rk = Bklog2 (1 + γk) = Bklog2
(
1 +
pk
σ2
)
, (11)
where Bk represents the bandwidth allocated by UAV to the k-th MU.
F. Signal Model for NOMA Scheme
By invoking NOMA technique instead of OMA technique, the spectrum efficiency can be
further improved. The transmit signal from the UAV to the l-th cluster is given by
xl(t) =
√
αl,a(t)sl,a(t) +
√
αl,b(t)sl,b(t), (12)
where sl,a and sl,b represent the signals for MU a and MU b in the same cluster, respectively.
Since the concept of NOMA technique is superimposing the signals of two associated users at
different power levels, we denote αl,a and αl,b as the power allocation factors for MU a and MU
3In this paper, the active beamforming is decided by ZF precoding method. Optimizing the precoding matrix by machine
learning algorithms will be considered in our future work.
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b, respectively. Naturally, the power allocation factors satisfy αl,a+αl,b = 1. Hence, the received
signal of a particular MU i in cluster l can be calculated as
yl,i =
(
hHU,l,i + h
H
S,l,iΘSHU,S
) L∑
l=1
wlxl + nl,i, (13)
where wl represents the precoding vector of cluster l.
In the NOMA case, each MU in the same cluster adopts SIC method for removing the intra-
cluster interference [32, 33]. The strong MU in the cluster is capable of removing the intra-cluster
interference caused by the weak MU with the aid of SIC method. On the other hand, the weak
MU is designed to decode the received signal directly without invoking SIC [21, 34]. Denote
MU a as the strong user in cluster l. Thus, the received signal of MU a can be expressed as
yl,a =
(
hHU,l,a + h
H
S,l,aΘSHU,S
)
wl
(√
αl,asl,a +
√
αl,bsl,b
)
+
(
hHU,l,a(t) + h
H
S,l,aΘSHU,S
) L∑
j=1,j 6=l
wjxj + nl,a,
(14)
where
(
hHU,l,a + h
H
U,l,aΘSHU,S
) L∑
j=1,j 6=l
wjxj denotes the inter-cluster interference in multi-cell
NOMA networks,
(
hHU,l,a + h
H
S,l,aΘSHU,S
)
wl
√
al,bsl,b represents the intra-cluster interference.
In the same manner with OMA case, ZF precoding approach is leveraged for eliminating the
inter-cluster interference for the strong user [14, 35, 36]. Although the dirty paper coding (DPC)
is proved to achieve the maximum capacity in multi-user MIMO-NOMA system, it is non-trivial
to be implemented in practice for the reason that it adopts brute-force searching. Thus, ZF-
based linear precoding method, which is of a low complexity is employed. The corresponding
ZF pre-coding constraints can be expressed as
[
hHU,j + h
H
S,jΘSHU,S
]
wl = 0, ∀j 6= l, j ∈ L,[
hHU,l + h
H
S,lΘSHU,S
]
wl = 1, j = l.
(15)
The same like OMA case, the optimal transmit pre-coding metric W = [w1, · · · ,wL] can
also be calculated by the pseudo-inverse of the combined channel HH , which can be expressed
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as
W =H
(
HHH
)−1
. (16)
With the aid of ZF precoding method, the inter-cluster interference suffered by the strong users
can be removed, while the intra-user interference can also be removed with the aid of successful
SIC. However, the weak still suffers the inter-cluster interference. Therefore, the received signal
of the strong user can be calculated as
yl,a =
(
hHU,l,a + h
H
S,l,bΘSHU,S
)
wl
√
αl,asl,a + nl,a, (17)
while the received signal of the weak user can be calculated as
yl,b =
(
hHU,l,b + h
H
S,l,bΘSHU,S
)
wl
(√
αl,asl,a +
√
αl,bsl,b
)
+
(
hHU,l,b + h
H
S,l,bΘSHU,S
) L∑
j=1,j 6=l
wjxj + nl,b.
(18)
Therefore, the received SINR for both strong user and weak user can be expressed as
γl,a =
∣∣(hHU,l,a + hHS,l,aΘSHU,S)wl√αl,asl,a∣∣2
σ2l
=
αl,aPl
σ2l
, (19)
and
γl,b =
|hl,bwl|2αl,bPl
|hl,bwl|2αl,bPl +
∣∣∣∣∣hl,b L∑j=1,j 6=lwlxj
∣∣∣∣∣
2
+ σ2l
, (20)
where hl,b = h
H
U,l,b + h
H
S,l,bΘSHU,S .
Remark 3. In contrast to the conventional NOMA systems, for MISO-NOMA networks, the
decoding order cannot be decided directly by the order of MUs’ channel gains, another decoding
rate constraint needs to be satisfied for guaranteeing successful SIC. Additionally, by integrating
RISs in the MISO-NOMA system, the channel response is also modified by RISs. Thus, the
decoding order constraint in this paper has to be satisfied at each timeslot.
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The decoding rate condition is given by γl,b→l,a ≥ γl,b→l,b, πl(a) ≥ πl(b) [37], where γl,b→l,a
denotes the SINR of user a to decode user b.
Since both the UAV and MUs are considered as roaming continuously, the decoding order
has to be re-determined at each timeslot to adapt to the dynamic environment.
G. Problem Formulation
We are interested in minimizing the energy consumption of the UAV while guaranteeing
the wireless service quality from the UAV to the users at each timeslot by jointly optimizing
the phase shift metric of the RIS, the movement of the UAV, the power allocation from the
UAV to MUs, and the dynamic decoding order. Denote θ = [θ1(t), · · · , θn(t), · · · , θN(t)], P =
[p1(t), · · · , pk(t), · · · , pK(t)] and Q = [xUAV(t), yUAV(t)]T . Thus, the optimization problem can
be formulated as
min
θ,P ,Q
EUAV =
T∑
t=0
E¯(t) (21a)
s.t. Rk(t) ≥ Rmink (t), ∀k, ∀t, (21b)
|φn(t)| = 1, ∀n, ∀t, (21c)
xmin ≤ xUAV(t) ≤ xmax, ymin ≤ yUAV(t) ≤ ymax, ∀t, (21d)
Rl,b→l,a(t) ≥ Rl,b→l,b(t), πl(a) ≥ πl(b), ∀l, (21e)
tr
(
P
(
HHH
)−1) ≤ Pmax, ∀k, ∀t, (21f)
where (21b) represents that the data demand of all MUs has to be satisfied at each timeslot, while
Rmink (t) denotes the minimal data rate requirement constraint for any MU. (21c) denotes that the
passive beamforming constraint of the RIS need to be satisfied when controlling its phase shift.
(21d) formulates the altitude bound of UAVs, which indicates that the UAV can only move in
this particular area. (21e) is the decoding order constraint of NOMA technique for guaranteeing
successful SIC. (21f) qualifies that the total required transmit power cannot exceed the maximal
power constraint of the UAV. The formulated problem is a non-convex optimization problem.
Additionally, the dynamic movement of the UAV and MUs are discussed, which indicates that
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the considered scenario is dynamic, which is challenging for the conventional optimization
algorithms due to their failure to overcome the dynamic in the environment. Moreover, since
joint trajectory design of the UAV, phase shift control of the RIS, decoding order and power
allocation policy determination are planned to be optimized. The search-space is expanded as the
number of parameters increases, which also makes the conventional gradient-based optimization
techniques unsuitable. Therefore, RL algorithm, which empowers the agent to making decisions
by learning from the environment, is invoked to solve the formulated problem.
III. PROPOSED SOLUTIONS
In this section, we first formulate the joint phase shift control and trajectory design problem as
an MDP. Afterward, we proposed a D-DQN based algorithm for tackling the formulated problem.
In addition, the state space, action space, reward function design of the proposed D-DQN based
algorithm are specified.
A. Markov Decision Process Formulation
Before invoking RL algorithms, the formulated problem is expected to be proved to be capable
of being considered as an MDP problem. It has been proved in [38] that, since the central
controller makes sequential decisions, which influence the observed state (UAV’s position, RIS’s
phase shifts, and allocated power to each MU) at next timeslot. Thus, the trajectory design and
phase shift control problem for RIS-enhanced UAV-enabled wireless network can be formulated
as an MDP. As illustrated in Fig. 4, the MDP is defined by the environment, the set of states S,
the set of actions A and the reward function r and the state transition function τ forms the MDP
cycle. After one MDP cycle, the process transitions into a new state according to the previous
state and the carried out actions.
B. Proposed DRL Based Phase Shift Control and Trajectory Design Algorithm
In this subsection, a D-DQN based algorithm is introduced to determine the trajectory of
the UAV and the phase shift of the RIS, while guaranteeing that all the users’ data demand is
satisfied. In the D-DQN based model, the central controller, which controls both the UAV and
the RIS, acts as the agent. At each time slot t, the agent observes a state, st, from the state space,
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Fig. 4: MDP and DRL model for RIS-aided UAv-enabled wireless network.
S, which consists of the coordinates of both the UAV and of all the users, as well as of the
phase shift of the RIS. According to the current state and decision policy J , the agent takes an
action, at, from the action space, A, which consists of the moving directions of the UAV and the
variable quantity of each reflecting element’s phase shift. After carrying out actions, the agent
obtains a reward/penalty rt based on the energy consumption of the UAV and the connectivity
condition. At each timeslot, a Q-value is calculated based on the current state and previously
taken actions. Thus, the state, action and Q-value is stored in a Q-function, Q(st, at), which
determines the decision policy J . The aim of the D-DQN model is to enable the agent to carry
out the optimal actions to maximize the long-term sum reward. The principle of the D-DQN
model is maximizing the long-term sum reward instead of aiming for maximizing the reward at a
particular timeslot. Thus, in the D-DQN model, the selected action may not be the optimal choice
for the current timeslot, but the optimal choice for pursing long-term benefits. In this paper, the
phase shift of the RIS is considered as discrete, so value-based RL algorithm is invoked. When
considering continuous phase shift, policy-based algorithms or actor-critic algorithms, such as
DDPG algorithm can be adopted.
At each timeslot, the Q-value and Q-function are updated based on the current state, previously
taken actions and the received reward by following the below principle
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Algorithm 1 D-DQN based phase shift control and trajectory design algorithm
Input:
Replay memory D, minibatch size n, and initial learning rate α
Initialize the replay memory D, Q-network weights θ,
weights of the target network θ∗ = θ, and Q(s, a).
The UAV is deployed at a random point, the phase shift metric of the RIS is initially
randomly decided.
repeat
For each episode do:
The central controller chooses at uniformly with probability of ε, while chooses at such
that Qθ(st, at) = maxa∈AQθ(st, at) with probability of (1− ε).
The central controller observes reward rt,
The D-DQN model transfers to a new state st+1;
Store transition (st, at, rt, st+1) and sample random
minibatch of transitions (si, ai, ri, s
′
i)i∈n from D;
For each i ∈ I , we can obtain
yi = ri + γ ·maxa∈AQθ∗(s′i, a);
Perform a gradient descent step
θ ← θ − at · 1I
∑
i∈n
[yi −Qθ(si, ai)] · ∇θQθ(si, ai);
θ ← θ∗.
Calculate the learning rate based on α (ne) = α0/1 + ηne.
end
until State s terminates
Return: Q-function Qθ and policy J .
Qt+1(st, at)← (1− α) ·Qt(st, at) + α · [rt + γ ·maxaQt(st+1, a)] , (22)
where α denotes the learning rate and γ is the discount factor.
In (22), the reward rt is drawn from a fixed reward distribution R : S × A → R, where
E {rt |(s, a, s′) = (st, at, st+1)} = Rs′sa. By solving the following equation, the optimal value
function can be obtained as
Q∗(s, a) = Es′ [r + γmaxa′Q
∗(s′, a′) |s, a ], (23)
where Q∗(s, a) is the optimal value function and Q→ Q∗ when i→∞.
1) States in the D-DQN model: In terms of the state space of the proposed D-DQN model.
it contains four parts: 1) θn(t) ∈ [0, 2π] , n ∈ N , the phase shift metric of each reflecting
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elements at timeslot t; 2) [xUAV(t), yUAV(t)]
T , the 2D coordinate of the UAV at timeslot t4; 3)
cUk (t) = [x
U
k (t), y
U
k (t)]
T , k ∈ K, the 2D coordinate of each MU at timeslot t; 4) pk(t), k ∈ K,
the power allocated from the UAV to each MU at timeslot t.
2) Actions in the D-DQN model: As for the action space of the proposed D-DQN model, it
contains three parts: 1) ∆θn(t) ∈
{− pi
10
, 0, pi
10
}
, the variable quantity of the phase shift value
of each reflecting element; 2) ∆cIUAV(t) ∈ {(−1, 0), (1, 0), (0, 0), (0,−1), (0, 1)}, the traveling
direction and distance of the UAV; 3) ∆pk(t) ∈ {−p˜, 0, p˜}, the variable quantity of the transmit
power from the UAV to each MU.
3) Reward function in the D-DQN model: The reward/penalty function is decided by the
transmit rate of each MU and the energy consumption of the UAV. Thus, the reward/penalty is a
function of the UAV’s coordinate, the RIS’s phase shift metric, and the power allocation coeffi-
cient from the UAV to MUs, which can be calculated as r(t) = f [xUAV(t), yUAV(t), θn(t), pk(t)].
When the D-DQN model carries out an action that reduce the energy consumption while grantee
the data transmit rate of each MU, a positive reward will be given to the agent. By taking any
other actions, which result to the increment of the energy dissipation, unsatisfiable of the data
transmit rate, the D-DQN model receives a penalty. Before designing the reward/penalty function
of the D-DQN model, we invoke ξ to value the satisfaction of users. Thus, we have
ξk(t) =

1 Rk(t) ≥ Rmink , ∀k ∈ {1, · · · , K},
0 Rk(t) < R
min
k , ∀k ∈ {1, · · · , K},
(24)
where Rmink denotes the minimal achievable rate of the k-th MU. Based on (24), the reward/penalty
function of the D-DQN model can be designed as
4In this paper, 2D trajectory design of the UAV is investigated due to lack of the energy consumption model of UAV’s 3D
movement. The results derived from the proposed algorithm can be extended to the 3D trajectory of the UAV.
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r(t) =

C ∗
(∑K
k=1 ξk(t)−K
)
∗ E(t + 1) E(t + 1) > E(t)& ∑Kk=1 ξk(t) < K,(∑K
k=1 ξk(t)−K
)
∗ E(t + 1) E(t + 1) = E(t)& ∑Kk=1 ξk(t) < K,
−E(t + 1) E(t + 1) > E(t)& ∑Kk=1 ξk(t) = K,
E(t + 1) E(t + 1) = E(t)&
∑K
k=1 ξk(t) = K,
(25)
where C is of a constant value to guarantee that the penalty function for dissatisfaction of
transmit rate is with a high value, so that actions that lead to this phenomenon can be avoided.
It can be observed from (25) that, the UAV tends to carries out actions from controlling the
phase shift of the RIS instead to changing the position of the UAV, unless the data rate of users
cannot be satisfied. Additionally, maximizing the long-term sum rewards in the proposed D-DQN
model tends to minimize the long-term energy consumption of the UAV.
Since the state space is huge, overflow happens when storing Q-value in the Q-table. In
an effort to solve this problem, function approximation by neural networks is adopted for
approximating Q-table. A Convolutional Neural Networks (CNN) with weights {θ} is invoked to
output the Q-table. In an effort to reduce the correlation of sampling, memory replay is invoked
in the proposed D-DQN model. At the early stage of training, the agent carries out random
implementation actions, and stores its experiences in a memory bank. The experiences, which
contains the states, actions, and rewards, can be leveraged as training samples. The aim of CNN
is to minimize the following loss function at each episode,
Loss(θ) =
∑
[y −Q (st, at, θ)]2, (26)
where we have y = rt + γ ·max
a∈A
Qold (st, at, θ).
In terms of the number of neurons in hidden layers, this number has to be larger than the
dimension of input metric and output metric. Thus, it depends on the antennas number of the
UAV and reflecting elements number of the RIS, as well as the cluster number.
In order to strike a balance between exploration and exploitation in the proposed D-DQN
algorithm, ǫ-greedy exploration method is leveraged by satisfy the following principle
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Pr(J = Ĵ) =

1− ǫ, â = argmaxQ (s, a) ,
ǫ/ (|a| − 1) , otherwise.
(27)
In terms of the learning rate, we invoke the decaying learning concept for attaining a tradeoff
between accelerating training speed and converging to the local optimal, as well as for avoiding
oscillation. The decaying learning rate is given by
α (ne) =
α0
1 + ηne
, (28)
where α0 represents the learning rate at the initial episode, η is a constant parameter for
determining the decaying rate, ne denotes the training episodes.
Remark 4. By invoking the decaying learning rate, the initial training episode is with a large
learning rate, which is helpful for accelerating training speed. With the increasing of training
episode, the learning rate decays, which is useful for the D-DQN model to converge to a local
optimal.
C. Analysis of the Proposed Algorithm
1) Convergence analysis: Before analyzing the convergence of the proposed D-DQN al-
gorithm, the convergence of the conventional Q-learning algorithm and DQN algorithm has
to be discussed first. Afterward, by discussing the influence of decaying learning rate on the
convergence of the DQN algorithm, the convergence of the proposed D-DQN algorithm an be
proved.
It has been proved in [39] that the conventional Q-learning algorithm converges to the optimal
Q-function when satisfying 0 ≤ αt ≤ 1,
∑
t
αt =∞ and
∑
t
α2t <∞ . Additionally, it has also
been proved that the DQN algorithm, which is an extended Q-learning algorithm, is capable of
converging to the optimal state once the neural networks is large enough [40]. The DQN based
algorithm is a sub-optimal solution due to the reason that the optimality of a RL model can not be
guaranteed. In terms of the influence of decaying learning rate on the optimality and convergence
of the DQN algorithm, since the only function of decaying learning rate concept is attaining
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a tradeoff between accelerating training speed and converging to the local optimal, as well as
avoiding oscillation. Thus, the decaying learning rate concept will not affect the converging ability
and optimality of the DQN algorithm, but the convergence rate will be influenced. Overall, the
convergence of the proposed D-DQN algorithm can be guaranteed, while the convergence rate
of the proposed D-DQN algorithm can also be influenced when comparing to the conventional
DQN algorithm.
2) Complexity analysis: The computational complexity of the proposed D-DQN based algo-
rithm consists of two aspects, namely, the computational complexity related to the CNN model
and the computational complexity related to the training process. The computational complexity
related to the CNN model can be calculated as O
[
f1
(
n22(n1 − n2 + 1)2 + f2n23(n1 − n2 − n3 + 2)2
)]
,
where i denotes the number of Conv layer [41]. The parameters in this equation is related to
the number and size of the filters in each Conv layer. Since in the training stage, all states and
actions are observed by the agent, the computational complexity related to the training process is
given by O(|S| · |A|), where |S| and |A| are the total number of states and actions, respectively.
IV. SIMULATION RESULTS
In this section, we aim for verifying the validity of the proposed D-DQN based algorithm by
illustrating the convergence of the proposed algorithm and for validating the enhancement of the
network performance with the assistance of the RIS. Additionally, we test the performance of
both NOMA-RIS case and OMA-RIS case. In the simulation, the UAV is initially placed at a
random position and the phase shift metric of the RIS is also randomly given at initial timeslot.
We invoke a 3 layer CNN with 50 nodes in hidden layer. The learning rate decays from 0.1 to
0.001. The simulation parameters are shown in Table II.
1) Convergence rate of the proposed D-DQN algorithm: Fig. 5 characterizes the average
energy consumption of the UAV over episodes. It can be observed that the conventional Q-
learning algorithm fails to converge, which is due to the huge state space of UAV-aided wireless
network. In contrast to the conventional Q-learning model, the D-DQN algorithm is capable of
converging with the aid of the concept of function approximation via neural network. It can also
be observed that when the learning rate is 0.005, the proposed DQN algorithm can converge
after about 50000 episodes, which indicates that the performance of the DQN model (learning
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TABLE II: Simulation parameters
Parameter Description Value
fc Carrier frequency 2GHz
V Velocity of the UAV 5m/s
αBM Path loss exponent for UAV-MU link 3.5 [25, 42]
αBS Path loss exponent for UAV-RIS link 2.2 [25, 42]
αSM Path loss exponent for RIS-MU link 2.8 [25, 42]
C0 Path loss when d0 = 1 -30dB
N0 Noise power spectral density -169dBm/Hz
α0 Initial learning rate 0.1
η Decaying rate of the learning rate 0.001
ε Exploration ratio 0.1
τ Batch size 128
e Replay memory size 10000
β Discount factor 0.7
1 2 3 4 5 6 7 8 9 10
Number of training episode 104
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Fig. 5: Convergence rate of the proposed DQN algorithm.
rate is 0.005) outperforms the cases with larger learning rate in terms of both converging rate
and average energy consumption. Although the convergence rate of the proposed D-DQN based
algorithm is slower than that of DQN algorithm (learning rate is 0.005), the average energy
consumption derived from the proposed D-DQN algorithm is less than the DQN algorithm. The
reason is that the decaying learning rate concept is helpful for attaining a tradeoff between
accelerating training speed and converging to the local optimal.
2) Instantaneous transmit rate over time: Fig. 6 characterizes the sum transmit rate at each
timeslot. As mentioned before, the MUs are considered as roaming continuously, so the sum
transmit rate of users are varying even the UAV is static. It can be observed from Fig. 6 that
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the instantaneous achievable rate of users decreases over time. The reason is that in the invoked
walk model, users are with a roaming direction and velocity, which determines that users are
walking away from their initial position. Thus, in the static UAV case, the distance between the
UAV and users is increasing over time, which leads to a reduction of achievable rate. It can
also be observed form Fig. 6 that by designing the trajectory of the UAV, the downtrend of
achievable rate can be effectively slowed down. Additionally, Fig. 6 shows that with the aid of
the RIS, a higher transmit rate can be achieved at each timeslot than the case of without RIS.
It is worth noting that when the objective is to maximize the EE of the network, the achievable
rate is higher than that of minimizing energy consumption. This is due to the reason that when
targeting at minimizing energy consumption of the UAV, the UAV moves only when the data
demand constraint of users is not satisfied, which means that the objective of this paper is not
pursuing a higher throughput, but less movement of the UAV.
3) Impact of transmit power: Fig. 7 characterizes the average energy consumption of the UAV
over transmit power. It can be observed from Fig. 7 that the UAV consumes less energy when
increasing the transmit power. In the case of minimizing energy consumption without RIS, the
UAV consumes the most energy. This is because that the UAV has to carry out more action
of moving to form LoS link between it and MUs without the aid of the RIS. It can also be
observed that even though a higher achievable rate can be obtained by maximizing EE, it will
consume far more energy. Compared to the case of maximizing EE, the case of minimizing
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Fig. 7: Average energy consumption over transmit power. (The number of reflecting elements is 24)
energy dissipation consume less energy while the data demand of all users is satisfied, which
emphasizes the motivation of minimizing energy dissipation instead of maximizing EE. Finally,
when comparing the RIS-NOMA case with the RIS-OMA case, we can observe that the RIS-
NOMA case outperforms the RIS-OMA case in terms of energy consumption.
4) Impact of reflecting elements number: Fig. 8 characterizes the average energy consumption
of the UAV over reflecting elements number. It shows in this figure that invoking more reflecting
elements leads to the reduction of energy consumption. When serving more MUs, the UAV will
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Fig. 8: Average energy consumption over number of reflecting elements. (The transmit power is 12dBm)
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consume more energy. For instance, in the case of cluster number is 3, the UAV will consume
10.3% more energy than that of cluster number is 2. We can also observe that RIS-NOMA
case consume 11.7% less energy than RIS-OMA case. This is due to the reason that NOMA
networks enjoy a higher spectrum efficiency than OMA networks. Since the transmit rate of
MUs in NOMA networks is higher than that in OMA networks, the data demand constraint is
more likely to be satisfied in NOMA networks, which indicates that less movement actions will
be carried out by the UAV.
5) Impact of decoding order and power allocation: Fig. 9 characterizes the average energy
consumption of the UAV in different cases. Since both the UAV and MUs are moving, the
decoding order has to be re-determined at each timeslot to guarantee success SIC. When invoking
a fixed decoding order, the spectrum efficiency of NOMA networks will decrease, which leads to
the reduction of users’ achievable rate. In order to satisfy the data demand constraint, the UAV
has to move to provide high quality wireless services. Since NOMA technique superimposes
the signals of two users at different powers, invoking a fixed power allocation policy leads to a
higher energy consumption than attaining the optimal power allocation at each timeslot. Thus,
Fig. 9 shows that by determining the dynamic decoding order and power allocation policy, the
energy consumption can be reduced. It can also be observed that by designing the phase shift of
the RIS, the energy consumption can be significantly reduced compared to random phase shift
case.
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6) Impact of UAV’s altitude: Fig. 10 characterizes the average energy consumption of the UAV
at different altitude. It can be observed that when the altitude of the UAV is 200m, it consumes
more energy. This is due to the reason that increasing the altitude of the UAV increase the LoS
probability between the UAV and MUs but leads to a higher path loss due to the augment of
distance. We can also observe that the result derived from invoking 3GPP channel model is not
exactly the same as that derived from invoking 3D radio map. The reason is that the buildings
in the real world is with irregularly-shape, but buildings are constructed by cubes in the radio
map. However, the variation trends of two curves are the same, which proves the validity of the
proposed approaches.
V. CONCLUSIONS
In this paper, a novel framework for leveraging RISs and NOMA technique in UAV-enabled
wireless network has been proposed. The problem of jointly phase shift control of the RIS,
dynamic trajectory design of the UAV, dynamic decoding order determination in NOMA tech-
nique, and power allocation policy determination has been formulated for minimizing the energy
consumption of the UAV by considering its propulsion-related energy consumption. Additionally,
the data demand of each MUs has been satisfied at each timeslot. A D-DQN based algorithm,
which is the combination of DQN algorithm and decaying learning rate concept, has been
proposed for solving the formulated algorithm. The proposed D-DQN based algorithm has been
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proved to be capable of striking a balance between accelerating training speed and converging
to the local optimal, as well as for avoiding oscillation. It has been proved by simulation results
that, with the aid of the RIS, the energy consumption of the UAV can be significantly reduced
while the RIS-NOMA case consumes less energy than the RIS-OMA case. Our future work
will optimize the velocity of the UAV for further enhancing the performance of the RIS-UAV
enabled wireless networks.
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