Abstract. In this paper a new technique is developed on stellar spectral classification. Because stellar spectral data sets are usually extremely noisy, wavelet de-noising method is proposed to reduce noise first. Then the support vector machines (SVM) is used for the classification. Experimental results show that in most cases, there will be a better performance using this composite classifier than using SVM with principle component analysis data dimension reduction technique.
Introduction
Stellar spectral classification is an important part of automatic recognition of astronomical spectra. Because classifying the spectral data of great bulk manually is a tough job, the technology of automatic and accurate classification on spectral data should be developed.
To automatically recognize stellar spectra, we should build the classifier with training samples first. There are many classification techniques in this research field, among them discriminant analysis is one of the supervised learning classifier building techniques. Quadratic discriminant analysis (QDA) is widely used if sufficient training samples could be supplied [1, 2] . Unfortunately, sometimes training samples are usually hard to acquire, and the dimensionality of spectral data is extremely high, thus the estimated covariance matrix will become singular. Linear discriminant analysis (LDA) could be used as one kind of regularization if the total number of samples is larger than the dimension of variables. The covariance matrix, in LDA, is substituted by common covariance matrix. However, in the case of small sample sizes, the common covariance matrix is also singular. To solve the small training sample with high-dimension setting problem, Regularized discriminant analysis (RDA) [3] could be applied. RDA adds the identity matrix as a regularization term to solve the problem in matrix estimation. But parameter optimization of RDA is time consuming. Artificial neural network (ANN) is also a good tool for pattern recognition, it has been successfully used in classification of stellar spectra [4] . Different network models are developed in recent years, the performance of them is data dependent.
Support Vector Machines (SVM) [5] is a new technique for data classification, it has been used successfully in many object recognition applications [6] [7] [8] .
SVM is known to generalize well even in high dimensional spaces under small training sample condition. This characteristic is appropriate for stellar spectral classification where such conditions are typically encountered.
Support Vector Machines
SVM was introduced by Vapnik in the late 1960s on the foundation of statistical learning theory [9] . In theory, the SVM classification can be traced back to the classical structural risk minimization (SRM) approach, which determines the classification decision function by minimizing the empirical risk. SVM uses linear model to implement nonlinear class boundaries through some nonlinear mapping the input vectors x into the high-dimensional feature space. The optimal separating hyperplane is determined by giving the largest margin of separation between different classes. For the two-class case, this optimal hyperplane bisects the shortest line between the convex hulls of the two classes. The data are separated by a hyperplane defined by a number of support vectors. The SVM attempts to place a linear boundary between the two different classes, and orient it in such a way that the margin is maximized. The boundary can be expressed as follows:
where the vector w defines the boundary, x is the input vector of dimension N and b is a scalar threshold. The optimal hyperplane is required to satisfy the following constrained minimization as
where l is the number of training sets. For a linearly non-separable case, the above formula can be extended by introducing a regularization parameter C as the measurement of violation of the constraints as follows:
where the λ i are the Lagrangian multipliers and are nonzero only for the support vectors. Thus, hyperplane parameters (w, b) and the classifier function f (x; w, b) can be computed by optimization process. The decision function is obtained as follows:
In cases where the linear boundary in input spaces will not be enough to separate two classes properly, it is possible to create a hyperplane that allows linear separation in the higher dimension. The method consists in projecting the data in a higher dimension space where they are considered to become linearly separable. The transformation into higher-dimensional feature space is relatively computation-intensive. A kernel can be used to perform this transformation and the dot product in a single step provided the transformation can be replaced by an equivalent kernel function. This helps in reducing the computational load and at the same time retaining the effect of higher-dimensional transformation. The kernel function K(x i , x j ) is defined as follows:
There are some commonly used kernels:
Experiments
The stellar spectra used in our experiments are selected from Astronomical Data Center (ADC). We use 161 stellar spectra contributed by Jacoby et al. (1984) . Ordered from highest temperature to lowest, the seven main stellar types are O, B, A, F, G, K, and M. The seven main types of stellar spectrum lines are shown in Fig. 1(a) . The bootstrap technique [10] is applied in experiments. 161 samples are divided into two parts, 10 independent random samples drawn from each class are used to train the SVM classifier and the remaining samples are used as test samples to calculate correct classification rate (CCR). The experiment is repeated 25 times with random different partition and the mean and standard deviation of the classification accuracy are reported. In the tables presented in this paper, the classification accuracy is reported in percentage. The SVM is designed to solve two-class problems. For multi-class stellar spectra, a binary tree structure is proposed to solve the multi-class recognition problem. Usually two approaches can be used for this purpose [9, 11] : a) The one-against-all strategy to classify between each class and all the remaining. b) The one-against-one strategy to classify between each pair. We adopt the latter one for our multi-class stellar spectral classification, although needing more SVM to be applied, that allows the computing time to be decreased because the complexity of the algorithm depends strongly on the number of training samples.
In the experiment, firstly original data is directly used as the input of SVM. Table 1 shows that direct classification using SVM could achieve 81.66% CCR.
Because the stellar spectral data sets are extremely noisy, the classification rate of directly applying SVM is low. In order to raise the CCR, we propose to adopt wavelet de-noising method to reduce noise first. Wavelet transform, due to its excellent localization property, has become an important tool for de-noising. De-noising by wavelet thresholding was introduced by Donoho and Johnstone [12] . The basic method we use in the experiment involves two steps: 1). Calculate the wavelet coefficients. 2). Identify and zero out wavelet coefficients of the signal which are likely to be noise, remaining wavelet coefficients reserve important high pass features of the signal. Then the SVM is used for the final spectrum recognition (We denote this composite classifier which combines wavelet de-noising and SVM as wavelet+SVM). Table 1 indicates that this method could achieve 93.26% CCR and the smaller standard deviation than direct classification using SVM. According to the hypothesis tests (t-test) applied, the wavelet+SVM method has the mean of the classification accuracy in the validation set significantly (α=0.05) larger than direct classification using SVM (p-values equal to 1.97 × 10 −8 ). Principal Component Analysis (PCA) [13] is a good tool for dimension reduction, data compression and feature extraction. As a comparison, we use the dimension reduced data with PCA as the input of SVM (We denote this method as PCA+SVM). The distribution of these eigen-spectra in first three principal components (PCs) space is shown in Fig. 1(b) . From Fig. 2(a) , we can find that the first 10 PCs just have only 0.43% reconstruction error, so we choose them to define a 10-dimensional subspace and map spectra on it to obtain 10-dimensional vectors. Fig. 2(b) shows a comparison of the original spectrum to the PCA reconstructed spectrum and the wavelet denoised spectrum. Table 1 , we can see that the performance of PCA+SVM is not very good. It's even worse than direct classification with SVM. According to the hypothesis tests (t-test) applied, the PCA+SVM method has the mean of the classification accuracy in the validation set significantly (α=0.05) smaller than wavelet+SVM method (p-values equal to 2.01 × 10 −10 ). The reason is that SVM can simulate a non-linear projection which can make linearly inseparable data project into a higher dimension space, where the classes are linearly separable. So data dimension has little influence on SVM.
Discriminant analysis is one of the supervised learning classifier building techniques. We also compare QDA and LDA to SVM. The stellar spectrum data are drawn from standard stellar library for evolutionary synthesis and are the same from Ref. [14] . The data set consists of 457 samples and could be divided into 3 classes. The spectrum is of 1221 wavelength points covering the range 9.1 to 160000 nm.
The experiments are conducted as in Ref. [14] . Table 2 shows that the performance of SVM is better than QDA and LDA. The higher CCR and lower standard deviation is achieved. In this paper, a new technique on stellar spectral recognition which combines wavelet and SVM is proposed in this paper. From the experiments we can see that the proposed classifier has a good performance. According to the hypothesis tests (t-test) applied, the classification results of the wavelet+SVM are better than either SVM alone or SVM with PCA data dimension reduction technique. Experiments have been done to demonstrate that the approach offers a very promising technique in automated process of stellar spectra.
