Abstract: Hydrologic models are important tools for the successful management of water resources. In this study, a semi-distributed soil and water assessment tool (SWAT) model is used to simulate streamflow at the headwater of Çarşamba River, located at the Konya Closed Basin, Turkey. For that, first a sequential uncertainty fitting-2 (SUFI-2) algorithm is employed to calibrate the SWAT model. The SWAT model results are also compared with the results of the radial-based neural network (RBNN) and support vector machines (SVM). The SWAT model performed well at the calibration stage i.e., determination coefficient (R 2 ) = 0.787 and Nash-Sutcliffe efficiency coefficient (NSE) = 0.779, and relatively lower values at the validation stage i.e., R 2 = 0.508 and NSE = 0.502. Besides, the data-driven models were more successful than the SWAT model. Obviously, the physically-based SWAT model offers significant advantages such as performing a spatial analysis of the results, creating a streamflow model taking into account the environmental impacts. Also, we show that SWAT offers the ability to produce consistent solutions under varying scenarios whereas it requires a large number of inputs as compared to the data-driven models.
Introduction
The studies of hydrological modelling play a crucial role in planning water resources, projecting hydraulic structures, and evaluating environmental impacts [1] [2] [3] [4] . The estimation of accurate streamflow is required for the estimation of floods, development of agricultural strategies, and planning of hydraulic structures. [5] [6] [7] . Although streamflow estimation studies are required for hydrological assessment, there are some difficulties in implementation. Conducting a comparative study with different estimation methods ensures successful interpretation of the outputs and produced more reliable results. Physically based models (soil and water assessment tool (SWAT), topography based hydrological model (TOPMODEL), European hydrologic system (SHE), etc.) and artificial intelligence (AI) models are frequently used for modelling hydrological problems.
Hydrological models can be classified as physical, mathematical (including distributed physically based models and lumped conceptual) and empirical models. Physically based models allow the mathematical solution by transferring the nature events to a computer simulation program. These models are suitable tools for analyzing the process and the factors affecting the process, as well as the results in the modeling of hydrological events. A lot of data is needed to transfer the hydrological process to the computer simulation program in physically based models. Data-driven models such as AI, computational intelligence (CI), soft computing (SC), machine learning (ML), and data mining (DM) are based on analyzing system-related data and linking among input and output variables, without
Materials and Methods

Study Area
To compare the accuracy of SWAT and ANN/SVR models, the headwater of Çarşamba River Basin (in Turkey) was selected as a case study. Figure 1 shows the location map and the DEM map of the watershed. The studied area located in Konya Closed Basin in Turkey (Figure 1 ) is the headwater of the Çarşamba River Basin, which has a drainage area of 153.87 km 2 and has an elevation range from 1100 to 2400 m. This area is located between 37 • 14 to 37 • 01 north latitude and 31 • 58 to 32 • 11 east longitude. Mean annual precipitation, mean maximum temperature and mean minimum temperature is 785 mm, 17.5 • C and 6.1 • C, respectively. In the study area, forests, rocks, and annual plants correspond to 8.5%, 41% and 50.5% of the watershed, respectively. The D16A115 is the first streamflow gauging station in the headwater of the Çarşamba River. According to long-term annual measurements, the highest flow was observed in April (6.329 m 3 /s) while the lowest flow was observed in September (0.385 m 3 /s). Furthermore, long-term annual mean streamflow was observed to be 2.24 m 3 /s. The highest flow rate instantly observed at this station was measured as 60.8 m 3 /s during the flood on 15 December 2010. To compare the accuracy of SWAT and ANN/SVR models, the headwater of Çarşamba River Basin (in Turkey) was selected as a case study. Figure 1 shows the location map and the DEM map of the watershed. The studied area located in Konya Closed Basin in Turkey (Figure 1 ) is the headwater of the Çarşamba River Basin, which has a drainage area of 153.87 km 2 and has an elevation range from 1100 to 2400 m. This area is located between 37°14′ to 37°01′ north latitude and 31°58′ to 32°11′ east longitude. Mean annual precipitation, mean maximum temperature and mean minimum temperature is 785 mm, 17.5 °C and 6.1 °C, respectively. In the study area, forests, rocks, and annual plants correspond to 8.5%, 41% and 50.5% of the watershed, respectively. The D16A115 is the first streamflow gauging station in the headwater of the Çarşamba River. According to long-term annual measurements, the highest flow was observed in April (6.329 m 3 /s) while the lowest flow was observed in September (0.385 m 3 /s). Furthermore, long-term annual mean streamflow was observed to be 2.24 m 3 /s. The highest flow rate instantly observed at this station was measured as 60.8 m 3 /s during the flood on 12.15.2010. 
Soil and Water Assessment Tool (SWAT)
SWAT developed by Arnold et al. [16] is a physically-based semi-distributed model. SWAT is an effective tool for assessing changes in hydrological processes (streamflow, sediment, etc), erosion, and determination of agricultural origin pollutants in river basins, growth of vegetation, water quality in large river basins and effects of climate change on water resources management.
The SWAT model provides a simulation of a high-level of spatial detail by dividing the basin into a large number of sub-basins. The large-scale spatial heterogeneity of the study area is represented by the division of the basin into the sub-basins. Each sub-basin is separated into a series of hydrological response units (HRUs), which are unique soil-land use combinations. The fact that it divides a watershed into sub-basins ensures heterogeneity. The successful representation of the basin by the model is related to the provision of heterogeneity of the basin. The HRUs, defined as the smallest spatial units of the model representing LULC, soil types, and slopes within a subbasin based upon a user-defined threshold. The water flow is modeled by the analysis of HRUs. 
SWAT developed by Arnold et al. [16] is a physically-based semi-distributed model. SWAT is an effective tool for assessing changes in hydrological processes (streamflow, sediment, etc.), erosion, and determination of agricultural origin pollutants in river basins, growth of vegetation, water quality in large river basins and effects of climate change on water resources management.
The SWAT model provides a simulation of a high-level of spatial detail by dividing the basin into a large number of sub-basins. The large-scale spatial heterogeneity of the study area is represented by the division of the basin into the sub-basins. Each sub-basin is separated into a series of hydrological response units (HRUs), which are unique soil-land use combinations. The fact that it divides a watershed into sub-basins ensures heterogeneity. The successful representation of the basin by the model is related to the provision of heterogeneity of the basin. The HRUs, defined as the smallest spatial units of the model representing LULC, soil types, and slopes within a subbasin based upon a user-defined threshold. The water flow is modeled by the analysis of HRUs.
SWAT is a physically-based model that simulates the hydrological cycle based on water balance controlled by climate inputs such as daily precipitation, maximum and minimum air temperature. In the SWAT model, water balance is conceptualized using Equation (1) [31] .
where:
SW t : Final soil water content (mm); SW 0 : Initial soil water content (mm); R day : Amount of precipitation on day i (mm); Q surf : Amount of surface runoff on day i (mm); E a : Amount of evapotranspiration on day i (mm); W seep : Amount of percolation and bypass flow exiting the soil profile bottom on day i (mm); Q gw : Groundwater return flow on day i (mm).
The SCS-CN is a method used by SWAT for calculating surface runoff [32] . In SWAT, potential evapotranspiration (PET) is calculated by using three different methods including the Penman-Monteith, Hargreaves and Priestley-Taylor. Groundwater flow is important in basins with high hydraulic conductivity and a kinematic storage model based on continuity and water budget equations is used for modeling groundwater [31] . Model equations and more detailed descriptions (model use, calibration and validation etc) are available in the Neitsch et al. [31] and in Arnold et al. [16] .
SWAT Model Setup and Data Set
The SWAT model requires physically-based inputs such as topography, land use/land cover, soil properties and hydrometeorological data in the watershed.
• Digital Elevation Model (DEM): SWAT determines the direction of water flow by utilizing DEM maps representing the topographical of the basin. The DEM map used in this study is given in Figure 1 . In this study, DEM maps created from Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) data were used. The DEM map created represents raster data and therefore has a resolution of 30 × 30 m. The quality (altitude errors) of the DEM used in this study has not been checked. However, altitude errors of ASTER-GDEM data are given as root mean square error (RMSE) = ±7.97 m in the literature [33] . DEM map was also transformed into UTM (Zone-36, WGS84 spheroid) projection system. • Land Use/Land Cover (LULC): the LULC map is a significant physical data for the modelling of runoff and infiltration within the SWAT model. The LULC map used in this study is seen in Figure 2 . The LULC map used for the SWAT model was denoted from the Coordination of Information on the Environment (CORINE) data. CORINE which was established in 1985 is a program that aims to gather environmental data in Europe, to ensure the coordination of data collection institutions, and to test the reliability of the data obtained. The LULC map is one of the data types produced within CORINE [34] .
The LULC of the study area was determined with a view to simulate them by means of the codes of the SWAT model.
SWAT codes and areas of the LULC are given in Table 1 . It may be argued that the dominant LULC in the watershed consists of rocks and plants without woody bodies. The LULC of the study area was determined with a view to simulate them by means of the codes of the SWAT model.
SWAT codes and areas of the LULC are given in Table 1 . It may be argued that the dominant LULC in the watershed consists of rocks and plants without woody bodies. Table 2 ). According to Table 2 , approximately 80% of the study area has a slope class of more than 15%, indicating that the region is quite mountainous.
There are 3 different soil types in the watershed. In the soil codes given in Table 2 , the expressions I, Lc, E, Be indicate the available soil types, the other expressions are slope and structure • Soil Types: the soil data was retrieved from the Harmonized World Soil Database v1.2 (HWSD v1.2) data, prepared in collaboration with several organizations, including the Food and Agriculture Organization (FAO) of the United Nations. Since there is no detailed map of soil properties for the study area, HWSD v1.2 data with 30 arc seconds (approximately 1 km) resolution is used. The reference soil depth is 100 cm. The study area was divided into five slope classes (Table 2 ). According to Table 2 , approximately 80% of the study area has a slope class of more than 15%, indicating that the region is quite mountainous. There are 3 different soil types in the watershed. In the soil codes given in Table 2 , the expressions I, Lc, E, Be indicate the available soil types, the other expressions are slope and structure classes. Lithosol (I) is the dominant class among the aforementioned soil types. Lithosols are the rocky soil class, which formed generally as a result of corrosion of rocks found at steep slopes. According to the LULC map, the area having the largest land use of the basin is rocky is in parallel with the fact that the dominant soil class is Lithosol. The soil also includes Luvisol (Lc), Rendzina (E) and Eutric Cambisol (Be) soil types except for Lithosol. There are 3 texture class and 3 slope class in the coding system. Coarse soil, medium soil and fine soil are symbolized by 1, 2, 3 respectively. The slope classes are distinguished: (a) less than 8% slope, (b) between 8% and 30% and (c) more than 30% slope. There are c and b slope classes, 1 and 2 texture classes in the study area. • Hydro-Meteorological Dataset: precipitation and temperature (max and min) are among the basic climate variables required by the SWAT model. Depending on the PET calculation method used in the model, relative humidity, wind speed and solar radiation may also be necessary. There is no meteorology station with an adequate observation period within the boundaries of the study area. Therefore, the data of the Hadim and Seydişehir meteorological stations operated by the General Directorate of State Meteorology and located near the basin were used. The meteorological data representing the study area were determined by the Thiessen method using the data of these two stations.
At the stage of setup of the SWAT model, while daily temperature (maximum and minimum), precipitation, relative humidity, wind speed, and solar radiation data obtained from Seydişehir and Hadim meteorology stations are used as meteorological data, the streamflow data obtained from D16A115 gauging station operated by the General Directorate of State Hydraulic Works were used (Table 3 ). In the set-up, PET was estimated through the Penman-Monteith [35] equation and provided to the SWAT model as input.
According to the observations made in the study area, it was found that the watershed did not experience a significant amount of water loss due to agricultural activities. Since there was no water structure established on the streamflow network, no impact was observed as regulating or changing the streamflow. Therefore, no data were entered into the SWAT model under the heading of management strategies.
In the study, the SWAT model was simulated 
Calibration and Validation Process
The SWAT Calibration Uncertainty Programs (SWAT-CUP) is an interface that connects with SWAT models. SWAT-CUP performs sensitivity analysis, calibration, validation and uncertainty analysis in hydrological models [36] . SWAT-CUP consists of algorithms that can solve the different problems that the SWAT model needs for calibration and verification. The algorithms used in the SWAT-CUP program are sequential uncertainty fitting 2 (SUFI-2) [36, 37] , particle swarm optimization (PSO) [38] , generalized likelihood uncertainty estimation (GLUE) [39] , solution parameters (ParaSol) [40] and Mark Chain Monte Carlo (MCMC) [41] . However, SUFI-2 is widely preferred among these approaches, since it can provide the widest marginal parameter uncertainty intervals [42] . The successful results were obtained by applying the algorithm to basins with different climatic and physical characteristics [43] [44] [45] . That is why the SUFI-2 algorithm of the SWAT-CUP for an automatic calibration procedure was used in this study. In SUFI-2, the uncertainty of parameters is described as an interval that corresponds to the uncertainty of all variables. The algorithm takes into account the uncertainties of the parameters, the theoretical substructure of the model, and the measured data. The spread of uncertainty indicates a confidence interval. An interval (95PPU), which consists of the most suitable solutions for SUFI-2 algorithm at a 95% significance level, is achieved as a result. The aim is for the determined confidence interval to include measured data.
The SUFI-2 algorithm takes into account two statistics as P-factor and R-factor in the solution stage. P-factor is the percentage of the actual data covered by 95PPU. R-factor is the thickness of the 95PPU interval. The algorithm operates according to the principle of reaching the lowest R-factor and the highest P-factor. For streamflow estimation, it is recommended to have a P-factor higher than 70% and R-factor around 1 [37] . Theoretically, while the P-factor varies between 0 to 100%, the R-factor takes a value ranging from 0 to infinity. In case the P-factor is % 100 and R-factor is 0, the simulation data and measured data coincide with each other [36] .
Radial Based Neural Network (RBNN)
The ANN contains models with many different configurations and structures. Among these, the RBNN model is one of the models for frequently used in solving physical problems, and yielding highly accurate results [46] . The RBNN which is in the supervised learning class is a feed-forward ANN, similar in structure to the MLP network. The RBNN has a three-layered neural network that consists of an input layer, a hidden layer and an output layer. The network training is carried out in two stages. Firstly, the weights are determined from the input to the hidden layer, and then the weights are determined from the hidden to the output layer. The training/learning is very fast in RBNN models because of simple network architecture. Also, the networks are very good at interpolation. The RBNN model has a few user-defined parameters. This situation is effective for the model to reach a fast solution. The selection of the activation function for the RBNN model, which is frequently used in the non-linear analysis, is also a factor affecting success. Many activation functions, such as linear, cubic, Gaussian, multi-quadratic, inverse multi-quadratic, are used in RBNN models [47] , but the most common is the Gaussian function.
where X is the input data of training, c j is the center value and σ is the bandwidth. RBNNs have the following mathematical representation:
where w jk weight coefficient between the hidden unit j and the kth output unit, ∅ j (x) is the response of the jth hidden neuron, and w 0 is the bias constant.
Support Vector Machines (SVM)
SVM, which has successful applications in the field of machine learning, was first used for classification (SVC) problems, but it was developed in the process and started to be used in the solution of regression (SVR) problems [48] . SVM is capable of making estimations and generalizations for different datasets after learning the training data. Additionally, its operating principle is based on the statistical learning theory and structural risk minimization. The algorithm covered by the model may involve a minimization or maximization purpose, depending on the physical problem. The SVM function can be expressed as,
where
is the Lagrange multipliers, K(x,z) is the kernel function, and b i is the bias. There are two types of SVMs being used for regression, namely Nu-SVR (υ-SVR) and Epsilon SVR (ε-SVR). In this study, ε-SVR model was used as the SVR model. There are three parameters that have a direct impact on the success of the model. These are namely the insensitive error term (ε), regularization factor (C), type and parameters of the kernel function. The commonly used kernel functions are linear, polynomial, sigmoid, and radial basis function (RBF). In this study, the RBF was used as a kernel function and this function is denoted as:
where γ is the kernel function parameter.
Artificial Intelligence (AI) Models Setup
AI methods are frequently used in hydrological model applications. However, one of the disadvantages of AI models is that the inputs and outputs in the calculation procedure of the model do not contain physical interpretations. The development of effective parameters in the application of AI methods is directly related to the success of the model. In the AI methods, the data during the period from 2003 to 2011 was used in the training process and the data during the period from 2012 to 2015 was used in the testing process.
In this study, meteorological parameters and streamflow time delays are used as input in the RBNN and ε-SVR models which are used to predict streamflow. In the RBNN and SVM models, while precipitation (P t ), lag of precipitation (P t−1 ), maximum temperature (T max ), minimum temperature (T min ), relative humidity (RH), wind speed (WS), solar radiation (SR) and lags of streamflow (Q t−1 , Q t−2 , Q t−3 ) were used as input parameters, streamflow (Q t ) data were used as output parameter (Table 4) . 
Support vector machine (SVM)
Regulatory factor (C) Insensitive error term (ε) Kernel parameter (γ)
(1-100) (0.01-0.5) (0. [1] [2] [3] [4] [5] [6] [7] [8] In the AI models, the most successful model network structure was determined according to the highest Nash-Sutcliffe efficiency coefficient (NSE) value. For the RBNN model, the number of neurons in the hidden layer, which significantly affect the performance of the model, was investigated between 1 and 10, and the spread parameter (σ) was also between 0.01 and 5 using an iterative approach.
In the application of ε-SVR models, many trials were made with an increment of 0.01 in the range of (0.01-0.5) for insensitive error term (ε), an increment of 1 in the range of (1-100) for regulatory factor (C), an increment of 0.1 in the range of (0.1-8) for the radial-based kernel function parameter (γ).
To ensure that parameters with different units are treated equally in a model, the data are rescaled to a certain interval. In other words, the data are made dimensionless. There are no clear rules for a normalization approach in the literature. In this study, before applying the RBNN and ε-SVR to data, the input and output values were normalized between 0 and 1 using Equation (6).
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Model Evaluation Criteria
In this study, the performance of models applied in estimating streamflow are evaluated by using mean absolute error (MAE), RMSE, determination coefficient (R 2 ), NSE and percent bias (P Bias ). The equations of these performance indices are available in the literature [22, 23, 49] . The performance ratings of some statistical indices used are given in Table 5 
Results and Discussion
Results of SWAT
In this study, the study area was divided into 87 subbasins including 845 HRUs, and the SUFI-2 was used to calibrate 20 parameters. The results of analysis obtained using the SUFI-2 algorithm is given in Table 6 . The parameters in Table 6 greatly increased the accuracy of the model. In the calibration, the parameters that represent the evapotranspiration, precipitation, infiltration and underground flow events affecting the streamflow estimation were selected. The results of the calibration and validation carried out by the SUFI-2 algorithm of the SWAT model are given in Table 7 . According to Table 7 , the produced simulation interval covers actual data at a rate of 92% for calibration, and 63% for validation. SWAT seems to yield successful results in view of its performance criteria [49] . According to Table 7 , the results obtained for R 2 , NSE and P Bias in the calibration phase are very good. In the validation phase, NSE and R 2 results are satisfactory, while P Bias is very good. The precipitation data and 95PPU graphs pertaining to the calibration and validation stages of the SWAT are shown in Figures 3 and 4 . Although the success of the SWAT was low at peak flow rates, it proved to be successful in estimating lower flow. The climatic and geographic conditions of the watershed led to rapid increases in the flows at times of snow melting, and intense precipitation. However, when the 95 PPU graphs are analyzed, it is observed that the simulation data remain predominantly within the defined confidence interval. When the development process of the SWAT model was examined, the success achieved in the manual calibration significantly increased as a result of the calibration performed by the SUFI-2 algorithm. At the validation stage, on the other hand, it was observed that the SWAT model showed satisfactory reactions under changing conditions.
Comparison of SWAT and AI Methods
The parameters of the AI models were determined by trial and error and the most successful network structure was decided according to the highest NSE value in the test period. The most successful network structures for RBNN and SVR models were obtained as RBNN (10, 2, 1, 1) and SVR (10, 10, 0.01, 0.9, 1) . The values in the RBNN (10, 2, 1, 1 ) model represent the number of inputs, When the development process of the SWAT model was examined, the success achieved in the manual calibration significantly increased as a result of the calibration performed by the SUFI-2 algorithm. At the validation stage, on the other hand, it was observed that the SWAT model showed satisfactory reactions under changing conditions.
The parameters of the AI models were determined by trial and error and the most successful network structure was decided according to the highest NSE value in the test period. The most successful network structures for RBNN and SVR models were obtained as RBNN (10, 2, 1, 1) and SVR (10, 10, 0.01, 0.9, 1) . The values in the RBNN (10, 2, 1, 1 ) model represent the number of inputs, the number of neurons in the hidden layer, the value of spread parameter and the output number, respectively. In the SVR (10, 10, 0.01, 0.9, 1 ) model refer the number of inputs, C, ε, γ and the number of output, respectively.
The performance values of the SWAT, SVR and RBNN models are shown in Table 8 . According to Table 8 , R 2 , NSE and P Bias values for all models are generally "very good". However, R 2 and NSE values have "satisfactory" performance success in the SWAT validation phase. Although the SVR and RBNN models perform very close to each other, the SVR model has achieved a slightly higher success rate than the RBNN model in both the training and testing stages. The meteorological parameters and lags of streamflow (Q t−1 , Q t−2 and Q t−3 ) were used as input variables in the process of creating two non-process based models. The AI models have not included any physical parameters such as DEM, LULC, soil characteristics, and land slope. In AI models, the data were normalized between 0 and 1 to eliminate the unit difference in parameters. Moreover, there is no meteorology station with an adequate observation period within the boundaries of the study area. Therefore, the meteorological data representing the study area were determined by the Thiessen method using the data of these two stations and used as input in the AI models. It is considered that the conditions are effective on the success of the models by reducing the complexity of AI models. The use of streamflow lags in AI models has increased the correlation between input and output. This situation is the most effective factor in the high success of the models. When the SWAT model and AI methods are compared, it is seen that the SWAT model has a lower success than the RBNN and SVR models. The hydrological model formed using the SWAT model makes possible to comment on numerous hydrologic parameters pertaining to the watershed. In addition, based on the results obtained with the SWAT model, it is possible to undertake analyses that may be useful for different disciplines. The SWAT model can spatially represent a watershed system and hence are capable of predicting flows at various points along a stream network. Although incorporating physical data into SWAT increases the complexity of the model, it creates a model that represents the basin physically well. The SWAT model can also allow a successful simulation of various watershed management strategies for the basin.
AI models must be trained again if streamflow network and meteorological data are revised. Furthermore, AI models cannot be used to predict future conditions if the land use in the watershed changes. Changes of land use cause some changes in water supply and water quality. These changes are a critical issue affecting the hydraulic functions of surface and ground water resources.
In particular, urbanization causes pollution of underground and surface water resources, increase of impermeable surfaces, decrease of groundwater and more flood risk. The change of LULC will have an impact on surface water resources with possible climate change. Therefore, river flows obtained by using existing AI model structures will not fully reflect the effect of the change of land use on the flow. However, these disadvantages of AI models are not available in SWAT models.
Scatter diagrams pertaining to the results attained are shown in Figures 5-7 . According to Figures 5-7 , it is seen that the RBNN and SVR models have less scattered estimates compared to the SWAT model. Also, the slope and bias coefficients of the fit line equation for RBNN and SVR models are respectively closer to the 1 and 0 (an exact line is y = x) and have a higher R 2 value than those of the SWAT model.
In order to make a comparison between the SWAT model and the AI methods within the time series, SWAT (validation), RBNN (test) and SVR (test) graphs are compared in Figure 8 . According to Figure 8 , RBNN and SVR models are more successful than the SWAT model for streamflow estimation. According to the time series of the SWAT model in Figure 8 , the SWAT model was successful in estimating low streamflow but was relatively unsuccessful in estimating high streamflow.
According to Figures 5-7 , it is seen that the RBNN and SVR models have less scattered estimates compared to the SWAT model. Also, the slope and bias coefficients of the fit line equation for RBNN and SVR models are respectively closer to the 1 and 0 (an exact line is y = x) and have a higher R 2 value than those of the SWAT model.
In order to make a comparison between the SWAT model and the AI methods within the time series, SWAT (validation), RBNN (test) and SVR (test) graphs are compared in Figure 8 . According to Figure 8 , RBNN and SVR models are more successful than the SWAT model for streamflow estimation. According to the time series of the SWAT model in Figure 8 , the SWAT model was successful in estimating low streamflow but was relatively unsuccessful in estimating high streamflow. When similar studies in the literature are examined, it is seen that the results supporting this study are obtained. Demirel et al. [28] reported that ANN was statistically more successful than the SWAT model in predicting daily flow. Jajarmizadeh et al. [29] reported similar results in two models in his monthly flow estimation study with SVM and SWAT. Jimeno-Sáez et al. [52] found that ANN models were successful in predicting higher flows in each case, whereas SWAT was relatively better in simulating lower flows for daily flow modeling in different climate region. Kim et al. [53] used SWAT and two machine learning techniques, ANN and self-organizing map (SOM), for streamflow estimation of the Samho gauging station at Taehwa River, Korea. They found that the machine learning models were generally better at estimating high flows, while the SWAT model was better at simulating low flows.
As can be seen in the process of applying AI methods to the basin, their inability to deliver any physical interpretation regarding the model except for the inputs and outputs, may be considered as the disadvantage of the AI methods. However, AI methods are preferred by different disciplines because of the rapid and accurate results.
Failure to obtain high-resolution data is one of the factors affecting negatively the success of the SWAT model. In addition, the fact that the field observation conducted for the purpose of obtaining information about the watershed was reflected in the model and provided a model closer to reality. Moreover, the fact that the SWAT model was not able to produce successful results in peak flow rates was associated with that the snowmelts could not provide sufficient physical simulation in the modeling for a mountainous region. Due to the lack of a meteorological station in the basin and harsh geographical conditions, some trouble of flow measurements, the hydrological model for the study area made it difficult to establish.
Conclusions
In this study, we tested the performance of SWAT, i.e., a physically-based model, for a datalimited and semi-arid headwater of the Çarşamba River. This is part of a mountainous region in Konya Closed Basin. We analyzed the factors that have an impact on the success of the SWAT model. When similar studies in the literature are examined, it is seen that the results supporting this study are obtained. Demirel et al. [28] reported that ANN was statistically more successful than the SWAT model in predicting daily flow. Jajarmizadeh et al. [29] reported similar results in two models in his monthly flow estimation study with SVM and SWAT. Jimeno-Sáez et al. [52] found that ANN models were successful in predicting higher flows in each case, whereas SWAT was relatively better in simulating lower flows for daily flow modeling in different climate region. Kim et al. [53] used SWAT and two machine learning techniques, ANN and self-organizing map (SOM), for streamflow estimation of the Samho gauging station at Taehwa River, Korea. They found that the machine learning models were generally better at estimating high flows, while the SWAT model was better at simulating low flows.
In this study, we tested the performance of SWAT, i.e., a physically-based model, for a data-limited and semi-arid headwater of the Çarşamba River. This is part of a mountainous region in Konya Closed Basin. We analyzed the factors that have an impact on the success of the SWAT model. Also, the results of SWAT were compared with the results of ANN and SVM models. While data-driven models give a higher performance on streamflow simulations, they do not provide spatially distributed information over the HRUs which can be required for assessments in agriculture and drought assessments.
• In the SWAT model, the use of the SUFI-2 algorithm for calibration further increased the success of the model compared to manual calibration. According to the results obtained in the validation stage, it is observed that the model produces satisfactory results for changing conditions.
•
The SWAT simulations revealed that fast runoff occurs in this mountainous region which can cause a flood risk. The SWAT model performs better during the low flow period as compared to capturing peak flows.
The comparison of all three models showed that two data-driven models performed better than SWAT. Moreover, the results of SVR model were slightly more successful than those from RBNN.
The scatter plots show that there was no overfitting problem in the two AI models.
• Although high-accuracy results are obtained with AI models, they only provide discharge outputs. However, the SWAT model is appropriate for solving physical problems related to hydrological processes including snow melt, soil moisture and groundwater. The effect of land cover and land use change on hydrologic fluxes can be assessed by this model too.
• Obviously the quality of the data directly affects the success of the model. The results could improve if there were at least one meteorological station within the catchment.
Future studies on the region should investigate how land uses and vegetation patterns affect water resources using remote-sensing data. Since modeling efforts in ungauged basins is very important for water resources management, satellite products such as the gravity recovery and climate experiment (GRACE), soil moisture ocean salinity (SMOS), moderate resolution imaging spectroradiometer (MODIS) and soil moisture active passive SMAP can offer different hydrologic variables to analyze the catchment fluxes. Global methods such as SCE-UA [54] and CMAES [55] can be incorporated to the SWAT modeling scheme as model calibration can significantly improve the SWAT results.
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