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There is a need to create new retrieval engines to assist the discuss our simulation results, draw conclusions and focus on user in searching and finding video scenes he/she would like our future work. [13] is used for indexing and retrieving based on texrefined manually without any automatic reference to former tual components. The BM25 retrieval model was used. retrieved results.
To support visual queries, we extracted several visual feaHeesch et al. (2004) [11] experimented in video retrieval tures from the provided keyframes of the data set [14] : using searching and browsing with an emphasis on user interaction and user navigation. They developed two systems: layouts one including both searching and browsing, the other includ-* content shapes ing searching only. They conclude that adding the browsing functionality increases retrieval performance. The interface * dominant colours of their interactive video library retrieval system unites both * edge histograms visual and textual search queries and the ability of giving relevance feedback. Even though users can give explicit rele-* homogeneous textures vance feedback using their system, the knowledge which can be~~~~gane fro imlctfebc .sinrd [1 ] Our retrieval model is based on [15] , but adapted according bealthdfroug inerrabhplicit anddback. . Imlc rel to [16] . We used the voting approach for the combination of Alhuh in tex rerea,bt.xlci n mlctrl evidence from visual and textual features [15] . evance feedback techniques are seen as appropriate approach to enhance retrieval results [2, 3] .
As far as we know, no group has studied the use of implicit 3.1. Graphical User Interface feedback in digital video library retrieval systems. However, As explained before, our objective is to understand the role traditional issues of implicit feedback can be addressed in of implicit and explicit features in video retrieval. Figure 1 video retrieval since digital video libraries facilitate more in-shows a screenshot of our interface developed for this purteraction and are hence amenable to implicit feedback. Previ-pose.
ous studies [12] have shown that controlled feedback is more
The interface provides a field for entering a textual query.
reliable, suggesting that a combination of implicit and explicit The query syntax allows use of boolean operators. In refeedback might be useful to retrieve effectively. Visual re-sponse of triggering a query, a list of retrieved shots is pretrieval techniques alone are inadequate and hence, it might be sented in the results panel, where a shot is represented by useful to include implicit relevance feedback. into this category will not appear again in a further retrieval Three different rating categories are supported: relevant, step. This is useful for filtering unwanted results.
maybe relevant and not relevant. They are positioned in the Keyframes which have been rated relevant can be used as result panel as tabs. As a result, retrieval results are grouped a visual query in the next retrieval cycle. They can be selected into these categories. This grouping has different functions:
by clicking on the Query Expansion button. The relevant rated results are used for query expansion. When
In addition to this, we incorporated implicit feedback into a user clicks on the Query Expansion button, the system sugthe system. This is explained in the next section. gests query terms that can be added to the initial query. The
When the user decides to play a video shot, the video and terms are taken from the video surrogate of the relevant rated its surrogates will be displayed in the playback panel, which is keyframes or -if no keyframes have been rated before -from placed on the right-hand side of the user interface. On the top, the top 100 results of the initial query (pseudo relevance feeda user sees the selected keyframe in context, with its neighback). The user can provide explicit relevance feedback in boured keyframes to the left-hand and the right-hand side. Order to improve retrieval results. The maybe relevant group
He can obtain additional information about the video (broadcan be seen as a buffer. The user can rate results into this catcaster, programme, country, date and language) by moving egory, if he/she is not sure yet whether this is a relevant result the mouse over the keyframe. When clicking on the neighor not. Or he/she can just store results for a later use. The not boured keyframe, the playback panel will be updated, display-ing the video shot and the additional information. Underneath with a video would mean five times one interaction with it, these keyframes, the interface displays the automatic speech which is the definition of C3. So, the weighting can increase, recognition text of the selected video shot. Here, the user can e.g. depending on the time a video is played. mark text and add it to the original search query.
Basic feedback information, such as "click on a keyframe" In the middle of the panel, the video shot is played. When or "looking at the metadata", cover a low weighting span. the shot reaches its ending time point, the video pauses. The
Giving explicit feedback, a user directly indicates whether user can start and pause the video at any time by clicking on a shot is relevant or not. Hence, explicit feedback is more the play icon under the video. The current playing position is reliable than implicit feedback and therefore should have a presented by a slider bar. The user can use this bar to navihigher weighting in our model. As the user might give the gate in the video file. Furthermore, the user can change the implicit relevant feedback unconsciously, it has to be carevolume and read the Media Properties on clicking on the corfully processed to make the correct inferences. Accordingly, responding icons. Then, a new window pops up which shows implicitly detected results may not receive a higher weighting additional information like the name of the video file, the duthan explicitly selected. Hence in our model, the contriburation and the current position.
tion of implicit feedback can be combined to a value of 1.0. On the bottom, the user can either mark a shot as a result We define 1.0 as a maximum weighting for explicit relevance or rate the relevance of the shot via buttons.
feedback. The implicit feedback is aggregated in a strictly monotonic increasing function with values between 0.0 and 3.2. Mining Interaction Data 1.0. The function we used to achieve this is As mentioned before, one objective of our work was to de-
velop a system which can make use of implicit feedback. The x system monitors user interactions and recommends terms by and x is the combined implicit relevance feedback weighting mining the interaction data. We grouped the interface actions a user gave. So, x is a weight resulting from a chain of feedrelated to the implicit relevance feedback into three categories back a user gave implicitly. It can be a possible combination The following will explain the model using another example: A searcher uses the interface for retrieval in a digital * C3: Interaction with the video (e.g. using the slider bar) video library. For several results, he/she gives an explicit relevance feedback. These results receive an explicit weighting
We based these assumptions one [ five relevant results were taken for automatic query expanincludes the output of an automatic speech recognition syssion. (Relevant shots were detected by comparing the retem, the output of a machine translation system (Chinese and trieval results with ground truth data.) The idea behind this Arabic to English) and the master shot reference. A common is that a user would click only on those results which appear set of keyframes is also included.
to be relevant. The retrieval is then started again with an upEach shot is considered as a separate document and is repdated query (with a maximum of six terms -the top six terms resented by text from the speech transcript. Some statistics:
that were detected so far) and again, the top five new results which have not been considered before are used as source for * 79484 number of shots a query expansion. These steps were repeated up to 10 times. * 
terms on average per shot
In the systems S2-S4, we simulated different user behaviour on the top five new results. A user behaviour is di-* 31583 empty shots (without annotation) vided into different actions, each action is associated with a
The collection also contains search topics and relevance weight (see table 2 ), which are used to determine the overall term weights of the shots' index terms. So the top five results judgements, designed to represent different types of queries receive tg ' real users pose: request for video with specific types of peoa different weighting. In the system S., no weightple, specific instances of objects, specific activities or loca-ing was given for the results. Our experimental approach is tions [17] . The queries are always in imperative form, examoriented on [2] .
ples are presented in Interaction (C3) 10 1 1 Find shots of multiple people in uniform and in formation. Find shots of US President George W. Bush, Jr. walking Find shots of one or more people reading a newspaper.
We defined ] as the minimal single feedback weight and Find shots of something burning with flames visible.
10 as the highest single feedback that can be given with one Find shots of a greeting by at least one kiss on the cheek.
interaction. In using these weights for the different categories, Find shots of Condoleeza Rice.
we receive a broad quantity of normalised weighting factors. User behaviour was modelled by combining actions from categories C1, C2 and C3. In each system, the categories had different weighting in relation to the other categories: S2 us-4. SIMULATED EXPERIMENTS ing Ci < C2 < C3, S3 using C1 = C2 = C3 and S4 using Ci > C2 > C3. We supported three different user behaviour 4.1. Experimental Approach cases:
The aim of our work is to provide retrieval results handling * C1 and C2 (likelihood: 50 %) implicit features for relevance feedback. In addition, we want to define a model that represents the weighting factors for the different implicit feature categories we introduced in section 3.2. In order to develop a retrieval method, we employed a * Cl C2, C3 and C3 (likelihood: 10%) simulated evaluation methodology which simulated users giving implicit relevance feedback. Therefore, we implemented Possible simulated behaviours are e.g. "Click on keyframe" four different systems S1-54 -one providing explicit rele-and "Playing a video" (which adds the weighting of 6 (=1+5) vance feedback (S1), the other three (S2-54) providing im-to the retrieved terms using S2) or "Click on keyframe", "Playplicit relevance feedback which we classified as introduced ing a video" and "Interaction with video" (which adds the in section 3.2. All implemented systems had the same interweighting of 16 Figure 2 illustrates the results of our simulated tests for the The model introduced in section 3.2 was based on research 2006 data set. It displays the total number of retrieved relresults from textual retrieval. In our model, we classified evant shots over all queries over the relevance feedback itimplicit user interactions into three different categories Ci erations for the systems S1-S4. As illustrated, the systems (click on a keyframe), C2 (playing duration) and C3 (inter-S2-54 tend to -apart from few deviations -return higher action with a video). These categories can be weighted and numbers of retrieved relevant shots over all queries than Sl.
cumulated, as a user may perform several of these interactions. Their cumulated weighting can express the expanding Fig. 2 . Total number of retrieved relevant shots over all relevance of a result. The more implicit feedback a user gives queries on a result, the more relevant it is.
Our second objective was to perform a study using our model. Our idea was to test whether a system using our im-500 plicit features returns better retrieval results than a system°.
400
providing explicit relevance feedback only. An interesting question also was, which weighting should be better for the E3 300 different categories. Therefore, we ran a simulated user study which was based on our weighting model. In our simulation, a video retrieval system providing both explicit and implicit z 100 relevance feedback returned better retrieval results than a system using explicit feedback only. These results support our 3 4 1 assumption that implicit relevance feedback may enhance reIterations trieval results. --+-sSI --*S3 --)~-S4
We emphasised different implicit relevance feedback types in our model. Focusing on these feedback types we conclude that a model giving the initial click on a keyframe Ci with a higher weighting factor than the view of a keyframe C2 and Fig. 3 In addition, further work into the differences in utilising giving explicit feedback only) has the lowest mean average implicit information in a video retrieval interface is required, precision (see figure 3) . The 2005 data set confirms these regiven the differences between the results found here and those sults and hence is not shown here. As these figures illustrate, in other domains, such as text retrieval (e.g. [2] ). A possible S4 retrieves a higher number of results than S1-S3. So, a solution we are going to investigate is to exploit ways of inmodel for weighting implicit feedback using our categories teracting with the video more directly (e.g. by tools suggested should weight Ci > C2 > C3.
by [18] and then to use these interactions as implicit feedback
