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Let F be a family of subsets of an n-element set. F is said to be of type (n, r, s) if 
A~F,B~FimpliesthatIAuBi~n-v,and:AnB~~~.Letf(n,r,s)= 
max{iF!:Fisoftype(n,~,s):.Weprovethatf(n,r,s)gf(n-l,r-l,s)+ 
f(n-l,r+ 1,s) if r>- 0, n ; s. And this result is used to give simple and 
unified proofs of Katona’s and Frankl’s results on f(n, Y, s) when s = 0 and 
s= 1. 
In this paper, we use the methods of canonical forms for systems of finite 
sets to obtain a result which can be used to give a very simple proof of 
Katona’s result [3] and a recent result of Frank1 [2]. The same method has 
been used by Kleitman [4, 51 in solving Milner’s conjecture about intersecting 
families and in obtaining a theorem on latent sets. 
Let S be a finite set of cardinality n. Let F be a family of subsets of S. We 
say F is of type (n, r, s) if A, BE F implies / A u B j < n - r and 
; A n B / >, s. Let f(n, Y, s) be the maximum of the sizes of families of type 
(6 r, s>. 
THEOREM. Sz4ppose r > 0, n > s, then .f(n, r, s) < f(n - 1, r - 1, s) $- 
f(n - 1,r + 1,s). 
We prove this theorem by the following method of canonical forms of 
systems of sets. 
Let us order the n elements of S as e, ,..., e, and let us write each subset A 
of S as an ordered sequence of zeros and ones; thus we write A as {I&) with 
Aj = 1 when ej EA. 
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We define the following set of mappings mi , for 1 < i < n - 1, which 
take a set of size k into a set of size k for each k < n: 
mi(Ai) = Ai + Al+1 - AiAi+, = max(Ai , Ai+&; 
m,(Ai+J -= AiAi+, = min(A, , A,+l); 
mi(Aj) = Aj for i.~+j+i+ 1. 
Notice that the mapping mi acting on a subset A which contains one of ci 
and eitl yields the subset, otherwise identical to A, which contains et and not 
ei+l . All other subsets are unchanged by the action of ?ni . 
Further, for any collection F of subsets of S we define m,(A; F) according to 
mJA; F) = mi(A) if 772,(A) 6 F, and m,(A; F) = A if m&A) E F. 
Suppose F is of type (n, r, s). We examine the collection mi(F; F). This 
family has the same number of members as F, and by the same argument 
as in [4], we see that it is still of type (n, r, s); and by repeated application of 
the mi transformations, we will eventually end up in a stable family F which -- 
is invariant under the transformations F + mJF; F) for all i. 
LetF, = {A n {e, ,..., ene1]: A EF, e7‘ 4 A], andletF, = (A n {e, ,..., en-,:: 
AEF,~,EA}. 
We are now in a position to prove our theorem. We claim that F, is of type 
(n-l,r-l,s)and~,isoftype(n-l,r+l,s).SinceA,B~~:,implies 
A, B E F which implies 1 A U B I < n - r = II - 1 - (r - 1) and 
[AnBi >s.ThusF,isoftype(n- l,r- 1,s). 
Let A,BcF1, then Au(e,}, Bu{e,}EF and hence lAuBu(e,)l < 
II - r. So we always have 1 A u B 1 < n - r - 1. We claim that we actually 
have/AuBj <?z-r-2.SupposeIAuBI =n--r-l.Sincer>O, 
there exists a ei , i < II, such that e, $ A and ei q! B. Let A’ = A u (eJ. Then 
A’ EF since F is stable and A u (en) EF. Now / A’ u B u {en}1 = j A u B u 
{ei} u {e,>i = n - r + 1, a contradiction since A’ EF and B u {en> E F and 
F is of type (n, r, s). So F, is of type (n - 1, r + 1, s) if we can show that 
1 A n B / 3 s if A, B E F. Now I(A U {e,}) n (B u {en))] > s because F is of 
type(n,r,s),andwehavealwaysIAnBI>s-l.If/AnB/=s-1 
for some A, B EF~ then we can find an ei , i < II, such that e, $ A n B since 
n-1-(s-l)=n-s>O.NowAu{e,),Bu(e,}~~,and~isstable, 
so we also have A u {et> EF. But then /(A u {e,}) n (B u (e,>)l = j A n B I = 
s - 1, contradicting the fact that F is of type (n, Y, s). Thus 1 F / = ; F,, I + 
IF,] ~f(n-l,r-l1,s)+f(n--I,r+1,s)andthiscompletestheproof 
of the theorem. 
If F is a family of sets of type (12, r, s) then {S - A: A E F) is a family of 
type (n, s, r). So we have f(n, r, s) = f(n, s, r) and hence we need only 
considerf(n, r, s) for the case r > s. It is also easy to see that if n - s - r < 0, 
then f(n, r, s) = 0 and if n - r - s = 0, then f(n, r, s) = 1. 
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Define, for r 3 s, n - r > s, 
ifw-r-.siiseven 
if II - r - s is odd, 
and g(n, r, s) = g(n, s, r) ifs > r. Also define g(n, r, s) = 0 if n - r - s < 0, 
and g(n, r, s) = 1 if n - r - s = 0. 
Note that g(n, r, s) can be realized as the size of a family of sets of type 
(n, r, s) as follows: 
(*) Let r 3 s, n - r 3 s. If n - r - s is even, let F be the family 
of subsets of S = (e, ,..., e,} of the form (e, ,..., e,> u any set of size less than 
or equal to (n - r - s)/2 in 5’; and if n - r - s is odd, let F be the family of 
sets of the form (e, ,..., e,} u any subset of S of size :< (n - r - s -- 1)/2 or 
of the form {e, ,..., e, , e,,,} u any subset of S of size (n -- r - s - 1)/2. Then 
F is of type (n, r, s) and of size g(n, r, s). Thus we have f(n, r, s) 3 g(n, r, s). 
It can also be checked easily that g(n, r, s) satisfies the recursion g(n, r, s) = 
g(n- l,r- l,s)+g(n- 1,~F 1,s)whenn >sandr >O.Thisrecursion 
is the key inductive step in the proof of the following corollaries. 
COROLLARY 1 [3]. f(n, r, 0) = g(n, r, 0) ifr > I. 
Proof. If F is of type (n, 1, 0), then A E F implies AC IF (otherwise 
/ A u AC 1 = n 4: n - 1). Thus 1 F / < 4 * 2” = 2+l. On the other hand, 
it is easy to check that g(n, 1, 0) = 2”-l. So we havef(n, 1,0) = g(n, 1,O) = 
2+l for all n. 
Supposethatf(n-l,r,O)=g(n-l,r,O)foralll ,<r<n-1,and 
supposethatr~2.Thenf(n,r,O)~f(n-l,r-l,0)+f(n-l,r+1,0)= 
g(n-l,r-l,0)+g(n-l,r+1,0)=g(n,r,O).Thusf(n,r,O)=g(n,r,O). 
Remark. We can also show that the maximum size family of type (n, r, 0), 
r > 2 is essentially unique (up to a permutation). It is easy to show this by 
induction. When n = 2, this is trivial. Let F be a family of sets of type 
(n, r, 0), r 3 2, and of size f(n, r, 0). Then the identity f(n, r, 0) = f(n - 1, 
r -- 1, 0) + f(n - 1, r + 1, 0) means that if F is normalized then those sets 
which does not contain n form a family F, of type (n ~ 1, r - I, 0) and of 
size f(n ~ 1, r --- 1, 0), and those sets which contain n form a family Fl of 
size f(n - 1, r + 1,O) and of type (n - 1, r + 1,O) if n is deleted from every 
set in Fl . By induction, FL contains at least all sets of size less than or equal 
to (n - r)/2 which contain n. This forces F, to be the unique family of type 
(n - 1, r - 1, 0) (even if r - 1 = 1) which contains at least all sets not 
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containing n of size less than or equal to (n - r)/2 because F,, u FI is of 
type (n, Y, 0). Thus the normalized family of F contains at least all sets of size 
less than or equal to (n - r)/2. This implies that F must consist of all sets 
of size less than or equal to (n - r)/2 plus a maximal intersecting family 
consisting of sets of size (n - Y + 1)/2 if n - r is odd. By the Erdiis-Ko-Rado 
theorem [ 11, such an intersecting family can only be realized by sets which all 
contain the same element unless (n - r - 1)/2 = n/2. Thus except for the 
case r = I, F is isomorphic to the family described in (*). 
COROLLARY 2 [2]. f(n, r, 1) = g(n, r, 1). 
Proof. It is easy to see that g(n, 1, 1) = 2n-2. 
Let F be a family of type (n, 1, 1). Let G = (A: A Z? B for some B E Fj and 
let H={A:ACB forsome BEF]. Then F-GnH, andGisoftype 
(n, 0, l), H is of type (n, 1,O). By Kleitman’s theorem [5], we have 1 F / = 
I G n H j c / G 1 . 1 H l/2". Thus f(n, 1, 1) < f(n, 0, 1) . j‘(n, 1, O)/Za = 
2TrpL . 2”-1/2Jt = 212--2 = g(n, I, 1). Sof(n, I, I) = g(n, 1, I) for all n. 
Suppose now that f(n - I, r, I) = g(n - 1, r, 1) for all r :> I, then 
fh r, 1) <f(n - 1, r - 1, 1) +f(n - 1, r + 1, 1) 
= g(n - 1, r - 1, 1) + g(n - 1, r + I, 1) = g(n, r, 1). 
Thus f(n, P, 1) = g(n, I’, 1) and this completes the proof. 
We can also conclude, by similar arguments as in the remark follwoing 
the previous corollary, that a maximum size family of type (n, r, 1) must be 
isomorphic to the family described in ( *) unless r = 1. 
Finally, we mention that f(n, r, s) is generally strictly greater than g(n, r, s) 
if r 3 s > 2, and the problem of determiningftn, r, s) in these cases is still 
open. 
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