Abstract. Knowledge has become the most strategic resource in the new business environment. A case-based reasoning system has been developed for identifying critical situations in business processes. The CBR system can be used to categorize the necessities for the Acquisition, Transfer and Updating of Knowledge of the different departments of a firm. This technique is used as a tool to develop a part of a Global and Integral Model of Business Management, which brings about a global improvement in the firm, adding value, flexibility and competitiveness. From this perspective, the data mining model tries to generalize the hypothesis of organizational survival and competitiveness, so that the organization that is able to identify, strengthen, and use key knowledge will reach a pole position. This case-based reasoning system incorporates a novel artificial neural architecture called Beta-Cooperative Learning in order to categorize the necessities for the Acquisition, Transfer and Updating of Knowledge of the different departments of a firm. This architecture is used to retrieve the most similar cases to a given subject.
Introduction
In this paper, we have centre our attention specifically on the problem of knowledge management from a pragmatic and managerial point of view that contemplates, first and foremost, the possibility that knowledge can be classified and organised in order to achieve a better understanding. This issue is based, above all, on understanding the distinctions between transformations in forms of knowledge, starting from an inferior level -data and information -and advancing towards higher levels, such as knowledge itself and its management, individual, and even organizational responsibilities. This paper outlines the results obtained with a case-based reasoning system (CBR) developed to identify critical situations that allow firms to take decisions about acquisition, transfer and updating processes in knowledge management. Case-based reasoning (CBR) systems have been successfully used in several domains such as diagnosis, monitoring, prediction, control and planning [1] [2] . CBR systems require adequate retrieval and reuse mechanisms to provide successful results. Such mechanisms need to be consistent with the problem that has to be solved and with the data used to represent the problem domain. A CBR system is a methodology used to construct software tools to assist experts in the resolution of problems. The CBR system presented in this paper incorporates mechanisms that facilitate the data clustering and indexation and automates the retrieval and adaptation stages of the CBR system.
A novel method which is closely related to exploratory projection pursuit has been used for the clustering and retrieval stages of the developed CBR system. It is a neural model based on the Negative Feedback artificial neural network, which has been extended by the combination of two different techniques. Initially by the selection of a proper cost function from a family of data, to identify the right distribution related to the data problem. This method is called Beta learning (BL). Then, lateral connections derived from the Rectified Gaussian Distribution are added to the Beta architecture [3] . These enforce a greater sparcity in the weight vectors. After presenting the Beta-cooperative network, the case-based reasoning system is employed and finally the results obtained with it are outlined.
Beta-Cooperative Learning
The model used in this study is based, as mentioned above, on the Negative Feedback Network [4] . Consider an N-dimensional input vector, x , and a M-dimensional output vector, , y with , ij W being the weight linking input j to output i and let η be the learning rate. The initial situation is that there is no activation at all in the network. The input data is fed forward via weights from the input neurons (the x -values) to the output neurons (the y -values) where a linear summation is performed to give the activation of the output neuron. We can express this as:
The activation is fed back through the same weights and subtracted from the inputs (where the inhibition takes place):
After that, simple Hebbian learning is performed between input and outputs: This network is capable of finding the principal components of the input data in a manner that is equivalent to Oja's Subspace algorithm [5] , and so the weights will not find the actual Principal Components but a basis of the Subspace spanned by these components.
