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6 Infinity Laplacian equation with strong absorptions
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Abstract
We study regularity properties of solutions to reaction-diffusion equa-
tions ruled by the infinity laplacian operator. We focus our analysis in models
presenting plateaus, i.e. regions where a non-negative solution vanishes iden-
tically. We obtain sharp geometric regularity estimates for solutions along the
boundary of plateaus sets. In particular we show that the (n− ε)-Hausdorff
measure of the plateaus boundary is finite, for a universal number ε > 0.
Keywords: Reaction-diffusion equations, infinity laplacian, regularity
AMS Subject Classifications: 35J60, 35B65
1 Introduction
The mathematical analysis of problems involving the infinity Laplacian operator,
(1.1) ∆∞u := ∑
i, j
∂iu∂i ju∂ ju = (Du)T D2u Du,
constitutes a beautiful chapter of the modern theory of partial differential equa-
tions, yet far from its denouement. The systematic study of problems involving
the infinity laplacian operator has been originated by the pioneering works of G.
Aronsson [1, 2]. The initial purpose of this line of research is to answer the fol-
lowing natural question: given a bounded domain O⊂Rn and a Lipschitz function
g : ∂O → R, find its best Lipschitz extension, f , in the sense that it agrees with g
on the boundary and for any O′ ⋐ O, if f = h on ∂O′, then ‖ f‖Lip(O′) ≤ ‖h‖Lip(O′).
Such a function f is said to be an absolutely minimizing Lipschitz extension of g in
O. Jensen in [13] has proven that a function in an absolutely minimizing Lipschitz
extension if, and only if, it is a viscosity solution to the homogeneous equation
∆∞u = 0. That is, the infinity Laplacian rules the Euler-Lagrange equation associ-
ated to this L∞ minimization problem.
Through the years, several different applications of the infinity Laplacian the-
ory emerged in the literature, [5, 15, 4], just to cite few. We refer to [3] for an
elegant discussion on the theory of absolutely minimizing Lipschitz extensions.
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While, existence and uniqueness of viscosity solution to the homogeneous
Dirichlet problem ∆∞h = 0, in O, u = g, on ∂O is nowadays fairly well established,
obtaining improved regularity estimates for infinity harmonic functions remains
a major open issue in the theory of nonlinear partial differential equations. The
example of Aronsson
h(x,y) = x4/3− y4/3
hints out to one of the most famous conjecture in this field: the first derivatives of
infinity harmonic functions should be Ho¨lder continuous with optimal exponent 13 .
The best results known up to date are due to Evans and Savin, [8], who proved that
infinity harmonic functions in the plane are of class C1,α , for some 0 < α ≪ 1, see
also [14], and to Evans and Smart, [9], who obtained everywhere differentiability
for infinity harmonic functions in any dimension.
The theory of inhomogeneous infinity laplacian equations ∆∞u = f (X) is more
recent and subtle. Lu and Wang in [12] has proven existence and uniqueness of
continuous viscosity solutions to the Dirichlet problem
(1.2)
{
∆∞u = f (X) in O
u = g on ∂O,
provided the source function f does not change sign, i.e. either inf f > 0 or else
sup f < 0. Uniqueness may fail if such a condition is violated, [12, Appendix A].
While Lipschitz estimates and everywhere differentiability also hold for a function
whose infinity laplacian is bounded in the viscosity sense, see [11], no further
regularity is so far known for inhomogeneous equations.
This current work is devoted to the study of reaction-diffusion models ruled by
the infinity Laplacian operator. Namely, for λ > 0 and 0≤ γ < 3, let
(1.3) L γ
∞
v := ∆∞v−λ (v+)γ
denote the ∞-diffusion operator with γ-strong absorption. The case γ = 0 is related
to the infinity-obstacle problem, [17]. The constant λ > 0 is called the Thiele mod-
ulus, which adjusts the ratio of reaction rate to diffusion–convection rate. Given a
bounded domain Ω⊂Rn, n≥ 2, and a continuous, nonnegative boundary value da-
tum g∈C(∂Ω), we study existence, uniqueness and regularity issues to the Dirich-
let problem
(1.4)
{
L
γ
∞ u = 0 in Ω
u = φ on ∂Ω.
An important feature in the mathematical formulation of equation (1.4) is the possi-
ble existence of plateaus, i.e., a priori unknown regions where the function vanishes
identically.
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Upon establishing existence of a viscosity solution, equation (1.4) can be re-
garded as a inhomogeneous infinity laplacian equation; however the corresponding
source function is not bounded away from zero. Notwithstanding, as a preliminar
result, we show uniqueness, up-to-the-boundary continuity, and non-negativeness
of viscosity solution to Equation (1.4), Theorem 3.1. The proof is based on com-
parison principle methods, proven to hold for the operator L γ∞.
The heart of the matter, though, lies on geometric regularity estimates for
the solution to Equation (1.4). While it follows by classical considerations that
bounded viscosity solutions are locally Lipschitz continuous, no further smooth-
ness property can be inferred by the existing theory. The main result we show in
this work assures that a viscosity solution to Equation (1.4) is pointwisely of class
C
4
3−γ along the boundary of the non-coincidence set, ∂{u > 0}, Theorem 4.2.
One should notice that for each 0 < γ < 3, the regularity estimate established
in Theorem 4.2 is superior than the optimal C1, 13 -estimate, yet to be confirmed
(or not), for infinity harmonic functions. Hence, it is clear that such a geometric,
improved estimate cannot be extended inwards the non-coincidence set {u > 0}.
Nonetheless, such an estimate does enforce rather specific geometric information
on the behavior of u near the boundary of the coincidence set. By means of barriers,
we show that such an estimate is optimal, Theorem 6.1, in the sense that u detaches
from its coincidence set precisely as dist
4
3−γ
. This fact allows us to derive Hausdorff
measure estimates for ∂{u > 0}, Corollary 6.2.
We conclude this introduction by pointing out that similar results can be derived
to problems with more general absorption terms: ∆∞u = f (u). We have chosen to
present this current article for f (u) = λ (u+)γ as to highlight the main novelties
introduced in our analysis.
2 Notations
In this article we shall use classical notations and terminologies, which, for the
sake of the readers, we list below.
The dimension of Euclidean space in which the equations and problems treated
in this article are modeled into will be denoted by n.
Given O a subset of the Rn, we denote by ∂O its boundary. For Br(X) ⊂ Rn
we denote the open ball of radius r > 0 centered at X ∈ Rn. For the vectors ~p =
(p1, · · · , pn) and~q = (q1, · · · ,qn), we consider 〈~p,~q〉 the standard scalar product in
R
n and |~p| :=
√
〈~p,~p〉 its Euclidean norm. The tensor product ~p⊗~q denotes the
matrix (pi ·q j)1≤i, j≤n.
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For a real function ω defined in a open subset of the Rn, we denote by
Dω(X) := (∂ jω(X))1≤ j≤n and D2ω(X) := (∂i jω(X))1≤i, j≤n
its gradient and its hessian at the point X ∈ Rn, where ∂iω is a i-th directional
derivative of ω and ∂i jω the j-th directional derivative of ∂iω .
Fixed a domain Ω ⊂ Rn, we will call universal any positive constant that de-
pends only on dimension, γ and Ω.
For an operator G : O×Rn×Sym(n)→R and a domain O⊂Rn, a continuous
function ω : O→ R is called a viscosity subsolution of the equation
(2.1) G(X ,ω ,Dω ,D2ω) = 0 in O,
if whenever ϕ ∈C2 is such that ω−ϕ has a local maximum at some point Y ∈ O,
then there holds
G(Y,ω(Y ),Dϕ(Y ),D2ϕ(Y ))≥ 0.
Similarly, a continuous function ω : O→ R is called a viscosity supersolution of
equation (2.1), if ϕ ∈ C2 is such that ϕ −ω has a local maximum at some point
Y ∈ O, then there holds
G(Y,ω(Y ),Dϕ(Y ),D2ϕ(Y ))≤ 0.
We say ω a viscosity solution of the G(X ,ω ,Dω ,D2ω) = 0 when ω is both a
subsolution and a supersolution.
3 Preliminaries
In this Section we make a preliminar analysis on equation (1.4). Initially, we point
that, for the purposes of this article, the Thiele modulus plays no important role,
and hence, hereafter, we shall take λ = 1.
We start off by verifying that any existing viscosity supersolution to (1.4),
L
γ
∞u ≤ 0, is nonnegative. Indeed suppose the open set O(u) := {u < 0} were
nonempty. Then u would satisfy in O(u){
∆∞u≤ 0, in O(u)
u = 0, on ∂O(u).(3.1)
By the classical comparison principle for infinity-harmonic functions, see for in-
stance [13], u≥ 0 in O(u), which drives us to a contradiction.
We now briefly comment on existence of a viscosity solution to the Dirichet
problem (1.4). As usual it follows by an application of Perron’s method once com-
parison principle is established.
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Indeed, let us consider the functions u and u, solutions to the following bound-
ary value problems:{
∆∞ u = 0 in Ω,
u = φ on ∂Ω. and
{
∆∞ u = ‖φ‖γL∞(∂Ω) in Ω,
u = φ on ∂Ω.
Existence of such solutions follows of standard arguments. We note that u and u
are respectively, supersolution and subsolution to (1.4). Therefore by Comparison
principle, Lemma 3.2 below, it is possible, under a direct application of Perron’s
method, to obtain the existence of a viscosity solution in C(Ω) of (1.4), given by
u(X) := inf{ω(X) | ω is a supersolution of (1.4) and u ≤ ω ≤ u in Ω}.
Uniqueness also follows readily from comparison principle. We state these obser-
vations as a Theorem for future references.
Theorem 3.1 (Existence and Uniquiness). Let Ω ⊂ Rn be a bounded domain and
ϕ ∈C (∂Ω) be a given nonnegative function. Then there exists a nonnegative func-
tion u ∈C
(
Ω
)
satisfying (1.4) in the viscosity sense. Moreover, such a solution is
unique.
We now deliver a proof for comparison principle for the operator L γ∞ . The
reasoning is somewhat standard in the theory of viscosity solutions; we carry out
the details for the reader’s convenience.
Lemma 3.2. Let u1 and u2 be continuous functions in Ω satisfying
L
γ
∞
u1 ≤ 0 and L γ∞ u2 ≥ 0 in Ω.
If u1 ≥ u2 on ∂Ω, then u1 ≥ u2 inside Ω.
Proof. Let us suppose, for the purpose of contradiction, that there exists M0 > 0
such that M0 = sup
Ω
(u2−u1). For each ε > 0 small, define
Mε := sup
Ω×Ω
(
u2(X)−u1(Y )−
1
2ε
|X −Y |2
)
< ∞.
Let (Xε ,Yε )∈Ω×Ω be a point where the maximum is attained. It follows as in [6,
lemma 3.1] that
(3.2) lim
ε→0
1
ε
|Xε −Yε |2 = 0, and lim
ε→0
Mε = M0.
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In particular we must have
(3.3) lim
ε→0
Xε = lim
ε→0
Yε =: Z0
where u2(Z0)−u1(Z0) = M0. Moreover, one observes that
M0 > 0≥ sup
∂Ω
(u2−u1),
hence Xε ∈Ω′ for some interior domain Ω′⋐Ω and ε > 0 sufficiently small. There-
fore, by [6, Theorem 3.2] there exist M,N ∈ Sn with
(3.4)
(
Xε −Yε
ε
,M
)
∈ J2,+Ω u2(Xε) and
(
Yε −Xε
ε
,N
)
∈ J2,−Ω u1(Yε)
such that,
(3.5) − 3
ε
(
I 0
0 I
)
≤
(
M 0
0 N
)
≤
3
ε
(
I −I
−I I
)
.
In particular, M≤N. By (3.4) and (3.5), we obtain
(u2(Xε)+)γ ≤ M
(
Xε −Yε
ε
)
·
(
Xε −Yε
ε
)
≤ N
(
Yε −Xε
ε
)
·
(
Yε −Xε
ε
)
≤ (u1(Yε)+)γ .
Therefore, (
Mε +u1(Yε )+ (2ε)−1|Xε −Yε |2
)+
≤ u1(Yε )+.
By (3.2) and (3.3) and letting ε → 0 in the estimate above gives
(M0 +u1(Z0))+ ≤ u1(Z0)+
which drives us to a contradiction since u1 ≥ 0 and M0 > 0, by assumption.
4 Geometric regularity estimates
As previously mentioned, viscosity solutions to
(4.1) L γ
∞
u = 0 in Ω,
for 0 ≤ γ < 3, are locally Lipschitz continuous. This is the optimal regularity
estimated available in the literature – there is hope to show C1,α estimates for some
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0 < α ≤ 1/3, but certainly not beyond that. Surprisingly, in this Section we show
a sharp, improved regularity estimate for u along its free plateaus boundary ∂{u >
0}∩Ω. The proof is based on a flatness improvement argument inspired by [20,
18]; see also [19] for improved estimates that hold solely along nonphysical free
interfaces.
Next Lemma provides a universal way to flatten a solution near a plateaus
boundary point. In the sequel we shall apply such a Lemma in dyadic balls as to
obtain the aimed regularity estimate at free plateaus boundary points.
Lemma 4.1 (Flattening solutions). Given µ > 0, there exists a number κµ > 0,
depending only on µ and dimension such that if v ∈C(B1) satisfies
v(0) = 0, 0≤ v≤ 1 in B1
and
∆∞v−κ4(v+)γ = 0 in B1,
for 0 < κ ≤ κµ , then
sup
B1/2
v≤ µ .
Proof. Let us suppose, for the sake of contradiction, that there exists µ0 > 0 and
sequences {vι}ι∈N, {κι}ι∈N satisfying
0≤ vι ≤ 1, vι(0) = 0
and
∆∞vι −κ4ι (v+ι )γ = 0 for κι = o(1),
such that,
(4.2) sup
B1/2
vι > µ0.
By Lipschitz estimates, the sequence {vι}ι∈N is pre-compact in the C0,1(B1/2)
topology. Up to a subsequence, vι → v∞ locally uniform in B2/3. Moreover, we
have v∞(0) = 0, 0≤ v∞ ≤ 1 and
(4.3) ∆∞v∞ = 0 in B1.
Therefore, by the maximum principle for infinity harmonic functions, we obtain
v∞ ≡ 0. This give us a contradiction to (4.2), if we choose ι ≫ 1.
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Theorem 4.2. Let u be a viscosity solution to equation (4.1) and X0 ∈ ∂{u >
0} ∩Ω. There exists a positive constant C > 0 depending on, ‖u‖L∞(Ω), (3− γ)
and dist(X0,∂Ω), such that
(4.4) u(X)≤C · |X −X0|
4
3−γ
for X ∈ {u > 0} near X0.
Proof. We assume, with no loss of generality, that X0 = 0 and B1 ⋐ Ω. Let us
define
ω1(X) := τ u(ρX) in B1,
for τ > 0 and ρ > 0, constants to be determined universally. From the equation
satisfied by u, we easily verify that ω1 satisfies
(4.5) ∆∞ ω1− τ3−γρ4(ω+1 )γ = 0,
in the viscosity sense. If κ⋆ > 0 is the universal constant granted by previous
Lemma 4.1 when one takes µ = 2−
4
3−γ , we make the following choices in the defi-
nition of ω1:
τ := ‖u‖−1L∞(Ω) and ρ := κµ · τ
− 3−γ4 .
With such a (lucky) selection, ω1 fits into the framework of Lemma 4.1, which
ensures that
sup
B1/2
ω1 ≤ 2−
4
3−γ .
In the sequel, we set
ω2(X) := 2
4
3−γ ω1
(
2−1X
)
in B1.
We note that ω2 satisfies ω2(0) = 0, 0≤ ω2 ≤ 1 and
∆∞ ω2−κ4⋆ (ω+2 )
γ = 0.
That is, we can apply Lemma 4.1 to ω2 as well, yielding, after rescaling,
sup
B1/4
ω1 ≤ 2−2·
4
3−γ .
Now, we argue by finite induction. For each k ∈N, we define
ωk(X) := 2
4
3−γ ωk−1
(
2−1X
)
.
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By the same reasoning employed above, we verify that ωk(X) fits into the hypothe-
ses of Lemma 4.1, which gives after rescaling
(4.6) sup
B2−k
ω1 ≤ 2−k
4
3−γ .
Finally, fixed a radius 0 < r ≤ ρ
2
, we choose k ∈N such that,
2−(k+1) < rρ ≤ 2
−k.
Therefore, we estimate
sup
Br
u≤ sup
Bρ 2−k
u = τ−1 sup
B2−k
ω1,
yielding, by (4.6),
(4.7)
sup
Br
u ≤ τ−1 ·2−k
4
3−γ
≤
(
2
4
3−γ τ−1
)
· 2−(k+1)
4
3−γ
≤
(
(ρτ)−12
4
3−γ
)
· r
4
3−γ .
This concludes the proof of Theorem 4.2.
.
.
{u > 0}
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{u = 0}
Zoom +
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Figure 1: This picture is a caricature of the improved regularity estimate: by
zooming-in around a free boundary point, one sees a C
4
3−γ surface leading u to-
wards a smooth landing on the plateaus.
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Remark 4.3. A careful scrutiny of the proof of Theorem ?? revels that the same
regularity estimate holds for equations with non constant, bounded Thiele modulus:
∆∞u = λ (X) ·uµ .
In this case, the constant C > 0 appearing in (4.4), which bounds the C 43−µ -growth
estimate of u away from the touching ground, depends only on ‖u‖L∞(Ω), (3− γ),
dist(X0,∂Ω) and ‖λ‖L∞(Ω). This remark will be used in the future.
We conclude this Section with an asymptotic Liouville type classification re-
sult. A stronger, quantitative version of this Theorem will be delivered later.
Theorem 4.4. Let u be a viscosity solution to
L
γ
∞
u = 0 in Rn
with u(0) = 0 . If u(X) = o(|X | 43−γ ) as |X | → ∞, then u≡ 0.
Proof. For each positive number κ ≫ 1, let us define
uκ(X) := u(κ X)κ−
4
3−γ .
It is easy to check that
L
γ
∞
uκ = 0 in B1,
and uκ(0) = 0. Moreover, we note that
‖uκ‖L∞(B1) = o(1).
In fact, for each κ ∈N, let Xκ ∈Rn be such that uκ(Xκ) = sup
B1
uκ . If lim
κ→∞
κXκ = ∞,
by the above assumption, we obtain
uκ(Xκ)≤ |κXκ |−
4
3−γ u(κXκ)→ 0, as κ → ∞.
If the sequence {κXκ} remains bounded, we easily obtain the limit above for
uκ(Xκ). Applying Theorem 4.2 we obtain
(4.8) uκ(X)≤ o(1) · |X |
4
3−γ in B1/2.
Now, if we assume that there is a Z0 ∈ Rn such that u(Z0) > 0, we obtain from
(4.8),
(4.9) sup
B1/2
uκ(X)
|X |
4
3−γ
≤
u(Z0)
100|Z0|
4
3−γ
,
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provided κ ≫ 1. We now estimate, for κ ≫ 2|Z0|,
(4.10) u(Z0)
|Z0|
4
3−γ
≤ sup
Bκ/2
u(X)
|X |
4
3−γ
≤ sup
B1/2
uκ(X)
|X |
4
3−γ
≤
u(Z0)
100|Z0|
4
3−γ
,
which finally drives us to a contradiction, completing the proof of Theorem 4.4.
5 Radial Analysis
In this intermediary section, we make a short pause as to analyze the radial bound-
ary value problem
(5.1)
{
∆∞u = λ (u+)γ in BR(X0)
u = c on ∂BR(X0),
where 0 < c,λ < ∞ are constants and X0 ∈ Rn. Herein we consider an arbitrary
Thiele modulus λ > 0, as to amplify the range of our analysis.
Initially we observe that, by uniqueness and O(n) invariance of the infinity
laplacian, it is plain that the solution of such a boundary value problem is radially
symmetric. Indeed, for any O ∈ O(n), the function v(X −X0) := u(O(X −X0))
solves the same boundary value problem, hence, by uniqueness, v(X) = u(X).
Since O ∈ O(n) was taken arbitrary, it does follow that u is radially symmetric.
We then consider the following ODE related to (5.1),
(5.2) h′′(h′)2 = λ (h+)γ in (0,T )
satisfying the initial conditions: h(0) = 0 and h(T ) = c. Solving (5.2) we obtain
the solution h(s) = τ(λ ,γ) · s
4
3−γ , where
(5.3) τ(λ ,γ) = 3−γ
√
λ · (3− γ)
4
64(1+ γ) and
(
c
τ(λ ,γ)
) 3−γ
4
=: T.
Fixed X0 ∈Rn and 0 < r < R, let us assume the dead-core compatibility condition
(5.4) R > T.
Define the following radially symmetric function u : BR(X0)\Br(X0)→R given by
u(X) := h(|X −X0|− r ) ,
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where r = R−T . One easily verifies that u solves pointwise the equation
∆∞u = λ (u+)γ in BR(X0)\Br(X0).
The boundary conditions: u≡ 0 on ∂Br and u≡ c on ∂BR are also satisfied. More-
over, by the construction, for each Z ∈ ∂Br(X0), we obtain
lim
X→Z
∇u(X) = h′(0+). Z
|Z|
= 0.
Thus, extending u≡ 0 in Br(X0), we obtain a function in BR(X0) satisfying
∆∞u = λ (u+)γ in BR(X0).
We concluded that the function
u(X) := τ(λ ,γ)
(
|X −X0|−R+
(
c
τ(λ ,γ)
) 3−γ
4
) 43−γ
+
is the solution to (5.1). Its plateaus is precisely Br(X0), where
(5.5) 0 < r := R−
(
c
τ(λ ,γ)
) 3−γ
4
.
Let us now deliver few elementary conclusions. Given a positive boundary data
c, a radius R > 0, a Thiele modulus λ , and an exponent 0≤ γ < 3, then
1. If the Thiele modulus λ is sufficiently large (with bounds easily computable),
then the radial boundary problem presents plateaus irrespective of 0≤ γ < 3.
2. As one should expect, solution converges locally uniform in to zero as λ
goes to infinity.
3. On the other hand, fixed any small Thiele modulus λ0 > 0, the boundary
value problem has plateaus provided γ is sufficiently close to 3; and indeed,
solutions to (5.1) go to zero as γ ր 3.
Now, if v is an arbitrary solution to
∆∞v = λvγ+, in Ω⊂ Rn,
and X0 ∈Ω is an interior point, define s : (0,dist(X0,∂Ω))→ R+ by
s(R) := sup
BR(X0)
v.
12
..
b
R
∼ (|X |− r)
4
3−γ
+
r
c
Plateaus
Figure 2: This picture represents the radially symmetric dead core solution of the
problem (5.1).
If for some 0 < R < dist(X0,∂Ω) , we have
s(R)< τ(λ ,γ)R
4
3−γ ,
then X0 is a plateaus point. In particular, we can improve Theorem 4.4 to the
following quantitative version:
Theorem 5.1. Let u be a viscosity solution to
(5.6) ∆∞u = λuγ+ in Rn.
If
(5.7) limsup
|X |→∞
u(X)
|X |
4
3−γ
< 3−γ
√
λ · (3− γ)
4
64(1+ γ) ,
then u≡ 0.
Proof. Fixed R > 0, let us consider v : BR →R, the solution to the boundary value
problem {
∆∞v = λ (v+)γ in BR
v = sup
∂BR
u on ∂BR.
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By comparison principle, Lemma (3.2), u≤ v in BR. It follows by hypothesis (5.7)
that, taking R≫ 1 sufficiently large,
(5.8) sup
∂BR
u(X)
R
4
3−γ
≤ θ · τ(λ ,γ)
for some θ < 1. For R≫ 1, the solution v = vR is given by
(5.9) v(X) = τ(λ ,γ)

|X |−R+

 sup∂BR u
τ(λ ,γ)


3−γ
4


4
3−γ
+
.
Finally, combining (5.8) and (5.9), we get
u(X)≤ τ(λ ,γ)
(
|X |− (1−θ
3−γ
4 )R
) 4
3−γ
+
,
Letting R→ ∞ we conclude the proof of the Theorem.
We conclude by pointing out that Theorem 5.1, as stated, is sharp in the sense
that one cannot remove the strict inequality in (5.7). Indeed, the function
h(X) := 3−γ
√
λ · (3− γ)
4
64(1+ γ) |X |
4
3−γ ,
solves (5.6) in Rn and it clearly attains equality in (5.7).
6 Minimal growth rate and measure estimates
In this section we show that the regularity estimate established in Theorem 4.2 is
indeed sharp. This is done by establishing a competing inequality which controls
the minimal growth rate of the solution away from its free boundary.
Theorem 6.1 (Nondegeneracy). Let u ∈C(Ω) be a nonnegative viscosity solution
to
(6.1) L γ
∞
u = 0 in Ω
and X0 ∈ {u > 0}∩Ω. There exists a universal constant c0 > 0, such that
sup
Br(X0)
u≥ c0 · r
4
3−γ ,(6.2)
for all 0 < r < dist(X0,∂Ω).
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Proof. By continuity, it suffices to prove (6.2) for points within the set {u > 0}∩
Ω′. Initially define
ψ (X) := c · |X −X0|α ,
for α := 43−γ and c > 0 a constant that will be fixed a posteriori. By direct compu-
tation,
Dψ(X) = cα |X −X0|α−1 ·
X −X0
|X −X0|
.
Continuing, direct computations further yield
D2ψ (X) = cα
[
(α−1)|X −X0|α−2 ·
(X −X0)⊗ (X−X0)
|X −X0|2
+|X−X0|α−2 ·
(
Idn×n−
(X −X0)⊗ (X−X0)
|X −X0|2
)]
.
Therefore, we conclude
〈D2ψ ·Dψ ,Dψ〉(X) = (cα)3 (α−1)|X −X0|2(α−1)+(α−2)
and hence, by selecting (and fixing) the constant c within the range
0 < c < 3−γ
√
(3− γ)4
64(1+ γ) ,
we reach
L
γ
∞
ψ < 0 = L γ
∞
u.
Now, for any ball Br(X0) ⊂ Ω, there must exist a point Z ∈ ∂Br (X0) such that
ψ (Z)< u(Z); otherwise, by comparison principle, Lemma 3.2, ψ ≥ u in the whole
ball Br (X0). However, 0 = ψ (X0)< u(X0). In conclusion, we can estimate
sup
Br(X0)
u≥ u(Yr)≥ ψ (Yr) = c · r
4
3−γ
and the Theorem is proven.
Corollary 6.2. Given a subdomain Ω′⋐Ω, there exists a constant ι > 0 depending
on ‖u‖L∞(Ω),γ and Ω′ such that for u ∈ C(Ω) a nonnegative, bounded viscosity
solution to (6.1) in Ω, there holds
L
n (Br (X0)∩{u > 0})
rn
≥ ι ,
for any X0 ∈ ∂{u > 0}∩Ω′ and 0 < r ≪ 1. In addition, for a universal constant
0 < σ0 ≤ 1, depending only on dimension and γ , the (n−σ0)-Hausdorff measure
of ∂{u > 0} is locally finite.
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Proof. In view of Theorem 6.1, for some r > 0 fixed, it is possible to select a point
Y0 such that,
(6.3) u(Y0) = sup
Br(X0)
u≥ c0 · r
4
3−γ .
To conclude, we claim that for some δ > 0, chosen universally small, the following
inclusion
(6.4) Bδ ·r(Y0)⊂ {u > 0}
holds. Indeed, by Theorem 4.2, for Z ∈ ∂{u > 0}, we reach
u(Y0)≤C · |Y0−Z|
4
3−γ .
Therefore, by (6.3) and the inequality above, we find
c0 · r
4
3−γ ≤C · |Y0−Z|
4
3−γ
and so, (c0
C
) 3−γ
4
· r ≤ |Y0−Z|.
Hence, taking δ > 0 sufficiently small, the inclusion claimed in (6.4) is verified.
We conclude with the analysis of the Hausdorff dimension of the free boundary.
Let X0 ∈ ∂ {u > 0}. From the above reasoning, we can always select
X ′0 = σYr +(1−σ)X0.
with 0 < 1−σ ≪ 1, such that
Bσ r2
(
X ′0
)
⊂ Bσ (Yr)∩Br (X0)⊂ Br (X0)\∂ {u > 0} .
Hence the set ∂ {u > 0}∩Ω′ is (σ/2)-porous and therefore, by a classical result,
see for instance [10, Theorem 2.1], the Hausdorff dimension of ∂ {u > 0}∩Ω′ is
at most n−Cσ n for some dimensional constant C > 0.
Remark 6.3. The Hausdorff dimension estimate provided by Corollary 6.2 assures
in particular that the Ln-Lesbegue measure of the plateaus boundary is zero, but no
quantitative information is given on its precise Hausdorff dimension. We believe
σ0 = 1, and leave this is an open problem.
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7 The critical equation L 3
∞
In this Section we turn our attention to the critical equation obtained as γ ր 3, that
is,
(7.1) L 3
∞
u := ∆∞ u−u3 = 0 in Ω.
Such an operator is regarded to be critical, as all the estimates established so far
deteriores when one let γ converge to 3. Certainly, one can treat equation (7.1) as
∆∞ = (uδ ) ·u3−δ ,
for any δ > 0. In particular, it follows from Theorem 4.2 that if u vanishes at an
interior point ξ ∈Ω, then Dnu(ξ ) = 0, for all n ∈N. That is, any zero is an infinite
order zero. Under the (very strong) assumption that u is a real analytic function,
one could conclude that u≡ 0.
As mentioned before, Lipschitz regularity is the best local estimate available in
the literature for such a solution. Even in the best scenario possible, one could not
expect estimates beyond C1,α . Thus assuming u is real analytic would simply be
artificial.
Nonetheless, by means of geometric arguments, which explores the scalar in-
variance of the operator L 3
∞
, we shall prove that indeed a positive solution to (7.1)
is prevented to vanish at an interior point.
Theorem 7.1. Let u ∈C(Ω) be a nonnegative viscosity solution to (7.1). If there
exists a point X ∈Ω such that u(X) = 0, then u≡ 0 in Ω.
Proof. Let us suppose, for the purpose of contradiction, that the thesis of the theo-
rem fails to hold. With no loss generality we assume u(0)> 0 and
d := dist(0,{u = 0})< 1
10dist(0,∂Ω).
By comparison principle u is locally bounded. We now build up the following
auxiliary barrier function
Φλ (|X |) =


e−λ(d/2)
2
−κ0 in Bd/2;
e−λ |X |
2
−κ0 in Bd \Bd/2;
0 in Rn \Bd ,
for κ0 such that Φλ (d+) = 0. By construction, one easily verifies that
(7.2) inf
Bd\Bd/2
|∇Φλ | ≥ β0
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for some β0 > 0, easily computable if one desires. Moreover, direct computation
yields
L
3
∞
Φλ ≥ 0 in Bd \Bd/2,
provided λ ≫ 1. The important observation is that the operator L 3
∞
is invariant
under scalar multiplication, that is, for any number θ > 0
L
3
∞
(θ ·Φλ ) = L 3∞ Φλ ≥ 0 = L 3∞ u in Bd \Bd/2.
In addition, taking 0 < θ ≪ 1 we get
θ ·Φλ ≤ u in ∂Bd ∪∂Bd/2.
Therefore, by comparison principle, Lemma 3.2,
(7.3) θ ·Φλ ≤ u in Bd \Bd/2.
On the other hand, equation (7.1) can be written as
∆∞u = [u(X)] ·u2 = λ (X)u2,
for a bounded Thiele modulus λ (X) = u(X). Hence, in view of Remark 4.3, we
obtain
sup
Br(Y0)
u≤C · r4,
for Y0 ∈ ∂Bd ∩∂{u > 0}. Now, we choose 0 < r0 ≪ 1 such that
C · r40 ≤
1
4
θβ0 · r0.
Finally, by (7.2) and (7.3), we reach
0 < θβ0 · r0 ≤ sup
Br0 (Y0)
θ · |Φλ (X)−Φλ(Y0)|
≤ sup
Br0 (Y0)
θ ·Φλ
≤ sup
Br0 (Y0)
u
≤ C · r40
≤
1
4
θβ0 · r0,
which gives us a contradiction. The proof of Theorem 7.1 is complete.
Remark 7.2. We note that in fact the proof of Theorem 7.1 yields a Hopf-type
lemma for the critical equation (7.1).
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Figure 3: Barrier argument in the proof of Theorem 7.1.
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