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Abstract
Semiclassical mechanics of systems with first-class constraints is developed. Starting from the quan-
tum theory, one investigates such objects as semiclassical states and observables, semiclassical inner
product, semiclassical gauge transformations and evolution. In ordinary quantum mechanics, there are
a lot of semiclassical substitutions to the Schrodinger equation (not only the WKB-ansatz). All of them
can be viewed as ”composed semiclassical states” being infinite superpositions of wave packets with
minimal uncertainties of coordinates and momenta (”elementary semiclassical states”). An elementary
semiclassical state is specified by a set (X,f) of classical variables X (phase, coordinates, momenta) and
quantum function f (”shape of the wave packet” or ”quantum state in the background X”). A notion of
an elemantary semiclassical state can be generalized to the constrained systems, provided that one uses
the refined algebraic quantization approach based on modifying the inner product rather than on im-
posing the constrained conditions on physical states. The inner product of physical states is evaluated.
It is obtained that classical part of X the semiclassical state should belong to the constrained surface;
otherwise, the semiclassical state (X,f) will have zero norm for all f. Even under classical constraint
conditions, the semiclassical inner product is degenerate. It can be obtained from the refined algebraic
quantization prescription by a linearization procedure. One should factorize then the space of semiclas-
sical states. Semiclassical gauge transformations and evolution of semiclassical states are studied. The
correspondence with semiclassical Dirac approach is discussed.
PACS: 03.65.Sq, 11.15.Kc, 11.30.Ly, 11.15.Ha.
Keywords: constrained systems, semiclassical approximation, Dirac quantization, refined algebraic
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1 Introduction
Constrained systems are widely investigated in modern physics. Gauge field theories, quantum gravity
and supergravity, string and superstring theories are examples of systems with constraints. Only few
models are exactly solvable; realistic physical theories requires approximate methods. A perturbation
theory is one of such techniques, it is usually applied to constrained field systems such as gauge theories.
Another important technique of quantum mechanics and field theory is a semiclassical approxima-
tion. Soliton quantization [1, 2], quantum field theory in a strong external background classical field
[3] or in curved space-time [4], the one-loop approximation [5, 6], the time-dependent Hartree-Fock
approximation [5, 7] and the Gaussian approximation [8] may be viewed as examples of application of
semiclassical conceptions.
There are different ways of semiclassical investigation of quantum systems. Some of them are
based on studying the asymptotic behavior of physical quantities as the parameter of the semiclassical
approximation (”Planck constant”) tends to zero.
The simplest Ehrenfest semiclassical method is based on writing down the equations for average
values of semiclassical observables. Then one makes an assumption that quantum averages tend to
classical and finds that the quantum wave packet can move only along the classical trajectory. Although
the formal classical equations are obtained, the problem of semiclassical evolution of shape of the wave
packet cannot be resolved within the Ehrenfest approach.
Many physical quantities can be expressed via the functional integrals. Calculating such integrals via
the stationary-point (or the saddle-point) technique, one evaluates these quantities in the semiclassical
approximation.
Another group of semiclassical approaches is based on direct substitution of hypothetical approxi-
mate wave functions to the Schrodinger equation. An important advantage of such approaches is that
the accuracy of the semiclassical approximation can be estimated mathematically [9, 10], at least for
finite-dimensional quantum mechanical systems. Moreover, one can justify the Ehrenfest conjecture
that semiclassical wave packets are transformed to semiclassical under evolution. The behavior of the
shape of the wave packet can be also investigated [10]. It is also possible to say what are semiclassical
states and observables.
One can try to apply semiclassical methods to several formulations of quantum theory of systems
with constraints. One can use the original Dirac approach [11] and consider states to satisfy not only
the evolution equation but also additional constraint conditions. The most difficult problem of this
quantization is construction of the inner product. One can impose additional gauge conditions [12, 13]
but this approach is gauge-dependent, especially for the case of Gribov copies problem [14, 15].
The BRST-BFV approach [16, 17] based on extension of the phase space allows us to overcome
difficulties of the Dirac approach and construct a manifestly covariant formulation of nonabelian gauge
theories. However, the inner product is indefinite, so that space of physical states should be specified
by imposing the BRST-BFV condition on physical states and factorization of state space.
An alternative way to develop the quantum theory is to use the conception of refined algebraic
quantization [18, 19, 20] (related ideas were used in the projection operator approach [21]) and modify
the inner product instead of imposing the constraint conditions on states. This gives a prescription
for the inner product in the Dirac approach without introducing indefinite inner product spaces. The
refined algebraic quantization approach seems to be the most suitable for developing the semiclassical
technique. It is used in the present paper.
The purposes of this paper are:
(i) to clarify a notion of a semiclassical state (space of quantum states and classical phase space are
well-known notions; the correspondence between them is not evident);
(ii) to show that there are equivalent semiclassical states, to investigate an analog of a notion of a
gauge transformation for semiclassical mechanics;
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(iii) to investigate semiclassical observables applied to semiclassical states;
(iv) to study semiclassical transformations (”time evolution”) of semiclassical states;
(v) to investigate a role of the superposition principle in semiclassical mechanics;
(vi) to study the correspondence between the developed semiclassical approach, Ehrenfest and WKB-
method.
This paper is organized as follows. Section 2 is devoted to investigation of a notion of a semiclassical
state. In ordinary quantum mechanics, there are a lot of semiclassical substitutions that approximately
satisfy the Schrodinger equation in the semiclassical approximation. It is discussed in appendix B
that all these substitutions (including WKB-type wave functions) can be presented as superpositions of
wave-packet wave functions which can be viewed as ”elementary” semiclassical states specified by a set
of classical variables (coordinates, momenta, phase) and quantum function being a shape of the wave
packet. Constrained systems can be quantized in different ways. It is the refined algebraic quantization
approach that allows us to introduce elementary semiclassical states. The inner product of them is
evaluated in section 2. It appears to be degenarate, so that it is necessary to factorize the space of
semiclassical states: two states are called equivalent if their dfference is of zero norm. One can also
perform gauge transformations of semiclassical states. They are discussed in section 3. Sections 4 and
5 deal with semiclassical observables and evolution. In section 6 composed semiclassical states being
superpositions of wave packets are considered. The relationship between refined algebraic quantization
and Dirac approach is also discussed in section 6. Section 7 contains concluding remarks.
2 Semiclassical states
The purpose of this section is to specify semiclassical states for constrained systems. First of all, let us
specify the dependence of constraints on the small parameter of semiclassical expansion.
2.1 Small parameter
1. It is known from quantum mechanics that semiclassical methods can be applied for such equations
that the coefficients of the derivative operators are small, of the order O(h) as the small parameter h of
the semiclassical expansion tends to zero, h → 0, while the coefficients of the multiplication operators
are of the order O(1), i.e.
ih
∂ψ
∂t
= H(X,−ih ∂
∂X
)ψ, X ∈ Rn (2.1)
For quantum-field-type equations, it is convenient to rescale (cf.[2]) the argument X ,
X =
√
hq, (2.2)
so that the Schrodinger equation takes the following form
i
∂ψ
∂t
=
1
h
H(
√
hqˆ,
√
hpˆ)ψ
with
pˆ = −i ∂
∂q
, qˆ = q, [pˆ, qˆ] = −i.
Thus, the semiclassical conception can be applied even if the commutator between coordinates and
momenta is not small, but semiclassical observables depend on the small parameter h in an unusual
way. It is the quantum operator
Hˆ =
1
h
H(
√
hqˆ,
√
hpˆ) (2.3)
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that corresponds to the classical observable H(Q,P ). One should specify the operator ordering in
eq.(2.3). For the definiteness, choose the Weyl quantization of coordinate and momentum operators
(see Appendix A). An advantage of Weyl quantization is that real classical observables correspond to
Hermitian operators.
2. Consider the constrained system with the first-class classical constraints:
Λa(Q,P ), a = 1,M, P,Q ∈ Rn.
The main requirement is that the Poisson bracket
{Λa,Λb} = ∂Λa
∂P
∂Λb
∂Q
− ∂Λa
∂Q
∂Λb
∂P
vanishes on the constraint surface Λa(Q,P ) = 0. The quantum constraints should depend on the small
parameter h according to formula (2.3). However, the ”quantum” corrections can be also nontrivial, so
that in general one can expect the following dependence of quantum constraints on the small parameter:
Λˆa =
1
h
Λa(
√
hqˆ,
√
hpˆ) + Λ(1)a (
√
hqˆ,
√
hpˆ) + ... (2.4)
The simplest case is abelian, when the quantum constraints are Hermitian and commute each other not
only on the constraint surface,
[Λˆa, Λˆb] = 0.
Consider the quantum constrained system in the refined algebraic quantization approach [18] for the
case of continuous spectrum of Λˆa. The constraints are taken into account as follows. The inner product
of the wave functions Φ1(q) and Φ2(q) is introduced as
< Φ1,Φ2 >= (Φ1,
M∏
a=1
δ(Λˆa)Φ2) ≡
∫
dqΦ∗1(q)
M∏
a=1
δ(Λˆa)Φ2(q). (2.5)
Since the inner product (2.5) is degenerate, the obtained inner product space should be factorized: states
with zero norm are set to be equivalent to zero. The corresponding factorspace should be completed in
order to obtain a Hilbert space.
3. The nonabelian closed algebra case can be considered with the help of the group averaging
prescription [19]. Let Λ˜a be Hermitian quantum constraints satisfying the commutation relations
[Λ˜a; Λ˜b] = if
c
abΛ˜c,
where f cab are structure constants of the Lie algebra. Consider the corresponding representation of the
Lie group of the form
T (exp(iµaLa)) = exp(iµ
aΛ˜a),
where La are generators of the Lie algebra with structure constants f
c
ab, exp is an exponential mapping
between algebra and group. The inner product is introduced as follows [19],
(Φ1,
∫
dRg(detAdg)
−1/2T (g)Φ2). (2.6)
Here dRg is a right-invariant Haar measure on the Lie group. Eq.(2.5) is a partial case of (2.6).
Note that eq.(2.6) can be rewritten as follows. Consider the modified non-Hermitian constraints
Λˆa = Λ˜a − i
2
f bab
3
obeying the same commutation relations
[Λˆa; Λˆb] = if
c
abΛˆc,
Formula (2.6) will be rewritten then as
(Φ1,
∫
dRg exp(iµ
aΛˆa)Φ2). (2.7)
4. The case of constrained algebra with structure functions
[Λˆa; Λˆb] = iΛˆcUˆ
c
ab, (2.8)
where Uˆ cab, is more complicated [22]. One should use the relationship between Dirac and BRST-BFV
approaches and make use of the BRST-BFV inner product [23]. Introduce additional Grassmannian
variables Πa, Π
a, a = 1,M . The quantum constrained system with an open algebra is specified by the
B-charge
Ωˆ0 =
∞∑
n=1
Ωˆnb1...bn−1a1...an Πb1 ...Πbn−1
∂
∂Πa1
...
∂
∂Πan
being a Hermitian nilpotent operator, Ωˆ+0 = Ωˆ0, Ωˆ0Ωˆ0 = 0. The first component of the B-charge can
be identified with the quantum constraint,
Ωˆ1a = Λˆa.
The semiclassical structure of the B-charge should be as follows:
Ωˆ0 ∼ Ω0(
√
hqˆ,
√
hpˆ,
√
hΠ,
√
h
∂
∂Π
). (2.9)
If the quantum constraints depend on the small parameter according to eq.(2.3), the higher order
structure functions Ωˆn should depend on h as follows,
Ωˆnb1...bn−1a1...an = h
n−2Ωnb1...bn−1a1...an (
√
hqˆ,
√
hpˆ) + hn−1Ωn(1)b1...bn−1a1...an (
√
hqˆ,
√
hpˆ) + ... (2.10)
The classical structure functions Ωn were constructed in [12] from the relation {Ω0,Ω0} = 0. Higher
quantum corrections Ωn(1), ... can be calculated in analogous way. Let us investigate the corollaries of
the conditions Ωˆ+0 = Ωˆ0 and Ωˆ0Ωˆ0 = 0 for the operators Λˆa and Ωˆ
2b
a1a2 . Property Ωˆ0Ωˆ0 = 0 implies that
[Λˆa1 ; Λˆa2] + 2ΛˆbΩˆ
2b
a1a2
= 0,
so that the operator Ωˆ2ba1a2 is related to the structure functions Uˆ
b
a1a2
entering to eq.(2.8) as follows,
Ωˆ2ba1a2 = −
i
2
Uˆ ba1a2 . (2.11)
We also see that the structure functions should depend on h as
Uˆ ba1a2 = U
b
a1a2
(
√
hqˆ,
√
hpˆ) + hU (1)ba1a2(
√
hqˆ,
√
hpˆ) + ...
Since the Weyl symbol of the commutator is proportional to the Poisson bracket of the operators (see
Appendix A), in the leading order in h one finds
{Λa; Λb} = −ΛcU cab. (2.12)
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Property Ωˆ+0 = Ωˆ0 implies that
(Ω2ba1a2)
∗ = −Ω2ba1a2 , Λ∗a = Λa, Λ(1)∗a − Λ(1)a = 2Ω2ba1a2 . (2.13)
We see that the classical constraints are real, while the quantum corrections Λ(1)a have nontrivial imag-
inary part,
Λ(1)a = ReΛ
(1)
a +
i
2
Udda. (2.14)
The inner product of states is written as [22]
< Φ1,Φ2 >= (Φ1,
∫ M∏
a=1
dµadΠadΠ
ae−ΠaΠ
a+iµa[Πa;Ωˆ0]+Φ2). (2.15)
Formula (2.15) coincides with (2.7) for the closed-algebra case.
2.2 ”Elementary” semiclassical states for constrained systems and their
inner product
The most popular semiclassical approach to quantum mechanics is the WKB-approach based on substi-
tution of rapidly oscillating wave function to the Schrodinger equation and estimation of the accuracy.
However, there exist other types of wave functions which approximately satisfy the Schrodinger equation
(appendix B). Such semiclassical solutions can be somehow classified with the help of the Maslov theory
of Lagrangian manifolds with complex germ [10]. It happens, however, that one can consider first the
wave packet solutions of the Schrodinger equation such that uncertainties of coordinates and momenta
are of orders O(
√
h) or after rescaling (2.2) O(1) (contrary to O(1/
√
h) in the WKB-approach). Other
semiclassical wave functions (including WKB) can be viewed as superpositions of wave packets. Thus,
wave packet states may be considered as ”elementary” semiclassical states, while other semiclassical
wave functions are ”composed” states to be considered in section 6.
In the notations (2.2), elementary semiclassical state corresponds to the wave function
Ψ(q) = ce
i
h
Se
i
h
P (q
√
h−Q)f(q −Q/
√
h). (2.16)
It is specified by classical variables (S ∈ R, P ∈ Rn, Q ∈ Rn) and ”quantum” function f which is
smooth and rapidly damps at the infinity.
Let us investigate the inner product of semiclassical states.
2.2.1 Abelian case
Formula (2.5) can be rewritten as
< Φ,Φ >=
∫ M∏
a=1
dµa(Φ, e
iµaΛˆaΦ) (2.17)
It is necessary to calculate the wave function
Φτ = e−iτµaΛˆaΦ
as h→ 0 at τ = −1. Note that it satisfies the Schrodinger-type equation
i
∂Φτ
∂τ
= µaΛˆaΦ
τ =
[
1
h
µaΛa(
√
hqˆ,
√
hpˆ) + µaΛ
(1)
a (
√
hqˆ,
√
hpˆ) + ...
]
Φτ (2.18)
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and initial condition (2.16). Let us look for the asymptotic solution in the following form
Φτ (q) = ce
i
h
Sτ e
i
h
P τ (q
√
h−Qτ )f τ (q − Q
τ
√
h
) (2.19)
Substituting expression (2.19) to eq.(2.18), we find:[
− 1
h
(S˙τ − P τQ˙τ )− 1√
h
P˙ τξ + i ∂
∂τ
− i√
h
Q˙τ ∂
∂ξ
]
f τ (ξ) =
1
h
µaΛa(Q
τ +
√
hξ, P τ − i√h ∂
∂ξ
)f τ(ξ) + µaΛ
(1)
a (Q
τ +
√
hξ, P τ − i√h ∂
∂ξ
)f τ (ξ) + ...
(2.20)
where ξ = q−Qτ/√h. It is shown in Appendix A that the operator Λa(Q+
√
hξ, P−i√h ∂
∂ξ
) is expanded
in
√
h as
Λa(Q+
√
hξ, P − i
√
h
∂
∂ξ
) = Λa(Q,P ) +
√
h(ΞΛa)(Q,P ) +
h
2
(Ξ2Λa)(Q,P ) + ...
where
Ξ = ξ
∂
∂Q
+
1
i
∂
∂ξ
∂
∂P
.
The terms of the order O(h−1) in eq.(2.20) give us an equation on the phase factor Sτ
S˙τ = P τ Q˙τ − µaΛa(Qτ , P τ) (2.21)
We see that Sτ is the action on the classical trajectory.
The terms of the order O(h−1/2) lead to classical equations
Q˙τ = µa
∂Λa
∂P
(Qτ , P τ), P˙ τ = −µa∂Λa
∂Q
(Qτ , P τ), (2.22)
Under conditions (2.21) and (2.22), we find in the leading order in h the following equation on f
i
∂f τ (ξ)
∂τ
=
[
1
2
µa(Ξ
2Λa)(Q
τ , P τ) + µaΛ
(1)
a (Q
τ , P τ)
]
f τ(ξ) (2.23)
with the quadratic Hamiltonian.
Let us substitute the wave function (2.19) at τ = −1 to formula (2.17). First of all, notice that the
inner product (Φ,Φτ ) is not exponentially small only if
|P τ − P | ≤ O(
√
h), |Qτ −Q| ≤ O(
√
h). (2.24)
Namely, the wave function Φτ (q) is not exponentially small only if q−Qτ/√h = O(1), so that Φ∗(q)Φτ (q)
will be not exponentially small if
q −Qτ/
√
h = O(1), q −Q/
√
h = O(1).
Therefore, |Qτ −Q| should be ≤ O(√h). If |P τ −P | > O(√h), the integral ∫ dqΦ∗(q)Φτ (q) will contain
rapidly oscillating factor and be then exponentially small.
Several cases should be considered. Here we investigate the simplest ”general position” or ”free”
case (taking place in QED, Yang-Mills theories), when the action of the gauge group on the classical
phase space is free, i.e. the stationary subgroup of any point is trivial. This means that Qτ = Q,
P τ = P only if τ = 0. Nonfree case will be briefly discussed in section 7.
Conditions (2.24) are satisfied in the free case only if τ = O(
√
h). It is convenient then to perform
a substitution
µa ⇒ µa
√
h
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for eq.(2.17). After substitution q −Q0/√h = ξ formula (2.17) is taken to the form
< Φ,Φ >= hM/2|c|2
∫
dµdξe
i
h
(S−
√
h−S0+P−
√
h(Q0−Q−
√
h))e
i√
h
(P−
√
h−P 0)ξ
t0∗(ξ)f−
√
h(ξ − Q
−
√
h −Q0√
h
)
(2.25)
Since
S−
√
h − S0 + P−
√
h(Q0 −Q−
√
h) = −
√
h(S˙0 − P 0Q˙0) + h
2
(S¨0 − P 0Q¨0)− hP˙ 0Q˙0 + o(h),
expression (2.25) is taken to the form
< Φ,Φ >≃ hM/2|c|2
∫
dµdξe
− i√
h
(S˙0−P 0Q˙0)
e
i
2
(S¨0−P 0Q¨0−2P˙ 0Q˙0)e−iP˙
0ξf ∗(ξ)f(ξ + Q˙0). (2.26)
We see that if
S˙0 − P 0Q˙0 = −µaΛa(Q0, P 0) 6= 0,
the integrand entering to eq.(2.26) contains a rapidly oscillating function. Therefore, integral (2.26)
is exponentially small. We see that the wave function (2.16) Φ is a nontrivial semiclassical state,
< Φ,Φ > 6= 0, only if
Λa(Q,P ) = 0. (2.27)
This means that the classical state should belong to the constraint surface.
Differentiating eq.(2.21) with respect to τ at τ = 0, we find
S¨0 − P 0Q¨0 = P˙ 0Q˙0 − d
dτ
|τ=0µaΛa(Qτ , P τ) = P˙ 0Q˙0.
Making use of the Baker-Hausdorff formula, we simplify eq.(2.26) under condition (2.27),
< Φ,Φ >≃ hM/2|c|2
∫
dµdξf ∗(ξ)e−i(P˙
0ξ−Q˙0 1
i
∂
∂ξ
)f(ξ).
It follows from Hamiltonian equations (2.22) that the inner product of semiclassical states is
< Φ,Φ >≃ hM/2|c|2
∫
dξdµf ∗(ξ)(eiµa(
∂Λa
∂Q
ξ+ ∂Λa
∂P
1
i
∂
∂ξ
)f)(ξ) = hM/2|c|2(f,
M∏
a=1
(2piδ(ΞΛa))f) (2.28)
under condition (2.27).
We see that the normalization factor |c| should be of the order h−M/4 in order to make the norm
of state (2.16) to be of the order O(1). We also notice that the semiclassical inner product is obtained
from the quantum formula (2.5) by linearization procedure: the constraint operators
Λa(Q +
√
hξ, P +
1
i
√
h
∂
∂ξ
)
should be linearized. It has been understood that an important condition of validity of linearization
prescription is free action of classical gauge group.
2.2.2 Nonabelian and open-algebra case
Let us investigate the inner product (2.7) for the nonabelian gauge group in the semiclassical approxima-
tion. The free case only will be considered. The integral in the inner product (2.7) is not exponentially
small only if µ = O(
√
h). After rescaling µ⇒ µ√h formula (2.7) takes the form
hM/2
∫
dµJ(µ
√
h)(Φ0,Φ−
√
h),
7
where Φτ is a solution of the Cauchy problem for eq.(2.18) with initial condition Φ0 = Φ (2.16). The
jacobian J(µ) normalized as J(0) = 1 is defined from formula dRg = dµJ(µ). Analogously to the
previous subsubsection, we obtain condition (2.27) and formula (2.28).
The open-algebra case can be investigated in the same way. Consider the wave function
Φτ (q,Π,Π) = exp{τΠaΠa − iτµa[Πa, Ωˆ0]+}Φ(q). (2.29)
obeying the equation
i
∂Φτ
∂τ
= [µa(Λˆa +
∞∑
n=2
nΩˆnb1...bn−1a1...an−1aΠb1 ...Πbn−1
∂
∂Πa1
...
∂
∂Πan
) + iΠaΠ
a]Φτ
and initial condition (2.16). Let us look for the solution of the Cauchy problem in the form
Φτ (q,Π,Π) = ce
i
h
Sτe
i
h
P τ (q
√
h−Qτ )f τ (q − Q
τ
√
h
,Π,Π).
Take into account that terms with Ωˆn are of the order O(hn−2) and can therefore be neglected at
n ≥ 3. Analogously to the previous subsection, we obtain eq.(2.21) for Sτ , eq.(2.22) for P τ , Qτ and the
following equation for f τ which differs from (2.23),
i
∂f τ
∂τ
=
[
1
2
µa(Ξ
2Λa)(Q
τ , P τ) + µaΛ
(1)
a (Q
τ , P τ) + iΠaΠ
a + 2µaΩ
2b1
a1a
(Qτ , P τ )Πb1
∂
∂Πa1
]
f τ . (2.30)
The integrand in the inner product (2.15) is not exponentially small only if µ = O(
√
h). After rescaling
µ⇒ µ√h, we obtain conditions (2.27). The inner product takes the form
< Φ,Φ >≃ hM/2|c|2
∫ M∏
a=1
dµadΠadΠ
a(f, e−ΠaΠ
a−i(P˙ 0ξ−Q˙0 1
i
∂
∂ξ
)f).
We also obtain formula (2.28).
We see that the obtained expression for the semiclassical inner product is valid for the nonabelian
and open algebra cases. We also see that the nontriviality of condition (2.27) is also valid for such cases.
2.3 Semiclassical bundle
We see that a semiclassical wave function (2.16) is specified if:
(i) a set X = (S, P,Q) (”classical state”) satisfying the requirement (2.27) is specified;
(ii) a smooth rapidly damping at the infinity function f ∈ S(Rn) is specified.
Semiclassical wave functions will be denoted as (X, f). The inner product of semiclassical wave
functions is introduced as
< (X, f1); (X, f2) >= (f1,
M∏
a=1
2piδ((ΞΛa)(X))f2), (2.31)
provided that classical gauge group is free. Note that according to Appendix A the operators ΞΛa
commute each other on the constraint surface (2.27), since
[ΞΛa,ΞΛb] = −i{Λa,Λb} = iU cabΛc = 0.
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By F0X we denote the inner product space of complex functions f ∈ S(Rn) with the inner product
(2.31). Since it is degenerate, one should factorize the corresponding pre-Hilbert space as follows: two
functions f1 and f2 are called equivalent, f1 ≡ f2, if their difference φ = f1 − f2 has zero norm,
(φ,
M∏
a=1
2piδ((ΞΛa)(X))φ) = 0.
For example, consider the wave function φ of the form
φ = (ΞΛa)(X)χ
a.
It has zero norm, so that the transformation
f → f + (ΞΛa)(X)χa (2.32)
takes the semiclassical wave function (X, f) to the equivalent semiclassical wave function (X, f +
(ΞΛa)(X)χ
a). Since the classical state X does not vary during the transformation (2.32), it can be
called as a ”small” gauge transformation of the semiclassical wave function. ”Large” gauge transforma-
tions varying the classical state X will be considered in the next section.
By FX = F0X/ ∼ we denote the factorspace of equivalence classes [f ]. Let the Hilbert space FX be
a completeness of the pre-Hilbert space FX .
We see that it is more correct to consider ”elementary” semiclassical states as pairs (X, f), f ∈ FX
rather that pairs (X, f). The set of all ’elementary” semiclassical states can be viewed as a bundle.
The base of the bundle is X = {(S, P,Q)|Λa(Q,P ) = 0}, the fibres are Hilbert spaces FX . Such a
bundle was called semiclassical in [24, 25]. ”Elementary” semiclassical states are then points on the
semiclassical bundle.
3 Gauge equivalent semiclassical states
3.1 ”Small” and ”large” gauge transformations
Property of gauge invariance plays an important role in classical mechanics of constrained systems.
This property means that classical constraints generate gauge transformations on classical phase space.
Classical states that belong to one orbit of gauge transformation are called equivalent.
An analogous property takes place for the semiclassical theory as well. Namely, the state ΛˆaX
a has
zero norm [19, 22]. Let
Xa(q) = e
i
h
Se
i
h
P (q
√
h−Q)χa(q −Q/
√
h).
The wave function h−1/2ΛˆaXa has the following form in the leading order in
√
h:
h−1/2ΛˆaXa = e
i
h
Se
i
h
P (q
√
h−Q)(ΞΛaχa)(q −Q/
√
h),
since Λa(Q,P ) = 0. We have obtained the ”small” gauge transformation (2.32).
To obtain a ”large” gauge transformation, note that semiclassical wave functions
Φ and e−iτµaΛˆaΦ
should be called gauge-equivalent. However, the wave function Φτ = e−iτµaΛˆaΦ has been already
calculated in the semiclassical approximation. It has the form (2.19), where Sτ satisfies eq.(2.21), P τ ,
Qτ obey the classical Hamiltonian equations (2.22), while f τ is a solution of eq.(2.23).
9
By λµτ we denote the mapping taking X = (S, P,Q) to X
τ = (Sτ , P τ , Qτ ) which is a classical gauge
transformation. By V 0(λµτX ← X) : F0X → F0λµτX we denote the operator taking the initial condition
for the Cauchy problem (2.23) to the solution of the Cauchy problem,
f τ = V 0(λµτX ← X)f 0.
The semiclassical wave functions
(X, f) and (λµτX, V
0(λµτX ← X)f)
are gauge-equivalent then. This is a ”large” gauge transformation. Obviously, it conserves the conditions
Λc(X) = 0, since {Λa; Λc} = 0 on the constraint surface.
3.2 Unitarity problem
Let us show that semiclassical gauge transformation conserves the inner product (2.31). First, consider
the commutator between operators i ∂
∂τ
−µa
[
1
2
(Ξ2Λa)(Q
τ , P τ) + Λ(1)a (Q
τ , P τ)
]
and ΞΛb(Q
τ , P τ ). Making
use of results of Appendix A, we find that it can be presented as
[
i
∂
∂τ
− µa
[
1
2
(Ξ2Λa)(Q
τ , P τ) + Λ(1)a (Q
τ , P τ)
]
; ΞΛb(Q
τ , P τ )
]
= i(Ξ{µaΛa,Λb})(Qτ , P τ). (3.1)
It follows from eq.(2.12) that
iΞ{µaΛa; Λb} = −iΞ(ΛcU cab) = −iU cabΞΛc (3.2)
on the constraint surface Λc = 0. Thus, the commutator (3.1) takes the form[
i
∂
∂τ
− µa
[
1
2
(Ξ2Λa)(Q
τ , P τ) + Λ(1)a (Q
τ , P τ)
]
; ΞΛb(Q
τ , P τ)
]
= −iU cab(Qτ , P τ)(XiΛc)(Qτ , P τ ). (3.3)
Let f τ1 and f
τ
2 be solutions of eq.(2.23). The time derivative of their inner product < f
τ
1 , f
τ
2 > (2.31)
can be written as
i ∂
∂τ
< f τ1 , f
τ
2 >= (−if˙ τ1 ,
∏
a(2piδ(ΞΛa)(Q
τ , P τ))f τ2 ) + (f
τ
1 ,
∏
a(2piδ(ΞΛa)(Q
τ , P τ ))if˙ τ2 )
+(f τ1 , i
∂
∂τ
{∏a(2piδ(ΞΛa)(Qτ , P τ ))} f τ2 ) (3.4)
Making use of equation of motion (2.22). Taking into account relation (2.14), we take expression (3.4)
to the form
i
∂
∂τ
< f τ1 , f
τ
2 >= iµaU
b
ba(Q
τ , P τ < f τ1 , f
τ
2 > +(f
τ
1 ,
[
i
∂
∂τ
− µa1
2
(Ξ2Λa)(Q
τ , P τ),
∫
dρeiρb(ΞΛb)(Q
τ ,P τ )
]
f τ2 )
(3.5)
Commutation relation (3.3) implies the following commutation rule
e−iρb(ΞΛb)(Q
τ ,P τ )
{
i ∂
∂τ
− µa 12(Ξ2Λa)(Qτ , P τ )
}
eiρb(ΞΛb)(Q
τ ,P τ ) = i ∂
∂τ
− µa 12(Ξ2Λa)(Qτ , P τ)
−iρb
[
(ΞΛb)(Q
τ , P τ); i ∂
∂τ
− µa 12(Ξ2Λa)(Qτ , P τ)
]
Higher order terms will vanish since [ΞΛa; ΞΛb] = −i{Λa,Λb} = 0 on the constraint surface. Therefore,[
i
∂
∂τ
− µa1
2
(Ξ2Λa)(Q
τ , P τ); eiρb(ΞΛb)(Q
τ ,P τ )
]
= −iµaU cab(Qτ , P τ)ρb
∂
∂ρc
eiρd(ΞΛd)(Q
τ ,P τ )
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Integrating this expression over ρ by parts, we find that
[
i
∂
∂τ
− µa1
2
(Ξ2Λa)(Q
τ , P τ);
∫
dρeiρb(ΞΛb)(Q
τ ,P τ )
]
= iµaU
b
ab(Q
τ , P τ)
∫
dρeiρd(ΞΛd)(Q
τ ,P τ )
Substituting this result to eq.(3.5), we obtain that ”large” gauge transformations conserve the inner
product,
< f τ1 , f
τ
2 >= const.
This implies that zero-norm semiclassical states are taken to zero-norm states. Therefore, one can
correctly define the operators V (λµτX ← X) : F0X/ ∼≡ FX → F0λµτX/ ∼≡ FλµτX by the formula
V (λµτX ← X)[f ] = [V 0(λµτX ← X)f ].
The operators V (λµτX ← X) are also unitary. They can be uniquely extended to the completion FX ,
V (λµτX ← X) : FX → FλµτX .
Thus, the semiclassical states
(X, f) and (λµτX, V (λµτX ← X)f)
are equivalent. Gauge transformations appears to be morphisms of the semiclassical bundle.
3.3 Quasigroup properties
Let us show that composition of gauge equivalence transformations is a gauge equivalence transforma-
tion, i.e. for any X ∈ X and sufficiently small µ1, µ2 there exist µ3(µ1, µ2, X) such that
(λµ1λµ2X, V µ1(λµ1λµ2X ← λµ2X)V µ2(λµ2X ← X)f) = (λµ3X, V µ3(λµ3X ← X)f), f ∈ FX .
This means that set of gauge transformations form a local Batalin quasigroup [26].
First of all, investigate the classical gauge transformations.
1. Introduce the first-order differential operators δa from the relations:
µa(δaf)(X) =
d
dτ
|τ=0f(λµτX). (3.6)
It follows from definition of λµτ that
δa = P
∂Λa
∂P
∂
∂S
+
∂Λa
∂P
∂
∂Q
− ∂Λa
∂Q
∂
∂P
The operators δa satisfy the following commutation relations
[δa; δb] = P
∂
∂P
{Λa; Λb} ∂
∂S
+
∂{Λa; Λb}
∂P
∂
∂Q
− ∂{Λa; Λb}
∂Q
∂
∂P
since {Λa; Λb} = 0 on the constraint surface. It follows from eq.(2.12) that
[δa; δb] = −U cab(Q,P )δc.
This means that the operators δa form a Batalin quasialgebra [26].
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It is shown in [26] that the quasialgebra property implies the quasigroup property: for all X ∈ X
and sufficiently small µ1, µ2
λµ1λµ2X = λµ3(µ1,µ2,X)X (3.7)
for some µ3.
2. Let us justify the formula
V µ1(λµ1λµ2X ← λµ2X)V µ2(λµ2X ← X) = V µ3(λµ3X ← X), (3.8)
provided that λµ1λµ2X = λµ3X . Remind that the operator Vµτ (λµτX ← X) ≡ Vµτ [X ] is defined as
follows. Let V 0µτ [X ] be the operator taking initial condition for the cauchy problem for equation
i
∂f τ
∂τ
= µaHa(λµτX)f
τ (3.9)
to the solution of the Cauchy problem. Here
Ha(Q,P ) =
1
2
Ξ2Λa(Q,P ) + Λ
(1)
a (Q,P ).
Since the operator V 0µτ [X ] conserves the norm and takes zero-norm states to zero-norm states, one can
consider the operator Vµτ : F0X/ ∼→ F0λµτX/ ∼ being also isometric. It can be extended to F0X/ ∼:
V µτ : FX → FλµτX .
3. First of all, investigate corollaries of eq.(3.8) for infinitesimal operators Ha(X).
Let us consider the composition of transformation λµλντλ−µ. For some function ρ(τ,X), one locally
has
λµλντλ−µX = λρ(τ,X)X.
Denote
(Wµf)(X) = f(λµX).
One has then
d
dt
|t=0(W−µWντWµF )(X) = d
dτ
|τ=0(Wρ(τ,X)f)(X).
In the leading order in τ , one has
ρ(τ,X) ∼ νaτ
for some νa. It follows from definition (3.6) of the operator δa that
W−µνaδaWµ = νbδb. (3.10)
where νb linearly depends on νa. Denote the corresponding matrix of linear transformation as (AdXµ)
b
a,
so that
νb = (AdXµ)
b
aν
a (3.11)
and
ρ(τ,X) ∼ (AdXµ)baνaτ.
Denote λ−µX = Y .
If the property (3.8) is satisfied, then
< f, V 0µ (λµλντY ← λντY )V 0ντ (λντY ← Y )g >=
< f, V 0ρ(τ,λµY )(λρ(τ,λµY )λµY ← λµY )V 0µ (λµY ← Y )g >
(3.12)
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for f ∈ F0λµλντY , g ∈ F0Y . Consider this identity as τ → 0. In the leading order in τ , this relation is
trivial. Consider the first nontrivial order. One has:
V 0µ (λµλντY ← λντY ) ∼ Vµ[Y ] + τ(νaδaVµ)[Y ];
V 0ντ (λντY ← Y ) ∼ 1− iτνaHa(Y );
V 0ρ(τ,λµY )(λρ(τ,λµY )λµY ← λµY ) ∼ 1− iτνa(AdλµY µ)baHb(λµY ).
Combining the terms of the order O(τ) in eq.(3.12), one obtains:
< f, ((δaV
0
µ )[Y ]− iV 0µ [Y ]Ha(Y ))g >= −i(AdλµY µ)ba < f,Hb(λµY )V 0µ [Y ]g > . (3.13)
Property (3.13) is very important.
4. Consider the substitution µ → µt and let t → 0. First, obtain an equation for (AdλµtY µt)ba.
Relations (3.10) and (3.11) can be presented as
WµtδaW−µt = (AdX(−µt))baδb.
It follows from definition (3.6) that
d
dt
Wµt = µ
bδbWµt =Wµtµ
bδb.
Therefore,
d
dt
(Adx(−µt))baδb =Wµt[µbδb; δa]W−µt = µbU cab(λµtX)WµtδcW−µt = µbU cab(λµtX)(AdX(−µt))dcδd
and
d
dt
(AdX(−µt))da = µbU cab(λµtX)(AdX(−µt))dc (3.14)
(cf. [26]).
Making use of eqs.(3.10) and (3.11) twice, one finds
δa =Wµ(AdXµ)
b
aW−µWµδbW−µ = (AdλµX)
b
a(AdX(−µ))cbδc,
so that
(AdλµtY µt)
b
a = ((AdY (−µt))−1)ba ∼ δba + tµdU bad(Y ). (3.15)
Furthermore,
(δaVµt)[Y ] ∼ −itµbδaHb(Y );
−iVµ[Y ]Ha(Y ) ∼ −iHa(Y )− tµbHb(Y )Ha(Y ),
while the right-hand side of eq.(3.13) reads
< f, [−iHa(Y )− itµdU bad(Y )Hb(Y )− itµcδcHc(Y )− tµcHa(Y )Hc(Y )]g > .
We see that the property (3.13) implies the following algebraic relation:
< f, ([Ha(Y ), Hb(Y )]− iδaHb(Y ) + iδbHa(Y ))g >= iU cab(Y ) < f,Hc(Y )g > (3.16)
or
< f, [Ha(Y )− iδa;Hb(Y )− iδb]g >= iU cab(Y ) < f, (Hc(Y )− iδc)g > (3.17)
for f, g ∈ F0Y .
5. Let us show that the algebraic property (3.17) implies the group property (3.8). First of all, let
us obtain eq.(3.13) from eq.(3.17).
13
Proposition 3.1. Let property (3.17) be satisfied. Then eq.(3.13) is also satisfied.
Proof. One should check that
< f, (−i(V 0µt[Y ])+(AdλµtY µt)baHb(λµtY )V 0µt[Y ]− (V 0µt[Y ])+(δaV 0µt)[Y ])g >= −i < f,Ha(Y )g >
(3.18)
for all f, g ∈ F0Y .
For t = 0, eq.(3.18) is satisfied. Consider the t-derivative of the left-hand side of eq.(3.18). First,
eq.(3.9) implies that
i
∂
∂t
V 0µt[Y ] = µ
aHa(λµtY )V
0
µt[Y ],
while the operator (δaV
0
µt)[Y ] satisfies the following equation:
νai ∂
∂t
(δaV
0
µt)[Y ] = µ
b ∂
∂α
|α=0Hb(λµtλναY )V 0µt[Y ] + µbHb(λµtY )νa(δaV 0µt)[Y ] (3.19)
Therefore,
d
dt
[(V 0µt[Y ])
+(δaV
0
µt)[Y ]] = −i(V 0µt[Y ])+(δaWµtHb)(Y )V 0µt[Y ]. (3.20)
Furthermore, eq.(3.15) implies the following relation:
d
dt
AdλµtY µt =
d
dt
(AdY (−µt))−1 = −(AdY (−µt))−1 d
dt
(AdY (−µt))(AdY (−µt))−1
Eq. (3.14) implies that
d
dt
(AdλµtY µt)
a
b = −(AdλµtY µt)acµdU bcd(λµtY ).
Combining all the terms, we find that the derivative of the left-hand side of eq.(3.18) is
< f, (V 0µt[Y ])
+{−[(AdλµtY µt)baHb(λµtY );µcHc(λµtY )]− iµcδcHb(λµtY )(AdλµtY µt)ba+
i(AdλµtY µt)
c
aµ
dU bcd(λµtY )Hb(λµtY ) + i(W−µtδaWµtHb)(λµtY )}(V 0µt[Y ])g >
However, it follows from eq.(3.17) that this expression vanishes. Proposition is justified.
Proposition 3.2. The following property is satisfied:
(δaV
0
µt)[Y ] = −i
∫ t
0
dτV 0(t−τ)µ(λµtY ← λµτY )µb(δaWµtHb)(Y )V 0τµ(λµτY ← Y ).
This property is a direct corollary of eq.(3.19).
Let µ(α) be a smooth curve. Note that for arbitrary function F (X) the derivative d
dα
F (λµ(α)X) can
be presented as a linear combination of operators δa,
d
dα
F (λµ(α)X) = ρ
a(α,X)δaF (λµ(α)X). (3.21)
Proposition 3.3. For all f ∈ F0λµ(α)X, g ∈ F0X
< f, i
d
dα
V 0µ(α)[X ]g >=< f, ρ
a(α,X)Ha(λµ(α)X)V
0
µ(α)[X ]g > (3.22)
Proof. Consider the operator
(V 0tµ(α)[X ])
−1 d
dα
V 0tµ(α)[X ]
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Its time derivative has the form
(V 0tµ(α)[X ])
−1[
d
dα
;µa(α)Ha(λtµ(α)X)]V
0
tµ(α)[X ]
Therefore,
(V 0tµ(α)[X ])
−1 d
dα
V 0tµ(α)[X ] =
∫ t
0
dγV 0−γµ(α)(X ← λγµ(α)X)[
d
dα
;µa(α)Ha(λtµ(α)X)]V
0
γµ(α)(λγµ(α)X ← X).
Thus, eq.(3.22) is equivalent to
< f, ρa(α,X)Ha(λµ(α)X)g >=< f,
∫ t
0 dγV
0
(1−γ)µ(α)(λµ(α)X ← λγµ(α)X) ddα [µa(α)Ha(λtµ(α)X)]
×V 0(γ−1)µ(α)(λγµ(α)X ← λµ(α)X)g > .
(3.23)
for all f, g ∈ F0X .
Making use of the justified relation (3.13), one takes the right-hand side of eq.(3.23) to the form
∫ 1
0 dγ
dµa
dα
(AdλµX(γµ))
b
aHb(λµX)− i
∫ 1
0 dγ(δaV
0
(1−γ)µ[λγµX ]V
0
(γ−1)µ(λγµX ← X)dµ
a
dα
+
∫ 1
0 dγV
0
(1−γ)µ(λµX ← λγµX)µa[ ddαHa(λγµX)]V 0(γ−1)µ(λγµX ← λµX).
(3.24)
The second term can be rewritten with the help of proposition 3.2 as
−
∫ 1
0
dγ
∫ 1−γ
0
dτV 0(1−γ−τ)µ[λ(τ+γµ)X ]µ
b(δaWτµHb)(λγµX)V
0
(τ+γ−1)µ[λµX ]
dµa
dα
,
where substitution γ → γ has been made. Let us perform a shift of integration variable τ , τ = γ − γ,
so that the integral will be transformed as
−
∫ 1
0
dγ
∫ γ
0
dγV 0(1−γ)µ[λγµX ]µ
b(δaW(γ−γ)µHb)(λγµX)V
0
(γ−1)µ[λµX ]
dµa
dα
.
We see that the sum of the second and the third term will vanish if
∫ γ
0
dγµb(δaWγµHb)(λ(γ−γ)µX)
dµa
dα
= µb
d
dα
Hb(λγµ(α)X). (3.25)
Here the substitution γ ↔ γ − γ is performed. The first term of the sum (3.24) coincides with the
left-hand side of eq.(3.23) if
ρb(α,X) =
∫ 1
0
dγ
dµa
dα
(AdλµX(γµ))
b
a. (3.26)
Definition (3.21) of ρb implies that relation (3.26) is equivalent to
d
dα
f(λµ(α)X) =
∫ 1
0
dγ
dµa
dα
(AdλµX(γµ))
b
a(δbf)(λµ(α)X) (3.27)
for arbitrary function f . Eq.(3.25) is a corollary of the more general statement
d
dα
f(λγµ(α)X) =
∫ γ
0
(δaWγµf)(λ(γ−γ)µX)
dµa
dα
(3.28)
provided that µbHb = f . Since
(δaWγµf)(λ(γ−γ)µX) = (W−γµδaWγµf)(λµX) = (AdλµXγµ)
b
a(δbf)(λµX),
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eq.(3.27) is a corollary of eq.(3.28). To check relation (3.28), note that
d
dγ
W−γµ
d
dα
Wγµ = W−γµ
dµa
dα
δaWγµ.
Therefore,
W−γµ
d
dα
Wγµ =
∫ γ
0
dγW−γµ
dµa
dα
δaWγµ
and
d
dα
(Wγµf)(X) =
∫ γ
0
dγW(γ−γ)µ
dµa
dα
δaWγµ.
We obtain eq.(3.28). Proposition is proved.
Proposition 3.4. Property (3.8) is satisfied.
Proof. Let µ(τ) be such a function that
λµ(τ)X = λµ1τλµ2X. (3.29)
Let us show that
< f, (V 0µ1τ (λµ1τλµ2X ← λµ2X))+V 0(λµ(τ)X ← X)g >=< f, V 0µ2(λµ2X ← X)g > . (3.30)
For τ = 0, property (3.30) is obviously satisfied. The τ -derivative of the left-hand side vanishes because
of proposition 3.3 and property ρa = µa1. Proposition is proved.
6. Thus, we have understood that property (3.17) is a necessary and sufficient condition for satisfying
the group relation. Let us check eq.(3.17) for Weyl quantization.
Relation (3.17) can be rewritten as
< f, [iδΛa −
1
2
Ξ2Λa − Λ(1)a ; iδΛb −
1
2
Ξ2Λb − Λ(1)b ]g >= −iU cab < f, (iδΛc −
1
2
Ξ2Λc − Λ(1)c )g > . (3.31)
It follows from the results of Appendix A that
[iδΛa −
1
2
Ξ2Λa; iδΛb −
1
2
Ξ2Λb] = iiδ{Λa;Λb} −
1
2
Ξ2(U cabΛc))
Since < f,ΞΛcg˜ >= 0, while δAB = {A,B}, making use of property (3.2), one takes property (3.31) to
the following form
i
2
[ΞU cab; ΞΛc]− i{Λa; Λ(1)b } − i{Λ(1)a ; Λb} = iU cabΛ(1)c . (3.32)
It follows from eq.(2.14) that eq.(3.32) is satisfied if and only if
{Λa;ReΛ(1)b }+ {ReΛ(1)a ; Λb} = U cabReΛ(1)c ; (3.33)
1
2
{U cab; Λc}+
1
2
{λa;Ueeb}+
1
2
{Udda; Λb} =
1
2
U cabU
d
dc. (3.34)
Eq.(3.33) is a restriction on the real part of quantum correction to constraint. We see that if the Weyl
quantization is used, the leading-order semiclassical purposes no quantum corrections to the real part
are necessary: the case ReΛ(1)e = 0 is possible.
Let us show that eq.(3.34) is automatically satisfied. Consider the Jacobi identity
[[δa; δb]; δc] + [[δb; δc]; δa] + [[δc; δa]; δb] = 0.
Making use of eq.(3.2), we find that
[Udabδd; δc] + [U
d
bcδd; δa] + [U
d
caδd; δb] = 0.
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Applying eq.(3.2) once again, one takes the Jacobi identity to the form
{Λc;Udab}δd + {Λa;Udbc}δd + {Λb;Udca}δd + UdabUedcδe + UdbcUedaδe + UdcaUedbδe = 0.
Since vector fields δc are linearly independent (the gauge group is assumed to act free on the phase
space), one has
{Λc;Ueab}+ {Λa;Uebc}+ {Λb;Ueca}+ UdabUedc + UdbcUeda + UdcaUedb = 0.
Consider the partial trace; let c = e and sum over e. We obtain that two last terms cancel each other
and
{Λe;Ueab}+ {Λa;Uebe}+ {Λb;Ueea}+ UdabUede = 0.
This relation coincides with (3.34).
Thus, the algebraic property (3.31) is checked. We see that if the Weyl quantization is used, there
are no quantum anomalies in the leading order of semiclassical theory.
On the other hand, it is known from QFT that quantum anomalies arise in the one-loop approxi-
mation. This exactly corresponds to the leading order of semiclassical approximation.
A possible source of QFT anomalies may be as follows. The Weyl quantization cannot be applied to
QFT systems: one usually use Wick ordering. There are also divergent counterterms to the Lagrangian.
This implies that the quantum correction Λ(1)e appears to be not only nonzero but also divergent.
Eq.(3.33) is then a nontrivial relation providing the cancellation of quantum anomalies.
4 Semiclassical observables
1. In classical mechanics of constrained systems, observables are such functions O on classical phase
space that commute with all the constraints on the constraint surface
{O,Λa} = 0, provided that Λb = 0. (4.1)
Let us apply the corresponding quantum observable of the form
hOˆ = O(
√
hqˆ,
√
hpˆ)
to the wave packet (2.16). The result Φ˜ = hOˆΦ will be of the analogous form
Φ˜(q) = ce
i
h
Se
i
h
P (q
√
h−Q)f˜(q −Q/
√
h)
with
f˜(ξ) = O(Q+
√
hξ, P − i
√
h
∂
∂ξ
)f(ξ).
We see that a semiclassical wave function (S, P,Q; f) is taken to (S, P,Q; f˜) with the same (S, P,Q).
In the leading order in h the function f is multiplied by the classical value O(Q,P ) of the observable.
In the next order, one has
f˜ = Of +
√
hΞOf +O(h),
see Appendix A. We see that the operator ΞO is the first nontrivial contribution to the classical ob-
servable O and may be viewed as a semiclassical observable.
Note that zero-norm semiclassical wave functions are indeed taken to zero-norm states. Namely, let
< f, f >= 0. Then for all g from the domain of (ΞO)+
< g,ΞOf >= (g,
M∏
a=1
(2piδ(ΞΛa))ΞOf) = ((ΞO)
+g,
M∏
a=1
(2piδ(ΞΛa))f) = 0,
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since
[ΞΛa; ΞO] = −i{Λa;O}.
Therefore, the operator ΞO can be reduced to factorspace FX = F0X/ ∼. Any bounded function of this
operator ϕ(ΞO) can be extended to FX .
2. It happens that it is sufficient to specify an observable on the constraint surface Λb = 0 only in
order to specify the operator ΞO in FX .
Proposition 4.1. Let O(Q,P ) = 0, provided that Λb(Q,P ) = 0, b = 1,M . Then ΞOf has zero
norm.
Proof. It follows from the condition of proposition that the linear form
∂O
∂Ps
δPs +
∂O
∂Qs
δQs (4.2)
vanishes provided that
∂Λb
∂Ps
δPs +
∂Λb
∂Qs
δQs = 0. (4.3)
Formula (4.3) specifies 2n − M-dimensional subspace of 2n-dimensional space {(δQ, δP )}, since the
operators ΞΛb are linearly independent because of free action of the gauge group. Choose such a basis
{(δQ(i), δP (i)), i = 1, 2n} that vectors {(δQα, δP α), α =M + 1, 2n} satisfy condition (4.3). The first M
vectors (δQ(a), δP (a)), a = 1,M should be chosen in such a way that
∂Λb
∂Ps
δPs +
∂Λb
∂Qs
δQs = δ
a
d
Expand (δQ, δP ) as a linear combination
(δQ, δP ) =
n∑
i=1
bi(δQ
(i), δP (i)).
The linear form (4.2) can be presented as
n∑
i=1
Aibi. (4.4)
Let bα = 1 for some M + 1 ≤ α2n and other bi = 0. Then expression (4.4) should vanish, so that
Aα = 0, α =M + 1, 2n. One has
∂O
∂Ps
δPs +
∂O
∂Qs
δQs =
M∑
a=1
Aaba =
∑
a
Aa(
∂Λa
∂Ps
δPs +
∂Λa
∂Qs
δQs).
This means that
ΞO =
M∑
a=1
AaΞΛa. (4.5)
However, the states ΞΛaf have zero norm. Proposition is proved.
3. Let us show that gauge-equivalent semiclassical states are taken by the operator O +
√
hΞO to
gauge-equivalent. Let
(S0, P 0, Q0; f 0) ∼ (Sτ , P τ , Qτ : f τ ),
(P τ , Qτ ) satisfy eq.(2.22), Sτ be of the form (2.21), f τ be a solution of eq.(2.23). First, one should
check that
O(Qτ , P τ) = O(Q0, P 0) (4.6)
or d
dτ
O(Qτ , P τ) = 0. However, the property is equivalent to {O,Λa} = 0 and therefore satisfied.
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Let us check that states
(S0, P 0, Q0; ΞOf 0) ∼ (Sτ , P τ , Qτ : ΞOf τ)
are gauge-equivalent. Consider the gauge transformation (Sτ , P τ , Qτ ; gτ) of the state (S0, P 0, Q0; ΞOf 0).
gτ is than a solution of the Cauchy problem for eq.(2.23) with the initial condition g0 = ΞOf 0. The
difference ζτ = gτ − ΞOf τ satisfies the following equation
(i
d
dτ
− µa[1
2
Ξ2Λa + Λ
(1)
a ])ζ
τ = −[i d
dτ
− 1
2
µaΞ2Λa; ΞO]f
τ .
It follows from Appendix A that
[i
d
dτ
− 1
2
µaΞ2Λa; ΞO] = Ξ{µaΛa;O}.
Since {Λa;O} = 0 on the constraint surface,
Ξ{µaΛa;O} = AaΞΛa
for some coefficients Aa. Therefore, the wave function ζτ satisfies the following equation
(i
d
dτ
− µa[1
2
Ξ2Λa + Λ
(1)
a ]ζ
τ = ΞΛaχ
τ
a
for some χτa. For the inner product < ζ
τ , ζτ >, analogously to eq.(3.6) one has
i
d
dτ
< ζτ , ζτ >=< ζτ ,ΞΛaζ
τ > − < ΞΛaζτ , ζτ >= 0. (4.7)
Therefore, ζτ is a state of a zero norm. This means that wave functions gτ and ΞOf τ are equivalent.
Thus, equivalent semiclassical states are indeed taken to equivalent by the semiclassical observable ΞO.
4. It happens also that semiclassical observables ΞO possesses also the following geometric inter-
pretation (cf.[24, 25]). By KS,P,Q we denote the operator taking the function f to the wave function Φ
(2.16),
(KhS,P,Qf)(q) =
1
hM/4
e
i
h
Se
i
h
P (q
√
h−Q)f(q −Q/
√
h). (4.8)
Consider the shift of classical variables of the order O(h1/2), S → S + √hδS, P → P + √hδP ,
Q→ Q+√hδQ. The operator KS,P,Q will transform then as follows,
(Kh
S+
√
hδS,P+
√
hδP,Q+
√
hδQ
f = constKhS,P,Qe
iΩ[δP,δQ]f,
where Ω[δP, δQ] is the following linear combination of coordinate and momenta operators,
(Ω[δP, δQ]f)(ξ) = [δPξ − δQ1
i
∂
∂ξ
]f(ξ).
Ω is an operator-valued differential form: a tangent vector (δP, δQ) to the phase space is mapped to an
operator; the mapping is linear. The form Ω is an important geometric characteristics of the operator
KhS,P,Q.
We see that linear combinations of coordinate and momentum operators can be expressed via the
operators Ω. However, δP, δQ should obey additional restrictions since the mapping KhS,P,Q is defined
only if (P,Q) belongs to the constraint surface
Λa(Q,P ) = 0.
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This means that
∂Λa
∂Q
δQ +
∂Λa
∂P
δP = 0. (4.9)
Under condition (4.9), the operator Ω[δP, δQ] transforms zero-norm states to zero-norm states, since
[Ω(δP, δQ); ΞΛa] = i(
∂Λa
∂Q
δQ+
∂Λa
∂P
δP ) = 0.
Let O be a classical observable. We see that the corresponding semiclassical observable ΞO can be
presented as
ΞO = Ω[
∂O
∂Q
;−∂O
∂P
].
Note that the tangent vectors
δOP = −∂O
∂Q
; δOQ =
∂O
∂P
.
corresponds to the Hamiltonian vector field δO on the phase space which is generated by the classical
observable O. One therefore has
ΞO = −Ω[δO(P,Q)]. (4.10)
5 Semiclassical transformations
Quantum observables Oˆ can be also viewed as generators of one-parametric transformation groups e−iOˆt.
Let us investigate their analogs in the semiclassical mechanics. Let Oˆ depend on the small parameter
h as
Oˆ =
1
h
O(
√
hqˆ,
√
hpˆ) +O1(
√
hqˆ,
√
hpˆ) + ... (5.1)
It happens that unitary condition for the constrained systems make necessary adding a quantum cor-
rection O1 with a nontrivial imaginary part.
Let us apply the operator e−iOˆt to the semiclassical wave function Φ (2.16). Consider the wave
function
Φt = e−iOˆtΦ
obeying the Cauchy problem
iΦ˙t = OˆΦt, Φ0 = Φ. (5.2)
Analogously to section 2, substitution
Φt(q) = conste
i
h
Ste
i
h
P t(q
√
h−Qt)f t(q −Qt/
√
h)
gives us in the leading order in h the following system of equations,
S˙t = P tQ˙t − O(Qt, P t); Q˙t = ∂O
∂P
(Qt, P t); P˙ t = −∂O
∂Q
(Qt, P t). (5.3)
if˙ t =
[
1
2
(Ξ2O)(Qt, P t) +O1(Q
t, P t)
]
f t (5.4)
Note that the classical trajectory Qt, P t lies on the constraint surface, provided that {O,Λa} = 0 on this
surface. Therefore, one can define the transformation ut : X → X taking the initial data (S0, Q0, P 0) for
eqs.(5.3) to the solution (St, Qt, P t). By U0t (utX ← X) : F0X → F0utX we denote the operator taking the
initial wave function f 0 to the solution f t. Let us investigate the unitarity property of the infinitesimal
operator.
20
5.1 Unitarity problem
One can check that the operator U0t (utX ← X) conserves the norm analogously to section 3. Let us
investigate the commutator
[i
d
dt
− 1
2
(Ξ2O)(utX); (ΞΛa)(utX)]
which has the form
iΞ{O; Λa}
according to appendix A. However, the Poisson bracket {O; Λa} vanishes on the constraint surface.
Therefore, proposition 4.1 implies that
Ξ{O; Λa} = AbaΞΛb,
where coefficient functions Aba(X) are uniquely defined from the relation
δ{O;Λa} = A
b
aδΛb . (5.5)
Therefore,
[i
d
dt
− 1
2
(Ξ2O)(utX); (ΞΛa)(utX)] = iA
b
a(utX)(ΞΛb)(utX)
and
[i
d
dt
− 1
2
(Ξ2O)(utX); e
iρa(ΞΛa)(utX)] = iAba(utX)ρ
a ∂
∂ρb
eiρ
c(ΞΛc)(utX). (5.6)
Let f t1, f
t
2 be solutions of eq.(5.2). Analogously to eq.(3.4), we find
i
∂
∂t
< f t1, f
t
2 >= [O1(utX)−O∗1(utX)] < f t1, f t2 > −iAaa(utX) < f t1, f t2 > .
Thus, a semiclassical transformations conserves the norm of semiclassical state if and only if O1 contains
a nontrivial imaginary part
ImO1(X) =
1
2
Aaa(X). (5.7)
Under this condition zero-norm states are taken to zero-norm states, so that the operators U0t (u
0
tX ← X)
can be reduced to factorspace. Namely, introduce the unitary operators Ut(utX ← X) : FX → FutX by
the following definition
Ut(utX ← X)[f 0] = [U0t (utX ← X)f 0], f 0 ∈ F0X (5.8)
which is correct. Operators (5.8) can be extended to the completion of FX ,
U t(utX ← X) : FX → FutX .
We see that a semiclassical transformation may be viewed as an automorphism of the semiclassical
bundle.
5.2 Gauge invariance
The purpose of this subsection is to show that gauge-equivalent states are taken to gauge-equivalent.
It is convenient to introduce a notion of a pre-semiclassical bundle with base X and fibres F0X and
consider the sections of this bundle. Remind that a section of a bundle is specified if for each X ∈ X a
wave function χ0X ∈ F0X is chosen; certain requirements on smoothness of dependence of χ0X on X may
be imposed.
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A section χ0 of the pre-semiclassical bundle is called gauge-invariant if for all µ, X ∈ X the property
χ0λµX ∼ V 0µ (λµX ← X)χ0X (5.9)
is satisfied.
Proposition 5.1. Property (5.9) is equivalent to
< f 0, [iδa −Ha(X)]χ0X >= 0, forall f 0 ∈ F0X . (5.10)
Proof. Property (5.9) can be rewritten as
< f 0;χ0X − V 0µt(X ← λ−µtX)χ0λ−µtX >= 0. (5.11)
Consider the limit t→ 0. One has
V 0µt(X ← λ−µtX) ∼ 1− iµatHa(X) + o(t),
χ0λ−µtX ∼ χ0X − tµaδaχ0X + o(t).
We obtain relation (5.10).
Let us check the implication (5.10) → (5.9). The wave function
ζt = χ
0
λµtX − V 0µt(λµtX ← X)χ0X
satisfies the equation
iζ˙t = Ha(λµtX)ζt + [iµaδa −Ha(λµtX)]χ0λµtX ,
so that
i
d
dt
< ζt, ζt >= 0
analogously to (4.7). Proposition is proved.
Proposition 5.2. Let f1 ∈ FX1, f2 ∈ FX2, f1 6= 0, f2 6= 0. Then the semiclassical states (X1, f1)
and (X2, f2) are gauge-equivalent if and only if for all gauge-invariant sections χ
0 of the pre-semiclassical
bundle the relation
< [χ0X1 ]; f1 >=< [χ
0
X2
]; f2 > (5.12)
is satisfied.
Proof. Let (X1, f1) ∼ (X2, f2), χ0X be a gauge-invariant section. Then
X2 = λµX1, f2 = Vµ(X2 ← X1)f1, [χ0X2 ] = [V 0µ (X2 ← X1)χ0X1]
for some µ. One should check that
< [χ0X1 ]; f1 >=< [V
0
µ (X2 ← X1)χ0X1 ];Vµ(X2 ← X1)f1 > .
This is true because of unitarity of Vµ(X2 ← X1).
Let (X1, f1) 6∼ (X2, f2). One should consider two cases.
1. X1 6∼ X2.
Then X1, X2 belong to different gauge orbits. One therefore can choose such an invariant section χ
0
that χ0X1 = F
0, χ0X2 = 0, where f
0 is an arbitrary wave function. Therefore,
< [f 0]; f1 >= 0
for all f 0, so that f1 = 0.
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2. X1 ∼ X2, so that X2 = λ|muX1, but f2 6= Vµ(X2 ← X1)f1. Choose such an invariant section χ0
that χ0X2 = f
0 be an arbitrary nonzero wave function. One has
[χ0X2 ] = [V
0
µ (X2 ← X1)χ0X1 ].
Therefore,
< [χ0X1 ]; f1 >=< [χ
0
X2
];Vµ(X2 ← X1)f1 > .
For some f 0, one has
< [f 0];Vµ(X2 ← X1)f1 > 6=< [f 0]; f1 >,
so that
< [χ0X1 ]; f1 > 6=< [χ0X2 ]; f2 > .
Proposition is proved.
Call the section χt of the form
χtutX = U
0
t (utX ← X)χ0X (5.13)
as a semiclassical transformation of the section χ0.
Proposition 5.3. Semiclassical transformation takes any gauge-equivalent section to a gauge-
invariant section if and only if
(X1, f1) ∼ (X2, f2)⇒ (utX1;Ut(utX1 ← X1)f1) ∼ (utX2;Ut(utX2 ← X2)f2). (5.14)
Proof. Let the semiclassical transformation take any gauge-invariant section to a gauge-invariant
and (X1, f1) ∼ (X2, f2). Let us show
(utX1;Ut(utX1 ← X1)f1) ∼ (utX2;Ut(utX2 ← X2)f2) (5.15)
According to proposition 5.3, one should check that
< [χ0utX1];Ut(utX1 ← X1)f1) >=< [χ0utX2 ];Ut(utX2 ← X2)f2) > (5.16)
for all gauge-invariant sections χ0. Property (5.16) is equivalent to
< [U0−t(X1 ← utX1)χ0utX1 ]; f1 >=< [U0−t(X2 ← utX2)χ0utX2 ]; f2 >
or
< [χ−tX1 ]; f1 >=< [χ
−t
X2
]; f2 > . (5.17)
However, the section [χ−tX ] is gauge-invariant, while (X1; f1) ∼ (X2; f2). Thus, eq.(5.17) is satisfied.
Property (5.15) is checked.
Let us suppose now that implication (5.14) takes place. Let χ0X be a gauge-invariant section. Show
that the section χtX is gauge-invariant, i.e.
(X, [χtX ]) ∼ (λµX, [χtλµX ])
or
(X, [U0t (X ← u−tX)χ0u−tX ]) ∼ (λµX, [U0t (λµX ← u−tλµX)χ0u−tλµX ]) (5.18)
However,
(u−tX, [χ0u−tX ]) ∼ (u−tλµX, [χ0u−tλµX ])
since u−tX ∼ u−tλµX , while section χ0 is gauge-invariant, so that implication (5.14) implies (5.18).
Proposition is proved.
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To check that equivalent states are taken to equivalent by the semiclassical transformation, it is
sufficient to show that gauge-invariant sections are taken to gauge-invariant, i.e.
< f 0, [iδa −Ha(X)]χtX >= 0 for all f 0. (5.19)
under condition (5.10). Denote
δOf(X) =
d
dt
|t=0f(utX). (5.20)
Proposition 5.4. (5.10) ⇒ (5.19) if and only if
< f, [iδa −Ha(X); iδO − 1
2
(Ξ2O)(X)−O1(X)]g >= −i < f, Aba(X)(iδb −Hb(X))g > . (5.21)
where Aba(X) are defined from eq.(5.5).
Proof. Let property (5.19) be satisfied for all χ0X obeying eq.(5.10). Let us obtain eq.(5.21).
Relation (5.19) can be rewritten as
< f 0, (iδa −Ha(X))U0t (X ← u−tX)χ0u−tX = 0. (5.22)
Consider the limit t→ 0. The leading order in t gives us trivial result (5.10). The next order leads us
to the following relations,
χ0u−tX ∼ χ0X − tδOχ0X + o(t);
U0t (X ← u−tX) ∼ 1− it[12(Ξ2O)(X) +O1(X)] + o(t),
so that
< f 0, (iδa −Ha(X))(iδO − 1
2
(Ξ2O)(X)− O1(X))χ0X >= 0.
On the other hand, for
g0X = (iδa −Ha(X))χ0X
one has
< f 0, (iδO − 12(Ξ2O)(X)− O1(X))g0X >=
(f 0, [
∏
c(2piδ(ΞΛc(X))); iδO − 12(Ξ2O)(X)− O1(X)]g0X) =
i(f 0,
∏
c(2piδ(ΞΛc(X)))iA
a
a(X)g
0
X) = 0,
here properties (5.10), (5.6) are used. Therefore,
< f 0, [iδa −Ha(X); iδO − 1
2
(Ξ2O)(X)− O1(X)]χ0X >= 0. (5.23)
The commutator entering to this expression has the structure
− δ{Λa;O} +Ba(X) (5.24)
for some operator function Ba(X). It follows from (5.5) that eq.(5.23) takes the form
< f 0, (Aba(X)δb +Ba(X))χ
0
X >= 0.
Eq.(5.10) implies that
Aba(X)iHb(X) = Ba(X)
in the weak sense. Thus, eq.(5.24) implies (5.21).
Let eq.(5.21) be satisfied. Check the property (5.19). Consider the wave function
ζa[t;X ] = [Ut(utX ← X)]−1φa[t, utX ]. (5.25)
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Let us obtain an equation for ζa. Notice that the wave function χtutX satisfies the equation
i
d
dt
χtutX = [
1
2
(Ξ2O)(utX) +O1(utX)]χ
t
utX (5.26)
being a corollary of relation (5.13). The left-hand side of eq.(5.26) can be presented as
(i
∂
∂t
+ iδO)χ
t
Y |Y=utX ,
so that
i
∂
∂t
χtY = [
1
2
(Ξ2O)(Y ) +O1(Y )− iδO]χtY .
Therefore, the function φa[t, utX ] obeys the equation
i
d
dt
φa[t, utX ] = iδOφ
a[t, utX ] + (iδa −Ha(Y ))(1
2
(Ξ2O)(Y ) +O1(Y )− iδO))|Y=utXχtutX .
It follows from eq.(5.21) that it can be rewritten as
i
d
dt
φa[t, utX ] = O2(utX)φ
a[t, utX ] + iA
b
a(utX)φ
b[t, utX ].
Thus,
i
d
dt
ζa[t, utX ] = [Ut(utX ← X)]−1iAba(utX)[Ut(utX ← X)]ζb[t, X ]. (5.27)
The operator entering to the right-hand side is bounded, so that there exists a unique solution for the
Cauchy problem for eq.(5.27), which can be presented as a strongly convergent series,
ζa[t, X ] = (T exp{−
∫ t
0
dτ [Uτ (uτX ← X)]−1A(uτX)[Uτ (uτX ← X)]}ζ)a[0, X ].
Each term of the series has zero norm, so that < ζa, ζa >= 0. Proposition 5.4 is proved.
5.3 Check of infinitesimal properties
Let us check property (5.21) analogously to subsection 3.3. It follows from the results of appendix A
that
[iδa − 1
2
Ξ2Λa − Λ(1)a ; iδO −
1
2
Ξ2O − O1] = i(iδ{Λa;O} −
1
2
Ξ2{Λa;O}+ δOΛ(1)a − δaO1) (5.28)
Let us first calculate the operator 1
2
Ξ2{O; Λa}. It follows from (5.5) that
∂{O; Λa}
∂Qj
= Aba
∂Λb
∂Qj
;
∂{O; Λa}
∂Pj
= Aba
∂Λb
∂Pj
;
on the constraint surface. According to proposition 4.1 (formula (4)), one can write:
∂2{O,Λa}
∂Qi∂Qj
= ∂A
b
a
∂Qi
∂Λb
∂Qj
+ Aba
∂2Λb
∂Qi∂Qj
+ λacjQ
∂Λc
∂Qi
;
∂2{O,Λa}
∂Pi∂Qj
= ∂A
b
a
∂Pi
∂Λb
∂Qj
+ Aba
∂2Λb
∂Pi∂Qj
+ λacjQ
∂Λc
∂Pi
∂2{O,Λa}
∂Qi∂Pj
= ∂A
b
a
∂Qi
∂Λb
∂Pj
+ Aba
∂2Λb
∂Qi∂Pj
+ λacjP
∂Λc
∂Qi
∂2{O,Λa}
∂Pi∂Pj
= ∂A
b
a
∂Pi
∂Λb
∂Pj
+ Aba
∂2Λb
∂Pi∂Pj
+ λacjP
∂Λc
∂Pi
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for some functions λacQ , λ
ac
P . Thus,
Ξ2{O; Λa} = AbaΞ2Λb + ΞAbaΞΛb + ΞΛc(λacjQ ξj + λacjP
1
i
∂
∂ξj
.
However, the matrix elements of the operator ΞΛcBˆc are zero for arbitrary Bˆc. Thus, the operator
Ξ2{O,Λa} is equivalent in sense of matrix elements to
Ξ2{O; Λa} ∼ AbcΞ2Λb + [ΞAba; ΞΛb].
Expression (5.28) can be transformed as
−iAba(iδb −
1
2
Ξ2Λb) +
i
2
[ΞAba; ΞΛb] + iδOΛ
(1)
a − iδaO1.
Eq.(5.21) is then satisfied if and only if
iAbaΛ
(1)
b =
1
2
{Aba; Λb}+ i{O; Λ(1)a } − i{Λa;O1}. (5.29)
Decompose this relation into real and imaginary parts:
iAbaReΛ
(1)
b = i{O;ReΛ(1)a − i{Λa;ReO1}; (5.30)
− 1
2
AbaU
c
cb =
1
2
{Aba; Λb} −
1
2
{O;U cca}+
1
2
{Λa;Acc} = 0. (5.31)
It happens that eq.(5.31) is automatically satisfied.
Namely, the Jacobi identity
[[δa, δb], δO] + [[δb, δO], δa] + [[δO, δa], δb] = 0.
It can be rewritten as
U cabA
d
cδd + δOU
d
abδd + A
c
bU
d
caδd + δaA
d
bδd − AcaUdcbδd − δbAdaδd = 0.
Since δd are independent operators, one has
U cabA
d
c + A
c
bU
d
ca − AcaUdcb + {O;Udab}+ {Λa;Adb} − {Λb;Ada} = 0.
Multiplying this relation by the δ-symbol δdb , we obtain eq.(5.31).
Thus, gauge-equivalent states are indeed taken to gauge-equivalent via the semiclassical transfor-
mation generated by the observable O under condition (5.30). If ReΛ(1)a = 0, one can choose ReO1 = 0.
Otherwise, the non-anomaly condition for O1 (5.30) is obtained.
5.4 Relationship with BRST-BFV approach
Let us compare the obtained results (5.7), (5.29) with the definition of the observable in the BRST-BFV
quantization. In this approach, a B-extension of an observable Oˆ is considered. It is looked for in the
following form
OˆB = Oˆ + ... + Oˆ
nb1...bn
a1...an Πb1...Πbn
∂
∂Πa1
...
∂
∂Πan
+ ...
in such a way that
[OˆB; Ωˆ0] = 0; Oˆ
+
B = OˆB.
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The purpose of this subsection is to show that if the quantum observable Oˆ possesses a B-extension,
then relations (5.7) and (5.29) will be satisfied. We suppose that the B-extension depends on the small
parameter h semiclassically (eq.(2.9)), so that the coefficient operators Oˆn depend on h as
Oˆnb1...bna1...an = h
n−1Onb1...bna1...an (
√
hqˆ,
√
hpˆ)hnOnb1...bn1a1...an(
√
hqˆ,
√
hpˆ) + ...
Let us investigate first the condition [OˆB; Ωˆ0] = 0. One has
OˆBΩˆ0 = OˆΩˆ
1
a
∂
∂Πa
+ ...; Ωˆ0OˆB = Ωˆ
1
aOˆ
∂
∂Πa
+ Ωˆ1aOˆ
1a
a1
∂
∂Πa1
+ ...
where ... are terms containing Πb. The Π -
∂
∂Π
ordering is chosen. Thus, one has the following condition
[Oˆ; Λˆa] = ΛˆbOˆ
1b
a .
In the leading order of the semiclassical approximation results of appendix A imply that
− i{O; Λa} = ΛbO1ba ; (5.32)
− i({O1; Λa}+ {O; Λ(1)a }) = Λ(1)b O1ba + ΛbO1ba −
i
2
{Λb;O1ba }. (5.33)
Let us consider the condition Oˆ+B = OˆB. In the leading orders in h, this implies that
O∗ = O; O1b∗a = −O1ba ; O∗1 − O1 +O1a∗a = 0. (5.34)
Comparison of formulas (5.32) and (5.5) gives us the following relation
O1ba = −iAba.
which is valid on the constrained surface. Thus,
ImO1 =
1
2
Aaa.
On the constraint surface eq.(5.33) coincides with eq.(5.29). Thus, relations (5.7) and (5.29) are checked.
5.5 Equivalent observables
The constructed semiclassical transformation depends not only on values of the classical observable
O on the constraint surface but also on the off-constraint-surface values. Namely, if one adds to the
observable O terms αaΛa, even the classical equations (5.3) will change. It happens, however, that
classical states utX corresponding to transformations generated by observables O and O + α
aΛa are
gauge-equivalent. The purpose of this subsection is to show that an analogous statement is valid also
for the semiclassical transformation.
Let Cˆ and Bˆ be two semiclassical observables,
Cˆ = 1
h
C(
√
hqˆ,
√
hpˆ) + C1(
√
hqˆ,
√
hpˆ) + ...;
Bˆ = 1
h
B(
√
hqˆ,
√
hpˆ) +B1(
√
hqˆ,
√
hpˆ) + ...;
such that C = B and ReC1 = ReB1 on the constraint surface. Let
(X, f 0) 7→ (ut[B]X,U0t (ut[B]X ← X ;B)f 0);
(X, f 0) 7→ (ut[C]X,U0t (ut[B]X ← X ;C)f 0)
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be semiclassical transformations generated by the observables B and C.
Proposition 5.5 The following relation is satisfied:
(ut[B]X, [U
0
t (ut[B]X ← X ;B)f 0]) ∼ (ut[C]X, [U0t (ut[C]X ← X ;C)f 0]). (5.35)
To prove property (5.35), it is sufficient according to proposition 5.2 to check that for all gauge-
invariant sections χ0X the property
< χ0ut[B]X , U
0
t (ut[B]X ← X ;B)f 0 >=< χ0ut[C]X , U0t (ut[C]X ← X ;C)f 0 > (5.36)
is satisfied. Relation (5.36) can be rewritten as
< f 0;U0−t(X ← ut[B]X ;B)χ0ut[B]X >=< f 0;U0−t(X ← ut[C]X ;C)χ0ut[C]X > (5.37)
Denote
χ−tX [B] = U
0
−t(X ← ut[B]X ;B)χ0ut[B]X , χ−tX [C] = U0−t(X ← ut[C]X ;C)χ0ut[C]X.
One should check that there is an equivalence,
χ−tX [B] ∼ χ−tX [C]. (5.38)
Note that the considered sections obey the following equations,
∂
∂t
χ−tX [B] = i(
1
2
(Ξ2B)(X) +B1(X)− iδB)χ−tX [B];
∂
∂t
χ−tX [C] = i(
1
2
(Ξ2C)(X) + C1(X)− iδC)χ−tX [C].
Therefore, the difference
ρ−tX = χ
−t
X [B]− χ−tX [C]
satisfies the following equation
∂
∂t
ρ−tX = i(
1
2
(Ξ2B)(X) +B1(X)− iδB)ρ−tX + γ−tX (5.39)
with
γ−tX = i(
1
2
(Ξ2O)(X) +O1(X)− iδO)χ−tX [C]., (5.40)
where O = B − C, so that O = 0 on the constrained surface. One should check that ρ−tX ∼ 0 or
< ρ−tu−t[B]X ; ρ
−t
u−t[B]X
>= 0. (5.41)
The time derivative of the left-hand side of eq.(5.41) is
i < ρ−tu−t[B]X ; γ
−t
u−t[B]X
> −i < γ−tu−t[B]X ; ρ−tu−t[B]X > .
Since at the initial moment of time relation (5.41) is obviously satisfied, it is sufficient to check
γ−tX ∼ 0.
First of all, note that eq.(4) implies that
δO = Aaδa;
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or
∂O
∂Pi
= Aa
∂Λa
∂Pi
;
∂O
∂Qi
= Aa
∂Λa
∂Qi
.
Therefore, analogously to subsection 5.3, we obtain
Ξ2O = AaΞ
2Λa + [ΞAa; ΞΛa] + ΞΛaBˆa
for some operator Bˆa. Therefore,
γ−tX ∼ i(
1
2
Aa(X)(Ξ
2Λa)(X)− i
2
{Aa; Λa}(X) +O1(X)− iAa(X)δa)χ−tX [C].
Making use of eq.(5.19), we find that
γ−tX ∼ i(−
i
2
{Aa; Λa}(X) +O1(X)− iAa(X)Λ(1)a (X))χ−tX [C].
Thus, it is sufficient to show that the relation
1
2
{Aa; Λa}+ iO1 + AaΛ(1)a = 0 (5.42)
is satisfied. Let us decompose condition (5.42) into real and imaginary parts. Let us find coefficients in
eq.(5.5). One has
[δO; δΛa ] = [Acδc; δa] = −AcUdcaδd − {Λa;Ac}δc,
so that
Ada = −AcUdca − {Aa; Λd}
and
ImO1 = −1
2
AcU
d
ca −
1
2
{Λa;Aa} = AcΛ(1)c +
1
2
{Aa; Λa}.
Eq.(5.42) takes the form ReO1 = 0. Therefore, under condition ReB1 = ReC1 relation (5.35) is satisfied.
Semiclassical transformations generated by observables B and C are gauge-equivalent.
5.6 Semiclassical transformations of semiclassical observables
It happens that the linear combinations of operators ξ and ∂/∂ξ transform under time evolution in a
simple way.
Let δP t, δQt satisfy the variation system for eqs.(5.3):
d
dt
δQt = ∂
2O
∂P∂P
(Qt, P t)δP t + ∂
2O
∂P∂Q
(Qt, P t)δQt;
d
dt
δP t = − ∂2O
∂Q∂P
(Qt, P t)δP t − ∂2O
∂Q∂Q
(Qt, P t)δQt.
Proposition 5.6. The following identity is satisfied:
Ω[δP t, δQt]U0t (utX ← X) = U0t (utX ← X)Ω[δQ0, δP 0]. (5.43)
Proof. Let f t = U0t (utX ← X)f 0, g0 = Ω[δQ0, δP 0]f 0, gt = U0t (utX ← X)g0 is a solution of the
Cauchy problem for the equation
i
∂
∂t
gt = [
1
2
(Ξ2O)(utX) +O1(utX)]g
t. (5.44)
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One should check that gt = Ω[δqt, δP t]f t. This function indeed satisfies the initial condition, while
[i ∂
∂t
− 1
2
(Ξ2O)(utX)− O1(utX); Ω[δQt, δP t]] =
iΩ[ d
dt
δQt − ∂2O
∂P∂P
(Qt, P t)δP t − ∂2O
∂P∂Q
(Qt, P t)δQt; d
dt
δP t + ∂
2O
∂Q∂P
(Qt, P t)δP t + ∂
2O
∂Q∂Q
(Qt, P t)δQt] = 0,
so that the function Ω[δQt, δP t]f t obeys also eq.(5.44). Proposition is proved.
Property (5.43) which is satisfied not only for real δQt, δP t but also for the complex δQt, δP t is very
useful for constructing the quasi-Gaussian solutions of eq.(5.4).
Namely, the Gaussian function
f 0(ξ) = conste
i
2
ξiαijξj
can be geometrically interpreted in terms of the Maslov complex germ. For the quantum mechanics, the
corresponding theory was developed in [10]. It was generalized to the case of the abstract semiclassical
mechanics in [25].
A Maslov complex germ is a n-dimensional plane in the complexified 2n-dimensional tangent space
to the phase space,
Gα = {(δQ, δP )|δPi = αijδQj}.
One has
(δQ, δP ) ∈ Gα ⇔ Ω[δQ, δP ]f 0 = 0.
Moreover, the property Ω[δX ]f 0 = 0 for all δX ∈ Gα uniquely specify the wave function f 0 up to a
multiplicative factor.
Let u∗t[X ] be a mapping of tangent spaces to the phase space. It follows from proposition 5.6 that
Ω[u∗t[X ]δX ]ft = 0, δX ∈ Gα.
Thus, ft is a Gaussian function, while the complex germ Gαt is u∗t[X ]Gα0 .
If the initial condition is a product of a polynomial by the exponent, it can be presented as a sum
of functions
Ω[δX1]...Ω[δXn]f0,
so that at time moment t one obtains the function
Ω[δX t1]...Ω[δX
t
n]ft
with δX ti = u∗t[X ]δXi.
One can also develop the complex-germ theory for the function
∏
a(2piδ(ΞΛa))f
a(ξ) which is also
Gaussian (see [25] for details).
6 Composed semiclassical states
We have investigated the properties of the wave packet function (2.16) corresponding to an ”elementary”
semiclassical state. It is known from quantum mechanics (see appendix B) that infinite superpositions of
states (2.16) may be also viewed as semiclassical solutions of the semiclassical equations. In particular,
WKB-states can be obtained in such a way.
However, one should be careful: sometimes the superposition (B.8) vanishes up to O(h∞) and gives
us therefore a trivial state Ψ = 0. There is also a gauge-like ambiguity even for theories without
constraints: under certain transformations of g the function Ψ does not vary.
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6.1 Superpositions of elementary semiclassical states
Let X(α) = (S(α), Q(α), P (α)), α = (α1, ..., αk) be a k-dimensional surface embedded to the base of
the semiclassical bundle X . Let g(α, ξ) be a function of the class S(Rk+n). Consider the superposition
of the wave packets (2.16)
Φ(q) = c
∫
dαe
i
h
S(α)e
i
h
P (α)(q
√
h−Q(α))g(α, q − Q(α)√
h
). (6.1)
6.1.1 Explicit form of the composed semiclassical state
One can calculate the integral (6.1) explicitly analogously to [29]. First, notice that the integral (6.1) is
exponentially small if the distance between q and the surface Q(α) is of the order O(h−1/2). A nontrivial
result will be obtained only if this distance is of the order O(h1/2), i.e. for some α q = h−1/2Q(α) + ξ,
ξ = O(1). Consider the substitution α = α+ β
√
h. The integral will be taken to the form:
chk/2e
i
h
S(α)e
i
h
P (α)(q
√
h−Q(α)
∫
dβe
i√
h
βj(
∂S
∂αj
−P ∂Q
∂αj
)
e
i
2
βiβj(
∂2S
∂αi∂αj
−P ∂2Q
∂αi∂αj
)
e
iβj
∂P
∂αj
ξ
g(α, ξ − ∂Q
∂αj
βj), (6.2)
here the higher-order terms is h are omitted. Notice that this integral contains a rapidly oscillating
expression e
i√
h
βj(
∂S
∂αj
−P ∂Q
∂αj
)
. Therefore, the integral is exponentially small, except for the case:
∂S
∂αj
= P
∂Q
∂αj
. (6.3)
This is the Maslov isotropic condition [10]. Under this requirement, one can simplify the integral (6.2):
chk/2e
i
h
S(α)e
i
h
P (α)(q
√
h−Q(α))f(α, q − Q(α)√
h
); (6.4)
with
f(α, ξ) =
∫
dβe
iβj(
∂P
∂αj
ξ− ∂P
∂αj
1
i
∂
∂ξ
)
g(α, ξ) =
k∏
i=1
δ(
∂P
∂αj
ξ − ∂P
∂αj
1
i
∂
∂ξ
)g(α, ξ).
6.1.2 Semiclassical inner product
Investigate the inner product < Φ,Φ >. Let us make use of formula (2.15). The wave function (2.29)
will have then the following form
Φτ (q) = c
∫
dαe
i
h
Sτ (α)e
i
h
P τ (α)(q
√
h−Qτ (α))χτ (α, q − Q
τ (α)√
h
,Π,Π).
The functions Sτ (α), P τ (α), Qτ (α) satisfy system (2.21), (2.22), while χτ obeys eq.(2.30) and
χ0(α, ξ,Π,Π) = g(α, ξ). For τ = −1 denote Sτ (α) ≡ S(α, µ), P τ(α) ≡ P (α, µ), Qτ (α) ≡ Q(α, µ),
χτ (α, ξ,Π,Π) ≡ χ(α, µ, ξ,Π,Π). Therefore, the wave function
Ψ(q) =
∫ M∏
a=1
dµadΠadΠ
ae−ΠaΠ
a+iµa[Πa;Ωˆ0]+Φ(q).
entering to the inner product (2.15) has the form analogous to (6.1):
Ψ(q) = c
∫
dαdµe
i
h
S(α,µ)e
i
h
P (α,µ)(q
√
h−Q(α,µ))g(α, µ, q − Q(α, µ)√
h
). (6.5)
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with
g(α, µ, ξ) =
∫ M∏
a=1
dΠadΠ
aχ(α, µ, ξ,Π,Π). (6.6)
This is a Dirac wave function corresponding to the state (6.1) [22].
Let us suppose that the k-dimensional surface (Q(α), P (α)) contains no gauge-equivalent states.
More precisely, we require that the manifold (Q(α, µ), P (α, µ)) is smooth, k+M-dimensional, without
self-intersections. For such a case, consider the inner product
< Φ,Φ >≡ (Φ,Ψ)
which has the form
< Φ,Φ >= |c|2 ∫ dαdγdµe ih (S(γ,µ)−S(α))
× ∫ dqg∗(α, q − Q(α)√
h
)e
i
h
P (γ,µ)(q
√
h−Q(γ,µ))− i
h
P (α)(q
√
h−Q(α))g(γ, µ, q − Q(γ,µ)√
h
).
(6.7)
Analogously to subsection 2.2, the integrand is exponentially small, except for the case |P (α) −
P (γ, µ)| = O(√h), |Q(α) − Q(γ, µ)| = O(√h). Therefore, only the domain |γ − α| = O(√h),
|µ| = O(√h) gives rise to a nontrivial contribution to the integral (6.7). Thus, one should perform
a substitution
γ = α+ β
√
h, µ = ρ
√
h, q = Q(α) + ξ
√
h.
The inner product (6.7) takes the form
< Φ,Φ >= |c|2hM+n+k2 ∫ dαdβdρ exp[ i
h
(S(α+
√
hβ, ρ
√
h)− S(α))− P (α+√hβ, ρ√h)−Q(α))]
× ∫ dξg∗(α, ξ)e i√h (P (α+√hβ,ρ√h)−P (α))ξg(α+ β√h, ρ√h, ξ + Q(α)−Q(α+√hβ,√hρ)√
h
)
(6.8)
the singular term entering to the exponent is
i√
h
(
∂S
∂α
β +
∂S
∂µ
ρ− P ∂Q
∂α
β − P ∂Q
∂µ
ρ)
If it is nonzero, the integral (6.8) contains a rapidly oscillating factor and becomes therefore exponen-
tially small. Thus, one should impose the condition (6.3) and the following requirement:
∂S(α, 0)
∂µa
= P
∂Q(α, 0)
∂µa
. (6.9)
However, relations (6.9) is automatically satisfied because of (2.21), provided that
Λa(Q(α), P (α)) = 0. (6.10)
(cf. subsection 2.2).
If conditions (6.3) and (6.9) are satisfied, the integral (6.8) is of the order O(1), provided that the
normalizing factor is chosen to be
|c| = h−M+n+k4
Consider the limit h→ 0. Notice that eq.(2.22) implies for µa = 0 that
∂Q
∂µa
= −∂Λa
∂P
;
∂P
∂µa
=
∂Λa
∂Q
. (6.11)
Differentiating eq.(2.21) with respect to τ , one finds
S¨0 − P 0Q¨0 = P˙ 0Q˙0,
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or
∂2S
∂µa∂µb
− P ∂
2Q
∂µa∂µb
=
∂P
∂µa
∂Q
∂µb
=
∂Λa
∂Q
∂Λb
∂P
Differentiating eq.(6.9) with respect to α, one finds:
∂2S
∂µa∂αi
=
∂P
∂αi
∂Q
∂µa
+ P
∂2Q
∂αi∂µa
.
Furthermore, eq.(6.3) implies
∂2S
∂αi∂αj
=
∂P
∂αi
∂Q
∂αj
+ P
∂2Q
∂αi∂αj
.
We see that
∂P
∂αj
∂Q
∂αi
=
∂Q
∂αj
∂P
∂αi
since ∂
2S
∂αi∂αj
should be symmetric.
Thus, the exponent under conditions (6.3), (6.9) takes the form
i[1
2
βi(
∂2S
∂αi∂αj
− P ∂2Q
∂αi∂αj
)βj + βi(
∂2S
∂αi∂µa
− P ∂2Q
∂αi∂µa
)ρa +
1
2
ρa(
∂2S
∂µa∂µb
− P ∂2Q
∂µa∂µb
)ρb
−(βi ∂P∂αi + ρa ∂P∂µa )(
∂Q
∂αi
βi +
∂Q
∂µa
ρa) =
i(1
2
βi
∂P
∂αi
∂Q
∂αj
βj − βi ∂P∂αi ∂Λa∂P ρa + 12ρa ∂Λa∂Q
∂Λb
∂P
ρb − (βi ∂P∂αi + ρa ∂Λa∂Q )(
∂Q
∂αi
βi − ∂Λa∂P ρa) =
− i
2
βi
∂P
∂αi
∂Q
∂αj
βj − iρa ∂Λa∂Q ∂Qαi βi + i2ρa ∂Λa∂Q
∂Λb
∂P
ρb.
Under condition (6.10), making use of eq.(6.11), we obtain as h→ 0 that
< Φ,Φ >→ ∫ dαdβdρe− i2βi ∂P∂αi ∂Q∂αj βj−iρa ∂Λa∂Q ∂Qαi βi+ i2ρa ∂Λa∂Q ∂Λb∂P ρb
×(g, ei( ∂P∂αi βi+ ∂Λa∂Q ρa)ξe−( ∂Q∂αi βi− ∂Λa∂P ρa) ∂∂ξ g).
Making use of the Baker-Hausdorff formula and relation
∂Λa
∂P
∂P
∂αj
+
∂Λa
∂Q
∂Q
∂αj
= 0
which is a corollary of property (6.10), one can simplify the expression for < Φ,Φ >:
< Φ,Φ >≃ ∫ dα(g, ∫ dβdρeiβi( ∂P∂αi ξ− ∂Q∂αi 1i ∂∂ξ )eiρa(∂Λa∂Q ξ+ ∂Λa∂P 1i ∂∂ξ )g) =∫
dα(g,
∏k
i=1 2piδ(
∂P
∂αi
ξ − ∂Q
∂αi
1
i
∂
∂ξ
)
∏M
a=1 2piδ(ΞΛa)g)
(6.12)
6.1.3 Definition of a composed semiclassical state
We see that the composed semiclassical wave function (6.1) is specified, if the following properties C1-C2
are satisfied.
C1. A manifold X(α) ≡ (S(α), Q(α), P (α)), α = (α1, ..., αk) is given. It should obey eq.(6.3) (the
Maslov ”isotropic condition”) and belong to the base X of the semiclassical bundle (i.e. obey eq.(6.10)).
The manifold X(α, µ) = λµX(α) should be smooth, its Q,P -component (Q(α, µ), P (α, µ)) should be a
smooth k +M-dimensional manifold without self-intersections.
C2. A function g ∈ S(Rk+n) is specified.
Note that the set of parameters α may take values on a nontrivial manifold Λk (such as circle, torus
etc.) rather than Rk.
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The inner product of the composed semiclassical states is given by formula (6.12). All the operators
∂P
∂αi
ξ − ∂Q
∂αi
1
i
∂
∂ξ
, Ξλa commute each other.
It is interesting to note that maximal value of dimensionality k is n−M . Namely, there are M + k
tangent vectors to the phase space,
δP (i) = ∂P
∂αi
, δQ(i) = ∂Q
∂αi
, i = 1, k.
δP (k+a) = − ∂Λa
∂Qa
, δQ(k+a) = ∂Λa
∂Pa
, a = 1,M
(6.13)
such that
δP (α)δQ(β) − δQ(α)δP (β) = 0. (6.14)
The M + k-dimensional plane span{δQ(α), δP (α)} is called isotropic. It is known [10, 28] that maximal
dimensionality of an isotropic plane is n.
One can also notice that there is a gauge freedom in choosing g. Namely, the transformation
g → (ΞΛa)χa + Ω[δQ(i), δP (i)]ηi
takes a composed semiclassical state to equivalent.
Let us formulate a definition of a composed semiclassical state (cf.[32]). First, introduce auxiliary no-
tions. Let Lk+M be a k+M-dimensional isotropic plane with a measure dσ being invariant under shifts.
Let (δQ(α), δP (α)), α = 1, k +M be a basis on Lk+M . One can assign then coordinates β1, ..., βk+M to
any element (δQ, δP ) =
∑k+M
α=1 βα(δQ
(α), δP (α)). The measure dσ is presented as adβ1...dβk+M for some
constant a. Consider the inner product
< g1, g2 >Lk+M= a
∫
dβ(g1, e
iβaΩ(δQ(α),δP (α))g2) =
∫
dσ(g1, e
iΩ[δQ,δP ]g2),
g1, g2 ∈ S(Rk+n). This definition is invariant under change of basis. We say that g Lk+m∼ 0 if <
g, g >Lk+M= 0. Denote F(Lk+M) = S(Rn)/ ∼.
Let Mk be a k-dimensional manifold embedded to X , {X(α), α ∈ Mk}, dΣ be a measure on Mk.
Let property C1 be satisfied. Define
Lk+M(α) = Lk+M(α :M
k) = span{(δQ(α), δP (α)}.
for vectors (δQ(α), δP (α)) of the form (6.13). Plane Lk+M(α) does not depend on the particular choice
of coordinates α1, ...αk. Introduce the following measure dσ(α) on Lk+M(α):
dσ(α) =
DΣ(α)
Dα
dβ1...dβk+M . (6.15)
Here (β1, ..., βk+M) are coordinates on Lk+M(α) which are introduced as
(δQ, δP ) =
∑
α
βα(δQ
(α), δP (α)).
Definition (6.15) is invariant under change of coordinates [32].
Introduce the Hilbert bundle piMk as follows. The base is the isotropic manifold M
k. The fibre
corresponding to the point α ∈Mk is Hα = F(Lk+M(α)). Composed semiclassical states are viewed as
sections Z of piMk such that the inner product
< (Mk, Z), (Mk, Z) >=
∫
Mk
dΣ < Z(α), Z(α) >Lk+M (α) . (6.16)
converges.
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6.1.4 Semiclassical transformations of composed semiclassical states
Analogously to section 5, one can apply the operator e−iOˆt to the composed semiclassical state for the
quantum observable Oˆ (5.1). The wave function Φt = e−iOˆtΦ will satisfy the Cauchy problem (5.2).
The substitution
Φt(q) = c
∫
dαe
i
h
St(α)e
i
h
P t(α)(q
√
h−Qt(α))gt(α, q − Q
t(α)√
h
)
will give an asymptotic solution of the Cauchy problem (5.2), provided that (St, Qt, P t) satisfies the
Cauchy problem for eq.(5.3), while eq.(5.4) is valid for gt(α, ξ). After differentiation of eq.(5.3) with
respect to α we find that
[i
d
dt
− 1
2
(Ξ2O)(utX); Ω(
∂Ot
∂αi
,
∂P t
∂αi
) = 0.
Analogously to subsection 5.1, this implies that the inner product (6.12) (or (6.16)) conserves under
time evolution.
Equivalence of composed semiclassical states is introduced in the same way as equivalence of ele-
mentary semiclassical states. Since expression (6.1) is a linear superposition of elementary semiclassical
states, all the results concerning equivalence are valid for the composed semiclassical states as well.
6.2 Composed semiclassical states in the Dirac approach
Composed semiclassical states can be also investigated in the Dirac approach. Consider the wave
function (6.5). Let us calculate the function χτ being a solution of the Cauchy problem for eq.(2.30).
Let us look for it in the following form:
χτ (α, ξ,Π,Π) = ϕτ (α, ξ) exp[−ΠaMab (α, τ)Πb] (6.17)
Substituting expression (6.17) to eq.(2.30), one obtains that
iϕ˙τ = [
1
2
µa(Ξ
2Λa)(Q
τ , P τ) + µaΛ
(1)
a (Q
τ , P τ)]ϕτ , (6.18)
while
M˙ab = −δab − µcUadc(Qτ , P τ)Mdb . (6.19)
Integrating function (6.17) over Grassmannian variables, we find
gτ(α, ξ) = detMϕτ (α, ξ).
We are interested in gτ at τ = −1.
One can notice that for X(α, µ) = (S(α, µ), Q(α, µ), P (α, µ)) one has
X(α, µ) = λ−µX(α),
while
ϕ−1(α, ξ) = V 0−µ(λ−µX ← X)g(α).
Let us investigate the matrix M . It follows from eq.(3.14) that eq.(6.19) can be rewritten as
dM
dτ
+ (AdX(−µτ))−1 d
dτ
(AdX(−µτ)) = −1,
so that
AdX(−µτ)M(τ) = −
∫ τ
0
dτ ′AdX(−µτ ′).
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For the case τ = −1, one takes this relation to the form
M(−µ,X) = (AdXµ)−1
∫ 1
0
dτAdX(µτ). (6.20)
Eq.(6.20) can be simplified. First, notice
(AdXµ)
−1AdX(µ(1− τ)) = Adλ−µX(−µτ),
so that
M(−µ,X) =
∫ 1
0
dτAdλ−µX(−µτ).
It follows from eq.(3.26) that
Mab =
δσa
δµb
. (6.21)
Here δσ and δµ are related as follows,
λ−δσλ−µX = λ−µ−δρX.
Thus,
g(α, µ) = detM(−µ,X(α))V 0−µ(λ−µX(α)← X(α))g(α).
The measure detMdµ resembles the invariant measure on the quasigroup constructed in [26].
Analogously to expression (6.1), the wave function (6.5) will not vary in the leading order in h under
transformation
g ⇒ g + Ω( ∂Q
∂αi
,
∂P
∂αi
)χi + Ω(
∂Q
∂µa
,
∂P
∂µa
)ζa. (6.22)
Let us show that the Dirac wave function is invariant under gauge transformations of Φ and satisfies
the constraint conditions
Λˆ+aΨ = 0. (6.23)
It is sufficient to check these properties for the case of elementary semiclassical states.
6.2.1 Invariance of Dirac wave function under gauge transformations
Let
Φ(q) = c(KhXg)(q) ≡ ce
i
h
Se
i
h
P (q
√
h−Q)f(q − Q√
h
)
be a wave packet wave function for X = (S,Q, P ). Then the Dirac function will be of the form
Ψ = c
∫
dµKhλ−µXV
0
−µ(λ−µX ← X)g detM(−µ,X). (6.24)
Consider the gauge transformation
X → λ−µX ; g → V 0−ν(λ−νX ← X)g.
For the transformed semiclassical state, the Dirac wave function will take the form
Ψ˜ = c
∫
dµKhλ−µλ−νXV
0
−µ(λ−µλ−νX ← λ−νX)V 0−ν(λ−νX ← X)g detM(−µ, λ−νX) (6.25)
Making use of the gauge function (6.22) (if necessary), one takes formula (6.25) to the form
Ψ˜ ≃ c
∫
dµKhλ−ρXV
0
−ρ(λ−ρX ← X)g detM(−µ, λ−νX)). (6.26)
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Here
λ−ρX = λ−µλ−νX (6.27)
for ρ = ρ(µ, ν,X). Expressions (6.24) and (6.26) coincide, provided that
Dµ
Dρ
detM(−µ, λ−νX) = detM(−ρ,X). (6.28)
Relation (6.28) is a corollary of (6.21). Namely,
Dµ
Dρ
= det δµ
δρ
; λ−µ−δµλ−νX = λ−ρ−δρX ;
detM(−µ, λ−νX) = det δνδµ ; λ−δνλ−µλ−νX = λ−µ−δµλ−νX.
detM(−ρ,X) = det δν
δρ
; λ−δνλ−ρX = λ−ρ−δρX.
Thus, eq.(6.28) is satisfied, and the Dirac wave function is invariant under gauge transformation.
6.2.2 Constraint conditions
To check relation (6.23), it is more convenient to justify that
exp[iΛˆ+a νa]Ψ = Ψ. (6.29)
The left-hand side of eq.(6.29)
Ψ˜ = c
∫
dµKλ−νλ−µXV
0
−ν(λ−νλ−µX ← λ−µX)V 0−µ(λ−µX ← X)g detM(−µ,X)
× exp[−i ∫ −10 dτνa{Λ(1)∗a (λντλ−µX)− Λ(1)a (λντλ−µX)}]
can be presented as
Ψ˜ = c
∫
dρ
Dµ
Dρ
Kλ−ρXV
0
−ρ(λ−ρX ← X)g det(−M(−µ,X)) exp[−
∫ 1
0
dτνaU
d
da(λντλ−µX)] (6.30)
Here
λ−νλ−µX = λ−ρX (6.31)
and property (2.13) is taken into account. Moreover, eq.(3.14) implies that
exp[−
∫ 1
0
dτνaU
d
da(λντλ−µX)] = exp[− log detAd−λ−µX(−ντ)|−10 ] = (detAd−λ−µX(−ν))−1.
Eqs.(6.30) and (6.24) coincide if
Dµ
Dρ
detM(−µ,X)(detAd−λ−µX(−ν))−1 = detM(−ρ,X). (6.32)
Here µ(ρ, ν) is defined from eq.(6.31).
Moreover, eq.(6.32) is satisfied, since
Dµ
Dρ
= det δµ
δρ
; λ−νλ−µ−δµX = λ−ρ−δρX ;
detM(−µ,X) = det δδσ
δµ
; λ−δσλ−µX = λ−µ−δµX.
(detAdλ−µXν)
−1 = det δδν
δσ
; λ−νλ−δσλ−µX = λ−δνλ−νλ−µX ;
detM(−ρ,X) = det δν
δρ
; λ−δνλ−ρX = λ−ρ−δνX.
Constraint (6.23) is checked.
37
7 Discussion
Let us discuss the obtained results.
We have started from the quantum theory of the system with M first-class constraints depending
on the small parameter of the semiclassical expansion h according to eq.(2.4). Notions of elementary
and composed semiclassical states have been introduced.
There are different ways to quantize a constrained system. To investigate elementary semiclassi-
cal states, the most convenient quantization technique is the refined algebraic quantization approach.
Elementary semiclassical states are specified by sets (X, f), where X = (S, P,Q) is a classical state be-
longing to the constraint surface Λa(Q,P ) = 0, while f is a quantum state in the external background
X . The quantum wave function depends on h as (2.16).
It has been shown that the condition Λa(Q,P ) = 0 is very important. If it is not satisfied, the norm
of elementary semiclassical state is exponentially small.
The inner product of semiclassical states has been calculated in the semiclassical approximation
(eq.(2.31)). However, this formula is valid only if the linearized constraints ΞΛa (eq.(A.5)) are indepen-
dent. The case of linearly dependent operators ΞΛa can be investigated as follows. One should choose
such a basis in the Lie algebra of constraints that ΞΛA = 0, A = 1, D, 0 < D ≤ M , while ΞΛD+α,
1 ≤ α ≤M −D are linearly independent. Then one writes down formula (2.7), rescale µD+α ⇒ σα√h,
µA ⇒ ρA. Analogously to subsection 2.2, one finds
< Φ,Φ >≃ hD/2|c|2
∫
dρdσJ(ρ, 0)(f, e−iρ
A 1
2
Ξ2ΛA−iσαΞΛD+αf).
We see that if some of linearized constraints vanish, one should take into account the quadratic part of
them.
Since the inner product (2.31) has appeared to be degenerate, one should say that two semiclassical
wave functions corresponding to the sameX are equivalent if their difference has zero norm (for example,
of the form (ΞΛa)(X)χ
a). Thus, it is more correct to say that elementary semiclassical states are
specified by a set of a classical state X and a class of equivalence [f ]. Set of all elementary semiclassical
states forms a semiclassical bundle with the base {(S, P,Q)|Λa(Q,P ) = 0} and fibres being spaces of
states [f ]. Elementary semiclassical states are then points on the semiclassical bundle.
An important property of theories of constrained systems is gauge invariance. In the refined alge-
braic quantization approach, this means that quantum states Φ and e−iτµ
aΛˆaΦ are equivalent. For
the elementary semiclassical state Φ specified by (X, [f ]), the wave function e−iτµ
aΛˆaΦ calculated
explicitly in the semiclassical approximation has appeared to be an elementary semiclassical state
(λµτX, V (λµτX ← X)f). We see that gauge group acts on the semiclassical bundle, so that some
of elementary semiclassical states are gauge-equivalent. The group and quasigroup properties of semi-
classical transformations have been investigated.
Elementary semiclassical states can be also investigated within the Dirac approach discussed in
section 6. The wave function (6.24) is specified then by an M-dimensional surface on the semiclassical
bundle. The surface can be interpretted as a gauge orbit.
Composed semiclassical states are introduced as superpositions (6.1) of elementary semiclassical
states. In the refined algebraic quantization approach, they are specified by k-dimansional surfaces on
the semiclassical bundle (X(α), g(α)) with α being a k-dimensional variable, X(α) be an α-dependent
classical state, g(α) be an α-dependent quantum state in the external background X(α). The inner
product of composed semiclassical states has been evaluated (eq.(6.12)). In the Dirac approach, the
dimensionality of the surface embedded to the semiclassical bundle is M + k.
Evolution transformations of elementary and composed semiclassical states have been investigated,
provided that the quantum Hamiltonian depends on the small parameter as (5.1). Semiclassical state
(X, f) is taken to (utX,Ut(utX ← X)f). It has been also shown that gauge-equivalent semiclassical
states are taken to gauge equivalent.
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The obtained results can be used for finding the semiclassical spectrum of a semiclassical observable.
One should consider such a semiclassical initial condition for the Schrodinger equition that conserves
its form under time evolution. This means that manifold (P t(α), Qt(α)) should be gauge-equivalent to
(P (α), Q(α)). Certain conditions on f t can be also obtained. For example, one can choose a stationary
point of a Hamiltonian system or a periodic trajectory (P (t), Q(t)) as an 0- or 1-dimensional isotropic
manifold and obtain a static or periodic soliton quantization theory [1].
We have noticed that k-dimensional isotropic manifolds in the refined algebraic quantization theory
correspond to k +M-dimensional isotropic manifolds in the Dirac approach. It is well-known [9] that
maximal dimensionality of an isotropic manifold is n; this corresponds to the semiclassical WKB theory.
We see that WKB-method can be developed for the Dirac quantization approach only, while the wave
packet method can be applied to the refined algebraic quantization only. Main formulas of the WKB
theory in the Dirac approach may be obtained without using integral representation (6.24). Namely,
the WKB wave function has the following explicit form according to subsubsection 6.1.1. If k+M = n,
in ”general position” case for all q there exists such α that q = h−1/2Q(α). Eq.(6.4) reads:
Ψ(q) = ϕ(q
√
h) exp(
i
h
S(q
√
h))
for some ϕ and S. Eq.(6.3) implies that the isotropic manifold (P (α), Q(α)) coincides with
{( ∂S
∂Xi
, Xi)|X ∈ Rn}
The Dirac condition (6.23) can be rewritten as
Λ∗a(X,
∂S
∂X
− ih ∂
∂X
)ϕ(X) = 0.
In the leading order in h, one finds that the isotropic manifold lies on the constraint surface, the
next-to-leading order gives us first-oder equations on ϕ.
However, the main difficulty of the WKB-approach is that the Cauchy problem Hamiltonian-Jacobi
equation may have no solutions (this means that the projection of the isotropic manifold to the plane
P = 0 is not unique). For such cases, the more complicated semiclassical methods such as the Maslov
canonical operator approach [9] should be used. One of possible formulations of this method is based
on the integral representation (6.1).
The discussed derivation of the semiclassical theory is based on the quantum theory: it was used
as a starting point, then the notions of semiclassical states, observables and evolution was introduced.
However, semiclassical mechanics can be also viewed as a first step of quantization of classical theory.
Indeed, it has been shown that all objects of the semiclassical theory (inner product, gauge trans-
formation, semiclassical observables, semiclassical transformation) are expressed in terms of classical
variables.
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A Some properties of Weyl quantization
Let us review some results of the theory of Weyl quantization (see, for example, [27, 28]).
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There are different ways to define a notion of a function of operators q and −i∂/∂q. One can put
the coordinates to the right and momenta to the left and wise versa. An alternative way is to use the
Weyl ordering. Let f(q, p) be an arbitrary function of q ∈ Rn, p ∈ Rn. Consider its expansion as a
Fourier integral,
f(q, p) =
∫
dαdβf˜(α, β)eiαq+iβp. (A.1)
By definition, set
W [f ] ≡ f(q,−i ∂
∂q
) =
∫
dαdβf˜(α, β)eiαq+iβ(−i
∂
∂q
). (A.2)
The operator W [f ] is called a Weyl quantization of the function f , while f is called a Weyl symbol of
the operator W [f ]. The exponent eiαq+iβ(−i
∂
∂q
) entering to eq.(A.2) can be defined with the help of the
Baker-Hausdorff formula,
(eiαqˆ+iβpˆψ)(x) = (eiαqˆeiβpˆe
i
2
αβψ)(x) = eiα(x+
β
2
)(eβ
∂
∂xψ)(x) = eiα(x+
β
2
)ψ(x+ β).
Proposition A.1. The Weyl symbol of the product W [f ]W [g] is
(f ∗ g)(q, p) =
∫
dk1dk2dx1dx2
(2pi)2n
f(q + x1, p+
k2
2
)g(q + x2, p− k1
2
)e−ik1x1−ik2x2 (A.3)
Proof. One has
W [f ]W [g] =
∫
dαdβdα′dβ ′f˜(α, β)g˜(α′, β ′)eiαqˆ+iβpˆeiα
′ qˆ+iβ′pˆ.
Making use of the Baker-Hausdorff formula, we take this relation to the form
W [f ]W [g] = dα′′dβ ′′dα′dβ ′f˜(α′′, β ′′)g˜(α′, β ′)ei(α
′′+α′)qˆ+i(β′′+β′)pˆe
i
2
(α′′β′−α′β′′)
here the redefining α→ α′, β → β ′ is made. Therefore, the Fourier transformation of f ∗ g is
( ˜f ∗ g)(α, β) =
∫
dα′dβ ′f˜(α− α′, β − β ′)g˜(α′, β ′)e i2 ((α−α′)β′−α′(β−β′))
Making use of formula (A.1) and analogous formula for the inverse Fourier transformation, we obtain
relation (A.3). Proposition is proved.
Let f and g depend on the small parameter h as follows,
f = F (q
√
h, p
√
h), g = G(q
√
h, p
√
h).
then
F (qˆ
√
h, pˆ
√
h)G(qˆ
√
h, pˆ
√
h) = Hh(qˆ
√
h, pˆ
√
h)
with
Hh(Q,P ) =
∫
dk1dk2dx1dx2
(2pi)2n
F (Q−
√
h
2
x1, P +
√
hk2
2
)G(Q +
√
hx2, P +
√
hk1)e
−ik1x1−ik2x2
Here the rescaling x1 → −x1/2, k1 → −2k1 is performed. Let us simplify this expression. One has
F (Q−
√
h
2
x1, P +
√
hk2
2
)e−ik1x1−ik2x2 = F (Q− i
√
h
2
∂
∂k1
, P +
i
√
h
2
∂
∂x2
)e−ik1x1−ik2x2
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Integrating exponent over k2 and x1, we obtain δ-function δ(x2)δ(k1). Integration by parts gives us the
following expression
Hh(Q,P ) = F (Q+
i
√
h
2
∂
∂k1
;P − i
√
h
2
∂
∂x2
)G(Q +
√
hx2;P +
√
hk1)|x2=0,k1=0.
We obtain the following proposition.
Proposition A.2. The following relation takes place:
Hh = FG+
ih
2
(
∂F
∂Q
∂G
∂P
− ∂F
∂P
∂G
∂Q
)
+
h2
4
(
−1
2
∂2F
∂Qi∂Qj
∂2G
∂Pi∂Pj
− 1
2
∂2G
∂Qi∂Qj
∂2F
∂Pi∂Pj
+ ∂
2F
∂Qi∂Pj
∂2G
∂Pi∂Qj
)
+ o(h2).
Consider now the operator F (Q+ ξ
√
h, P +
√
h
i
∂
∂ξ
which can be defined as
F (Q+ ξ
√
h, P +
√
h
i
∂
∂ξ
) =
∫
dαdβF˜ (α, β)eiα(Q+ξ
√
h)+iβ(P+
√
h
i
∂
∂ξ
).
We obtain the following proposition.
Proposition A.3. The following relation is satisfied:
F (Q+ ξ
√
h, P +
√
h
i
∂
∂ξ
) = e
√
h(ξ ∂
∂Q
+ 1
i
∂
∂ξ
∂
∂P
)F (Q,P ). (A.4)
Let us expand the operator expression (A.4) into a series. One has
F (Q+ ξ
√
h, P +
√
h
i
∂
∂ξ
) = F (Q,P ) +
√
h(ΞF )(Q,P ) +
h
2
(Ξ2F )(Q,P ) + ...
with
Ξ = ξ
∂
∂Q
+
1
i
∂
∂ξ
∂
∂P
.
Explicitly, one has
ΞF = ξi
∂F
∂Qi
+ 1
i
∂
∂ξi
∂F
∂Pi
,
1
2
(Ξ2F ) = 1
2
ξi
∂2F
∂Qi∂Qj
ξj +
1
2
ξi
∂2F
∂Qi∂Pj
(−i ∂
∂ξj
) + 1
2
(−i ∂
∂ξi
) ∂
2F
∂Pi∂Qj
ξj +
1
2
(−i ∂
∂ξi
) ∂
2F
∂Pi∂Qj
(−i ∂
∂ξj
).
(A.5)
Let us investigate some properties of the operators ΞF and Ξ2F .
Proposition A.4. The following properties are obeyed:
Ξ(AB) = ΞA · B + A · ΞB;
1
2
Ξ2(AB) =
1
2
Ξ2A · B + 1
2
ΞA · ΞB + 1
2
ΞB · ΞA + 1
2
A · Ξ2B;
[ΞA; ΞB] = −i{A;B} = −i(∂A
∂P
∂B
∂Q
− ∂A
∂Q
∂B
∂P
).
The proof is by direct calculations.
For each function A(Q,P ) introduce the Hamiltonian vector field
δA =
∂A
∂Pi
∂
∂Qi
− ∂A
∂Qi
∂
∂Pi
(A.6)
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Obviously,
[δA; δB] = δ{A,B}.
Let us investigate properties of the operators
iδA − 1
2
Ξ2A. (A.7)
Proposition A.5. The operators (A.7) satisfy the following properties,
[iδA − 1
2
Ξ2A; ΞB] = iΞ{A;B};
[iδA − 1
2
Ξ2A; iδB − 1
2
Ξ2B] = i(iδ{A;B} − 1
2
Ξ2{A;B}).
The proof is by direct usage of formulas (A.5), (A.6).
B Types of semiclassical wave functions
The most popular semiclassical approach to quantum mechanics is the WKB-approach. It is the fol-
lowing. One considers the initial condition for the equation
ih
∂Ψt(X)
∂t
= h(X,−ih ∂
∂X
)Ψt(X), X ∈ Rn, (B.1)
which depends on the small parameter h as follows,
Ψ0(X) = ϕ0(X)e
i
h
S0(X), (B.2)
where S0(X) is a real function. The WKB-result [9] is that the solution of the Cauchy problem at time
moment t has also the form (B.2) up to O(h),
Ψt(X) = ϕt(X)e
i
h
St(X) +O(h).
Equations for ϕt and St can be obtained.
However, we are not obliged to choose the initial condition for eq.(B.1) in a form (B.2). There are
other substitutions to eq.(B.2) that conserve their form under time evolution as h → 0. For example,
consider the Maslov complex-WKB wave function [10],
Ψ0(X) = conste
i
h
S0e
i
h
P0(X−Q0)f0(
X −Q0√
h
) (B.3)
corresponding to the wave packet with uncertainties of the coordinate and momentum of the order
O(
√
h). Formula (B.3) specifies the classical particle with classical coordinate Q0 and classical momen-
tum P0. The function f0 specifies the shape of the wave packet: we see that semiclassical mechanics is
indeed richer than classical since there are no analogs of f0 in classical mechanics.
It happens that the initial condition (B.3) conserves its form under time evolution [10],
Ψt(X) ≃ conste ihSte ihPt(X−Qt)ft(X −Qt√
h
) (B.4)
up to O(
√
h). The phase factor St is the action along the classical trajectory, Pt, Qt obey the classical
Hamiltonian system. For the function ft specifying time evolution of the form of the wave packet, the
Schrodinger equation with a time-dependent quadratic Hamiltonian is obtained [10, 29].
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The wave function (B.2) rapidly oscillates with respect to all variables X ∈ Rn. The wave packet
(B.3) rapidly damps at X − Q0 >> O(
√
h). One should come to the conclusion that there exists a
wave function asymptotically satisfying eq.(B.1) which oscillates with respect to one group of variables
and damps with respect to other variables. Construction of such states is given in the Maslov theory
of Lagrangian manifolds with complex germ [10]. Let α ∈ Rk, (P (α), Q(α)) ∈ R2n be a k-dimensional
surface in the 2n-dimensional phase space, S(α) be a real function, f(α, ξ), ξ ∈ Rn be a smooth function.
Set Ψ(X) to be not exponentially small if and only if the distance between point X and surface Q(α)
is of the order ≤ O(√h). Otherwise, set Ψ(X) ≃ 0. If minα |X −Q(α)| = |X −Q(α)| = O(
√
h), set
Ψ(X) = conste
i
h
S(α)e
i
h
P (α)(X−Q(α))f(α,
X −Q(α)√
h
) (B.5)
One can note that wave functions (B.2) and (B.3) are partial cases of the wave function (B.5). Namely,
for k = 0 the manifold (P (α), Q(α)) is a point, so that the function (B.5) coincides with (B.3). Let
k = n. If the surface (P (α), Q(α)) is in the general position, for X in some domain one has X = Q(α)
for some α, so that Ψ(X) = conste
i
h
S(α)f(α, 0) is a WKB-function.
The lack of formula (B.5) is that the dependence of α onX is implicit and too complicated. However,
under certain conditions formula (B.5) is invariant if α is shifted by a quantity of the order O(
√
h).
Such conditions are
∂S
∂αi
= P
∂Q
∂αi
; (B.6)
(ξ
∂P
∂αi
− 1
i
∂
∂ξ
∂Q
∂αi
f = 0. (B.7)
The form (B.5) of the semiclassical state appeared in the Maslov theory of Lagrangian manifolds with
complex germ is not convenient for quantum field theory. It is much more suitable to consider the
superposition
Ψ(X) = const
∫
dαe
i
h
S(α)e
i
h
P (α)(X−Q(α))f(α,
X −Q(α)√
h
) (B.8)
of states (B.2). Partial cases of such a superposition were considered in [30]; general case is investigated
in [29, 31]. The case of semiclassical mechanics in abstract spaces is considered in [25].
It happens that the integral (B.8) approximately coincides with (B.5), provided that condition (B.6)
is satisfied and
f(α, ξ) =
k∏
s=1
(2piδ(
∂P
∂αs
ξ − ∂Q
∂αs
1
i
∂
∂ξ
))g(α, ξ)
Thus, condition (B.7) is automatically satisfied.
We see that the wave-packet wave function (B.4) may be viewed as ”elementary” semiclassical states,
while wave functions appeared in the theory of Lagrangian manifolds with complex germ (including
WKB functions) can be considered as superpositions of ”elementary” semiclassical states.
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