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1. Introduction
We study the existence, the uniqueness and the Lipschitz continuous dependence on initial data
of global weak solutions to the MHD equations:
ρt + (ρu)x = 0, x ∈ G : = (0,1), t ∈ (0, T ), (1.1)
(ρu)t +
(
ρu2 + p + 1
2
b2
)
x
= (λux)x, (1.2)
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bt + (ub − w)x = (νbx)x, (1.4)
Et +
(
u
(
E + p + 1
2
b2
)
− w · b
)
x
= (λuux + μw · wx + νb · bx + kθx)x, (1.5)
with the boundary and initial conditions:
(u,w,b, θx)|∂G = 0, (1.6)
(ρ,u,w,b, θ)|t=0 = (ρ0,u0,w0,b0, θ0), (1.7)
where ρ denotes the density of the ﬂow, u ∈R the longitudinal velocity, w ∈R2 the transverse veloc-
ity, b ∈ R2 the transverse magnetic ﬁeld, and θ the temperature; the longitudinal magnetic ﬁeld is a
constant which is taken to be one in (1.1)–(1.5); the total energy of the plane magnetohydrodynamic
ﬂow is
E := ρ
(
e + 1
2
(
u2 + w2))+ 1
2
b2,
with the internal energy e; both the pressure p and the internal energy e are:
p := Rρθ, e := CV θ,
where R is the gas constant, CV := R/(γ − 1) is the heat capacity of the gas at constant volume, and
γ is the adiabatic exponent; the physical positive constants λ and μ are the viscosity coeﬃcients of
the ﬂow, ν is the magnetic diffusivity acting as a magnetic diffusion coeﬃcient of the magnetic ﬁeld,
k := k(ρ, θ) is the heat conductivity.
The existence of local smooth solution with infρ0 > 0 has been proved in [19], the existence
of local strong solution with infρ0 = 0 has been proved in [10]. The existence of global solutions
with small smooth initial data was proved in [18,14]. The existence of global variational solutions is
proved in [9], the limit of vanishing shear viscosity μ → 0 has been studied in [8], and the large-time
behavior was studied in [18,16].
When w ≡ 0, the existence and uniqueness of global strong solutions of the problem (1.1), (1.2),
(1.4)–(1.7) has been proved in [15,17] with the initial data (ρ0,u0,b0, θ0) and k(ρ, θ) satisfying
0 < infρ0  ρ0  supρ0 < +∞, ρ0,u0,b0, θ0 ∈ H1(G), θ0  0,
and k(ρ, θ) = k or k(ρ, θ) = kθ or k(ρ, θ) = k 1ρ for some positive constant k.
Existence and Lipschitz continuous dependence of large solutions for (1.1)–(1.7) was proved in [7]
with the initial data satisfying
0 < infρ0  ρ0  supρ0 < +∞, ρ0,u0,w0,b0, θ0 ∈ H1(G), θ0  0 (1.8)
under the technical condition:
1
k
(
1+ θq) k(ρ, θ) = k(θ) k(1+ θq) (1.9)
for some q 2. Moreover, the existence of global weak solutions to (1.1)–(1.7) was proved in [6] with
the initial data satisfying
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under the technical condition (1.9), the existence and uniqueness of global strong solutions was also
proved in [6] for real gas with (1.8) and some technical condition on k(ρ, θ).
In fact, a similar result as in [15,17] on existence and Lipschitz continuous dependence of global
strong solutions to (1.1)–(1.7) can be proved [8] which improves the results obtained in [7,6].
When w = b ≡ 0, the existence, uniqueness and stability of weak solutions has been proved re-
cently [1–3,5,11,22,20,21,13].
The aim of this paper is to present a uniqueness result of the weak solutions to (1.1)–(1.7) with
Lebesgue initial data.
To achieve this, it is convenient to transform the system (1.1)–(1.5) to that in Lagrangian coor-
dinates. The Eulerian coordinates (x, t) are connected to the Lagrangian coordinates (y, t) by the
relation:
y = y(x, t) :=
x∫
0
ρ(s, t)ds. (1.11)
Without loss of generality, we take
∫ 1
0 ρ0(x)dx = 1 and thus 0  y  1 since y is increasing in x
and
∫ 1
0 ρ(x, t)dx =
∫ 1
0 ρ0(x)dx = 1.
Eqs. (1.1)–(1.5) in the new variable (y, t) read:
ηt = uy, (1.12)
ut =
(
σ − 1
2
b2
)
y
, σ := λuy
η
− R θ
η
, (1.13)
wt − by =
(
μ
wy
η
)
y
, (1.14)
(ηb)t − wy =
(
ν
by
η
)
y
, (1.15)
Cvθt =
(
k
θy
η
)
y
+ σ · uy + μ
w2y
η
+ ν b
2
y
η
, (1.16)
together with
(u,w,b, θy)|∂Ω = 0, y ∈ Ω := (0,1), (1.17)
(η,u,w,b, θ)|t=0 = (η0,u0,w0,b0, θ0), (1.18)
where η := 1/ρ is the speciﬁc volume.
For the formulation of the main result we introduce the following notation: Hm and ‖ · ‖Hm
(m  0 integer) denote Hm(Ω) and its norm, respectively. ‖ · ‖ and ‖ · ‖Lp denote the norms in
L2(Ω) and Lp(Ω), respectively. Qt := Ω × (0, t), Lq,r(Qt) := Lr(0, t; Lq(Ω)), V2(Q T ) := L2,∞(Q T ) ∩
L2(0, T ; H1(Ω)). The same letter C will denote various positive constants.
We impose the following conditions on the initial data,
0 < infη0  η0  supη0 < +∞, u0,w0,b0 ∈ L4(Ω), θ0 ∈ L2(Ω), θ0  0, (1.19)
with η0 := 1ρ .0
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Theorem 1.1. Let the initial data satisfy (1.19) and the heat conductivity k(ρ, θ) := kη for some positive
constant k. Then the initial–boundary value problem (1.12)–(1.18) has a unique solution (η,u,w,b, θ) which
satisﬁes
0 <
1
C
 η C < +∞, ηt ∈ L2(Q T ), (1.20)
u ∈ L∞(0, T ; L4(Ω)), uuy ∈ L2(Q T ), uy ∈ L2(Q T ), (1.21)
w ∈ L∞(0, T ; L4(Ω)), wwy ∈ L2(Q T ), wy ∈ L2(Q T ), (1.22)
b ∈ L∞(0, T ; L4(Ω)), bby ∈ L2(Q T ), by ∈ L2(Q T ), (1.23)
θ ∈ V2(Q T ), θ  0. (1.24)
Moreover, let (ηi,ui,wi,bi, θi) (i = 1,2) be the weak solutions corresponding to the initial data
(η0i,u0i,w0i,b0i, θ0i) (i = 1,2) satisfying conditions (1.19). Then the following bound
‖η1 − η2‖L∞(Q T ) + ‖u1 − u2‖V2(Q T ) + ‖w1 − w2‖V2(Q T ) + ‖b1 − b2‖V2(Q T )
+ ‖θ1 − θ2‖Lq0,r0 (Q T ) +
∥∥(θ1 − θ2)y∥∥L2,r1 (Q T )
 C
(‖η01 − η02‖L∞(Ω) + ‖u01 − u02‖ + ‖w01 − w02‖ + ‖b01 − b02‖ + ‖θ01 − θ02‖), (1.25)
is valid for any q0 , r0 , r1 satisfying
q0 ∈ [2,∞], r0 ∈ [1,∞], 1
2q0
+ 1
r0
= 1
2
(1+ ε0), r1 = 4
3+ ε0
with some ε0 ∈
(
0,
1
2
]
. (1.26)
Remark 1.1. A similar result can be proved when (1.17) is replaced by the other boundary conditions
considered in [7,6].
Remark 1.2. In fact, one can easily prove an existence result under the weaker conditions on the
initial data:
0 < infη0  η0  supη0 < +∞, u0,w0,b0 ∈ L2(Ω), θ0 ∈ L1(Ω), θ0  0, (1.27)
with the techniques in [4]. However, we couldn’t prove the uniqueness of these solutions, thus we do
not pursue this problem here.
Remark 1.3. A similar stability result (1.25) can be proved when k(ρ, θ) = k for some positive constant
k, unfortunately, we couldn’t prove the existence of weak solutions satisfying (1.20)–(1.24) with the
initial data (1.19) in this case. On the other hand, we could prove the existence of weak solutions
when k(ρ, θ) = kθ while the partial result of uniqueness is proved very recently in [12] under some
restrictive conditions on the data.
Remark 1.4. It is interesting to note that our Theorem 1.1 is still true even when μ = 0. The stability
estimate is the same as that of (1.25), while the existence can be proved by approximating the initial
data and sending μ → 0+ in [8].
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we omit its proof here. We only prove the uniqueness and the stability estimates (1.25) in the next
section.
2. Proof of the uniqueness and stability
In this section we prove (1.25) by adapting and modifying the arguments in [20,21,13]. The proof
is broken up into several lemmas.
We begin with the following lemma.
Lemma 2.1. (1) The following representations hold,
η(y, t) = exp
(
1
λ
t∫
0
σ(y, τ )dτ
)
×
{
η0(y) + R
λ
t∫
0
exp
(
−1
λ
τ∫
0
σ(y, s)ds
)
θ(y, τ )dτ
}
on Q T , (2.1)
t∫
0
σ(y, τ )dτ = A(u − u0) +
t∫
0
〈
σ(·, τ )〉dτ
+
t∫
0
(
1
2
b2(y, τ ) − 1
2
〈
b2(·, τ )〉)dτ on [0, T ], (2.2)
where the linear operator A is deﬁned by
Aw(y) :=
y∫
0
w(ξ)dξ −
〈 y∫
0
w(ξ)dξ
〉
, 〈w〉 :=
1∫
0
w(ξ)dξ.
(2) There hold
‖θ‖L∞,4(Q T )  C, (2.3)
t∫
0
σ(y, τ )dτ ∈ C(Q T ) and sup
Q T
∣∣∣∣∣
t∫
0
σ(y, τ )dτ
∣∣∣∣∣ C . (2.4)
Proof. By virtue of (1.12), (1.13) and (1.18), we easily see that
ηt = σ
λ
η + R
λ
θ, u − u0 =
( t∫
0
σ − 1
2
b2 dτ
)
y
. (2.5)
Multiplying the ﬁrst equation of (2.5) by exp(− 1
λ
∫ t
0 σ dτ ) and integrating the result over (0, t),
as well as applying the operator A to the second equation of (2.5), we obtain representations
(2.1) and (2.2).
The proofs of (2.3) and (2.4) are the same as that in [20,21,13], and so we omit the details here. 
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η := η1 − η2, u := u1 − u2, w := w1 − w2, b := b1 − b2,
θ := θ1 − θ2, σ := σ1 − σ2,
and
η0 := η01 − η02, u0 := u01 − u02, w0 := w01 − w02,
b0 := b01 − b02, θ0 := θ01 − θ02.
The next lemma gives a bound on b and w .
Lemma 2.2.We have
‖b‖V2(Qt )  C
(‖b0‖ + ‖u‖L∞(0,t;L2(Ω)) + ‖w‖L2(Qt )), (2.6)
‖w‖V2(Qt )  C
[
‖w0‖ + ‖b‖L2(Qt ) +
( t∫
0
∥∥w2y(·, τ )∥∥2‖η‖2L∞(Q τ ) dτ
)1/2]
, (2.7)
‖b‖V2(Qt ) + ‖w‖V2(Qt )  C
[
‖b0‖ + ‖w0‖ + ‖u‖L∞(0,t;L2(Ω))
+
( t∫
0
∥∥w2y(·, τ )∥∥2‖η‖2L∞(Q τ ) dτ
)1/2]
. (2.8)
Proof. Subtracting Eq. (1.4) for bi , we get
bt + (ub1 + u2b − w)x = (νbx)x. (2.9)
Multiplying (2.9) by b and integrating by parts give
1
2
d
dt
∫
G
b2 dx+ ν
∫
G
b2x dx =
∫
G
(ub1 + u2b − w)bx dx
 ν
2
∫
G
b2x dx+ C
(‖b1‖2L∞(G)‖u‖2 + ‖u2‖2L∞(G)‖b‖2 + ‖w‖2)
whence
d
dt
∫
G
b2 dx+ ν
∫
G
b2x dx C
(‖b1‖2L∞(G)‖u‖2 + ‖w‖2)+ C‖u2‖2L∞(G)‖b‖2.
By the Gronwall inequality and
∫ T
0 (‖b1‖2L∞(G) + ‖u2‖2L∞(G))dt  C , we have
‖b‖V2(G×(0,t))  C
(‖b0‖ + ‖u‖L∞(0,t;L2(G)) + ‖w‖L2(G×(0,t))). (2.10)
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Subtracting (1.14) for wi , we get
wt =
(
μ
1
η1
wy
)
y
+
(
b + μ
(
1
η1
− 1
η2
)
w2y
)
y
. (2.11)
Multiplying (2.11) by w and integrating by parts, we get
1
2
d
dt
∫
Ω
w2 dy + μ
∫
Ω
1
η1
w2y dy = −
∫
Ω
[
bwy + μ
(
1
η1
− 1
η2
)
w2yw y
]
dy

(
‖b‖ + μ
∥∥∥∥ 1η1η2
∥∥∥∥
L∞
‖η‖L∞(Qt )‖w2y‖
)
‖wy‖
which implies (2.7) easily from the Gronwall inequality.
Inserting (2.7) into (2.6) and using the Gronwall inequality give (2.8). 
The next lemma gives a bound on σ .
Lemma 2.3.We have
∥∥∥∥∥
t∫
0
σ(·, τ )dτ
∥∥∥∥∥
L∞(Qt )
 C
[
‖u0‖ + ‖u‖V2(Qt ) + ‖θ‖L1(Qt ) + ‖b‖V2(Qt )
+
t∫
0
(
1+ ‖u2y‖
)‖η‖L∞(Q τ ) dτ
]
. (2.12)
Proof. It follows from (1.13) that
σ = λ 1
η1
uy + λ
(
1
η1
− 1
η2
)
u2y − R θ
η1
− R
(
1
η1
− 1
η2
)
θ2. (2.13)
On the other hand, from (2.2) we have
t∫
0
σ(y, τ )dτ = A(u − u0) +
t∫
0
〈
σ(·, τ )〉dτ +
t∫
0
[
1
2
(b1 + b2)b − 1
2
〈(b1 + b2)b〉
]
dτ , (2.14)
therefore,
∥∥∥∥∥
t∫
0
σ(·, τ )dτ
∥∥∥∥∥
L∞(Qt )

∥∥A(u − u0)∥∥L∞(Qt ) +
t∫
0
∫
Ω
∣∣σ(y, τ )∣∣dy dτ
+ 1
2
t∫
‖b1 + b2‖L∞‖b‖L∞ dτ + 1
2
t∫ ∫
|b1 + b2||b|dy dτ0 0 Ω
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[
‖u‖L∞(0,t;L2(Ω)) + ‖u0‖ + ‖uy‖L2(Qt )
+
t∫
0
‖u2y‖ · ‖η‖L∞(Q τ ) dτ + ‖θ‖L1(Qt ) +
t∫
0
‖θ2‖L1‖η‖L∞(Q τ ) dτ
+
t∫
0
‖b1 + b2‖L∞(Q τ )‖b‖L∞(Q τ ) dτ
]
 C
[
‖u0‖ + ‖u‖V2(Qt ) + ‖θ‖L1(Qt ) +
t∫
0
‖b1 + b2‖L∞(Q τ )‖b‖L∞(Q τ ) dτ
+
t∫
0
(
1+ ‖u2y‖
)‖η‖L∞(Q τ ) dτ
]
.
This proves (2.12) by the following simple calculations:
t∫
0
‖b1 + b2‖L∞(Q τ )‖b‖L∞(Q τ ) dτ  C
t∫
0
∥∥(b1 + b2)y∥∥‖b‖1/2‖by‖1/2 dτ
 C
[ t∫
0
∥∥(b1 + b2)y∥∥2‖b‖dτ +
t∫
0
‖by‖dτ
]
 C‖b‖V2(Qt ). 
The next lemma gives a bound on η.
Lemma 2.4.We have
‖η‖L∞(Qt )  C
[‖η0‖L∞ + ‖u0‖ + ‖w0‖ + ‖b0‖ + ‖u‖V2(Qt ) + ‖θ‖L∞,1(Qt )]. (2.15)
Proof. Representation (2.1) implies that
η = a1
{
η0 + R
λ
t∫
0
(
θ1
a1
− θ2
a2
)
dτ
}
+ (a1 − a2)
{
η02 + R
λ
t∫
0
θ2
a2
dτ
}
, (2.16)
where
ai := exp
(
1
λ
t∫
σi dτ
)
∈ C(Q T ) (i = 1,2).0
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∫ t
0 σ dτ |. So, we ﬁnd by (2.16) that
‖η‖L∞(Qt )  C
(
‖η0‖L∞ +
t∫
0
∥∥θ(·, τ )∥∥L∞ dτ +
∥∥∥∥∥
t∫
0
σdτ
∥∥∥∥∥
L∞(Qt )
)
 C
[
‖η0‖L∞ +
t∫
0
∥∥θ(·, τ )∥∥L∞ dτ + ‖u0‖ + ‖u‖V2(Qt ) + ‖θ‖L1(Qt )
+ ‖b‖V2(Qt ) +
t∫
0
(
1+ ‖u2y‖
)‖η‖L∞(Q τ ) dτ
] (
by (2.12)
)
 C
[
‖η0‖L∞ +
t∫
0
∥∥θ(·, τ )∥∥L∞ dτ + ‖u0‖ + ‖u‖V2(Qt ) + ‖θ‖L1(Qt ) + ‖b0‖ + ‖w0‖
+
( t∫
0
∥∥w2y(·, τ )∥∥2‖η‖2L∞(Q τ ) dτ
)1/2
+
t∫
0
(
1+ ‖u2y‖
)‖η‖L∞(Q τ ) dτ
] (
by (2.8)
)
whence
‖η‖2L∞(Qt )  C
[
‖η0‖2L∞ + ‖u0‖2 + ‖w0‖2 + ‖b0‖2 + ‖u‖2V2(Qt ) + ‖θ‖2L∞,1(Qt )
+
t∫
0
(
1+ ‖u2y‖2 + ‖w2y‖2
)‖η‖2L∞(Q τ ) dτ
]
. (2.17)
This proves (2.15) by the Gronwall inequality and
∫ T
0 (‖u2y‖2 + ‖w2y‖2)dt  C . 
The next lemma gives a bound on u.
Lemma 2.5.We have
‖u‖V2(Qt )  C
[‖η0‖L∞ + ‖u0‖ + ‖w0‖ + ‖b0‖ + ‖θ‖L2(Qt )∩L∞,1(Qt )]. (2.18)
Proof. It follows easily from (1.13) that
ut =
(
σ − 1
2
(b1 + b2)b
)
y
, (2.19)
with σ satisfying (2.13).
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1
2
d
dt
∫
Ω
u2 dy + λ
∫
Ω
1
η1
u2y dy = −λ
∫
Ω
(
1
η1
− 1
η2
)
u2yuy dy + R
∫
Ω
1
η1
θuy dy
+ R
∫
Ω
(
1
η1
− 1
η2
)
θ2uy dy + 1
2
∫
Ω
(b1 + b2)buy dy
 λ
2
∫
Ω
1
η1
u2y dy + C‖u2y‖2‖η‖2L∞ + C‖θ‖2
+ C‖θ2‖2‖η‖2L∞ + C‖b1 + b2‖2L∞‖b‖2
whence by (2.8) and (2.15),
d
dt
‖u‖2V2(Qt )  C‖θ‖2 + C
(‖θ2‖2 + ‖u2y‖2)‖η‖2L∞ + C‖b1 + b2‖2L∞‖b‖2
 C‖θ‖2 + C(‖θ2‖2 + ‖u2y‖2 + ‖b1 + b2‖2L∞)(‖η0‖2L∞ + ‖u0‖2 + ‖w0‖2
+ ‖b0‖2 + ‖u‖2V2(Qt ) + ‖θ‖2L∞,1
)+ C‖b1 + b2‖2L∞(‖b0‖2 + ‖w0‖2 + ‖u‖2V2(Qt )).
This proves (2.18) by the Gronwall inequality and
∫ T
0 (‖b1 + b2‖2L∞ + ‖u2y‖2)dt  C . 
For θ , we have the following estimate.
Lemma 2.6.We have
‖θ‖Lq0,r0 (Qt ) + ‖θy‖L2,r1 (Qt )
 C
[‖θ0‖ + ‖θ‖L2(Qt ) + ‖η‖L∞(Qt ) + ‖uy‖L2(Qt ) + ‖wy‖L2(Qt ) + ‖by‖L2(Qt )], (2.20)
for any q0, r0, r1 satisfying (1.26).
Proof. First notice that θ ∈ V2(Q T ) and is a weak solution to the following problem for the linear
parabolic equation,
Cvθt = (kθy)y + f in Q T , (2.21)
θy|∂Ω = 0, θ |t=0 = θ0 in Ω, (2.22)
where
f := σ · u1y + σ2 · uy + μ
(w21y
η1
− w
2
2y
η2
)
+ ν
(b21y
η1
− b
2
2y
η2
)
,
with σ satisfying (2.13).
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‖ f ‖L1(Qt )  ‖σ‖L2(Qt )‖u1y‖L2(Qt ) + ‖σ2‖L2(Qt )‖uy‖L2(Qt )
+ C‖w1y‖2L2(Qt )‖η‖L∞(Qt ) + C‖w1y + w2y‖L2(Qt )‖wy‖L2(Qt )
+ C‖b1y‖2L2(Qt )‖η‖L∞(Qt ) + C‖b1y + b2y‖L2(Qt )‖by‖L2(Qt )
 C
[‖σ‖L2(Qt ) + ‖uy‖L2(Qt ) + ‖wy‖L2(Qt ) + ‖by‖L2(Qt ) + ‖η‖L∞(Qt )]. (2.23)
On the other hand, it follows easily from (2.13) that
‖σ‖L2(Qt )  C
[‖uy‖L2(Qt ) + ‖η‖L∞(Qt ) + ‖θ‖L2(Qt )]. (2.24)
Now using propositions (2.2) and (2.8) in [13] and estimating as in [13], we ﬁnd that
‖θ‖Lq0,r0 (Qt ) + ‖θy‖L2,r1 (Qt )  C
(‖θ0‖ + ‖ f ‖L1(Qt ))
which gives (2.20) by (2.23) and (2.24). 
Now we are in a position to prove the estimate (1.25).
Proof of (1.25). Inserting (2.8), (2.15) and (2.18) into (2.20), we conclude that
‖θ‖Lq0,r0 (Qt ) + ‖θy‖L2,r1 (Qt )  C
(
δ0 + ‖θ‖L∞,1(Qt )∩L2(Qt )
)
, (2.25)
with
δ0 := ‖η0‖L∞ + ‖u0‖ + ‖w0‖ + ‖b0‖ + ‖θ0‖.
Thus, if we choose q0 = ∞,2, then we get, for any ﬁxed r ∈ (1,2), that
‖θ‖L∞,r (Qt )∩L2,2r(Qt )  C
(
δ0 + ‖θ‖L∞,1(Qt )∩L2(Qt )
)
, 0 < t  T ,
which, by applying Lemma 3.6 in [20], yields
‖θ‖L∞,r (Q T )∩L2,2r(Q T )  Cδ0.
Inserting the above estimates into (2.25) and using (2.8), (2.15), (2.18), we obtain (1.25) immedi-
ately.
The uniqueness of the weak solutions straightforwardly follows from (1.25). This completes the
proof. 
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