This article develops several strategies for the parallelization of the metaheuristic called scatter search, which is a population-based method that constructs solutions by combining others. Three types of parallelization have been proposed to achieve either an increase of efficiency or an increase of exploration. The procedures have been coded in C using OpenMP and compared in a shared memory machine with large instances. The obtained algorithms are tested on the p-median problem.
Introduction
Scatter search (SS) [12, 23 ] is a population-based metaheuristic that constructs solutions by combining others in a set of solutions, named reference set. The basic SS combines solutions of the reference set and runs a local search (LS) procedure to reach a local optimum. A LS consists of selecting a better neighbor solution until no such solution exists. The reference set is updated depending on the results of the improvements.
In this paper we propose the parallelization of the SS metaheuristic to achieve either an increase of efficiency or an increase of exploration. In any parallelization some steps of the algorithm are distributed among the available processors. The increase of the efficiency is obtained by performing the same steps in less time than the sequential algorithm, whereas the increase of the exploration is obtained by performing more steps in the same time as the sequential algorithm. Several strategies for parallelizing a SS algorithm are analyzed. We test them with large instances of the p-median problem obtained from the TSPLIB [30] . The corresponding parallel algorithms are coded in C using OpenMP, a model for parallel programming portable across shared memory architectures. OpenMP [29] is based on a combination of compiler directives, library routines and environment variables that are used to specify shared memory parallelism in Fortran and C/C++ programs.
The p-median problem is a discrete location/allocation problem. The objective is to select, from a discrete candidate set of facility points, p locations for the facilities such that the sum of the distances from a set of users to the chosen facility points is minimized. There are not capacities on the facilities. The problem was first formulated by Hakimi [13, 14] . It is a prototype of a wide class of hard combinatorial problems, named p-selection problems, where the solutions are generated by selecting p items from a finite universe. The evaluation of the objective function in p-selection problems ranges from a simple calculation of a function value in a small constant time to solve another hard problem or even to perform a simulation process. The standard moves for p-selection problems are the interchange or swap moves that exchange an item in the solution with another one out of the solution.
Next section describes the basics of the SS metaheuristic. In Section 3 we provide a brief overview of logistic problems in general and of the p-median problem, in particular, as a prototype of the class of fixed-size location/allocation problems. In Section 4 we discuss briefly the application of the SS to the p-median problem. Several parallelization strategies are analyzed in Section 5. Computational results and concluding remarks are given in Sections 6 and 7, respectively.
The scatter search metaheuristic
SS is a population-based metaheuristic that uses a reference set to combine its solutions and construct others. The method generates a reference set from a population of solutions. Then a subset is selected from this reference set. The selected solutions are combined to get starting solutions to run an improvement procedure. The result of the improvement can motivate the updating of the reference set and even the updating of the population of solutions.
The initial population must be a wide set of disperse solutions. However, it must also include good solutions. Several strategies can be applied to get a population with these properties. The solutions for the population can be created, for instance, by using a random procedure to achieve a certain level of diversity. Then a simple improvement heuristic procedure must be applied to these solutions in order to get better solutions. The initial population can also be obtained by a procedure that provides at the same time disperse and good solutions like GRASP procedures [6] .
A set of good representative solutions of the population is chosen to generate the reference set. The good solutions are not limited to those with the best objective values. By good representative solutions we mean solutions with the best objective values as well as disperse solutions. Disperse solutions should reach different local minima by the local search. Indeed, a solution may be added to the reference set if the diversity of the set improves. So the reference set must consist of a set of disperse and good solutions selected from the populations. The criteria for updating the reference set, when necessary, must be based on comparisons and measures of diversity between the new solutions and the existing solutions.
A subset of solutions from the reference set is selected for applications of a combination method to get good starting solutions for an improvement procedure. In general, the method consists in selecting all the subsets of a fixed size. The combination procedure tries to combine good characteristics of the selected solutions to get new current solutions. The purpose is to get better solutions which are not similar to those already in the reference set.
The possible improvement solution methods applied to the solutions range from simplest local searches to a very specialized search. A very simple procedure is a local search based on basic moves consisting of selecting the best improving move or a first found improving move. The procedure must allow to use tools like recent or intermediate memory, variable neighborhoods, or hashing scanning methods of the neighborhood. Then the method applied could be a Tabu Search [10, 11] , a Variable Neighborhood Search [16, 17] or any sophisticated hybrid heuristic search.
The metaheuristic strategy includes the decision on how to update the reference set taking into account the state of the search. The algorithm must also realize when the reference set does not change and seek to diversify the search by generating a new set of solutions for the population. In addition, the metaheuristic includes the stopping criterion for the whole search procedure. Then the best solution used in the reference set is provided by the method.
Usual stopping conditions are based on allowing a total maximum computational time or a maximum computational effort since the last improvement. The computational effort is measured by the number of iterations, number of local searches or real time.
A high level pseudocode of the sequential scatter search (SSS) is showed in Fig. 1 . Therefore, the SS strategy involves six procedures and three stopping criteria to solve an optimization problem. The procedures are the following:
(1) The initial population creation method. The procedure CreatePopulation creates a random initial population Pop of good and disperse PopSize solutions. (2) The reference set generation method. The procedure GenerateReferenceSet selects RefSetSize of the best representative solutions in the population Pop to be included in the set RefSet. In addition to these six procedures, the metaheuristic involves three stopping procedures that implement the criteria to decide when to go to an above step.
(1) New reference set criterion. The first criterion (StoppingCriterion1) decides when to generate a new reference set from the population. (2) New population criterion. The second criterion (StoppingCriterion2) decides when to generate a new initial population. (3) Termination criterion. Finally, the third criterion (StoppingCriterion3) decides when to stop the whole search.
Selection problems
The selection problems are those problems that can be solved by choosing an optimal set of items from a universe. A generic selection problem consists in choosing the set of items that minimizes a cost function subject to some constraints. The eva- luation of some real objectives means solving another hard problem or running a simulation procedure. Also the set of constraints can be so restrictive such that only one selection is feasible or that all the selections of items are feasible. A fixed size, say p, selection problem, named a p-selection problem, consists in choosing the set of p items that minimizes a cost function subject to some constraints; i.e. a selection problem where all the feasible solutions have size p.
Several of the most relevant combinatorial optimization problems can be formulated as p-selection problems for an appropriate p. Among them are the most famous problems in Combinatorial Optimization: the Travelling Salesman Problem, Knapsack Problem, p-Median Problem, Spanning Tree Problem, Shortest Path Problem, Network Flow Problem, Matching Problem and Steiner Problem. Even most of the special versions of these problems can also be formulated as selection problems. Also the Linear Programming Problem consists in the optimal selection of a base, a set of points of which the size is known.
The p-facility location-allocation problems constitute a wide class of logistic problems. Consider a set L of m potential locations for p facilities and a set U of locations of n given users. A p-facility location-allocation problem consists of locating simultaneously p facilities at locations of L and allocate every user u to a facility point in order to minimize a cost function that represents the resource used for serving the demand of every user from the corresponding facility point. One of the most relevant p-facility location problems without capacity limit in the facilities is the p-median problem. The p-median problem consists of locating p facilities in order to minimize the sum of distances from every user to its closest facility.
Given the set L ¼ fv 1 ; v 2 ; . . . ; v m g of potential locations for the facilities (or location points), and the set U ¼ fu 1 ; u 2 ; . . . ; u n g of users (or customers, or demand points), the entries of an n Â m matrix D ¼ ðd ij Þ nÂm ¼ ðDistðu i ; v j ÞÞ nÂm give the distances travelled (or costs incurred) for satisfying the demand of the user located at u i from the facility located at v j , for all v j 2 L and u i 2 U . The objective of the p-median problem is to minimize the sum of these distances (or transportation costs), i.e.,
where X L and jX j ¼ p.
The p-median problem is NP-hard [9, 21] . Many heuristics and exact methods have been proposed to solve it. Exact algorithms are provided by Beasley [1] , Cornuejols et al. [3] , Galvã ao [7] , Hanjoul and Peeters [19] and Rosing et al. [34] , among others. Classical heuristics for this problem often cited in the literature are Greedy by Kuehn and Hamburger [22] , Alternate by Maranzana [26] and Interchange by Teitz and Bart [39] . Heuristics based on linear programming have been proposed by du Merle at al. [4] and by Senne and Lorena [37, 38] . Another type of heuristics suggested in the literature is based on the relaxed dual of the integer programming formulation of the p-median problem found in the papers by Erlenkotter [5] , Galvã ao [7] and Nauss and Markland [28] . A 1-interchange move is extended into a so-called 1-chain-substitution move, which is applied to p-median problem by Maldenovi c c et al. [27] . Tabu Search heuristics are suggested by Voss [40] , where some variants of the so-called reverse elimination method are discussed and by Rolland et al. [36] . Other heuristic method appield to the p-median problem are the Heuristic Concentration by Rosing and Revelle [35] and the GRASP with path-relinking Resende and Werneck [31] . The Variable Neighborhood Search heuristic and its variants have also been applied to the p-median problems by Hansen and Mladenovi c c [15] and Hansen, et al. [18] . In addition, several hybrids of these heuristics have been suggested. Several parallelization methods of the Variable Neighborhood Search are considered for the p-median problem by Garc ı ıa al. [8] . Other heuristic procedures have been proposed by Hodgson [20] , Resende and Werneck [32] , Rosing [33] and Whitaker [41] .
Application of SS to the p-median problem
For most instances, the set of potential locations for the facilities and the set of locations of the users coincide, so that L ¼ U and m ¼ n. In this case, a solution for the p-median problem consists of selecting a set X of p points from U to locate the facilities. The solution is evaluated by a cost function which is the sum of the distances from the users to the points in the solution. This cost function is given by:
Distðu; vÞ
Regardless the search technique employed, it is necessary to specify a solution coding, which encodes alternative candidate solutions for manipulation. The choice of the coding that provides an efficient way of implementing the moves and evaluating the solutions is essential for the success of the heuristic. Every solution X is encoded by arranging all the points of U in an array ½v i : i ¼ 1; . . . ; n where v i is a point in X for i 6 p, and it is a point out of X for i > p.
Initial population creation method
The initial population creation method must be designed in order to get a random set of disperse and good solutions. The method we use has several phases. The first phase starts by dividing the set L in several sets. A constructive method to get a good solution consists of starting by selecting an arbitrary initial point u of L and performing p À 1 times the following operation: select the farthest facility point to the already selected points. We perform this constructive method for each set of the partition of L. Then we get a solution for each set of the partition. However, since the constructed solution depends on the starting point, we apply it from several starting points to get different solutions. We also apply an improvement procedure to these solutions.
For evaluating the dispersion among solutions, we need to consider a distance between them. This distance is defined using the same objective function. Let f Y ðX Þ be the objective function for the set of users in Y :
Distðu; vÞ
The distance between two solutions X and Y is DistðX ;
We use two parameters to modulate the dispersion in the reference set: a is the proportion of solutions of the population that are obtained improving disperse solutions, and b is to modulate, for the remainder solutions, the tradeoff between cost and dispersion. Given the values, previously fixed, of the population size PopSize and the parameters a and b, the population is obtained as follows. We use the above method to get baPopSizec solutions for the population. The remainder solutions up to PopSize are obtained by an scoring procedure. For each solution X we define the score by:
hðX Þ ¼ CostðX Þ À bDistðX ; PopÞ where DistðX ; P Þ ¼ min Y 2Pop DistðX ; Y Þ. The dð1 À aÞPopSizee best solutions according hðÁÞ are included in the population Pop.
Reference set generation method
The reference set consists of a set of good and disperse solutions selected from the population. The generation of a reference set is done by selecting RefSetSize 1 solutions from the best solutions and RefSetSize 2 disperse solutions taking into account the above RefSetSize 1 solutions (RefSetSize ¼ RefSetSize 1 + RefSetSize 2 ). After including the best RefSetSize 1 solutions in RefSet, we iteratively include in the RefSet the farthest solution from the solutions already in RefSet, repeating this procedure RefSetSize 2 times.
Subset generation method
The selection of a subset for applying the combination usually consists in selecting all the subsets of fixed size r. For our computational experience we use r ¼ 2. However, in order to avoid repetitions of combinations when some solutions of the reference set do not vary, we keep information on the combinations performed.
Combination method
Given the subset of selected solutions from the reference set, the combination method tries to get a solution with the good characteristics of these solutions. First of all, we select the points that are in all these solutions; let X be the set of these points. For every user point u let 
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Choose the point u Ã 2 L such that DistðX ; u Ã Þ ¼ max u2L DistðX ; uÞ and select at random a point v 2 Lðu Ã Þ that is included in X . This step is iteratively applied until X has size p.
Improvement solution method
The improvement solution method is the a local search based on the base moves. A local search method for combinatorial optimization performs a series of moves in solution space, which improve each time the value of the objective function until a local optimum is found. The base moves for local searches for the p-median problem are the swap or interchange moves. For every solution X , given an element v i in the solution and an element v j not in the solution, the interchange move consists of dropping v i from X and adding v j to X . Let X ij denote the solution obtained from X by interchanging v i by v j , where v i 2 X and v j 2 L À X . Each solution X has a neighborhood associated NðX Þ; that consists of the solutions X ij that are reached from X by the base move. At each iteration, the local search procedure obtains an improved solution X 0 in the neighborhood NðX Þ of the current solution X , until no further improvement is found. The local search is implemented by choosing each time the best possible move among all interchange moves.
The pseudocode of the local search is given in Fig. 2 .
Parallelization methods
The main purpose of parallel processing is to perform computations faster than with a single processor by using a number of processors concurrently. This pursuit has had a tremendous influence on almost all the activities related to computing. The need for faster solutions and for solving larger-size problems arises in a wide variety of applications. In general, the parallel computation can be used to increase the size of the problems that can be solved, to speed up the computations and to attempt a more thorough exploration of the solution space.
In this paper, we analyze three different parallelization strategies for the SS algorithm. The first two strategies reduce the running time of the procedure. The first parallelization reduces the running time of every local search algorithm and the second parallelization performs the local searches in parallel from the results of the combinations. The last parallelization increases the exploration in the solution space by running the SS in parallel for several populations. 
Synchronous parallel scatter search
In the SSS algorithm, in every iteration, the most time consuming part is the local search. Then we propose a synchronous algorithm that enables solving, in parallel, the local searches. We denote the synchronous parallel scatter search algorithm that parallelizes the local search by synchronous parallel scatter search (SPSS). The following template (Fig. 3) shows the pseudocode of the SPSS with n pr processors. Note that this pseudocode is obtained from the SSS by replacing the local search by the parallel version of the local search. In SPSS, the neighborhood, fX ij : 1 6 i 6 p; p < j 6 ng, is divided in n pr subsets I r . These subsets are assigned to the processors and each returns an improving neighbor in its subset of the neighborhoud. The best solution among the neighbors provided by the processors is chosen as the current solution. This strategy is a low-level parallelism.
Replicated combination scatter search
We propose another parallel algorithm that also reduces the running time of the procedure. The procedure is parallelized by selecting several subsets from the reference set that are combined and improved by the processors. These procedures are replicated as many times as the number of available processors. The local optima found by the processors are used to update the reference set. This method is the replicatedcombination scatter search (RCSS) that is described in Fig. 4 .
Replicated parallel scatter search
The replicated parallel scatter search (RPSS) consists of a multistart search where the local searches are replaced by SSs using different populations that run on the parallel processors (see Fig. 5 ). The RPSS parallelization method corresponds to a natural parallelization of the hybrid metaheuristic between a SS and a multistart search. 
Computational results
The algorithms were coded in C and OdinMp [2] (OdinMp is a free and portable implementation of OpenMP for ANSI C), and tested with large instances of the pmedian problem. For each instance and each one of the three algorithms we did a single run. The distance matrix was taken from the instance TSPLIB RL1400 that includes 1400 points. The sets of instances are characterized with the number n of points (1400) and the number p of facility points or medians that is reported in first column of Tables 1-3 going from 10 to 100. Some computational results on these instances of the problem have been reported in [8, 18] , where several heuristics were compared. The algorithms run on the machine TEIDE (8 processors ALPHA at 466-MHz, with 2 GB and O.S. DIGITAL UNIX 4.0C) of the University of La Laguna.
In Table 1 , we report the results for the SPSS algorithm, which runs as many times as the number of available processors (1, 2, 4 and 8, respectively). The objective value, real time in seconds and speed-up are presented for each number of processors. The real time is used to obtain the time reduction provided by the parallel algorithm SPSS. Speed-up is the ratio of sequential time to parallel time to solve a particular problem on a given machine. It is given by: The results in Table 1 show that, in general, the speed-up increases with the number of processors. For two processors, the time is reduced in all the cases. For 4 processors and p ¼ 80, we observed a detrimental anomaly [24, 25] ; i.e., the real time is greater than the real time for 2 processors. We also observed that, in some cases, using 4 and 8 processing elements, an acceleration anomaly manifests itself in the form of a speed-up greater than 4 and 8, respectively.
This kind of anomalous behaviour is related to the search space to be analysed by the algorithm. Note that for the anomalous cases the objective values change for different number of processors. For the detrimental anomaly with p ¼ 80, we get a better objective value with 4 and 8 processors than with 2 processors, which indicates that the search space for 4 and 8 processors is greater than for 2 processors. In the speedup anomaly with p ¼ 90 the opposite occurs, the objective value for 4 processors is greater than for two processors, which indicates a smaller search tree. For the case of p ¼ 40, the objective values do not change but it does not mean that the search space does not change. This algorithm is strongly affected by the non-determinism intrinsic of the concurrent programming. Table 2 summarizes the results for the RCSS algorithm, where the headings are the same as in Table 1 . The speed-up reached is smaller than the speed-up for the SPSS algorithm, but anyway the speed-up increases with the number of processors for the RCSS algorithm. The objective values obtained with both algorithms are similar. The real times for the SPSS are better than the real times for the RCSS. This fact occurs because during the execution of the RCSS algorithm, the needed barrier synchronizations produce a higher sequentiality than in the SPSS algorithm. Table 3 shows the results for the RPSS algorithm. The first column shows the best known objective value. For each number of processors 2, 4 and 8 we report the objective values and real times for the RPSS algorithm. The best objective values among the three algorithms are found by the RPSS. The inexistence of barrier synchronizations allows the fact that the real computation times are similar for different number of processors. The real time reported in this table is the maximum of the computational time of the processors.
Conclusions
The combination of SS and parallelism provides a useful tool to solve hard problems. SS is parallelized in several ways. SPSS is obtained by parallelizing the local search. By parallelizing the combinations of solutions we get the RCSS, where the set of possible combinations is divided among the available processors and solved in parallel. The RPSS parallelizes the whole procedure and each processor runs in parallel a SS.
The objective values found with these algorithms are comparable with the best obtained in the literature [8, 18] . The SPSS and RCSS algorithms reduced the computational time properly. RPSS increases the diversification. Note that it is possible to increase the intensification by sharing the best solution reached by the processors. Other possible strategy for increasing the diversification is to apply several combination methods in parallel. 
