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RE´SUME´
Ce me´moire pre´sente plusieurs me´thodologies destine´es a` la conception d’outils de´die´s
a` l’analyse de la stabilite´ et au controˆle d’un avion d’affaires. Dans un premier temps, un
mode`le de vol ge´ne´rique a e´te´ e´labore´ pour pre´dire le comportement de l’ae´ronef suite a` des
entre´es sur ses commandes ou suite a` une perturbation quelconque. Pour cela, diffe´rents
types de vents ont e´te´ pris en conside´ration dans le module de simulation afin de ge´ne´rer
diffe´rents sce´narios pour l’analyse et la validation du pilote automatique. En plus d’eˆtre assez
re´aliste, la plateforme de simulation prend en compte la variation des parame`tres massiques
en fonction de la consommation de carburant. Une comparaison avec un simulateur certifie´
niveau D de la compagnie CAE Inc. a permis de valider cette premie`re e´tape avec un taux
de re´ussite acceptable.
Une fois la dynamique valide´e, la prochaine e´tape permet de conclure sur la stabilite´ autour
d’une condition de vol. Pour cela, une premie`re analyse statique est e´tablie pour trouver
les diffe´rents points d’e´quilibre de l’avion. Par la suite, deux algorithmes de line´arisation
permettent de ge´ne´rer deux mode`les d’e´tats qui approximent les dynamiques de´couple´es
(longitudinale et late´rale) de l’ae´ronef. Une comparaison avec la dynamique non line´aire
a permis de conclure sur la viabilite´ des mode`les line´aires a` partir d’un grand nombre d’essais.
L’e´tude de stabilite´ a permis de mettre en e´vidence le besoin de syste`mes de commande
pour ame´liorer les performances de l’avion dans un premier temps, puis pour controˆler ses
diffe´rents axes dans un deuxie`me temps. Une me´thodologie base´e sur un couplage entre
une technique de controˆle moderne (LQR) et un algorithme ge´ne´tique y est pre´sente´e.
Cette dernie`re a permis de trouver des correcteurs a` la fois optimaux et performants qui
garantissent un grand nombre de spe´cifications impose´es par deux cahiers des charges. En
plus d’eˆtre performants, ces derniers se doivent d’eˆtre robustes aux variations massiques de
l’avion. Pour cela, une analyse de robustesse graˆce a` la the´orie des applications gardiennes
a e´te´ applique´e sur des dynamiques incertaines. Cependant, en raison d’une re´gion trop
sensible de l’enveloppe de vol, certaines analyses sont biaise´es. Ne´anmoins, une validation
sur la dynamique non line´aire a permis de ve´rifier la robustesse des correcteurs.
Enfin, la dernie`re e´tape de ce projet s’inte´resse aux lois de commande du pilote
automatique. Encore une fois, la me´thodologie propose´e, se base sur l’association d’e´quations
de la me´canique du vol, de notions d’automatique et d’une me´thode d’optimisation
vii
me´ta-heuristique. Par la suite, quatre sce´narios d’essais sont pre´sente´s de fac¸on de´taille´e
pour illustrer l’efficacite´ et la robustesse du pilote automatique au complet.
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ABSTRACT
This report presents several methodologies for the design of tools intended to the analysis
of the stability and the control of a business aircraft. At first, a generic flight dynamic model
was developed to predict the behavior of the aircraft further to a movement on the control
surfaces or further to any disturbance. For that purpose, different categories of winds were
considered in the module of simulation to generate various scenarios and conclude about
the efficiency of the autopilot. Besides being realistic, the flight model takes into account
the variation of the mass parameters according to fuel consumption. A comparison with a
simulator of the company CAE Inc. and certified level D allowed to validate this first stage
with an acceptable success rate.
Once the dynamics is validated, the next stage deals with the stability around a flight
condition. For that purpose, a first static analysis is established to find the trim conditions
inside the flight envelop. Then, two algorithms of linearization generate the state space
models which approximate the decoupled dynamics (longitudinal and lateral) of the aircraft.
Then to test the viability of the linear models, 1,500 comparisons with the nonlinear
dynamics have been done with a 100% rate of success.
The study of stability allowed to highlight the need of control systems to improve first
the performances of the plane, then to control its different axes. A methodology based on a
coupling between a modern control technique (LQR) and a genetic algorithm is presented.
This methodology allowed to find optimal and successful controllers which satisfy a large
number of specifications. Besides being successful, they have to be robust to uncertainties
owed to the variation of mass. Thus, an analysis of robustness using the theory of the
guardian maps was applied to uncertain dynamics. However, because of a too sensitive
region of the flight envelop, some analyses are biased. Nevertheless, a validation with the
nonlinear dynamics allowed to prove the robustness of the controllers over the entire flight
envelope.
Finally, the last stage of this project concerned the control laws for the autopilot. Once
again, the proposed methodology, bases itself on the association of flight mechanic equations,
control theory and a metaheuristic optimization method. Afterward, four detailed test
scenarios are presented to illustrate the efficiency and the robustness of the entire autopilot.
ix
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INTRODUCTION
En 1891, depuis le haut d’une colline a` proximite´ de Berlin, Otto Lilienthal s’e´lanc¸ait
a` bord de son deltaplane, effectuant ainsi le premier vol plane´ controˆle´. Depuis, les
inventeurs et aviateurs tels que les fre`res Wilbur et Orville Wright, Louis Bleriot, Alberto
Santos-Dumont, Charles Lindbergh ou Howard Hughes n’ont cesse´ de repousser leurs
limites pour faire avancer le domaine de l’ae´ronautique. Aujourd’hui encore, les inge´nieurs
rele`vent de nouveaux de´fis afin de rendre les avions plus se´curitaires, plus e´cologiques et plus
e´conomiques. Graˆce a` l’avance´e nume´rique, les concepts de mode´lisation et simulation sont
devenus les meilleurs outils pour pre´dire le comportement et les performances d’un avion dans
sa phase de conception. Fiables et peu couˆteux, ils permettent de de´velopper des nouvelles
me´thodes et nouveaux algorithmes qui contribuent grandement a` l’avance´e de l’ae´ronautique.
Le Laboratoire de Recherche en Commande Active, Avionique et Ae´roservoe´lasticite´
(LARCASE) de´veloppe de nouvelles me´thodologies spe´cialise´es dans la mode´lisation
d’ae´ronefs afin d’ame´liorer les outils de conception pour la recherche et les entreprises
spe´cialise´es dans l’ae´ronautique. Maˆıtre dans le domaine, ses principaux axes de recherches
portent sur l’optimisation de trajectoire, l’e´tude ae´rodynamique des profils d’ailes,
l’estimation des coefficients ae´rodynamiques et la commande de vol. Au cours de ces
dernie`res anne´es, le LARCASE a de´veloppe´ un outil informatique, FDerivatives, capable
d’estimer les coefficients ae´rodynamiques d’un avion a` partir de sa ge´ome´trie. Les travaux
de´veloppe´s tout au long de ce me´moire et pre´sente´s dans ce document en sont la continuite´.
L’objectif principal de ce projet concerne le de´veloppement d’outils destine´s a` la
simulation, a` l’analyse de la stabilite´ et au controˆle d’un avion d’affaires. Il se penche,
dans un premier temps, sur la conception d’une plateforme ge´ne´rique de simulation, sous
Matlab/Simulink, qui permet de pre´dire le comportement de l’ae´ronef. Par la suite, des
outils informatiques sont de´veloppe´s pour e´tudier la stabilite´ statique et dynamique de
l’avion. Enfin, des me´thodes et des algorithmes de commande sont utilise´s pour e´tudier la
conception d’un pilote automatique a` la fois performant et robuste.
Le chapitre 1 introduit une mise en contexte et une revue de la litte´rature pour sensibiliser
le lecteur quant a` l’inte´reˆt et l’importance des objectifs de ce projet. Nous y pre´sentons
aussi, une liste d’hypothe`ses qui permettent de de´limiter le domaine d’e´tude. Le chapitre
2 est entie`rement consacre´ a` la plateforme de simulation. Une introduction aux notions
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ae´ronautiques y est pre´sente´e pour permettre au lecteur de bien maˆıtriser les e´le´ments
ne´cessaires a` la mise en e´quation de la dynamique de vol comple`te, des mode`les de moteurs
et de l’environnement exte´rieur. Le chapitre 3 porte sur l’analyse de stabilite´ et sur la
line´arisation de la dynamique du vol. Une bre`ve introduction sur les notions lie´es aux syste`mes
non line´aires et sur la me´thode d’optimisation de Nelder-Mead 3 y est pre´sente´e avant de
montrer la me´thodologie et l’application sur un mode`le d’avion. Les chapitres 4 et 5 traitent
de techniques utilisant des algorithmes d’optimisation me´taheuristiques pour de´velopper des
lois de commande du pilote automatique. Une proce´dure comple`te destine´e a` obtenir des
correcteurs a` la fois performants, optimaux et robustes y est pre´sente´e. Enfin, le chapitre 6
illustre l’ensemble des re´sultats obtenus tout au long de ce projet.
3. La me´thode de Nelder-Mead est un algorithme d’optimisation non-line´aire qui a e´te´ publie´e par Nelder
et Mead
1CHAPITRE 1 MISE EN CONTEXTE ET E´TAT DE LA LITTE´RATURE
Ce pre´sent chapitre donne une ide´e ge´ne´rale du projet. Un court survol et une revue
de la litte´rature y sont pre´sente´s afin de permettre au lecteur d’entrer dans le contexte
actuel et d’eˆtre ainsi au courant de certains ouvrages et outils existants dans le domaine
de la simulation, de l’analyse de stabilite´ et de l’automatique applique´e aux avions. Nous
discuterons des diffe´rentes disciplines et outils mathe´matiques qui ont e´te´ ne´cessaires au
de´roulement du projet. Pour finir, nous pre´senterons les hypothe`ses qui ont e´te´ choisies pour
mener a` bien ce projet.
1.1 Mise en contexte
Avec la mondialisation et le besoin de se de´placer, les futurs avions se doivent d’eˆtre
de plus en plus se´curitaires et fiables pour assurer le confort et la se´curite´ des passagers
tout en e´tant le plus e´conomique possible pour les compagnies ae´riennes. De ce fait,
durant la phase de conception d’un ae´ronef, les inge´nieurs doivent valider un grand nombre
de spe´cifications ou de normes impose´es soit par des agences de certification telles que
Transport Canada, FAA 1 ou EASA 2, soit par le constructeur lui meˆme. Il est donc ne´cessaire
de faire beaucoup d’essais en vol pour valider la stabilite´ de l’ae´ronef dans un premier
temps, mais aussi sa manoeuvrabilite´ et son efficacite´ dans les phases de vol critiques
telles que l’approche ou l’atterrissage automatique. Cependant, les essais en vol sont tre`s
couˆteux et peuvent risquer la vie des pilotes et inge´nieurs d’essais. C’est a` ce niveau que la
mode´lisation nume´rique prend donc toute son importance. Les inge´nieurs font de plus en
plus de mode`les de simulation afin de valider un grand nombre de crite`res permettant de
conclure quant a` la re´alisabilite´ d’un projet avant de reproduire les essais sur le prototype re´el.
Sur la base d’un mode`le mathe´matique de l’avion, il est possible de faire des analyses
de stabilite´ statique et dynamique permettant de de´finir l’enveloppe de vol qui refle`te les
performances de l’ae´ronef. Une enveloppe de vol de´finit les re´gions en terme d’altitude/vitesse
ou masse/centrage dans lesquelles l’avion demeure stable, ou dans le pire des cas, ce dernier
peut eˆtre instable, mais le pilote est capable de le stabiliser sans trop de difficulte´s. D’autres
facteurs peuvent eˆtre pris en conside´ration pour de´limiter ces re´gions comme la configuration
des gouvernes (ex. volets de bord de fuite et volet de bord d’attaque) ou des contraintes
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2concernant la re´duction des effets ae´roe´lastiques (ex. battement, rafale de vent, etc.).
Cependant, en raison de leur complexite´, les phe´nome`nes ae´roe´lastiques ne seront pas pris
en compte dans ce me´moire.
Une fois la stabilite´ confirme´e, l’e´tape suivante consiste a` de´velopper les lois de commande
pour le pilotage automatique et le pilotage manuel. Le roˆle d’un pilote automatique est
multiple et est ge´ne´ralement divise´ en sous-taˆches. En effet, meˆme si les avions peuvent
eˆtre naturellement stables, ils posse`dent ge´ne´ralement des caracte´ristiques de stabilite´
peu performantes. Les modes qui de´terminent la re´ponse naturelle de l’avion suite a`
un mouvement des gouvernes ou une perturbation atmosphe´rique, sont souvent tre`s
mal amortis et tre`s lents. Ceci rend donc le pilotage de l’avion difficile, car la moindre
perturbation sur le manche peut entraˆıner de grands mouvements oscillatoires. De plus,
les perturbations dues au vent provoquent des oscillations difficiles a` contrer par le pilote seul.
Le premier roˆle de la commande de vol est donc d’ame´liorer les performances de l’avion
afin d’assurer une convergence rapide et en douceur vers une condition stable lors d’une
e´ventuelle perturbation. Le deuxie`me roˆle est double et permet soit de passer en mode
pilotage automatique, c’est-a`-dire que le pilote automatique ge`re les mouvements de l’avion
pour effectuer une consigne venant du pilote (ex : un changement d’altitude, un changement
de cap ou une approche automatique en cas de visibilite´ nulle) ou provenant du FMS 3
(ex. trajectoire pre´cise a` suivre) ; soit de passer en pilotage manuel, c’est-a`-dire que le
pilote controˆle le mouvement de l’avion, mais est assiste´ par l’ordinateur de commande
de vol pour assurer que l’ae´ronef re´pond bien a` ses exigences. Ce dernier mode du pilote
automatique est similaire a` la direction assiste´e pour une voiture qui assure au conducteur
une bonne manœuvre de son engin. Il va donc de soi que pour le pilotage manuel, il existe
certaines qualite´s de manœuvrabilite´ que les pilotes aimeraient satisfaire lorsqu’ils sont aux
commandes.
Enfin, malgre´ nos connaissances accrues des lois physiques, les mode`les mathe´matiques
utilise´s lors de la synthe`se des correcteurs sont ge´ne´ralement simplifie´s a` cause de certaines
hypothe`ses conside´re´es. Il convient de`s lors de parler de mode`les mathe´matiques incertains,
constitue´s d’un ensemble de lois mathe´matiques qui re´gissent le comportement de l’avion et
d’une repre´sentation mathe´matique des incertitudes. Ces incertitudes peuvent avoir plusieurs
origines : e´volution du mode`le en fonction du temps, incertitude de mesures provenant des
capteurs, approximation d’une dynamique interne ou hypothe`se de mode´lisation. Il est donc
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3important de ve´rifier que le pilote automatique soit capable de fonctionner pour une famille
de mode`les autour du point nominal pour lequel il a e´te´ conc¸u. A` cet effet, une analyse
de robustesse peut eˆtre envisage´e. Cette analyse permet de quantifier la capacite´ qu’a un
syste`me de commande, a` conserver ses performances malgre´ la pre´sence d’incertitudes ou de
perturbations qui pourraient affecter le comportement de l’avion.
Le projet pre´sente´ dans ce me´moire tente de re´pondre a` l’ensemble des proble`mes pre´sente´s
pre´ce´demment dans cette mise en contexte. Il a e´te´ re´alise´ dans le cadre d’un double diploˆme
entre l’ESTACA et l’E´cole Polytechnique de Montre´al et en partenariat avec le laboratoire
LARCASE, l’E´cole de Technologie Supe´rieure, la compagnie CAE Inc. et la compagnie
PRESAGIS.
1.2 Objectifs de recherche
A` la lumie`re de cette mise en contexte, nous pouvons de´gager l’objectif principal de ce
me´moire qui peut eˆtre re´sume´ de la fac¸on suivante :
“De´velopper une plateforme de simulation ge´ne´rique et des me´thodologies
pour la synthe`se d’un pilote automatique a` la fois performant et robuste.”
Pour tenter d’atteindre cet objectif, nous proposons de scinder l’e´tude en deux parties.
Dans un premier temps, nous consacrerons le chapitre 2 du me´moire a` la conception d’une
plateforme de simulation ge´ne´rique. Cette dernie`re constituera la pierre d’angle de ce projet
car en plus de pre´dire le comportement de l’ae´ronef, celle-ci permettra de confirmer l’efficacite´
du pilote automatique au moyen de simulations. Outre son degre´ de re´alisme, elle devra
en plus eˆtre modulaire afin de permettre l’inte´gration de diffe´rents algorithmes de commande.
Dans un second temps, des me´thodologies de synthe`se base´es sur des algorithmes
d’optimisation me´taheuristiques seront de´veloppe´es. Elles permettront de re´gler les gains
de diffe´rentes lois de controˆle tout en satisfaisant un grand nombre de spe´cifications que
nous e´laborerons a` partir des qualite´s de manœuvrabilite´. En plus de garantir une certaine
performance, nous tenterons de de´montrer la robustesse des diffe´rentes boucles de commande
face a` des variations parame´triques ou a` des perturbations affectant le comportement de
l’avion.
L’ensemble des travaux a e´te´ effectue´ avec le logiciel Matlab/Simulink [26, 44] pour le
4de´veloppement des algorithmes et de la plateforme de simulation. Le logiciel de simulation
FlightGear [31] a e´te´ utilise´ pour obtenir un visuel en trois dimensions dans un environnement
virtuel assez re´aliste. Enfin, le logiciel FlightSIM [36], de´veloppe´ par PRESAGIS a e´te´ utilise´
pour le de´veloppement du mode`le dynamique des avions.
1.3 Revue de litte´rature
Comme pre´sente´ dans les objectifs, ce projet englobe plusieurs disciplines diffe´rentes,
mais toutes aussi importantes dans le domaine de la simulation d’ae´ronefs. Pour re´pondre
aux proble`mes pose´s, nous avons fait appel aux the´ories lie´es a` :
1. La mode´lisation des coefficients ae´rodynamiques,
2. La mode´lisation de la dynamique du vol,
3. La line´arisation autour d’un point d’e´quilibre,
4. La synthe`se d’un correcteur pour une condition de vol,
5. L’optimisation nume´rique.
En somme, cinq domaines qui peuvent eˆtre traite´s se´pare´ment, mais qui ont besoin de former
un tout. Dans la suite, nous de´taillons chacune des cinq e´tapes a` partir de la litte´rature
actuelle.
1.3.1 Mode´lisation et me´thodes d’estimations des coefficients ae´rodynamiques
La mode´lisation de´bute avec le calcul des coefficients ae´rodynamiques de l’ae´ronef. Ces
derniers sont ne´cessaires pour de´terminer les forces qui s’appliquent sur l’avion (portance,
traˆıne´e, etc.). De´pendamment de la pre´cision recherche´e et des budgets alloue´s, diffe´rentes
me´thodes peuvent eˆtre envisage´es pour estimer les caracte´ristiques ae´rodynamiques d’un
avion. Parmi les plus connues, nous pouvons citer :
- les me´thodes d’estimations des parame`tres a` partir de mesures expe´rimentales [2, 17],
- les me´thodes CFD (Computational Fluid Dynamics) base´es sur la re´solution des
e´quations de Navier et Stokes [15],
- la me´thode VLM (Vortex Lattice Method) utilise´e par le programme TORNADO [27],
- les proce´dures DATCOM [1, 45, 49].
Bien que nous ne traiterons pas de l’estimation des parame`tres ae´rodynamiques dans ce
me´moire, nous mentionnons ces me´thodes pour sensibiliser le lecteur au fait que l’expression
servant au calcul des coefficients ae´rodynamiques varie selon les concepteurs d’un avion
a` un autre. Ce de´tail est d’une grande importance et doit eˆtre pris en compte afin de
5garantir que les algorithmes d’e´quilibrage, de line´arisation et de controˆle de´veloppe´s dans ce
me´moire puissent s’adapter quelque soit le mode`le ae´rodynamique conside´re´. Pour cela, dans
le cadre de ce projet, les cas de deux avions d’affaires vont servir a` valider les diffe´rentes
me´thodologies pre´sente´es tout au long de ce me´moire.
Le premier avion conside´re´ est le Cessna Citation X [9] (voir Figure 1.1(a)). Son mode`le
ae´rodynamique sera e´labore´ a` partir de coefficients extraits d’un simulateur de vol certifie´
cate´gorie D de la compagnie CAE Inc. (voir Figure 1.2). Le deuxie`me avion e´tudie´ est le
Hawker 800XP [7, 10] (voir Figure 1.1(b)). Son mode`le ae´rodynamique sera obtenu a` partir
du logiciel FDerivative [1, 34]. Ce programme, de´veloppe´ au sein du laboratoire de recherche
LARCASE, permet d’estimer les coefficients ae´rodynamiques en re´gime subsonique et dans
le domaine line´aire (hors de´crochage). Il est base´ sur les proce´dures DATCOM auxquelles,
des ame´liorations ont e´te´ ajoute´es pour augmenter la qualite´ des re´sultats.
(a) Photo du Cessna Citation X (b) Photo du Hawker 800XP
Figure 1.1 Photos des avions Cessna Citation X et Hawker 800XP
Figure 1.2 Simulateur de recherche du LARCASE
6Le Tableau 1.1 regroupe les informations ge´ne´rales concernant les deux avions. Ces
donne´es proviennent principalement de la compagnie CAE Inc.
Tableau 1.1 Donne´es concernant le Cessna Citation X et le Hawker 800XP
Donne´es Cessna Citation X Hawker 800XP
Donne´es ge´ome´triques et massiques
Longueur [m] 22.04 15.60
Envergure [m] 19.48 15.66
Hauteur [m] 05.86 05.51
Surface des ailes [m2] 49.00 34.75
Masse maximale [Kg] 16,511 12,755
Donne´es moteurs
Type de moteurs Turbofan : Rolls-Royces/Allison Turbofan : Honeywell
AE 3007C1 Aerospace TFE 731-50R
Pousse´e max. [kN] 30.09 20.73
Performances
Altitude maximale [pi] 51,000 41,000
Vitesse maximale [nds] 525 a` 35,000 pi 448 a` 35,000 pi
Mach maximal 0.92 0.80
1.3.2 Mode´lisation de la dynamique du vol et de l’environnent
L’e´tape suivante consiste a` mode´liser la dynamique du vol de l’avion en se basant sur
l’e´tude des coefficients ae´rodynamiques. Ce module permet de pre´dire et de quantifier le
mouvement de l’ae´ronef suite a` une entre´e sur les gouvernes de l’avion et sur la manette des
gaz, ou suite a` une perturbation atmosphe´rique.
Comme tout corps dans l’espace, un ae´ronef peut eˆtre conside´re´ tel un solide inde´formable
a` six 4 degre´s de liberte´ [11, 30, 41, 46]. Sous cette hypothe`se, il est possible alors de mode´liser
l’avion en conside´rant la masse concentre´e au centre de masse sur lequel sont applique´es
les forces qui re´gissent son mouvement. Selon Yechout [50], les forces et moments peuvent
eˆtre classe´s en trois cate´gories selon leur origine : inertielle, propulsive et ae´rodynamique.
Cette dernie`re cate´gorie, inclus les effets dus a` la position des gouvernes et les effets dus aux
perturbations atmosphe´riques. Pour cela, un mode`le d’atmosphe`re standard (ISA 5)[50] ainsi
4. Nous verrons plus tard que nous pouvons conside´rer jusqu’a` neuf degre´s de liberte´.
5. Atmosphe`re Standard Internationale (International Standard Atmosphere).
7que diffe´rents types de vents seront conside´re´s et incorpore´s a` la plateforme de simulation.
De meˆme, un mode`le de gravite´ non constant, base´ sur la repre´sentation WGS84 6 sera
pris en compte dans le but d’augmenter le re´alisme du module de simulation. Pour finir,
comme propose´ dans de nombreux ouvrages [11, 41, 50], les e´quations du mouvement de
l’avion seront obtenues a` partir de la seconde loi de Newton.
Les re´sultats obtenus sur le Cessna Citation X permettront de valider la plateforme de
simulation tandis que ceux du Hawker 800XP permettront de valider son aspect ge´ne´rique
en de´montrant sa capacite´ a` s’adapter a` diffe´rents mode`les.
1.3.3 E´quilibre statique et line´arisation autour d’un point d’e´quilibre
Une fois le mode`le mathe´matique de la dynamique du vol e´tabli, l’e´tape suivante consiste
a` faire une analyse de la stabilite´ statique dans un premier temps, puis dynamique dans un
deuxie`me temps.
Un avion est dit stable statiquement s’il est possible de trouver un point d’e´quilibre
pour une condition de vol. C’est-a`-dire qu’il faut re´gler les commandes (ex. stabilisateurs,
e´le´vateurs, manette des gaz, etc.) qui assurent le maintien de l’attitude de l’avion en absence
de vent lorsque l’altitude, la vitesse et la pousse´e sont constantes [11, 50]. Sous ces conditions,
nous dirons que l’avion est e´quilibre´ ou est en condition de trim. Le mode`le e´tant purement
non line´aire, il peut exister plusieurs points d’e´quilibre [24].
Plusieurs publications pre´sentent des me´thodes pour trouver ces conditions de trim a`
partir de la forme analytique des coefficients ae´rodynamiques. Par exemple, Roskam dans [40]
ou encore Cook dans [11] pre´sentent dans leurs ouvrages une se´rie d’e´quations qui permettent
de trouver une telle condition. Cependant, il est important de mentionner que ces e´quations
ne s’appliquent que si les coefficients sont sous le format propose´ par les deux auteurs. Or,
d’un avion a` un autre ou d’une me´thode de calcul ae´rodynamique a` une autre, rien ne peut
garantir l’unicite´ dans la formulation des coefficients. Les deux ae´ronefs utilise´s dans ce projet
en sont la preuve meˆme. En effet, le mode`le ae´rodynamique provenant de deux sources et
me´thodes diffe´rentes, il est impossible d’y appliquer les meˆmes e´quations pour trouver les
conditions d’e´quilibre.
Pour pallier a` ce proble`me, nous verrons qu’une me´thode d’optimisation nume´rique,
comme propose´ par Stevens et Lewis dans [46], peut eˆtre utilise´e afin de pouvoir obtenir
l’aspect ge´ne´rique recherche´. Ceci permettra d’adapter nos algorithmes a` d’autres mode`les
6. World Geodetic System.
8mathe´matiques selon la formulation des coefficients.
Une fois l’avion capable d’e´voluer de fac¸on uniforme lorsqu’il est en condition de
trim et dans un environnement non perturbe´, la question qu’il faut se poser est : que
se passe-t-il s’il est perturbe´ autour de cet e´tat d’e´quilibre ? La re´ponse se trouve dans
l’e´tude de la stabilite´ dynamique [11, 13, 41] ou plus pre´cise´ment dans l’e´tude du line´arise´
tangent [24]. Pour cela, il est ne´cessaire de line´ariser les e´quations du mouvement de l’avion
autour d’un point d’e´quilibre afin d’obtenir un mode`le line´aire sous forme de matrices
d’e´tat qui permet de conclure sur la stabilite´ dynamique. Encore une fois, des syste`mes
d’e´quations symboliques existent dans de nombreux ouvrages [11, 30, 40, 41, 46, 47]
et permettent d’obtenir les matrices en question directement a` partir des coefficients
ae´rodynamiques et de leurs de´rive´es, mais ici aussi, ces me´thodes restent fide`les aux
diffe´rents mode`les ae´rodynamiques propose´s par les auteurs. Il n’est donc pas possible
d’appliquer les meˆmes e´quations aux deux avions conside´re´s dans ce me´moire. Toujours
dans le but d’obtenir des algorithmes ge´ne´riques, une approche purement nume´rique sera
conside´re´e en supposant la dynamique comple`te de l’avion comme celle d’une boˆıte noire [46].
Pour finir, les matrices obtenues ne seront pas uniquement destine´es a` l’analyse de
stabilite´, mais elles seront aussi utilise´es pour la commande.
1.3.4 Synthe`se des compensateurs
Architecture du pilote automatique
La conception d’un pilote automatique complet implique la synthe`se de plusieurs
controˆleurs. En effet, la structure d’un pilote automatique comporte plusieurs boucles de
controˆle [47]. La Figure 1.3 illustre les diffe´rentes boucles de commande que l’on peut retrouver
dans un avion moderne.
Dynamique de 
l'avion.
SAS
CAS
Pilote 
automatique
yref
yBoucle externe Boucle interne
Figure 1.3 Illustration de l’architecture pour la commande d’un avion
Une premie`re boucle de commande, appele´e boucle interne, permet d’ame´liorer les qualite´s
9de vol naturelles de l’avion ainsi que sa manœuvrabilite´. Cette boucle de commande est
ge´ne´ralement constitue´e d’un syste`me d’augmentation de stabilite´ (SAS) et d’un syste`me
d’augmentation de controˆlabilite´ (CAS) [46, 47].
Une deuxie`me boucle de commande, appele´e boucle externe, permet de traduire la
commande du pilote ou du syste`me de gestion de vol en terme de commande pour la boucle
interne. Elle est aussi divise´e en plusieurs sous-boucles de´pendamment des modes que le pilote
automatique posse`de. Nous en listons ici quelques-uns :
 mode de maintien de la vitesse verticale,
 mode de maintien d’altitude,
 mode de capture de cap,
 mode de maintien de la vitesse.
Me´thodes de synthe`se
Les the´ories portant sur la commande e´tant tre`s diversifie´es, il est possible de re´soudre
le proble`me du controˆle sous une multitude d’aspects. En effet, nombreux sont les auteurs
qui ont de´veloppe´ diffe´rentes me´thodes de controˆle applique´es aux avions. Parmi elles, on
retrouve notamment les me´thodes classiques comme propose´es par Stevens et Lewis dans
[46] ou Nelson dans [30]. Ces me´thodes reposent principalement sur la synthe`se d’une seule
boucle a` la fois. Bien qu’elles produisent des correcteurs tre`s simples, elles requie`rent une
tre`s bonne connaissance du mode`le e´tudie´ et peuvent eˆtre longues a` concevoir en raison du
nombre de boucles.
Plus rapides et plus performantes [25], les commandes modernes permettent de traiter
les syste`mes multivariables (MIMO : Multi-Input, Multi-Output) et donc de concevoir
plusieurs boucles en meˆme temps. C’est le cas notamment de la me´thode LQR (Linear
Quadratic Regulator) [18, 25]. Dans son livre, Tewari [47] propose plusieurs mode`les de
controˆle en s’appuyant principalement sur cette me´thode ou sur des variantes (LQG ou H2).
Ce processus se base sur du retour d’e´tat et donc suppose que tous les e´tats de l’avion sont
mesurables ou au pire des cas estimables. Or tous les avions de nos jours sont e´quipe´s d’une
centrale inertielle qui permet d’estimer les parame`tres de vol graˆce a` un filtre de Kalman ce
qui facilite grandement l’imple´mentation de ces me´thodes.
Cependant, meˆme si les commandes modernes garantissent de bonnes performances sur
le syste`me en boucle ferme´e, elles n’assurent pas force´ment la robustesse du syste`me de
commande.
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Pour obtenir un controˆleur robuste, il est ne´cessaire de faire appel a` d’autres the´ories
de la commande. Plusieurs approches sont envisageables et peuvent eˆtre applique´es a` la
commande de vol. Saussie´ dans [42] pre´sente une me´thodologie utilisant la synthe`se H∞ pour
obtenir un controˆleur a` la fois performant et robuste face a` des incertitudes sur la masse
et le centrage d’un avion civil. La µ-analyse et la µ-synthe`se aussi peuvent eˆtre envisage´es
pour le controˆle robuste d’un avion comme pre´sente´ par Reiner et al. dans [38]. Bien que ces
me´thodes offrent de bon re´sultats quant a` la robustesse et la performance des controˆleurs,
elles posse`dent ne´anmoins un inconve´nient commun. En effet, les correcteurs obtenus sont
ge´ne´ralement d’ordre tre`s e´leve´s, ce qui peut rendre leur imple´mentation plus complexe.
Enfin, les applications gardiennes, de´veloppe´es par Saydy et al. [43], peuvent aussi
eˆtre conside´re´es pour e´tudier la robustesse d’un syste`me de commande. Elles permettent
de conclure sur la stabilite´ ge´ne´ralise´e en terme de confinement des valeurs propres d’un
syste`me a` l’inte´rieure d’un domaine du plan complexe.
Le processus de synthe`se du pilote automatique pre´sente´ dans ce me´moire, tente de
regrouper les diffe´rents avantages des me´thodes cite´es dans cette section. Pour cela, une
me´thodologie base´e sur la the´orie LQR couple´e avec une architecture classique sera utilise´e.
L’utilisation d’algorithmes d’optimisation nume´rique permettra de calculer un grand nombre
de parame`tres ne´cessaires a` la conception de l’autopilote complet. Pour finir, graˆce aux
applications gardiennes, une analyse de robustesse permettra de valider le controˆleur sur
toute l’enveloppe de vol en conside´rant des incertitudes parame´triques sur la masse et le
centrage et des incertitudes des mesures sur des variables telles que l’altitude ou la vitesse.
1.3.5 Me´thodes d’optimisation nume´rique
Dans le cadre de ce projet, trois algorithmes d’optimisation seront utilise´s pour la
minimisation de fonctions applique´e au controˆle de l’avion.
Le premier algorithme, de type de´terministe, se base sur la me´thode du simplexe [16].
Il sera utilise´ pour obtenir les diffe´rents points d’e´quilibre de l’avion. L’avantage de cette
me´thode est qu’elle est capable d’estimer une direction de descente afin de rechercher un
minimum local sans avoir a` de´river la fonction a` optimiser. Ceci peut s’ave´rer tre`s pratique,
car dans la majorite´ des cas, il est tre`s difficile de donner une forme analytique de la fonction
a` optimiser et dans le pire des cas, il est possible que la fonction a` optimiser se limite a` une
relation entre´e-sortie.
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Les deux autres algorithmes sont (1) l’Algorithme Ge´ne´tique (GA) et (2) l’Optimisation
par Essaim Particulaire (PSO : Particle Swarm Optimization). Ils rentrent dans la cate´gorie
des algorithmes stochastiques, car ils se basent sur le comportement d’eˆtres vivants. Le
GA utilise le principe de reproduction et de se´lection naturelle e´labore´ par Darwin [28]. A`
chaque ge´ne´ration, une population d’individus, tous pouvant eˆtre des solutions potentielles,
est e´value´e et les meilleurs sont se´lectionne´s pour la ge´ne´ration suivante. Un croisement des
individus permet de cre´er de nouveaux individus qui inte`greront la ge´ne´ration suivante et
transmettront le patrimoine ge´ne´tique de leurs parents. Bien que cette me´thode ait fait ses
preuves dans le calcul des ponde´rations optimales pour la me´thode LQR [3, 4, 12], nous
tenterons de l’ame´liorer en introduisant la notion d’individu cobaye. Cette partie sera traite´e
plus en de´tail dans le chapitre 4.
Le PSO quant a` lui, se rapproche du comportement de mouvement de masse comme le
font les insectes ou les oiseaux [23, 32]. L’ide´e ge´ne´rale est que chaque particule se de´place
dans un environnement de solutions possibles tout en restant en groupe. Ce mouvement de
masse permet ainsi de sonder l’espace et de trouver des solutions possibles. Son principe et
son application seront traite´s plus en de´tails dans le chapitre 5.
1.4 Hypothe`ses conside´re´es
Pour atteindre l’objectif principal e´nonce´ dans la section 1.2, il est ne´cessaire de
conside´rer un domaine d’e´tude de´limite´ par certaines hypothe`ses. Ces dernie`res sont prises
en compte pour des raisons simplificatrices ou pour des raisons lie´es au manque de donne´es
dans la mode´lisation. Les hypothe`ses sont liste´es ci-dessous :
 L’avion sera conside´re´ comme un corps rigide et les effets d’ae´roe´lasticite´ seront
ne´glige´s.
 Une atmosphe`re standard internationale (ISA) sans de´viation ∆ISA sera conside´re´e.
 Les gouvernes sont de´ja` asservies en position.
 Les gouvernes de l’avion sont mode´lise´es par des fonctions de transfert d’ordre deux
avec l’ajout de saturations en position et vitesse.
 L’efficacite´ des gouvernes n’est pas affecte´e par les conditions de vol.
 Les capteurs (gyrome`tres, acce´le´rome`tres, barome`tres, etc.) seront mode´lise´s par des
syste`mes d’ordre un ou d’ordre deux.
 Les moments d’inertie de l’avion ne de´pendent que de la masse et du centrage de
l’avion qui e´voluent en fonction du carburant consomme´.
 Le mode`le ge´ne´rique utilise´ pour les moteurs ne de´pend que du nombre de Mach, de
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l’altitude et de la position de la manette des gaz.
 Une approximation de la dynamique du moteur par un mode`le d’ordre un sera
conside´re´.
 Toutes les lois de controˆles seront conc¸ues en utilisant un mode`le continu et non discret.
 Les lois de controˆle ne seront calcule´es que dans le domaine line´aire excluant le
de´crochage.
 Le pilote automatique ne conduira jamais l’ae´ronef en dehors des domaines stables
de´limite´s par l’enveloppe de vol.
 Les retards purs dus a` la pre´sence de l’ordinateur de commande de vol seront
approxime´s par des fonctions Pade´ d’ordre cinq.
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CHAPITRE 2 DE´VELOPPEMENT D’UNE PLATEFORME DE
SIMULATION
Dans ce chapitre nous abordons la mode´lisation ge´ne´rale de la dynamique du vol d’un
avion. Dans un premier temps, nous de´finirons les diffe´rents espaces et notations qui
sont utilise´s pour de´crire le mouvement d’un ae´ronef. Puis dans un second temps, nous
pre´senterons l’architecture de la plateforme de simulation ainsi que les diffe´rents modules
qui la composent. Pour cela, nous pre´senterons en premier le module d’environnement qui
regroupe les mode`les d’atmosphe`re, de vent et de gravite´. Puis, nous e´laborerons les e´quations
qui ont e´te´ ne´cessaires a` l’obtention d’un mode`le ge´ne´rique des moteurs. Ensuite, nous
pre´senterons les coefficients ae´rodynamiques avant de traiter des e´quations du mouvement et
de leur re´solution. Au terme de cette e´tape, une premie`re validation avec le simulateur de
CAE Inc. sera pre´sente´e pour conclure sur le module concernant la dynamique du vol. Enfin,
nous terminerons en de´finissant les mode`les des actionneurs et des capteurs.
2.1 Introduction aux diffe´rents syste`mes d’axes et notations
Dans cette section nous pre´sentons les diffe´rents syste`mes d’axes et notations qui
permettent de de´crire et quantifier le mouvement de l’avion. En me´canique du vol, le choix des
repe`res peut s’ave´rer eˆtre judicieux car ils permettent tre`s souvent de simplifier les e´quations
du mouvement [11, 50]. De plus, les forces qui agissent sur l’avion e´tant de natures diffe´rentes
(inertielle, propulsive et ae´rodynamique), certaines d’entre elles ne s’expriment aise´ment que
dans un repe`re spe´cifique. Il est donc ne´cessaire de de´finir plusieurs syste`mes d’axes et de
pre´ciser les diffe´rentes relations qui les relient.
2.1.1 Syste`mes d’axes en ae´ronautique
En me´canique du vol, on distingue deux types de repe`res : les repe`res tournants (ou
relatifs) et les repe`res inertiels (ou absolus).
Repe`res tournants lie´s a` l’avion
• Repe`re avion - Rb (O,xb,yb, zb) : repe`re fixe a` l’avion que l’on suppose inde´formable.
- Origine O : confondue avec le centre de gravite´ de l’avion.
- Axe xb : de´fini dans le plan longitudinal de l’avion et oriente´ vers l’avant.
Ge´ne´ralement, le nez de l’avion peut eˆtre pris comme re´fe´rence.
- Axe yb : normal au plan longitudinal et oriente´ vers la droite de l’avion.
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- Axe zb : de´fini dans le plan longitudinal et oriente´ vers le bas tout en e´tant
orthogonal aux deux autres.
• Repe`re de stabilite´ - Rs (O,xs,ys, zs) : repe`re lie´ a` la projection sur le plan
longitudinal du vecteur vitesse de l’avion par rapport a` l’air. Il est de´fini tel que :
- Origine O : confondue avec le centre de gravite´ de l’avion.
- Axe xs : coline´aire a` la projection sur le plan longitudinal du vecteur vitesse de
l’avion par rapport a` l’air.
- Axe ys : coline´aire et de meˆme sens que le vecteur yb.
- Axe zs : oriente´ vers le bas tout en e´tant orthogonal aux deux autres.
• Repe`re du vent - Rw (O,xw,yw, zw) : repe`re lie´ au vecteur vitesse de l’avion par
rapport a` l’air. Il est de´fini tel que :
- Origine O : confondue avec le centre de gravite´ de l’avion.
- Axe xw : coline´aire au vecteur vitesse de l’avion par rapport a` l’air.
- Axe yw : orthogonal au vecteur xw et oriente´ vers la droite.
- Axe zw : coline´aire et de meˆme sens que zs.
La Figure 2.1 illustre les trois repe`res tournants Rb, Rs et Rw,
β
α
Plan longitud
inal
yw
V∞
yb,ys
zw, zs zb
xs
xw
xb
Figure 2.1 Repre´sentation des repe`res Rb, Rs et Rw
ou` V∞ repre´sente le vecteur vitesse de l’air par rapport a` l’avion.
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Repe`res inertiels lie´s a` la Terre
Le but de la me´canique du vol e´tant de traiter du mouvement de l’avion par rapport a` la
Terre, il est ne´cessaire de de´finir des repe`res lie´s a` la Terre.
• Repe`re terrestre NED - Rned (N,xned,yned, zned) : repe`re local lie´ a` la position
initiale de l’avion. Son origine est fixe par rapport a` la Terre qui est suppose´e plate et
immobile. Il est de´fini tel que :
- Origine N : confondue avec la position initiale de l’avion a` altitude nulle.
- Axe xned : oriente´ vers le Nord ge´ographique.
- Axe yned : oriente´ vers l’Est ge´ographique.
- Axe zned : oriente´ vers le centre de la Terre.
• Repe`re terrestre ECEF - Recef (T,xecef ,yecef , zecef ) : repe`re fixe lie´ a` la Terre
suppose´e immobile. Il est de´fini tel que :
- Origine T : confondu avec le centre de la Terre.
- Axe xecef : oriente´ vers l’intersection entre l’e´quateur et le me´ridien de Greenwich.
- Axe yecef : orthogonal au pre´ce´dent dans le plan e´quatorial.
- Axe zecef : oriente´ vers le Nord ge´ographique.
La Figure 2.2 illustre les repe`res Rned et Recef ,
Plan
équatorial
Méridien de
Greenwich
Lo
La
yned
yecef
xecef
zecef
xned
zned
Figure 2.2 Repre´sentation des repe`res ECEF et NED
ou` Lo et La repre´sentent respectivement la longitude et la latitude ge´ocentrique initiale de
l’avion.
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2.1.2 Notations
Les syste`mes d’axes e´tant e´tablis, nous de´finissons maintenant les notations qui
permettent de de´crire le comportement relatif a` chacun des repe`res pre´sente´s.
Notations relatives au repe`re avion : Rb
La Figure 2.3 illustre les diffe´rentes variables selon les axes de re´fe´rence :
ub xb
zb
yb
pwb
r
vb
q
uw
ww
vw
Figure 2.3 Notations des variables dans le repe`re avion
• Vitesses en translation :
- ub : vitesse de l’avion par rapport au NED selon l’axe (O,xb).
- vb : vitesse de l’avion par rapport au NED selon l’axe (O,yb).
- wb : vitesse de l’avion par rapport au NED selon l’axe (O, zb).
- uw : vitesse du vent par rapport au NED selon l’axe (O,xb).
- vw : vitesse du vent par rapport au NED selon l’axe (O,yb).
- ww : vitesse du vent par rapport au NED selon l’axe (O, zb).
• Vitesses angulaires :
- p : taux de roulis ou vitesse de rotation autour l’axe (O,xb).
- q : taux de tangage ou vitesse de rotation autour l’axe (O,yb).
- r : taux de lacet ou vitesse de rotation autour l’axe (O, zb).
A` partir de l’e´quation du triangle des vitesses :
Vavionned = V
avion
vent + V
vent
ned (2.1)
nous de´finissons la vitesse de l’avion par rapport au vent selon les axes du repe`re avion :
Vavionvent
∣∣
b
= Vavionned
∣∣
b
−Vventned
∣∣
b
≡ uxb + vyb + wzb (2.2)
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et sa norme Vtas (True Air Speed) :
Vtas =‖ Vavionvent
∣∣
b
‖=
√
(ub − uw)2 + (vb − vw)2 + (wb − ww)2 (2.3)
Notations relatives au repe`re NED : Rned
Selon Euler, toute rotation peut eˆtre de´compose´e comme la combinaison de trois rotations
successives autour d’un repe`re. La Figure 2.4 illustre les diffe´rents angles qui caracte´risent
l’attitude de l’avion dans le repe`re NED.
ψ
θ
ψ
φ
θ
φ
φ
p
r
ψ
q
θ
xb
xned
yb
yned
zb
zned
Figure 2.4 Repre´sentation de l’attitude de l’avion dans le repe`re NED
Les diffe´rentes notations relatives au repe`re NED sont liste´es ci-dessous :
• Vitesses en translation :
- Vex : vitesse de l’avion par rapport au NED selon l’axe (O,xned).
- Vey : vitesse de l’avion par rapport au NED selon l’axe (O,yned).
- Vez : vitesse de l’avion par rapport au NED selon l’axe (O, zned).
• Vitesses angulaires :
- φ˙ : taux de roulis ou vitesse de rotation autour l’axe (O,xb).
- θ˙ : taux de tangage ou vitesse de rotation autour l’axe (O,yb).
- ψ˙ : taux de lacet ou vitesse de rotation autour l’axe (O, zned).
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• Positions en translation :
- xe : position de l’avion par rapport au NED selon l’axe (O,xned).
- ye : position de l’avion par rapport au NED selon l’axe (O,yned).
- ze : position de l’avion par rapport au NED selon l’axe (O, zned).
• Positions angulaires :
- φ : angle de gˆıte (ou angle de roulis), rotation autour l’axe (O,xb).
- θ : assiette (ou angle de tangage), rotation autour l’axe (O,yb).
- ψ : cap (angle entre l’axe longitudinal de l’avion et le nord ge´ographique).
Le repe`re NED faisant l’approximation d’une Terre plate, nous de´finissons la vitesse de
l’avion par rapport au sol :
Ve =
√
V 2ex + V
2
ey + V
2
ez (2.4)
la vitesse au sol de l’avion :
Vsol =
√
V 2ex + V
2
ey (2.5)
et la vitesse verticale :
V S = −Vez (2.6)
Notations relatives au repe`re ECEF : RECEF
Le repe`re ECEF nous sera utile pour la localisation de l’avion autour de la Terre en terme
de longitude, latitude et altitude. Ainsi, seules ces trois informations seront utilise´es pour
de´crire le comportement dynamique de l’avion.
• Positions angulaires :
- Lo : longitude de l’avion par rapport au plan e´quatorial (-90
◦ / +90◦).
- La : latitude de l’avion par rapport au me´ridien de Greenwich (-180
◦ / +180◦).
• Position en translation :
- h : altitude de l’avion par rapport au sol.
Pour finir, il est facile de voir la relation entre le repe`re NED et le repe`re ECEF concernant
l’altitude :
h = −ze (2.7)
h˙ = −Vez (2.8)
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2.1.3 Relations de passages entre les diffe´rents repe`res
Matrices de rotation entre Rb, Rs et Rw
Conside´rons ici un vecteur X quelconque et X|i = [xi, yi, zi]T son projete´ dans le repe`re
Ri ou` i = {b, s, w}. En notant que le passage du repe`re stabilite´ au repe`re avion s’effectue
par l’interme´diaire d’une rotation d’un angle α autour de l’axe ys (voir Figure 2.1), il est
possible d’exprimer X|s en fonction de X|b a` partir des relations suivantes :
xs = cos(α)xb + sin(α)zb
ys = yb
zs = − sin(α)xb + cos(α)zb
⇔
xsys
zs
 =
 cos(α) 0 sin(α)0 1 0
− sin(α) 0 cos(α)

xbyb
zb
 (2.9)
De l’e´quation (2.9), se de´duit la matrice de passage de Rb vers Rs tel que :
X|s = [Rb,s]X|b (2.10)
ou` :
[Rb,s] =
 cos(α) 0 sin(α)0 1 0
− sin(α) 0 cos(α)
 (2.11)
De fac¸on identique, il est possible d’exprimer X|b en fonction de X|s toujours sur la base
de projections. Nous obtenons alors le syste`me d’e´quations suivant :
xb = cos(α)xs − sin(α)zs
yb = ys
zb = sin(α)xs + cos(α)zs
⇔
xbyb
zb
 =
cos(α) 0 − sin(α)0 1 0
sin(α) 0 cos(α)

xsys
zs
 (2.12)
Ici aussi, la matrice de passage inverse se de´duit directement de cette nouvelle e´quation
comme e´tant :
X|b = [Rs,b]X|s (2.13)
ou` :
[Rs,b] =
cos(α) 0 − sin(α)0 1 0
sin(α) 0 cos(α)
 (2.14)
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Nous retrouvons ici un re´sultat bien connu des matrices de rotation qui nous permet d’e´crire
que :
[Rb,s] = [Rs,b]
−1 = [Rs,b]T (2.15)
En refaisant la meˆme e´tude cette fois-ci entre le repe`re du vent et le repe`re de stabilite´,
nous obtenons le syste`me suivant :
xs = cos(β)xw − sin(β)yw
ys = sin(β)xw + cos(β)yw
zs = zw
⇔
xsys
zs
 =
cos(β) − sin(β) 0sin(β) cos(β) 0
0 0 1

xwyw
zw
 (2.16)
Encore une fois, la matrice de passage du repe`re du vent vers le repe`re de stabilite´ se de´duit
directement comme e´tant :
[Rw,s] =
cos(β) − sin(β) 0sin(β) cos(β) 0
0 0 1
 (2.17)
En combinant les e´quations (2.14) et (2.17) nous pouvons de`s lors exprimer un vecteur
de Rw dans Rb par l’interme´diaire de Rs comme illustre´ par l’e´quation (2.18) :
X|w [Rw,s]⇒ X|s [Rs,b]⇒ X|b (2.18)
Conside´rons par exemple le vecteur vitesse de l’avion par rapport a` l’air dont l’expression
dans le repe`re du vent est la suivante :
Vavionvent
∣∣
w
=
Vtas0
0
 (2.19)
En utilisant (2.17), nous pouvons e´crire que :
Vavionvent
∣∣
s
= [Rw,s]V
avion
vent
∣∣
w
=
Vtas cos(β)Vtas sin(β)
0
 (2.20)
Puis en utilisant (2.14) nous obtenons l’expression de la vitesse dans le repe`re avion comme
suit :
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Vavionvent
∣∣
b
= [Rs,b]V
avion
vent
∣∣
s
=
Vtas cos(α) cos(β)Vtas sin(β)
Vtas sin(α) cos(β)
 ≡
uv
w
 (2.21)
De ce dernier re´sultat, se de´duisent les relations entre l’angle d’incidence (α), l’angle de
de´rapage (β) et la vitesse vraie de l’avion :
w
u
= tan(α)⇔ α = arctan(w
u
) (2.22)
v
Vtas
= sin(β)⇔ β = arcsin( v
Vtas
) (2.23)
Matrices de rotation entre Rb et Rned
En reprenant la de´marche pre´ce´dente, il est possible de passer du repe`re avion au repe`re
NED en se basant sur les angles d’Euler (voir Figure 2.4). Cependant, la rotation se faisant
autour de trois axes et a` cause de la non-commutativite´ du produit matricielle, il est ne´cessaire
de suivre un ordre de rotation. Par convention [8], le passage se fait par l’interme´diaire de :
(i) une rotation d’un angle ψ autour de l’axe zned,
(ii) une rotation d’un angle θ par rapport au plan (N,xned,yned) autour de l’axe yb,
(iii) une rotation d’un angle φ autour de l’axe xb.
Soit :
[Rb,ned] = [Rψ][Rθ][Rφ] (2.24)
ou encore :
[Rb,ned] =
cos(ψ) − sin(ψ) 0sin(ψ) cos(ψ) 0
0 0 1

 cos(θ) 0 sin(θ)0 1 0
− sin(θ) 0 cos(θ)

1 0 00 cos(φ) − sin(φ)
0 sin(φ) cos(φ)
 (2.25)
Soit en de´veloppant (2.25) :
[Rb,ned] =
c(ψ)c(θ) −s(ψ)c(φ) + c(ψ)s(θ)s(φ) s(ψ)s(φ) + c(ψ)c(φ)s(θ)s(ψ)c(θ) c(φ)c(φ) + s(φ)s(θ)s(ψ) −c(ψ)s(φ) + s(θ)s(ψ)c(φ)
−s(θ) c(θ)s(φ) c(θ)c(φ)
 (2.26)
ou` c(·) = cos(·) et s(·) = sin(·).
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Ici aussi, le passage inverse peut se faire en utilisant la transpose´e de la matrice de rotation
obtenue en (2.26). Soit :
[Rned,b] = [Rb,ned]
T (2.27)
En navigation et en commande de vol, il est souvent ne´cessaire de connaˆıtre les relations
entre les vitesses de rotation (p, q, r) et (φ˙, θ˙, ψ˙). En se re´fe´rant a` la Figure 2.4 et a` la
convention de´finissant l’ordre des rotations des angles d’Euler, et en notant que [Rθ][0 θ˙ 0]
T =
[0 θ˙ 0]T , nous pouvons e´crire :
pq
r
 =
φ˙0
0
+ [Rφ]T
0θ˙
0
+ [Rφ]T [Rθ]T
00
ψ˙
 =
φ˙0
0
+ ([Rθ][Rφ])T
0θ˙
ψ˙
 (2.28)
En de´veloppant le syste`me (2.28) nous obtenons les e´quations de passage suivantes :
p = φ˙− ψ˙ sin(θ) (2.29)
q = θ˙ cos(φ) + ψ˙ cos(θ) sin(φ) (2.30)
r = −θ˙ sin(φ) + ψ˙ cos(θ) cos(φ) (2.31)
De meˆme, les relations de passage inverse se de´duisent en inversant l’e´quation (2.28), ce
qui nous donne le syste`me (2.32).0θ˙
ψ˙
 = [([Rθ][Rφ])T]−1
p− φ˙q
r
 = [Rθ][Rφ]
p− φ˙q
r
 (2.32)
Puis, en de´veloppant (2.32) et en isolant les vitesses angulaires (φ˙, θ˙, ψ˙) nous obtenons les
relations de passages inverses (2.33) a` (2.35).
φ˙ = p+ q sin(φ) tan(θ) + r cos(φ) tan(θ) (2.33)
θ˙ = q cos(φ)− r sin(φ) (2.34)
ψ˙ = q
sin(φ)
cos(θ)
+ r
cos(φ)
cos(θ)
(2.35)
Comme nous pouvons le voir sur l’e´quation (2.35), il existe une singularite´ pour θ = ±pi
2
.
Pour cela, nous supposerons que l’angle de tangage de l’avion restera en valeur absolue bien
infe´rieure a` pi
2
. Dans le cas contraire, l’utilisation du quaternion serait plus judicieux pour
e´tudier la propagation des angles d’Euler. Pour plus de de´tails concernant le quaternion, le
lecteur pourra se re´fe´rer au livre de Stevens et Lewis [46].
23
Relations de passage entre Rned et Recef
Pour visualiser l’emplacement de l’avion autour de la Terre, il est ne´cessaire de connaˆıtre
sa longitude et sa latitude. Contrairement aux deux e´tudes pre´ce´dentes, les e´quations qui vont
suivre n’aboutiront pas a` une matrice de rotation entre deux repe`res, mais plus a` un processus
permettant d’interpre´ter un mouvement dans le repe`re NED en termes de coordonne´es dans
le repe`re ECEF. A` cet effet, il nous faut de´finir une repre´sentation ge´ome´trique du globe
terrestre. Dans le cadre de ce me´moire, le mode`le de Terre conside´re´ est le WGS84 (World
Geodetic System). Outre la courbure de la Terre, ce mode`le permet de prendre en compte
son aplatissement au niveau des poˆles comme illustre´ sur la Figure 2.5.
zecef
yecef
xecef
+Lo
+La
(a) Vue en 3 dimensions
yecef
zecef
La
RN
p
L'a
RM
T
R
xned
(b) Vue projete´e selon le plan (T,xecef ,yecef )
Figure 2.5 Repre´sentation du mode`le WGS84
Le tableau ci-dessous renseigne sur les diffe´rents parame`tres physiques qui de´finissent le
mode`le WGS84.
Tableau 2.1 Donne´es sur le mode`le WGS84
Donne´es Valeurs Descriptions
Demi-grand axe [m] 6,378,137 Distance du centre a` l’e´quateur.
Demi-petit axe [m] 6,356,752.314,245 Distance du centre aux poˆles.
Facteur d’aplatissement (fa) 1/298.267,223,563 Caracte´rise l’aplatissement des poˆles.
Req [m] 6,378,137 Rayon e´quatorial
En supposant des de´placements suffisamment petits (∆xe,∆ye,∆La,∆Lo) autour d’une
position initiale (xe0 , ye0 , La0 , La0) il est possible de ne´gliger la variation du rayon de courbure
et ainsi obtenir les e´quations aux variations suivantes [14, 46] :
∆La = arctan
(∆xe
RM
)
(2.36)
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∆Lo = arctan
( ∆ye
RN cos(La0)
)
(2.37)
ou` RM repre´sente le rayon d’un cercle dont la courbure approxime localement celle de
l’ellipso¨ıde autour de la position initiale de l’avion, soit :
RM = RN
1− (2fa − f 2a )
1− (2fa − f 2a ) sin(La0)2
(2.38)
et RN repre´sente la distance entre la position initiale de l’avion et l’intersection entre la
normale a` l’ellipso¨ıde et l’axe vertical du repe`re ECEF, soit :
RN =
Req√
1− (2fa − f 2a ) sin(La0)2
(2.39)
Ainsi, a` partir d’une position initiale en latitude et longitude (La0 , Lo0), il est possible
d’interpre´ter un de´placement effectue´ dans le repe`re NED a` partir des formules ci-dessous :
La = La0 + ∆La (2.40)
Lo = Lo0 + ∆Lo (2.41)
2.2 De´veloppement du module de la dynamique du vol
Les syste`mes d’axes, les notations et les relations de passage e´tant de´finis, nous abordons
dans cette section le de´veloppement de la plateforme de simulation. Pour rappel, cette dernie`re
doit eˆtre modulaire afin de pouvoir l’adapter le plus facilement possible a` d’autres avions que
ceux conside´re´s dans ce me´moire. A cet effet, nous proposons de cre´er une plateforme sous
forme de modules qui pourront eˆtre facilement modifie´s sans affecter les autres. La Figure 2.6
illustre l’architecture propose´e. Dans la suite, nous de´taillons chacun des modules a` l’exception
du module du pilote automatique qui fera l’objet des chapitres 4 et 5.
2.2.1 Mode´lisation de l’environnement
Les caracte´ristiques de l’atmosphe`re influent grandement sur le comportement de l’avion
durant le vol. En effet, suivant la position de l’avion autour de la Terre, les facteurs
me´te´orologiques et les conditions ambiantes (pression, tempe´rature, vents, etc.) peuvent eˆtre
tre`s diffe´rentes. Il est donc ne´cessaire d’e´tablir un mode`le qui rend compte de ces variations.
Cette sous-section a pour but de pre´senter le mode`le d’atmosphe`re ainsi que les diffe´rents
types de vents qui ont e´te´ conside´re´s dans ce me´moire.
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Module des moteurs
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Calculateur embarqué
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Figure 2.6 Architecture de la plateforme de simulation
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Atmosphe`re Standard Internationale (ISA)
Comme pour le mode`le ge´ome´trique de la Terre, il existe diffe´rents mode`les d’atmosphe`re
standard en fonction de l’e´tude faite : ISA, COESA, USSA, etc. Cependant, pour des altitudes
infe´rieures a` 65,617 pi (limite de la basse stratosphe`re), tous ces mode`les sont e´quivalents et
affirment que la pression (P ), la tempe´rature (T ) et la densite´ volumique de l’air (ρ) sont
fonction de l’altitude (h) et des conditions ambiantes au niveau de la mer.
Les e´quations qui re´gissent l’e´volution des proprie´te´s de l’atmosphe`re sont divise´es en
deux syste`mes d’e´quations [14, 46] :
• Pour des altitudes (h) infe´rieures ou e´gales a` 36,089 pi :
T = (1− 6.875× 10−6h)T0
P = (1− 6.875× 10−6h)5.2561P0
ρ = (1− 6.875× 10−6h)4.2561ρ0
h ≤ 36, 089 pi (2.42)
• Pour des altitudes (h) supe´rieures a` 36,089 pi :
T = 0.75189T0
P = 0.2254e(4.806×10
−5(36,089−h))P0
ρ = 0.29977e(4.806×10
−5(36,089−h))ρ0
h > 36, 089 pi (2.43)
ou` toutes les donne´es indice´es par 0 sont des constantes physiques au niveau de la mer, dont
les valeurs sont de´finies fixes comme e´tant : T0 = 288.15K (15
◦C) , P0 = 1.01325× 105 N/m2
et ρ0 = 1.255 kg/m
3.
Connaissant la tempe´rature (T ), nous pouvons en de´duire la vitesse du son (a) et le
nombre de Mach (M) comme suit :
a =
√
γRT (2.44)
M =
Vtas
a
=
√
u2 + v2 + w2
a
(2.45)
ou` R = 287.058 J.Kg−1.K−1 et γ = 1.4.
Mode´lisation du vent
Pour rendre l’environnement plus re´aliste, des vents peuvent eˆtre ge´ne´re´s de manie`re
ale´atoire ou pre´vus en utilisant les outils de Matlab/Simulink. Trois types de vent peuvent eˆtre
27
simule´s se´pare´ment, permettant ainsi de valider la stabilite´ de l’avion ou le pilote automatique
une fois conc¸u. La figure ci-dessus, illustre les trois types de vent selon les axes du repe`re
avion.
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Figure 2.7 Illustration des diffe´rents types de vent
On y retrouve dans l’ordre :
- Le cisaillement de vent : (ou Wind Shear) il s’agit d’un vent dont la vitesse et la
direction e´voluent en fonction de l’altitude ou en fonction de la position ge´ographique.
Ce phe´nome`ne peut eˆtre de´crit par ses composantes horizontales et verticales. Il peut
eˆtre tre`s dangereux surtout dans les phases d’approche ou de de´collage, ou` le vent
peut s’inverser au fur et a` mesure que l’avion effectue sa descente (ou sa monte´e),
changeant ainsi un vent favorable de face en un vent de´favorable de dos.
- Le vent turbulent : (ou Wind Turbulence) comme son nom l’indique, il s’agit d’un
vent turbulent et ale´atoire qui peut varier en fonction de l’altitude et de la vitesse de
l’avion. Ce type de vent peut eˆtre rencontre´ dans toutes les phases de vol (monte´e,
croisie`re ou approche).
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- La rafale : (ou Wind Gust) ce type de vent est le plus simple de tous, car il correspond
a` un changement soudain de la valeur du vent qui sera conside´re´e nulle au de´part.
Mode´lisation du champ gravitationnel
Pour finir et toujours pour rendre la simulation plus re´aliste, un mode`le de gravite´ qui
s’appuie sur le mode`le WGS84 e´nonce´ plus haut, sera conside´re´. Ici encore, les outils de
Matlab/Simulink sont utilise´s pour de´finir un champ gravitationnel qui de´pend de la position
de l’avion en fonction de sa longitude, sa latitude et son altitude. Il sera donc possible de
faire des essais a` gravite´ fixe ou gravite´ variable.
2.2.2 Mode´lisation des moteurs
Pour rendre l’e´tude de la dynamique du vol plus comple`te, il faut ajouter le mode`le
des moteurs a` celui de l’avion. Des travaux d’identification effectue´s au LARCASE
par Rodriguez et al. [39] ont permis d’obtenir une se´rie de points qui permettent de
ge´ne´rer un diagramme de fonctionnement en altitude et nombre de Mach du moteur du
Cessna Citation X. Cependant, le nombre de points e´tait trop insuffisant pour pouvoir
obtenir un mode`le fiable par interpolation/extrapolation. De plus, nous rappelons qu’un des
objectifs est d’obtenir des composants ge´ne´riques capables de s’adapter d’un avion a` un autre.
Pour obtenir un mode`le mathe´matique de moteur sous forme ge´ne´rique, nous avons duˆ
utiliser des donne´es provenant des deux avions. Dans un premier temps, une enveloppe
partielle du TFE731-50R a e´te´ e´tablie en se basant sur les donne´es du constructeur [20] et
en utilisant les travaux de Pollender-Moreau [33] qui, dans son me´moire, a de´veloppe´ un
mode`le de moteur pour le Hawker 800XP dont le diagramme est repre´sente´ sur la Figure 2.8.
A` partir de ces premiers re´sultats, un mode`le de moteur ge´ne´rique a e´te´ de´veloppe´ sur la
base de formules semi-empiriques.
Selon Stevens et Lewis [46], la pousse´e d’un moteur de´pend principalement de l’altitude,
du nombre de Mach et de la position de la manette des gaz. Pour simplifier les calculs,
la variation en fonction de la manette des gaz sera conside´re´e comme line´aire. Sous cette
hypothe`se, la pousse´e d’un moteur peut eˆtre repre´sente´e par l’e´quation suivante :
Tnet = Tmax(h,M)× δTLA (2.46)
ou` Tnet repre´sente la pousse´e nette par moteur, Tmax est la pousse´e maximale que peut
fournir un moteur en fonction de l’altitude (h) et du nombre de Mach (M) et δTLA est la
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position de la manette des gaz.
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Figure 2.8 Diagramme fonctionnel du moteur TFE731-50R
Selon Hill [19] et Raymer [37], il est possible d’exprimer la pousse´e maximale (Tmax) en
fonction d’un rapport de pressions, d’une pousse´e adimensionnelle (TNDT : Non Dimensional
Thrust) et de la pousse´e maximale a` Mach nul et au niveau moyen de la mer (MSL : Mean
Sea Level) comme suit :
Tmax(h,M) = δ¯ × TNDT × Tmax(MSL, 0) (2.47)
ou` δ¯ est de´fini par :
δ¯ =
P
P0
[1
2
M2(γ − 1) + 1
]( γ
γ−1 )
(2.48)
Puis en mettant en e´vidence TNDT dans l’e´quation (2.47) et en y substituant les donne´es du
moteur TFE731-50R, il devient possible de calculer le parame`tre adimensionnel en fonction
de l’altitude et du nombre de Mach.
Sur la base de cette e´tude, le mode`le du AE3007C, e´quipant le Cessna Citation X, a e´te´
e´labore´ et compare´ avec les donne´es du simulateur de vol du laboratoire LARCASE. Les
re´sultats obtenus pour le mode`le AE3007C sont pre´sente´s sur la Figure 2.9.
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Figure 2.9 Diagramme fonctionnel du moteur AE3007C
Pour valider le mode`le obtenu, nous l’avons simule´ puis nous avons calcule´ l’erreur
commise par rapport au mode`le de moteur du simulateur de vol du Cessna Citation X sur
128 conditions de vol diffe´rentes. Les re´sultats sont repre´sente´s sur le diagramme ci-dessous :
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Figure 2.10 Comparaison et validation avec le simulateur
Le mode`le obtenu a` partir des e´quations semi-empiriques est tre`s satisfaisant, car il
comporte au pire des cas une erreur maximale infe´rieure a` 4%, compare´ aux donne´es du
simulateur. Le mode`le ge´ne´rique ainsi obtenu permet de simuler les deux moteurs conside´re´s
dans ce me´moire.
En refaisant la meˆme de´marche, les courbes de consommation (de´bit de carburant) ont
e´te´ interpole´es et rendues ge´ne´riques en se basant sur les donne´es du constructeur pour le
moteur TFE731-50R.
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Figure 2.11 Sche´ma du mode`le complet pour les moteurs
Enfin, la dynamique du moteur est approxime´e par une fonction de transfert du premier
ordre avec une constante de temps (τm) fixe, comme propose´ dans la litte´rature [13, 30, 46, 47].
A` partir de nombreux essais en vol sur le simulateur, nous avons de´duit une valeur moyenne
pour la constante de temps de 0.2 seconde.
2.2.3 Mode`le des coefficients ae´rodynamiques
Apre`s avoir pre´sente´ les diffe´rents repe`res et traite´ de la mode´lisation de l’environnement
et des moteurs, nous abordons dans cette sous-section l’ensemble des e´quations permettant
de calculer les coefficients ae´rodynamiques. Ces derniers nous sont donne´s sous forme de
mesure provenant d’une souﬄerie ou d’essais en vol.
Cependant, il est bien de pre´ciser que les ae´rodynamiciens rapportent naturellement
l’expression des coefficients ae´rodynamiques a` un repe`re lie´ a` la souﬄerie, donc au repe`re
stabilite´. Or les e´quations du mouvement e´tant exprime´es dans le repe`re avion, il est ne´cessaire
de transposer leur expression dans ce meˆme trie`dre.
A` cet effet, le processus de calcul des parame`tres ae´rodynamiques est divise´ en trois
e´tapes comme pre´sente´ ci-dessous :
Interpolation dans
le repe`re stabilite´
⇒ Calcul des contributions
aile + fuselage + queue
⇒ Passage du repe`re
stabilite´ au repe`re avion
Pour finir, comme pre´cise´ dans le chapitre 1, d’un avion a` un autre, seule la partie concernant
l’interpolation sera diffe´rente.
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Comme illustre´ sur la figure ci-dessous, chaque partie de l’avion apporte sa contribution
dans le calcul des coefficients ae´rodynamiques. Ces derniers sont pre´sente´s plus en de´tails
dans l’annexe B pour le Cessna Citation X et le Hawker 800XP.
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stabilisateur horizontal
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Figure 2.12 De´tails des coefficients applique´es a` l’avion selon les trois axes
Ou` les coefficients indice´s par «wb» repre´sentent les contributions de l’aile et du fuselage, et
les coefficients indice´s par «ht» repre´sentent les contributions de l’empennage horizontal.
En s’appuyant sur les calculs pre´sente´s en annexe A et sous l’hypothe`se que les
coefficients de l’aile plus le fuselage prennent en compte l’effet du stabilisateur vertical, nous
obtenons les expressions des coefficients ae´rodynamiques rapporte´s au centre ae´rodynamique
de l’aile et exprime´s dans le repe`re stabilite´ de l’aile comme suit :
CDs = CDwb +
Sht
Swb
(CDht cos(ε) + CLht sin(ε)) (2.49)
CYs = CYwb (2.50)
CLs = CLwb +
Sht
Swb
(CLht cos(ε)− CDht sin(ε)) (2.51)
Cls = Clwb (2.52)
Cms = Cmwb +
Shtc¯ht
Swbc¯wb
Cmwb − Shtxht
Swbc¯wb
(CLht cos(α− ε) + CDht sin(α− ε)) + ... (2.53)
...+
Shtzht
Swbc¯wb
(CDht cos(α− ε)− CLht sin(α− ε))
Cns = Cnwb (2.54)
ou` Swb est la surface de re´fe´rence des ailes, Sht est la surface de re´fe´rence du stabilisateur
horizontal, c¯wb est la longueur de la corde ae´rodynamique moyenne de l’aile, c¯ht est la
longueur de la corde ae´rodynamique moyenne du stabilisateur horizontal, (xht, zht) sont les
33
distances exprime´es dans le plan (O,xb, zb) entre les centres ae´rodynamiques de l’aile et du
stabilisateur horizontal et ε est l’angle de de´flexion des filets d’air vu par la queue (downwash).
Puis, en combinant les e´quations (2.49) a` (2.54) et (2.14) nous pouvons transposer les
coefficients exprime´s au centre ae´rodynamique dans le repe`re avion comme suit :CDbCYb
CLb
 = [Rs,b]
CDsCYs
CLs
 =
cos(α) 0 − sin(α)0 1 0
sin(α) 0 cos(α)

CDsCYs
CLs
 (2.55)
 ClbCmb
Cnb
 = [Rs,b]
 ClsCms
Cns
 =
cos(α) 0 − sin(α)0 1 0
sin(α) 0 cos(α)

 ClsCms
Cns
 (2.56)
Soit en de´veloppant le tout :
CDb = CDs cos(α)− CLs sin(α) (2.57)
CYb = CYs (2.58)
CLb = CLs cos(α) + CDs sin(α) (2.59)
Clb = Cls cos(α)− Cns sin(α) (2.60)
Cmb = Cms (2.61)
Cnb = Cns cos(α) + Cls sin(α) (2.62)
Ces derniers nous permettront par la suite de calculer les forces ae´rodynamiques
ne´cessaires aux e´quations du mouvement.
2.2.4 Bilan des forces dans le repe`re avion
Avant de pre´senter l’ensemble des e´quations du mouvement et leur re´solution, nous
pre´sentons dans cette section un bilan des forces applique´es a` l’avion. Comme e´nonce´ dans
la section 1.3.2, les forces qui re´gissent le comportement de l’avion sont divise´es en trois
cate´gories : gravitationnelle, propulsive et ae´rodynamique. Dans le suite nous pre´sentons
chacune d’entre elle.
Force gravitationnelle - Poids
De par la de´finition du repe`re NED (voir section 2.1.1), nous savons que la pesanteur est
dirige´e suivant l’axe (N, zned). Ainsi, en utilisant la relation de passage (2.27), nous pouvons
exprimer le poids de l’ae´ronef (Fp) selon les axes du repe`re avion comme suit :
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Fp
∣∣
b
= mg
∣∣
b
= m[Rned,b]g
∣∣
ned
= m[Rned,b]
00
g
 =
 −mg sin(θ)mg cos(θ) sin(φ)
mg cos(θ) cos(φ)
 (2.63)
ou` m est la masse de l’avion et g est la norme de l’acce´le´ration de la pesanteur selon le
mode`le WGS84.
Forces propulsives
La figure ci-dessous pre´sente l’ensemble des variables qui permettent d’exprimer les
contributions des moteurs en termes de forces et de moments.
zcg
xcg
xref xm
zm
Tnet1,2
elm
xb
(a) Vue projete´e selon le plan (O,xb, zb)
ym
azm
Tnet1
ym
Tnet2
ycg
(b) Vue projete´e selon le plan (O,xb,yb)
Figure 2.13 Repre´sentation des distances ge´ome´triques des moteurs
En supposant que les moteurs sont positionne´s de fac¸on syme´trique par rapport au plan
longitudinal, nous pouvons exprimer les forces propulsives (Fm) selon les axes du repe`re
avion :
Fmxb = (Tnet1 + Tnet2) cos(elm) cos(azm) (2.64)
Fmyb = (Tnet2 − Tnet1) sin(azm) (2.65)
Fmzb = −(Tnet1 + Tnet2) sin(elm) cos(azm) (2.66)
et les moments ge´ne´re´s par les moteurs (Mm) :
Mmxb = (Tnet2 − Tnet1) sin(azm)(zm + zcg) + Tnet1 cos(elm) sin(azm)(ym + ycg)− ... (2.67)
...− Tnet2 cos(elm) sin(azm)(ym − ycg)
Mmyb = −(Tnet1 + Tnet2) cos(elm) cos(azm)(zm + zcg)− ... (2.68)
...− (Tnet1 + Tnet2) sin(elm) cos(azm)[(x¯ref − x¯cg)c¯wb + xm]
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Mmzb = (Tnet1 − Tnet2) sin(azm)[(x¯ref − x¯cg)c¯wb + xm] + ... (2.69)
...+ Tnet1 cos(elm) cos(azm)(ym + ycg)− Tnet2 cos(elm) cos(azm)(ym − ycg)
ou` Tneti est la pousse´e nette du moteur n
◦i (voir Figure 2.11), elm est l’angle d’e´le´vation du
moteur, azm est l’angle d’azimut du moteur, (xcg, ycg, zcg) sont les positions du centre de
gravite´ et (xm, ym, zm) sont les positions des moteurs.
Forces ae´rodynamiques
Pour finir, en conside´rant le de´calage entre le centre ae´rodynamique de l’aile et le centre
de gravite´ de l’avion, nous pouvons exprimer les forces ae´rodynamiques (Fa) :
Faxb = −
1
2
ρV 2tasSwbCDb (2.70)
Fayb = +
1
2
ρV 2tasSwbCYb (2.71)
Fazb = −
1
2
ρV 2tasSwbCLb (2.72)
et les moments ae´rodynamiques applique´s au centre de gravite´ (Ma) :
Maxb =
1
2
ρSwbV
2
tasbClb +
1
2
ρSwbV
2
taszcgCYb −
1
2
ρSwbV
2
tasycgCLb (2.73)
Mayb =
1
2
ρSwbV
2
tasc¯wbCmb −
1
2
ρSwbV
2
taszcgCDb −
1
2
ρSwbV
2
tas(x¯ref − x¯cg)c¯wbCLb (2.74)
Mazb =
1
2
ρSwbV
2
tasbCnb −
1
2
ρSwbV
2
tasycgCDb −
1
2
ρSwbV
2
tas(x¯ref − x¯cg)c¯wbCYb (2.75)
ou` b repre´sente l’envergure des ailes (distance entre les deux saumons).
En re´sume´, a` partir d’une condition de vol, les coefficients ae´rodynamiques seront
interpole´s dans le repe`re stabilite´, puis projete´s dans le repe`re avion pour en de´duire les
forces et moments ae´rodynamiques (Fa,Ma). Paralle`lement, la pousse´e sera aussi interpole´e
pour en de´duire les contributions des moteurs (Fm,Mm). Pour finir, le poids (Fp) sera calcule´
a` partir de la gravite´ selon le mode`le WGS84.
2.2.5 Re´solution des e´quations du mouvement
Nous abordons ici la dernie`re e´tape qui consiste a` de´velopper et re´soudre les e´quations
du mouvement pour un avion. Selon la deuxie`me loi de Newton, il est possible d’exprimer la
somme des forces (ΣFext) et la somme des moments (ΣMext) agissant sur un ae´ronef dans
un repe`re inertiel comme suit :
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ΣFext =
d
dt
(mV) ΣMext =
dH
dt
=
d
dt
(Iω) (2.76)
ou` m est la masse de l’avion suppose´ inde´formable, I est la matrice d’inertie, V est la vitesse
en translation, H est le vecteur de moment angulaire et ω est le vecteur instantane´ de
rotation par rapport au repe`re inertiel.
En conside´rant le repe`re NED comme inertiel (ou localement inertiel) et en utilisant le
the´ore`me des axes en mouvement :
dX
dt
∣∣∣∣
ned
=
dX
dt
∣∣∣∣
b
+ ωbned
∣∣
b
∧X∣∣
b
(2.77)
ou` X est un vecteur quelconque en mouvement et ωbned est le vecteur instantane´ de rotation
de Rned dans Rb, on peut exprimer les forces et les moments dans le repe`re avion tels que :
d
{
m(t)Vavionned (t)
}
dt
∣∣∣∣
ned
= m˙Vavionned
∣∣
b
+m
(
dVavionned
dt
∣∣∣∣
b
+ ωbned
∣∣
b
∧Vavionned
∣∣
b
)
= ΣFext
∣∣
b
(2.78)
d
{
I(t)ωbned(t)
}
dt
∣∣∣∣
ned
= I˙ωbned
∣∣
b
+ Iω˙bned
∣∣
b
+ ωbned
∣∣
b
∧ (Iωbned
∣∣
b
) = ΣMext
∣∣
b
(2.79)
ou` le tenseur d’inertie de l’avion I est de´fini par (en supposant que le plan (O,xb, zb) est un
plan de syme´trie) :
I =
 Ixx 0 −Ixz0 Iyy 0
−Ixz 0 Izz
 (2.80)
et :
ΣFext = Fp + Fm + Fa (2.81)
ΣMext = Mm + Ma (2.82)
Pour finir, a` partir de (2.78) et (2.79), nous pouvons isoler les acce´le´rations de l’avion par
rapport au repe`re NED et exprime´es dans le repe`re avion comme suit :
dVavionned
dt
∣∣∣∣
b
=
[
u˙b v˙b w˙b
]T
= m−1
(
ΣFext
∣∣
b
− m˙Vavionned
∣∣
b
)
− ωbned
∣∣
b
∧Vavionned
∣∣
b
(2.83)
dωbned
dt
∣∣∣∣
b
=
[
p˙ q˙ r˙
]T
= I−1
(
ΣMext
∣∣
b
− I˙ωbned
∣∣
b
− ωbned
∣∣
b
∧ (Iωbned∣∣b)) (2.84)
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Ainsi, a` partir d’une position, d’une attitude et d’une condition de vol initiale, les forces
et les moments sont calcule´s au moyen des e´quations (2.63) a` (2.75). Puis les vitesses V avionned
et ωavionned sont obtenues en inte´grant les acce´le´rations V˙
avion
ned et ω˙
avion
ned qui sont calcule´es a`
partir des e´quations (2.83) et (2.84). Pour finir, de ces derniers re´sultats, il est possible par
inte´gration, d’obtenir les nouvelles positions et attitudes de l’avion dans le repe`re avion, puis
dans le repe`re inertiel en utilisant les relations de passage (2.26) et (2.33) a` (2.35). La figure
ci-dessous illustre le principe au complet sous forme de sche´ma Simulink.
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Figure 2.14 Re´solution des e´quations du mouvement sous Simulink
La me´thode de re´solution nume´rique utilise´e est une me´thode discre`te de
Bogacki-Shampine avec un pas fixe de´ja` programme´e dans Matlab/Simulink. Un pas de temps
de 0.01 seconde a e´te´ choisi en vue des retards purs qui interviendront plus tard dans la partie
commande.
2.2.6 Analyse des re´sultats et premie`re validation
Afin de valider cette premie`re e´tape de mode´lisation, nous avons effectue´ plusieurs
comparaisons entre le mode`le cre´e´ sous Matlab/Simulink (voir Figure 2.17) et la dynamique
de vol du simulateur de CAE Inc. Pour cela, des essais sur plusieurs conditions de vol ont
e´te´ re´alise´s pour valider le comportement de l’avion suite a` des commandes applique´es aux
diffe´rentes gouvernes. Sur les Figures 2.15 et 2.16, nous y pre´sentons les re´sultats obtenus
sur un essai correspondant a` la condition de vol suivante : 20,000 pi, 336 nds, 33,000 lbs
et un centrage a` 25%. Cet essai consiste a` tirer sur le manche pour effectuer un e´chelon au
niveau des gouvernes de profondeur par rapport a` leurs conditions initiales. Il a pour but
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d’exciter deux modes typiques du mouvement longitudinal : le mode phugo¨ıde et le mode de
pe´riode courte.
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Figure 2.15 Commandes d’entre´e du simulateur de vol de CAE
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Figure 2.16 Re´sultat de comparaison entre le simulateur de CAE et le mode`le Simulink
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Comme nous pouvons le constater sur la Figure 2.16, les re´sultats obtenus sont tre`s
satisfaisants car les deux dynamiques sont quasiment superpose´es. On note cependant la
pre´sence d’un de´calage temporel sur certaines variables a` partir de t = 60 s. Apre`s plusieurs
re´flexions, il a e´te´ remarque´ que ce de´phasage e´tait observe´ principalement sur les variables
du mouvement longitudinal ou sur des variables issues d’inte´grations nume´riques successives.
Nous pensons donc que les diffe´rences visibles peuvent eˆtre dues a` :
· Une diffe´rence dans la me´thode d’inte´gration nume´rique,
· Une accumulation des erreurs par inte´gration nume´rique,
· Une hypothe`se de mode´lisation diffe´rente,
· Une diffe´rence dans la me´thode d’interpolation des donne´es,
· Une diffe´rence dans la mode´lisation du champ gravitationnel,
· La pre´sence de biais statistiques pour rapprocher la dynamique du vol du simulateur
de vol a` celle du Cessna Citation X.
Ne´anmoins, nous conside´rons que l’erreur de mode´lisation commise reste relativement faible,
ce qui nous permet de conside´rer comme valide le module de la dynamique de vol.
2.3 Mode`lisation des actionneurs et des capteurs
La dynamique de l’avion e´tant valide´e, nous terminons ce chapitre avec la mode´lisation
de l’ensemble des gouvernes et capteurs. Nous rappelons que dans le cadre de ce projet, nous
supposons que l’efficacite´ des gouvernes n’est pas affecte´e par les conditions de vol. De plus,
pour simplifier l’e´tude, nous supposons aussi que les gouvernes sont de´ja` asservies en position
ce qui permet de les mode´liser par des fonctions de transfert d’ordre un ou deux.
Pour finir, nous mode´liserons chacun des capteurs (ex. gyrome`tres, acce´le´rome`tres, GPS,
etc.) par des fonctions de transfert d’ordre un ou d’ordre deux en s’inspirant de mode`les pris
de la litte´rature.
2.3.1 Mode`les des actionneurs et du manche
A` partir d’essais re´alise´s sur le simulateur de vol du Cessna Citation X (avion au sol), nous
avons conclu qu’un ordre deux peut suffire pour la mode´lisation de n’importe quelle gouverne
munie de son actionneur. Sous cette hypothe`se, a` chaque ensemble gouverne + actionneur,
nous associons le mode`le line´aire sous forme de fonction de transfert :
G(s) =
ω2a
s2 + 2ξaωas+ ω2a
(2.85)
ou` ωa et ξa sont respectivement la pulsation et le taux d’amortissement de la gouverne.
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A` ce mode`le line´aire nous avons aussi associe´ un mode`le non line´aire qui prend en compte
les limites physiques des actionneurs (saturations en vitesse et en position). Ce dernier est
repre´sente´ sur le sche´ma ci-dessous :
+
-
+
-
ωa
2
2ξaωa
1
s
Limite en 
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Limite en 
position
1
s
ηcom η
η0
Figure 2.18 Mode`le non line´aire pour les actionneurs
ou` ηcom est la commande envoye´e a` la gouverne, η est la re´ponse du syste`me et η0 est la
position initiale de la gouverne.
A` partir d’essais sur le simulateur du Cessna Citation X, de la litte´rature [29, 42, 47] et
en s’appuyant sur le logiciel FlightSim, nous avons pu donner un ordre de grandeur moyen
pour les diffe´rents parame`tres des gouvernes. Le Tableau 2.2 regroupe l’ensemble des donne´es
retenues :
Tableau 2.2 Caracte´ristiques des diffe´rentes gouvernes
Gouverne ωa [rad/s] ξa Angle [
◦] Vitesse [◦ /s]
E´le´vateurs 60 0.7 ±20 ±30
Ailerons 60 0.7 ±60 ±30
Gourverne de direction 60 0.7 ±20 ±30
Volets 2 1 0 a` 45 ±05
Becs 2 1 N/A ±10
Trim tabs 60 0.7 ±20 ±30
De´porteurs et ae´rofreins 60 0.7 0 a` 70 ±30
Le mode`le du manche quant a` lui sera approxime´ par une fonction de transfert du premier
ordre avec une constante de temps de 1/15 secondes comme propose´ dans d’autre projets
[33, 42]. Soit :
J(s) =
1
1 + (1/15)s
(2.86)
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2.3.2 Mode`lisation des capteurs (gyrome`tres et acce´le´rome`tres)
Comme pour les actionneurs, les capteurs de la centrale inertielle sont aussi mode´lise´s par
des fonctions de transfert du second ordre en s’inspirant de travaux re´alise´s sur le controˆle
d’avion civil [33, 42].
C(s) =
ω2c
s2 + 2ξcωcs+ ω2c
(2.87)
Ou` la pulsation ωc est de 40 rad/s et l’amortissement ξc est de 0.7 pour les acce´le´rome`tres
et gyrome`tres.
Le reste des capteurs (ex. tube de Pitot, GPS, barome`tre, etc.) ont e´te´ mode´lise´s par
des fonctions de transfert du premiers ordre avec des constantes de temps de l’ordre de 0.1
a` 1 seconde comme propose´ dans le logiciel FlightSIM [36]. Le tableau ci-dessous re´sume
l’ensemble des diffe´rentes constantes de temps propre a` chaque instrument.
Tableau 2.3 Caracte´ristiques des diffe´rents instruments de mesure
Instrument / Mesure Constante de temps [s]
Mesure de l’acce´le´ration normale 0.1
Mesure de la vitesse vraie 0.3
Mesure du cap magne´tique 0.3
Mesure de l’altitude radar 0.4
Mesure de l’altitude barome´trique 0.4
Mesure de l’angle d’attaque 1.0
Mesure de l’angle de glissade 1.0
Mesure des donne´es GPS 1.0
Pour finir et dans le but d’ame´liorer la plateforme de simulation, un filtre de Kalman
e´tendu applique´ la navigation ae´rienne a e´te´ de´veloppe´ et imple´mente´ au mode`le Simulink.
Cependant, cette e´tude ne sera pas pre´sente´e dans ce me´moire afin d’e´viter d’alourdir le
contenu de ce dernier. Ne´anmoins, nous supposerons par la suite qu’un grand nombre de
variables sont soit mesurables, soit estimables et que la dynamique du filtre peut eˆtre
approxime´e (approximation faite sur la base de simulations) par le transfert ci-dessous :
Ka(s) =
10
s2 + 2× 0.7×√10s+ 10e
−0.03s (2.88)
Pour plus de de´tails concernant le filtre de Kalman, l’annexe C explique comment estimer
l’altitude d’un ae´ronef a` partir de mesures barome´triques et acce´le´rome´triques.
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2.3.3 Mode´lisation des de´lais
Bien entendu, les calculs effectue´s par l’ordinateur de commande de vol (FCC ) de l’avion
prennent un certain temps d’exe´cution. Pour cela, il est important de prendre en compte les
retards qui peuvent eˆtre mode´lise´s par des de´lais. En se basant sur la litte´rature [30, 42, 47],
les retards suivants ont e´te´ choisis :
◦ De´lais entre les mesures des capteurs et l’estimation des variables : 30 millisecondes.
◦ De´lais de traitement du pilote automatique (boucle externe) : 15 millisecondes.
◦ De´lais de traitement du pilote automatique (boucle interne) : 15 millisecondes.
2.3.4 Mode´lisation du pilote
Le pilote e´tant un e´le´ment important de la boucle ouverte pour le pilotage manuel, il
est ne´cessaire de conside´rer un mode`le mathe´matique qui rend compte de son comportement.
Bien que tre`s peu pre´sente´s dans les travaux concernant la synthe`se des correcteurs, plusieurs
mode`les, plus ou moins complexes, existent. Dans le cadre de ce me´moire, nous avons opte´
pour un mode`le propose´ par Tustin [48] dont la repre´sentation sous forme de fonction de
transfert est donne´e par :
P (s) = Kp
(1 + Tns)
s
e−τps (2.89)
ou` Kp (= 1) est le gain statique du pilote qui caracte´rise l’erreur commise par ce dernier sur
l’amplitude de la sortie, Tn (= 1 s) est la constante de temps du pilote qui refle`te sa capacite´
a` re´agir face a` la commande requise et τp (= 0.1 s) repre´sente le retard (temps de re´action)
duˆ a` son syste`me neuromusculaire.
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CHAPITRE 3 ALGORITHMES D’E´QUILIBRAGE ET DE
LINE´ARISATION
Dans ce chapitre nous pre´sentons une me´thodologie et des outils qui permettent de
conclure sur la stabilite´ statique et dynamique d’un avion. Dans un premier temps, quelques
rappels portant sur les syste`mes non line´aires seront pre´sente´s afin d’orienter notre e´tude. A`
la lumie`re de ces rappels, nous verrons ensuite comment formuler l’e´quilibre d’un avion pour
obtenir les conditions ne´cessaires et suffisantes qui garantissent un e´tat d’e´quilibre en fonction
d’une condition de vol et d’une configuration. Puis, nous montrerons comment utiliser un
algorithme d’optimisation nume´rique pour re´soudre un proble`me de stabilite´ statique. Enfin,
une fois l’avion e´quilibre´, nous traiterons de la line´arisation des e´quations du mouvement
afin d’obtenir les mode`les d’e´tat pour le mouvement longitudinal et le mouvement late´ral
qui approximent localement le comportement de l’avion. Sur la base de ces re´sultats, nous
terminerons ce chapitre par une analyse de la stabilite´ dynamique du Cessna Citation X.
3.1 Notions ge´ne´rales sur les syste`mes non line´aires
De fac¸on ge´ne´rale, le mode`le mathe´matique d’un syste`me dynamique non line´aire a`
parame`tres localise´s [5] peut eˆtre repre´sente´ par la relation :
x˙ = f(x,η, t) (3.1)
ou` x = [x1(t), ..., xn(t)]
T est le vecteur d’e´tat du syste`me, η = [η1(t), ..., ηm(t)]
T est le vecteur
de commande du syste`me, t est le temps et f(·) = [f1(·), ..., fn(·)]T repre´sente la dynamique
du syste`me. Il est bien connu de la litte´rature que l’analyse de la stabilite´ d’un syste`me non
line´aire consiste en l’e´tude de ses points d’e´quilibre [24, 35]. Il convient donc de de´finir dans
un premier temps la notion d’e´quilibre.
De´finition 3.1. On dit qu’un point Xe = (xe,ηe) est un point d’e´quilibre du syste`me (3.1)
s’il satisfait l’e´quation suivante :
0 = f(xe,ηe, t) (3.2)
A` cause de la non-line´arite´ de la fonction f ou du nombre de points de fonctionnement, il
peut exister plusieurs points d’e´quilibre de´pendamment des solutions possibles de l’e´quation
(3.2). Ces derniers sont ge´ne´ralement classe´s en deux cate´gories : les points d’e´quilibre stables
et les points d’e´quilibre instables.
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De´finition 3.2. Un point d’e´quilibre (xe,ηe) du syste`me (3.1) est dit stable, si toute trajec-
toire X(t) = (x,ηe) qui commence au voisinage de (xe,ηe) reste proche de (xe,ηe). Plus pre´-
cise´ment, pour tout δ > 0 il existe  > 0 tel que si ‖ X(t = 0)−Xe ‖≤  alors ‖ X(t)−Xe ‖≤ δ
pour tout t > 0. Le point est dit asymptotiquement stable si de plus :
lim
t→∞
X(t) = Xe (3.3)
Bien que cette de´finition permette aise´ment de comprendre la notion de stabilite´, son
application sur des syste`mes non line´aires reste cependant tre`s difficile a` cause de la
complexite´ du mode`le mathe´matique, ou a` cause des the´ories parfois trop ge´ne´ralise´es [5].
Pour plus de pre´cisions concernant l’e´tude des syste`mes non line´aires, le lecteur pourra se
reporter a` Khalil [24]. Les me´thodologies portant sur l’analyse et la synthe`se des syste`mes
line´aires e´tant tre`s nombreuses, on a souvent tendance a` ramener l’e´tude d’un syste`me non
line´aire a` l’e´tude de son line´arise´ tangent autour d’un point d’e´quilibre (xe,ηe).
En notant par ∆x et ∆η les variations de x et η par rapport a` l’e´quilibre, c’est-a`-dire
∆x = x− xe et ∆η = η − ηe ; nous pouvons e´crire les premiers termes de la de´composition
en se´rie de Taylor de la fonction f au voisinage du point d’e´quilibre comme suit :
x˙e + ∆x˙ = f(xe,ηe, t) +∇xf
∣∣
(xe,ηe,t)
∆x +∇ηf
∣∣
(xe,ηe,t)
∆η +
(
termes d’ordres
supe´rieurs
)
(3.4)
En remplac¸ant l’e´quation (3.2) dans l’e´quation (3.4) et en supposant que les termes d’ordres
supe´rieurs sont ne´gligeables, on obtient le mode`le line´arise´ autour du point d’e´quilibre de´fini
par :
∆x˙ = ∇xf
∣∣
(xe,ηe,t)
∆x +∇ηf
∣∣
(xe,ηe,t)
∆η ≡ A(t)∆x + B(t)∆η (3.5)
ou` les matrices A et B ainsi obtenues refle`tent la dynamique locale du syste`me en termes
de variation. Cependant, a` cause de la de´pendance des matrices par rapport au temps, il
n’est pas possible de conclure sur la stabilite´ du syste`me directement a` partir des proprie´te´s
de la matrice A. Pour un avion, la de´pendance temporelle vient de la variation des donne´es
massiques en fonction de la consommation de carburant. En supposant des instants de courte
dure´e, nous pouvons ne´gliger les variations de la masse, du centrage et de la matrice d’inertie
afin de rendre le syste`me localement invariant. Sous cette hypothe`se, le syste`me (3.1) peut
eˆtre approxime´ autour d’un point d’e´quilibre par le syste`me line´aire invariant (S) suivant :
(S)
{
∆x˙ = A∆x + B∆η
x(t) = xe + ∆x(t)
(3.6)
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dont la solution ge´ne´rale est donne´e par :
x(t) = xe + ∆x(0)e
At +
∫ t
0
(
eA(t−σ)B∆η(σ)
)
dσ (3.7)
En conside´rant la re´ponse libre du syste`me (∆η = 0), il est possible de de´montrer que
la stabilite´ d’un syste`me line´aire (au sens de la de´finition 3.2) de´pend uniquement des
proprie´te´s de la matrice A, plus pre´cise´ment de ses valeurs propres [24, 35].
Proposition 3.1. Un syste`me line´aire ∆x˙ = A∆x est asymptotiquement stable si et seule-
ment si toutes les valeurs propres de la matrice A ont une partie re´elle strictement ne´gative.
Sous cette condition nous dirons que le point Xe = (xe,ηe) est un point d’e´quilibre
hyperbolique pour le line´arise´ tangent. De`s lors, nous pouvons conclure sur la stabilite´ locale
du syste`me non line´aire a` partir des deux propositions suivantes [35] :
Proposition 3.2. Le syste`me dynamique non line´aire repre´sente´ par l’e´quation (3.1) se
comporte comme son line´arise´ tangent repre´sente´ par le syste`me (3.6) en tout point d’e´quilibre
hyperbolique.
Proposition 3.3. Soit un point d’e´quilibre hyperbolique Xe = (xe,ηe) du syste`me dynamique
non line´aire (3.1). Si, Xe est asymptotiquement stable pour le line´arise´ tangent, alors il est
asymptotiquement stable pour le syste`me non line´aire.
En re´sume´, nous dirons qu’un syste`me non line´aire est stable statiquement s’il est possible
de trouver un point d’e´quilibre qui satisfait l’e´quation (3.2). Nous dirons que le syste`me
est de plus stable dynamiquement si son line´arise´ tangent au point d’e´quilibre satisfait la
proposition 3.1.
3.2 Stabilite´ statique et algorithme d’e´quilibre applique´ a` un avion
Dans cette section, nous abordons l’e´tude de la stabilite´ statique de l’avion. Pour rappel,
trouver une condition d’e´quilibre pour un ae´ronef revient a` re´gler les commandes (ex.
stabilisateurs, e´le´vateurs, manettes des gaz, etc.) qui assurent le maintien de l’attitude de
l’avion en absence de vent lorsque l’altitude et la vitesse sont fixe´es. En nous appuyant sur
les e´quations de´veloppe´es dans le chapitre 2, nous formulerons dans un premier temps la
dynamique du vol sous la forme ge´ne´rale (3.1). Puis dans un second temps, en nous basant
sur la de´finition 3.1, nous e´noncerons les conditions d’e´quilibre statique sous la forme d’un
proble`me d’optimisation. Pour finir, nous pre´senterons l’algorithme utilise´ pour re´soudre le
proble`me d’optimisation pose´.
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3.2.1 Conditions d’e´quilibre statique d’un ae´ronef
En reprenant les e´quations du mouvement (2.33), (2.34) et les e´quations auxiliaires
inverses (2.83) a` (2.85), il est possible de mode´liser la dynamique du vol sous la forme ge´ne´rale
x˙ = f(x,η, t) en conside´rant le vecteur d’e´tat :
x =
[
ub vb wb p q r φ θ ψ
]T
(3.8)
le vecteur de commande :
η =
[
δe δet δit δa δat δr δTLA
]T
(3.9)
et la fonction f :
f =

u˙b = m
−1(Fx(x,η)− m˙ub)− qwb + rvb
v˙b = m
−1(Fy(x,η)− m˙vb)− rub + pwb
w˙b = m
−1(Fz(x,η)− m˙wb)− pvb + qub
p˙ = −Izz(I2xz − IxxIzz)−1
(
Mx(x,η)− I˙xxp+ I˙xzr + Ixzqp− Izzrq + Iyyqr
)− ...
...− Ixz(I2xz − IxxIzz)−1
(
Mz(x,η) + I˙xzp− I˙zzr − Iyyqp+ Ixxpq − Ixzqr
)
q˙ = I−1yy
(
My(x,η)− I˙yyq − Ixxpr + Ixz(r2 − p2) + Izzrp
)
r˙ = −Ixz(I2xz − IxxIzz)−1(Mx(x,η)− I˙xxp+ I˙xzr + Ixzqp− Izzrq + Iyyqr
)− ...
...− Ixx(I2xz − IxxIzz)−1
(
Mz(x,η) + I˙xzp− I˙zzr − Iyyqp+ Ixxpq − Ixzqr
)
θ˙ = q cos(φ)− r sin(φ)
φ˙ = p+ q sin(φ) tan(θ) + r cos(φ) tan(θ)
ψ˙ = q sin(φ) cos(θ)−1 + r cos(φ) cos(θ)−1
(3.10)
ou` Fx, Fy et Fz sont les composantes selon les axes du repe`res avion du vecteur ΣFext,
Mx, My et Mz sont les composantes selon les axes du repe`res avion du vecteur ΣMext,
δe est l’angle moyen des gouvernes de profondeur, δet est l’angle moyen des onglets
d’e´quilibrages longitudinaux, δit est l’angle du stabilisateur horizontal, δa est la diffe´rence
d’angle entre les ailerons, δat est la diffe´rence d’angle entre les onglets d’e´quilibrages late´raux,
δr est l’angle de la gouverne de direction et δTLA est la position moyenne des manettes des gaz.
D’apre`s la de´finition 3.1, nous savons maintenant que trouver un point d’e´quilibre revient a`
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e´galer a` ze´ro les neuf e´quations du syste`me (3.10). Cependant, la re´solution d’un tel syste`me
peut s’ave´rer tre`s difficile a` cause du nombre de variables a` conside´rer. Pour cela, on a
tendance a` simplifier la fonction f en notant que l’e´quilibre statique, pour un avion, correspond
a` un vol de croisie`re non perturbe´ [14, 46]. De ce fait, nous pouvons supposer que l’avion :
- e´volue dans un environnement atmosphe´rique non perturbe´ : Vavionned = V
avion
vent ,
- e´volue sans de´rapage : βe = 0⇒ vbe = 0 et v˙be = 0,
- e´volue en palier (taux de monte´e γe = 0) : θe = αe,
- est parfaitement syme´trique 1 par rapport a` son plan longitudinal : (δae = 0, δate = 0,
δre = 0) ⇒ (Mxe = 0, Mze = 0, Fye = 0),
- e´volue en vol rectiligne : φe = 0,
et que les variations de la masse, du centrage, des moments et produits d’inertie sont
ne´gligeables : m˙ = 0, I˙xx = 0, I˙yy = 0, I˙zz = 0 et I˙xz = 0.
Ensuite, on peut remarquer d’apre`s les e´quations (2.29) a` (2.31) que :
{φ˙e = 0, θ˙e = 0, ψ˙e = 0} ⇒ {pe = 0, qe = 0, re = 0} (3.11)
En utilisant ces nouvelles e´quations, le syste`me initial, f(xe,ηe) = 0, de neuf e´quations et
seize inconnues se re´sume au syste`me e´quivalent, f e(xe,ηe) = 0, de trois e´quations et cinq
inconnues de´fini par :
f e =

Fxe(θe, δee , δete , δite , δTLAe) = 0
Fze(θe, δee , δete , δite , δTLAe) = 0
Mye(θe, δee , δete , δite , δTLAe) = 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
vbe = 0, ube = Vtase cos(αe)
wbe = Vtase sin(αe)
pe = qe = re = 0
φe = ψe = 0, θe = αe
δae = δate = δre = 0
(3.12)
Bien que nous ayons re´ussi a` re´duire conside´rablement l’ordre du syste`me initial, il n’existe
aucune me´thode analytique qui permet de trouver une solution au proble`me (3.12). Dans
le cadre de ce me´moire, nous avons opte´ pour une re´solution nume´rique sur la base d’un
algorithme d’optimisation. En notant que :
{Fxe = 0, Fze = 0, Mye = 0} ⇔ F 2xe + F 2ze +M2ye = 0 (3.13)
1. En l’absence de vent et de glissade, ceci implique que la distribution du champ de pression autour de
l’avion est syme´trique. De ce fait, une position neutre des gouvernes late´rales implique l’e´quilibre des forces
late´rales.
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il est possible de transformer le syste`me (3.12) sous la forme du proble`me d’optimisation :
min
x,η
fTC = 0 (3.14)
ou` fTC : R5 → R est la fonction qui repre´sente le « couˆt de l’e´quilibre » (trim cost) et qui
est de´finie par :
TC = fTC(θ, δe, δet, δit, δTLA)
= w¯1F
2
x + w¯2F
2
z + w¯3M
2
y
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
vb = 0, ub = Vtas cos(α)
wb = Vtas sin(α)
p = q = r = 0
φ = ψ = 0, θ = α
δa = δat = δr = 0
(3.15)
ou` les w¯i sont des ponde´rations strictement positives qui permettent d’imposer un taux de
convergence relatif a` chaque composante de la fonction a` optimiser.
Finalement, trouver un point d’e´quilibre pour une condition de vol (altitude, vitesse,
masse et centrage fixe´s) revient a` re´soudre le proble`me d’optimisation (3.14). A` cet effet,
un algorithme base´ sur la me´thode de Nelder-Mead a e´te´ de´veloppe´. Son principe et son
application sont pre´sente´s dans les deux sections suivantes.
3.2.2 Pre´sentation de l’algorithme de Nelder-Mead
Conside´rons ici une fonction f positive de´finie par :
f : RN → R+
X → f(x1, . . . , xN)
(3.16)
ou` X = [x1, . . . , xN ]
T est un vecteur de RN . La me´thode de Nelder et Mead [29] est un
algorithme qui permet de re´soudre le proble`me d’optimisation non line´aire et sans de´rive´es :
min
X
f(X) (3.17)
Son principe se base sur la cre´ation d’un polytope de N + 1 sommets, appele´ simplexe.
En e´valuant la fonction en chaque sommet du simplexe, l’algorithme estime la tendance
locale de la fonction. Le simplexe subit ensuite des transformations ge´ome´triques qui lui
permettent de se de´former et de se de´placer jusqu’a` converger en un point ou` la fonction
admet un minimum local.
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L’algorithme de´bute avec l’initialisation d’un simplexe. Celui-ci peut eˆtre obtenu a` partir
d’un point initial X1 et de la formule de re´currence ci-dessous [22] :∣∣∣∣∣∣
X1 = [x11 , . . . , xN1 ]
T
Xi = 1.05×Xi−1, i = 2, . . . , N + 1
(3.18)
A` chaque ite´ration, l’algorithme commence par de´terminer le sommet du simplexe ou` la
fonction est maximale. Celui-ci est ensuite re´fle´chi par rapport au barycentre forme´ par les
autres sommets du simplexe. Le point obtenu est appele´ point de re´flexion. Si la valeur de la
fonction en ce point est infe´rieure a` la plus petite des valeurs prises sur tous les sommets du
simplexe, alors l’algorithme calcule un point d’e´tirement qui permet d’augmenter la taille du
simplexe selon la direction du barycentre (voir l’exemple sur la Figure 3.1(a)). Dans le cas
contraire, l’algorithme calcule deux points de contraction. Celui dont la valeur de la fonction
est la plus petite est se´lectionne´ et permet de contracter le simplexe (voir l’exemple sur la
Figure 3.1(b)). Pour finir, si aucun des points n’ame´liore le simplexe, alors ce dernier est
re´duit au moyen d’une homothe´tie par rapport au sommet ou` la fonction est minimale.
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Figure 3.1 Exemple de l’algorithme de Nelder-Mead sur une fonction pour N = 2
L’algorithme de Nelder-Mead est disponible dans Matlab sous le nom de fminsearch.
Cette fonction prend en arguments d’entre´e la fonction a` optimiser, un point de de´part
et les crite`res de convergence souhaite´s. Elle renvoie en sortie le point ou` la fonction est
suppose´e minimale. Pour plus de de´tails concernant la me´thode d’optimisation de Nelder et
Mead le lecteur pourra se re´fe´rer au livre de Pfeffer [22] ou a` la documentation de Matab [26].
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Bien que cet algorithme soit efficace, il ne converge pas force´ment vers un minimum
global. En effet, de´pendamment du point de de´part (X1), ce dernier peut s’enfermer dans
un minimum local et y rester s’il estime que la de´croissance n’est pas suffisante autour du
simplexe. Pour contourner ce proble`me, on peut lancer plusieurs fois l’algorithme en prenant
diffe´rents points de de´part ale´atoires et au final garder la meilleure solution parmi l’ensemble
des solutions possibles. C’est le principe de l’algorithme 1.
Algorithme 1 Multi Nelder-Mead
1: fonction multiNelderMead(Xmin,Xmax, imax, , kmax)
2: i← 0
3: X1 ← aleatoire([Xmin,Xmax])
4: [X1, f1]← fminsearch(f,X1, , kmax)
5: tant que f(X1) >  et i < imax faire
6: X2 ← aleatoire([Xmin,Xmax])
7: [X2, f(X2)]← fminsearch(f,X2, , kmax)
8: si f(X2) < f(X1) alors
9: X1 ← X2
10: X1 ← X2
11: f(X1)← f(X2)
12: fin si
13: i← i+ 1
14: fin tant que
15: retourner X1, f(X1)
16: fin fonction
Pour ve´rifier l’efficacite´ de l’algorithme au complet, nous l’avons applique´ sur la fonction
d’Ackley, de´finie par l’e´quation ci-dessous :
f(x1, x2) = −20e
(
−0.2
√
0.5(x21+x
2
2)
)
− e
(
0.5
(
cos(2pix1)+cos(2pix2)
))
+ 20 + e (3.19)
Cette fonction posse`de de nombreux minima locaux et un seul minimum global. Nous
avons applique´ dans un premier temps la fonction fminsearch (N-M) en choisissant le point
initial X1 = [1, 1]
T . Comme on peut le voir sur la Figure 3.2(a), l’algorithme converge sur
un minimum local (point en bleu) qui est diffe´rent du ze´ro recherche´. En re´alite´, la seule
possibilite´ de converger vers le minimum global est de partir d’un point tre`s proche de ce
dernier, ce qui n’est pas e´vidant a` deviner lorsque l’on ignore la tendance de la fonction.
Cependant, en appliquant l’algorithme 1 (Multi N-M), nous convergeons vers le minimum
global (point en vert) qui est l’unique ze´ro de la fonction.
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Nous avons reproduit cette e´tude plusieurs fois de suite pour avoir une ide´e du pourcentage
de re´ussite de la me´thode. Comme on peut le voir sur la Figure 3.2(b), sur 100 essais,
l’algorithme converge 100 fois sur le minimum global. Ces re´sultats sont tre`s satisfaisants
car ils nous permettent de valider l’algorithme 1.
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(b) Re´sultats obtenus avec l’algorithme 1 sur 100 essais
Figure 3.2 Validation de l’algorithme « multiNelderMead » sur la fonction d’Ackley
3.2.3 Application a` un avion
En reprenant le mode`le de la plateforme de simulation de´veloppe´e dans le chapitre 2,
nous avons cre´e´ la fonction fTC sous Simulink (voir Figure 3.3) . Cette dernie`re prend en entre´e
l’angle de tangage, les diffe´rentes commandes du mouvement longitudinal (voir Eq. 3.15) et
renvoie en sortie le parame`tre trim cost (TC) qui caracte´rise l’e´quilibre. Plus ce dernier
tend vers ze´ro, plus on est proche de l’e´quilibre. Puis, en appliquant l’algorithme 1 a` cette
fonction, il est possible de trouver un point d’e´quilibre pour une condition de vol donne´e.
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Figure 3.3 Repre´sentation de la fonction trim cost sous Simulink
Le mode`le Simulink e´tant ge´ne´re´ a` partir de la plateforme de simulation, ce dernier
s’adapte automatiquement au mode`le d’avion conside´re´. Une compilation en langage C++
est effectue´e, toujours de fac¸on automatique, dans le but de re´duire le temps d’exe´cution de
l’algorithme d’e´quilibrage. Nous avons ainsi re´ussi a` re´duire le temps moyen de calcul de 180
secondes a` moins d’une seconde. Pour finir, une interface a e´te´ de´veloppe´e pour simplifier
l’utilisation du programme.
Figure 3.4 Interface utilisateur : panneau de se´lection de la condition de vol
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3.3 Line´arisation autour d’un point d’e´quilibre
Dans cette section, nous abordons la line´arisation des e´quations du mouvement autour
d’un point d’e´quilibre. Comme pre´sente´ dans la section 3.1, le mode`le line´aire autour d’un
point d’e´quilibre est obtenu en calculant les matrices jacobiennes de f par rapport au vecteur
d’e´tat x et par rapport au vecteur de commande η. Plutoˆt que de line´ariser le mode`le complet
de la dynamique de vol, nous verrons dans un premier temps qu’il est possible de de´coupler
les mouvements longitudinaux et late´raux afin d’obtenir un mode`le line´aire propre a` chaque
mouvement. Nous verrons ensuite comment obtenir la matrice jacobienne d’une fonction
quelconque a` partir d’une me´thode nume´rique. Pour finir, nous pre´senterons l’application a`
un ae´ronef.
3.3.1 De´couplage des mouvements longitudinaux et late´raux
La fonction f (voir Eq. 3.10) montre un couplage entre le mouvement longitudinal et le
mouvement late´ral a` cause de (1) l’expression du produit vectoriel entre les vitesses line´aires
et angulaires, (2) l’expression des de´rive´es des angles d’Euler et (3) l’expression des forces
et moments qui de´pendent de l’e´tat complet de l’avion. En re´alite´, chaque mouvement influe
que tre`s peu (voir pas du tout) sur l’autre autour d’un point d’e´quilibre.
En conside´rant la the´orie des petites perturbations, on peut re´e´crire les variables d’e´tat
comme la somme de leur e´tat a` l’e´quilibre et d’une perturbation ∆ comme suit :
ub = ube + ∆ub
vb =  
0
vbe + ∆vb
wb = wbe + ∆wb
p = 
0
pe + ∆p
q = 
0
qe + ∆q
r =  
0
re + ∆r
φ = 

0
φe + ∆φ
θ = θe + ∆θ
(3.20)
Ensuite en supposant que le carre´ ou le produit de perturbations est ne´gligeable (ex : ∆q2 = 0,
∆q∆wb = 0) et que l’on travaille avec de petits angles (ex : cos(∆φ) ' 1 et sin(∆φ) ' 0), il
est possible de re´e´crire le syste`me (3.10) au voisinage d’un e´quilibre comme suit :
∆u˙b = m
−1∆Fx − wbe∆q
∆w˙b = m
−1∆Fz + ube∆q
∆q˙ = I−1yy ∆My
∆θ˙ = ∆q

∆v˙b = m
−1∆Fy − ube∆r + wbe∆p
∆p˙ = −(I2xz − IxxIzz)−1(Izz∆Mx + Ixz∆Mz)
∆r˙ = −(I2xz − IxxIzz)−1(Ixz∆Mx + Ixx∆Mz)
∆φ˙ = ∆p+ tan(θe)∆r
(3.21)
ou` ∆Fi = Fi − Fie et ∆Mi = Mi −Mie avec i = {x, y, z}.
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De`s lors, on comprend que le couplage entre les deux mouvements autour d’un e´quilibre
vient principalement de l’expression des variations des forces (∆F) et des moments (∆M).
Cependant, l’expe´rience accumule´e au cours des anne´es sur de nombreux types d’avions a
montre´ que l’influence des variables late´rales (ou longitudinales) sur les forces longitudinales
(ou late´rales) sont ne´gligeables autour d’un e´quilibre [11, 30, 46]. De ce fait, nous pouvons
supposer que :
∆Fx(∆ub,∆wb,∆q,∆θ,∆δe,∆δet,∆δit,∆δTLA)
∆Fz(∆ub,∆wb,∆q,∆θ,∆δe,∆δet,∆δit,∆δTLA)
∆My(∆ub,∆wb,∆q,∆θ,∆δe,∆δet,∆δit,∆δTLA)
∣∣∣∣∣∣∣∣∣∣
∆Fy(∆vb,∆p,∆r,∆φ,∆δa,∆δat,∆δr)
∆Mx(∆vb,∆p,∆r,∆φ,∆δa,∆δat,∆δr)
∆Mz(∆vb,∆p,∆r,∆φ,∆δa,∆δat,∆δr)
(3.22)
Il devient alors possible de de´coupler la fonction (3.10) et donc d’e´tudier se´pare´ment le
mouvement longitudinal et le mouvement late´ral comme re´sume´ dans le tableau ci-dessous :
Tableau 3.1 De´couplage des mouvements au voisinage d’un point d’e´quilibre
Mouvement longitudinal Mouvement late´ral
E´tat xlon =
[
ub wb q θ
]T
xlat =
[
vb p r φ
]T
Commande ηlon =
[
δe δet δit δTLA
]T
ηlat =
[
δa δat δr
]T
Dynamique x˙lon = f(xlon,ηlon) x˙lat = f(xlat,ηlat)
Contraintes xlat = xlate , ηlat = ηlate xlon = xlone , ηlon = ηlone
xlon(t0) = xlone , ηlon(t0) = ηlone xlat(t0) = xlate , ηlat(t0) = ηlate
m˙ = 0, I˙ = 0 m˙ = 0, I˙ = 0
Comme on peut le remarquer, les deux mouvements sont de´crits par la meˆme fonction mais
pour des contraintes diffe´rentes. Par la suite, pour e´viter toute confusion, nous utiliserons
la notation f lon pour re´fe´rer au mouvement longitudinal et la notation f lat pour re´fe´rer au
mouvement late´ral de sorte que :
x˙lon = f lon(xlon,ηlon) (3.23)
x˙lat = f lat(xlat,ηlat) (3.24)
Ainsi, en appliquant le re´sultat (3.5) aux e´quations (3.23) et (3.24), nous pouvons exprimer
le mode`le line´aire du mouvement longitudinal au voisinage d’un point d’e´quilibre par :
∆x˙lon = ∇xlonf lon
∣∣
(xlone ,ηlone )︸ ︷︷ ︸
Alon
∆xlon +∇ηlonf lon
∣∣
(xlone ,ηlone )︸ ︷︷ ︸
Blon
∆ηlon (3.25)
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et le mode`le line´aire du mouvement late´ral au voisinage d’un point d’e´quilibre par :
∆x˙lat = ∇xlatf lat
∣∣
(xlate ,ηlate )︸ ︷︷ ︸
Alat
∆xlat +∇ηlatf lat
∣∣
(xlate ,ηlate )︸ ︷︷ ︸
Blat
∆ηlat (3.26)
ou` ∇f lon et ∇f lat sont les matrices jacobiennes de f lon et f lat.
3.3.2 Calcul nume´rique d’une matrice jacobienne
Conside´rons ici une fonction f quelconque de´finie par :
f : Rn → Rn
X →

f1(x1, . . . , xn)
...
fn(x1, . . . , xn)
(3.27)
ou` X = [x1, . . . , xn]
T est un vecteur quelconque de Rn. La matrice jacobienne de f , si elle
existe, est de´finie par :
∇Xf(X) =

∂f1
∂x1
· · · ∂f1
∂xn
...
. . .
...
∂fn
∂x1
· · · ∂fn
∂xn
 =
[
∂fi
∂xj
]
i=1,...,n
j=1,...,n
(3.28)
En utilisant un de´veloppement en se´rie de Taylor d’une fonction fi au voisinage d’un point
xj, nous pouvons e´crire :
fi(x1, ..., xj + , ..., xn) = fi(X) + 
∂fi
∂xj
(X) +
2
2!
∂2fi
∂x2j
(X) + o(3) (3.29)
fi(x1, ..., xj − , ..., xn) = fi(X)−  ∂fi
∂xj
(X) +
2
2!
∂2fi
∂x2j
(X) + o(3) (3.30)
avec  > 0 (e.g.  = 10−3). Puis en soustrayant (3.30) a` (3.29),
fi(x1, ..., xj + , ..., xn)− fi(x1, ..., xj − , ..., xn) = 2 ∂fi
∂xj
+ o(3) (3.31)
nous obtenons une approximation a` l’ordre 3 de la de´rive´e partielle de la fonction fi par
rapport a` xj comme e´tant :
∂fi
∂xj
=
fi(x1, ..., xj + , ..., xn)− fi(x1, ..., xj − , ..., xn)
2
(3.32)
En appliquant cette approximation a` l’ensemble des de´rive´es, il devient possible d’approximer
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nume´riquement la matrice jacobienne e´value´e au point X. La proce´dure comple`te est
pre´sente´e dans l’algorithme 2.
Algorithme 2 Calcul de la matrice jacobienne par diffe´rences finies
1: fonction Jacobien(f ,X, )
2: n← longueur(X)
3: f0 ← f(X)
4: δX← X, δXav← X, δXar← X,
5: pour i = 1 a` n faire
6: δXavi ← δXi + 
7: δXari ← δXi − 
8: δf ← f(δXav)− f(δXar)
9: pour j = 1 a` n faire
10: Jj,i ← δf j/(2)
11: fin pour
12: δXavi ← δXi
13: δXari ← δXi
14: fin pour
15: retourner J
16: fin fonction
3.3.3 Application a` un avion
Comme pour l’e´tude des points d’e´quilibre, nous avons de´veloppe´ sous Simulink les deux
fonctions f lon et f lat (voir Figures 3.5 et 3.6). Ici aussi, les deux fonctions sont obtenues a`
partir de la plateforme de simulation de´veloppe´e dans le chapitre 2 et s’adaptent donc au
mode`le d’avion conside´re´. De meˆme, chaque fonction est aussi compile´e en C++ toujours
dans le but d’ame´liorer le temps de calcul 2.
Ainsi, pour une condition de vol (altitude, vitesse, masse et centrage) et une configuration
de vol (positions des volets hypersustentateurs et du train d’atterrissage), un point d’e´quilibre
Xe = (xe,ηe) est calcule´ a` partir de l’algorithme d’e´quilibrage pre´sente´ dans la section 3.2.
De ce dernier, sont de´duits les e´quilibres du mouvement longitudinal (Xlone = (xlone ,ηlone))
et du mouvement late´ral (Xlate = (xlate ,ηlate)). Puis, les mode`les Simulink des fonctions f lon
et f lat sont compile´es en C++. Pour finir, l’algorithme 2 est applique´ aux deux fonctions
dans le but d’obtenir les matrices Alon, Blon, Alat et Blat conforme´ment aux e´quations (3.25)
et (3.26). La proce´dure comple`te est re´sume´e sur la Figure 3.7.
2. Cette conside´ration nous a permis de re´duire le temps de calcul de 5 secondes a` moins d’une seconde.
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Figure 3.5 Repre´sentation de la fonction f lon sous Simulink
Mouvementlatéral :
f_lat(x_lat, eta_lat)
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Figure 3.6 Repre´sentation de la fonction f lat sous Simulink
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Figure 3.7 Processus pour les calculs de stabilite´
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3.4 Analyse de la stabilite´ d’un avion
Nous abordons ici la dernie`re section de ce chapitre qui consiste en l’analyse de la
stabilite´ dynamique. A` partir des mode`les line´arise´s au voisinage d’un point d’e´quilibre,
il est maintenant possible d’analyser le comportement local de l’avion. A` cet effet, nous
pre´senterons dans un premier temps les diffe´rents modes qui caracte´risent la re´ponse naturelle
d’un avion. Puis, dans second temps, nous e´tudierons l’influence de l’altitude et de la vitesse
vraie sur certains modes du Cessna Citation X.
3.4.1 Analyse des modes d’un avion
Comme pre´sente´s dans la section 3.1 et dans de nombreuses publications [11, 13, 30, 41,
46, 47], les modes d’un avion sont directement lie´s aux valeurs propres des matrices d’e´tat
Alon et Alat. Ces derniers sont re´sume´s dans le Tableau 3.2.
Tableau 3.2 De´finition des modes pour un avion
Mouvement Mode Nombre de poˆles Type
Longitudinal Phugo¨ıde 2 Oscillatoire
Pe´riode courte 2 Oscillatoire
Late´ral Roulis amorti 1 Re´el
Spirale 1 Re´el
Roulis Hollandais 2 Oscillatoire
La Figure 3.8 montre la re´partition dans le plan complexe des modes longitudinaux et
late´raux pour le Cessna Citation X pour une condition de vol donne´e 3. On y retrouve pour
le mouvement longitudinal :
- le mode phugo¨ıde qui est un mode complexe mal amorti et tre`s lent. Il est caracte´rise´
par un e´change d’e´nergie potentielle et d’e´nergie cine´tique a` angle d’attaque constant.
Il ne pose pas de re´elles difficulte´s au pilote, car celui-ci a suffisamment de temps pour
stabiliser l’avion.
- le mode de pe´riode courte (ou short period) qui est un mode complexe
moyennement amorti et plus rapide que le phugo¨ıde. Il correspond a` la premie`re
re´action de l’avion suite a` une commande sur les e´le´vateurs et repre´sente un grand
inte´reˆt pour le pilotage car ces caracte´ristiques influent grandement sur les qualite´s
de vol. Un mauvais controˆle de ce mode risquerait d’aggraver les oscillations et
d’introduire des PIOs (Pilote Induced Oscillation).
3. Pour des raisons de confidentialite´, nous ne pre´ciserons pas la condition de vol.
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et pour le mouvement late´ral :
- le mode Roulis Hollandais (ou Dutch Roll) qui est un mode complexe peu amorti
et tre`s lent. Il correspond physiquement a` un e´change entre le mouvement en roulis et
le mouvement en lacet. Bien que ce mode soit lent, les amplitudes des oscillations en
roulis et lacet peuvent eˆtre conside´rables. Il est donc d’un grand inte´reˆt de concevoir
un syste`me de commande pour amortir ce mode.
- le mode spirale qui est un mode re´el amorti et tre`s lent et qui a tendance a` eˆtre
instable. Il correspond, dans le pire des cas, a` une augmentation de l’amplitude du
roulis. Ge´ne´ralement, lorsqu’un avion rentre dans une spirale, il peut eˆtre tre`s difficile
(voir impossible) de le stabiliser.
- le mode roulis amorti qui est un mode re´el ge´ne´ralement rapide. Comme son nom
l’indique, il est suffisamment stable pour ne pas pre´senter de proble`me.
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Figure 3.8 Re´partition des modes longitudinaux et late´raux dans le plan complexe
De cette e´tude, nous comprenons que les modes les plus contraignants sont le short period
et le Dutch Roll. Pour cela, nous proposons d’e´tudier l’influence de l’altitude et de la vitesse
vraie sur ces derniers avant d’envisager une strate´gie a` adopter pour la commande de vol.
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3.4.2 Influence de l’altitude et de la vitesse sur les modes du Cessna Citation X
La Figure 3.9 montre l’e´volution du mode short period dans le plan complexe en fonction
de l’altitude et de la vitesse vraie pour une masse et un centrage fixe´s. Le symbol 
repre´sente un poˆle pour une condition altitude/vitesse, une ligne de couleur repre´sente soit
une iso-altitude, soit un iso-vitesse et les fle`ches (I) indiquent le sens croissant des vitesses
ou des altitudes.
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Figure 3.9 E´volution du mode short period en fonction de l’altitude et de la vitesse
De fac¸on ge´ne´rale, on peut noter que :
- pour une altitude fixe, la vitesse influe principalement sur la pulsation propre du
short period (ωsp). Une augmentation de la vitesse (e´quivalent ici a` l’augmentation du
nombre de Mach) augmente la pulsation propre tandis que l’amortissement du mode
(ξsp) n’est quasiment pas affecte´.
- pour une vitesse fixe, une augmentation de l’altitude tend a` re´duire aussi bien la
pulsation propre ωsp que l’amortissement ξsp.
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La Figure 3.10 montre l’e´volution du mode Dutch roll dans le plan complexe en fonction
de l’altitude et de la vitesse vraie pour une masse et un centrage fixe´s.
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Figure 3.10 E´volution du mode Dutch roll en fonction de l’altitude et de la vitesse
De fac¸on ge´ne´rale, on peut noter que :
- pour une basse altitude fixe, l’influence de la vitesse est quasiment nulle sur la
pulsation propre ωdr et sur l’amortissement ξdr. En effet, meˆme si on distingue certaines
variations sur la Figure 3.10(a), ces dernie`res restent ne´gligeables. A` haute altitude
cependant, une augmentation de la vitesse tend a` rendre le mode instable.
- pour une vitesse fixe, une augmentation de l’altitude tend a` diminuer l’amortissement
ξdr tandis que la pulsation propre ωdr reste globalement constante.
A` la lumie`re de cette analyse de stabilite´, nous comprenons qu’il est ne´cessaire de concevoir
un syste`me qui permet d’ame´liorer la stabilite´ et la manœuvrabilite´ de l’avion. Ceci fait l’objet
du prochain chapitre.
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CHAPITRE 4 CONCEPTION DES LOIS DE COMMANDE INTERNES
Dans ce chapitre nous discutons d’une me´thodologie pour la synthe`se de correcteurs qui
permette d’ame´liorer les qualite´s de vol naturelles d’un avion. Dans une premie`re partie,
nous pre´senterons quelques rappels portant sur les syste`mes line´aires et sur la commande
optimale. Ces derniers nous seront utiles pour le de´veloppement de l’algorithme de commande.
Puis dans une deuxie`me partie, nous nous inte´resserons a` la de´finition des besoins des
syste`mes de commande. Nous y pre´senterons dans un premier temps deux architectures
de controˆle qui permettront d’ame´liorer la stabilite´ et la manœvrabilite´ d’un avion. Puis,
dans un second temps, nous de´finirons un ensemble d’exigences de conception accompagne´s
de crite`res de performance que les syste`mes de commande devront satisfaire. Un cahier des
charges sera ensuite e´labore´ dans le but d’orienter notre e´tude. Dans une troisie`me partie, nous
de´velopperons la me´thodologie utilise´e pour la synthe`se des correcteurs. Nous y pre´senterons
d’abord les principales e´tapes de la me´thodologie, puis nous montrerons ensuite comment
utiliser un algorithme ge´ne´tique pour automatiser le processus de calcul. Enfin, dans une
quatrie`me et dernie`re partie, nous discuterons d’analyse de robustesse. Une introduction a`
la the´orie des applications gardiennes y sera pre´sente´e avant de montrer l’application a` la
commande de vol.
4.1 Commandabilite´ d’un syste`me non line´aire et commande optimale
Dans cette section, nous pre´sentons un ensemble de notions qui nous permettra par
la suite, de de´velopper les diffe´rents syste`mes de commande d’un avion. Pour cela, nous
reprenons ici les meˆmes notations que dans la section 3.1 ; c’est-a`-dire que nous conside´rons
de fac¸on ge´ne´rale le syste`me non line´aire :
x˙ = f(x,η) (4.1)
et son line´arise´ tangent au voisinage du point d’e´quilibre (xe,ηe) :
∆x˙ = A∆x + B∆η (4.2)
ou` x ∈ Rn est le vecteur d’e´tat du syste`me, η ∈ Rm est le vecteur de commande, ∆x = x−xe
et ∆η = η − ηe.
La commandabilite´ est un concept tre`s important dans l’automatique moderne puisqu’elle
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e´tablit le fait qu’il est possible de commander un syste`me dans le but de modifier une ou
plusieurs de ses proprie´te´s dynamiques. Une de´finition possible de la commandabilite´ est :
De´finition 4.1. Un e´tat xk du syste`me non line´aire (4.1) est dit commandable, s’il est
possible de trouver une commande η(t) qui permet d’apporter tout e´tat initial, xk(t0), vers
un e´tat de´sire´, xkd = xk(t1), en un temps fini t1. Si cette proprie´te´ est ve´rifie´e ∀k ∈ [1, ..., n]
et quel que soit l’instant initial t0, alors le syste`me est dit comple`tement commandable.
Les mode`les mathe´matiques des syste`mes non line´aires e´tant difficiles a` e´tudier et les
me´thodes de synthe`se des syste`mes line´aires e´tant tre`s abondantes, on a tendance a` se
rapporter a` l’e´tude du line´arise´ tangent au voisinage d’un point d’e´quilibre [5, 21] en notant
que :
Proposition 4.1. Si le line´arise´ tangent au point d’e´quilibre (xe,ηe) est comple`tement com-
mandable, alors le syste`me non line´aire (4.1) est comple`tement commandable au voisinage
du point d’e´quilibre (xe,ηe).
Or, il est bien connu de la litte´rature [5], que la condition ne´cessaire et suffisante pour qu’un
syste`me line´aire invariant soit dit comple`tement commandable de´pend uniquement de la paire
(A, B), ou plus pre´cise´ment de la matrice de commandabilite´.
Proposition 4.2. Le syste`me repre´sente´ par l’e´quation d’e´tat (4.2) est dit comple`tement
commandable, si et seulement si le rang de la matrice de commandabilite´ C, de´finie par :
C(A,B) =
[
B
... AB
... · · · ... An−1B
]
(4.3)
est de rang n.
En pratique, la commande optimale suppose que toutes les variables d’e´tat sont accessibles
et que la paire (A, B) est comple`tement commandable. Sous de telles conditions, elle permet
de trouver la matrice de gain K ∈ Rm×n tel que :
∆η = −K∆x + ∆r (4.4)
de manie`re a` minimiser l’indice de performance J de´fini par :
J =
∫ ∞
0
(
∆xTQ∆x + ∆ηTR∆η
)
dt (4.5)
ou` Q est une matrice de ponde´ration syme´trique semi-de´finie positive qui caracte´rise les
performances attendues sur l’e´tat du syste`me en boucle ferme´e, R est une matrice de
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ponde´ration syme´trique de´finie positive qui caracte´rise les performances attendues sur la
commande et ∆r est la consigne.
La solution de minimisation de l’indice de performance J est alors donne´e par :
K = R−1BTP (4.6)
ou` P est la matrice de gain de Ricatti et l’unique solution de l’e´quation alge´brique de Ricatti
[16, 18, 25, 46] sous la forme :
ATP + PA−PBR−1BTP + Q = 0 (4.7)
qui peuvent eˆtre obtenues graˆce aux fonctions lqr et are de Matlab.
Compte tenu de l’expression de la commande ∆η, la boucle ferme´e est donne´e par :
∆x˙ = (A−BK)∆x + B∆r ≡ Abf∆x + B∆r (4.8)
ou` Abf refle`te les performances locales du syste`me non line´aire sous l’effet de la commande
(4.4). Le sche´ma-bloc correspondant est illustre´ sur la Figure 4.1.
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Dynamique du 
système non linéaire :
Δx
K
xe
x
ηe
Δη
x = f(x, η, t)
ηΔr
Figure 4.1 Structure de commande par retour d’e´tat
Bien entendu, le mode`le non line´aire e´tant line´arise´ en plusieurs points d’e´quilibre, il va de
soi que les matrices de gain calcule´es aux diffe´rents points de fonctionnement devront eˆtre
interpole´es en fonction de l’e´tat du syste`me. Cependant, le concept de gain scheduling ne
sera pas traite´ dans ce me´moire.
Cette section nous fait voir que trouver une commande, η = ηe + ∆η, qui stabilise
localement le syste`me non line´aire (4.1), revient a` choisir les matrices de ponde´ration Q et R
qui stabilisent le syste`me line´aire (4.2). Nous verrons plus tard comment choisir ces matrices
en fonction des performances souhaite´es sur le syste`me en boucle ferme´e.
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4.2 Architecture de commande et introduction aux qualite´s de vol
Cette section a pour but de pre´senter les diffe´rentes architectures de commande propose´es
dans ce me´moire ainsi que les spe´cifications qu’elles devront satisfaire. Pour cela, nous
montrerons dans un premier temps deux syste`mes de commande ; un syste`me pour la
commande de l’angle de tangage et un syste`me pour la commande de l’angle de roulis. Puis
dans un second temps, nous exposerons diffe´rentes qualite´s de vol connues dans la litte´rature
qui permettent de quantifier la facilite´ de pilotage d’un avion. Enfin, nous terminerons par
l’e´laboration d’un cahier des charges pour chacun des deux syste`mes pre´sente´s.
4.2.1 Architecture de controˆle
Comme nous l’avons vu dans la section 3.4, bien qu’un avion puisse eˆtre stable 1 pour
certaines conditions de vol, plusieurs modes restent tre`s peu amortis ou tre`s lents. Ceci rend
donc le pilotage tre`s difficile car, la moindre perturbation sur le manche peut entraˆıner de
grands mouvements oscillatoires. On comprend alors le stress qu’un pilote peut avoir lorsqu’il
s’agit de suivre une trajectoire bien pre´cise, tout en assurant le confort des passagers. Pour
e´viter cela, les inge´nieurs conc¸oivent des syste`mes de commande dans le but d’ame´liorer
les qualite´s de vol et permettre ainsi un pilotage moins pe´rilleux. La Figure 4.2 illustre les
diffe´rentes boucles de commande que l’on peut retrouver dans un avion moderne.
Pilote Manche
Calculateur embarqué
commandes de vol
Actionneurs
gouvernes, moteurs
Avion
Capteurs
Centrale inertielle, pitot, etc.
Tableau de bord
Calculateur embarqué
pilote automatique
Figure 4.2 Architecture ge´ne´rale pour la commande d’un avion
1. Stable au sens de la de´finition 3.2
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On y retrouve principalement quatre boucles :
- la boucle ouverte repre´sente´e en trait continu. Elle comprend les actionneurs, la
dynamique naturelle de l’avion et les capteurs.
- la boucle interne repre´sente´e en (−−). Elle est ge´ne´ralement forme´e de deux
boucles ; une boucle interne appele´e SAS (Stability Augmentation System) qui permet
d’ame´liorer les qualite´s de vol de l’avion et une boucle externe appele´e CAS (Control
Augmentation System) qui permet de controˆler un des axes de l’avion.
- la boucle externe pour le pilotage automatique repre´sente´e en (−·−). Cette dernie`re
sera traite´e plus en de´tail dans le chapitre 5.
- la boucle du pilote repre´sente´e en (· · ·) qui concerne le pilotage manuel.
Dans le cadre de ce me´moire, deux boucles internes ont e´te´ de´veloppe´es dans le but
d’ame´liorer le comportement dynamique de l’avion.
La premie`re boucle interne (voir Figure 4.3) permet de controˆler l’angle de tangage (θ)
au moyen des e´le´vateurs (δe). Elle est divise´e en deux boucles : une boucle pour le SAS(1) et
une boucle pour le CAS(1). Le SAS(1) est constitue´ d’une matrice de gains, kθδe, qui permet
d’effectuer un retour d’e´tat sur la variation (∆xˆlon) des variables estime´es du mouvement
longitudinal (uˆb, wˆb, qˆ et θˆ) par rapport a` un e´quilibre (ube , wbe , qe et θe). Le CAS(1) est
compose´e d’un correcteur PI (kθp, kθi) et d’un gain d’action directe (kθff ).
+
-
Dynamique complete 
de l'avion :
Actionneurs + Moteurs 
+ dynamique naturelle 
de l'avion + capteurs + 
filtre de Kalman + 
delais
Délais de la 
boucle interne
1
s
kθi
kθff
kθp
kθδe
θref
δee
δecom
[ub , wb , q , θ]
T
[ube , wbe ,qe , θe]
T
Δδecom
θ
Δxlon
θe
θe
+
-
+
+
-
+
-
+
+
CAS(1)
SAS(1)
^ ^ ^
^
^
Δθ
^
^
+
-
+
-
Δε
Figure 4.3 Architecture de la boucle interne pour le controˆle de l’angle de tangage
La deuxie`me boucle interne (voir Figure 4.4) permet de controˆler l’angle de roulis (φ)
au moyen des ailerons (δa) et de la gouverne de direction (δr). Contrairement au controˆle de
l’angle de tangage, deux gouvernes sont ici utilise´es a` cause du couplage entre les mouvements
de roulis et de lacet. En effet, un mouvement en lacet induit un mouvement de roulis, et
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un mouvement de roulis induit un mouvement de lacet inverse. Il est donc ne´cessaire de
coordonner les deux gouvernes pour obtenir un mouvement late´ral synchronise´. A` cette fin,
la boucle pour le SAS(2) est compose´e de deux retours d’e´tat sur la variation (∆xˆlat) des
variables estime´es du mouvement late´ral (vˆb, pˆ, rˆ et φˆ) par rapport a` un e´quilibre (vbe , pe, re
et φe).
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Figure 4.4 Architecture de la boucle interne pour le controˆle de l’angle de roulis
La matrice de gains, kφδa, permet d’effectuer un retour sur les ailerons afin de stabiliser le
mouvement de roulis, tandis que la matrice de gains, kφδr, permet d’effectuer un retour sur la
gouverne de direction pour stabiliser le mouvement de lacet. La boucle CAS(2) est compose´e
d’un correcteur PI (kφp, kφi), d’un gain d’action directe (kφff ) et d’un gain d’interconnexion
(kφii) qui permet de coordonner les deux gouvernes.
Pour finir, nous pouvons remarquer sur la Figure 4.2 que les deux boucles internes sont
aussi bien utilise´es par le pilote automatique que par le pilote. Pour cela, dans le cas d’un
pilotage manuel, nous prendrons en compte le mode`le du pilote tel qu’illustre´ ci-dessous :
Modèle du 
pilote
1
s
θd ,Φd
+
-
^
Modèle du 
manche
θ,Φ
^
θref ,Φrefθref ,Φref Vers les boucles 
internes
Figure 4.5 Illustration du mode`le du pilote dans la boucle de pilotage
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Ainsi, les algorithmes de´veloppe´s dans ce me´moire devront eˆtre capables de s’adapter en
fonction du type de pilotage (manuel ou automatique).
4.2.2 Introduction aux qualite´s de vol : de´finitions et spe´cifications militaires
Les qualite´s de vol sont des spe´cifications qui permettent de quantifier l’efficacite´ d’un
avion. Elles sont principalement base´es sur l’opinion des pilotes qui, lors d’essais en vol
ou sur simulateur, donnent leur avis sur la manœuvrabilite´ de l’appareil. Les spe´cifications
conside´re´es dans ce me´moire, proviennent principalement de the U.S “Military Specification
for the Flying Qualities of Piloted Airplanes”. Ces dernie`res sont d’origines militaires et sont
classe´es selon le type d’avion, la phase de vol et le niveau d’acceptabilite´ des qualite´s de
vol. Elles sont re´sume´es dans le Tableau 4.1 ; les qualite´s de vol sont classe´es selon l’e´chelle
d’opinion de Cooper-Harper.
Tableau 4.1 Classifications des avions, des phases de vol et des qualite´s de vol
Classification des avions
Classe I Avion le´ger et de petite taille.
Classe II Avion de masse moyenne avec manœuvrabilite´ moyenne.
Classe III Avion lourd avec manœuvrabilite´ moyenne.
Classe IV Avion de haute manœuvrabilite´.
Classification des phases de vol
Cate´gorie A Phases de vol non terminales qui exigent des manœuvres rapides :
poursuite rapide ou controˆle pre´cis d’une trajectoire (ex. reconnaissance,
attaque au sol, vol en formation).
Cate´gorie B Phases de vol non terminales qui exigent des manœuvres graduelles :
poursuite ou controˆle d’une trajectoire moins pre´cise (ex. monte´e, vol en
palier, descente).
Cate´gorie C Phases de vol terminales qui exigent des manœuvres graduelles et un
controˆle pre´cis d’une trajectoire (ex. de´collage, approche, atterrissage).
Classification des qualite´s de vol
Niveau 1 Qualite´s de vol ade´quates pour la phase de vol de la mission conside´re´e.
Niveau 2 Qualite´s de vol ne´cessaires pour accomplir la phase de vol de la mission
conside´re´e, mais une augmentation de la charge de travail du pilote et/ou
une de´gradation dans l’efficacite´ de la mission est possible.
Niveau 3 Qualite´s de vol suffisantes pour que l’avion puisse eˆtre controˆle´ en toute
se´curite´, mais la charge de travail du pilote est excessive et/ou l’efficacite´
de la mission est juge´e insuffisante.
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Pour plus de de´tails concernant les qualite´s de vol, le lecteur pourra se re´fe´rer aux livres de
Stevens et Lewis [46] et de Cook [11]. Dans la suite, nous re´sumons l’ensemble des crite`res
relatifs a` chacun des modes de l’avion.
Spe´cifications pour le mode phugo¨ıde. Le mode phugo¨ıde est un mode ge´ne´ralement
stable mais qui posse`de un amortissement tre`s faible. Les crite`res associe´s a` l’amortissement
de ce mode sont de´crits dans le Tableau 4.2 :
Tableau 4.2 Spe´cifications pour l’amortissement du mode phugo¨ıde
Niveau 1 ξph ≥ 0.04
Niveau 2 ξph ≥ 0
Niveau 3 Si instable, T2ph ≥ 55 s
ou` ξph est l’amortissement du mode phugo¨ıde et T2ph est le temps de double amplitude ;
c’est-a`-dire le temps requis pour que l’oscillation de θ(t) due au phugo¨ıde double d’amplitude :
T2ph =
−ln(2)
ξphωph
(4.9)
ou` ωph la pulsation propre du mode phugo¨ıde.
Spe´cifications pour le mode short period. Le mode short period e´tant un mode tre`s
rapide et moyennement amorti, son excitation a tendance a` engendrer des mouvements tre`s
brusques et inde´sirables pour les passagers ou pour le pilote. Il est donc important de garantir
un minimum d’amortissement vis-a`-vis de ce mode. Le Tableau 4.3 se re´fe`re aux valeurs
requises en fonction de la phase de vol et du niveau de stress impose´ au pilote :
Tableau 4.3 Spe´cifications pour l’amortissement du mode short period
Cat. A & C Cat. B
Niveau Minimum Maximum Minimum Maximum
1 0.35 1.30 0.30 2.00
3 0.25 2.00 0.20 2.00
3 0.15 Pas de limite 0.15 Pas de limite
Spe´cifications pour le mode Dutch roll. Le Dutch roll, similaire au phugo¨ıde, est un
mode tre`s peu amorti qui peut devenir divergent a` haute vitesse et haute altitude. Comme
de´crits dans le Tableau 4.4, les crite`res requis pour ce mode ne varient pas grandement d’une
phase de vol a` l’autre ou d’une classe a` une autre (en particulier pour les niveaux 2 et 3).
73
Tableau 4.4 Spe´cifications pour le mode Dutch roll
Cate´gorie de la Classe min min min
Niveau de phase de vol d’avion ξdr ξdrωdr ωdr
1 A I, IV 0.19 0.35 1.0
II, III 0.19 0.35 0.4
B Toutes 0.08 0.15 0.4
C I, II-C, IV 0.08 0.15 1.0
I, II-L, III 0.08 0.15 0.4
2 Toutes Toutes 0.02 0.05 0.4
3 Toutes Toutes 0.02 Pas de limite 0.04
Spe´cifications pour le mode roulis amorti. Le mode roulis amorti comme e´voque´ dans
la section 3.4 ne pose ge´ne´ralement aucune difficulte´ car, il est suffisamment loin de l’axe
imaginaire. Le seul crite`re requis pour ce mode porte sur la constante de temps qui est
fonction de la phase de vol et de la classe de l’avion comme pre´sente´ dans le Tableau 4.5.
Tableau 4.5 Spe´cifications pour la constante de temps (τra) du mode roulis amorti
Cate´gorie de la Classe
phase de vol d’avion Niveau 1 Niveau 2 Niveau 3
A I, IV 1.0 s 1.4 s Pas de limite
II, III 1.4 s 3.0 s Pas de limite
B Toutes 1.0 s 1.4 s 10 s
C I, II-C, IV 1.0 s 1.4 s Pas de limite
II-L, III 1.4 s 3.0 s Pas de limite
Spe´cifications pour le mode spiral. Le mode spiral e´tant un mode tre`s lent, seul le temps
de double amplitude T2s sur l’angle de roulis est important. Les valeurs minimales acceptables
en fonction de la phase de vol et des qualite´s de vol sont re´sume´es dans le Tableau 4.6 :
Tableau 4.6 Spe´cifications pour le temps de double amplitude pour le mode spiral
Cate´gorie de la
phase de vol Niveau 1 Niveau 2 Niveau 3
A 12 s 8 s 4 s
B 20 s 8 s 4 s
C 12 s 8 s 4 s
74
A` ces spe´cifications, nous rajoutons certains crite`res base´s sur des notions e´le´mentaires
d’asservissement. Ces derniers nous permettront d’appre´cier la qualite´ de la re´ponse de
l’avion en terme de de´passement, de temps de re´ponse, d’erreur par rapport a` une re´fe´rence
a` suivre, de marge de gain et de marge de phase.
Spe´cifications temporelles. Dans le cas d’un pilotage automatique, ou` le but de la
commande se re´sume a` atteindre une re´fe´rence donne´e, nous nous inte´resserons a` des crite`res
portant sur la re´ponse d’un syste`me a` une entre´e de type e´chelon. Les diffe´rentes grandeurs
conside´re´es sont illustre´es sur la Figure 4.6 :
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Figure 4.6 Re´ponse d’un syste`me a` une entre´e de type e´chelon
ou` y(t) est la re´ponse du syste`me, yss est la valeur en re´gime permanent, D est la valeur
du de´passement maximal et Tr est le temps de re´ponse a` x%. On de´finit aussi l’erreur de
position : ep = 1− yss. Nous conside`rerons qu’une re´ponse est satisfaisante si elle respecte les
limites impose´es du Tableau 4.7.
Tableau 4.7 Spe´cifications temporelles pour le pilotage automatique
Crite`re Limite
De´passement maximal D ≤ 0.05
Temps de re´ponse a` 5% Tr ≤ 2s
Erreur de position ep ≤ 10−2
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Dans le cas d’un pilotage manuel, ou` le but de la commande se re´sume a` suivre une
re´fe´rence variante dans le temps, nous nous inte´resserons a` des crite`res portant sur la re´ponse
d’un syste`me a` une entre´e de type rampe. Les diffe´rentes grandeurs conside´re´es sont illustre´es
sur la Figure 4.7,
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Figure 4.7 Re´ponse d’un syste`me a` une entre´e de type rampe
ou` y(t) est re´ponse du syste`me, Tr est le temps de re´ponse a` x% et ev est l’erreur de vitesse. Ici
aussi, nous conside`rerons qu’une re´ponse est satisfaisante si elle respecte les limites impose´es
du Tableau 4.8.
Tableau 4.8 Spe´cifications temporelles pour le pilotage manuel
Crite`re Limite
Temps de re´ponse a` 5% Tr ≤ 2s
Erreur de vitesse ev ≤ 10−2
Spe´cifications fre´quentielles. Pour finir, il est commun de ve´rifier les marges de gain et de
phase d’un syste`me qui permettent de garantir une certaine marge de stabilite´. Dans le cas
de la commande de vol, il est important de s’assurer que le pilote, une fois dans la boucle de
commande, ne menace pas la stabilite´ de l’ae´ronef [42, 46]. A` cette fin, une marge de phase
de 45◦ peut suffire pour prendre en compte le temps de re´action du pilote qui peut de´te´riorer
la stabilite´ de l’avion. De meˆme, une marge de gain de 6 dB permet de tole´rer l’ajout du gain
duˆ a` la pre´sence d’un pilote.
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4.2.3 E´laboration d’un cahier des charges
En regroupant l’ensemble des crite`res et qualite´s de vol vus dans la section pre´ce´dente,
nous de´finissons ici un cahier des charges qui traduira les performances de l’avion. Parmi
les diffe´rentes phases de vol et les diffe´rents niveaux, nous avons choisi de respecter tous les
requis du niveau 1 en trouvant un compromis entre les phases de vol. Le Tableau 4.9 re´sume
les performances attendues pour le SAS (SAS(1) + SAS(2)).
Tableau 4.9 Cahier des charges pour le SAS
SAS Mode Spe´cification Niveau Phase de vol
SAS(1) Phugo¨ıde ξph ≥ 0.04 1 A, B et C
Short period 0.35 ≤ ξsp ≤ 1.30 1 A, B et C
SAS(2) Dutch roll ξdr ≥ 0.19 1 A, B et C
ωrh ≥ 1.0 rad/s 1 A, B et C
ξdrωrh ≥ 0.35 rad/s 1 A, B et C
Spiral T2s ≥ 12 sec 1 A, B et C
Roulis amorti τra ≤ 1.0 sec 1 A, B et C
Une fois le SAS valide´, le CAS sera ajoute´ dans la loi de controˆle pour commander l’angle
de tangage ou l’angle de roulis. Le Tableau 4.10 re´sume les performances attendues pour le
CSAS (CAS(1,2) + SAS(1,2)).
Tableau 4.10 Cahier des charges pour le CSAS
Pilotage Pilotage
CSAS Spe´cification automatique manuel
CSAS(1,2) Temps de re´ponse a` 5% 2 s 2 s
De´passement maximal ≤ 5% N/A
Erreur de position ep ≤ 10−2 N/A
Erreur de vitesse N/A ev ≤ 10−2
Marge de gain N/A MG ≥ 6 dB
Marge de phase N/A MP ≤ 45◦
Les architectures de controˆle et les spe´cifications e´tant de´finies, nous pre´sentons dans la
section qui suit, diffe´rentes the´ories lie´es au controˆle et leurs applications a` la commande de
vol.
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4.3 Algorithme de controˆle applique´ a` la commande de vol
Nous discutons ici de la me´thodologie utilise´e pour la conception des syste`me de
commande pre´sente´s dans la section 4.2.1. A` cet effet, nous pre´senterons dans une premie`re
partie les principaux axes de la me´thodologie propose´e. Puis, dans une seconde partie, nous
montrerons comment un algorithme ge´ne´tique peut eˆtre utilise´ dans le but d’automatiser la
recherche des correcteurs qui satisfont les spe´cifications impose´es par le cahier des charges.
Nous y pre´senterons dans un premier temps le principe ge´ne´ral de l’algorithme, puis dans un
second temps, nous y de´taillerons chacune des e´tapes de ce dernier.
4.3.1 Pre´sentation de la me´thodologie utilise´e pour les synthe`ses des correcteurs
En reprenant les architectures des deux boucles internes pre´sente´es dans la section 4.2.1
(voir Figures 4.3 et 4.4), nous pouvons de´velopper les expressions des lois de commande pour
l’angle de tangage et pour l’angle de roulis tel que :
∆δecom = −kθδe∆xˆlon − kθi∆εθ + kθp∆ε˙θ + kθff∆θref (4.10)
et : [
∆δacom
∆δrcom
]
= −
[
kφδa
kφδr
]
∆xˆlat −
[
kφi
kφii
]
∆εφ +
[
kφp
0
]
∆ε˙φ +
[
kφff
0
]
∆φref (4.11)
Puis, en introduisant les notations e´quivalentes du Tableau 4.11, il est possible de de´finir une
loi de commande e´quivalente ∆ηcom tel que :
∆ηcom = −k∆xˆ− ki∆ε+ kp∆ε˙+ kff∆yref (4.12)
de manie`re a` pouvoir repre´senter les deux boucles internes sous une forme ge´ne´rale comme
illustre´ sur la figure ci-dessous :
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Figure 4.8 Repre´sentation des boucles internes sous la forme e´quivalente
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Tableau 4.11 Notations e´quivalentes pour les boucles internes
Notation Boucle interne pour Boucle interne pour
e´quivalente le controˆle de θ le controˆle de φ
∆x ∆xlon ∆xlat
∆η ∆δe [∆δa,∆δr]
T
∆y ∆θ ∆φ
∆ε ∆εθ ∆εφ
k kθδe [kφδa ,kφδr ]
T
ki kθi [kφi, kφii]
T
kp kθp [kφp, 0]
T
kff kθff [kφff , 0]
T
Graˆce a` cette conside´ration, on comprend alors que quel que soit la boucle interne ou quel que
soit le type de pilotage (manuel/automatique), l’objectif principal de l’algorithme de controˆle
est de trouver un ensemble de gains (k,ki,kp,kff ) tel que le syste`me e´quivalent en boucle
ferme´e respecte les spe´cifications impose´es par le cahier des charges.
La me´thodologie utilise´e dans ce me´moire pour re´soudre le proble`me de controˆle, repose
sur un couplage entre une me´thode de controˆle optimale (LQR) et un algorithme ge´ne´tique.
Elle peut eˆtre re´sume´e en six e´tapes, qui sont :
1. Choisir le type de controˆle :
- Pour le controˆle de l’angle de tangage, poser A = Alon, B = Blon/∆δe et choisir C
tel que ∆θ = C∆xlon.
- Pour le controˆle de l’angle de roulis, poser A = Alat, B = [Blat/∆δa ,Blat/∆δr ] et
choisir C tel que ∆φ = C∆xlat.
2. Choisir le type de pilotage : manuel ou automatique.
3. De´finir les notations e´quivalentes du Tableau 4.11.
4. Calculer les gains k et ki a` partir de la me´thode LQR :
(i) Augmenter le syste`me initial en prenant en compte l’erreur : ∆ε˙ = ∆yref − ∆y.
On obtient alors le syste`me augmente´ en boucle ouverte ci-dessous :
∆x˙aug =
[
∆x˙
∆ε˙
]
=
[
A 0n×1
−C 01×1
]
︸ ︷︷ ︸
Aaug
[
∆x
∆ε
]
+
[
B
01×m
]
︸ ︷︷ ︸
Baug
∆η +
[
0n×1
1
]
∆yref (4.13)
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ou` m repre´sente le nombre de colonnes de B (m = 1 pour le controˆle de θ et
m = 2 pour le controˆle de φ).
(ii) Ve´rifier la commandabilite´ de la paire (Aaug,Baug). Si comple´tement
commandable, continuer, sinon il est impossible de commander le syste`me.
(iii) Choisir des matrices de ponde´rations Q ∈ R(n+1)×(n+1) et R ∈ Rm×m a` l’aide
d’un algorithme ge´ne´tique, puis appliquer la me´thode LQR au syste`me augmente´
(Aaug,Baug). On obtient alors la matrice de gains K = [k, ki].
5. Choisir les gains kp et kff a` l’aide d’un algorithme ge´ne´tique.
6. Calculer les performances obtenues sur la boucle ferme´e :
- Pour le pilotage automatique, la boucle ferme´e correspond uniquement a` la boucle
interne e´quivalente (voir Figure 4.8).
- Pour le pilotage manuel, la boucle ferme´e prend en compte le mode`le du pilote +
manche (voir Figure 4.5) et la boucle interne e´quivalente.
Si les spe´cifications du cahiers des charges pour le SAS et pour le CSAS sont respecte´es,
arreˆter la recherche, sinon, retourner a` l’e´tape 4.
Finalement, trouver un correcteur pour une boucle interne et pour un type de pilotage,
revient a` trouver les matrices de ponde´rations (Q, R) et les gains (kp, kff ) qui garantissent
le respect du cahier des charges. Cependant, a` cause du nombre de combinaisons possibles,
trouver une telle solution n’est pas chose facile. A` cet effet, un algorithme ge´ne´tique peut
eˆtre utilise´ pour automatiser la recherche et trouver une solution dans un temps raisonnable.
Son principe et son application sont pre´sente´s dans la section qui suit.
4.3.2 Algorithme ge´ne´tique applique´ a` la commande de vol
Comme mentionne´ dans la section 1.3.5, l’algorithme ge´ne´tique reproduit le principe
d’e´volution des espe`ces dans le but de trouver une solution a` un proble`me donne´. Afin de
mieux repre´senter les diffe´rents concepts de l’algorithme, nous empruntons ici certains termes
propres aux mondes de la biologie et de la ge´ne´tique. Dans la suite, nous parlerons de :
- population pour de´signer un ensemble d’individus.
- individu pour de´signer une solution possible au proble`me donne´.
- chromosome pour de´signer une partie d’une solution, donc d’un individu.
- ge`ne pour de´signer une partie d’un chromosome.
- adaptation pour caracte´riser la viabilite´ d’une solution.
- ge´ne´ration pour de´signer une ite´ration de l’algorithme.
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Le principe de base d’un algorithme ge´ne´tique consiste a` prendre une population initiale
et a` laisser les individus se de´velopper conforme´ment a` un mode`le d’e´volution selon des
processus ale´atoires. L’algorithme peut eˆtre de´coupe´ en cinq parties :
1. De´finition de la structure d’un individu et cre´ation d’une population initiale,
2. E´valuation des individus,
3. Cre´ation de nouveaux individus a` partir de la population actuelle,
4. Insertion des nouveaux individus dans la population,
5. Re´pe´tition du processus d’e´volution.
Dans la suite, nous de´taillons chacune d’elles.
De´finition de la structure d’un individu et cre´ation d’une population initiale
Dans notre cas, un individu (i.e. une solution) est donne´e par l’ensemble {Q,R,kp,kff}.
On de´finit alors trois chromosomes : le chromosome Q, le chromosome R et le chromosome
kpf = [kp,kff ]. Afin de simplifier l’e´tude, nous supposons que les matrices de ponde´rations
Q et R sont diagonales ; c’est-a`-dire que :
Q =

Q1 (0)
. . .
(0) Qn+1
 R =

R1 (0)
. . .
(0) Rm
 (4.14)
Sous cette hypothe`se, un individu j peut eˆtre repre´sente´ sous la forme d’un vecteur Id
constitue´ des ge`nes de chacun des chromosomes, tel que :
Idj =
[
Q1,j · · · Qn+1,j︸ ︷︷ ︸
Q
R1,j · · · Rm,j︸ ︷︷ ︸
R
kpj kffj︸ ︷︷ ︸
kpf
]
(4.15)
Une population de N individus est alors repre´sente´e sous la forme d’une matrice, tel que :
Pp =

Q1,1 · · · Qn+1,1 R1,1 · · · Rm,1 kp1 kff1
Q1,2 · · · Qn+1,2 R1,2 · · · Rm,2 kp2 kff2
...
...
...
...
...
...
...
...
Q1,N · · · Qn+1,N R1,N · · · Rm,N kpN kffN

←
←
←
←
Individu n◦1
Individu n◦2
...
Individu n◦N
A` titre illustratif, nous donnons sur la Figure 4.9 une repre´sentation plus sche´matique des
concepts de population, d’individu et de chromosome.
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Figure 4.9 Repre´sentations d’une population, d’un individu et d’un chromosome
Pour amorcer le processus d’e´volution, il est ne´cessaire de cre´er une population initiale.
Celle-ci peut eˆtre obtenue en ge´ne´rant des ge`nes de fac¸on ale´atoire dans des intervalles donne´s.
Le choix des intervalles est purement arbitraire et de´pend du proble`me donne´. Dans notre
cas, nous avons re´alise´ plusieurs essais pour en de´duire les intervalles moyens suivants :
Qi,j ∈ [10−5, 100]
Ri,k ∈ [10−5, 1]
kpi ∈ [−30, 30]
kffi ∈ [−30, 30]
∣∣∣∣∣∣∣
i = 1, ..., n+ 1
j = 1, ..., N
k = 1, ...,m
(4.16)
E´valuation des individus
L’e´valuation des individus est l’e´tape la plus essentielle de l’algorithme car elle permet de
quantifier le degre´ d’adaptation de chacun des individus ; c’est-a`-dire de savoir si ces derniers
sont “bons” ou “mauvais”. Dans notre cas, un individu sera dit adapte´, si le correcteur qu’il
engendre satisfait les spe´cifications du cahier des charges pour le SAS et pour le CSAS. Un
individu se verra attribuer un indice de qualite´ IQs, tel que :
IQs = ℵ × 10 (4.17)
ou` ℵ repre´sente le nombre de spe´cifications respecte´es. De plus, pour distinguer deux individus
qui respectent toutes les spe´cifications, nous rajoutons un indice de qualite´ (IQk) qui porte
sur les gains du correcteur, tel que :
IQk =
10∑
0<j<m
0<l<n
k2j,l +
∑
0<j<m
k2ij +
∑
0<j<m
k2pj +
∑
0<j<m
k2ffj
(4.18)
Bien entendu, l’indice IQk n’est calcule´ que si l’indice IQs est maximal. Ainsi, plus l’indice
de qualite´ total (IQ = IQs + IQk) est e´leve´, plus un individu a de chance de satisfaire le
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cahier des charges.
Par la suite, la population est classe´e par ordre de´croissant de l’indice de qualite´ total ;
c’est-a`-dire de l’individu le plus adapte´ a` l’individu le moins adapte´.
Ge´ne´ration de nouveaux individus : croisement, mutation et cobaye
La cre´ation de nouveaux individus permet de combiner ou de modifier le patrimoine
ge´ne´tique des individus dans le but de diversifier la population et ainsi, cre´er des combinaisons
ge´ne´tiques qui n’e´taient pas pre´vues dans la population initiale. Plusieurs me´thodes peuvent
eˆtre conside´re´es en fonction du proble`me donne´ ou en fonction du niveau de connaissance en
programmation. Dans le cadre de ce me´moire, trois me´thodes ont e´te´ retenues.
Me´thode par croisement. Un croisement consiste a` prendre deux individus (parents) et a`
croiser leurs ge`nes pour cre´er deux nouveaux individus (enfants). Afin de diversifier au mieux
les individus, nous avons opte´ pour deux types de croisement :
- le croisement multi-points : deux individus sont se´lectionne´s au hasard dans la
population et sont divise´s en deux ou trois sections (le choix est ale´atoire), puis, les
ge`nes de chaque parent sont distribue´s pour former deux enfant. La Figure 4.10 illustre
un croisement en trois sections pour le cas particulier ou` n = 4 et m = 2.
Q1,1 Q2,1 Q3,1 Q4,1 R1,1 R2,1 kp1 kff1
Q1,2 Q2,2 Q3,2 Q4,2 R1,2 R2,2 kp2 kff2
Q1,1 Q2,1
Q3,1 Q4,1 R1,1
R2,1 kp1 kff1
Q1,2 Q2,2
Q3,2 Q4,2 R1,2
R2,2 kp2 kff2
croisement
multi-points
Parents Enfants
Figure 4.10 Exemple de croisement en deux points pour le cas n = 4 et m = 2
- le croisement binaire : deux individus sont se´lectionne´s au hasard dans la
population. Un masque binaire est ensuite ge´ne´re´ ale´atoirement. Ce dernier est
applique´ aux parents et de´cide si deux ge`nes peuvent eˆtre e´change´s. La Figure 4.11
illustre un exemple, toujours pour le cas particulier ou` n = 4 et m = 2.
Q1,1 Q2,1 Q3,1 Q4,1 R1,1 R2,1 kp1 kff1
Q1,2 Q2,2 Q3,2 Q4,2 R1,2 R2,2 kp2 kff2 Q1,1
Q2,1 Q3,1
Q4,1
R1,1
R2,1
kp1
kff1
Q1,2
Q2,2 Q3,2
Q4,2
R1,2
R2,2
kp2
kff2
croisement
binaire
Parents Enfants
1 0 0 1 0 1 0 1 1 0 0 1 0 1 0 1
Figure 4.11 Exemple de croisement binaire
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Me´thode par mutation. Une mutation est une modification de l’information ge´ne´tique
d’un chromosome. Son principe consiste a` permuter deux ge`nes se´lectionne´s au hasard au sein
d’un meˆme chromosome. Le nombre de chromosomes a` muter est choisi de fac¸on ale´atoire. La
Figure 4.12 illustre un exemple de mutation sur les trois chromosomes pour le cas particulier
ou` n = 4 et m = 2.
Q1,1 Q2,1 Q3,1 Q4,1 R1,1 R2,1 kp1 kff1
mutationIndividu avant mutation
Individu après mutation
Q3,1 Q2,1 Q1,1 Q4,1 R2,1 R1,1 kff1 kp1
Figure 4.12 Exemples de croisements par sections
Le choix du nombre d’individus qui subiront une mutation est arbitraire. Dans notre cas,
nous avons de´cide´ de ne faire muter que 5% de la population.
Me´thode par cobaye. Un cobaye est un individu sur lequel sont effectue´s des modifications
ge´ne´tiques dans le but d’ame´liorer son adaptation au sein d’un environnement. Cette
me´thode, inspire´e par l’algorithme Differential Evolution [4], permet de cre´er des ge`nes qui
n’e´taient pas pre´vus dans le ge´nome de la population initial.
Dans le cadre de ce me´moire, la me´thodologie propose´e se base sur l’ame´lioration du
chromosome kpf . Pour cela, a` chaque ge´ne´ration, le meilleur individu est se´lectionne´ et
l’algorithme de Nelder-Mead est applique´ afin de trouver les gains kp et kff qui correspondent
le mieux aux spe´cifications du cahier des charges pour le CSAS ; c’est-a`-dire, qui minimisent
le temps de re´ponse, le de´passement et l’erreur en position ou l’erreur en vitesse. Si une telle
solution existe, alors les ge`nes de l’individu initial sont remplace´s par les ge`nes du cobaye.
Insertion des nouveaux individus dans la population
Selon la the´orie de Darwin, les individus les plus adapte´s ont le plus de chance de survivre
et de transmettre leur patrimoine ge´ne´tique d’une ge´ne´ration a` l’autre. Dans le cadre de ce
me´moire, nous avons opte´ pour la me´thode classique de l’e´litisme. Cette dernie`re consiste
a` classer les individus et a` ne garder que les Ns meilleurs. Par conse´quent, (N − Ns)/2
croisements sont ne´cessaires pour obtenir une nouvelle population de meˆme taille que la
pre´ce´dente. Cette me´thode privile´gie une convergence assez rapide au de´triment d’une
diversite´ tre`s pauvre. Pour contrebalancer ce de´ficit, nous avons de´cide´ de faire un compromis
entre la cre´ation des nouveaux individus et la se´lection. Pour cela, le croisement est effectue´
sur la population non classe´e de sorte que les individus les moins adapte´s puissent quand
meˆme transmettre leur patrimoine ge´ne´tique et peut eˆtre cre´er une bonne solution.
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Re´pe´tition du processus d’e´volution
Une fois la nouvelle ge´ne´ration obtenue, le processus d’e´volution peut alors recommencer.
La Figure 4.13 re´sume le processus de synthe`se d’une boucle interne.
Chois de la condition de 
vol et de la configuration
Linéarisation des dynamiques 
longitudinales et latérales 
(voir Figure 3.7)
Choix de l’étude du contrôle :
1. Contrôle de θ
2. Contrôle de φ 
Choix du type de pilotage :
1. Automatique
2. Manuel
Définition des notations et de 
l’architecture équivalente 
(voir Figure 3.8)
Synthèse du correcteur en 
utilisant l’algorithme 
génétique
Création d’une 
population initiale
Évaluation des 
individus
Croisements, 
mutations et 
cobaye
Sélection des 
individus
Nouvelle 
population
Convergence ?
NON
Meilleur individus
{Q,R,k,ki,kp,kff}j
OUI
j=1
Calcul des gains k et 
ki partir de la 
méthode lqr
Calcul des 
performances du 
système en boucle 
fermée
Calcul de l’indice de 
qualité : IQ
Sélection de 
l’individu n°j :
{Q,R,kp,kff}j
j = N ?
Population 
classée
OUI
NON
j = j+1
Simulation du la dynamique 
non linéaire et validation de la 
boucle interne
Stockage des 
résultats et 
des données
Fin de l’algorithme
Figure 4.13 Processus de synthe`se des boucles internes
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Le choix du crite`re de convergence de´pend du proble`me donne´ et du temps alloue´ a`
l’algorithme. Dans notre cas nous avons choisi de conside´rer que l’algorithme a converge´ si
l’un des trois crite`res suivants est atteint.
1. Le nombre de ge´ne´rations est supe´rieure a` 250.
2. Plus de 50% des individus ont converge´ vers le meˆme code ge´ne´tique.
3. Le meilleur individu respecte toutes les spe´cifications du cahier des charges.
Les deux premiers crite`res permettent d’arreˆter l’algorithme lorsque celui-ci ne trouve aucune
solution. En effet, apre`s 250 ge´ne´rations ou si 50% de la population converge vers le meˆme
individu, il est fort probable que les solutions n’e´volueront plus. Le dernier crite`re quant a` lui,
limite grandement la recherche d’une solution optimale mais permet ne´anmoins de re´duire
conside´rablement le temps d’exe´cution de l’algorithme. En effet, en fonction de la boucle
interne et du type de pilotage, l’algorithme converge en moyenne entre 5 et 10 secondes.
4.4 Analyse de la robustesse des correcteurs internes
Nous terminons ce chapitre en discutant d’analyse de robustesse. Nous savons maintenant
que pour un avion, le mode`le d’e´tat obtenu par line´arisation n’est qu’une approximation
locale de la dynamique re´elle de l’ae´ronef. Ainsi, on peut se demander si les correcteurs
seront toujours aussi efficaces lorsque le mode`le non line´aire s’e´loigne des conditions de vol
pour lesquelles ils ont e´te´ conc¸us. Pour y re´pondre, il nous faut faire une analyse de robustesse
pour quantifier le domaine d’efficacite´ des boucles internes.
4.4.1 Applications gardiennes : de´finition et proprie´te´s
Avant de rentrer dans le vif du sujet, nous introduisons ici certaines notions qui auront
leur importance dans la de´finition des applications gardiennes. Pour cela, nous reprenons
encore une fois les notations de la section 3.1 ; c’est-a`-dire que nous conside´rons de fac¸on
ge´ne´rale le syste`me line´aire au voisinage d’un point d’e´quilibre (xe,ηe) :
∆x˙ = A∆x + B∆η (4.19)
ou` ∆x = x−xe ∈ Rn est le vecteur d’e´tat du syste`me et ∆η = η−ηe ∈ Rm est le vecteur de
commande. Nous nous inte´ressons ici a` la stabilite´ d’un syste`me par rapport a` un domaine
du plan complexe. A` cet effet, nous introduisons ici la notion d’Ω-Stabilite´.
De´finition 4.2. Soient Ω un sous-ensemble ouvert du plan complexe C et ∂Ω sa frontie`re.
On dit que le syste`me line´aire (4.19) est Ω-Stable si ses poˆles sont a` l’inte´rieur du domaine
Ω ; plus pre´cise´ment si σ(A) = {λ1, λ2, ..., λn} ⊂ Ω, ou` les λi sont les valeurs propres de A.
86
On de´signe alors par S(Ω) l’ensemble des matrices qui sont Ω-Stables, tel que :
S(Ω) = {A ∈ Rn×n | σ(A) ⊂ Ω} (4.20)
Les applications gardiennes sont des outils qui permettent de conclure sur la stabilite´
ge´ne´ralise´e d’un syste`me en terme de confinement des valeurs propres dans un domaine du
plan complexe [42, 43]. Il s’agit de fonctions scalaires qui ont la proprie´te´ de s’annuler a` chaque
fois que le syste`me e´tudie´ se trouve sur la limite du domaine de stabilite´. En reprenant les
notations pre´ce´dentes, nous donnons ici la de´finition meˆme des applications gardiennes telle
que propose´e dans [43] :
De´finition 4.3. Soit X l’ensemble des matrices carre´es re´elles de taille n et soit S un sous-
ensemble ouvert de X . Soit ν une application de X dans C. On dit que ν garde S, si pour
tout A ∈ S¯, on a :
ν(A) = 0 ⇔ A ∈ ∂S (4.21)
On dit aussi que ν est une application gardienne pour S.
Graˆce a` cette de´finition, il nous est maintenant possible de conclure a` la stabilite´
ge´ne´ralise´e d’une famille de matrices. En effet, supposons que A(r) soit une famille de matrice
de X qui de´pend du vecteur r = [r1, r2, ..., rk]T ∈ U (U un sous-ensemble connecte´ de Rk).
On a alors la proposition suivante [42, 43] :
Proposition 4.3. Soit l’ensemble S garde´ par l’application gardienne ν et supposons que
A(r0) ∈ S pour un r0 ∈ U . Alors :
A(r) ∈ S ∀r ∈ U ⇔ ν(A(r)) 6= 0 ∀r ∈ U (4.22)
Conside´rons par exemple le cas particulier d’une famille biparame`trique A(r1, r2), tel que :
A(r1, r2) =
k∑
i=0
l∑
j=0
ri1r
j
2Ai,j (4.23)
ou` (r1, r2) ∈ [ r
¯1
; r¯1 ]× [ r
¯2
; r¯2 ] et les Ai,j sont des matrices constantes. De meˆme, soient Ω un
domaine de stabilite´ qui nous inte´resse et ν(r1, r2) une application gardienne pour Ω.
S’il existe (r10 , r20) ∈ [ r¯1; r¯1 ] × [ r¯2; r¯2 ] tel que σ
[
A(r10 , r20)
] ⊂ Ω et que ν(r1, r2) 6= 0
pour tout (r1, r2) ∈ [ r
¯1
; r¯1 ] × [ r
¯2
; r¯2 ], alors d’apre`s la proposition 4.3, il est possible de
conclure que la famille A(r1, r2) est Ω-Stable.
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4.4.2 Applications gardiennes usuelles
A` partir du produit bialterne´ de deux matrices H ∈ Rn×n et G ∈ Rn×n de´fini par :
Bi,j = (HG)i,j = f(H,G)(Vi,Vj) (4.24)
ou` f(H,G) : R2 × R2 → R est une fonction de´finie par :
f(H,G)([p, q], [r, s]) =
1
2
(
det
[
Hp,r Hp,s
Gq,r Gq,s
]
+ det
[
Gp,r Gp,s
Hq,r Hq,s
])
(4.25)
et Vi est la i
e`me colonne de la matrice V, tel que :
V =
[(
2
1
) (
3
1
) (
3
2
) (
4
1
) (
4
2
) (
4
2
)
· · ·
(
n
n− 1
)]
(4.26)
il est possible de construire des applications gardiennes pour les domaines de stabilite´
classiques illustre´s sur la Figure 4.14.
Re( )
Im( )
Re( )
Im( ) Im( )
θ
α
Stabilité d'Hurwitz Marge de négativité Cône de stabilité
Re( )
Im( )
θ
Cône + marge de stabilité
Re( )
α
z
z z
z z
z z
z
ξ ξ
Figure 4.14 Repre´sentation des re´gions de stabilite´
On y retrouve :
- Stabilite´ d’Hurwitz : elle correspond au domaine ΩH = {z ∈ C | Re(z) < 0}. Une
application gardienne pour ce domaine est donne´e par :
νH(A) = det(A I)det(A) (4.27)
- Marge de ne´gativite´ : elle correspond au domaine Ωα = {z ∈ C | Re(z) ≤ α < 0}.
Le domaine concerne´ est garde´ par l’application suivante :
να(A) = det(A I− αI I)det(A− αI) (4.28)
- Coˆne de stabilite´ : pour le domaine, Ωξ, forme´ par un coˆne dont la limite de l’angle
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d’e´cartement θξ, est donne´e par l’amortissement limite ξ = cos(θξ), une application
gardienne est donne´e par :
νξ(A) = det(A
2  I + (1− 2ξ2)AA)det(A) (4.29)
- Marge de ne´gativite´ + coˆne de stabilite´ : pour le domaine compose´ des domaines
Ωα et Ωξ, une application gardienne est donne´e par :
να,ξ(A) = να(A)× νξ(A) (4.30)
Pour plus de de´tails concernant les applications gardiennes, le lecteur pourra se re´fe´rer a` [43].
4.4.3 Exemple d’application : robustesse d’un controˆleur
Pour mieux comprendre les notions d’analyse robuste et d’application gardienne, nous
prenons ici l’exemple d’une suspension active de voiture :
k2
k1 c fs
x1
x2
r
m1
m2
Figure 4.15 Suspension active d’une voiture
dont le mode`le d’e´tat est donne´ par :
x˙ = Ax + Bη (4.31)

x˙1
x¨1
x˙2
x¨2
 =

0 1 0 0
− k1m1 −
c
m1
k1
m1
c
m1
0 0 0 1
k1
m2
c
m2 −
k1 + k2
m2 −
c
m2


x1
x˙1
x2
x˙2
+

0 0
0 10000m1
0 0
k2
m2 −
10000
m2

[
r
fs
]
(4.32)
ou` m1 = 300 Kg et m2 = 60 Kg repre´sentent respectivement le quart de masse du ve´hicule
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(plus passagers) et la masse de la roue, k1 = 1, 000 N/m et k2 = 190, 000 N/m les coefficients
de raideur des ressorts, c = 1, 000 N/m/s le coefficient d’amortissement, fs la force qui
controˆle la suspension (commande du syste`me), r une perturbation repre´sentant le profil de
la route, x1 et x2 le de´placement respectif des masses m1 et m2. On suppose de plus que les
masses m1 et m2 peuvent varier autour de leur valeur nominale, tel que :
m1 = 300 + δm1 (4.33)
m2 = 60 + δm2 (4.34)
ou` δm1 ∈ [−100, 100] et δm2 ∈ [−20, 20].
Dans un premier temps, on souhaite trouver une commande fs qui controˆle la position du
ve´hicule, x1, tout en garantissant que les poˆles du syste`me nominal en boucle ferme´e soient
a` l’inte´rieur du coˆne d’amortissement ξ = 0.7 et a` droite de l’axe imaginaire avec une marge
de ne´gativite´ α = −2.5.
Pour cela, on pose la commande fs suivante :
fs = −kxx− kiε = −kxx− ki(x1ref − x1) (4.35)
ou` x1ref est la position de re´fe´rence du ve´hicule. Le syste`me en boucle ferme´e est alors donne´e
par : [
x˙
ε˙
]
=
[
A−B2kx −B2ki
−C 0
]
︸ ︷︷ ︸
Acl
[
x
ε
]
+
[
B1 04×1
0 1
]
︸ ︷︷ ︸
Bcl
[
r
x1ref
]
(4.36)
ou` C = [1, 0, 0, 0] et Bi de´signe la i
e`me colonne de B. En utilisant le mode`le nominal, on
trouve que les gains kx = [2.78, 1.11,−35.90,−1.65] et ki = −6.30 satisfont nos attentes.
On souhaite maintenant ve´rifier si le correcteur obtenu est robuste aux variations des
masses m1 et m2. Pour cela, on pose les applications gardiennes suivantes :
να(Acl) = det(Acl  I − αI  I)det(Acl − αI) (4.37)
νξ(Acl) = det(A
2
cl  I + (1− 2ξ2)Acl Acl)det(Acl) (4.38)
avec ξ = 0.7 et α = −2.5.
Graˆce a` la fonction contour de Matlab, nous avons trace´ sur la Figure 4.16 les contours
des deux applications gardiennes pour de´voiler les re´gions ou` ces dernie`res s’annulent.
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Figure 4.16 Analyse de robutesse pour une suspension active de voiture
De ces re´sultats, nous en concluons plusieurs choses :
- Pour des variations de masse situe´es a` droite de la courbe en trait plein, au moins un
des poˆles du syste`me en boucle ferme´e posse`de une partie re´elle supe´rieure a` α.
- Pour des variations de masse situe´es a` gauche de la courbe en trait discontinu (- -),
au moins deux poˆles du syste`me en boucle ferme´e se trouvent en dehors du coˆne
d’amortissement ξ = 0.7.
- Pour des variations de masse comprises entre les deux courbes, le syste`me en boucle
ferme´e respecte les spe´cifications limites ξ = 0.7 et α = −2.5.
- Le syste`me en boucle ferme´e est beaucoup plus sensible a` des variations de δm1 lorsque
δm2 = 0 qu’a` des variations de δm2 lorsque δm1 = 0.
A` la lumie`re de cet exemple, nous comprenons mieux l’utilite´ des applications gardiennes.
En plus de de´voiler les re´gions d’efficacite´ (ou de stabilite´) des correcteurs, elles permettent
d’analyser le comportement d’un syste`me et de comprendre l’influence que certaines variables
physiques peuvent avoir sur le syste`me. Elles sont donc un atout majeur dans la conception
des syste`mes de commande robuste. Dans la section qui suit, nous montrons comment ces
dernie`res ont e´te´ utilise´es dans le but de valider la robustesse des deux boucles internes.
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4.4.4 Application a` la commande de vol
Jusqu’a` pre´sent, nous avons vu tout au long des parties pre´ce´dentes comment obtenir un
correcteur a` la fois optimal et performant. De meˆme, graˆce aux applications gardiennes, il
nous est maintenant possible de quantifier la robustesse d’un syste`me de commande face a`
diffe´rentes incertitudes. Cependant, comme montre´ dans la section pre´ce´dente, pour e´tudier
la robustesse d’un mode`le, il nous faut au pre´alable obtenir une mode´lisation en fonction des
parame`tres incertains.
Me´thode des moindres carre´s
Soit une matrice A(x, y) ∈ Rn×n et (x, y) ∈ R2. Soit N le nombre de valeurs connues de
la matrice A en diffe´rents points :
A1 = A(x1, y1)
A2 = A(x2, y2)
...
AN = A(xN , yN)
(4.39)
On suppose que A peut eˆtre approxime´e par une forme polynomiale en x et y de degre´
respectif k et l. Soit Aˆ l’estime´e de A telle que :
Aˆ(x, y) =
k∑
i=0
l∑
j=0
xiyjAij (4.40)
En combinant les e´quations (4.39) et (4.40) on obtient le syste`me ci-dessous :

A1
A2
...
AN
 =

I x1I y1I x1y1I · · · xk1yl1I
I x2I y2I x2y2I · · · xk2yl2I
...
...
...
...
...
I xNI yNI xNyNI · · · xkNylNI

︸ ︷︷ ︸
M

A00
A10
A01
A11
...
Akl

(4.41)
dont la solution au sens des moindres carre´s est donne´e par :
A00
A10
...
Akl
 = M∗

A1
A2
...
AN
 (4.42)
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ou` M∗ est la matrice pseudo-inverse de Moore-Penrose qui peut eˆtre calcule´e par la fonction
pinv de Matlab.
Analyse de robustesse d’une boucle interne
Aux chapitres 2 et 3 nous avons vu que les variables qui influent le plus sur le
comportement d’un avion sont : la masse (m), la position du centre de gravite´ (xcg), l’altitude
(h) et la vitesse vraie (Vtas). A` cet effet, nous pre´sentons ici la proce´dure d’analyse robuste
des boucles internes pour des incertitudes de type (masse/centrage) ou (altitude/vitesse).
Cette dernie`re peut eˆtre re´sume´e en huit e´tapes, qui sont :
1. Choisir une condition de vol nominale (m0, xcg0 , h0, Vtas0).
2. Choisir l’e´tude de controˆle (θ/φ, automatique/manuel) et calculer les diffe´rents gains
de la boucle interne (voir section 4.3).
3. Choisir le type d’analyse de robustesse :
- pour une analyse (masse/centrage) ; poser x0 = m0, y0 = xcg0 .
- pour une analyse (altitude/vitesse) ; poser x0 = h0 et y0 = Vtas0 .
De´finir les incertitudes (δx, δy) telles que : δx ∈ [ δx
¯
; δx¯ ] et δy ∈ [ δy
¯
; δy¯ ].
4. A` partir de l’algorithme de line´arisation, calculer les diffe´rents mode`les d’e´tat pour les
quatre conditions de vol : (x0 + δx
¯
, y0 + δy
¯
), (x0 + δx
¯
, y0 + δy¯), (x0 + δx¯, y0 + δy
¯
),
(x0 + δx¯, y0 + δy¯).
5. A` partir de la me´thode des moindres carre´s et des cinq mode`les d’e´tat (nominal + ceux
de l’e´tape 4), trouver les matrices Ai,j et Bi,j :
A(δx, δy) = A00 + A10δx+ A01δy + A11δxδy (4.43)
B(δx, δy) = B00 + B10δx+ B01δy + B11δxδy (4.44)
6. Avec les gains obtenus a` l’e´tape 2, calculer le mode`le d’e´tat de la boucle ferme´e en
utilisant les matrices A(δx, δy) et B(δx, δy).
7. Choisir les domaines de stabilite´ : stabilite´ d’Hurwitz, marge de ne´gativite´ et ou coˆne
d’amortissement, et calculer les applications gardiennes qui gardent ces domaines en
fonction de δx et δy.
8. Conclure sur la robustesse du syste`me de commande.
- si une des applications gardiennes s’annule une seule fois, alors le syste`me de
commande n’est pas robuste aux incertitudes pose´es. Retourner a` l’e´tape 2.
- si aucune des applications gardiennes ne s’annule, alors le syste`me de commande est
robuste aux incertitudes pose´es.
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Le choix des polynoˆmes d’interpolation (4.43) et (4.44) de´pend principalement des re´gions
de l’enveloppe de vol. Il est e´vident que plus le degre´ d’interpolation est e´leve´, plus grandes
sont les chances d’avoir de meilleurs approximations. Cependant, ceci rend les calculs de
robustesse beaucoup plus longs. Apre`s plusieurs essais, les formes d’interpolation (4.43) et
(4.44) ont e´te´ choisies car elles offrent le meilleur compromis entre qualite´s d’interpolation
et temps de calcul.
En re´sume´, graˆce aux algorithmes et proce´dures de´veloppe´s dans ce chapitre, nous
avons montre´ comment concevoir deux boucles internes qui sont a` la fois performantes et
robustes. Dans le chapitre qui suit, nous montrons comment obtenir un pilote automatique
en s’appuyant sur les deux boucles internes.
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CHAPITRE 5 CONCEPTION DES LOIS DE COMMANDE POUR LE
PILOTE AUTOMATIQUE
Dans ce chapitre nous pre´sentons une me´thodologie pour la conception de syste`mes
de commande pour le pilotage automatique. Dans une premie`re partie, nous pre´senterons
les diffe´rentes boucles externes qui constituent les modes du pilote automatique. Puis,
dans une deuxie`me partie, nous de´velopperons les diffe´rentes lois de controˆle pour le vol
de croisie`re. Dans le but de simplifier l’e´tude, nous traiterons tout d’abord le cas du
mouvement longitudinal, puis, nous e´tudierons le cas du mouvement late´ral. Ensuite, nous
consacrerons une troisie`me partie a` l’e´tude de l’approche et de l’atterrissage automatique.
Nous y pre´senterons dans un premier temps les diffe´rentes cate´gories d’approche, puis dans
un second temps, nous de´velopperons les lois de commande pour l’atterrissage automatique.
Enfin, dans une quatrie`me et dernie`re partie, nous discuterons de la me´thodologie utilise´e
pour la synthe`se des correcteurs. Nous y pre´senterons tout d’abord les diffe´rents axes de la
me´thodologie, puis, nous montrerons comment utiliser l’algorithme par essaim particulaire
(PSO) pour automatiser le processus de calcul.
5.1 Pre´sentation des diffe´rentes boucles externes et du pilote automatique
Les boucles externes permettent de traduire une commande provenant du panneau de
pilotage automatique (ou du FMS) en une commande pour l’une des deux boucles internes
pre´sente´es dans la section 4.3. Par exemple, supposons que le pilote souhaite monter de
10,000 pi avec une vitesse verticale de 1,800 pi/min tout en effectuant un changement de
cap de 60◦. L’ide´e est de pouvoir interpre´ter tous ces mouvements en termes de changement
d’angle de tangage et d’angle de roulis que les deux boucles internes devront assurer.
Le but de ce chapitre est donc de trouver les relations de passage entre les diffe´rents
parame`tres physiques de l’avion qui permettent d’asservir un mouvement quelconque. Or, il
est bien connu dans la litte´rature que pour controˆler un syste`me avec de bonnes performances,
il faut en ge´ne´ral que la commande comprenne :
- Un terme proportionnel pour ame´liorer la rapidite´ du syste`me.
- Un terme de´rive´ pour ame´liorer l’amortissement du syste`me.
- Un terme inte´gral pour re´duire l’erreur en re´gime permanent.
- Un terme d’action directe (ou pre´dictif) pour ame´liorer la re´ponse transitoire.
- Des saturateurs pour limiter les sorties et l’e´nergie sur la commande.
- Des filtres pour adoucir les variations de signaux de re´fe´rences.
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Ainsi, a` partir des e´quations de la me´canique du vol, nous e´laborerons dans un premier
temps les diffe´rentes relations qui permettront d’interpre´ter les mouvements de l’avion en
terme de changement d’angle de tangage et d’angle de roulis. Puis, dans un second temps,
nous de´velopperons les commandes de vol du pilote automatique en inte´grant des termes
proportionnel, de´rive´, inte´gral ou pre´dictif en fonction des modes que le pilote automatique
posse`de. A` cet effet, nous donnons, ici, une liste des diffe´rents modes qu’il est possible de
retrouver dans la plupart des avions d’affaires :
 Modes de l’auto-pilote en vol de croisie`re pour le mouvement vertical :
1. Mode de vitesse verticale (Vertical Speed) : ce mode permet de controˆler la
vitesse verticale de l’avion lors d’un changement d’altitude. Il peut eˆtre aussi utilise´
dans certains cas pour maintenir un niveau de vol constant.
2. Mode de maintien de l’altitude (Altitude Hold) : ce mode permet de maintenir
l’avion a` l’altitude de´sire´e en pre´sence de perturbations exte´rieures qui pourraient
le faire de´vier de sa trajectoire.
3. Mode de capture d’altitude (Altitude Capture) : ce mode permet de rejoindre
l’altitude de re´fe´rence se´lectionne´e par le pilote (ou par le FMS). Il fait la liaison
entre le mode Vertical Speed et le mode Altitude Hold.
4. Mode de changement de niveau de vol (Flight Level Change) : ce mode permet
de maintenir la vitesse en ajustant l’assiette de l’avion au moyen des e´le´vateurs. Il
est ge´ne´ralement utilise´ lorsque l’avion est de´pourvu du mode Autothrottle.
5. Mode de commande automatique des gaz (Autothrottle) : ce mode permet
de controˆler la vitesse (ou le nombre de Mach) de l’avion. Dans certains cas, il
peut eˆtre utilise´ pour commander la pousse´e des moteurs comme dans les phases
de monte´e ou descente lorsque le mode Flight Level Change est active´.
 Modes de l’auto-pilote en vol de croisie`re pour le mouvement late´ral :
1. Mode de capture et de maintien d’un cap (Heading Capture and Hold) : ce
mode permet de controˆler le cap de l’avion. Il est important de pre´ciser que ce
dernier ne garantit pas le maintien d’une trajectoire dans le plan horizontal (deux
trajectoires paralle`les ont le meˆme cap).
2. Mode de capture de VOR 1/DME 2 (VOR/DME Capture) : ce mode permet de
faire de la navigation par points de passage (waypoints) pour suivre une trajectoire
bien pre´cise.
1. VHF Omnidirectional Range
2. E´quipement de Mesure de Distance (Distance Measuring Equipment)
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 Modes de l’auto-pilote pour l’approche et l’atterrissage :
1. Mode de radioalignement de descente et d’arrondi (Glideslope et Flare) :
ce mode permet l’alignement de l’avion sur une trajectoire de descente optimale
de´finie par un angle de descente (flight path angle). De plus, si la piste d’atterrissage
est certifie´e, ce mode peut effectuer la rotation pour que les roues du train
d’atterrissage touchent la piste en premier.
2. Mode de capture du radioalignement de piste (Localizer) : ce mode permet
d’aligner et de maintenir l’avion sur le cap de la piste.
Bien entendu, certaines manœuvres ne´cessiteront l’activation de plusieurs modes a`
diffe´rents instants. Par exemple, un changement d’altitude peut eˆtre effectue´ de deux fac¸ons.
- Dans le cas d’un grand changement d’altitude (ex. 10,000 pi a` 1,800 pi/min) le mode
Vertical Speed s’activera en premier pour assurer le taux de monte´e de l’avion. Puis,
une fois proche de l’altitude de re´fe´rence, le mode Altitude Capture prendra le relais
pour raccorder la trajectoire de monte´e a` la trajectoire horizontale de l’altitude cible,
ou` le mode Altitude Hold s’enclenchera a` son tour pour maintenir le niveau requis.
- Dans le cas d’un faible changement d’altitude (ex. 500 pi a` 1,800 pi/min) le mode
Altitude Capture pourra s’activer directement, car la diffe´rence d’altitude est trop
faible pour activer le mode Vertical Speed. Puis, le mode Altitude Hold s’activera pour
maintenir le niveau requis.
Nous verrons par la suite comment cre´er une logique de passage entre les diffe´rents modes
qui peuvent eˆtre active´s a` partir du panneau de controˆle ci-dessous :
Figure 5.1 Panneau du pilote automatique
Cette interface, de´veloppe´e spe´cialement pour la plateforme de simulation, permet de
communiquer avec le module du pilote automatique afin de pouvoir se´lectionner les modes
durant la simulation.
5.2 Pilote automatique pour le mouvement longitudinal
Dans cette section, nous pre´sentons les diffe´rentes boucles externes pour le vol de croisie`re
longitudinal.
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Afin de simplifier l’e´tude, nous supposons que l’avion e´volue en vol syme´trique (aucun
mouvement late´ral) et que l’atmosphe`re est au repos (Vavionned |ned = Vavionvent |ned). De meˆme,
nous admettons que tous les parame`tres de vol (altitude, vitesse, etc.) sont accessibles.
5.2.1 Mode Altitude Hold
Le mode Altitude Hold permet de maintenir une altitude de re´fe´rence de´finie par le pilote
ou par le FMS. L’ide´e est de trouver un moyen d’interpre´ter une variation d’altitude en une
variation d’assiette pour la boucle interne en tangage.
En s’appuyant sur la Figure 5.2,
Horizon
Vsol
Veγ
xb
θ
α
VS=h
Figure 5.2 Projection des vitesses dans le plan longitudinal pour un vol syme´trique
il est possible d’e´crire la relation entre l’angle de tangage (θ), l’angle d’incidence (α) et la
pente (γ), tel que :
θ = γ + α (5.1)
En notant que les commandes destine´es aux boucles internes sont interpre´te´es en termes
de variations par rapport aux conditions d’e´quilibre, nous pouvons re´e´crire l’e´quation (5.1)
sous la forme :
∆θ = (θ − θe) = (γ − γe) + (α− αe) = ∆γ + ∆α (5.2)
Puis en conside´rant qu’a` l’e´quilibre l’avion e´volue en vol horizontal (i.e. γe = 0), l’e´quation
(5.2) devient :
∆θ = γ + ∆α (5.3)
Ensuite, en utilisant l’approximation des petits angles, tel que :
γ = arcsin
(
h˙
Ve
)
≈ h˙
Ve
(5.4)
et en remplac¸ant l’expression de γ de l’e´quation (5.4) dans l’e´quation (5.3), on obtient la
relation suivante :
∆θ =
h˙
Ve
+ ∆α (5.5)
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Enfin, il nous faut exprimer la vitesse verticale en terme de variation d’altitude. Pour cela,
on pose :
h˙ =
∆h
∆tmax
= kp,h∆h (5.6)
ou` ∆tmax repre´sente le temps maximal accorde´ pour corriger une erreur d’altitude
∆h ∈ [∆hmin,∆hmax]. Les choix des bornes de l’intervalle est arbitraire et de´pend
principalement des spe´cifications souhaite´es. Dans notre cas, nous avons choisi de tole´rer
une correction de 100 pi en 10 s (soit kp,h = 0.1).
Pour finir, on rajoute un terme lie´ a` la vitesse verticale afin d’ame´liorer l’amortissement de
la re´ponse de l’avion. Compte tenu des e´quations (5.5) et (5.6), on obtient alors la commande
finale ci-dessous :
∆θcom =
(
kp,h∆h+ kd,hh˙
)
1
Ve
+ ∆α (5.7)
ou encore sous forme de sche´ma-bloc :
kp,h
kd,h
+
-
+
+
+
-
+
*
Δθcomhref
h
Δh
h
Ve
α
αe
Δθmin  / Δθmax
Δhmin  / Δhmax
Vers la boucle 
interne en tangage
Figure 5.3 Loi de commande pour le mode Altitude Hold
5.2.2 Mode Vertical Speed
Le mode Vertical Speed permet de maintenir la vitesse verticale lors d’une monte´e ou d’une
descente. Il peut eˆtre active´ soit par le pilote si celui-ci de´sire effectuer une monte´e controˆle´e
ou amorcer sa descente, soit de fac¸on automatique lorsque le pilote ou le FMS ordonne un
changement d’altitude. Le pilote automatique doit donc ajuster l’assiette de l’avion pour
maintenir la vitesse impose´e (V S = h˙ref ) tout au long de la phase de monte´e ou de descente.
En s’inspirant de l’e´tude pre´ce´dente et en notant que l’asservissement ne porte plus sur
l’altitude mais sur la vitesse verticale, on pose de fac¸on intuitive la commande suivante :
∆θ =
(
kp,h˙∆h˙+ kd,h˙h¨
)
1
Ve
+ ∆α (5.8)
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ou` ∆h˙ = h˙ref − h˙ est l’erreur entre la vitesse verticale de re´fe´rence et la vitesse verticale de
l’avion et (kp,h˙, kd,h˙) sont des gains a` de´finir.
Apre`s plusieurs essais, nous nous sommes rendu compte que cette loi de commande
ne s’ave`re pas eˆtre tout a` fait efficace. En effet, lorsque l’on atteint le re´gime permanent,
l’acce´le´ration verticale de l’avion devient nulle et la diffe´rence entre la vitesse verticale de
re´fe´rence et la vitesse verticale de l’avion le devient aussi (en supposant que la commande
fonctionne). Sous cette hypothe`se, la loi de commande (5.8) devient : ∆θ = ∆α, ce qui
implique que θ = α. Or, une telle condition signifie que l’avion e´volue en palier ce qui n’est
pas logique, car l’avion est en monte´e ou en descente. Il faut donc rajouter un terme pre´dictif
qui permet de maintenir l’angle de la trajectoire une fois le re´gime permanent atteint.
En reprenant la relation (5.4) nous savons maintenant que l’angle de la trajectoire de´sire´e
est donne´ par la relation :
γd =
h˙ref
Ve
(5.9)
On en de´duit donc la nouvelle loi de commande comple`te :
∆θcom =
(
kp,h˙∆h˙+ kd,h˙h¨
)
1
Ve
+
h˙ref
Ve
+ ∆α (5.10)
ou encore sous forme de sche´ma bloc :
kp,h
kd,h
+
-
+
+
+
-
+
+
*
Δθcomhref
h
Δh
h
Ve
α
αe
Δθmin  / Δθmax
Vers la boucle 
interne en tangage
s+1
1
Figure 5.4 Loi de commande pour le mode Vertical Speed
Un filtre de premier ordre a e´te´ rajoute´ sur la commande pre´dictive pour e´viter une
variation trop brusque de l’angle de tangage a` l’enclenchement du mode.
5.2.3 Mode Altitude Capture
Le mode Altitude Capture permet de faire la transition entre les modes Vertical Speed
et Altitude Hold tout en capturant en douceur l’altitude de re´fe´rence avec une trajectoire
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circulaire comme illustre´ sur la Figure 5.5.
h(t)
href
hcap
Tempst=0 Tcap
Engagement du mode
Altitude Capture
Mode Vertical Speed Mode Altitude Capture Mode Altitude Hold
Figure 5.5 Transition entre les modes Vertical Speed et Alitutde Capture
La transition entre les modes Vertical Speed et Altitude Capture doit se faire a` une certaine
altitude (hcap) qui de´pend de la vitesse verticale et de la de´ce´le´ration maximale autorise´e
durant la phase de capture. Dans un premier temps, il nous faut donc trouver une relation
entre l’altitude de commutation (hcap) et la vitesse de monte´e a` l’engagement du mode Vertical
Speed (V Sref ). On s’inte´resse donc a` la portion de trajectoire entre les temps t = 0 (temps du
de´but de la capture) et Tcap (temps de la fin de capture). On suppose que dans cet intervalle,
la variation de l’altitude peut eˆtre approxime´e par une fonction de transfert du premier ordre,
dont la re´ponse est donne´e par la relation suivante :
h(t) = (href − hcap)(1− e−t/τ ) + hcap = ∆h(1− e−t/τ ) + hcap (5.11)
ou` τ est la constante de temps tel que 5τ ≈ Tcap.
En de´rivant l’e´quation (5.11), on obtient les expressions de la vitesse verticale et de
l’acce´le´ration verticale, tel que :
h˙(t) =
∆h
τ
e−t/τ (5.12)
h¨(t) = −∆h
τ 2
e−t/τ (5.13)
Puis, en conside´rant que l’avion a atteint son re´gime permanent en mode Vertical Speed avant
l’activation du mode Altitude Capture, c’est-a`-dire que V S = V Sref ; on peut exprimer τ en
fonction du taux de monte´e comme suit :
h˙(0) = V Sref =
∆h
τ
⇔ τ = V Sref
∆h
(5.14)
Ensuite, en exprimant la valeur moyenne de la de´ce´le´ration verticale sur une pe´riode de
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t = [0, τ ], tel que :
¯¨h =
1
τ
∫ τ
0
h¨.dt =
1
τ
∫ τ
0
h˙.dt = −∆h
τ 2
(e− 1)
e
(5.15)
et en remplac¸ant l’expression de τ de l’e´quation (5.14) dans l’e´quation (5.15), on en de´duit
l’altitude de capture en fonction du taux de monte´e se´lectionne´ (V Sref ) et de la valeur
moyenne de la de´ce´le´ration acceptable (¯¨h), tel que :
∆h = −V S
2
ref
¯¨h
(e− 1)
e
(5.16)
Pour le confort des passagers, on peut imposer ¯¨h < −0.1g qui est une valeur acceptable.
Dans notre cas, limitons les de´ce´le´rations a` −0.05g. Cette valeur peut eˆtre retrouve´e sur
certains simulateurs de CAE Inc. ou sur les avions B747 et B777. On obtient ainsi l’e´quation
(5.17) qui nous permet d’exprimer l’altitude de capture en fonction de la vitesse de monte´e
se´lectionne´e lors d’un changement d’altitude.
∆h =
V S2ref
0.05g
(e− 1)
e
⇒ hcap = href −
V S2ref
0.05g
(e− 1)
e
(5.17)
On s’inte´resse maintenant a` la loi de controˆle du mode Altitude Capture. En re´alite´,
ce dernier est tre`s proche du mode Altitude Hold. En effet, dans les deux cas, le but de la
commande de re´sume a` rejoindre un altitude de re´fe´rence. Cependant, a` cause de la limitation
sur la de´ce´le´ration maximale autorise´e lors de la capture d’altitude, il est ne´cessaire d’ajouter
un terme pre´dictif qui prend en compte l’acce´le´ration verticale.
Toujours en s’appuyant sur la Figure 5.2, on peut calculer l’angle de la trajectoire (γ) a`
partir de l’acce´le´ration verticale comme suit :
γ =
h˙
Ve
=
∫
h¨.dt
Ve
(5.18)
La Figure 5.5 illustre le commande sous forme de sche´ma-bloc.
kp,hc
kd,hc
+
-
+
+
+
-
+
+
*
Δθcomhref
h
Δh
h
Ve
α
αe
Δθmin  / Δθmax
Δhmin  / Δhmax
Vers la boucle 
interne en tangage
kff,hc
1
s
h
Figure 5.6 Loi de commande pour le mode Altitude Capture
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Pour finir, nous pre´sentons la logique d’engagement des modes Vertical Speed, Altitude
Capture et Altitude Hold lors d’un changement d’altitude.
Logique pour un changement d’altitude
Si un changement d’altitude est se´lectionne´e
| Si |href − hactuel| > |href − hcap|
| | > Activer le mode Vertical Speed.
| Sinon, si |href − hactuel| ≤ |href − hcap|
| | Si href − hactuel > 20 pi
| | | > Activer le mode Altitude Capture.
| | Sinon,
| | | > Activer le mode Altitude Hold.
| | Fin.
| Fin
Sinon, si une vitesse verticale est se´lectionne´e
| > Activer le mode Vertical Speed.
Sinon,
| > Activer le mode Altitude Hold.
Fin.
5.2.4 Mode Flight Level Change
Le mode Flight Level Change permet de controˆler la vitesse vraie en ajustant l’assiette
de l’avion. Le but est donc d’interpre´ter une variation de vitesse en une variation d’angle de
tangage.
En s’appuyant sur la Figure 5.7,
g
D
T
L
θ
Figure 5.7 Bilan de forces autour d’une condition d’e´quilibre
et sur l’e´quation (2.83), il est possible d’exprimer l’acce´le´ration longitudinale de l’avion (Abx)
en fonction de la force de traˆıne´e (D), de la pousse´e nette (T ) et de la constante de gravite´,
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tel que :
Abx =
1
m
(T −D)− g sin(θ)− qw − rv
m
(5.19)
Puis, en line´arisant l’e´quation (5.19) par rapport a` θ, tel que :
∆Abx =
1
m
(∂T
∂θ
∆θ − ∂D
∂θ
∆θ
)
− g∆θ (5.20)
et en notant que la pousse´e des moteurs et la force de traine´e ne de´pendent pas de l’angle
de tangage, on obtient l’e´quation (5.21) qui permet de relier une variation d’acce´le´ration
longitudinale a` une variation d’angle de tangage.
∆Abx = −g∆θ (5.21)
L’acce´le´ration longitudinale, Abx , e´tant la de´rive´e de la vitesse longitudinale, ub, on peut
re´utiliser la meˆme astuce que pour le mode Altitude Hold, c’est-a`-dire poser :
∆Abx =
∆ub
∆tmax
= kp,u∆ub (5.22)
ou` ∆tmax repre´sente le temps maximale accorde´e pour corriger une erreur de vitesse
∆ub ∈ [∆ubmin ,∆ubmax ]. Le choix des bornes de l’intervalle est arbitraire et de´pend encore
des performances attendues du pilote automatique. Dans notre cas, nous avons choisi de
tole´rer une correction de ±50 nds en 100 secondes.
En e´galant les e´quations (5.21) et (5.22), on en de´duit la relation entre une variation de
vitesse longitudinal et variation d’assiette, tel que :
∆θ = −kp,u
g
∆ub (5.23)
Toujours dans le but d’ame´liorer la re´ponse, on rajoute un terme de´rive´ graˆce a` un retour
sur l’acce´le´ration longitudinale. On obtient ainsi la commande finale ci-dessous :
∆θ = −kp,u∆ub + kd,u∆u˙b
g
(5.24)
Pour finir, en notant qu’en l’absence de vent, ub = u = Vtas cos(α), il est possible de
transformer l’e´quation (5.24) de manie`re a` faire ressortir la vitesse vraie de l’avion. On obtient
alors la loi de controˆle du mode Flight Level Change ci-dessous :
∆θcom = −1
g
[
kp,u(Vtasref − Vtas) cos(α) + kd,uV˙tas cos(α)
]
(5.25)
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dont le sche´ma-bloc correspondant est illustre´ sur la figure ci-dessous :
cos( )
kd,u
Δθcom
Vtasref
α
Δθmin  / Δθmax
Vers la boucle 
interne en tangage
kp,u
1
s
+
-
*
*
*
*
-1
g
+
- +
+
Δubmin  / Δubmax
Vtas
Vtas
Vtas,init
Figure 5.8 Loi de commande pour le mode Flight Level Change
5.2.5 Mode Autothrottle
Le mode Autothrottle permet de commander la vitesse de l’avion en ajustant la position
des manettes des gaz. Cependant, contrairement aux e´tudes pre´ce´dentes, les e´quations de la
me´canique du vol ne permettent pas de trouver une quelconque relation pour interpre´ter une
variation de vitesse en terme de variation de la position des manettes des gaz. Pour cela,
nous avons de´cide´ de reprendre la me´thodologie utilise´e pour la conception des deux boucles
internes. La Figure 5.9 illustre l’architecture de controˆle propose´e dans ce me´moire.
+
-
Dynamique complete 
de l'avion :
Actionneurs + Moteurs 
+ dynamique naturelle 
de l'avion + capteurs + 
filtre de Kalman + 
delais
Délais de la 
boucle externe
1
s
kui
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kuδtla
ubref
δTLAe
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[ub , wb , q , θ]
T
[ube , wbe ,qe , θe]
T
ΔδTLAcom
ub
Δxlon
ube
ube
+
-
+
+
-
+
-
+
+
^ ^ ^
^
^
Δub
^
^
+
-
+
-
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Figure 5.9 Loi de commande pour le mode Autothrottle
La proce´dure reste la meˆme que celle pre´sente´e dans la section 4.3 en conside´rant les
changements suivants :
- Type de pilotage : automatique
- Mode`le d’e´tat : A = Alon, B = Blon/∆δTLA , η = ∆δTLA, ∆x = ∆xlon et C est choisi
tel que ∆y = ∆ub = C∆xlon.
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et les spe´cifications suivantes :
- Temps de re´ponse a` 5% : Tr5% ≤ 5s.
- De´passement maximale autorise´e : Dmax ≤ 0.05.
- Erreur de position en re´gime permanent : ep ≤ 10−2.
- Commande maximale autorise´e pour une variation de 1 nd : ∆δTLAmax ≤ 5%.
5.3 Pilote automatique pour le mouvement late´ral
Dans cette section, nous pre´sentons les diffe´rentes boucles externes pour le vol de croisie`re
late´ral. Afin de simplifier l’e´tude, nous supposons que la vitesse et l’altitude de l’avion sont
constantes (modes Altitude Hold et Autothrottle engage´s) et que l’atmosphe`re est au repos
(Vavionned |ned = Vavionvent |ned). De meˆme, nous admettons que tous les parame`tres de vol (altitude,
vitesse, etc.) sont accessibles.
5.3.1 Mode Heading Capture and hold
Le mode Heading Capture and Hold permet d’effectuer un virage circulaire pour rejoindre
un cap se´lectionne´ par le pilote. Pour ce faire, l’avion doit prendre du roulis pour incliner sa
force de portance et ainsi ge´ne´rer une force centripe`te selon l’axe yned comme illustre´e sur la
Figure 5.10.
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Figure 5.10 Illustration d’un virage coordonne´
Le but de la commande est donc d’interpre´ter une variation de cap (∆ψ) en une variation
d’angle de roulis (∆φ). A` partir d’un premier bilan des forces selon l’axe yned, on peut montrer
que :
mAc = m
V 2e
ra
= Fz sin(φ) (5.26)
ou` Ac est l’acce´le´ration centripe`te et ra est le rayon de courbure du virage. Puis, en notant
que l’acce´le´ration verticale est nulle (altitude constante), nous pouvons exprimer la force de
portance en fonction du poids a` partir d’un deuxie`me bilan des forces selon l’axe zned :
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Fz cos(φ) = mg ⇔ Fz = mg
cos(φ)
(5.27)
Ensuite, en remplac¸ant l’expression de Fz dans l’e´quation (5.26), on obtient :
mg tan(φ) = m
V 2e
ra
⇔ g tan(φ) = V
2
e
ra
(5.28)
Pour le confort des passagers, l’angle d’inclinaison lors d’un virage est limite´ en fonction
du changement de cap ou de l’urgence du virage. Pour un vol de croisie`re normal, il est
ge´ne´ralement limite´ a` 15◦ ce qui correspond a` un facteur de charge de 1.03 (soit un poids
apparent de 1.03g). Sous cette limitation, on peut conside´rer que l’on travaille avec des petits
angles et ainsi line´ariser l’e´quation (5.28), tel que :
g∆φ =
V 2e
ra
⇔ ∆φ = V
2
e
gra
(5.29)
En remarquant que Ve est la vitesse tangentielle, on peut e´crire que :
Ve = raψ˙ ⇔ ra = Ve
ψ˙
(5.30)
On obtient ainsi la relation entre l’angle de roulis et le taux de lacet ci-dessous :
∆φ =
Ve
g
ψ˙ (5.31)
Pour finir, il nous faut interpre´ter une erreur de vitesse angulaire en une erreur de cap.
Pour cela, on re´utilise, encore une fois, la meˆme astuce que pour le mode Altitude Hold en
imposant une correction d’erreur maximale de cap ∆ψ en un temps maximal ∆tmax. On peut
alors exprimer la vitesse angulaire en terme d’erreur de cap tel que :
ψ˙ =
∆ψ
∆t
= kp,φ∆ψ (5.32)
Finalement, la loi de commande pour le mode Heading Capture and Hold est donne´e par
l’e´quation (5.33).
∆φcom = kp,φ
Ve
g
∆ψ (5.33)
Contrairement aux e´tudes pre´ce´dentes, nous ne rajoutons pas de termes de´rive´e pour
amortir l’amortissement. Cependant, pour adoucir la variation de la commande et limiter le
taux de variation de l’angle de lacet, nous conseillons de rajouter un filtre de premier ordre
avec une constante de temps (Tψ = 0.2 s), tel que repre´sente´ sur la Figure 5.11.
107
Δφcom
Ψref
Δφmin  / Δφmax
Vers la boucle 
interne en roulis
kp,φ
TΨs
1
+
-
+
-
ΨΨinit
Ψmin  / Ψmax ΔΨmin  / ΔΨmax
*
*
*
g
Ve
Figure 5.11 Loi de controˆle pour le mode Heading Capture and Hold
5.3.2 Mode VOR/DME Capture
Le mode VOR/DME Capture permet de rejoindre une balise VOR/DME avec un certain
cap. Le pilote doit dans un premier temps synchroniser la fre´quence de son re´cepteur avec
celle de la balise, puis dans un deuxie`me temps se´lectionner la radiale de´sire´e qui correspond
au cap de la trajectoire choisie. Par exemple, prenons le cas repre´sente´ sur la Figure 5.12.
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Figure 5.12 Illustration de la trajectoire de l’avion lors d’une capture d’un VOR/DME
Initialement, l’avion se trouve au point A, de coordonne´es (Laac , Loac), avec un cap ψac (cap
par rapport au nord ge´ographique). Supposons que l’on souhaite rejoindre la balise VOR qui
se trouve au point D, de coordonne´es (Lavor , Lovor), avec un cap ψvor. Pour cela, l’avion doit
dans un premier temps maintenir son cap initial jusqu’au point E. Une fois ce point atteint,
il effectue un virage circulaire jusqu’au point F ou` il capture et maintien le cap final. Ainsi,
les tronc¸ons [A,E] et [F,D] seront assure´s par le mode Heading Capture and Hold tandis que
le tronc¸ons [E,F] sera assure´ par le mode VOR/DME Capture.
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Pour garantir que l’avion passe bien au-dessus de la balise avec le bon cap, il faut s’assurer
que la de´viation (y) par rapport a` la radiale se´lectionne´e tende vers ze´ro (yref = 0) et que
le cap de l’avion soit celui de la radiale. A` cet effet, on pose de fac¸on intuitive la loi de
commande suivante :
∆φcom = k˜p,v(yref − y) + kd,vy˙ = kp,vy + kd,vy˙ (5.34)
A` partir de la Figure 5.12, on peut exprimer la de´viation (y) en fonction du rayon de courbure
(ra) comme suit :
y = ra(1− cos(∆ψ)) (5.35)
Or d’apre`s l’e´quation (5.28), on peut aussi exprimer le rayon de courbure en fonction de la
vitesse et de l’angle de roulis, tel que :
ra =
V 2e
g tan(φ)
(5.36)
De ce dernier re´sultat, on en de´duit que plus l’avion va vite, plus il aura besoin de distance
pour effectuer son virage. Inversement, plus l’angle d’inclinaison est grand, plus serre´ sera le
virage. Cependant un virage trop serre´ nuit au confort des passagers. Pour cela, nous limitons
l’angle de roulis a` 15◦ pour une faible correction de cap et a` 30◦ pour des changements de cap
importants (ex. ≥ 100◦). Cette de´cision est laisse´e libre au pilote qui peut choisir la limite
d’angle d’inclinaison (φlim) a` partir d’un bouton rotatif directement sur le panneau du pilote
automatique.
Ainsi, a` vitesse constante, on peut exprimer le rayon minimal de la trajectoire comme
suit :
ra =
V 2e
g tan(φlim)
(5.37)
Puis, en remplac¸ant l’expression de ra de l’e´quation (5.37) dans l’e´quation (5.35), on obtient
l’expression de la de´viation (y), tel que :
y =
V 2e
g tan(φlim)
(1− cos(∆ψ)) (5.38)
Ensuite, en de´rivant l’e´quation (5.38), tel que :
y˙ =
V 2e
g tan(φlim)
sin(∆ψ) (5.39)
et en remplac¸ant les expressions de y et y˙ des e´quations (5.38) et (5.39) dans l’e´quation (5.34),
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on obtient la loi de commande pour le mode VOR/DME Capture ci-dessous :
∆φcom =
V 2e
g tan(φlim)
[
kp
(
1− cos(∆ψ))+ kd sin(∆ψ)] (5.40)
et dont le sche´ma-bloc est illustre´ sur la Figure 5.13 :
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Figure 5.13 Loi de commande pour le mode VOR/DME Capture
Bien entendu, cette commande ne fonctionne que si l’avion atteint le point de capture
(E). Il faut donc eˆtre capable de de´tecter l’instant auquel l’avion doit commencer a` effectuer
son virage. Pour cela, il est ne´cessaire d’avoir une logique pour l’engagement des diffe´rents
modes lors d’une navigation par waypoints.
5.3.3 Logique d’engagement du mode de capture d’un VOR/DME
Le pilote automatique doit maintenir le cap initial de l’avion tant que celui-ci est
loin du point de capture. Une fois le point E atteint, le mode Heading Capture and
Hold commute pour laisser le mode VOR/DME Capture prendre le relais. Il faut donc
trouver une condition en terme de distance qui permet d’activer la transition des deux modes.
Pour cela, nous pouvons comparer les distances XTK et [EB] telles que repre´sente´es sur
la Figure 5.14. Tant que XTK > [EB] le pilote automatique maintient le cap initial. De`s
que l’on de´tecte que XTK ≤ [EC] alors le mode VOR/DME Capture s’active et l’avion peut
commencer le virage. Reste a` voir comment calculer XTK a` partir de la connaissance des
positions de l’avion et de la balise. En s’appuyant sur la Figure 5.14, nous savons que :
XTK = [AC] sin(∆ψ) (5.41)
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Figure 5.14 Capture d’un VOR/DME
Pour calculer la distance [AC], il nous faut au pre´alable trouver quelques relations
ge´ome´triques. Pour cela, nous de´finissons un repe`re local (O, x˜ned, y˜ned, z˜ned) paralle`le au
repe`re NED et dont l’origine est confondue avec le centre de gravite´ de l’avion. Connaissant
les positions longitude/latitude de l’avion (Loac/Laac) et de la balise (Lovor/Lavor), on
peut calculer les distances projete´es ∆xvor et ∆yvor a` partir des e´quations de navigations
ci-dessous :
∆xvor = RM(Lavor − Laac) (5.42)
∆yvor = RN(Lovor − Loac) cos(Laac) (5.43)
ou` RM et RN sont les rayons e´quivalents au mode`le WGS84 de´finis dans la section 2.2.1
Puis, en utilisant les coordonne´es polaires, on peut exprimer les e´quations des droites (AC)
et (CD) en terme des coordonne´es dans le repe`re local, tel que :
y˜AC = x˜ned tan(pi/2− ψac) (5.44)
y˜CD = (x˜ned −∆xvor) tan(pi/2− ψvor) + ∆yvor (5.45)
Ensuite, en notant que le point C est le point d’intersection des deux droites (AC) et (CD),
on peut en de´duire ses coordonne´es (x˜nedc , y˜nedc) en e´galant (5.44) et (5.45). On obtient ainsi
les relations suivantes :
x˜nedC = −
∆x tan(pi/2− ψvor) + ∆y
tan(pi/2− ψac)− tan(pi/2− ψvor) (5.46)
y˜nedC = x˜nedc tan(pi/2− ψac) (5.47)
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Enfin, des e´quations (5.46) et (5.47), on en de´duit la distance [AC], tel que :
[AC] =
√
x˜2nedC + y˜
2
nedC
(5.48)
De`s lors, il est possible d’imple´menter ces calculs dans la logique suivante :
Logique pour la capture d’un VOR/DME
Si VOR/DME et radiale se´lectionne´s,
| Si XTK > [EB]
| | > Activer le mode de maintien de cap.
| Sinon, si XTK ≤ [EB]
| | Si |∆ψ| > 0.1◦
| | | > Activer le mode capture de VOR/DME.
| | Sinon, si XTK ≤ [EB] ET |∆ψ| ≤ 0.1◦
| | | > Activer le mode de maintien de cap avec le nouveau cap.
| | Fin
| Fin
Fin.
5.4 Pilote automatique pour l’atterrissage
Dans cette section nous abordons la dernie`re partie de la commande externe qui consiste
a` controˆler un atterrissage automatique. Plusieurs manœuvres sont ne´cessaires pour poser
un avion tout en douceur sur une piste d’atterrissage. Dans un premier temps, il faut
s’assurer que l’avion soit aligne´ avec le cap de la piste et empeˆcher toute de´viation. Puis
dans un deuxie`me temps, l’ae´ronef doit amorcer sa descente en suivant une trajectoire bien
pre´cise de´finie par un angle de descente. Enfin, une fois assez proche du sol, l’avion effectue
une rotation pour que le train d’atterrissage vienne toucher la piste en douceur. Toutes ces
manœuvres doivent eˆtre re´alise´es avec une grande pre´cision, car les phases d’approches sont
les plus de´licates a` cause de la proximite´ du sol et des faibles vitesses d’ope´ration.
De nos jours, quasiment toutes les pistes d’atterrissage sont e´quipe´es de syste`mes
d’atterrissage aux instruments (ILS : Instrument landing system) qui permettent d’effectuer
toutes ces manœuvres de fac¸on automatique. En fonction de la cate´gorie de la piste, le
pilote automatique peut ge´rer partiellement ou comple`tement un atterrissage. Les diffe´rentes
cate´gories d’approche permises selon la certification du ILS de la piste sont liste´es dans le
Tableau 5.1.
112
Tableau 5.1 Classifications des cate´gories d’approche
Cate´gorie I Atterrissage et approche aux instruments possible jusqu’a` hauteur de
200 pi et avec une visibilite´ sur la piste d’au moins 800 me`tres.
Cate´gorie II Atterrissage et approche aux instruments possible jusqu’a` hauteur de
100 pi et avec une visibilite´ sur la piste d’au moins 400 me`tres.
Cate´gorie III-A Atterrissage et approche aux instruments possible jusqu’a` hauteur de
la piste d’atterrissage et avec une visibilite´ sur la piste d’au moins 200
me`tres.
Cate´gorie III-B Atterrissage et approche aux instruments possible jusqu’a` hauteur de
la piste d’atterrissage et avec une visibilite´ sur la piste d’au moins 50
me`tres.
Cate´gorie III-C Atterrissage et approche aux instruments possible jusqu’a` hauteur de
la piste d’atterrissage et avec une visibilite´ nulle.
La dernie`re cate´gorie permet de faire un atterrissage comple`tement automatique ;
c’est-a`-dire un alignement sur la piste, une descente controˆle´e, un arrondi pour le toucher des
roues et un roulage jusqu’en bout de piste. Dans le cadre de me´moire, nous nous inte´ressons
uniquement aux phases d’alignement, de descente et d’arrondi. De plus, afin de simplifier
l’e´tude, nous supposerons encore une fois que l’avion e´volue dans une atmosphe`re au repos
(vent nul).
5.4.1 Mode Glideslope
Le mode Glideslope permet d’entamer la phase de descente. L’ide´e est de controˆler la
pente du vecteur vitesse pour annuler la de´viation (d) entre la trajectoire de l’avion et la
trajectoire de descente ide´ale (glide path).
href
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γref
Trajectoire idéale
Trajectoire réelle
Antenne de radiopente
Piste d'atterrissage
Figure 5.15 Capture du radioalignement de descente
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En s’appuyant sur la Figure 5.15, on peut exprimer la de´viation (d) en fonction de
l’altitude actuelle (h) et l’altitude de re´fe´rence (href ) qui correspond a` la position ide´ale
de l’avion.
d = (href − h) cos(γref ) (5.49)
Pour e´viter de descendre avec une vitesse verticale trop grande, ge´ne´ralement l’angle de
descente varie entre 3◦ et 7◦. Sous cette condition et en utilisant l’approximation des petits
angles, on peut alors supposer que :
d = (href − h) cos(γref ) ≈ (href − h) (5.50)
Ainsi faire tendre d vers 0 revient a` faire tendre h vers href . On peut donc conside´rer que
ce proble`me est assimilable a` un maintien d’altitude en remplac¸ant ∆h par d. On en de´duit
alors la commande suivante :
∆θcom =
(
kp,gsd+ kd,gsd˙
)
1
V e
+ ∆α (5.51)
Pour garantir un suivi de trajectoire pre´cis durant la descente, nous avons de´cide´ d’ajouter
un terme inte´gral pour annuler l’erreur une fois le re´gime permanent atteint. Finalement, la
loi de commande pour le mode Glideslpe est la suivante :
∆θcom =
(
kp,gsd+ kd,gsd˙+ ki,gs
∫
d.dt
)
1
V e
+ ∆α (5.52)
Le sche´ma-bloc correspondant est repre´sente´ sur la Figure 5.16.
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Figure 5.16 Loi de commande pour le mode Glideslope
Pour finir, il nous faut un moyen de connaˆıtre la de´viation d qui est ge´ne´ralement fournie
au pilote automatique lors de la communication avec le syste`me ILS. Dans notre cas, nous
mode´liserons cette communication en utilisant les e´quations de navigations (5.53) a` (5.56) :
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∆x = RM(Lags − Laac) (5.53)
∆y = RN(Logs − Loac) cos(Laac) (5.54)
∆z = h (5.55)
d =
√
∆x2 + ∆y2 + ∆z2 sin(γref − γ) (5.56)
ou` (Lags , Logs) repre´sente la latitude et longitude de l’antenne de radiopente.
5.4.2 Mode Flare et contact du train d’atterrissage avec la piste
Une fois l’avion tre`s proche de la piste d’atterrissage, le pilote automatique doit lever le
nez de l’avion pour ralentir sa vitesse verticale et effectuer un contact en douceur comme
illustre´ sur la figure ci-dessous :
Debut de l'arrondi
Altitude de transition
ht
Figure 5.17 Arrondi final lors d’un atterrissage automatique
A` l’altitude de transition ht, le pilote automatique active le mode de controˆle de l’arrondi.
A` cet instant, le but est d’asservir l’altitude pour la faire tendre vers l’altitude de la piste
(hsol). Nous pouvons donc reprendre l’architecture du mode Altitude Capture et modifier les
gains pour garantir un meilleur suivi de la trajectoire de re´fe´rence, de´finie par :
href (t) = (ht − hsol)e−t/τ (5.57)
ou` τ est la constante de temps du syste`me. Ce parame`tre est aussi repre´sentatif de la distance
de l’arrondi. Plus τ est grand, plus la distance parcourue par l’avion le sera. Ge´ne´ralement,
un avion met entre 7 et 10 secondes entre le moment ou` le pilote automatique commence
a` relever le nez et le moment ou` le train d’atterrissage touche le sol. Dans le cadre de ce
me´moire, nous avons choisi de prendre τ = 3 secondes ce qui correspond a` un temps de
re´ponse a` 5% de 9 secondes. Il nous reste maintenant a` calculer l’altitude de transition en
fonction de la vitesse d’approche qui est suppose´e constante graˆce au mode de commande des
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gaz automatique. En de´rivant l’e´quation (5.57) on obtient l’expression de la vitesse verticale
telle que :
h˙ref (t) = −(ht − hsol)
τ
e−t/τ (5.58)
Or au moment de la transition, on suppose que l’avion a atteint son re´gime permanent et
qu’il se trouve sur la trajectoire de descente ide´ale ; c’est-a`-dire que son angle de trajectoire
est γref . De ce fait, on peut exprimer la vitesse verticale en fonction de la vitesse totale de
l’avion comme suit :
h˙ref (0) = −Ve sin(γref ) = −(ht − hsol)
τ
(5.59)
De cette dernie`re e´quation, on peut en de´duire l’altitude de transition telle que :
ht = τVe sin(γref )− hsol (5.60)
Par exemple, supposons que l’avion effectue un atterrissage avec une vitesse d’approche
de 140 nds et un angle de descente de 3◦. En appliquant l’e´quation (5.60) avec un τ de 3
secondes, on trouve que l’altitude de transition est de l’ordre de 37 pi ce qui nous semble
raisonnable pour effectuer un arrondi.
5.4.3 Mode Localizer
Le syste`me d’atterrissage aux instruments posse`de une antenne en bout de piste qui
permet de calculer la de´viation late´rale (d) de l’avion par rapport au cap de la piste.
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Figure 5.18 Capture du radiophare d’alignement de piste
Le principe de capture du cap de la piste est similaire a` la capture d’un VOR/DME. Dans
les deux cas, le but est d’aligner la trajectoire de l’avion sur une balise (ou antenne) avec un
cap bien pre´cis. Ainsi, nous reprendrons la meˆme boucle de controˆle et la meˆme logique que
pour la capture d’un VOR/DME (voir section 5.3.2).
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5.5 Calcul des gains du pilote automatique par me´thode d’optimisation
Dans la section pre´ce´dente, nous avons de´veloppe´ diffe´rentes lois de controˆle pour la
conception du pilote automatique. Graˆce a` nos connaissances en automatique, plusieurs
d’entre elles posse`dent des gains qui devraient nous permettre d’ame´liorer la rapidite´ ou
l’amortissement du syste`me par exemple. Dans cette section, nous nous inte´ressons donc a`
trouver une me´thode capable de calculer les diffe´rents gains en fonction des performances
attendues. Un moyen d’y arriver est d’utiliser un algorithme d’optimisation qui permet de
minimiser l’erreur entre la re´ponse re´elle de l’avion et une re´ponse ide´ale base´e sur des
performances attendues. A` cet effet, dans toute cette section, nous conside´rons une fonction
scalaire f , tel que :
f : RN → R
X → f(x1, . . . , xN)
(5.61)
qui quantifie les performances de l’avion sous l’influence de l’une des lois de commande
pre´sente´es pre´ce´demment.
5.5.1 Me´thode d’optimisation par essaim particulaire
L’optimisation par essaim particulaire, comme l’algorithme ge´ne´tique, est un algorithme
e´volutionnaire qui s’inspire de la nature, plus pre´cise´ment du comportement d’animaux
e´voluant en essaim comme les bancs de poissons, les insectes ou les oiseaux. Ces eˆtres vivants
ne sont pas dote´s d’une grande intelligence, mais posse`dent une capacite´ de collaboration
extraordinaire qui leur permet de se de´velopper et survivre dans des environnements
inconnus. Pour cela, ils utilisent des re`gles de vie et de de´placement tre`s simples comme par
exemple rester le plus pre`s du groupe ou avoir la meˆme vitesse que le groupe.
Figure 5.19 Mouvement groupe´ d’un banc de poissons
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Le comportement d’une particule au sein d’un groupe de´pend de plusieurs facteurs. En
plus d’eˆtre fonction de sa position x et sa vitesse v, son de´placement de´pend aussi de son
re´seau social et de son mime´tisme. En effet, chaque particule est dote´e d’une me´moire qui lui
permet de se souvenir de la meilleure position (meilleure solution) qu’elle a visite´e et d’une
capacite´ de communication qui lui permet d’e´changer avec les autres. Ainsi, une particule
peut connaˆıtre la meilleure position qu’aura occupe´e le groupe.
De ces observations, Reynolds, Heppener et Grenander [6] ont de´veloppe´ le mode`le suivant
qui permet de de´crire le comportement d’essaim de particules :
vi+1 = c1vi + c2(xp − xi) + c3(xg − xi) (5.62)
xi+1 = xi + vi+1∆t (5.63)
ou` ∆t = 1 s, (xi,vi) sont la position et la vitesse d’une particule a` l’ite´ration i, xp est la
meilleure position personnelle de la particule, xg est la meilleure position connue du groupe,
c1 est le coefficient d’inertie et (c2, c3) sont les coefficients sociaux.
Le coefficient d’inertie (c1) permet de quantifier le caracte`re aventureux de la particule,
c’est-a`-dire sa tendance a` suivre une trajectoire inde´pendamment du groupe. Plus sa valeur
est grande, plus la particule aura tendance a` s’e´loigner du groupe pour augmenter sa zone
de recherche. Inversement, plus l’inertie est petite, plus la particule aura tendance a` rester
autour du groupe. Selon [6], une fac¸on de trouver un compromis est de faire diminuer l’inertie
au cours du temps de fac¸on line´aire entre 0.9 et 0.4. Ceci permet d’avoir une meilleure
connaissance de l’espace des parame`tres et donc de d’augmenter les chances de converger
vers un optimum.
Les coefficients (c2, c3) repre´sentent le caracte`re social de la particule au sein du groupe.
Plus c2 est grand, plus la particule aura tendance a` eˆtre conservatrice, c’est-a`-dire a` rester
autour de sa meilleure position et donc de suivre son propre instinct. Inversement, plus c3
est grand, plus elle aura tendance a` suivre la meilleure particule et donc le groupe. Il est
commun de poser :
c2 = r2ρ2 (5.64)
c3 = r3ρ3 (5.65)
ou` r2 et r3 sont des parame`tres ale´atoires qui suivent une loi uniforme sur [0,1] et (ρ2, ρ3)
sont des constantes positives telles que ρ2 + ρ3 ≤ 4 [6, 23, 32]. Par la suite, nous posons
118
arbitrairement ρ2 = ρ3 = 2.
La proce´dure comple`te de l’algorithme d’optimisation par essaim particulaire est
repre´sente´ sur l’algorithme 3.
Algorithme 3 Optimisation par essaim particulaire (PSO)
1: fonction PSO(N, xmin, xmax, ε, kmax) %N = nombre de particules
2: k ← 0
3: (x, v, fp, fg)← particulesIntiales(f,N, xmin, xmax) %(voir algorithme 4)
4: tant que k < kmax ou f(xg) ≥ ε faire
5: pour i = 1 a` N faire
6: si f(xi) < fg alors
7: fg ← f(xi)
8: xg ← xi
9: fin si
10: fin pour
11: pour i = 1 a` N faire
12: si f(xi) < fpi alors
13: fpi ← f(xi)
14: xpi ← xi
15: fin si
16: fin pour
17: pour i = 1 a` N faire
18: c1 ← −0.5k/kmax + 0.9
19: ρ2 ← aleatoire([0, 1])
20: ρ3 ← aleatoire([0, 1])
21: c2 ← 2ρ2
22: c3 ← 2ρ3
23: vi ← c1vi + c2(xpi − xi) + c3(xg − xi)
24: xi ← xi + vi
25: fin pour
26: k ← k + 1
27: fin tant que
28: retourner xg, fg, k
29: fin fonction
Pour commencer l’algorithme, il nous faut au pre´alable une population initiale de
particules. Pour cela, il est possible de choisir N particules dont les positions sont choisies
ale´atoirement dans l’espace des solutions possibles, comme illustre´ dans l’algorithme 4.
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Algorithme 4 Initialisation de la position des particules
1: fonction particulesIntiales(f,N, xmin, xmax)
2: fg ← 1000
3: pour i← 1, N faire
4: xi ← aleatoire([xmin, xmax])
5: xpi ← xi
6: fpi ← f(xi)
7: si f(xi) < fg alors
8: fg ← f(xi)
9: xg ← xi
10: fin si
11: vi ← 0
12: fin pour
13: retourner x, v, fp, fg
14: fin fonction
Pour ve´rifier l’efficacite´ de l’algorithme au complet, comme dans le chapitre 3, nous
l’avons applique´ sur la fonction d’Ackley. Nous rappelons que la fonction en question est
donne´e par l’e´quation ci-dessous :
f(x, y) = −20e
(
−0.2
√
0.5(x2+y2)
)
− e
(
0.5
(
cos(2pix)+cos(2piy)
))
+ 20 + e (5.66)
Nous avons lance´ algorithme plusieurs fois de suite pour avoir une ide´e du pourcentage
de re´ussite. La Figure 5.20, montre les re´sultats obtenus sur 100 essais, avec 50 particules et
une zone de recherche de [−100, 100] pour x et y. Comme nous pouvons le voir, sur les 100
essais, l’algorithme converge 100 fois sur le minimum global.
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Figure 5.20 Validation de l’algorithme PSO sur la fonction d’Ackley
Ces re´sultats sont tre`s satisfaisants, mais pas suffisants. En effet, lorsque nous appliquerons
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la me´thode au controˆle externe, certain des crite`res que l’on imposera auront tendance a` cre´er
des zones ou` la fonction a` minimiser est plate. Pour s’assurer que l’algorithme soit capable de
chercher un minimum meˆme en pre´sence de zones ou` la de´croissance est nulle, nous l’avons
essaye´ sur la fonction d’Easom de´finie par :
f(x, y) = − cos(x) cos(y)exp(− (x− pi)2 − (y − pi)2)+ 1 (5.67)
et dont la repre´sentation autour de son unique minimum est illustre´ sur la figure ci-dessous :
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Figure 5.21 Repre´sentation de la fonction d’Easom
En prenant 50 particules sur une zone de recherche de [−100, 100]× [−100, 100], sur 100
essais, nous obtenons 100% de re´ussite comme le montre le diagramme ci-dessous :
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Figure 5.22 Validation de l’algorithme PSO sur la fonction d’Easom
Ces deux exemples illustrent bien l’efficacite´ de l’algorithme d’optimisation par essaim
particulaire, en de´montrant sa capacite´ a` aller rechercher un minimum global la` ou` des
algorithmes classiques (me´thodes Quasi-Newton, me´thode du gradient, etc.) resteraient
bloque´s soit dans un minimum local soit sur une re´gion plate.
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5.5.2 Exemple d’application a` l’avion
Pour mieux comprendre comment appliquer l’algorithme d’optimisation par essaim
particulaire au controˆle externe de l’avion, nous proposons de traiter l’exemple du mode
Vertical Speed (voir section 5.2.2). Sous l’hypothe`se que la boucle interne pour l’angle de
tangage est fonctionnelle, nous souhaitons trouver les gains kp,h˙ et kd,h˙ qui assurent :
1. Vitesse verticale de re´fe´rence : 1,800 pi/min.
2. Erreur en re´gime permanent nulle.
3. Temps de re´ponse a` 5% infe´rieur a` 15 secondes.
4. De´passement infe´rieur a` 5%.
5. Un angle d’incidence (α) maximal infe´rieur a` 10◦.
6. Une variation d’acce´le´ration verticale (∆az) maximale de 0.14g en monte´e.
Ces crite`res sont des valeurs moyennes choisis a` partir d’essais en vol sur le simulateur du
Cessna Citation X pour diffe´rentes altitudes et vitesses a` l’exception de l’angle d’incidence.
Nous avons choisi 10◦ pour garantir une certaine distance par rapport a` l’angle de de´crochage
qui se trouve ge´ne´ralement entre 10◦ et 15◦.
L’e´valuation de la performance d’une particule se fait a` partir du mode`le Simulink de la
Figure 5.23 qui prend en compte la dynamique non line´aire de l’avion ainsi que les actionneurs,
les capteurs et les diffe´rents retards pre´sente´s dans le chapitre 2,
Figure 5.23 Mode`le Simulink pour le calcul des gains du mode de monte´e verticale
et de la fonction a` minimiser de´finie par :
f(kp,h˙, kd,h˙) =
∫ tf
t5%
(h˙(t)− 1800)2.dt+ (t5% − 15)2 + fm(h˙, 1800) + fm(α, 10) + fm(h¨, 0.14g)
(5.68)
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ou` fm : Rn × R→ R est une fonction de´finie de telle sorte que :
fm(x, y) =
{
100 Si max(x) ≤ y
0 Sinon
(5.69)
Nous avons lance´ l’algorithme avec 100 particules sur une zone de recherche de [−10, 10]
pour les deux gains. Apre`s 50 ite´rations, nous avons obtenu kp = 0.4588 et kd = 1.5345.
Comme nous pouvons le voir sur la Figure 5.24, l’ensemble des crite`res 1 a` 5 sont bien
respecte´s. A` t = 5 secondes l’avion le`ve le nez vers le haut pour orienter son vecteur vitesse
en fonction de la vitesse verticale de re´fe´rence. Durant la phase de monte´e, la variation
d’acce´le´ration verticale par rapport a` l’e´quilibre (1g) reste infe´rieure a` la limite impose´e de
0.14g. De meˆme, on peut constater que l’angle d’incidence reste bien en dessous de la limite de
10◦, ce qui permet d’avoir une bonne marge de se´curite´ par rapport a` l’angle de de´crochage.
Enfin, l’erreur par rapport a` la consigne de vitesse verticale en re´gime permanent est de
l’ordre de 0.1 pi/min, soit une erreur d’environ 0.005%.
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Figure 5.24 Re´sultats de l’algorithme PSO pour le mode Vertical Speed
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5.5.3 Comparaison et validation avec le simulateur du Cessna Citation X de
CAE
Nous pre´sentons ici une comparaison entre le pilote automatique du simulateur du Cessna
Citation X de la compagnie CAE et le pilote automatique de´veloppe´ dans ce me´moire. En
reprenant la proce´dure de l’exemple pre´ce´dent et sur la base d’essais en vol du simulateur
du Cessna Citation X, nous avons calcule´ les gains des diffe´rents correcteurs pour les modes
Altitude Capture et Altitude Hold.
Nous avons ensuite re´alise´ un changement d’altitude de 20,000 pi a` 25,000 pi en imposant
une vitesse de monte´e de 1,800 pi/min. Il est important de pre´ciser que le pilote automatique
du simulateur de recherche de CAE ne posse`de pas de mode Autothrottle. Ainsi, il est
ne´cessaire de controˆler manuellement la position des manettes des gaz pour essayer de
maintenir au mieux la vitesse vraie de l’avion durant la phase de monte´e. Pour cette raison,
le mode Autothrottle a e´te´ de´sactive´ afin de mettre les deux avions dans les meˆmes conditions.
La Figure 5.25 montre les re´ponses des deux mode`les de simulation (mode`le du simulateur
de recherche de CAE et le mode`le de´veloppe´ dans ce me´moire sous Simulink). Comme
nous pouvons le constater, les re´sultats sont tre`s satisfaisants. En effet, les deux altitudes
sont tre`s proches l’une de l’autre et les deux mode`les semblent re´pondre a` l’identique. On
note meˆme de petites ame´liorations de notre pilote automatique. Nous pouvons voir sur la
courbe qui repre´sente l’altitude en fonction du temps que notre mode`le re´agit le´ge`rement
plus vite que celui du simulateur de recherche. De meˆme, les courbes de vitesse verticale
et d’acce´le´ration verticale sont plus lisses avec notre pilote automatique qu’avec celui du
simulateur de recherche.
Ces derniers re´sultats viennent conclure ce chapitre en de´montrant la fiabilite´ de
l’algorithme d’optimisation par essaim particulaire. Il est important de mentionner que
contrairement aux boucles internes, les gains des boucles externes n’e´voluent pas en fonction
de la condition de vol. Il n’est donc pas ne´cessaire de lancer la recherche des gains optimaux
pour toutes les conditions de vol, mais uniquement pour une seule et de ve´rifier si les boucles
internes fonctionnent bien sur toute une plage de l’enveloppe de vol. Cette ve´rification fera
l’objet d’une section du chapitre suivant, dont le but est de pre´senter l’ensemble des re´sultats
obtenus tout au long de ce me´moire.
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Figure 5.25 Re´sultats de la comparaison entre le pilote automatique du simulateur de CAE
et le pilote automatique de la plateforme de simulation sous Simulink
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CHAPITRE 6 RE´SULTATS ET DISCUSSIONS
Ce chapitre pre´sente l’ensemble des re´sultats obtenus au moyen des the´ories et
me´thodologies vues dans les chapitres pre´ce´dents. Dans une premie`re partie, nous
pre´senterons les re´sultats obtenus pour l’algorithme d’e´quilibrage. Nous y montrerons tout
d’abord les re´sultats sur vingt conditions de vol, puis nous pre´senterons les re´sultats sur un
grand nombre de points qui couvrent au mieux l’enveloppe de vol du Cessna Citation X.
Puis, dans une deuxie`me partie, nous discuterons des re´sultats obtenus pour l’algorithme de
line´arisation. Une comparaison entre les mode`les line´aire et non line´aire sera effectue´e pour
valider le module de line´arisation et confirmer les hypothe`ses qui ont e´te´ ne´cessaires pour les
calculs. Ensuite, dans une troisie`me partie, nous montrerons les re´sultats obtenus pour les
deux boucles internes. Nous ve´rifierons si ces dernie`res respectent les spe´cifications du cahier
des charges et nous tenterons de de´montrer leur niveau de robustesse a` partir de simulations
effectue´es sur le mode`le non line´aire des deux avions conside´re´s dans ce me´moire. Enfin,
dans une quatrie`me et dernie`re partie, nous pre´senterons les re´sultats obtenus pour le pilote
automatique. Pour cela, nous e´tudierons diffe´rents sce´narios qui permettront de valider les
diffe´rents modes du pilote automatique. De meˆme, nous tenterons de de´montrer la robustesse
du pilote automatique a` partir de simulations. Pour finir, tous les re´sultats seront pre´sente´s
en utilisant soit le mode`le du Cessna Citation X soit le mode`le du Hawker 800XP.
6.1 Validation de la stabilite´ statique
Le Tableau 6.2 montre les re´sultats de l’algorithme d’e´quilibrage (voir section 3.2)
applique´ sur 20 conditions de vol se´lectionne´es ale´atoirement dans l’enveloppe de vol du
Cessna Citation X. En re´alite´ nous avons valide´ l’algorithme sur plus de 1,500 points de vols
avec un taux de re´ussite de 100%. Cependant, pour des raisons d’affichage, seuls 20 cas sont
pre´sente´s de fac¸on de´taille´e dans cette section. Les cas N◦21 a` N◦23 ont e´te´ rajoute´s pour
pouvoir faire diffe´rentes comparaisons.
Le Tableau 6.1 renseigne sur les limites impose´es pour les diffe´rentes variables de
l’algorithme d’e´quilibrage.
Tableau 6.1 Limites pour les conditions de trim du Cessna Citation X
min/max θ [deg] δe [deg] δit [deg] δTLA [%]
min 00.00 -10.00 -8.00 0
max 10.00 +10.00 +3.00 100
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Tableau 6.2 Re´sultats de l’algorithme d’e´quilibrage pour le Cessna Citation X
Cas N◦ M [lbs] Xcg [%] H [pi] Vtas [nds] δf [deg] θ [deg] δe [deg] δit [deg] δTLA [%] fTC [−]
01 36000 20 25000 280 00 +05.77 -05.99 -02.84 32.98 5.124*1e-17
02 30000 20 05000 220 15 +00.42 +04.36 -04.29 16.67 5.170*1e-18
03 30000 26 15000 160 00 +11.99 -05.89 -05.49 18.51 8.858*1e-18
04 26000 28 25000 280 00 +03.59 -05.88 -00.48 23.72 9.023*1e-18
05 26000 30 01000 140 35 +01.47 -03.47 -02.76 16.58 5.047*1e-17
06 28000 30 25000 260 00 +04.88 -04.41 -01.67 24.33 2.232*1e-20
07 28000 32 25000 300 00 +03.22 -03.97 -00.65 27.04 3.033*1e-17
08 36000 20 25000 300 00 +04.79 -04.06 -02.71 34.03 2.134*1e-18
09 28000 22 15000 200 00 +06.48 -02.64 -04.14 14.55 2.472*1e-18
10 24000 24 25000 380 00 +01.07 -08.94 +02.49 32.97 4.375*1e-15
11 30000 28 25000 240 00 +06.63 -00.44 -04.44 26.07 8.238*1e-19
12 22000 34 25000 240 00 +04.30 -00.12 -02.41 18.31 1.418*1e-18
13 34000 20 01000 140 35 +04.93 -01.30 -08.00 19.42 1.836*1e-17
14 32000 26 05000 200 15 +01.91 +02.54 -04.25 15.47 7.330*1e-17
15 28000 30 01000 120 35 +06.21 -07.73 -03.95 15.03 1.851*1e-18
16 28000 26 25000 280 00 +04.03 -05.71 -01.01 25.15 7.283*1e-18
17 30000 24 10000 200 00 +05.73 -05.30 -02.30 12.39 1.878*1e-18
18 24000 35 25000 320 00 +02.02 -02.37 -00.29 25.63 1.323*1e-16
19 34000 18 25000 300 00 +04.48 -05.02 -02.29 32.24 2.511*1e-19
20 28000 30 25000 300 00 +03.25 -00.83 -01.85 27.03 2.674*1e-18
21 30000 26 15000 260 00 +03.38 -03.58 -01.20 17.27 1.908*1e-21
22 22000 32 15000 250 00 +02.19 -00.62 -01.45 13.26 5.590*1e-18
23 28000 32 15000 250 00 +03.34 -05.67 -0.034 15.76 2.152*1e-18
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Le premier aspect que l’on peut noter concerne le respect des conditions limites impose´es.
Ce de´tail a toute son importance car, il garantit la possibilite´ d’e´quilibrer l’avion sans
atteindre les bute´s des gouvernes (ex. angle maximal des e´le´vateurs) ou les conditions limites
(ex. angle de de´crochage). En analysant les re´sultats, nous pouvons voir que ces derniers
ont du sens physique. En effet, en l’absence de volets (les volets e´tant rentre´s), un moyen de
ge´ne´rer de la portance est d’augmenter l’angle d’incidence qui, rappelons-le, est confondu
avec l’angle de tangage en condition d’e´quilibre. Ainsi a` basse vitesse l’angle de tangage sera
relativement grand comme on peut le voir sur le cas N◦3. Inversement, a` tre`s haute vitesse,
l’avion a tendance a` abaisser le nez, car sa vitesse suffit pour le porter. De ce fait, a` haute
vitesse, l’angle de tangage sera relativement faible comme le montre le cas N◦21. De meˆme,
plus un avion est lourd, plus il requiert de la portance pour maintenir son altitude. Ainsi,
pour une meˆme condition en altitude et vitesse, plus l’avion sera lourd, plus il aura besoin
de prendre de l’incidence comme nous pouvons le voir sur les cas N◦22 et N◦23.
A` titre indicatif et afin de convaincre le lecteur sur la fiabilite´ des re´sultats, nous avons
repre´sente´ sur le diagramme de la Figure 6.1, la valeur de l’exposant de la fonction fTC sur
1,500 points de vol. Par exemple, une valeur de 20 signifie que le minimum trouve´ est de
l’ordre de 10−20. Comme on peut le voir, toutes les conditions garantissent une convergence
d’au moins 10−15 avec une valeur moyenne de 10−17 ce qui nous satisfait amplement.
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Figure 6.1 Re´sultat de l’algorithme d’e´quilibrage pour le Cessna Citation X sur 1,500 points
de vol
Pour finir, la Figure 6.2 montre une simulation sur 100 secondes avec le mode`le non
line´aire du Hawker 800XP qui prend en compte la variation de masse, de centrage et d’inertie
en fonction de la consommation des moteurs. La condition de vol correspondante est :
m = 33, 000 lb, xcg = 17%, h = 20, 000 pi et Vtas = 250 nds.
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Figure 6.2 Simulation d’une condition d’e´quilibre pour le Hawker 800XP
Comme nous pouvons le voir, malgre´ la variation de masse, l’altitude, la vitesse vraie et
l’attitude de l’avion restent constantes sur toute la dure´e de la simulation.
A` la lumie`re de ces derniers re´sultats, nous pouvons conclure a` la validation de l’algorithme
d’e´quilibrage. Dans la section qui suit, nous pre´sentons les re´sultats obtenus avec l’algorithme
de line´arisation.
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6.2 Validation de la line´arisation
L’e´quilibre statique confirme´, la prochaine e´tape consiste a` valider l’algorithme de
line´arisation. Pour appre´cier la qualite´ de la line´arisation, nous proposons de re´aliser
diffe´rentes simulations pour comparer la dynamique non line´aire (qui prend en compte le
couplage des e´quations et la variation de masse) aux diffe´rents mode`les d’e´tat line´aires. Pour
cela, nous avons injecte´ une perturbation sinuso¨ıdale sur les gouvernes principales (e´le´vateurs,
ailerons, gouverne de direction) ou la manette des gaz autour de leurs conditions d’e´quilibre.
Ceci a pour but d’exciter les diffe´rents modes longitudinaux et late´raux pre´sente´s dans le
chapitre 3. Par exemple, si l’on souhaite e´tudier le comportement dynamique en fonction
des e´le´vateurs, nous injecterons la perturbation suivante :
δe(t) =
{
δe0 + δ¯e sin(2pit/T ) Si t ≤ T
δe0 Sinon
(6.1)
ou` δ¯e est l’amplitude de la perturbation et T est la dure´e de la perturbation (T = 4s).
En comparant ainsi les re´ponses des deux mode`les dynamiques (line´aire et non line´aire),
nous pourrons conclure sur la qualite´ du mode`le d’e´tat. Nous avons conside´re´ les deux cas
du Tableau 6.3 :
Tableau 6.3 Essais de validation pour le module de line´arisation
Cas N◦ Avion Altitude Vitesse Entre´es Amplitudes Volets Train
1 H800XP 20000 250 δe et δTLA 2
◦ et 5% 0 non
2 CCX 01000 140 δa et δr1 4
◦ et 3◦ 35◦ oui
ou` le premier cas correspond a` un mouvement longitudinal et le deuxie`me cas correspond
a` un mouvement late´ral. Bien entendu, les deux conditions de vol (altitude/vitesse) sont a`
titre d’exemple. Nous verrons par la suite comment valider la line´arisation sur un plus grand
nombre de condition de vol.
Re´sultats du cas N◦1
La Figure 6.3 montre les re´ponses des mode`les non line´aire et line´aire pour le mouvement
longitudinal. Comme nous pouvons le remarquer, les re´sultats sont tre`s convaincants car,
le mode`le d’e´tat approxime bien le comportement local de l’avion autour de son point
d’e´quilibre. En effet, meˆme si les courbes ne sont pas superpose´es, les quelques diffe´rences
perceptibles restent ne´gligeables.
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Résultats de la linéarisation : cas (1)
Figure 6.3 Comparaison des mode`les non line´aire et line´aire : cas N◦1
Dans le chapitre 3, nous avons suppose´ qu’un mouvement longitudinal n’influe en aucun
cas sur le mouvement late´ral de l’avion. Pour ve´rifier cette hypothe`se, nous avons trace´ sur
la Figure 6.4 les variations de la vitesse late´rale et de l’angle de roulis en fonction du temps.
Comme nous pouvons le constater, celles-ci sont nulles, ce qui vient confirmer l’hypothe`se de
de´part.
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Figure 6.4 Comparaison des mode`les non line´aire et line´aire : cas N◦1 (suite)
Re´sultats du cas N◦2
La Figure 6.5 montrent les re´ponses des mode`les line´aire et non line´aire pour le mouvement
late´ral.
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Figure 6.5 Comparaison des mode`les non line´aire et line´aire : cas N◦2
Ici encore, nous obtenons de tre`s bons re´sultats, voir mieux que les pre´ce´dents. En effet,
les re´ponses des deux mode`les sont superpose´es. De meˆme, pour ve´rifier l’hypothe`se de
de´couplage, nous avons trace´ sur la Figure 6.6 les variations de la vitesse longitudinale et de
l’angle de tangage en fonction du temps. Comme nous pouvons le constater, celles-ci ne sont
pas nulles, mais restent suffisamment petites pour eˆtre ne´glige´es.
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Figure 6.6 Comparaison des mode`les non line´aire et line´aire : cas N◦2 (suite)
Nous avons reproduit ces deux essais (cas N◦1 et cas N◦2) sur une centaine de points de vol
diffe´rents afin de nous assurer du bon fonctionnement de l’algorithme de line´arisation. Dans
132
l’ensemble, nous avons obtenu des re´sultats similaires a` ceux pre´sente´s plus haut. Cependant,
pour ve´rifier au mieux toute l’enveloppe de vol, nous avons automatise´ l’analyse des re´sultats.
Il nous a donc fallu trouver un moyen de quantifier si deux signaux sont proches ou non l’un
de l’autre. Pour cela, nous avons utilise´ le facteur de corre´lation de Pearson de´fini par :
Corr(e1, e2),=
n∑
i=1
(e1i − e¯1)(e2i − e¯2)√√√√ n∑
i=1
(e1i − e¯1)2
√√√√ n∑
i=1
(e2i − e¯2)2
(6.2)
ou` e1 et e2 sont deux signaux quelconques de valeur moyenne respective e¯1 et e¯2 et n est le
nombre de valeurs connues des signaux. Plus les deux signaux sont identiques, plus le facteur
de corre´lation se rapproche de 1. Inversement, plus il est petit, plus les signaux sont diffe´rents.
En re´alite´, ce facteur est plus un indice sur la tendance des courbes. En effet, il nous indiquera
si les deux signaux ont la meˆme allure fre´quentielle. Par exemple, si l’on conside`re deux
signaux de fre´quence identique, mais dont l’amplitude de l’un est la double de l’autre, on
obtiendra un facteur de corre´lation e´gale a` 1 alors que les deux signaux ne sont pas superpose´s.
Pour e´viter de tomber dans un cas pareil, nous avons de´cide´ de calculer en meˆme temps la
moyenne des erreurs quadratique MSE (Mean Square Error) de´finie par :
MSE(e1, e2) =
1
n
n∑
i=1
(e1i − e2i)2 (6.3)
Ainsi, en combinant ces deux indices, nous pourrons juger si deux signaux sont assez proches
ou non. L’indice de corre´lation nous indiquera la concordance fre´quentielle tandis que le
MSE quantifiera la concordance des amplitudes.
La Figure 6.7 montre les re´sultats pour le cas N◦1 sur 1,500 points de vol se´lectionne´s
de fac¸on ale´atoire. Comme nous pouvons le constater, nous obtenons des re´sultats plus que
satisfaisants. En effet, sur l’ensemble des essais, le coefficient de corre´lation est dans le pire
des cas e´gale a` 0.99 tandis que le MSE est lui de l’ordre de 10−2.
La Figure 6.8 montre les re´sultats pour le cas N◦2 sur 1,500 points de vol se´lectionne´s de
fac¸on ale´atoire. Ici aussi nous obtenons de tre`s bons re´sultats, voir meilleurs que ceux du cas
N◦1. En effet, le coefficient de corre´lation est toujours e´gal a` 1 tandis que le MSE est dans
le pire des cas de l’ordre de 10−3.
Ces re´sultats comblent largement nos attentes et permettent de valider l’efficacite´
l’algorithme de line´arisation.
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Figure 6.7 Validation du cas N◦1 sur 1,500 points de vol
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Figure 6.8 Validation du cas N◦2 sur 1,500 points de vol
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6.3 Validation du controˆle interne
Dans cette section, nous discutons des re´sultats du controˆle interne. Tout d’abord, nous
validerons les crite`res du cahier des charges en conside´rant le SAS (SAS(1) et SAS(2))
uniquement. Puis nous ve´rifierons si chacune des boucles internes respecte les spe´cifications
du cahier des charges pour le CSAS (CSAS(1) et CSAS(2)) en mode automatique et manuel.
Enfin, nous pre´senterons plusieurs simulations sur le mode`le non line´aire du Cessna Citation
X dans le but de valider la robustesse des boucles internes.
6.3.1 Ve´rification du respect du cahier des charges pour le SAS
E´tant donne´ le de´couplage entre les mouvements longitudinal et late´ral, nous pre´senterons
les re´sultats obtenus pour le mouvement longitudinal dans un premier temps, puis pour le
mouvement late´ral dans un deuxie`me temps.
Validation du SAS pour le mouvement longitudinal
La Figure 6.9 illustre la position des poˆles dans le plan complexe du mouvement
longitudinal avant et apre`s stabilisation par le SAS (calcule´ pour chaque condition de vol)
pour le Cessna Citation X sur 500 points de vol.
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Figure 6.9 Positions des poˆles longitudinaux naturels et stabilise´s du Cessna Citation X
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Le Tableau 6.4 montre une comparaison entre les pires caracte´ristiques dynamiques
affectant un des poˆles (parmi tous les poˆles de la Figure 6.9(a)) avant l’utilisation d’un
SAS et les pires caracte´ristiques dynamiques affectant un des poˆles (parmi tous les poˆles de
la Figure 6.9(b)) apre`s l’utilisation d’un SAS.
Tableau 6.4 Caracte´ristiques dynamiques longitudinales avec et sans SAS
Spe´cification du
Mode Sans SAS cahier des charges Avec SAS
Short Period ξspmin = 0.2683 ξ ≥ 0.35 ξspmin = 0.4001
ξspmax = 0.7056 ξ ≤ 1.30 ξspmax = 0.5916
Phugo¨ıde ξphmin = −0.0117 ξ ≥ 0.04 ξphmin = 1.00
Comme nous pouvons le remarquer sur la Figure 6.9(a) et sur le Tableau 6.4, la
dynamique naturelle de l’avion ne respecte pas toujours les performances requises. En
effet, pour certaines conditions de vol, les poˆles du mode short period ont un facteur
d’amortissement infe´rieur a` 0.3 qui, rappelons-le, est le minimum requis. De plus, il est
possible de voir que pour certaines conditions de vol, les poˆles du mode phugo¨ıde se trouvent
le´ge`rement a` droite de l’axe imaginaire, ce qui rend la dynamique de l’avion instable. De`s
lors, on comprend mieux la ne´cessite´ d’avoir un syste`me de stabilisation pour ame´liorer les
performances de l’avion.
En ce qui concerne les caracte´ristiques dynamiques longitudinales apre`s la stabilisation
par le SAS, on peut voir sur la Figure 6.9(b) et sur le Tableau 6.4 que l’ae´ronef satisfait
toutes les contraintes impose´es par le cahier des charges. En effet, nous remarquons que tous
les poˆles du mode phugo¨ıde sont stables et sont comple`tement amortis. De meˆme, les poˆles
du mode short period respectent les crite`res d’amortissements minimal et maximal impose´s
par le cahier des charges.
Pour finir, le Tableau 6.5 de´taille les caracte´ristiques dynamiques longitudinales apre`s la
stabilisation par le SAS pour le Hawker 800XP pour vingt conditions de vol. Comme nous
pouvons le remarquer, ici aussi les re´sultats obtenus sont satisfaisants car l’ae´ronef sous
l’effet du SAS respecte toutes les spe´cifications impose´es par la cahier des charges.
A` la lumie`re de ces re´sultats, on en conclut que notre syste`me de stabilisation respecte
bien l’ensemble des crite`res impose´s du niveau 1 et cela pour toutes les phases de vol.
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Tableau 6.5 Caracte´ristiques dynamiques longitudinales apre`s la stabilisation par le SAS pour le Hawker 800XP
N◦ M [lbs] xcg [%] H [pi] Vtas [nds] δf [deg] ξsp [−] ωsp [rad/s] ξph1 [−] ωph1 [rad/s] ξph2 [−] ωph2 [rad/s]
01 22000 30 25000 200 00 0.43 9.35 1.00 0.03 1.00 0.64
02 24000 24 25000 240 00 0.42 9.23 1.00 0.02 1.00 0.65
03 24000 28 15000 160 00 0.51 8.42 1.00 0.04 1.00 0.61
04 24000 35 05000 140 15 0.41 9.66 1.00 0.06 1.00 0.74
05 30000 20 15000 200 00 0.43 9.24 1.00 0.03 1.00 0.63
06 32000 24 01000 120 35 0.56 7.34 1.00 0.12 1.00 0.38
07 34000 16 25000 260 00 0.42 9.31 1.00 0.02 1.00 0.55
08 24000 28 25000 220 00 0.45 9.05 1.00 0.02 1.00 0.66
09 26000 24 10000 180 00 0.40 9.62 1.00 0.03 1.00 0.77
10 30000 28 25000 200 00 0.49 8.60 1.00 0.04 1.00 0.41
11 36000 16 25000 240 00 0.43 9.28 1.00 0.03 1.00 0.45
12 32000 16 25000 240 00 0.47 8.64 1.00 0.03 1.00 0.52
13 24000 32 01000 120 35 0.52 8.21 1.00 0.09 1.00 0.69
14 36000 20 20000 200 00 0.44 9.06 1.00 0.04 1.00 0.39
15 24000 30 10000 160 00 0.44 9.30 1.00 0.04 1.00 0.74
16 24000 35 25000 200 00 0.45 9.22 1.00 0.03 1.00 0.60
17 30000 24 01000 140 35 0.48 8.67 1.00 0.08 1.00 0.63
18 32000 20 25000 260 00 0.41 9.42 1.00 0.02 1.00 0.59
19 28000 24 15000 160 00 0.52 8.07 1.00 0.05 1.00 0.46
20 36000 16 10000 180 00 0.42 9.31 1.00 0.04 1.00 0.46
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Validation du SAS pour le mouvement late´ral
La Figure 6.10 illustre la position des poˆles dans le plan complexe du mouvement late´ral
avant et apre`s stabilisation par le SAS (calcule´ pour chaque condition de vol) pour Cessna
Citation X sur 500 points de vol.
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Figure 6.10 Positions des poˆles late´raux naturels et stabilise´s du Cessna Citation X
Le Tableau 6.6 montre une comparaison entre les pires caracte´ristiques dynamiques
affectant un des poˆles (parmi tous les poˆles de la Figure 6.10(a)) avant l’utilisation d’un SAS
et les pires caracte´ristiques dynamiques affectant un des poˆles (parmi tous les poˆles de la
Figure 6.10(b)) apre`s l’utilisation d’un SAS.
Nous rappelons que la seule spe´cification requise de niveau 1, pour le mode spiral, porte
sur le terme de double amplitude (T2s). Il est important de noter que celui-ci n’est a` ve´rifier
que si le mode est instable. Ainsi, lorsque nous pre´cisons N/A dans nos re´sultats, cela signifie
que le poˆle est stable et comple`tement amorti. Sous cette condition, le crite`re est bien entendu
valide´.
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Tableau 6.6 Caracte´ristiques dynamiques late´rales avec et sans SAS
Spe´cification du
Mode Sans SAS cahier des charges Avec SAS
Dutch Roll ξdrmin = −0.0367 ξ ≥ 0.19 ξdrmin = 0.2206
ωdrmin = 1.2428 rad/s ω ≥ 1.00 rad/s ωdrmin = 1.2415 rad/s
(ξω)drmin = −0.0519 rad/s ξω ≥ 0.35 rad/s (ξω)drmin = 0.3501 rad/s
Spiral T2s,min = 25.2603 s T2s,min ≥ 12 s N/A
Roulis amorti τramax = 0.7255 s τ ≤ 1.0 s τramax = 0.6558 s
Comme nous pouvons le remarquer sur la Figure 6.10(a) et sur le Tableau 6.6, meˆme si
tous les poˆles du mode roulis amorti et du mode spiral semblent respecter les spe´cifications
du cahier des charges, un grand nombre de poˆles du mode Dutch Roll sont soit instables, soit
mal amortis (facteur d’amortissement en dessous de celui impose´ par le cahier des charges).
Ici aussi, on comprend mieux la ne´cessite´ d’avoir un syste`me de stabilisation pour ame´liorer
les performances de l’avion.
En ce qui concerne les caracte´ristiques dynamiques late´rales apre`s la stabilisation par le
SAS, on peut voir sur la Figure 6.10(b) et sur le Tableau 6.6 que l’ae´ronef satisfait toutes les
contraintes impose´es par le cahier des charges. En effet, nous remarquons que tous les poˆles
du mode Dutch Roll sont stables et posse`dent dans le pire des cas un facteur d’amortissement
supe´rieure a` 0.19 qui correspond a` la limite infe´rieure impose´e par le cahier des charges. De
meˆme, la constante de temps du mode roulis amorti est dans le pire des cas infe´rieure a`
1.0 seconde et le mode spiral est toujours stable. Ces derniers re´sultats permettent donc de
valider les qualite´s de vol correspondant au niveau 1.
Pour finir, le Tableau 6.7 de´taille les caracte´ristiques dynamiques late´rales apre`s la
stabilisation par le SAS pour le Hawker 800XP pour vingt conditions de vol. Comme nous
pouvons le remarquer, ici aussi les re´sultats obtenus sont satisfaisants car l’ae´ronef sous
l’effet du SAS respecte toutes les spe´cifications impose´es par la cahier des charges.
A` la lumie`re de ces re´sultats, on en conclut que notre syste`me de stabilisation respecte
bien l’ensemble des crite`res impose´s du niveau 1 et cela pour toutes les phases de vol.
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Tableau 6.7 Caracte´ristiques dynamiques late´rales apre`s la stabilisation par le SAS pour le Hawker 800XP
N◦ M [lbs] xcg [%] H [pi] Vtas [nds] δf [deg] ξdr [−] ωdr [rad/s] ξdrωrh [rad/s] T2s [s] τra [s]
01 26000 34 15000 200 00 0.29 01.36 00.39 N/A 0.23
02 26000 28 25000 180 00 0.30 01.55 00.47 N/A 0.46
03 30000 26 25000 200 00 0.27 01.52 00.42 N/A 0.50
04 30000 24 10000 180 00 0.27 01.45 00.39 N/A 0.35
05 34000 22 10000 180 00 0.23 01.54 00.36 N/A 0.47
06 24000 26 25000 220 00 0.28 01.25 00.35 N/A 0.25
07 28000 30 25000 180 00 0.26 01.63 00.43 N/A 0.51
08 32000 24 25000 200 00 0.25 01.47 00.36 N/A 0.64
09 30000 32 25000 240 00 0.26 01.38 00.36 N/A 0.33
10 34000 18 15000 180 00 0.23 01.53 00.36 N/A 0.56
11 30000 26 15000 160 00 0.23 01.61 00.37 N/A 0.56
12 30000 24 20000 200 00 0.27 01.46 00.39 N/A 0.41
13 34000 16 25000 220 00 0.26 01.44 00.38 N/A 0.52
14 30000 22 20000 200 00 0.27 01.45 00.39 N/A 0.40
15 26000 26 25000 200 00 0.30 01.43 00.43 N/A 0.34
16 24000 30 15000 200 00 0.28 01.26 00.35 N/A 0.21
17 28000 22 25000 220 00 0.28 01.38 00.39 N/A 0.31
18 24000 35 10000 160 00 0.29 01.44 00.42 N/A 0.31
19 30000 32 15000 180 00 0.25 01.58 00.40 N/A 0.44
20 28000 28 25000 220 00 0.28 01.42 00.39 N/A 0.32
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6.3.2 Ve´rification du respect du cahier des charges pour le CSAS
Dans cette sous-section, nous nous inte´ressons au controˆle interne au complet (controˆle de
l’angle de tangage et controˆle de l’angle de roulis). Dans un premier temps, nous pre´senterons
les re´sultats obtenus pour le pilotage automatique. Puis, dans un second temps, nous referons
la meˆme analyse en conside´rant le pilotage manuel. Enfin, nous terminerons avec une analyse
de robustesse des boucles internes en manuel et en automatique.
Validation du controˆle automatique de l’angle de tangage et de l’angle de roulis
Dans le but de valider les boucles internes pour le controˆle automatique de l’angle de
tangage et de l’angle de roulis, nous avons effectue´ 500 simulations sur la dynamique non
line´aire du Cessna Citation X. La Figure 6.11 illustre les re´ponses en tangage et en roulis de
l’avion suite a` une re´fe´rence de type e´chelon unitaire.
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Figure 6.11 Re´sultats du controˆle automatique de l’angle de tangage et de l’angle de roulis
sur 500 points de vol pour le Cessna Citation X
Comme nous pouvons le constater, les re´sultats sont tre`s satisfaisants. En effet, quelle
que soit la condition de vol, le temps de re´ponse a` 5% pour les deux boucles internes reste
infe´rieur aux 2 secondes impose´es par le cahier des charges. De meˆme, on peut voir que pour
les deux boucles internes, le de´passement maximal reste infe´rieur a` 5% et que l’erreur de
position en re´gime permanent est quasiment nulle (infe´rieure a` 10−2).
Nous avons re´alise´ les meˆmes essais avec la dynamique non line´aire du Hawker 800XP.
Les Tableaux 6.8 et 6.9 montrent les re´sultats de´taille´s sur 20 points de vol. Dans l’ensemble,
les re´sultats restent identiques a` ceux du Cessna Citation X.
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Tableau 6.8 Re´sultat du controˆle interne de l’angle de tangage en automatique pour le Hawker
800XP
N◦ M [lbs] xcg [%] H [pi] Vtas [nds] δf [deg] tr5% [s] D [%] ep [deg]
01 34000 24 15000 200 00 01.21 1.01 3e-08
02 26000 30 20000 200 00 01.24 1.01 3e-08
03 26000 32 25000 200 00 01.23 1.01 2e-08
04 24000 35 15000 180 00 01.20 1.01 2e-08
05 22000 34 20000 200 00 01.20 1.00 3e-08
06 24000 34 05000 160 15 01.23 1.00 2e-08
07 32000 22 01000 120 35 01.25 1.01 3e-08
08 32000 26 25000 260 00 01.20 1.00 3e-08
09 22000 32 20000 180 00 01.22 1.01 2e-08
10 24000 24 25000 260 00 01.28 1.00 2e-08
11 28000 24 15000 180 00 01.24 1.01 3e-08
12 34000 24 25000 220 00 01.25 1.01 2e-08
13 34000 18 05000 180 15 01.22 1.00 3e-08
14 28000 22 10000 200 00 01.23 1.00 3e-08
15 30000 22 01000 120 35 01.23 1.01 2e-08
16 32000 24 25000 200 00 01.20 1.01 3e-08
17 26000 24 25000 260 00 01.20 1.00 3e-08
18 28000 30 25000 180 00 01.27 1.01 6e-09
19 30000 20 15000 160 00 01.23 1.01 2e-08
20 30000 26 01000 160 35 01.28 1.00 2e-08
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Tableau 6.9 Re´sultat du controˆle interne de l’angle de roulis en automatique pour le Hawker
800XP
N◦ M [lbs] xcg [%] H [pi] Vtas [nds] δf [deg] tr5% [s] D [%] ep [deg]
001 22000 35 15000 260 00 01.25 1.00 2e-07
002 36000 16 05000 220 15 01.23 1.01 9e-07
003 28000 24 15000 180 00 01.27 1.01 6e-06
004 26000 32 20000 280 00 01.25 1.00 2e-07
005 36000 16 05000 160 15 01.21 1.01 6e-06
006 36000 16 05000 180 15 01.20 1.01 7e-10
007 32000 26 25000 280 00 01.27 1.01 8e-08
008 24000 26 15000 260 00 01.25 1.00 2e-07
009 26000 26 25000 340 00 01.25 1.00 4e-07
010 28000 28 10000 160 00 01.23 1.01 2e-05
011 30000 30 01000 140 35 01.25 1.01 9e-08
012 32000 22 05000 160 15 01.27 1.01 5e-07
013 30000 32 10000 180 00 01.22 1.01 3e-06
014 28000 30 10000 160 00 01.28 1.01 2e-05
015 32000 16 05000 160 15 01.20 1.01 6e-07
016 24000 35 20000 260 00 01.25 1.00 8e-08
017 32000 16 05000 220 15 01.23 1.01 7e-07
018 34000 20 25000 240 00 01.20 1.01 7e-07
019 28000 30 25000 280 00 01.27 1.00 9e-08
020 22000 34 20000 280 00 01.25 1.00 2e-07
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Validation du controˆle manuel de l’angle de tangage et de l’angle de roulis
Le controˆle manuel est le´ge`rement diffe´rent du controˆle automatique, car le but est de
suivre une re´fe´rence variante dans le temps. Comme pour le mode automatique, afin de valider
les boucles internes en mode manuel, nous avons effectue´ 500 simulations sur la dynamique
non line´aire du Cessna Citation X en prenant en compte les mode`les du pilote et du manche
pre´sente´s dans le chapitre 2. La Figure 6.12 illustre les re´ponses en tangage et en roulis de
l’avion suite a` une re´fe´rence de type e´chelon unitaire.
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Figure 6.12 Re´sultats du controˆle manuel de l’angle de tangage et de l’angle de roulis sur 500
points de vol pour le Cessna Citation X
Comme nous pouvons le constater, les re´sultats sont encore une fois tre`s satisfaisants.
En effet, quelle que soit la condition de vol et la boucle interne, le temps de re´ponse a` 5%
reste infe´rieur aux 2 secondes impose´es par le cahier des charges. En ce qui concerne le
de´passement maximal, il n’a plus de raison d’eˆtre, car un fort de´passement sur la re´ponse en
vitesse est ne´cessaire pour rejoindre la trajectoire de re´fe´rence comme on peut le voir sur les
re´ponses en tangage et en roulis. Enfin, l’erreur en vitesse durant la phase transitoire (entre
3 et 5 secondes) est quasiment nulle (infe´rieure a` 10−2).
Les Tableaux 6.10 et 6.11 de´taillent les performances en terme de marge de gain, marge
de phase et erreur de vitesse obtenues sur 20 conditions de vol pour le Hawker 800XP.
Comme nous pouvons le remarquer, ici aussi, les spe´cifications du cahier des charges sont
bien respecte´es.
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Tableau 6.10 Re´sultat du controˆle interne de l’angle de tangage en manuel pour le Hawker
800XP
N◦ M [lbs] xcg [%] H [pi] Vtas [nds] δf [deg] Mg [dB] Mp [deg] ev [deg]
01 22000 35 20000 180 00 10.39 80.36 3e-08
02 32000 24 05000 140 15 09.67 78.75 5e-08
03 30000 28 15000 160 00 09.80 78.76 6e-08
04 24000 26 10000 180 00 10.58 81.61 2e-08
05 32000 20 20000 200 00 09.43 78.40 4e-08
06 36000 20 01000 160 35 10.81 82.41 2e-08
07 28000 24 25000 240 00 10.57 81.34 3e-08
08 30000 20 20000 260 00 11.23 83.14 1e-08
09 34000 24 25000 220 00 09.86 79.66 3e-08
10 26000 24 05000 160 15 10.61 81.46 2e-08
11 24000 28 15000 200 00 10.75 81.98 2e-08
12 26000 24 10000 200 00 11.16 82.92 1e-08
13 32000 18 25000 240 00 09.87 79.70 3e-08
14 32000 20 25000 200 00 08.84 75.65 1e-07
15 34000 24 15000 180 00 10.00 79.70 4e-08
16 26000 28 20000 180 00 09.67 78.77 5e-08
17 30000 22 20000 220 00 10.47 81.12 3e-08
18 24000 24 10000 200 00 11.13 82.89 1e-08
19 26000 26 01000 120 35 09.15 77.21 5e-08
20 30000 22 20000 260 00 11.41 83.39 1e-08
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Tableau 6.11 Re´sultat du controˆle interne de l’angle de roulis en manuel pour le Hawker
800XP
N◦ M [lbs] xcg [%] H [pi] Vtas [nds] δf [deg] Mg [dB] Mp [deg] ev [deg]
01 32000 22 25000 320 00 11.11 81.96 2e-07
02 30000 24 15000 240 00 10.97 82.02 1e-07
03 26000 26 25000 280 00 11.87 83.80 2e-07
04 28000 22 25000 400 00 12.80 85.32 6e-07
05 26000 28 25000 200 00 09.58 79.29 2e-05
06 26000 26 25000 360 00 12.78 85.21 4e-07
07 28000 28 25000 200 00 09.17 78.16 4e-05
08 26000 24 05000 180 15 11.19 82.60 3e-07
09 24000 24 10000 240 00 12.31 84.66 3e-07
10 24000 35 25000 400 00 12.89 85.51 4e-07
11 34000 16 25000 280 00 10.50 80.55 9e-08
12 26000 30 20000 200 00 10.07 80.42 4e-06
13 32000 20 25000 360 00 11.60 82.92 3e-07
14 24000 32 25000 220 00 10.47 81.13 6e-07
15 26000 30 25000 260 00 11.43 83.07 9e-08
16 26000 28 20000 220 00 10.81 81.97 6e-08
17 24000 28 15000 180 00 09.94 80.00 4e-06
18 30000 24 05000 180 15 10.24 80.10 1e-07
19 30000 30 25000 200 00 08.52 75.55 7e-05
20 22000 35 20000 260 00 11.89 83.95 2e-07
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6.3.3 Validation de la robustesse des boucles internes sur le mode`le non line´aire
Nous nous inte´ressons ici a` la robustesse des correcteurs internes (SAS+CAS). Graˆce aux
e´tudes pre´sente´es dans la section 4.4, nous avons utilise´ les applications gardiennes sur 100
points de vol afin d’avoir une ide´e ge´ne´rale sur la robustesse de nos correcteurs.
La premie`re analyse que nous avons effectue´e concernait la stabilite´ au sens d’Hurwitz. Si
celle-ci n’est pas obtenue, il est inutile d’aller plus loin. Lorsque celle-ci e´tait confirme´e, nous
testions alors si un facteur d’amortissement minimal de 0.7 pouvait eˆtre garanti en utilisant
l’application gardienne qui garde le coˆne d’amortissement. Dans l’ensemble nous avons obtenu
de bons re´sultats. Sur les 100 cas traite´s (voir Figure 6.13), 86% des boucles internes e´taient
robustes.
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Figure 6.13 Positions des poˆles longitudinaux stabilise´s du Cessna Citation X sous l’influence
d’incertitudes
A` la lumie`re de cette e´tude, nous avons effectue´ des simulations sur le mode`le non line´aire
du Cessna Citation X. Pour chacune des 100 conditions de vol, nous avons re´alise´ 5 simulations
en injectant des incertitudes (choisies ale´atoirement) de ±10% sur la masse, ±10% sur la
vitesse vraie, ±10% sur l’altitude et de ±5% sur le centrage.
La Figure 6.14 illustre les re´ponses de l’avion en tangage et en roulis pour le pilotage
automatique.
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Figure 6.14 Analyse de robustesse des boucles internes en mode automatique pour le Cessna
Citation X
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La Figure 6.15 illustre les re´ponses cumulatives suite a` 500 essais de l’avion en tangage et en
roulis pour le pilotage manuel.
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Figure 6.15 Analyse de robustesse des boucles internes en mode manuel pour le Cessna
Citation X
La premie`re remarque que nous pouvons faire concerne la stabilite´ (au sens d’Hurwitz)
de l’ae´ronef. En effet, meˆme si les spe´cifications ne sont pas tout le temps respecte´es, on
peut noter que l’avion reste bien stable malgre´ le nombre d’incertitudes. Il est important de
pre´ciser que contrairement aux mode`les line´aires, nous avons ge´ne´re´ ici des incertitudes sur
quatre parame`tres en meˆme temps, alors que l’interpolation et les applications gardiennes
ne nous permettaient de conclure que sur la robustesse en fonction de deux parame`tres
(masse/centrage ou altitude/vitesse). Il est donc normale de ne plus avoir le meˆme taux de
re´ussite concernant la robustesse vis-a`-vis des spe´cifications. Cependant, dans l’ensemble, les
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re´ponses restent acceptables meˆme si pour certaines conditions de vol le temps de re´ponse
cumulatives et le de´passement maximal sont plus grands que ceux espe´re´s.
6.3.4 Conclusion
En conclusion, les re´sultats pre´sente´s dans cette section nous confirment que la
me´thodologie propose´e dans ce me´moire semble porter ses fruits. En validant les spe´cifications
des cahiers des charges sur 500 points de vol, nous avons montre´ l’efficacite´ de l’algorithme
ge´ne´tique couple´ a` la me´thode LQR. En plus d’offrir des correcteurs simples et performants,
ces derniers sont aussi robustes malgre´ un grand nombre d’incertitudes comme nous l’avons
de´montre´ a` la lumie`re des derniers re´sultats.
Pour finir, en re´alisant des simulations sur le Cessna Citation X et sur le Hawker 800XP,
nous avons de´montre´ l’aspect ge´ne´rique des algorithmes de commande. Ces re´sultats comblent
toutes nos attentes et nous permettent d’entamer la prochaine e´tape qui consiste a` valider
les correcteurs externes.
6.4 Validation des boucles externes
Dans cette section nous abordons la validation de la dernie`re e´tape de ce projet qui
concerne la conception des boucles externes. Pour e´tudier l’efficacite´ du pilote automatique
complet et afin d’alle´ger le contenu de cette section, nous proposons de simuler plusieurs
sce´narios de vol et de ve´rifier si ces derniers ont du sens ou non. De meˆme, la dynamique du
Cessna Citation X e´tant plus complexe que celle du Hawker 800XP (mode`le ae´rodynamique
plus pre´cis), nous pre´senterons les re´sultats obtenus avec la dynamique de vol de ce dernier.
Enfin, pour garantir l’efficacite´ de nos correcteurs, toutes les simulations se feront en
conside´rant la variation de la quantite´ de carburant. Ainsi, la masse et le centrage e´volueront
en conse´quence. D’autres facteurs de perturbations (variation du centre de gravite´ selon l’axe
transversal, pre´sence de vent, incertitude sur certains parame`tres, etc.) seront pris en compte
dans les simulations.
6.4.1 Sce´nario 1 : maintien d’altitude a` vitesse constante
Le premier sce´nario que nous proposons concerne le maintien d’un niveau de vol a` vitesse
constante sous l’influence d’une zone de turbulence. Nous supposons qu’initialement l’avion
e´volue sous la condition d’e´quilibre a` 20,000 pi / 250 nds / 28,000 lb / xcg a` 17% et dans un
environnement ide´al (atmosphe`re au repos). De meˆme, nous supposons que les modes Altitude
Hold et Autothrottle sont enclenche´s et re´gle´s sur 20,000 pi et 250 nds. A` t = 50 secondes,
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nous simulerons une zone de turbulence graˆce aux diffe´rents mode`les de vent pre´sente´s dans
la section 2.2.1. Pour cela, nous de´marrerons un vent turbulent pour une dure´e de 150
secondes que nous renforcerons avec une rafale a` t = 100 secondes. Puis, a` 200 secondes, nous
annulerons toutes les perturbations pour remettre l’avion dans une atmosphe`re au repos et
voir si celui-ci peut ou non revenir a` sa condition initiale. La Figure 6.16 illustre le profil de
vent ge´ne´re´ lors de la simulation :
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Figure 6.16 Profile du vent pour le sce´nario 1
Les Figures 6.17 et 6.18 illustrent les re´sultats obtenus apre`s 300 secondes de simulation.
Comme nous pouvons le voir, sur les 50 premie`res secondes, l’ae´ronef reste bien stable et
e´volue en palier sans aucun proble`me. Entre 50 et 100 secondes, nous commenc¸ons a` voir
les premie`res re´actions de l’avion et du pilote automatique qui tente de maintenir l’altitude
et la vitesse constante en pre´sence de faibles turbulences. Sous l’influence de cette premie`re
perturbation, on peut voir que les e´le´vateurs et les manettes des gaz bougent le´ge`rement
autour de leurs positions d’e´quilibre pour maintenir la position et l’attitude de l’ae´ronef.
Par exemple, l’altitude varie le´ge`rement de ±5 pi par rapport a` la re´fe´rence de 20,000 pi.
La vitesse aussi varie tre`s peu, elle fluctue entre 250 nds et 253 nds, soit une variation
maximale de 1.2%, ce qui peut eˆtre conside´re´ comme ne´gligeable. Ces observations sont
assez encourageantes car elles prouvent une premie`re efficacite´ des modes de l’autopilote
quant au maintien d’altitude et de vitesse.
A` t = 100 secondes, la rafale se soule`ve soudainement en moins de 2 secondes. A` cet
instant, on constate que le pilote automatique excite plus les e´le´vateurs et les commandes
des gaz afin d’amortir le mouvement de l’avion. En effet, meˆme si l’on peut avoir l’impression
que l’avion chute brusquement a` t = 100 secondes, en re´alite´, ce dernier ne perd que 150
pi en 10 secondes, soit une vitesse de descente de 900 pi/min. Ce taux reste bien infe´rieur
152
au taux habituel de 1,800 pi/min lors de descentes controˆle´es. De meˆme, nous pouvons voir
qu’en re´alite´ l’acce´le´ration ressentie dans l’avion varie localement entre 0.8g et 1.13g. A` titre
de comparaison, nous rappelons que le facteur de charge pour un virage a` 30◦ d’inclinaison
est de 1.15g. On en conclut donc qu’une acce´le´ration 1.13g est supportable pour une telle
perturbation. Par la suite, on peut voir que l’ae´ronef revient en douceur vers son altitude de
croisie`re malgre´ le vent constant et les turbulences.
La vitesse vraie quant a` elle, chute d’environs 10 nds en 2.4 secondes. Nous pensons
que cette chute est tout a` fait normale, car la rafale est trop rapide pour que le pilote
automatique puisse anticiper le mouvement de l’avion. De plus, la valeur positive indique
que le vent vient de dos. Une telle perturbation augmente la vitesse au sol et diminue la
vitesse vraie de l’avion. Il est donc important de pousser sur les moteurs pour raugmenter
la vitesse vraie et e´viter le de´crochage. Ainsi, durant toute la phase perturbe´e, le pilote
automatique pousse sur les manettes des gaz pour maintenir la vitesse de l’avion a` 250 nds
comme nous pouvons le constater sur la Figure 6.17.
Lorsque l’avion sort de la zone de turbulence (arreˆt soudain du vent), on remarque qu’ici
aussi on a de grandes variations d’altitude et vitesse. Ceci est due a` l’inertie de l’avion et
au temps de re´ponse du pilote automatique. Cependant, apre`s quelques secondes, on peut
voir que le pilote automatique stabilise a` nouveau l’ae´ronef pour le ramener a` sa condition
d’e´quilibre.
Au terme de cette analyse, nous avons montre´ l’efficacite´ du mode Altitude Hold et de
l’Autothrottle. Que l’avion soit soumis a` une perturbation instantane´e ou prolonge´e, ces deux
boucles externes nous ont de´montre´ leur capacite´ a` stabiliser l’avion et a` maintenir une
re´fe´rence impose´e.
153
0 50 100 150 200 250 300
1.98
1.99
2
2.01
2.02
x 10
4 Résultats de la simulation : scenario 1 
Temps [s]
h
[p
i]
0 50 100 150 200 250 300
0.8
1
1.2
Temps [s]
A
z
[g
]
0 50 100 150 200 250 300
230
240
250
260
270
Temps [s]
V
ta
s
[k
ts
]
0 50 100 150 200 250 300
2.76
2.77
2.78
2.79
2.8
x 10
4
Temps [s]
M
[lb
s]
Figure 6.17 Re´sultat de simulation : sce´nario no 1 - maintien d’une altitude a` vitesse constante
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Figure 6.18 Re´sultat de simulation : sce´nario no 1 - maintien d’une altitude a` vitesse constante
(suite)
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6.4.2 Sce´nario 2 : manœuvre d’e´vitement d’une montagne
Le deuxie`me sce´nario que nous proposons concerne une manœuvre d’e´vitement.
Supposons que l’avion se trouve initialement a` 10,000 pi / 200 nds avec un cap de 0◦ (en
direction du Nord ge´ographique) et que le pilote voit une montagne droit devant lui. Apre`s
plusieurs re´flexions et discutions avec la tour de controˆle, celle-ci lui ordonne de monter a`
15,000 pi a` 1,800 pi/min et d’aller au cap 45◦, puis une fois hors de danger de revenir sur
son cap initial de 0◦. Enfin, pour rattraper le le´ger retard cause´ par la de´viation, le pilote
de´cide d’augmenter sa vitesse a` 250 nds.
Les Figures 6.19 a` 6.21 montrent les re´sultats de la simulation. La premie`re consigne
envoye´e au pilote automatique concerne le changement d’altitude et de cap. A` cette, instant,
le pilote automatique prend les commandes pour suivre les re´fe´rences qu’on lui impose. Au
de´but de la simulation, l’altitude cible e´tant assez loin, le pilote automatique enclenche le
mode de monte´e verticale qui lui permet d’ajuster son taux de monte´e. Ce dernier augmente
l’assiette de l’avion pour orienter son vecteur vitesse vers le haut et maintenir les 1,800
pi/min, tel qu’illustre´ sur la Figure 6.20. De meˆme, pour vaincre la gravite´ et la force de
traˆıne´e, il pousse sur les manettes des gaz pour augmenter la pousse´e des moteurs et ainsi
maintenir la vitesse constante. Une fois proche de l’altitude de re´fe´rence, le mode de capture
d’altitude prend le relais et commence a` ralentir la vitesse verticale pour de´poser l’avion en
douceur sur son altitude finale, ou` le mode de maintien d’altitude s’active a` son tour. La
Figure 6.20, montre bien que la transition entre ces trois modes se fait tout en douceur et a`
vitesse constante.
Paralle`lement, l’avion effectue un virage pour changer son cap. Pour cela, le pilote
automatique doit ge´ne´rer un roulis positif pour effectuer un virage a` droite. Comme on
peut le voir sur la Figure 6.21, le pilote automatique ordonne une de´flexion ne´gative
des ailerons. Ce re´sultat est tout a` fait logique, car une de´flexion ne´gative entraˆıne un
mouvement positif. De meˆme, pour maintenir l’avion dans un virage coordonne´, le pilote
automatique utilise la gouverne de direction pour annuler le de´rapage qui varie de ±0.5◦.
Encore une fois, la logique du correcteur est tout a` fait justifie´e. En effet, il est bien connu
qu’il faut braquer la gouverne de direction dans le sens du virage pour contrer le lacet inverse.
Enfin, une fois en dehors de la zone de danger, le pilote automatique pousse sur les
manettes des gaz pour augmenter la vitesse et maintenir la vitesse de l’avion a` 250 nds. De
meˆme, en suivant la logique pre´ce´dente, il effectue un virage a` gauche pour revenir sur son
cap initial, le tout a` altitude constante.
156
Figure 6.19 Re´sultats de simulation : sce´nario no 2 - e´vitement d’une montage (1)
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Figure 6.20 Re´sultats de simulation : sce´nario no 2 - e´vitement d’une montage (2)
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Figure 6.21 Re´sultats de simulation : sce´nario no 2 - e´vitement d’une montage (3)
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6.4.3 Sce´nario 3 : suivi de trajectoire et navigation VOR/DME
Le troisie`me sce´nario que nous proposons permet de valider le mode VOR/DME Capture.
Pour cela, nous supposons que l’avion se trouve initialement a` la position 122.4◦W/36.4◦N
avec cap a` 28◦ par rapport au Nord ge´ographique. En ve´rifiant la me´te´o, le pilote voit qu’avec
sa trajectoire initiale, il se dirige tout droit vers une zone de turbulence assez dangereuse.
Pour le confort et la se´curite´ des passagers, il reprogramme son FMS pour contourner cette
re´gion. Pour cela, il rentre les diffe´rentes balises liste´es dans le Tableau 6.12 et engage le mode
de navigation late´rale. De plus, il de´cide de prendre de l’altitude et de monter a` 25,000 pi
pour eˆtre au-dessus de la zone perturbe´e.
Tableau 6.12 Liste des VOR/DME pour le sce´nario 3
Balise n◦ Longitude [deg] Latitude [deg] Cap
1 122.2◦W 36.7◦N 313◦
2 122.6◦W 37.0◦N 007◦
3 122.5◦W 37.6◦N 108◦
4 122.1◦W 37.5◦N 073◦
5 122.7◦W 37.6◦N 073◦
Les Figures 6.22 et 6.23 illustrent en de´tails les re´sultats de la simulation sur 2000
secondes. Comme nous pouvons le voir, l’avion rejoint sans aucune difficulte´ toutes les
balises et maintient les diffe´rentes radiales se´lectionne´es. De plus, nous pouvons remarquer
que tous les virages sont circulaires. Ce dernier de´tails de´montre : (1) l’efficacite´ de la loi
de controˆle du mode VOR/DME Capture et (2) le bon enchainement des modes Heading
Capture and Hold et VOR/DME Capture.
Un autre aspect qu’il est important de mentionner concerne la variation de la masse.
En effet, l’avion perd pre`s de 9,000 lb en moins d’une heure. Nous avons volontairement
augmente´ la consommation des moteurs pour cette simulation, car nous voulions voir les
limites de la robustesse des boucles internes et externes. Comme nous pouvons le constater,
malgre´ cette grande variation, le pilote automatique n’est pas de´stabilise´ et fonctionne tre`s
bien. En plus, de suivre la trajectoire impose´e, on peut voir qu’il rejoint bien l’altitude de
25,000 pi et qu’il maintient au mieux la vitesse vraie qui varie le´ge`rement de 250 nds a`
250.5 nds. Ce re´sultat est tre`s satisfaisant, car en plus de confirmer l’efficacite´ des boucles
externes, ils montrent que ces dernie`res sont robustes a` la variation de masse, de centrage et
d’altitude.
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Figure 6.22 Re´sultats de simulation : sce´nario no 3 - navigation par VOR/DME
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6.4.4 Sce´nario 4 : approche et atterrissage automatique
Le quatrie`me et dernier sce´nario que nous proposons concerne une approche comple`te.
Pour cela, nous supposons que l’avion se trouve initialement a` 3,000 pi / 140 nds et
qu’il se trouve a` la position 122.62◦W/37.60◦N en direction du Nord-Est (cap a` 45◦).
On suppose aussi qu’initialement, l’avion se trouve dans la configuration volets + becs
sortis et train d’atterrissage rentre´. Le pilote souhaite atterrir sur une piste qui se trouve
a` 122.39◦W/37.62◦N oriente´ a` 118◦ par rapport au Nord ge´ographique. Pour cela, il se
synchronise sur l’antenne du localizer et active le mode d’approche. Pour amorcer la
descente, le pilote de´cide de descendre a` 1,500 pi meˆme s’il n’a pas encore croise´ le glideslope.
Pour cela, a` 20 secondes, il re`gle l’altitude de re´fe´rence sur 1,500 pi. Pour finir, dans le but
de rendre la simulation plus re´aliste, nous proposons de sortir le train d’atterrissage a` 100 pi
au-dessus du sol.
Les Figures 6.24 et 6.26 montrent la trajectoire l’avion sous diffe´rents angles. Comme
nous pouvons le constater, dans l’ensemble, les re´sultats sont cohe´rents. Apre`s 20 secondes,
le pilote automatique amorce une premie`re descente pour aller rejoindre le faisceau du
glideslope. E´tant encore loin de l’axe de la piste, celui-ci maintient le cap initial de 45◦. Une
fois assez proche pour capturer la radiale de l’antenne du radioalignement de piste, le pilote
automatique ordonne un virage a` droite pour aligner l’avion sur la piste d’atterrissage. Peu
de temps apre`s, l’avion croise le faisceau du glideslope et amorce sa descente finale. Pour
cela, le pilote automatique aligne son angle de trajectoire sur l’angle de descente et maintient
la de´viation nulle comme on peut le voir sur la Figure 6.26.
A` 100 pi au-dessus de la piste, le pilote sort les trains d’atterrissage. Comme on peut le
voir, l’avion continue sa trajectoire sans trop eˆtre perturbe´. On note une le´ge`re perturbation
au niveau de vitesse, duˆ au fait que les trains ge´ne`rent de la traine´e et donc ralentissent
l’avion. Cependant, ces fluctuations sont de l’ordre de 0.1 nds ce qui est tout a` fait ne´gligeable.
Enfin, a` 70 pi au-dessus de la piste, le pilote automatique commute en mode flare pour
venir poser l’avion en douceur comme illustre´ sur la courbe de l’altitude en fonction du
temps (voir Figure 6.26). Pour ve´rifier si l’avion est re´ellement axe´ sur la piste, nous avons
repre´sente´, sur Figure 6.25, son passage au-dessus de la piste d’atterrissage.
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Figure 6.24 Re´sultats de simulation : sce´nario no 4 - atterrissage automatique (1)
Figure 6.25 Re´sultats de simulation : sce´nario no 4 - atterrissage automatique (2)
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A` la lumie`re des re´sultats pre´sente´s sur les 4 sce´narios, nous pouvons conclure que toutes
nos boucles externes fonctionnent bien dans l’ensemble. Il est important de mentionner que
tous les essais effectue´s ont e´te´ faits sans interpolation des gains des correcteurs (gains sche-
duling). C’est-a`-dire que pour chaque simulation, les correcteurs internes et externes utilise´s
e´taient ceux conc¸us pour condition initiale. Ainsi, en plus de prouver leur efficacite´, nous
avons aussi montre´ leur robustesse. Ce de´tail offre une plus-value a` ce projet, car nous nous
sommes rendu compte que les gains trouve´s pour les diffe´rentes boucles externes fonctionnent
pour une centaine de points de vol diffe´rents.
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CONCLUSION ET RECOMMANDATIONS
L’objectif global de ce projet e´tait la re´alisation de divers outils destine´s a` la simulation,
l’analyse de la stabilite´ et au commande d’un avion d’affaires. Les me´thodologies pre´sente´es
tout au long de ce me´moire reposent principalement sur des algorithmes d’optimisation
et sur des notions de me´canique du vol. En pre´sentant l’ensemble des re´sultats sur deux
avions dont les expressions des coefficients ae´rodynamiques et les configurations sont
totalement diffe´rents, nous avons pu ainsi de´montrer l’efficacite´ des diffe´rents algorithmes
et me´thodologies propose´s. Nous pouvons donc conside´rer que dans l’ensemble, l’objectif
principal a e´te´ atteint, meˆme si certains aspects peuvent eˆtre encore ame´liore´s.
La premie`re e´tape de ce projet concernait le de´veloppement d’une plateforme de
simulation et d’un mode`le de moteur. Les re´sultats obtenus dans le chapitre 1 comblent
largement nos attentes. En effet, ces derniers montrent une grande concordance avec le
simulateur de vol de CAE qui, rappelons-le est certifie´ niveau D. Les diffe´rences notables
entre la mode´lisation sous Matlab/Simulink et ce simulateur proviennent probablement
d’erreurs dues aux inte´grations nume´riques, a` des hypothe`ses de mode´lisation diffe´rentes
ou a` des dynamiques ne´glige´es. Afin de ve´rifier ces suppositions, le mode`le ae´rodynamique
du Cessna Citation X a e´te´ exporte´ sur le logiciel FLSIM de PRESAGIS et des erreurs
quasi identiques ont e´te´ remarque´es. Il semblerait que la me´thode de calculs nume´rique
utilise´e dans Simulink diffe`re de celles du simulateur ou de FLSIM. Ne´anmoins, dans
l’ensemble les re´sultats restent satisfaisants. En ce qui concerne le mode`le des moteurs,
meˆme s’il a e´te´ de´veloppe´ a` partir d’extrapolation de donne´es expe´rimentales et d’e´quations
empiriques, ce dernier offre des re´sultats suffisants. Cependant, il serait inte´ressant de
pousser un peu plus loin le mode`le en conside´rant par exemple la variation de la constante
de temps en fonction de la condition de vol. De meˆme, introduire la position de la manette
de gaz comme parame`tre non line´aire permettrait d’avoir, selon nous, un mode`le plus re´aliste.
En ce qui concerne les algorithmes d’e´quilibrage et de line´arisation, le chapitre 6
montre clairement que l’algorithme d’e´quilibrage offre des re´sultats bien au-dessus de nos
pre´visions avec un taux de re´ussite de 100% sur 1,500 conditions de vol. Cependant, il serait
inte´ressant de pousser l’e´tude plus loin en conside´rant des configurations de vol diffe´rentes
d’un vol en croisie`re. Ceci permettrait de pouvoir e´tudier les cas de pannes et donc de
pre´dire s’il est possible d’e´quilibrer l’avion sous l’effet d’une perte moteur ou sous l’effet
du blocage d’une des gouvernes. Une ame´lioration de l’algorithme d’e´quilibrage pourrait eˆtre
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apporte´e en combinant l’algorithme d’optimisation par essaim particulaire et l’algorithme
de Nelder-Mead. Une telle combinaison permettrait d’augmenter les chances de trouver un
optimum qui garantit une convergence d’au moins 10−10.
Pour ce qui est de l’algorithme de line´arisation, que ce soit pour le mouvement late´ral ou
pour le mouvement longitudinal, il a e´te´ de´montre´ sur 1,500 points de vol que les mode`les
line´aires ge´ne´re´s co¨ıncident bel et bien avec le mode`le de vol. Avec dans le pire des cas
un coefficient de corre´lation de 0.99 et un MSE de l’ordre de 10−2, les re´sultats obtenus
de´passent ceux escompte´s.
En ce qui concerne la me´thodologie propose´e pour le controˆle des boucles internes, nous
pouvons sans he´sitation conclure sur l’efficacite´ du couplage entre l’algorithme ge´ne´tique et la
me´thode LQR. En plus de fournir des correcteurs simples et optimaux, nous avons clairement
de´montre´ que ces derniers satisfont parfaitement l’ensemble des spe´cifications impose´es par
les diffe´rents cahiers des charges. Meˆme si nous avons e´prouve´ certaines difficulte´s avec
l’interpolation des mode`les d’e´tat incertains, les nombreux essais re´alise´s sur la dynamique
non line´aire te´moignent de la robustesse des boucles internes face aux incertitudes sur la
masse, le centrage, l’altitude, la vitesse et les retards du pilote automatique. Cependant, nous
pensons qu’il est possible d’ame´liorer l’e´tude de robustesse. En effet, il serait peut-eˆtre plus
judicieux d’utiliser plusieurs diffe´rentes formes polynomiales pour l’interpolation en fonction
des re´gions de l’enveloppe de vol. Ceci permettrait d’ame´liorer les mode`les incertains et les
re´sultats de l’analyse de robustesse. Ne´anmoins, dans l’ensemble, nous pouvons appre´cier la
qualite´ des re´ponses de l’avion lorsque ce dernier est sous le controˆle des correcteurs internes.
Enfin, la dernie`re e´tape de ce projet s’inte´ressait a` la conception des diffe´rentes boucles
externes. Les diffe´rentes lois du pilote automatique ont e´te´ de´veloppe´es a` partir des
e´quations de la me´canique du vol et de notions d’automatique. L’algorithme d’optimisation
par essaim particulaire a permis par la suite de trouver les diffe´rents gains qui assurent
un controˆle pre´cis et en douceur de l’avion. A` travers les 4 sce´narios pre´sente´s dans le
chapitre 6, nous avons pu de´montre´ plusieurs aspects positifs de la me´thodologie propose´e.
Premie`rement, il est e´vident que l’avion effectue bien toutes les manœuvres que lui ordonne
le pilote automatique et cela meˆme en pre´sence de vent (sauf pour le mouvement late´ral).
Deuxie`mement, en testant les correcteurs sous la condition de masse variable, nous avons
constate´ leur robustesse par rapport a` diffe´rents types d’incertitude. En effet, nous rappelons,
que pour l’ensemble des sce´narios pre´sente´s dans le chapitre 6, l’avion e´tait initialement
place´ en condition trim et les gains des diffe´rents correcteurs ont e´te´ calcule´ en fonction de
cette meˆme condition. Par la suite, une simulation e´tait faite en conservant les gains fixes.
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Ce de´tail est tre`s important, car il de´montre l’efficacite´ du pilote automatique meˆme en
pre´sence de variation de masse, de centrage ou d’altitude. Cette robustesse n’e´tait pas un
objectif attendu dans le projet mais elle ajoute une plus-value non ne´gligeable a` ce me´moire.
Pour conclure, ce projet multidisciplinaire offre de nombreuses possibilite´s d’extensions et
d’applications. En effet, il a fortement contribue´ a` : (1) l’obtention d’un prix de la compagnie
PRESAGIS (“Presagis Award 2012”) dans la cate´gorie “Best Simulation Application”, (2) la
re´daction de 4 articles de confe´rence, (3) la validation de correcteurs utilisant la the´orie H∞
et (4) l’enseignement des laboratoires de me´canique du vol. Tout cela pour dire que meˆme
s’il n’est pas parfait, ce projet offre de grandes perspectives dans la conception des futurs
ae´ronefs.
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ANNEXE A
CALCULS DES COEFFICIENTS DANS LE REPE`RE STABILITE´
Cette annexe pre´sente l’ensemble des calculs qui permettent d’exprimer les coefficients
ae´rodynamiques rapporte´s au centre de gravite´ de l’avion et exprime´s dans le repe`re stabilite´.
Calcul des forces et moments ae´rodynamiques
Chaque surface d’un avion apporte sa contribution sur le calcul des forces et moments
ae´rodynamiques. Par exemple, l’aile posse`de son propre coefficient de portance qui est
diffe´rent de celui du stabilisateur horizontal. Il est commun de diviser l’avion en deux
sections. L’aile, le fuselage et le stabilisateur vertical sont conside´re´s comme une section que
nous annoterons par «wb». La deuxie`me section est constitue´e uniquement du stabilisateur
horizontal que nous indicerons par «ht». Ainsi, la force et le moment selon un axe pour
chaque division de l’avion peuvent s’e´crire sous la forme :
Fi =
1
2
ρSrefV
2
tasCFi (A.1)
Mi =
1
2
ρSref lrefV
2
tasCMi (A.2)
ou` Sref est une surface de re´fe´rence (surface des ailes, surface du stabilisateur horizontal),
lref est une longueur de re´fe´rence (longueur de la MAC
1 pour le longitudinal ou l’envergure
pour le late´ral), et CF et CM sont les coefficients ae´rodynamiques pour la force et le moment
conside´re´.
Il est important de mentionner que l’aile et le stabilisateur n’ont pas le meˆme repe`re de
stabilite´. Comme nous pouvons le voir sur la Figure A.1, l’aile et le stabilisateur horizontal
ne voient pas la meˆme incidence. En effet, a` cause de la forme ge´ome´trique de l’aile et des
tourbillons marginaux forme´s en bout d’aile, l’e´coulement en sortie du bord de fuite est de´vie´
vers le bas formant un angle ε appele´ downwash. Pour diffe´rencier les deux repe`res, nous
de´noterons par des majuscules les variables exprime´es dans le repe`re stabilite´ de l’aile et par
des minuscules les variables exprime´es dans le repe`re stabilite´ du stabilisateur horizontal.
1. Corde Ae´rodynamique Moyenne (Mean Aerodynamic Chord)
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Figure A.1 Bilan des coefficients dans le plan longitudinal
Dans la suite nous utiliserons les notations de la figure ci-dessous :
xcg
xref
xm
xht
zcg zm
zht
xb
Centre aérodynamique de 
l'empennage horizontal
Centre de gravité de l'avion
Centre aérodynamique de l'aile
Centre de poussée du moteur
zvt
xvtCentre aérodynamique de 
l'empennage vertical
Figure A.2 Distances de re´fe´rences dans le plan longitudinal
Expression dans le plan longitudinal
Selon l’axe (O, ~Zs) :
En reprenant les notations de la Figure A.1, faisons un bilan des forces selon l’axe vertical :
Ftotz = −Fz − fz cos(ε) + fx sin(ε) (A.3)
Ftotz = −
1
2
ρSwbV
2
tasCLwb −
1
2
ρShtV
2
tasCLht cos(ε) +
1
2
ρShtV
2
tasCDht sin(ε) (A.4)
Ftotz = −
1
2
ρSwbV
2
tas
(
CLwb +
Sht
Swb
CLht cos(ε)− Sht
Swb
CDht sin(ε)
)
(A.5)
Soit l’expression du coefficient de portance total dans le repe`re stabilite´ :
CLs = CLwb +
Sht
Swb
CLht cos(ε)− Sht
Swb
CDht sin(ε) (A.6)
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Selon l’axe (O, ~Xs) :
De meˆme, un bilan selon l’axe horizontal nous donne :
Ftotx = −Fx − fx cos(ε)− fz sin(ε) (A.7)
Ftotx = −
1
2
ρSwbV
2
tasCDwb −
1
2
ρShtV
2
tasCDht cos(ε)−
1
2
ρShtV
2
tasCLht sin(ε) (A.8)
Ftotx = −
1
2
ρSwbV
2
tas
(
CDwb +
Sht
Swb
CDht cos(ε)− Sht
Swb
CLht sin(ε)
)
(A.9)
Soit l’expression du coefficient de portance total dans le repe`re stabilite´ :
CDs = CDwb +
Sht
Swb
CDht cos(ε) +
Sht
Swb
CLht sin(ε) (A.10)
Selon l’axe (O, ~Ys) :
Mtoty = My +my −
(
fz cos(ε)− fx sin(ε)
)(
xht cos(α) + zht sin(α)
)
+ ... (A.11)
...+
(
fx cos(ε) + fz sin(ε)
)(
zht cos(α)− xht sin(α)
)
ou` xht et zht sont les distances entre le centre de re´fe´rence de l’aile et celui du stabilisateur
projete´es sur le plan (O, ~xb, ~zb). Soit en de´veloppant (A.11) :
Mtoty = My +my − ... (A.12)
...− xht
[
fz
(
cos(ε) cos(α) + sin(ε) cos(α)
)
− fx
(
sin(ε) cos(α)− cos(ε) sin(α)
)]
+ ...
...+ zht
[
fx
(
sin(ε) sin(α) + cos(ε) cos(α)
)
+ fx
(
cos(ε) cos(α)− sin(ε) sin(α)
)]
En utilisant les relations trigonome´triques pour cos(a−b) et pour sin(a−b), l’e´quation (A.12)
devient :
Mtoty = My +my − xht
(
fz cos(α− ε) + fx sin(α− ε)
)
+ ... (A.13)
...+ zht
(
fx cos(α− ε)− fz sin(α− ε)
)
Mtoty =
1
2
ρSwbV
2
tasc¯wbCmwb +
1
2
ρShtV
2
tasc¯htCmwb + ... (A.14)
...+ xht
(1
2
ρSwbV
2
tasCLht cos(α− ε) +
1
2
ρSwbV
2
tasCDht sin(α− ε)
)
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Mtoty =
1
2
ρSwbV
2
tas
[
Cmwb +
Shtc¯ht
Swbc¯wb
Cmht − ... (A.15)
...− Shtxht
Swbc¯wb
(
CLht cos(α− ε) + CDht sin(α− ε)
)
+ ...
...+
Shtzht
Swbc¯wb
(
CDht cos(α− ε)− CLht sin(α− ε)
)]
Soit l’expression du coefficient de moment de tangage total dans le repe`re stabilite´ de l’aile :
Cms = Cmwb +
Shtc¯ht
Swbc¯wb
Cmht − Shtxht
Swbc¯wb
(
CLht cos(α− ε) + CDht sin(α− ε)
)
+ ... (A.16)
...+
Shtzht
Swbc¯wb
(
CDht cos(α− ε)− CLht sin(α− ε)
)
Il est important de noter que sous cette forme, nous ne voyons pas l’effet du stabilisateur
vertical «vt». Ceci peut s’expliquer par le fait que les contributions de cette surface sont
de´ja` prises en compte dans les coefficients «wb». Par exemple, les coefficients CDwb et
Cmwb peuvent eˆtre fonction du de´rapage β car la traine´e cre´e´e par la de´rive verticale est
principalement fonction de cette variable. Dans le cas contraire, il faudrait rajouter les
contributions du late´ral comme suit :
CDvt =
Svt
Swb
CDvt cos(β) +
Svt
Swb
CYvt sin(β) (A.17)
Cmvt =
Svt(zvt cos(α)− xvt sin(α))
Swbc¯wb
(
CYvt cos(β)− CDvt sin(β)
)
(A.18)
Pour finir, en pre´sence de de´rapage, l’aile voit un e´coulement incline´ ce qui influe sur
les coefficients longitudinaux. Ainsi, tous les coefficients seront fonction de β, meˆme si les
contributions du stabilisateur vertical sont calcule´es se´pare´ment.
Expression dans le plan late´ral
Sous l’hypothe`se que les coefficients «wb» sont fonction du de´rapage, nous pouvons refaire
la meˆme e´tude que pour le longitudinal en s’appuyant sur la figure suivante :
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β
Ys
Xs
β=(Xs, xb)
xb
Fy
Fx
Mz
fx
yb
xs
ys
fy
mz
fy
Fy
fz
Fz
Mx
mx
Figure A.3 Bilan des coefficients dans le plan late´ral
Dans la suite des calculs, on suppose que tous les centres ae´rodynamiques sont aligne´s sur
l’axe longitudinal de l’avion. C’est-a`-dire que l’on ne´glige tout de´calage possible selon l’axe
transversal de l’avion.
Selon l’axe (O, ~Ys) :
En faisant un bilan des forces selon l’axe transversale on obtient :
Ftoty = Fy + fy cos(β)− fx sin(β) (A.19)
Ftoty =
1
2
ρSwbV
2
tasCYwb +
1
2
ρSvtV
2
tasCYvt cos(β)−
1
2
ρSvtV
2
tasCDvt cos(β) (A.20)
Ftoty =
1
2
ρSwbV
2
tas
(
CYwb +
Svt
Swb
CYvt cos(β)− Svt
Swb
CDvt sin(β)
)
(A.21)
De l’e´quation (A.19) se de´duit le coefficient de force late´ral sous forme ge´ne´rale :
CYs = CYwb +
Svt
Swb
CYvt cos(β)− Svt
Swb
CDvt sin(β) (A.22)
Selon l’axe (O, ~Xs) :
De meˆme le moment en roulis total selon l’axe longitudinal du repe`re stabilite´ s’e´crit :
Mtotx = Mx +mx +
(
zvt cos(α)− xvt sin(α)
)(
fy cos(β)− fx sin(β)
)
(A.23)
ou` zvt est la distance entre le centre de re´fe´rence de l’aile et celui du stabilisateur vertical
projete´e sur le plan (O, ~xb, ~zb). Soit en de´veloppant (A.23) :
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Mtotx =
1
2
ρSwbV
2
tasbwbClwb +
1
2
ρSvtV
2
tasbvtClvt + ... (A.24)
...+
1
2
ρSvtV
2
tas(zvt cos(α)− xvt sin(α)
)(
CYvt cos(β)− CDvt sin(β)
)
Mtotx =
1
2
ρSwbV
2
tasbwb
[
Clwb +
Svtbvt
Swbbwb
Clvt + ... (A.25)
...+
Svt
(
zvt cos(α)− xvt sin(α)
)
Swbbwb
(
CYvt cos(β)− CDvt sin(β)
)]
Soit l’expression du coefficient de moment de roulis total dans le repe`re stabilite´ de l’aile :
Cls = Clwb +
Svtbvt
Swbbwb
Clvt +
Svt
(
zvt cos(α)− xvt sin(α)
)
Swbbwb
(
CYvt cos(β)− CDvt sin(β)
)
(A.26)
Selon l’axe (O, ~Zs) :
Enfin un dernier bilan des moments selon l’axe vertical du repe`re stabilite´ de l’aile nous
donne :
Mtotz = Mz +mz +
(
xvt cos(α) + zvt sin(α)
)(
fy cos(β)− fx sin(β)
)
(A.27)
ou` xvt est la distance entre le centre de re´fe´rence de l’aile et celui du stabilisateur vertical
projete´e sur le plan (O, ~xb, ~zb . Soit en de´veloppant (A.27) :
Mtotz =
1
2
ρSwbV
2
tasbwbCnwb +
1
2
ρSvtV
2
tasbvtCnvt + ... (A.28)
...+
1
2
ρSvtV
2
tas
(
xvt cos(α) + zvt sin(α)
)(
CYvt cos(β)− CDvt sin(β)
)
Mtotz =
1
2
ρSwbV
2
tasbwb
[
Cnwb +
Svtbvt
Swbbwb
Cnvt + ... (A.29)
...+
Svt
(
xvt cos(α) + zvt sin(α)
)
Swbbwb
(
CYvt cos(β)− CDvt sin(β)
)]
Soit l’expression du coefficient de moment de lacet total dans le repe`re stabilite´ de l’aile :
Cns = Cnwb+
Svtbvt
Swbbwb
Cnvt+
Svt
(
xvt cos(α) + zvt sin(α)
)
Swbbwb
(
CYvt cos(β)−CDvt sin(β)
)
(A.30)
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ANNEXE B
DE´FINITION DES COEFFICIENTS AE´RODYNAMIQUES DU CESSNA
CITATION X ET CEUX DU HAWKER 800XP
De´finition des coefficients ae´rodynamiques du Cessna Citation X
Pour rappel, les coefficients du Cessna Citation X proviennent d’un simulateur de CAE
Inc. Ils sont fonction des conditions de vol et de´pendent principalement de l’angle d’incidence
(α), du nombre de Mach (M), des gourvernes (ex : δf , δe, δa, δr) et de l’angle de de´rapage
(β).
CDwb = CDwb0 + CDββ + CDδspbkδspbk + CDδgδg + CDge + CDice (B.1)
CYwb = CYwb0 + CYββ + CYct + CYδaδa + CYδr1δr1 + CYδr2δr2 + CYδgδg + ... (B.2)
...+ CYppˆ+ CYrrˆ
CLwb = CLwb0 + CLct + CLββ + CLδspbkδspbk + CLδgδg + CLge + CLice + CLq qˆ (B.3)
Clwb = Clββ + Clct + Cl∆splin∆splin + Cl∆splout∆splout + Clδaδa + Clδr1δr1 + ... (B.4)
...+ Clδr2δr2 + Clppˆ+ Clrrˆ
Cmwb = Cmwb0 + Cmββ + Cmδspbkδspbk + Cmδsplinδsplin + Cmδsploutδsplout + ... (B.5)
...+ Cmge + Cmq qˆ
Cnwb = Cnββ + Cn∆splin∆splin + Cn∆splout∆splout + Cnδaδa + Cnδr1δr1 + ... (B.6)
...+ Cnδr2δr2 + Cnppˆ+ Cnrrˆ
ou` les contributions de l’empennage arrie`re sont calcule´es comme suit :
CDht = CDht(CLht) (B.7)
CLht = CLhtαhtαht + CLhtδeδe (B.8)
Cmht = 0 (B.9)
Presque tous les coefficients du Cessna Citation X sont non line´aires et prennent en compte
le de´crochage.
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De´finition des coefficients ae´rodynamiques du Hawker 800XP
Les coefficients ae´rodynamiques du Hawker, pour rappel, proviennent du logiciel
FDerivatives. Ce programme estime les coefficients ae´rodynamiques a` partir d’une forme
ge´ome´trique [34, 49]. Il en de´coule que les coefficients ae´rodynamiques sont de´crits par les
e´quations ci-dessous :
CDwb = CDwb0 + ∆CDwb0 (B.10)
CYwb = CYwb0 + CYββ + CDδr1δr1 (B.11)
CLwb = CLwb0 + ∆CLwb0 + CLq qˆ + CLα˙α˙ (B.12)
Clwb = Clββ + Clδaδa + Clδr1δr1 + Clppˆ+ Clrrˆ (B.13)
Cmwb = Cmwb0 + ∆Cmwb0 + Cmββ + Cmq qˆ + Cmα˙α˙ (B.14)
Cnwb = Cnββ + Cn∆a∆a + Cnδr1δr1 + Cnppˆ+ Cnrrˆ (B.15)
ou` les contributions de l’empennage arrie`re sont donne´es par :
CDht = ∆CDht (B.16)
CLht = ∆CLht (B.17)
Cmht = 0 (B.18)
Comme pour le Cessna Citation X, il est commun de conside´rer que le Cmht est nul a`
cause du profil syme´trique du stabilisateur horizontal. De plus, les coefficients du Hawker
800XP sont purement line´aires, ce qui signifie que son mode`le ne pourra jamais de´crocher
durant les simulations. Cependant, nous ve´rifierons que l’avion n’ira pas dans des conditions
susceptible de produire un de´crochage (exemple : α ≤ 15◦).
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ANNEXE C
EXEMPLE D’APPLICATION D’UN FILTRE DE KALMAN
La pre´sente annexe montre comment utiliser un filtre de Kalman pour estimer l’altitude
d’un avion a` partir de mesures provenant d’un acce´le´rome`tre et d’un barome`tre.
Syste`me line´aire discret et principe du filtre de Kalman
Le filtre de Kalman est un processus re´cursif qui permet d’estimer les parame`tres ou l’e´tat
d’un syste`me (S) a` partir de mesures bruite´es et biaise´es. Soit le syste`me dynamique sous
forme discre´tise´e ci-dessous :
(S)⇔
{
xn+1 = Ax(n) +Bη(n) + w(n)
y(n+1) = Cx(n) + v(n)
(C.1)
ou` x(n) repre´sente l’e´tat du syste`me au temps t(n) = n∆T (∆T e´tant l’intervalle de temps
entre deux instants d’e´chantillonnage), η(n) l’entre´e du syste`me au temps t(n), y(n) la sortie
du syste`me au temps t(n), w(n) est un bruit blanc qui repre´sente les erreurs de mode´lisation
du syste`me et v(n) un bruit blanc qui caracte´rise l’incertitude de la mesure.
On appelle xˆ(n) = E{x(n)} la valeur estime´e (ou attendue) de x(n). On de´finit la variance
P (n) = E{[x(n) − xˆ(n)][x(n) − xˆ(n)]T} qui repre´sente l’e´cart type entre la variable re´elle et
l’estime´e. Le but d’un filtre de Kalman est de de´terminer la meilleure estimation de l’e´tat
xˆ(n) qui minimise P (n) = E{[x(n)− xˆ(n)][x(n)− xˆ(n)]T} a` partir de l’estimation de l’e´tat initial
xˆ0.
De meˆme, on de´finit la matrice de covariance du bruit de commande Q(n) =
E{w(n)(w(n))T} et la matrice de covariance du bruit de mesure R(n) = E{v(n)(v(n))T}.
Ces dernie`res sont tre`s importantes car elles permettent de quantifier les incertitudes sur le
mode`le et sur la mesure. Si l’on sous-estime les erreurs, le filtre de Kalman ne sera pas en
mesure de corriger les erreurs du mode`le et les estimations seront biaise´es. Si l’on sur-estime
les erreurs on obtient des estimations moins biaise´es mais de mauvaise qualite´. Il faut donc
trouver de bonne variances qui permettent d’obtenir des re´sultats de bonne qualite´ et le
moins biaise´s possible.
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La proce´dure du filtre de Kalman peut se re´sumer en deux e´tapes :
1. La phase de pre´diction : elle permet de faire une pre´diction de l’e´tat au temps
t = (n+ 1)∆T a` partir de la connaissance des parame`tres au temps pre´ce´dent et d’un
mode`le de dynamique (S).
x˜(n+1) = Axˆ(n) +Bη(n) (C.2)
yˆ(n+1) = Cx˜(n+1) (C.3)
P˜ (n+1) = AP (n)AT +BQBT (C.4)
ou` x˜(n+1) est l’estimation de l’e´tat x(n+1) avant correction.
2. La phase de correction : elle permet de corriger l’e´tat pre´dit en ajoutant un facteur
proportionnel a` la diffe´rence entre la mesure attendue et la mesure venant des capteurs.
K(n+1) = P˜ (n+1)CT (CP˜ (n+1)CT +R)−1 (C.5)
P (n+1) = P˜ (n+1) −K(n+1)(CP˜ (n+1)CT +R)(K(n+1))T (C.6)
xˆ(n+1) = x˜(n+1) +K(n+1)(y(n+1) − Cx˜(n+1)) (C.7)
ou` K est le gain de Kalman.
Puis on recommence le processus avec le nouvel e´tat estime´ et corrige´. Plus P (n) tendra
vers 0, meilleure sera l’estimation et plus petit sera le gain de Kalman.
Pre´sentation du proble`me d’estimation d’altitude
Pour mieux comprendre la notion de filtre de Kalman, prenons l’exemple de l’estimation
de l’altitude.
Mode`le des capteurs
Tout d’abord, nous pre´sentons les diffe´rents capteurs ne´cessaire pour l’e´tude. On suppose
que l’on dispose d’un acce´le´rome`tre selon l’axe vertical dont le mode`le de mesure est le
suivant :
a(n)zm = a
(n)
z −
gR2T
(RT + h(n))2
+ w(n)acc (C.8)
ou` az est l’acce´le´ration verticale re´elle, azm est la mesure fournie par l’acce´le´rome`tre, g est
l’acce´le´ration en chute libre, RT est le rayon terrestre, h est l’altitude de l’avion et wacc est
183
le bruit blanc de l’acce´le´rome`tre caracte´rise´ par un e´cart type de ±0.01g.
De meˆme, on suppose que l’on dispose d’un barome`tre qui nous donne l’altitude barome´trique
hb avec la dynamique suivante :
h
(n+1)
b = h
(n)
b +
∆T
τ
(
h(n) − h(n)b + w(n)b
)
(C.9)
ou` h est l’altitude re´elle de l’avion, hb est l’altitude barome´trique mesure´e sans bruit, ∆T est
la pe´riode d’e´chantillonnage du syste`me, τ est la constante de temps du barome`tre, hbm est
la mesure fournie par le barome`tre (altitude barome´trique + bruit) et wb est le bruit blanc
du barome`tre caracte´rise´ par ±15 pi.
Dynamique re´elle de l’avion et mode`le d’estimation
A` partir du principe fondamental de la dynamique, nous pouvons facilement de´crire le
comportement vertical de l’avion sous forme discre´tise´e ci-dessous :
h¨(n) = a(n)z (C.10)
h˙(n+1) = h˙(n) + ∆T h¨(n) (C.11)
h(n+1) = h(n) + ∆T h˙(n) (C.12)
De ces dernie`res e´quations et de l’e´quation (C.8) se de´duit directement le mode`le d’estimation
ci-dessous :
ˆ¨h(n) = a(n)zm +
gR2T
(RT + hˆ(n))2
(C.13)
ˆ˙h(n+1) = ˆ˙h(n) + ∆T ˆ¨h(n) (C.14)
hˆ(n+1) = hˆ(n) + ∆T ˆ˙h(n) (C.15)
Puis, en substituant (C.8) dans (C.13), on obtient l’e´quation (C.16) :
ˆ¨h(n) = a(n)z −
gR2T
(RT + h(n))2
+
gR2T
(RT + hˆ(n))2
+ w(n)acc (C.16)
qui nous permet d’estimer l’acce´le´ration verticale en fonction de la mesure de l’acce´le´rome`tre
et de l’estimation de l’altitude au temps (n).
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Application du filtre de Kalman
Maintenant que toutes nos e´quations sont introduites, la dernie`re chose qui reste a` faire est
d’e´crire le syste`me (S) et d’appliquer le filtre de Kalman en suivant la proce´dure pre´ce´dente.
Nous rappelons que le but est d’estimer l’altitude de l’avion. Pour cela, il nous faut aussi avoir
une estimation de la vitesse verticale. Enfin, nous conside´rerons la dynamique du barome`tre
dans le filtre de Kalman. Le vecteur d’e´tat a` estimer est le suivant :
x(n) =
[
hˆ(n) ˆ˙h(n) hˆ
(n)
b
]T
(C.17)
En reprenant les e´quations de la dynamique estime´e et celles du barome`tre, on obtient le
syste`me line´arise´ ci-dessous :
∆x(n+1) = A∆x(n) +B∆w(n) (C.18)
∆x
(n+1)
1
∆x
(n+1)
2
∆x
(n+1)
3
 =
 1 ∆T 0−2g∆TRT 1 0
∆T
τ
0 1− ∆T
τ

∆x
(n)
1
∆x
(n)
2
∆x
(n)
3
+
0 0 00 ∆T 0
0 0 1

 0∆wacc(n)
∆w
(n)
b
 (C.19)
et la mesure de l’altitude barome´trique est donne´e par :
∆y(n) =
[
0 0 1
]
∆x(n) = ∆x
(n)
3 (C.20)
ou` la deuxie`me ligne (des matrices A et B) qui repre´sente la variation de l’estimation de la
vitesse verticale (∆xn+12 ) autour de l’e´quilibre est calcule´e a` partir des e´quations ci-dessous :
ˆ˙h
(n+1)
0 + ∆
ˆ˙h(n+1) = ˆ˙h
(n)
0 + ∆
ˆ˙h(n) + ∆T
[
a(n)z0 −
gR2T
(RT + h
(n)
0 )
2
+ ...
...+
gR2T
(RT + hˆ
(n)
0 + ∆hˆ
(n))2
+ ω(n)acc0 + ∆ω
(n)
acc
]
(C.21)
= ˆ˙h
(n)
0 + ∆
ˆ˙h
(n)
0 + ∆T
[
a(n)z0 −
gR2T
(RT + h
(n)
0 )
2
+ ... (C.22)
...+
gR2T
(RT + hˆ
(n)
0 )
2
1(
1 + ∆hˆ
(n)
RT+hˆ
(n)
0
)2 + ω(n)acc0 + ∆ω(n)acc]
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En notant que pour x < 1, (1 + x)α = 1 + αx+ o(x), on peut peut e´crire :
1[
1 + ∆hˆ
(n)
RT+hˆ
(n)
0
]2 = [1 + ∆hˆ(n)
RT + hˆ
(n)
0
]−2
≈ 1− 2 ∆h
(n)
RT + hˆ0
(C.23)
Ainsi, l’e´quation (C.21) devient :
ˆ˙h
(n+1)
0 + ∆
ˆ˙h(n+1) = ˆ˙h
(n)
0 + ∆
ˆ˙h(n) + ∆T
[
a(n)z0 −
gR2T
(RT + h
(n)
0 )
2
+ ... (C.24)
...+
gR2T
(RT + hˆ
(n)
0 )
2
(
1− 2 ∆h
(n)
RT + hˆ0
)
+ ω(n)acc0 + ∆ω
(n)
acc
]
Or a` l’e´quilibre :
ˆ˙h
(n+1)
0 =
ˆ˙h
(n)
0 + ∆T
[
a(n)z0 −
gR2T
(RT + h
(n)
0 )
2
+
gR2T
(RT + hˆ
(n)
0 )
2
+ ω(n)acc0
]
(C.25)
Ainsi, l’e´quation (C.24) devient :
∆ˆ˙h(n+1) = ∆ˆ˙h(n) + ∆T
[
− 2gR
2
T∆hˆ
(n)
(RT + ∆hˆ
(n)
0 )
3
+ ∆ωacc
]
(C.26)
Pour finir, en supposant que RT >> hˆ
(n)
0 , on obtient l’e´quation line´arise´e ci-dessous :
∆ˆ˙h(n+1) = ∆ˆ˙h(n) + ∆T
[
− 2g∆hˆ
(n)
RT
+ ∆ωacc
]
(C.27)
Re´sultats
Pour la simulation, nous avons suppose´ que l’altitude de l’avion oscille avec une pe´riode
de 200 secondes autour de 20,000 pi. De meˆme, nous supposons ne pas connaitre exactement
la position initiale de l’avion avec une erreur de 1,000 pi sur l’altitude et de 500 pi/min
pour la vitesse verticale, le but e´tant de voir si le filtre de Kalman est capable de corriger
l’erreur d’estimation initiale tout au long de la simulation. La Figure C.1 montre dans un
premier temps les re´sultats sans utilisation d’un filtre de Kalman, c’est-a`-dire uniquement en
utilisant les e´quations (C.13) a` (C.16). Comme on peut le remarquer sur la Figure C.1, au
bout de 300 secondes de simulation l’erreur d’estimation sur l’altitude de´passe le´ge`rement
4,000 pi ce qui est inacceptable pour un avion. Il est donc impossible de connaˆıtre la position
de l’avion uniquement avec un mode`le d’estimation car la propagation des erreurs due a` une
mode´lisation incertaine ou a` des bruits de mesures n’est pas ne´gligeable.
186
Nous avons donc refait le meˆme essais avec un filtre de Kalman cette fois-ci. Comme on
peut le voir sur la Figure C.2, la diffe´rence est nette avec un filtre de Kalman. En effet, apre`s
les premie`res secondes, on peut remarquer que le filtre corrige son erreur d’estimation initiale
tant sur l’altitude que sur la vitesse. De plus, il est bien fide`le au comportement re´el de l’avion
et cela meˆme en pre´sence de bruit ou d’incertitude de mode´lisation. Cette exemple illustre
donc bien l’importance et l’efficacite´ d’un filtre de Kalman.
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Figure C.1 Estimation de l’altitude et la vitesse sans filtre de Kalman
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Figure C.2 Estimation de l’altitude et la vitesse avec filtre de Kalman
