Logique dynamique pour le raisonnement stratégique dans les jeux extensifs by Dégremont, C. (Cédric) & Zvesper, J.A. (Jonathan)
Logique dynamique pour le raisonnement stratégique
dans les jeux extensifs
Cédric Dégremont?
degremont@hotmail.com
Jonathan A. Zvesper?
jonathan@illc.uva.nl
? Institute for Logic, Language and Computation
Plantage Muidergracht 24, 1018TV Amsterdam, Netherlands
Résumé :
Cet article poursuit l’analyse logique modale dy-
namique de la rationalité procédurale dans les jeux
proposée par van Benthem [5]. Nous modélisons
les jeux extensifs en utilisant une logique des préfé-
rences et proposons une analyse de processus ana-
logue à l’induction à rebours. Ceci nous conduit
à distinguer deux types de rationalité : la rationa-
lité de la décision et celle des préférences. A ces
deux types de rationalité correspondent des tran-
formations de jeux, pour lesquels nous donnons
des contreparties syntaxiques dans une logique mo-
dale. Dans le modèle final auquel nous parvenons
par les transformations d’un jeu non générique, il
peut subsister des chemins qui n’appartiennent à
aucun équilibre parfait. Plus généralement la na-
ture des solutions que notre approche peut induire
est incompatible avec la nature retrospective des
concepts de la théorie des jeux. Nous terminons
par quelques remarques sur l’utilité d’une telle ap-
proche modale pour l’analyse des jeux en informa-
tion imparfaite et en rationalité limitée.
Mots-clés : Jeux extensifs, rationalité, logique mo-
dale, logique dynamique, induction à rebours
Abstract:
This paper continues the dynamic modal logic ana-
lysis provided by van Benthem [5] of procedural
rationality in games. Specifically we look at ex-
tensive games, and use preference logic to provide
a closer analysis of backward induction type al-
gorithms. This results in distinguishing two kinds
of rationality : decision rationality and preference
rationality. To these two kinds of rationality cor-
respond game transformations, for which we give
syntactic counterparts in a modal logic. In the final
model arrived at through transformations of a non-
generic game, there can be paths which are in no
subgame-perfect equilibrium. More generally the
nature of solutions that our approach can induce
is incompatible with the retrospective nature of the
usual concepts of game theory. We end the paper
with some remarks on potential uses of such a mo-
dal logic analysis to the cases of imperfect infor-
mation or where rationality is bounded.
Keywords: Extensive games, rationality, modal lo-
gic, dynamic logic, backward induction
Introduction
Les jeux extensifs représentent des si-
tuations d’interaction dans lesquelles les
agents, ou joueurs, prennent des décisions
de manière séquentielle. Leur raisonne-
ment stratégique, notamment à propos de
la rationalité des autres joueurs, est un
aspect important de l’étude de tels jeux.
Nous proposons une analyse logique qui
prend en charge la description des jeux ex-
tensifs et la modélisation des actions cog-
nitives effectuées par les joueurs lorsqu’ils
raisonnent stratégiquement.
Une importante littérature s’intéresse à la
modélisation des jeux en logique modale
([13] pour une vue d’ensemble) et en par-
ticulier des jeux extensifs [6]. Bonanno
[10] est sans doute un des premiers à uti-
liser la logique temporelle pour analyser
les concepts de solutions des jeux exten-
sifs, à l’instar de la logique epistemique
pour les jeux stratégiques ([24] ; pour une
vue d’ensemble : [3]). Le concept d’équi-
libre partfait en sous-jeux a notamment
fait l’objet d’une analyse modale par Bo-
nanno [10], qui identifie une partie d’un
jeu extensif générique1 avec son seul équi-
libre parfait. Plus récemment [12] a mon-
tré comment on pouvait exprimer ce même
concept, mais les outils utilisés ne sont
spécifiquement modaux.
L’induction à rebours, introduite par [15],
est probablement l’alogrithme de solu-
tion le plus important pour l’analyse des
jeux extensifs. Elle en identifie les équi-
1voir définition 2.
libres parfaits en sous-jeux selon un pro-
cessus itératif, consistant à éliminer les ac-
tions non-optimales des derniers joueurs
à agir, puis à éliminer en fonction celle
des joueurs agissant juste avant, et ainsi
de suite. van Benthem [5] explore l’ana-
logie entre “élimination itérée” de partie
du jeu incompatible avec la rationalité des
joueurs et restrictions de modèles épisté-
miques par des annonces publiques, se fo-
calisant en particulier sur les jeux straté-
giques. [5] a notamment montré comment,
en utilisant un concept de rationalité glo-
bale, obtenir la solution de l’induction à re-
bours. Notre analyse poursuit l’exploration
de l’analogie entre annonces publiques et
concept de solution de jeux extensifs.
Nous modifions légèrement cette dernière
perspective, en cherchant à définir un
concept de rationalité locale, naturelle-
ment exprimable dans un langage mo-
dale relativement simple2 capable d’expri-
mer les préférences (cf. [8]) puis recher-
chant quels profils de stratégies peuvent
encore être construits à partir des seules
arêtes épargnées par l’élimination itérée
des états “irrationnels”, c’est-à-dire sup-
posant que le dernier coup joué ne res-
pectait pas le critère de rationalité choisi.
La contribution conceptuelle principale de
ce papier est la distinction entre deux as-
pects du raisonnement stratégique effectué
par les algorithmes de solution fonction-
nant selon un processus itératif tel que ce-
lui de l’“induction à rebours”. Nous distin-
guons entre la procédure d’élimination des
états localement irrationnels et la procé-
dure par laquelle les préférences sont éten-
dues de manière causalement cohérente
des noeuds terminaux vers la racine. La
transformation de modèles que [5] consi-
dère prend la forme d’une annonce pu-
blique qui réduit le modèle à une de ses
parties. Ce que [10] définit statiquement
devient la partie du modèle résultant des
annonces itérées. Nous analyserons l’éli-
2PDL avec intersection et converse mais sans test ni itéra-
tion.
mination des états de la même façon, alors
que la généralisation des préférences à
l’arbre supposera de rendre certains points
comparables qui ne l’étaient pas préala-
blement. De telles idées pour modéliser le
changement de préférences ont été notam-
ment proposées par [4].
Dans §1, nous présentons les jeux exten-
sifs finis en information parfaite comme
des structures sur lesquelles il est naturel
d’interpréter un langage modal. Plus pré-
cisément, nous définirons un langage qui
peut exprimer des notions de rationalité
dans les jeux, comme nous le montrons
dans §2. Nous définissons ensuite dans §3
une logique modale dynamique avec une
expressivité suffisante. Nous ne cherche-
rons pas ici à fournir un système de preuve
complet pour une telle logique, mais plu-
tôt d’illustrer le pouvoir expressif du lan-
gage relativement simple que nous présen-
tons. Après avoir expliqué dans §4 quels
types d’actions cognitives nous visons ici,
nous montrons comment le langage mo-
dal dynamique permet d’exprimer celles-
ci dans §5 (via la logique des annonces pu-
bliques) et §6. Dans §7 nous suggérerons
quelques pistes pour étendre cette analyse
aux jeux en information imparfaite et au
cas des agents ayant des ressources cogni-
tives limitées.
1 Structures modales
Dans cette section nous présentons les jeux
extensifs en information parfaite comme
des structures sur lesquelles il est naturel
d’interpréter un langage modal. Nous dé-
finissons un jeu G comme un tuplet de la
forme
〈W,N,A, (i a→)a∈A,i∈N , (Âzi )i∈N〉,
où W est un ensemble fini non-vide
d’états, N est un ensemble fini de joueurs,
et A est un ensemble fini d’actions. i a→ ⊆
W × W pour chaque a ∈ A et i ∈ N
définit les transitions possibles entre états :
w
i a→v signifie qu’à l’état w, le joueur i peut
prendre l’action a pour arriver à l’état v.
Soit a→ = ∪i∈N i a→, i→ = ∪a∈Ai a→ et →=
∪i∈N i→ pour chaque i ∈ N et a ∈ A. Soit
ρ(w) := {i ∈ N |∃v ∈ W : w i→v}
les contrôleurs de l’état w. Nous suppo-
serons que les actions sont déterministes
et qu’à chaque état un seul joueur joue,
c’est-à-dire que si a 6= b ou i 6= j alors
(
i a→∩ j b→) = ∅. Ceci implique que chaque
état a au plus un contrôleur.
Âzi exprime les préférences du joueur i.
Suivant la tradition en théorie des jeux
nous restreindrons dans un premier temps
les préférences sur les issues possibles, qui
correspondent dans notre présentation aux
états terminaux Wz := {w ∈ W |ρ(w) =∅}, c’est-à-dire aux états sans contrôleur.
Nous stipulons pour chaque i ∈ N que
Âzi ⊆ Wz ×Wz est une relation bien fon-
dée, transitive et irréflexive. wÂzi v signi-
fiant que i préfère strictement l’état termi-
nal w à l’état terminal v.
Il est immédiat de voir comment de
telles structures correspondent à des jeux
extensifs en information parfaite. Dans
l’exemple de jeu de la figure 1 (cf. [17]
p. 96), nous avons étiqueté chaque noeud
avec une lettre. Ces lettres r, s, t, u, v sont
les états de nos modèles. Le jeu G cor-
respondant à la figure 1 est le suivant :
W = {r, s, t, u, v} ; N = {I, II} ; A =
{A,B,L,R} ; rI A→s, rI B→t, sII L→ u, sII R→ v ;
vÂzItÂzIu ; tÂzIIvÂzIIu.
2 Aspects de la rationalité
Nous considérons que dans un jeu extensif,
quatre aspects distincts de la rationalité des
joueurs importent au raisonnement straté-
gique. Plus précisément, faire l’hypothèse
de la rationalité des joueurs, c’est supposer
que :
A B
L R
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FIG. 1 – Un jeu extensif
1. les préférences des joueurs sont cohé-
rentes, à la fois de manière statique
habituelle (à savoir elles sont suppo-
sées être transitives et, dans leur ver-
sion stricte, irreflexives.) mais aussi de
façon “causale” : les situations condui-
sant à des situations préférées sont
également préférées.
2. les joueurs choisissent toujours une
des options conduisant à une de leurs
issues préférées.
3. le raisonnement des joueurs est correct
- ils ne font pas d’erreurs - et complet
au sens où ils n’ont de limites compu-
tationnelles en temps ou en espace.
4. les joueurs mettent à jour leurs
croyances de façon rationnelle.
Dans l’interprétation déductive de la théo-
rie des jeux et de ses concepts de solu-
tion, les “joueurs cherchent à déduire les
actions rationnelles de leurs opposants à
partir des préférences de leurs opposants
et de l’analyse du raisonnement de leurs
opposants à propos de leurs propres ac-
tions rationnelles.”([16], p. 377). On pour-
rait défendre l’idée que la procédure par la-
quelle les joueurs éliminent de façon itérée
les parties du jeu incompatibles avec l’hy-
pothèse de la rationalité des autres joueurs
peut être vu comme un processus de ré-
vision des croyances. Durant le proces-
sus de réduction du jeu, un joueur ré-
vise sa représentation du jeu. A la suite
de [5] nous défendons précisément l’idée
que ce processus peut être capturé dans le
style dynamique epistemique (au sens de
[11]). Néanmoins nous réservons la ques-
tion de la révision des croyances aux jeux
en information imparfaite dans lesquels les
joueurs peuvent avoir des ensembles d’in-
formation différents et peuvent ainsi ne pas
partager la même information au début du
jeu.
Nous défendons l’idée que la rationalité
des agents couvre ces quatre aspects. La
dernière sorte de rationalité sera l’objet
de recherche ultérieure. Pour le moment
nous nous concentrerons sur les jeux en
information parfaite. Nous considérerons
également pour commencer que les capa-
cités cognitives ou computationnelles des
agents sont illimitées. Enfin appelons les
deux autre sortes de rationalité : “rationa-
lité de la décision” et “rationalité des pré-
férences”. Les agents prennent des déci-
sion de façon cohérente avec des préfé-
rences cohérentes.
Dans un premier temps la rationalité des
préférences se définira par une façon ca-
nonique d’induire une relation de préfé-
rence pour chaque joueur qui s’étend à
l’ensemble des états contenus dans l’arbre
du jeu, à partir des préférences sur les états
terminaux. Une fois les préférences éten-
dues à tous les états (plutôt qu’aux seuls
états terminaux) il devient facile de définir
un langage modal dans lequel nous pou-
vons exprimer certains aspects du raison-
nement stratégique, et notamment le fait
que la dernière action prise par un joueur
ait été une décision optimale. Nous décri-
rons cette méthode canonique et recher-
cherons comment nous pouvons définir
une notion de rationalité de l’action, com-
posée des deux aspects mentionnés. Plus
précisément nous montrerons comment la
rationalité de l’action réduit un jeu à son
‘noyau rationnel’, de façon comparable à
l’induction à rebours, bien que ne coïnci-
dant pas avec cette dernière.
Ainsi suivant [5] nous proposons un
cadre dans lequel les actions cognitives
constituant le raisonnement stratégique
des joueurs sont des citoyens de première
classe. A la suite de [5], nous explicitons
ces actions dans le style des actions chan-
geant le modèle de la logique des annonces
publiques [19]. Dans un premier temps
l’étape de raisonnement que nous consi-
dérerons est l’élimination des états qui ne
peuvent être atteints que si un joueur a agi
de façon irrationnelle.
La façon canonique et rationnelle d’in-
duire les préférences, comme nous le no-
tons dans §6 prend en charge une partie du
raisonnement constituant la procédure de
réduction du jeu. Puisque que nous cher-
chons à mettre au premier plan le raison-
nement stratégique des joueurs, nous cher-
cherons à rendre compte de l’action par
laquelle les préférences sont induites des
noeuds terminaux vers les autres dans un
style dynamique de changement de mo-
dèles.
3 Langage modal dynamique
Nous définissons un une logique dyna-
mique dans l’esprit de [18]. Ainsi fixant
un ensemble A d’actions et N de joueurs,
nous définissons récursivement l’ensemble
des actions ACT :
ACT ::= A | N | ÂN | → | ACT ∪
ACT |ACT∩ACT |ACT c |ACT ;ACT,
A chaque action correspond une moda-
lité dans le langage L. Nous supposons un
ensemble dénombrable de lettres proposi-
tionnelles Φ :
L ::= | Φ | ¬L | L ∧ L | 〈ACT 〉L.
Nous utilisons les abréviations habituelles.
Nous interprétons ce langage sur un jeu G
de la forme
〈W,N,A, (i a→)a∈A,i∈N , (Âzi )i∈N〉
accompagné d’une valuation V : Φ →
℘(W ). Comme nous l’avons mentionné,
nous étendons la relation de préférences
au-delà des noeuds terminaux. Nous défi-
nissons pour chaque joueur i la nouvelle
relation de préférence étendue à W × W
inductivement comme la plus petite rela-
tion contenant Âzi et clos sous les règles
suivantes :
1. ((∃x : w → x) & ∀x (w → x ⇒
xÂiv))⇒ wÂiv
2. ((∃x : w → x) & ∀x (w → x ⇒
vÂix))⇒ vÂiw
3. (∃x : (w i→x & xÂiv))⇒ wÂiv
Expliquons le processus d’induction des
préférences. Fixons un joueur i. Nous
commençons par les états terminaux,
c’est-à-dire avec Âi := Âzi . Puis
nous étendons la relation aux états non-
terminaux. Dans la précondition de cha-
cune des règles de clôture nous spécifions
∃x : w → x, de telle sorte qu’elles ne
s’appliquent à un état w que si ce n’est
pas un point terminal. L’idée est de sélec-
tionner deux états arbitraires w and v et
de voir s’ils peuvent être comparés étant
données les préférences déjà explicites. La
règle 3 est la plus courte et sans doute la
plus simple, elle énonce que si à un état w
c’est à i de jouer et qu’une des actions que
i peut accomplir en w le conduit à un état
qu’il (i) préfère à v, alors i préfère w à v.
Les deux autre conditions sont très simi-
laires, nous n’expliquons donc que la pre-
mière. Elles s’appliquent même si ce n’est
pas à i de jouer en w. Dans ce cas, la règle
énonce que i préféreraw à v si tous les suc-
cesseurs possibles de w sont préférées à v
par i. Nous reviendrons à cette opération
d’induction des préférences §6.
Nous pouvons donc maintenant assigner à
chaque action α ∈ ACT une relation Rα :
R→ = →
Ra =
a→
Ri =
i→
RÂi = Âi
Rβ∪γ = Rβ ∪Rγ
Rβ∩γ = Rβ ∩Rγ
Rβc = {(v, w)|wRβv}
Rβ;γ = {(v, w)|∃x : vRxRw}
Supposant une fonction de valuation V :
Φ→ ℘(W ), l’interprétation de L est stan-
dard pour la logique modale :
w ² >
w ² p ssi w ∈ V (p)
w ² φ ∧ ψ ssi w ² φ et w ² ψ
w ² ¬φ ssi w 6² φ
w ² 〈α〉φ ssi ∃v : wRαv et v ² φ
4 Actions cognitives dans le rai-
sonnement stratégique
Nous passons maintenant à la représen-
tation du raisonnement stratégique des
joueurs, amenant au premier plan les
étapes de ce raisonnement, que nous ap-
pelons des “actions cognitives” (suivant
plus ou moins le sens de [7]). Reprenant
l’idée proposée pour la première fois par
[5], nous utiliserons les ressources de la lo-
gique des annonces publiques (PAL) pour
modéliser les actions cognitives. Une an-
nonce publique est une opération chan-
geant le modèle, le restreignant à l’un de
ses sous-modèles. Une annonce publique
d’une formule φ assigne à un modèle M
l’un de ses sous-modèles M ¹ φ, dé-
fini comme le modèle dont le domaine est
l’ensemble des états w ∈ M tels que
M, w ² φ, et dont les relations et valua-
tions sont les restrictions correspondantes
à celle de M à ce domaine. Syntactique-
ment, dans PAL il existe une modalité [!φ]
pour chaque formule du langage en ques-
tion, dont la sémantique est la suivante :
M, w ² [!φ]ψ ssi
(si M, w ² φ alors M ¹ φ,w ² ψ).
Selon l’interprétation déductive des
concepts de solution dans les jeux ex-
tensifs, le raisonnement stratégique des
joueurs est le processus par lequel –
dans un jeu joué une seule fois – les
joueurs raisonnent au sujet des choix des
autres joueurs sous l’hypothèse de leur
rationalité. Ce raisonnement peut-être
analysé et réduit à une série de plus
petites actions cognitives, qui peuvent
être conçues comme des annonces par
lesquelles les noeuds du jeu qui sont in-
compatibles avec la rationalité des joueurs
sont éliminés. Plus précisément, et telle
est l’idée cruciale de [5], si I conclut
que II ne choisira pas une certaine action
parce qu’elle est rationnelle, ceci peut être
représenté comme une annonce publique
véridique de la forme, “la joueuse II est
rationnelle”. Puisque que nous supposons
que le processus de raisonnement de
chaque joueur fait partie de la rationalité
même d’un joueur, nous supposons en
fait que ce raisonnement est connaissance
commune entre les joueurs. En effet si
le joueur I était le seul à faire ce rai-
sonnement, nous devrions considérer la
représentation que chaque joueur se fait
du jeu et le modèle résultant ne serait pas
approprié pour présenter le raisonnement
commun des joueurs au sujet du jeu. Pour
résumer, éliminer un point du modèle
revient à dire qu’aucun des joueurs ne
le considère plus. Il faudrait donc parler
d’une action cognitive commune, dont
la légitimité repose sur la connaissance
commune de la rationalité des joueurs
(dans les quatre sens mentionnés dans §2).
L’abandon de l’hypothèse d’un raison-
nement commun doit avoir lieu lorsque
nous acceptons non seulement l’informa-
tion imparfaite (des ensembles d’informa-
tion différents), mais si nous acceptons que
les joueurs puissent ne pas savoir ce que
les autres savent et ignorent. Dans ce cadre
plus général, une analyse plus subtile des
actions cognitives pourrait être proposée,
permettant par exemple de modéliser le cas
où un joueur accomplit une certaine étape
dans son raisonnement mais n’est pas
sêr que les autres l’ont accomplie aussi.
Prendre en compte des types d’actions plus
complexes pourrait par exemple permettre
de proposer une nouvelle analyse des jeux
de dé-synchronisation [1]. Mais nous lais-
sons ces considérations à des recherches
futures, pour lesquelles notre analyse des
jeux en information parfaite pourra fournir
une fondation.
5 Rationalité de la décision et
induction à rebours
Nous nous intéressons maintenant à la par-
tie du jeu stable sous l’annonce itérée de
rationalité. Plus précisément, nous nous
intéressons aux chemins terminaux sur-
vivant à l’annonce itérée de rationalité.
On pourrait apprécier une définition de
la rationalité tels que les noeuds termi-
naux accessibles après l’itération de l’an-
nonce lui correspondant serait précisément
les équilibres parfait en sous-jeux du jeu.
Mais plutôt que de chercher la notion mo-
dale de rationalité correspondante, inver-
sons la perspective et demandons : qu’est-
ce qu’une notion modale naturelle de ra-
tionalité, et (via son annonce itérée) quel
concept de solution induit-elle ?
5.1 Quelle rationalité ?
De nombreux concepts de rationalité
peuvent être envisagés. Comme nous
sommes intéressés par les perspectives que
la logique modale peut apporter à l’ana-
lyse du raisonnement stratégique dans les
jeux extensifs, nous sommes particulière-
ment intéressés par la question suivante :
“Y a-t-il une manière naturelle-
ment modale d’exprimer la ratio-
nalité d’une décision ?”
Pour inspirer et motiver notre réponse à
cette question, nous considérerons deux
slogans tirés de deux manuels, l’un de lo-
gique modale, l’autre de théorie des jeux.
SLOGAN 1 (LOGIQUE MODALE) Les
langages modaux fournissent une pers-
pective interne et locale sur les structures
relationnelles.[9]
Le second est proposé pour caractériser
l’hypothèse crucial de la théorie du choix
rationnel :
SLOGAN 2 (CHOIX RATIONNEL) Lors
qu’il prend une décision, un agent choisit
une action qui est au moins aussi bonne,
d’après ses préférences, que n’importe
quelle autre action disponible.[16], p. 6
Essayons de rendre le second slogan dans
l’esprit du premier, c’est-à-dire en prenant
la rationalité dans un sens “local”, en re-
streignant l’attention de la formule expri-
mant la rationalité au dernier coup d’un
joueur. L’avantage de cette notion locale
de rationalité est qu’elle autorise une ca-
ractérisation modale simple. our la clarté
de l’exposition, nous définissons la ratio-
nalité de la décision comme la négation
de l’irrationalité de la décision. Un joueur
i est considéré comme venant de prendre
une décision irrationnelle au point w si i
contrôle l’unique prédécesseur de w, di-
sons v, et qu’en v, i pouvait prendre une
action qu’il aurait emmené (en un seul pas)
dans un état u qu’il (i) préfère àw. C’est-à-
dire si i vient de faire quelque chose qu’on
pourrait lui faire regretter à l’aide d’une
explication très simple. C’est un concept
extrêmement locale d’irrationalité : dans le
jeu présentée dans la figure 2, le joueur I
n’est irrationnel à aucun des points termi-
naux. Néanmoins, si pour commencer il va
à gauche, alors au noeud intermédiaire, il
est irrationnel.
I
II
2, 0 1, 0
3, 1
a b
L R
FIG. 2 – Un jeu illustrant la localité de
notre notion d’irrationalité de la décision.
Cette localité suggère une limitation au
raisonnement des joueurs, une question
que nous aborderons rapidement dans §7.
Nous pouvons définir la notion d’irrationa-
lité de la décision de i avec la L-formule
suivante :
〈(ic; i) ∩ Âic〉>
La négation nous donne notre concept de
rationalité de la décision rati :
rati :=df [(i
c; i) ∩ Âic]⊥
rati peut être lu de la façon suivante il
n’est pas possible ([]⊥) que i prenne une
action (i) au point précédent (ic) et que
cela le conduise (∩) à un état qu’il préfère
au point actuel (Âic).
5.2 Quel concept de solution ?
Une annonce de la rationalité d’un joueur
réduira (potentiellement) la taille du jeu,
éliminant les états dans lequel un joueur
a joué de façon irrationnelle. Etant donné
la notion (c’est-à-dire l’ensemble d’opé-
rations) d’induction des préférences que
nous avons stipulées pour nos modèles ;
l’itération des annonces de la rationalité de
tous les joueurs peut conduire à une série
de réduction.
Par exemple, prenons le jeu donné par la
figure 1. Observons qu’en u, ratII n’est
pas satisfait : il y a un état, à savoir v, tel
que uR(IIc;II)∩ÂIIcv. Après une annonce
de ratII , nous obtenons le sous-jeu décrit
par la figure 3.
Etant donné la façon dont les préférences
sont stipulées dans nos modèles, il suit que
le joueur I préfère désormais s à t. Dès
lors une annonce de rationalité addition-
nelle, à savoir [!ratI ], et nous obtenons le
sous-jeu décrit dans la figure 4.
Dans ce cas nous avons obtenu, via une
séquence d’annonces publiques, un jeu
A B
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II
2, 1
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v
FIG. 3 – Le jeu de la figure 1 après une
étape de réduction.
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FIG. 4 – Le jeu de la figure 1 après deux
réductions.
contenant comme unique chemin termi-
nal le seul chemin terminal qui peut être
construit en utilisant les actions contenues
dans l’unique équilibre parfait en sous-
jeux de jeu original. En fait cette coïnci-
dence ne se vérifie pas dans le cas général.
Mais nous avons le résultat suivant :
PROPOSITION 1 . Un chemin maximal
dans le jeu G survit à l’itération de l’an-
nonce de rationalité commune des joueurs
(∧i∈N rati) ssi il est composé d’arêtes
contenues dans l’union des équilibres par-
faits en sous-jeux du jeu G.
Preuve. De gauche à droite, la preuve est
par induction sur la longueur du sous-jeu
dans lequel une action qui n’est contenue
dans aucun équilibre parfait en sous-jeux
apparaît et par réduction à l’absurde.
DÉFINITION 2 Un jeu en information par-
faite est générique si aucun joueur n’est
indifférent entre deux noeuds terminaux,
c’est-à-dire si ∀i ∈ N ,∀w,w′ ∈ Wz w 6=
w′ → (wÂziw′ ∨ w′Âziw).
FAIT 3 Un jeu générique ne contient
qu’un seul équilibre parfait en sous-jeux.
DÉFINITION 4 ([5]) L’assertion de ratio-
nalité momentanée (MR) énonce qu’à
chaque étape d’une branche dans le mo-
dèle actuel, celui qui doit jouer, n’a pas
choisi une action dont toutes les continua-
tions finissent plus mal pour lui que toutes
celles suivant une autre action.
Nous obtenons comme corollaire le résul-
tat suivant prouvé par [5].
COROLLAIRE 5 ([5]) Sur les arbres de
jeux extensifs (en information parfaite) gé-
nériques finis, l’annonce itérée de MR
conduit exactement à la solution de l’in-
duction à rebours.
Mais revenons au concept de solution que
nous obtenons. On pourrait opposer qu’il
s’agit là d’un concept de solution faible.
En effet dans l’exemple de la figure 2,
{{a}, {R}} n’est pas un équilibre parfait
en sous-jeux. Néanmoins ce profile de stra-
tégie demeure dans notre procédure. Nous
défendons l’idée que le concept d’équi-
libre parfait en sous-jeux (comme plus
généralement celui d’équilibre de Nash)
est rétrospectif par nature. Un tel concept
nous indique que si la stratégie de II en s
est de jouer R, alors le joueur I s’en serait
mieux sorti s’il avait choisi b. Le concept
de solution que nous obtenons fonctionne
lui de façon prospective et prescriptive.
En ce sens une prescription répond à cer-
taines contraintes de cohérence. Vous pou-
vez également dire à I qu’il doit jouer
b et ne pas jouer a, vous obtiendriez un
concept de solution tout aussi prescriptif
mais plus fort, à savoir la maximisation du
minimum. Mais si vous admettez l’action
a comme une chose que I pourrait ration-
nellement faire, alors la cohérence de la
prescription ne permet de traiter l’issue t
comme irrationnelle.
Il est à noter que cette situation est plus gé-
nérale. Dès que nous sortons des jeux gé-
nériques pour traiter le cas des jeux exten-
sifs en information parfaite, aucun concept
de solution qui n’est pas clos sous les fu-
turs rationnels ne peut être modélisé par
une annonce itérée de rationalité. Plus pré-
cisément si un concept de solution qui
n’admet pas tous les profils de stratégies
qui peuvent être construits sur la base des
chemins maximaux survivant à l’itération
de l’annonce de rationalité, alors celui-ci
n’est pas exprimable avec l’appareil mo-
dale dynamique que nous proposons. En
particulier nous ne pouvons pas obtenir
dans le cas général la solution de l’induc-
tion à rebours.
Comme nous l’avons déjà mentionné, une
bonne partie de ce résultat est secrète-
ment encodé dans notre définition de la
façon dont les préférences sont induites
des noeuds terminaux vers les autres. Etant
donné que notre objectif est d’expliciter
les actions cognitives composant le raison-
nement stratégique des agents, il est rai-
sonnable de demander que ce type d’ac-
tion cognitive, rendant nos préférences
causalement cohérente, soit modélisé par
une action dans une logique dynamique, à
l’instar de ce que nous avons fait pour la
rationalité de la décision. Ce que nous fai-
sons dans la section suivante.
6 Préférences
Notre procédure de réduction du jeu à son
noyau rationnel, telle que nous l’avons dé-
crite, tire profit de ce que nous avons dé-
crit comme la rationalité des préférences.
Ainsi un aspect du processus de raison-
nement est effectuée en silence par les
contraintes qui définissent les relations de
préférences généralisées à l’arbre. Ceci ne
rend pas justice à ce processus autonome
comme étant d’égale importance pour iso-
ler la solution du jeu. Nous altérons donc
la sémantique et prenons une perspec-
tive plus générale, abandonnant l’hypo-
thèse selon laquelle les préférences sont
automatiquement induites de façon cano-
nique à chaque fois que nous passons d’un
modèle à une de ses parties.
Nous n’irons pas ici jusqu’à considérer
des préférences qui ne sont pas “nettes”
(cf. [17] p. 4) : nous n’autorisons pas l’im-
précision des préférences, ni préférences
intransitives ou symétriques. Nous sup-
posons des joueurs dont les préférences
sont “statiquement” cohérentes. Mais nous
abandonnons ici l’idée que les préférences
sont automatiquement spécifiées sur tout
l’arbre afin de mettre en avant le proces-
sus de raisonnement par lequel les joueurs
- en analysant la structure du jeu - peuvent
décider quelles options intermédiaires sont
préférables, étant donné leurs préférences
sur des noeuds plus proche de l’issue
du jeu. Ce processus doit conduire à des
préférences “causalement” cohérentes. Il
s’agit par exemple d’exclure comme ir-
rationnel qu’un joueur d’échecs préfère
prendre la reine de son adversaire (à un
autre coup), alors que cela le conduit à un
noeud duquel son adversaire possède une
stratégie de victoire.
Un modèle sera dotée d’une relationÂi qui
avant toute action cognitive ne sera pas dif-
férente de Âzi , exactement comme les mo-
dèles traditionnels de la théorie des jeux.
Pour chaque propriété P que nous uti-
lisons pour définir Âi et chaque joueur
i ∈ N nous considérons une action “ra-
tionalisant les préférences” du joueur i
d’une certaine façon, comme une opé-
ration OPi de (W × W )n vers W ×
W . Soit OQI l’opération correspondant
à ((∃x : w → x) ∧ ∀x (w →
x ⇒ xÂIv)) ⇒ wÂI ′v. Par abus
de langage nous écrirons OQI (M) pour
〈W,N,A, (i a→)a∈A,i∈N ,ÂI ∪ {(w, v) ∈
W × W : ∃x ∈ W ((w → x) ∧ ∀x ∈
W (w → x ⇒ xÂIv))}, (Âi)i∈N−I〉.
Intuitivement une telle opération rendra
comparables de noeuds de l’arbre entre
lesquels un joueur était préalablement in-
différent, selon des maximes du type “pré-
fère les moyens qui te mènent à tes fins”.
Dans notre cas, l’ordre dans lequel nous
appelons les différentes opérations de ra-
tionalisation des préférences est sans im-
portance. Pour simplifier définissons donc
une opération unique pour toutes les opé-
rations et tous les joueurs que nous notons
RP .
REMARQUE 6 L’axiome de ré-
duction suivant donne la clé de
n’analyse compositionnelle dans
la syntaxe de l’opération RP :
[ratPrefi]〈Âi〉φ ≡
(〈Âi〉[ratPrefi]φ ∨
(〈→〉> ∧ [→]〈Âi〉[ratPrefi]φ) ∨
〈Âi〉([Âic ∩ (→c;→)]⊥ ∧ 〈→c〉[ratPrefi]φ)
∨ 〈i;Âi〉[ratPrefi]φ)
La formule est correcte par rapport à la
clause sémantique suivante :
G, V, w ² [ratPref ]φ⇔RP(G), V, w ² φ
où [ratPref ]φ :=
∧
i∈N [ratPrefi]φ
Cette remarque est rendue naturelle par le
fait que le premier disjoint corresponde à
la relation initiale alors que chacune des
autres clauses correspond à une des règles
que nous utilisons pour définir Âi à partir
de Âzi dans §3.
Afin de voir que ces deux actions cogni-
tives (l’une rationalisant les préférences,
l’autre les décisions) peuvent cohabiter,
l’ordre d’application de ces deux actions
ne doit pas importer (ce qui pourrait être le
cas si nous avions choisi les versions “fai-
bles” de nos opérations). De ce fait suit la
version explicite de notre précédente pro-
position. Définissant RD := M 7→ M ¹∧
i∈N rati, nous obtenons :
PROPOSITION 7 . Un chemin maximal
dans le jeu G survit à l’application itérée
des opérateurs RP et RD ssi il est com-
posé d’arêtes contenues dans l’union des
équilibres parfaits en sous-jeux du jeu G.
Enfin, il serait conceptuellement plus cor-
rect de voir ces opérations comme la mise
en oeuvre de normes de rationalité plu-
tôt - comme le parallèle avec les an-
nonces publiques pourrait le suggérer -
que comme l’action de révéler que les
joueurs sont rationnels. Elles conseillent
aux joueurs d’éviter certaines décisions, de
même ces normes indiquent quels états in-
termédiaires les joueurs devraient préférer
atteindre. La mise en oeuvre de ces normes
de rationalité est précisément ce qu’effec-
tuent les actions cognitives qui constituent
le raisonnement stratégique.
Une approche plus générale consisterait à
libéraliser les préférences des joueurs, au-
torisant des incohérences “causales”. Au-
torisant par exemple qu’un joueur i pré-
fère touts les successeurs de s à ceux de
t mais préfère t à s. Néanmoins le pro-
cessus de rationalisation ne serait plus une
simple expansion et nous ferions face à
différentes façons de rationaliser ces préfé-
rences. Donner la priorité aux préférences
entre noeuds plus proches des noeuds ter-
minaux pourrait permettre d’obtenir un
concept de solution ayant un comporte-
ment régulier, mais nous laissons cette
question à d’autres recherches.
7 Information imparfaite et ra-
tionalité limitée
Nous nous sommes concentrés sur les ac-
tions cognitives, car il est clair qu’elles
transforment la représentation que les
joueurs se font du jeu. Parfois toute l’infor-
mation n’est pas disponible au début du jeu
pour tous les joueurs. Une lecture (équi-
valente à la lecture classique) des jeux en
information imparfaite repose dans l’idée
qu’il faut parfois attendre que le jeu soit
joué pour obtenir certaines informations
précieuses. Prenons l’exemple de la figure
5. Dans ce jeu, le joueur II peut élimi-
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FIG. 5 – Un jeu en information imparfaite.
ner certains états irrationnels, voire figure
6. Néanmoins jusqu’à ce que I joue, le
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FIG. 6 – Le jeu de la figure 5 après une
annonce de rationalité
joueur II ne peut plus réduire l’arbre du
jeu et fixer une stratégie. Nous interpré-
tons les jeux en information imparfaite et
incomplète comme des jeux dans lesquels
l’information fournie par les actions ef-
fectives des joueurs n’est pas redondante.
Nous pouvons étendre l’interprétation des
actions cognitives constituant le raisonne-
ment stratégique en termes d’actions dy-
namiques changeant le modèle. Généra-
lisant le processus par lequel l’informa-
tion est pris en compte par les joueurs
dans la représentation du jeu, de nouvelles
questions apparaissent : quelle information
peut révéler les préférences d’un joueur,
le joueur i a-t-il une stratégie rationnelle
qui ne révèle pas l’information qu’il pos-
sède, etc. Néanmoins cette lecture d’un jeu
en information imparfaite est équivalente
à celle utilisant des stratégies condition-
nelles. Son principale intérêt est d’intro-
duire l’idée que la temporalité des actions
cognitives et des actions en général est la
même, même si, ayant à faire à des agents
idéaux, on peut aussi bien considérer les
stratégies comme définies préalablement à
toute action effective.
Or l’économie et la théorie des jeux
classiques supposent habituellement des
agents ou des joueurs ayant des capacités
cognitives (ou computationnelles) illimi-
tées. Il serait d’ailleurs plus exact de dire
que ces théories ne supposent rien du tout,
puisque le calcul n’y est même pas consi-
déré comme un processus consommant des
ressources. Sur le plan descriptif, les théo-
ries prédisent des résultats contredits par
l’expérience3. Sur le plan normatif, les
prescriptions correspondantes peuvent très
bien se révéler largement sous-optimales.
Suivant le travail fondateur de Simon [22]
nous proposons de chercher une théorie
plus exacte de “la façon dont les vrais êtres
humains prennent de vraies décisions dans
un monde qui leur fournit rarement les
données et les ressources cognitives qui
seraient exigées pour appliquer, littérale-
ment, les théories des manuels” [23], c’est-
à-dire les théories qui ne prennent pas le
processus de raisonnement au sérieux ou le
fait que les agents aient des capacités cog-
nitives limitées.
Analysant les jeux en information parfaite,
nous avons nous aussi supposé que le rai-
3Ainsi l’unique équilibre parfait en sous-jeux du dilemme
des prisonniers répété de façon finie, à savoir trahir l’autre à
chaque tour, est fortement invalidée par le comportement des
sujets expérimentaux (cf. e.g.[2]).
sonnement était mené à bien une fois pour
toutes, isolant les profiles de stratégies res-
pectant certaines contraintes de rationa-
lité. Une fois ce raisonnement achevé les
agents agiraient en suivant un des che-
mins terminaux restants. Mais il est clair
que les agents réels ne procèdent pas ainsi
(cf. [20]) : déjà dans l’Antiquité, Aristote
soulignait le fait que la délibération ne doit
pas durer indéfiniment. Plus concrètement,
imaginez que vous êtes devant une carte du
métro parisien à Châtelet essayant de cal-
culer la façon la plus rapide de parvenir à
La rue de Tanger. Comme vous êtes déjà
en retard, votre fonction d’utilité est don-
née par u(t) = −(ttanger − t0)2. Il est hau-
tement improbable4 que vous vous en sor-
tiriez mieux en commençant par calculer
l’itinéraire optimal et commenciez seule-
ment ensuite à vous déplacer. Tout ceci
pour indiquer que le temps de la réflexion,
pendant lequel vous exécutez des actions
cognitives, et le temps de l’action, pendant
lequel vous agissez est bien le même.
Tout ceci était folklorique. Mais qu’est-ce
que la logique modale peut avoir à dire au
sujet de la prise de décision en rationalité
limitée ? D’autres réponses visent les lo-
giques épistémiques [21] ou les logiques
de l’action [14]. Or, revenons à nos opéra-
tions RD et RP ; nous avons pour le mo-
ment admis que les agents pouvait itérer
l’exécution de l’une des deux opérations
sans limite avant d’agir. Autrement dit les
agents peuvent exécuter (RD ∪ RP)n où
n ∈ ω, R1 := R,Ri+1 := Ri;R, avant
de prendre la moindre décision. Intégrer la
limitation cognitive en termes de temps al-
loué au calcul entre chaque décision pour-
rait en première approche être capturé en
disant que dans la clause précédente, n ne
peux pas dépasser un k certain fini, indice
des capacité cognitives de l’agent. N’im-
porte quelle action survivant à toutes les
compositions de k opérations de rationali-
4Même en faisant l’hypothèse que vous connaissez le temps
que vous aurez encore à marcher à partir des différentes stations
d’arrivée, le temps que le métro met pour parcourir une intersta-
tion etc.
sation serait acceptable selon le concept de
solution correspondant.
Il ne s’agirait pas d’isoler un sous-
ensemble ou un super-ensemble des équi-
libres classiques, mais à analyser l’im-
pact de la limitation des ressources (en
termes d’actions cognitives exécutables
entre chaque tour) sur les concepts de solu-
tions. Bien entendu la complexité des dif-
férentes opérations doit être analysée, pon-
dérant ainsi le nombre de ressource que
son exécution requiert. Il serait même en-
core mieux, d’intégrer, par exemple dans
un langage épistémique, les pas effectifs
que requiert l’opération (vérification, sto-
ckage, déduction). Par la suite il serait
intéressant de comparer les performances
de ces différentes sous-opérations cogni-
tives sur différentes classes de jeux bien
connues de la littérature.
8 Conclusion
Nous avons présenté une logique modale
pour raisonner sur les jeux extensifs non-
coopératifs. Nous utilisons les modalités
correspondant aux relations de préférences
et aux actions pour caractériser ce que
nous appelons la rationalité de la déci-
sion. Nous avons également discuté la ra-
tionalité des préférences et avons mon-
tré comment ces deux notions sont liées.
Nous avons également montré comment
des opérations des logiques modales dy-
namiques peuvent être utilisés pour modé-
liser les actions cognitives constituant le
raisonnement stratégique. Nous avons vu
que cette approche conduit à des concepts
de solution d’une nature plus “prospecti-
ve” que ceux la littérature principale en
théorie des jeux. Nous avons également
suggéré qu’une notion moins globale d’ac-
tion cognitive pourrait permettre d’aborder
la question de concepts de solutions pour
des agents cognitivement limitées, suggé-
rant un nouveau rapprochement entre la lo-
gique modale et la théorie des jeux en ra-
tionalité limitée.
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