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Abstract
The eigenvector-dependent nonlinear eigenvalue problem (NEPv) A(P )V = V Λ, where
the columns of V ∈ Cn×k are orthonormal, P = V V H, A(P ) is Hermitian, and Λ =
V HA(P )V , arises in many important applications, such as the discretized Kohn-Sham equa-
tion in electronic structure calculations and the trace ratio problem in linear discriminant
analysis. In this paper, we perform a perturbation analysis for the NEPv, which gives upper
bounds for the distance between the solution to the original NEPv and the solution to the
perturbed NEPv. A condition number for the NEPv is introduced, which reveals the factors
that affect the sensitivity of the solution. Furthermore, two computable error bounds are
given for the NEPv, which can be used to measure the quality of an approximate solution.
The theoretical results are validated by numerical experiments for the Kohn-Sham equation
and the trace ratio optimization.
Keywords. nonlinear eigenvalue problem, perturbation analysis, Kohn-Sham equation,
trace ratio optimization
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1 Introduction
In this paper, we study the perturbation theory of the following eigenvector-dependent nonlinear
eigenvalue problem (NEPv)
A(P )V = V Λ, (1)
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where V ∈ Cn×k has orthonormal column vectors, P = V V H, A(P ) is a continuous Hermitian
matrix-valued function of P , and Λ = V HA(P )V ∈ Ck×k is Hermitian, the eigenvalues of Λ are
also eigenvalues of A(P ). Usually, in practical applications, k  n, and the eigenvalues of Λ are
the k smallest or largest eigenvalues of A(P ). In this paper, we restrict our discussions to the
case of the k smallest eigenvalues. Furthermore, we consider A(P ) in the following form
A(P ) = A0 +A1(P ) +A2(P ), (2)
where A0, A1(P ) and A2(P ) are all Hermitian, A0 ∈ Cn×n is a constant matrix, A1(P ) is a
homogeneous linear function of P , and A2(P ) is a nonlinear function of P .
Notice that if V is a solution (1), then so is V Q for any k × k unitary matrix Q. Therefore,
two solutions V , V˜ are essentially the same if R(V ) = R(V˜ ), where R(V ) and R(V˜ ) are the
subspaces spanned by the column vectors of V and V˜ , respectively. Throughout the rest of this
paper, when we say that V is a solution to (1), we mean that the class {V Q | QHQ = Ik} solves
(1).
Perhaps, the most well-known NEPv of the form (1) is the discretized Kohn-Sham (KS)
equation arising from density function theory in electronic structure calculations (see [3, 11, 14]
and references therein). NEPv (1) also arises from the trace ratio optimization in the linear
discriminant analysis for dimension reduction [12, 20, 21], and the Gross-Pitaevskii equation
for modeling particles in the state of matter called the Bose-Einstein condensate [1, 5, 6]. We
believe that more potential applications will emerge.
The most widely used method for solving NEPv (1) is the so-called self-consistent field (SCF)
iteration [11, 14]. Starting with orthonormal V0 ∈ Cn×k, at the lth SCF iteration, one computes
an orthonormal eigenvector matrix Vl associated with the k smallest eigenvalues of A(Vl−1V Hl−1),
and then Vl is used as the approximation in the next iteration. Convergence analysis of SCF
iteration for the KS equation is studied in [9, 10, 19], for the trace ratio problem in [21]. Quite
recently, in [2], an existence and uniqueness condition of the solutions to NEPv (1) is given, and
the convergence of the SCF iteration is also studied.
In practical applications, A(P ) is usually obtained from the discretization of operators or
constructed from empirical data, thus, contaminated by errors and noises. As a result, the NEPv
(1) to be solved is in fact a perturbed NEPv. So, it is natural to ask whether we can trust the
approximate solution obtained by solving the perturbed NEPv via certain numerical methods,
say the SCF iteration. To be specific, let the perturbed NEPv be of the form
A˜(P˜ )V˜ = V˜ Λ˜, (3)
where V˜ has orthonormal column vectors, P˜ = V˜ V˜ H, Λ˜ = V˜ HA˜(P˜ )V˜ ∈ Ck×k, and
A˜(P˜ ) = A˜0 + A˜1(P˜ ) + A˜2(P˜ ) (4)
is a continuous Hermitian matrix-valued function of P˜ , A˜0 is a constant Hermitian matrix, A˜1
and A˜2 are perturbed functions of A1 and A2, respectively, and A˜1(P˜ ), A˜2(P˜ ) are still Hermitian.
Assume that the original NEPv (1) has a solution V∗. Then we need to answer the following
two fundamental questions:
Q1. Under what conditions the perturbed NEPv (3) has a solution V˜∗ nearby V∗?
2
Q2. What’s the distance between R(V∗) and R(V˜∗)?
Let X and Y be two k-dimensional subspaces of Cn. Let the columns of X form an orthonor-
mal basis for X and the columns of Y form an orthonormal basis for Y. We use ‖ sin Θ(X ,Y)‖2
to measure the distance between X and Y, where
Θ(X ,Y) = diag(θ1(X ,Y), . . . , θk(X ,Y)). (5)
Here, θj(X ,Y)’s denote the k canonical angles between X and Y [15, p. 43], which can be
defined as
0 ≤ θj(X ,Y) := arccosσj ≤ pi
2
for 1 ≤ j ≤ k, (6)
where σj ’s are the singular values of X
HY .
In this paper, we will focus on Q1 and Q2. The results are established via two approaches.
One is based on the well-known sin Θ theorem in the perturbation theory of Hermitian matrices
[4] and Brouwer’s fixed-point theorem [7]; The other is inspired by J.-G. Sun’s technique (e.g.,
[8, 16, 17, 18]) – finding the radius of the perturbation by constructing an equation of the
radius via the fixed-point theorem. Two perturbation bounds can be obtained from these two
approaches, and each of them has its own merits. Based on the perturbation bounds, a condition
number for the NEPv (1) is introduced, which quantitatively reveals the factors that affect the
sensitivity of the solution. As corollaries, two computable error bounds are provided to measure
the quality of the computed solution. Theoretical results are validated by numerical experiments
for the KS equation and the trace ratio optimization.
The rest of this paper is organized as follows. In section 2, we use two approaches to answer
Q1 and Q2, followed by some discussions on the condition number and error bounds for NEPv
(1). In section 3, we apply our theoretical results to the KS equation and the trace ratio
optimization problem, respectively. Finally, we give our concluding remarks in section 4.
2 Main results
In this section we provide two approaches to answer Q1 and Q2. A condition number and error
bounds for NEPv will also be discussed. Before we proceed, we introduce the following notation,
which will be used throughout the rest of this paper.
Cn×m stands for the set of all n×m matrices with complex entries. The superscripts “·T” and
“·H” take the transpose and the complex conjugate transpose of a matrix or vector, respectively.
The symbol ‖·‖2 denotes the 2-norm of a matrix or vector. Unless otherwise specified, we denote
by λj(H) for 1 ≤ j ≤ n the eigenvalues of a Hermitian matrix H ∈ Cn×n and they are always
arranged in nondecreasing order: λ1(H) ≤ λ2(H) ≤ · · · ≤ λn(H). Define
Vk := {V ∈ Cn×k
∣∣ V HV = Ik}, (7a)
Pk := {P ∈ Cn×n
∣∣ P = V V H, V ∈ Vk}. (7b)
Let V∗, V˜∗ ∈ Vk be the solutions to (1) and (3), respectively. For any ξ > 0, define
Vξ := {V ∈ Cn×k
∣∣ V HV = Ik, ‖ sin Θ(R(V ),R(V∗))‖2 ≤ ξ}, (8)
Pξ := {P ∈ Cn×n
∣∣ P = V V H, V ∈ Vξ}. (9)
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Denote P∗ = V∗V H∗ , P˜∗ = V˜∗V˜ H∗ , ∆A0 = A˜0 −A0, and also
δ0 = ‖A˜0 −A0‖2, (10a)
δ1 = sup
P∈Pξ
‖A˜1(P )−A1(P )‖2, d1 = sup
P 6=P∗,P∈Pξ
‖A1(P )−A1(P∗)‖2
‖P − P∗‖2 , (10b)
δ2 = sup
P∈Pξ
‖A˜2(P )−A2(P )‖2, d2 = sup
P 6=P∗,P∈Pξ
‖A2(P )−A2(P∗)‖2
‖P − P∗‖2 , (10c)
δ = δ0 + δ1 + δ2, d = d1 + d2. (10d)
Note here that δ can be used to measure the magnitude of the perturbation, and d is a “local
Lipschitz constant” such that
‖A(P )−A(P∗)‖2 ≤ d‖P − P∗‖2 (11)
for all P ∈ Pξ. Thus, we may use d to measure the sensitivity of A(P ) within Pξ.
2.1 Approach one
In this subsection, we use the famous Weyl Theorem [15, p.203], Davis-Kahan sin Θ theorem
[4], and Brouwer’s fixed-point theorem [7] to answer questions Q1 and Q2.
Theorem 2.1 Let V∗ ∈ Vk be a solution to (1), P∗ = V∗V H∗ , and
g = λk+1(A(P∗))− λk(A(P∗)) > 0. (12)
If
δ <
1
2
g − d, (13)
then the perturbed NEPv (3) has a solution V˜∗ ∈ Vξ∗ with
ξ∗ =
2δ
g − d− δ +√(g − d− δ)2 − 4dδ . (14)
Proof: Using (13), we know that ξ∗ given by (14) is a positive constant. Then it is easy to see
that Pξ∗ is a nonempty bounded closed convex set in Cn×k. For any V˜ ∈ Vξ∗ , letting P˜ = V˜ V˜ H,
we define φ(P˜ ) = P˜φ = V˜φV˜
H
φ for V˜φ = [v˜φ1, . . . , v˜φk], where v˜φj is an eigenvector of A˜(P˜ )
corresponding with λj(A˜(P˜ )) for j = 1, . . . , k and φ(P˜ ) ∈ Pξ∗ . If we can show that
(a) λk+1(A˜(P˜ )) − λk(A˜(P˜ )) > 0 (which implies that the mapping φ(·) is well-defined in the
sense that φ(P˜ ) is unique);
(b) φ(·) is a continuous mapping within Pξ∗ ;
(c) φ(P˜ ) ∈ Pξ∗ ,
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then by Brouwer’s fixed-point theorem [7], φ(P˜ ) has a fixed point in Pξ∗ . Let P˜∗ = V˜∗V˜ H∗ be
the fixed point, where V˜∗ ∈ Vξ∗ . Then V˜∗ is a solution to the perturbed NEPv (3). Hence the
conclusion follows immediately. Next, we show (a), (b) and (c) in order.
Proof of (a) First, using (13) and (14), we have
ξ∗ <
2δ
g − d− δ +√(d+ δ)2 − 4dδ
=
2δ
g − d− δ + |d− δ|
=
{
2δ
g−2δ , if d ≥ δ,
2δ
g−2d , otherwise
< 1. (15)
Second, direct calculations give rise to
‖A˜(P˜ )−A(P∗)‖2 ≤ ‖A˜0 −A0‖2 + ‖A˜1(P˜ )−A1(P∗)‖2 + ‖A˜2(P˜ )−A2(P∗)‖2
≤ δ0 + ‖A˜1(P˜ )−A1(P˜ )‖2 + ‖A1(P˜ )−A1(P∗)‖2
+ ‖A˜2(P˜ )−A2(P˜ )‖2 + ‖A2(P˜ )−A2(P∗)‖2
≤ δ + d‖P˜ − P∗‖2 (16a)
≤ δ + dξ∗, (16b)
where (16a) uses (10), (16b) uses ‖P˜ − P∗‖2 = ‖ sin Θ(R(V∗),R(V˜ ))‖2 and V˜ ∈ Vξ∗ .
Third, by the famous Weyl Theorem [15, p.203], we have
|λj(A˜(P˜ ))− λj(A(P∗))| ≤ ‖A˜(P˜ )−A(P∗)‖2, for j = 1, 2, . . . , n. (17)
Then it follows that
λk+1(A˜(P˜ ))− λk(A˜(P˜ ))
= g + [λk+1(A˜(P˜ ))− λk+1(A(P∗))] + [λk(A(P∗))− λk(A˜(P˜ ))]
≥ g − 2‖A˜(P˜ )−A(P∗)‖2 (18a)
≥ g − 2δ − 2dξ∗ (18b)
> 0, (18c)
where (18a) uses (17), (18b) uses (16), (18c) uses (15) and (13).
Proof of (b) We verify that φ(·) is a continuous mapping within Pξ∗ by showing that for any V˜1,
V˜2 ∈ Vξ∗ , ‖φ(P˜1)− φ(P˜2)‖2 → 0 as ‖P˜1 − P˜2‖2 → 0, where P˜1 = V˜1V˜ H1 and P˜2 = V˜2V˜ H2 .
Let φ(P˜1) = V˜1φV˜
H
1φ, φ(P˜2) = V˜2φV˜
H
2φ, and
R˜ = A˜(P˜1)V˜2φ − V˜2φ diag(λ1(A˜(P˜2)), . . . , λk(A˜(P˜2))).
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Then
R˜ = [A˜(P˜1)− A˜(P˜2)]V˜2φ,
and hence
‖R˜‖2 = ‖[A˜(P˜1)− A˜(P˜2)]V˜2φ‖2 ≤ ‖A˜(P˜1)− A˜(P˜2)‖2.
Using (15)–(17), we have
λk+1(A˜(P˜2))− λk(A˜(P˜1))
= g + [λk+1(A˜(P˜2))− λk+1(A(P∗))]− [λk(A˜(P˜1))− λk(A(P∗))]
≥ g − 2(δ + dξ∗) ≥ g − 2(δ + d) > 0. (19)
By Davis-Kahan sin Θ theorem [4], we have
‖ sin Θ(R(V˜1φ),R(V˜2φ))‖2 ≤ ‖R˜‖2
λk+1(A˜(P˜2))− λk(A˜(P˜1))
. (20)
Letting ‖P˜1 − P˜2‖2 → 0, we know that ‖R˜‖2 → 0 since A˜(·) is continuous. Then it follows from
(19) and (20) that
‖φ(P˜1)− φ(P˜2)‖2 = ‖ sin Θ(R(V˜1φ),R(V˜2φ))‖2 ≤ ‖R˜‖2
g − 2(δ + d) → 0.
Therefore, ‖φ(P˜1)− φ(P˜2)‖2 → 0.
Proof of (c) Define
R = A˜(P˜ )V∗ − V∗Λ∗,
where Λ∗ = V H∗ A(P∗)V∗. Then
R = [A˜(P˜ )−A(P∗)]V∗. (21)
Using (16) and (17), we have
λk+1(A(P∗))− λk(A˜(P˜ )) = λk+1(A(P∗))− λk(A(P∗)) + λk(A(P∗))− λk(A˜(P˜ ))
≥ g − δ − dξ∗ > 0. (22)
Then it follows that
‖P∗ − φ(P˜ ))‖2 = ‖ sin Θ(R(V∗),R(V˜ ))‖2
≤ ‖R‖2
λk+1(A(P∗))− λk(A˜(P˜ ))
(23a)
≤ ‖A˜(P˜ )−A(P∗)‖2
g − δ − dξ∗ (23b)
≤ δ + dξ∗
g − δ − dξ∗ (23c)
= ξ∗, (23d)
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where (23a) uses Davis-Kahan sin Θ theorem [4], (23b) uses (21) and (22), (23c) uses (16), (23d)
uses (14). Therefore, φ(P˜ ) ∈ Pξ∗ . This completes the proof.
Remark 2.2 The above approach is inspired by [22] and is also used in [2], where the existence
and uniqueness of the solution to (1) and the convergence of the SCF iteration are studied.
2.2 Approach two
In this subsection, we use another approach to answer questions Q1 and Q2, which is inspired
by J.-G. Sun’s technique, see e.g., [8, 16, 17, 18].
Theorem 2.3 Let V∗ ∈ Vk be a solution to (1), P∗ = V∗V H∗ , g be given by (12), and
h = max
1≤j≤k
[λk+j(A(P∗))− λj(A(P∗))], ζ =
√
g
√
g +
√
2h
. (24)
Assume that δ is sufficiently small such that
f(η) ≡ gη − dη
√
1 + η2 − (1 + η2)δ = 0 (25)
has positive roots, and its smallest positive root, denoted by η∗, is smaller than ζ. Then the
perturbed NEPv (3) has a solution V˜∗ ∈ Vτ∗ with
τ∗ =
η∗√
1 + η2∗
. (26)
Proof: Let [V∗, Vc] be a unitary matrix such that
[V∗, Vc]HA(P∗)[V∗, Vc] =
[
Λ∗ 0
0 Λc
]
, (27)
where
Λ∗ = diag(λ1(A(P∗)), . . . , λk(A(P∗))), Λc = diag(λk+1(A(P∗)), . . . , λn(A(P∗))).
Then that the perturbed NEPv (3) has a solution V˜∗ is equivalent to that there exists a unitary
matrix [V˜∗, V˜c] such that
[V˜∗, V˜c]HA˜(P˜∗)[V˜∗, V˜c] =
[
Λ˜∗ 0
0 Λ˜c
]
, (28)
where Λ˜∗ is Hermitian and its eigenvalues are the k smallest eigenvalues of A˜(P˜∗).
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Without loss of generality1, we let
[V˜∗, V˜c] = [V∗, Vc]
[
Ik −ZH
Z In−k
][
(Ik + Z
HZ)−
1
2 0
0 (In−k + ZZH)−
1
2
]
diag(Q∗, Qc), (29)
where Z ∈ C(n−k)×k is a parameter matrix, Q∗ ∈ Ck×k and Qc ∈ C(n−k)×(n−k) are arbitrary
unitary matrices. Substituting (29) into (28), we get
(Ik + Z
HZ)−
1
2 [Ik, Z
H]D
[
Ik
Z
]
(Ik + Z
HZ)−
1
2 = Q∗Λ˜∗QH∗ , (30a)
(In−k + ZZH)−
1
2 [−Z, In−k]D
[−ZH
In−k
]
(In−k + ZZH)−
1
2 = QcΛ˜cQ
H
c , (30b)
[−Z, In−k]D
[
Ik
Z
]
= 0, (30c)
where
D = [V∗, Vc]HA˜(P˜∗)[V∗, Vc]. (31)
Then the perturbed NEPv (3) has a solution V˜∗ is equivalent to
(a) there exists Z such that (30c) holds;
(b) λ1(Λ˜c)− λk(Λ˜∗) > 0.
Next, we first prove (a) then (b).
Proof of (a) It follows from (27), (30c) and (31) that
0 = [−Z, In−k][V∗, Vc]HA˜(P˜∗)[V∗, Vc]
[
Ik
Z
]
= ΛcZ − ZΛ∗ + (−ZV H∗ + V Hc )[A˜(P˜∗)−A(P∗)](V∗ + VcZ)
= L(Z) + Φ(Z),
where
L(Z) = ΛcZ − ZΛ∗,
Φ(Z) = (−ZV H∗ + V Hc )[A˜(P˜∗)−A(P∗)](V∗ + VcZ). (32)
Note that since g defined in (12) is positive, L(·) is an invertible linear operator with
‖L−1‖−12 = min
λ∈λ(Λ∗),λ˜∈λ(Λc)
|λ− λ˜| = λk+1(A(P∗))− λk(A(P∗)) = g > 0. (33)
1Note that k  n and thus 2k ≤ n. By the CS decomposition [15, Chapter 1, Theorem
5.1], we know that there exist unitary matrices diag(U1, U2) and diag(U3, U4) such that [V˜∗, V˜c] =
[V∗, Vc] diag(U1, U2)
Γ −Σ 0Σ Γ 0
0 0 I
diag(U3, U4)H. Rewrite [V˜∗, V˜c] = [V˜∗, V˜c] diag(QH∗ U3UH1 Q∗, QHc U4UH2 Qc). It
still holds (28). Then (29) follows immediately by setting Z = U2
[
ΣΓ−1
0
]
UH1 .
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Therefore, we may define a mapping µ : C(n−k)×k → C(n−k)×k as
µ(Z) ≡ −L−1(Φ(Z)). (34)
By (29), we have
‖P˜∗ − P∗‖2 = ‖V˜∗V˜ H∗ − V∗V H∗ ‖2
=
∥∥∥∥[V∗, Vc] [IkZ
]
(Ik + Z
HZ)−1[Ik, ZH][V∗, Vc]H − V∗V H∗
∥∥∥∥
2
=
∥∥∥∥[(Ik + ZHZ)−1 − Ik (Ik + ZHZ)−1ZHZ(Ik + ZHZ)−1 Z(Ik + ZHZ)−1ZH
]∥∥∥∥
2
=
‖Z‖2√
1 + ‖Z‖22
. (35)
Then it follows from (32), (16) and (35) that
‖L−1Φ(Z)‖2 ≤ 1
g
(1 + ‖Z‖22)
(
δ + d‖P˜∗ − P∗‖2
)
=
1
g
(
(1 + ‖Z‖22)δ + d‖Z‖2
√
1 + ‖Z‖22
)
. (36)
Denote
Bη∗ = {Z | ‖Z‖2 ≤ η∗}.
Note that Bη∗ is a nonempty bounded closed convex set, µ(·) defined in (34) is a continuous
mapping, and for any Z ∈ Bη∗ , by (36) and (25), it holds
‖µ(Z)‖2 ≤ 1
g
(
(1 + η2∗)δ + dη∗
√
1 + η2∗
)
= η∗,
i.e., µ(Z) maps Bη∗ into itself. So by Brouwer’s fixed-point theorem [7], µ(Z) = Z has a fixed
point Z∗ in Bη∗ . In other words, (30c) has a solution Z∗ ∈ Bη∗ . This completes the proof of (a).
Proof of (b) If
min
QH∗ Q∗=Ik
‖Q∗Λ˜∗QH∗ − Λ∗‖2 + min
QHc Qc=In−k
‖QcΛ˜cQHc − Λc‖2 < g, (37)
then by Weyl Theorem [15], we have |λk(Λ˜∗)− λk(Λ∗)|+ |λ1(Λ˜c)− λ1(Λc)| < g. Consequently,
λ1(Λ˜c)− λk(Λ˜∗) = g + [λ1(Λ˜c)− λ1(Λc)]− [λk(Λ˜∗)− λk(Λ∗)] > g − g = 0.
Therefore, we only need to show (37), under the assumption Z ∈ Bη∗ .
We get by (16), (26), and (31) that
D = [V∗, Vc]HA(P∗)[V∗, Vc] + [V∗, Vc]H[A˜(P˜∗)−A(P∗)][V∗, Vc]
=
[
Λ∗ 0
0 Λc
]
+ ∆D, (38)
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where ∆D = [V∗, Vc]H[A˜(P˜∗)−A(P∗)][V∗, Vc] satisfies
‖∆D‖2 = ‖A˜(P˜∗)−A(P∗)‖ ≤ δ + d‖P˜∗ − P∗‖2 ≤ δ + dτ∗. (39)
Let the singular value decomposition (SVD) of Z be Z = UZΣZV
H
Z , where UZ ∈ C(n−k)×k
has orthonormal columns, ΣZ =
[
Σ̂
0
]
, Σ̂ = diag(σ1, . . . , σk), σ1 ≥ · · · ≥ σk ≥ 0, and VZ ∈ Ck×k is
unitary. Let σi = tan θi for i = 1, . . . , k, Ĉ = diag(cos θ1, . . . , cos θk), Ŝ = diag(sin θ1, . . . , sin θk).
Then using (30a), (38), (39), we have
min
QH∗ Q∗=Ik
‖Q∗Λ˜∗QH∗ − Λ∗‖2 = min
QH∗ Q∗=Ik
∥∥∥∥∥∥Q∗VZ [Ĉ, Ŝ, 0]D
ĈŜ
0
V HZ QH∗ − Λ∗
∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥[Ĉ, Ŝ, 0]D
ĈŜ
0
− Λ∗
∥∥∥∥∥∥
2
≤ ‖∆D‖2 +
∥∥∥∥ĈΛ∗Ĉ + [Ŝ, 0]Λc [Ŝ0
]
− Λ∗
∥∥∥∥
2
≤ δ + dτ∗ + h sin2 θ1
≤ δ + dτ∗ + hτ2∗ . (40)
Similarly,
min
QHc Qc=In−k
‖QcΛ˜cQHc − Λc‖2 ≤ δ + dτ∗ + hτ2∗ . (41)
Direct calculations give rise to
2[δ + dτ∗ + hτ2∗ ]− g = 2
(
δ + d
η∗√
1 + η2∗
)
+ 2h
η2∗
1 + η2∗
− g
= 2g
η∗
1 + η2∗
+ 2h
η2∗
1 + η2∗
− g (42a)
< 2g
ζ
1 + ζ2
+ 2h
ζ2
1 + ζ2
− g (42b)
=
2hζ2 − g(1− ζ)2
1 + ζ2
= 0, (42c)
where (42a) uses the fact η∗ is a root of (25), (42b) uses η∗ < ζ, (42c) uses (24). Combining
(40), (41) and (42), we get (b). This completes the proof.
Note that g > d is a necessary condition for that f(η) = 0 has positive roots. Otherwise,
f(η) is always negative, and hence, f(η) = 0 has no roots. Next, we have several remarks in
order.
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Remark 2.4 When the perturbation is sufficiently small, i.e., δ  1, we have the following
two claims:
(1) The assumption of Theorem 2.3 is weaker than that of Theorem 2.1.
(2) The perturbation bound of Theorem 2.3 is shaper than that of Theorem 2.1.
Claim (1) can be verified as follows. Let the perturbation δ is sufficiently small and less than
1
2(g − d)ζ, we have
f(
2δ
g − d) =
2gδ
g − d −
2dδ
g − d − δ +O(δ
2) = δ +O(δ2) > 0. (43)
Note that f(0) = −δ < 0. Therefore, f(η) = 0 has at least one positive root within interval
(0, 2δg−d) ⊂ (0, ζ). In other words, the assumption of Theorem 2.3, which requires f(η) = 0 has
a positive root within (0, ζ), is satisfied if g > d, provided that the perturbation is sufficiently
small. For the assumption of Theorem 2.1, no matter how small the perturbation δ is, it
requires g > 2d. Claim (2) can be verified as follows. Using the second order Taylor’s expansion
of
√
1 + x = 1 + 12x− 18x2 +O(x3), we have by calculations,
f(
ξ∗√
1− ξ2∗
) =
gδ2
(g − d)2 +O(δ
3).
Thus, f( ξ∗√
1−ξ2∗
) > 0 since δ  1. Also note that f(0) < 0, we know η∗ < ξ∗√
1−ξ2∗
, which leads to
η∗√
1+η2∗
< ξ∗.
Remark 2.5 Note that h > g, then ζ defined in Theorem 2.3 is less than 1
1+
√
2
, and τ∗ is less
than 1√
1+(1+
√
2)2
≈ 0.3827. Therefore, when δ is not sufficiently small, Theorem 2.3 may not be
applicable since ‖ sin Θ(R(V∗),R(V˜∗))‖2 can be larger than 0.3827, meanwhile Theorem 2.1 can
be still applicable as long as g > 2d.
Remark 2.6 Consider the following perturbation problem of a Hermitian matrix: Given a
Hermitian matrix A0, a perturbation matrix ∆A0, which is also Hermitian. Let the eigenvalues
of A0 be λ1 ≤ · · · ≤ λn, the column vectors of V∗ and V˜∗ be the eigenvectors of A0 and A0 +∆A0
associated with their k smallest eigenvalues, respectively. Assume g = λk+1 − λk > 0. What’s
the upper bound for ‖ sin Θ(R(V∗),R(V˜∗))‖2?
Note that since d = 0, (25) becomes a quadratic equation of η. It is easy to see that it has
positive roots if and only if g ≥ 2δ. And when g ≥ 2δ, it has two positive roots, and the smaller
one is 2δ
g+
√
g2−4δ2 . Then Theorem 2.3 can be rewritten as:
If δ ≤ 12g and 2δg+√g2−4δ2 < ζ, then ‖ tan Θ(R(V∗),R(V˜∗))‖2 ≤
2δ
g+
√
g2−4δ2 .
This conclusion is similar to the perturbation theorems in [15, Chapter V, subsection 2.2].
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2.3 Condition number
In this subsection, we provide a condition number for NEPv (1). Recall the theory of condition
developed by Rice [13], also note that
‖P∗ − P˜∗‖2
‖P∗‖2 = ‖ sin Θ(R(V∗),R(V˜∗))‖2.
We may define a condition number as
κ = lim
→0
{‖ sin Θ(R(V∗),R(V˜∗))‖2

∣∣ δ ≤ , V∗, V˜∗ are the solutions to (1) and (3), (44)
respectively, δ is defined in (10)
}
.
Now using the second-order Taylor’s expansion of (1 + x)1/2, by (14), we have
ξ∗ =
1
g − dδ +O(δ
2). (45)
Combining it with Theorem 2.1, we can obtain the first order absolute perturbation bound for
the eigenvector subspace V∗:
‖ sin Θ(R(V∗),R(V˜∗))‖2 ≤ 1
g − dδ +O(δ
2). (46)
Then it follows
‖ sin Θ(R(V∗),R(V˜∗))‖2

. 1
g − d.
Therefore, we may define a condition number for NEPv (1) as
κ ≡ 1
g − d. (47)
This form can also be derived from Theorem 2.3. In fact, letting δ → 0 in (25), by (43), we
know that η∗ is less than 2δg−d , thus, η∗ → 0. Then (25) can be rewritten as
gη − dη + δ ≈ 0.
Therefore, η∗ ≈ δg−d , and η∗√1+η2∗ ≈
δ
g−d . Thus, by Theorem 2.3, we have
‖ sin Θ(R(V∗),R(V˜∗))‖2 . 1
g − dδ,
from which we may define a condition number as in (47).
Recall that g is the gap between the kth and k + 1st smallest eigenvalues of A(P∗), and
d is a local Lipschitz constant for the inequality ‖A(P ) − A(P∗)‖2 ≤ d‖P − P∗‖2. Thus, the
newly defined condition number κ, which can be used to measure the sensitivity of NEPv at V∗,
depends on the eigenvalue gap as well as the sensitivity of A(P ) at P = P∗. A large g and a
small d will ensure a good conditioned NEPv (1).
Remark 2.7 Notice that δ can be used to measure the magnitude of the backward error (see
(49) below). Then using the rule of thumb – “forward error . backward error × condition
number”, we may use δg−d as an approximate perturbation bound.
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2.4 Error bounds
In this subsection we give two error bounds for NEPv (1), which can be used to measure the
quality of approximate solutions to NEPv (1).
Let V̂ ∈ Vk be an approximate solution to NEPv (1), and denote the residual by
R = A(P̂ )V̂ − V̂ [V̂ HA(P̂ )V̂ ], (48)
where P̂ = V̂ V̂ H ∈ Pk. It is easy to verify that (48) can be rewritten as
Â(P̂ )V̂ = V̂ [V̂ HÂ(P̂ )V̂ ], (49)
where
Â(P̂ ) = A0 + ∆A0 +A1(P̂ ) +A2(P̂ ),
∆A0 = −RV̂ H − V̂ RH.
Now we take (1) as a perturbed NEPv of (49), where only the constant matrix A0 is perturbed,
the matrix functions A1 and A2 remain unchanged. Noticing that δ0 = ‖RV̂ H + V̂ RH‖2 = ‖R‖2,
δ1 = δ2 = 0 and δ = ‖R‖2, we can rewrite Theorems 2.1 and 2.3 as the following two corollaries.
Corollary 2.8 Let V̂ be an approximate solution to NEPv (1), P̂ = V̂ V̂ H, R be given by (48).
Define dˆ as d in (10) by replacing P∗ by P̂ , and assume
gˆ = λk+1(Â(P̂ ))− λk(Â(P̂ )) > 0. (50)
If
‖R‖2 < 1
2
gˆ − dˆ, (51)
then NEPv (1) has a solution V∗ ∈ Vξˆ∗ with
ξˆ∗ =
2‖R‖2
gˆ − dˆ− ‖R‖2 +
√
(gˆ − dˆ− ‖R‖2)2 − 4dˆ‖R‖2
. (52)
Corollary 2.9 Let V̂ be an approximate solution to NEPv (1), P̂ = V̂ V̂ H, R be given by (48).
Assume (50), define dˆ as in Corollary 2.8, and denote
hˆ = max
1≤j≤k
[λk+j(Â(P̂ ))− λj(Â(P̂ ))], ζˆ =
√
gˆ
√
gˆ +
√
2hˆ
. (53)
Suppose that ‖R‖2 is sufficiently small such that
fˆ(η) ≡ gˆη − dˆη
√
1 + η2 − (1 + η2)‖R‖2 = 0 (54)
has positive roots, and its smallest positive root, denoted by ηˆ∗, is smaller than ζˆ. Then the
NEPv (1) has a solution V∗ ∈ Vτˆ∗ with
τˆ∗ =
ηˆ∗√
1 + ηˆ2∗
. (55)
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It is worth mentioning here that both (52) and (55) are computable as long as gˆ and dˆ are
available.
Remark 2.10 By (49), we can use δ = ‖∆A0‖2 = ‖R‖2 to measure the magnitude of the
backward error. Recall the condition number κ we defined in (47) and the thumb rule, we may
use ‖R‖2
gˆ−dˆ as an approximate error bound, where gˆ is given by (50).
3 Applications
In this section, we apply our theoretical results to two practical problems: the Kohn-Sham
equation and the trace ratio optimization. All numerical experiments are carried out using
MATLAB R2016b, with machine epsilon  ≈ 2.2× 10−16.
The exact solution V∗ to NEPv (1) is approximated by V̂∗, which is obtained by solving
NEPv (1) via SCF iteration with stopping criterion
‖A(V̂∗V̂ H∗ )V̂∗ − V̂∗[V̂ H∗ A(V̂∗V̂ H∗ )V̂∗]‖2
‖A(V̂∗V̂ H∗ )‖2
≤ 10−14.
And the exact solution V˜∗ to NEPv (3) is approximated similarly. At the lth SCF iteration, an
approximate solution Vl is obtained. Then we can use Vl to validate our error bounds, which
will tell us how far away the approximate solution Vl from the exact solution V∗.
The following notations will be used to illustrate our results. The solution perturbation
‖ sin Θ(R(V∗),R(V˜∗))‖2, the perturbation bound given by Theorems 2.1 and 2.3, and Remark 2.7
are denoted by χ∗, ξ∗, τ∗ and γ∗, respectively. For the approximate solution Vl, the solution error
‖ sin Θ(R(V∗),R(Vl))‖2 and the error bounds given by Corollaries 2.8, 2.9 and Remark 2.10 are
denoted by χˆ∗, ξˆ∗, τˆ∗ and γˆ∗, respectively.
3.1 Application to the Kohn-Sham equation
We consider the perturbation of the discretized KS equation:
H(V )V = V Λ, (56)
where V ∈ Rn×k is orthonormal, the discretized Hamiltonian H(V ) ∈ Rn×n is a matrix function
with respect to V , and Λ ∈ Rk×k is a diagonal matrix consisting of k smallest eigenvalues of
H(V ). In particular, we consider the discretized Hamiltonian in the form of
H(V ) =
1
2
L+ Vion + Diag(L
†ρ)− 2γDiag(ρ 13 ), (57)
where L is a finite dimensional representation of the Laplacian operator, Vion is the ionic pseu-
dopotentials sampled on the suitably chosen Cartesian grid, L† denotes the pseudoinverse of L,
ρ = diag(V V T) denotes the vector containing the diagonal elements of the matrix V V T, and
Diag(x) denotes a diagonal matrix with x on its diagonal. The last term of (57) is derived from
exc(ρ) defined in [10, equation (2.11)].
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Let
A0 =
1
2
L+ Vion, A1(P ) = Diag(L
†ρ(P )), A2(P ) = −2γDiag(ρ(P ) 13 ),
where P = V V T. Then the discretized Hamiltonian H(V ) can be rewritten as
A(P ) = A0 +A1(P ) +A2(P ).
Thus, the KS equation (56) with H(V ) given by (57) can be written in the form of (1) with (2),
indeed.
Next, we set the perturbed KS equation as in the form (3) with
A˜0 :=
1
2
L+ Vion + ∆L+ ∆Vion,
A˜1(P˜∗) := Diag((L+ ∆L)†ρ(P˜∗)),
A˜2(P˜∗) := −2γDiag(ρ(P˜∗) 13 ).
Then according to (10), we have
δ0 = ‖∆L+ ∆Vion‖2,
δ1 = sup
P∈Pξ
‖Diag((L+ ∆L)† − L†)ρ(P )‖2,
δ2 = 0,
d1 = sup
P 6=P∗,P∈Pξ
‖Diag((L+ ∆L)†ρ(P )− L†ρ(P∗))‖2
‖P − P∗‖2 ,
d2 = 2γ sup
P 6=P∗,P∈Pξ
‖Diag(ρ(P ) 13 − ρ(P∗) 13 )‖2
‖P − P∗‖2 .
In our numerical tests, L, Vion, ∆L and ∆Vion are generated by using the MATLAB built-in
functions eye, diag, ones, zeros, and sprandsym as follows:
L = eye(n)− diag(ones(n− 1, 1), 1); L = (L+ L′)/h2;
Vion = zeros(n);
∆L = 1 ∗ L;
∆Vion = 2 ∗ sprandsym(n, 0.5).
Here n is the matrix size, h denotes the step size, 1,2 are two parameters used to control the
magnitude of the perturbation.
Set n = 50, k = 8, 1 = 2 =  = 10
−j with j = 3, 4, . . . , 12. In Figure 1, we plot χ∗, ξ∗
and τ∗ versus  for four different step sizes h = 0.05, 0.06, 0.07, 0.08. In Table 1, we lists gd ,
1
g−d ,
χ∗, ξ∗, τ∗, and γ∗ for different . We can observe that the perturbation bounds ξ∗, τ∗ and γ∗
are good upper bounds for the solution perturbation χ∗, while τ∗ is sharper, especially when
g
d is close to one. And as h increases,
g
d decreases, the condition number
1
g−d increases, and
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Table 1: Perturbation bounds for the KS equation
h = 0.05
 g/d 1/(g − d) χ∗ ξ∗ τ∗ γ∗
10−12 7.4120e+00 9.3503e-02 1.6497e-13 7.4924e-11 5.7110e-11 7.4924e-11
10−10 7.4120e+00 9.3503e-02 1.1055e-11 7.4925e-09 5.7111e-09 7.4925e-09
10−8 7.4120e+00 9.3503e-02 1.1093e-09 7.4925e-07 5.7111e-07 7.4925e-07
10−6 7.4120e+00 9.3503e-02 1.1093e-07 7.4931e-05 5.7113e-05 7.4925e-05
10−4 7.4120e+00 9.3503e-02 1.1092e-05 7.5580e-03 5.7295e-03 7.4925e-03
h = 0.06
 g/d 1/(g − d) χ∗ ξ∗ τ∗ γ∗
10−12 4.2452e+00 1.5213e-01 1.6599e-13 8.4634e-11 5.2363e-11 8.4634e-11
10−10 4.2452e+00 1.5213e-01 1.2266e-11 8.4635e-09 5.2363e-09 8.4635e-09
10−8 4.2452e+00 1.5213e-01 1.2289e-09 8.4635e-07 5.2363e-07 8.4635e-07
10−6 4.2452e+00 1.5213e-01 1.2289e-07 8.4644e-05 5.2365e-05 8.4635e-05
10−4 4.2452e+00 1.5213e-01 1.2288e-05 8.5585e-03 5.2493e-03 8.4635e-03
h = 0.07
 g/d 1/(g − d) χ∗ ξ∗ τ∗ γ∗
10−12 2.5866e+00 2.5755e-01 2.4601e-13 1.0550e-10 4.6671e-11 1.0550e-10
10−10 2.5866e+00 2.5755e-01 1.2805e-11 1.0550e-08 4.6670e-09 1.0550e-08
10−8 2.5866e+00 2.5755e-01 1.2717e-09 1.0550e-06 4.6670e-07 1.0550e-06
10−6 2.5866e+00 2.5755e-01 1.2717e-07 1.0552e-04 4.6671e-05 1.0550e-04
10−4 2.5866e+00 2.5755e-01 1.2716e-05 1.0736e-02 4.6756e-03 1.0550e-02
h = 0.08
 g/d 1/(g − d) χ∗ ξ∗ τ∗ γ∗
10−12 1.6602e+00 5.1773e-01 1.4211e-12 - 4.0590e-10 1.6355e-09
10−10 1.6602e+00 5.1773e-01 1.4318e-11 - 4.0590e-09 1.6355e-08
10−8 1.6602e+00 5.1773e-01 1.4276e-09 - 4.0590e-07 1.6355e-06
10−6 1.6602e+00 5.1773e-01 1.4276e-07 - 4.0590e-05 1.6355e-04
10−4 1.6602e+00 5.1773e-01 1.4275e-05 - 4.0645e-03 1.6355e-02
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Figure 1: ‖ sin Θ(R(V∗),R(V˜∗))‖2 vs. perturbation bounds for the KS equation
as a result, the perturbation bounds become less sharp. Also note that, when h = 0.08, the
assumption of Theorem 2.1 does not hold since gd < 2, thus, ξ∗ is no longer available (denoted
by “-” in Table 1) and we can only use Theorem 2.3 in this case.
Set n = 50, k = 4, h = 0.04. Figure 2 displays χˆ∗, the error bounds ξˆ∗ and τˆ∗. We can see
from Figure 2 that as SCF iterations converge, χˆ∗, ξˆ∗ and τˆ∗ decrease linearly. The error bounds
ξˆ∗ and τˆ∗ are good upper bounds for χˆ∗, and the latter one is sharper. Also note that τˆ∗ is
applicable from the second iteration, meanwhile ξˆ∗ is applicable from the third, which indicates
that Corollary 2.9 has weaker assumption than that of Corollary 2.8 in this case.
3.2 Application to the trace ratio optimization
We consider the following maximization problem of the sum of the trace ratio:
max
V ∈Rn×k,V TV=Ik
f(V ) :=
tr(V TAV )
tr(V TBV )
+ tr(V TCV ), (58)
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Figure 2: ‖ sin Θ(R(V∗),R(Vl))‖2 vs. error bounds for the KS equation
where tr(·) means the trace of a square matrix, A,B,C ∈ Rn×n are real symmetric with B being
positive definite, and k < n.
As shown in [20], any critical point V of (58) is a solution to the following nonlinear eigenvalue
problem
E(V )V = V (V TE(V )V ), (59)
where
E(V ) = A
1
φB(V )
−BφA(V )
φ2B(V )
+ C,
and for any symmetric matrix S, φS(V ) is defined as φS(V ) := tr(V
TSV ). Moreover, if V is a
global maximizer, then it is an orthonormal eigenbasis of E(V ) corresponding to its k largest
eigenvalues.
Let P = V V T, and note that φA(V ) = tr(AP ) and φB(V ) = tr(BP ) are functions of P ,
then by setting
A0 = C, A2(P ) = A
1
φB(V )
−BφA(V )
φ2B(V )
,
the Problem (59) can be rewritten as
(A0 +A2(P ))V = V (V
T(A0 +A2(P ))V ), (60)
which is of the form (1) with A1(P ) ≡ 0.
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Suppose that A,B,C are perturbed slightly, we have the following perturbed equation of
(60):
(A˜0 + A˜2(P˜ ))V˜ = V˜ (V˜
T(A˜0 + A˜2(P˜ ))V˜ ), (61)
where
P˜ = V˜ V˜ T, A˜0 = A0 + ∆C = C + ∆C,
A˜2(P˜ ) = (A+ ∆A)
1
φB+∆B(V˜ )
− (B + ∆B)φA+∆A(V˜ )
φ2B+∆B(V˜ )
,
and ∆A, ∆B, ∆C are real symmetric matrices.
Then by calculations, we have
δ0 = ‖∆C‖2,
δ2 = sup
P∈Pk
‖A˜2(P )−A2(P )‖2 ≤ ‖A‖2 Ω∆B
ωB+∆BωB
+‖B‖2 Ω∆AΩ
2
B + ΩA(ΩB + ΩB+∆B)Ω∆B
ω2B+∆Bω
2
B
+ ‖∆A‖2 1
ωB+∆B
+ ‖∆B‖2 ΩA+∆A
ω2B+∆B
,
d = d2 = sup
P 6=P∗,P∈Pk
‖A2(P )−A2(P∗)‖2
‖P − P∗‖2 ≤
2‖A‖2‖B‖2
ω2B
+
2‖B‖22ΩAΩB
ω4B
,
where
ΩW =
n∑
j=n−k+1
|λj(W )|, ωW =
k∑
j=1
|λj(W )|.
Here, {λj(W )}nj=1 are the eigenvalues of a Hermitian matrix W ∈ Cn×n with
|λ1(W )| ≤ |λ2(W )| ≤ · · · ≤ |λn(W )|.
To illustrate our theoretical results, we randomly generate the real symmetric matrices
A,B,C, ∆A, ∆B, ∆C, by using the MATLAB built-in functions rand, randn, orth, diag and
ones:
A = rand(n, n); A = (A′ +A)/2; Q = orth(randn(n, n));
B = Q ∗ diag(50 + β ∗ (2 ∗ rand(n, 1)− ones(n, 1))) ∗Q′; B = (B′ +B)/2;
C = randn(n, n); C = (C ′ + C)/2;
∆A =  ∗ (2 ∗ rand(n, n)− ones(n, n)); ∆A = (∆A′ + ∆A)/2;
∆B =  ∗ (2 ∗ rand(n, n)− ones(n, n)); ∆B = (∆B′ + ∆B)/2;
∆C =  ∗ (2 ∗ rand(n, n)− ones(n, n)); ∆C = (∆C ′ + ∆C)/2.
For simplicity, we fix n = 100, k = 5, and β = 10. Figure 3 plots χ∗, and the perturbation
bounds ξ∗ and τ∗ for varying . Figure 4 shows χˆ∗ versus the error bounds ξˆ∗ and τˆ∗ for different
β in terms of the SCF iterations.
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We observe from Figure 3 that when gd > 2, both the assumptions of Theorem 2.1 and
Theorem 2.3 hold. In this case, the perturbation bounds ξ∗ and τ∗ are good upper bounds for
the solution perturbation χ∗ when δ is small, while the perturbation bound τ∗ is slightly sharper
than ξ∗ and γ∗. However, when 1 < gd < 2, only the assumption of Theorem 2.3 holds. In this
case, the perturbation bound τ∗ is good upper bounds for the solution perturbation χ∗. We
have the similar observation for Figure 4 on χˆ∗ and the error bounds ξˆ∗ and τˆ∗ in terms of the
SCF iterations.
To further illustrate our theoretical results, in Table 2, we report the estimated values of gd
and 1g−d , the solution perturbation χ∗, the perturbation bounds ξ∗, τ∗, and γ∗ for fixed δ and
varying β, where the symbol “-” means the upper bound ξ∗ is not a valid estimation value since
the assumption of Theorem 2.1 does not hold. Also, Table 3 displays the estimated values of gˆ
dˆ
and 1
gˆ−dˆ , the solution perturbation χˆ∗, the error bounds ξˆ∗, τˆ∗, and γˆ∗ for varying β in terms of
the SCF iterations, where the symbol “-” means the corresponding error bound is not a valid
estimation value since the assumption of Corollary 2.8 or Corollary 2.9 does not hold or the
perturbation ‖R‖2 is not sufficiently small.
We see from Table 2 that, for a fixed δ and different β, the estimated values of ξ∗, τ∗, and
γ∗ are valid upper bounds for the solution perturbation bound χ∗. We also see that τ∗ is shaper
than ξ∗ and γ∗ and the assumption of Theorem 2.3 is weaker than that of Theorem 2.1. We
have the similar observation for Table 3 on χˆ∗ and the error bounds ξˆ∗, τˆ∗, and γˆ∗ in terms of
the SCF iterations.
Table 2: Perturbation bounds for the trace ratio optimization
δ = 10−12
β g/d 1/(g − d) χ∗ ξ∗ τ∗ γ∗
5 2.7149e+00 3.9202e+00 1.0410e-12 3.2628e-11 2.2968e-11 3.2628e-11
8 2.1012e+00 4.7248e+00 1.0422e-12 3.9574e-11 2.0639e-11 3.9574e-11
10 1.7617e+00 5.7274e+00 1.0383e-12 - 1.9023e-11 4.8249e-11
12 1.4442e+00 8.0504e+00 1.0387e-12 - 1.7211e-11 6.8344e-11
15 1.0655e+00 4.0283e+01 1.0415e-12 - 1.4552e-11 3.4746e-10
δ = 10−6
β g/d 1/(g − d) χ∗ ξ∗ τ∗ γ∗
5 2.7149e+00 3.9202e+00 1.0407e-06 3.2630e-05 2.2972e-05 3.2630e-05
8 2.1012e+00 4.7248e+00 1.0407e-06 3.9577e-05 2.0641e-05 3.9574e-05
10 1.7617e+00 5.7274e+00 1.0407e-06 - 1.9024e-05 4.8254e-05
12 1.4442e+00 8.0504e+00 1.0408e-06 - 1.7212e-05 6.8344e-05
15 1.0655e+00 4.0283e+01 1.0406e-06 - 1.4552e-05 3.4746e-04
δ = 10−4
β g/d 1/(g − d) χ∗ ξ∗ τ∗ γ∗
5 2.7149e+00 3.9202e+00 1.0407e-04 3.2798e-03 2.3335e-03 3.2798e-03
8 2.1012e+00 4.7248e+00 1.0407e-04 3.9876e-03 2.0865e-03 3.9574e-03
10 1.7617e+00 5.7274e+00 1.0407e-04 - 1.9183e-03 4.8797e-03
12 1.4442e+00 8.0504e+00 1.0407e-04 - 1.7318e-03 6.8344e-03
15 1.0655e+00 4.0283e+01 1.0406e-04 - 1.4608e-03 3.4746e-02
20
Table 3: Error bounds for the trace ratio optimization
β = 5
l gˆ/dˆ 1/(gˆ − dˆ) χˆ∗ ξˆ∗ τˆ∗ γˆ∗
1 3.4532e+00 2.7704e+00 9.9991e-01 - 3.1119e-01 2.0029e+01
2 2.8587e+00 3.6565e+00 5.0006e-05 4.7307e-04 3.3702e-04 4.7272e-04
3 2.8587e+00 3.6565e+00 1.9341e-08 1.8521e-07 1.3174e-07 1.8521e-07
4 2.8587e+00 3.6565e+00 7.0187e-12 6.6451e-11 4.7267e-11 6.6451e-11
5 2.8587e+00 3.6565e+00 1.5051e-15 1.0091e-13 7.1775e-14 1.0091e-13
β = 10
l gˆ/dˆ 1/(gˆ − dˆ) χˆ∗ ξˆ∗ τˆ∗ γˆ∗
1 2.8375e+00 2.3391e+00 9.9992e-01 - 2.9621e-01 1.8722e+01
2 1.8076e+00 5.3220e+00 4.1495e-05 - 3.0839e-04 7.7035e-04
3 1.8076e+00 5.3220e+00 4.0590e-08 - 3.0837e-07 7.7134e-07
4 1.8076e+00 5.3220e+00 1.9616e-11 - 1.4031e-10 3.5097e-10
5 1.8076e+00 5.3220e+00 8.8364e-16 - 1.6159e-13 4.0419e-13
β = 15
l gˆ/dˆ 1/(gˆ − dˆ) χˆ∗ ξˆ∗ τˆ∗ γˆ∗
1 8.3302e-01 -1.6520e+01 9.9901e-01 - - -
2 1.1592e+00 1.7326e+01 2.5827e-04 - 1.1659e-03 1.2077e-02
3 1.1592e+00 1.7326e+01 2.6832e-07 - 1.1450e-06 1.1899e-05
4 1.1592e+00 1.7326e+01 3.3430e-10 - 1.4918e-09 1.5502e-08
5 1.1592e+00 1.7326e+01 3.5858e-13 - 1.5329e-12 1.5929e-11
6 1.1592e+00 1.7326e+01 1.4886e-15 - 4.4921e-14 4.6680e-13
4 Conclusion
In this paper, we have studied the perturbation theory of NEPv (1). Two perturbation bounds
are established, based on which the condition number for the NEPv can be introduced. Fur-
thermore, two computable error bounds are also obtained. Theoretical results are applied to the
KS equation and the trace ratio problem. Numerical results show that both the perturbation
bounds and the error bounds are fairly sharp, especially the perturbation bound in Theorem
2.3 and the error bound in Corollary 2.9.
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Figure 3: ‖ sin Θ(R(V∗),R(V˜∗))‖2 vs. perturbation bounds for the trace ratio optimization
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Figure 4: ‖ sin Θ(R(V∗),R(Vl))‖2 vs. error bounds for the trace ratio optimization
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