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We propose a methodology to measure the mechanical properties of membranes from their fluc-
tuations and apply this to optical microscopy measurements of giant unilamellar vesicles of lipids.
We analyze the effect of the projection of thermal shape undulations across the focal depth of the
microscope. We derive an analytical expression for the mode spectrum that varies with the focal
depth and accounts for the projection of fluctuations onto the equatorial plane. A comparison of
our model with existing approaches, that use only the apparent equatorial fluctuations without av-
eraging out of this plane, reveals a significant and systematic reduction in the inferred value of the
bending rigidity. Our results are in full agreement with the values measured through X-ray scatter-
ing and other micromechanical manipulation techniques, resolving a long standing discrepancy with
these other experimental methods.
PACS numbers: 87.16.Dg, 05.40.-a
The optical spectroscopy of thermally induced shape
fluctuations (a.k.a. flickering) of giant unilamellar vesi-
cles (GUVs) has been used as a method to extract me-
chanical information about fluid membranes [1–3], with
similar techniques also applied to red blood cells [4] and
other living cells [5]. The most common implementation
of this method consists in imaging the equatorial fluctu-
ations via optical microscopy; the fluctuation spectrum,
reconstructed by an image analysis, is then compared to a
theoretical model that depends on the membrane tension
and bending rigidity [6–17]. This has widely been used
to assess the differences in the membrane rigidity of var-
ious lipid compositions [13–17]. This quantity controls
the physics of membranes, their dynamics [1] and many
aspects of lipid mesophase structures [18]. Furthermore,
it plays a crucial biophysical role in living cells, e.g. in
cell morphology, motility, and endocytosis [19].
In this Letter, we demonstrate that current analysis
of flickering [13, 14] is inadequate. This stems from ne-
glecting the finite focal depth of the microscope, which
results in a projection of the shape fluctuations onto the
focal region. Thus, when imaging the equatorial plane
of a GUV, the apparent position of the membrane does
not correspond to its equatorial contour. Herein, we de-
velop a new methodology to account for this projection.
To confirm this procedure and highlight its importance,
we perform experiments in which the focal depth can be
finely controlled; namely, the GUVs are imaged by a con-
focal microscope [20]. We expect our theoretical method-
ology to be applicable to other imaging techniques, once
their focal depths are calibrated. Our analysis is tested
on a model system of GUVs made from 1,2-dioleoyl-sn-
glycero-3-phosphocholine (DOPC) lipids. This addresses
and resolves a longstanding puzzle in the physics of mem-
branes [21]: the usual flickering methodology yields an
inferred value of the bending rigidity larger (∼ 40% for
DOPC) than that found by other experimental methods.
The theoretical description of membrane shapes in gen-
eral, and vesicles in particular, is based on a well estab-
lished framework [22–24]. For undulation wavelengths
FIG. 1. (color on-line) (a) Schematic diagram of a fluc-
tuating vesicle. Here, the focal plane of the microscope is
shown in light blue, while the green slab depicts the region
within the focal depth ∆ (hereinafter, non-dimensionalized
by the mean radius of the vesicle), where the surface modes
are averaged in projection. (b) Sketch of a scalar field I(r, ϕ),
corresponding to the membrane density (mass, or intensity for
fluorescent membranes) projected onto the focal plane from
within the focal depth (red is high density, blue is low). The
solid black line represents the first radial moment of I(r, ϕ),
written ρ∆(ϕ). (c) Confocal fluorescence images of a GUV of
mean radius R = 10.2 µm at increasing values of ∆. The total
intensity increases with ∆ as fluorescence is captured from a
greater area of membrane, and the changes in its radial distri-
bution reflect the underlying membrane flickering. The scale
bar corresponds to 5 µm.
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2larger than the membrane thickness, a membrane can be
treated as a surface S with free-energy functional [1]
F [S] =
∫
S
dS
[
σ + 2κ (H −H0)2 + κ¯K
]
, (1)
where κ is the bending rigidity, σ is the surface tension,
while H and H0 are the membrane mean curvature and
mean spontaneous curvature, respectively. The last term
in Eq. (1), involving the Gaussian curvature K and its
associated modulus κ¯, contributes only as a topologi-
cally invariant constant when integrated over a closed
surface S, and it is ignored for the purpose of this study.
Using the quasi-spherical description of vesicles, their
membrane surface is given by S(θ, ϕ) = R [1 + u(θ, ϕ)] rˆ,
where (θ, ϕ) are the spherical angular coordinates, u(θ, ϕ)
is a small deviation about a sphere of radius R, and rˆ is
the radial unit vector. By using a second-order expansion
in u, written in the basis of spherical harmonics Y mn as
u(θ, ϕ) =
∑
n=0
∑
|m| ≤n Umn Y mn (θ, ϕ), where Umn is the
mode amplitude, then the mean square deviation of the
shape fluctuations is found from Eq. (1) to be [25]〈 ∣∣Umn ∣∣2〉 = kBTκ (n− 1)(n+ 2) [n(n+ 1) + σ¯] , (2)
where the reduced tension σ¯ = σ R2/κ−2H0R+2H20R2,
the mode numbers n ≥ 2 and |m| ≤ n, kB is the Boltz-
mann constant, and T is the absolute temperature.
The standard method of flickering analysis uses Eq. (2)
to estimate κ and σ¯ from phase contrast or fluorescence
imaging of GUVs [12–14, 17]. However, these imaging
techniques provide only partial information: they give a
two-dimensional projection of a three-dimensional fluctu-
ating surface. Typically, the experimental data has been
compared to the statistics of the intersection of the vesi-
cle with the focal plane of the objective [13] at a radial
position that we denote by ρ0(ϕ, t). By projecting the
modes in Eq. (2) onto the plane θ = pi/2, and also keep-
ing into account of the average induced in time due to the
finite exposure on camera sensors [13], the mean square
amplitude of the equatorial fluctuations is found to be〈
u¯q(t) u¯
∗
q(t)
〉
t
=
∑
n≥ q
E2n,q
〈 |Uqn|2〉 τ2nτ2(1− e−τ/τn)2, (3)
with En,q = Y qn (pi/2, 0) and 〈·〉t as a time-average [26].
The coefficients associated with the deviation of the con-
tour from the mean of ρ0(ϕ, t), a circle of radius R, are
non-dimensionalized by R and written uq(t). These are
experimentally averaged as u¯q(t) ≡ τ−1
∫ τ
0
dt′ uq(t + t′)
with τ the finite acquisition time over which the modes
are globally integrated. Also, a viscoelastic theory of the
relaxation of a spherical vesicle [25] is used in Eq. (3) so
that Un,m(t) = Un,m(0) e−t/τn where the decay time is
τn =
R3
[
ηin
(n+2)(2n−1)
n+1 + ηout
(n−1)(2n+3)
n
]
κ (n− 1)(n+ 2) [n(n+ 1) + σ¯] , (4)
with ηin and ηout as the viscosities of the surrounding
fluid found inside and outside of the vesicle, respectively.
Although this approach is commonly assumed to be a
reasonable approximation, the equatorial cross-section of
GUVs is not what is actually observed in microscopy ex-
periments. Strictly speaking, the equator of GUVs pro-
vides a vanishing contribution to the image formation
both in phase contrast and in fluorescence imaging. Here,
we consider the simpler case of fluorescence emission, and
we assume that what is actually observed is a projection
over the strip of membrane material that lies within a fo-
cal region near the equator, as shown in Fig. 1(a). This
strip can support a spectrum of surface modes that are
averaged out in projection. The effect of this is expected
to be particularly strong for modes q & 1/∆, where ∆ is
the focal depth of the microscope per vesicle radius R.
We idealize the acquired optical signal as a convolution
of the membrane emission with a Gaussian of width equal
to the focal depth. Namely, light arriving from height z
above (or below) the focal plane has intensity scaled by
G(z) = exp{−z2/ [2 (∆R)2]}. By setting the focal plane
to be at the equator of the vesicle, the intensity field for
the light arriving from membrane area elements is
I(r, ϕ) ∝
∫∫∫
dΩ G (r′cos θ′) δ (r − r′ sin θ′)
δ (r′ϕ′ sin θ′ − rϕ) δ (r′ −R [1 + u(θ′, ϕ′)]) , (5)
where r and ϕ are the polar coordinates in the equatorial
plane,
∫∫∫
dΩ ≡ ∫∞
0
dr′ r′2
∫ pi
0
dθ′ sin θ′
∫ 2pi
0
dϕ′, and δ is
the Dirac delta function. We assume that the membrane
emits fluorescent light isotropically, so that the detected
intensity is proportional to the projected membrane onto
the focal plane, as sketched in Fig. 1(b). The intensity
field I(r, ϕ) is not directly experimentally observable,
however its statistical moments are measurable quanti-
ties. Thus, the simplest way of extracting information is
to analyze its first radial moment
ρ∆(ϕ) =
∞∫
0
r I(r, ϕ) dr
/ ∞∫
0
I(r, ϕ) dr. (6)
This provides a closed contour, similar to ρ0(ϕ), in which
the statistics of the contour represent a fluctuation spec-
trum analogous with (and asymptotically converging to)
Eq. (3). As before, the deviations of ρ∆(ϕ) are analyzed
in Fourier space, where they are written as µq(t) [27] and
are non-dimensionalized by the mean radius R. By defin-
ing µ¯q(t) ≡ τ−1
∫ τ
0
dt′ µq(t + t′) as before to account for
exposure time, the observed mean square amplitude can
be exactly computed and has the same form as before〈
µ¯q(t) µ¯
∗
q(t)
〉
t
=
∑
n≥ q
L2n,q
〈 |Uqn|2〉 τ2nτ2(1− e−τ/τn)2, (7)
where Ln,q is a function that depends on ∆ (see Supple-
mentary Materials [26] for a complete derivation), namely
3Ln,q = 1 + (−1)
n+q
piI0
(
1
4∆2
)
e−
1
4∆2
1∫
0
dω Pqn(ω)
2∆2 + ω2
∆2
−
2
(
∆2 + ω2
)
erf
(
1
∆
√
2
)
√
2pi∆2 (1− ω2) I0
(
1
4∆2
)
e−
1
4∆2
e− ω22 ∆2 , (8)
with Pqn(cos θ) ≡ Y qn (θ, ϕ = 0), erf being the error func-
tion, and I0 the modified Bessel function of the first kind
of order zero [28]. In the limit of ∆→ 0, the fluctuation
spectrum in Eq. (7) is identically equivalent to (3).
The experiments were performed on GUVs prepared
by means of electroformation as in [29], with DOPC and
the fluorescent lipid Texas Red 1,2-dihexadecanoyl-sn-
glycero-3-phosphoethanolamine (DHPE) in proportions
of 99.2% and 0.8%, respectively [26]. To facilitate imag-
ing, by reducing vesicle drift, the interior of GUVs is filled
with a 197 mM sucrose solution, whilst their exterior
comprises of a 200 mM glucose solution. Since the viscosi-
ties ηin and ηout are within 5% of the viscosity of water at
room temperature [30], they were both set to η = 1 mP s.
The microscopy was performed on a Leica TCS SP5 con-
focal scanning inverted microscope, using a HCX-PL-
APO-CS 40.0× oil immersion objective. Each vesicle is
imaged in confocal epifluorescence mode [20]. This al-
lows control of the focal depth by varying the pin-hole
size of the microscope. This imaging method is chosen
instead of the more widely used phase contrast or bright
field techniques, for precisely this reason. Here, the two-
dimensional images are created through the raster scan,
where the illumination spot is moved across the vesicle
one row at a time (of a pixel size p ≈ 0.1 µm) at a line fre-
quency ν = 8 kHz. Therefore, this results in a very short
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FIG. 2. (color on-line) Experimental fluctuation spectrum
for a GUV (R ≈ 10.2 µm) imaged via confocal fluorescence
microscopy, with known ∆ = 0.07 and τ ≈ 1.2 ms, plotted
on a log-log scale. The best-fit lines for the models of Eq. (3)
(i.e. assuming ∆ = 0, incorrectly), and Eq. (7) with ∆ = 0.07
are shown by the red and blue solid curves, respectively. Al-
though both fitting curves are of similar quality, importantly
their best-fit values are significantly different, see the inset ta-
ble (same colors). Dashed lines give the extrapolation of the
curves outside the fitting range (see main text). The error-
bars are standard errors in the mean, scaled up by a factor 10
to improve visibility. The inset plot shows the residuals R(q),
normalized by their corresponding standard deviation.
acquisition time of a point of the projected membrane,
τ ' W/v, ranging between 1–2 ms in our experiments,
where v = pν is the effective velocity of the line scanning
front, perpendicular to the scan direction. However, this
non-synchronous acquisition leads to a cutoff in the mode
spectrum, q.Q, which is given by the condition that the
mode half-lifetime associated to the highest (fastest re-
laxation) mode, from Eq. (4), should be longer than the
time to scan across its wavelength: 12 τQ = 2piR/(vQ).
Thus, we can assume that each portion of the raster scan
of size 2piR/Q samples membrane configurations from
an equilibrium distribution, whereas the amplitudes on
separate slices may have become temporally decorrelated
(with our experimental settings and sample parameters
we typically obtain Q ≈ 20). The fluctuation spectrum
of the membrane is attained from such videos; the po-
sition of the contours in every frame is determined with
sub-pixel precision by finding the position where each
radial intensity profile has maximum correlation with a
template (see Supplementary Materials [26] for detailed
data analysis). Then, we calculate the associated mean
squared deviations of the contours in the q-space, Fq(∆),
averaged over ∼ 1500–2000 frames [26].
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FIG. 3. (color on-line) The inferred values of bending mod-
ulus κ from the fluctuation spectra of three GUVs of radii
6.4 µm (purple), 10.2 µm (black), and 16.7 µm (red), which
are observed at different focal depths, ∆. The blue dashed line
represents the estimate of κ from the entire dataset D, found
by maximizing the posterior probability P (κ, σ¯1, σ¯2, σ¯3 | D),
where σ¯` is the corresponding reduced surface tension of `-th
vesicle. This yields κ = 19 ± 1 kBT , where the 95% confi-
dence interval is shown as the blue shaded band. The green
curve shows the value of κ one would find if the whole data D
is fitted at fixed ∆. Large errors arise if ∆ is not accounted
for correctly. In particular, the value κ ≈ 27 kBT , found at
∆ = 0, would be extracted from data if one neglected entirely
the effect described in this work and used Eq. (3) to fit the
experiments. The correction can be very important, and is es-
sential to compare data from different ∆, as can occur even in
experiments with same optics but on GUVs of varying radius.
4Using Eq. (7), the best-fit values of κ and σ¯ to the
experimental spectrum are found by means of a maxi-
mum posterior estimate [31], assuming a uniform prior
and that the measurement errors are independent and
Gaussian [26]; namely, we seek to minimize
χ2∆(κ, σ¯) =
qmax∑
q=qmin
[
Fq(∆)−
〈
µ¯q(t) µ¯
∗
q(t)
〉
t
Σq(∆)
]2
, (9)
where Σq(∆) is the standard error in the mean associ-
ated with Fq(∆). Here, qmin and qmax define the lower
and upper bounds of the fitting range, respectively, with
the former chosen to be qmin = 3 [26]. Due to the rapid
convergence to zero of L2n,q, the sum in Eq. (7) is trun-
cated at the mode n = q + 30. On the other hand, the
upper bound of the fitting range is selected as one that
maximizes the posterior probability P (qmax |D∆) based
on data D∆ = {Fq(∆)}q. This can be exactly computed
by expanding χ2∆(κ, σ¯) to second order around the best-
fit values of κ and σ¯ to the dataset D∆ which yields
P (qmax |D∆) ∝ e
−χ2min/2√
det
(
Hmin
) qmax∏
q=qmin
1√
2piΣq(∆)
, (10)
where χ2min = min
[
χ2∆(κ, σ¯)
]
, and Hmin is the Hessian
matrix of Eq. (9) evaluated at the best-fit values [26]. We
also impose that qmax must be greater the crossover mode
qc ≡ R
√
σ/κ [32], and less than the cutoffs qw ≡ R/W
and Q, reflecting the optical and temporal resolution of
our microscope, respectively, with W as the width of the
lateral point spread function. In other words, the optimal
fit is achieved when χ2∆(κ, σ¯) is minimal and simultane-
ously its upper bound qmax ∈ (qc, min(qw,Q)] maximizes
the probability in Eq. (10). If qmax lies outside the inter-
val defined above, then the dataset D∆ is rejected. See
Supplementary Material for code and example files [26].
By imaging three GUVs with radii between 6–17 µm
at various pin-hole sizes, the fluctuation spectrum asso-
ciated with each ∆ yields an individual estimate for the
bending rigidity κ and the surface tension. A systematic
decrease in the inferred value of κ is found when the data
is fitted with the model in Eq. (7) in comparison with the
approach given by Eq. (3) that analyzes only equatorial
fluctuations, as shown by the best-fit values in Fig. 2.
Using a maximum posterior estimate based on the data
of all the vesicles (say D), including all their spectra at
different values of ∆, we conclude that κ = 19±1 kBT , as
shown in Fig. 3. Here, since the surface tension is not a
material parameter [1], the posterior probability is now a
four-dimensional function P (κ, σ¯1, σ¯2, σ¯3 | D), with a dif-
ferent σ¯` for each `-th vesicle. As when deriving Eq. (9),
we assume a uniform prior and that the measurement
errors are independent and Gaussian; thus, maximizing
this posterior probability function is equivalent to min-
imizing χ2D ≡
∑
∆
∑
` χ
2
∆(κ, σ¯`), where each individual
Experimental method κ/kBT
Flicker spectroscopy of GUVs
Literature values [17, 21, 33]: 27± 2
Present work (optical projection): 19± 1
X-ray scattering on bilayer stacks [34–37]: 18± 2
Pulling membrane tethers [38, 39]: 19± 2
Micropipette aspiration of GUVs [40]: 19± 2
TABLE I. Measurements of κ for DOPC lipid membranes
from different experimental techniques, including the estimate
of the present work and the previous literature values (shown
as the mean estimates from each cited work).
qmax is given by the maximum of Eq. (10). Note that if
all the spectra are instead fitted using Eq. (7), i.e. un-
der the (incorrect) assumption ∆ = 0, then one instead
finds κ = 27±1 kBT , which is larger than the value found
when using the correct, non-zero value(s) for ∆. To illus-
trate the dependence of the inferred values of κ with the
focal depth, the previous fitting procedure (that is, min-
imization of χ2D) is repeated at arbitrary non-zero values
of ∆ for all of the spectra in D, constructing an interpo-
lation curve that is depicted by the green line in Fig. 3.
This shows that the effect of the focal depth leads to a
significant decrease in the value of κ as ∆ is increased.
In summary, we propose a model for flickering spec-
troscopy based on a projection of shape fluctuations that
accounts for the focal depth of the microscope. Our
approach brings the mechanical parameters estimated
from flickering experiments into full agreement with those
found by other experimental methods [21], such as X-ray
scattering on membrane stacks [41–43], micropipette as-
piration techniques [40, 44–47], and methods of pulling
membrane nanotubes from GUVs [48–54], see Table I.
Previously, the literature presented a puzzle [21]: the in-
ferred κ from the shape analysis of GUVs were larger
than those obtained from other techniques. Flickering
spectroscopy has several advantages over the aforemen-
tioned techniques; it relies on general purpose and easily
accessible equipment, it is non-invasive, and can be in-
tegrated into microfluidic devices, avoiding the manipu-
lation of GUVs. These advantages make it as a popular
methodology for the mechanical analysis of membranes.
The theoretical framework and data analysis procedure
presented here raises its degree of accuracy to that of
more involved methods, ultimately enabling low cost and
reliable micromechanical characterisation of membranes.
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