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Abstract
This paper presents a new theoretical framework for identication and inference of the
average causal e¤ect of treatment on the treated in the presence of unobserved confounding,
using an instrumental variable (IV) approach. The causal e¤ect is shown to be nonparametri-
cally identied under a homogeneity assumption about the nature of unobserved confounding.
Specically, the assumption, states that unobserved confounding is on average balanced across
levels of the instrumental variable on the additive scale. This assumption is made more plau-
sible by conditioning on enough baseline characteristics to render the degree of unmeasured
confounding additively constant for di¤erent values of the IV. For inference, a straightfor-
ward likelihood approach is described, which generalizes a certain control function method
popularized by economists. Double robust methodology is also described which presents ap-
pealing robustness properties compared to parametric maximum likelihood. Semiparametric
e¢ ciency theory is carefully studied in the special case of binary IV and exposure, and the
proposed framework is shown to generalize in several directions of interest. The approach
is developed in a general IV model in which a more abstract restriction can be placed on
the nature of unobserved confounding to obtain identication. A sensitivity analysis is also
described to relax certain assumptions needed for identication, and the approach is shown
to extend to the context of complex longitudinal studies with time varying exposures, both
observed and unobserved time-varying confounding, and time-varying IVs.
1 Introduction
Studies in the social and health sciences commonly aim to determine the causal e¤ect of a point
exposure. Although the double-blind randomized study design remains the gold standard for unbi-
ased evaluation of the e¤ects of an exposure, observational studies are often conducted for practical
or ethical reasons. The main challenge with drawing causal inferences from an observational study
stems from its inability as a study design, to categorically rule out the possibility that di¤erences in
outcome measures between exposed and unexposed persons, may be due to systematic background
di¤erences in selecting exposure status, that also predict the outcome. Such confounding can com-
promise conclusions drawn from an observational study, but may likewise operate in a randomized
trial with non-compliance, where individuals may choose for reasons unknown to the investigator,
not to adhere to their treatment assignment. Confounding bias is a major concern for evaluat-
ing e¤ects of exposures in observational studies and randomized experiments with non-compliance,
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and the development of methodology to adequately address this issue remains a priority for several
disciplines, including biostatistics, epidemiology, econometrics and sociology.
The instrumental variable (IV) approach refers to a particular set of methods that allow one to
recover, under certain assumptions, a causal e¤ect of an exposure in the presence of unmeasured
confounding. The IV approach has a longstanding tradition in econometrics going back to the
original work of Wright (1928) and Golderberger (1972) who initially developed the approach
in the context of linear structural equation modeling, and these ideas have more recently been
formalized using potential outcomes or counterfactual variables, by Angrist (1994), Robins (1994),
Angrist, Imbens and Rubin (1996) and Heckman (1997). A key contribution of the counterfactual
language to the IV approach is that it allows one to formally dene the causal e¤ect of interest and
to clearly articulate assumptions needed to identify this e¤ect. Fundamental to all IV methods
is the key assumption that one has observed a pre-exposure unconfounded instrumental variable,
known to satisfy the exclusion restriction, that the IV a¤ects the outcome only through its e¤ects
on the exposure. A variable satisfying these assumptions can be hard to nd, but if a valid
IV is used, the approach is potentially una¤ected by unmeasured confounding of the exposure-
outcome relation, and thus may be used to reduce the evidentiary gap between observational and
experimental study designs. A variety of causal estimands have been shown to be identied in
the IV approach, but typically require making an additional assumption, even with a valid IV.
Imbens and Angrist (1994) and Angrist, Imbens and Rubin (1996) formulate the IV approach
using counterfactuals to dene the e¤ect of treatment on individuals whose treatment status can
be manipulated by the IV, also known as the complier average treatment e¤ect. They show that a
monotonicity assumption about the e¤ects of the IV on the exposure is su¢ cient for nonparametric
identication of this particular causal e¤ect. This strand of work has been extended in recent years
by Abadie (2003), Abadie, Angrist and Imbens (2002), Carneiro, Heckman and Vytlacil (2003),
Tan (2006) and further development tied to specic applications abound (Hirano, Imbens, Rubin
and Zhou, 2000, Little and Yau, 1998, Barnard, Frangakis, Hill and Rubin, 2003, Frangakis et al,
2004).
In a separate strand of work, Robins (1994) formulates the IV approach using counterfactuals
to dene the e¤ect of treatment on treated individuals conditional on the instrumental variable. He
shows that this e¤ect is identied assuming no heterogeneity with respect to the IV in a structural
mean model, which he calls the "no current-treatment value interaction" assumption. Building
on these initial results, Jo¤e et al (2003), Vansteelandt and Goetghebeur (2003), Robins and
Rotnitzky (2004) and Tan (2010) further develop under similar identifying assumptions, the IV
approach using additive, multiplicative and logistic structural nested models, also see Hernan and
Robins (2006). Robins (2000), Okui et al (2012) and Tan (2010) describe doubly robust estimation
in the context of structural mean models. Richardson and Robins (2010) give a detailed study of
the binary IV model.
As stated before, the complier average treatment e¤ect is nonparametrically identied with
an IV by the monotonicity assumption, and therefore no additional assumption restricting the
functional form of this local causal e¤ect is necessary for inference. In contrast, the no-current
treatment value interaction of Robins necessarily restricts the functional form of the treatment
e¤ect on the treated, by ruling out heterogeneity of the e¤ect measure (either on the additive,
multiplicative, or logistic scale) by the IV. In Section 3 of this paper, we extend the approach of
Robins by describing an alternative assumption that delivers nonparametric identication of the
average additive e¤ects of treatment on the treated, thus allowing the causal e¤ects to vary with
the value of the IV. The key idea of our approach is to replace Robins identifying assumption
with an assumption of "homogeneous selection bias" due to unobserved confounding with respect
2 http://biostats.bepress.com/harvardbiostat/paper166
to the observed value of the IV. The new assumption essentially restricts the nature of unobserved
confounding while allowing causal e¤ects to remain unrestricted. Specically, homogeneous selec-
tion bias on the additive scale entails an assumption of a constant average additive association
between the observed exposure and the counterfactual outcome were exposure set to its baseline
value, conditional on the IV.
For inference under our identifying assumptions, we describe in Section 4.1, a semiparametric
approach for a modelMnp of the e¤ect of treatment on the treated that assumes the likelihood for
the observed data is otherwise unrestricted. We show that inference in this semiparametric model
requires estimates of certain parts of the likelihood not directly of scientic interest. Ideally, one
may wish to minimize the possibility of bias due to model mis-specication by making inferences
underMnp using saturated or nonparametric models for estimating these auxiliary models. How-
ever, in order to make plausibe the assumption of homogeneous selection bias, it may be necessary
to condition on a moderate to large number of baseline covariates, which in turn may render a non-
parametric estimation strategy impractical for the small to moderate sample size often encountered
in practice due to the curse of dimensionality. Thus, we develop a simple parametric likelihood
approach in Section 4.2 easily implemented using o¤-the-shelf statistical software. We show that
this parametric approach is closely related to a particular control function method sometimes
used in econometrics, whereby the residual of the exposure regression on the IV and covariates is
entered as a covariate into the regression of the outcome on the exposure and covariates, using
linear models for both stages (Wooldrige, 2002). Thus, the proposed IV framework gives new
justication for the control function method, which equally applies whether the exposure is bi-
nary or continuous, based on straightforward assumptions about the nature of selection bias. The
proposed likelihood approach also facilitates an evaluation of whether the IV approach is strictly
necessary, i.e. whether unmeasured confounding is present, and the methodology is extended in
a sensitivity analysis to assess the extent to which a violation of various identifying assumptions
might impact inference.
In addition, we develop a framework for inference which o¤ers a compromise between a fully
parametric likelihood approach and a fully nonparametric approach. In Section 4.4, we develop
using semiparametric theory, a large class of doubly robust estimating equations for the e¤ect of
treatment on the treated. The corresponding estimators remain regular and asymptotically linear
(RAL), assuming the model for the treatment e¤ect on the treated is correctly specied, a model
for the treatment propensity score conditional on the IV and covariates is correctly specied and at
least one of two working models involving di¤erent parts of the likelihood for the observed data is
correctly specied. We show that a generalization of Robins g-estimation is recovered as a special
case. We also characterize the semiparametric e¢ ciency bound for model Mnp and describe for
the case of binary exposure and IV, a doubly robust estimator that achieves the e¢ ciency bound of
Mnp at the intersection of the union model where all working models are correct. We also present
a semiparametric theory of inference for a more general IV model, in which the exposure and IV
may be vector valued with continuous and discrete components, and more general restrictions are
imposed on the structure of unobserved confounding, for identication.
An important contribution of Robinsseminal work on structural nested models is that the
approach can be used to analyze longitudinal studies with time-varying exposure and both observed
and unobserved time-varying confounding, using time-varying IVs. In Section 7 of this paper, we
extend our results to this more general longitudinal context.
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2 Framework and Review
Suppose we observe independent and identically distributed data O = (C; Z;X; Y ), consisting of
a dichotomous exposure X , a set of pre-exposure variables (Z;C); and an outcome Y: To proceed,
we require a denition of counterfactual outcomes for di¤erent hypothetical interventions. In this
vein, let Yx denote the counterfactual outcome one would observe were exposure set to x: For
binary X, we dene the e¤ect of treatment on the treated within levels of z and c as followed:
 (z; c) = E (Y1   Y0jX = 1; Z = z;C = c) ; (1)
then, note that under the consistency assumption Y = XY1 + (1 X)Y0; the observed conditional
mean di¤erence
E (Y jX = 1; Z = z;C = c)  E (Y jX = 0; Z = z;C = c)
=  (z; c) + q (z; c)
with q (z; c) the selection bias function
E (Y0jX = 1; Z = z;C = c)  E (Y0jX = 0; Z = z;C = c) ; (2)
which encodes on the additive scale the association between Y0 and X; conditional on C and Z;
reecting the degree to which the e¤ect of X on Y is confounded (Robins et al, 1999). Thus, a
conventional approach to identify  (z; c) typically entails assuming no unmeasured confounding,
or equivalently that the selection bias function is identically zero, i.e. q (z; c) = 0:
An alternative approach is to assume that Z is a valid IV, which requires the existence of the
counterfactual outcome Yxz were X and Z set to x and z respectively. We focus until otherwise
stated on the important setting of binary IV and exposure and we make the following assumptions.
(IV.1) Unconfounded IV-outcome relation:
E (Y0zjZ = z;C) = E (Y0zjC) ;
(IV.2) Exclusion restriction:
E (Y0zjC) = E (Y0jC) ;
(IV.3) Non-null IV-exposure relation:
Pr(X = 1jZ = 1;C) 6= Pr(X = 1jZ = 0;C) almost surely.
Assumption (IV.1) essentially states that C includes all common causes of Z and Y , so that
for the purpose of inferring the e¤ects of Z on Y; Z essentially behaves as if it were randomized
within levels of C: Assumption (IV.2) states that Z has no direct e¤ect on Y; upon setting X to its
reference value, within levels of C: Both these assumptions formally encode that upon conditioning
on C; any association between Z and Y must be due to an association between Z and X and
one between X and Y: The last assumption (IV.3) essentially states that X and Z cannot be
independent within levels of C: It is noteworthy that the relation between the IV and the exposure
need not be causal even after conditioning on C; although in order for (IV.2) to hold, we require
that any unmeasured common cause of X and Z must be independent of Y: These assumptions
are somewhat weaker than similar assumptions required for identication of the complier average
treatment e¤ect, in that the latter requires that all common causes of Z and X be included in C;
and that monotonicity holds for the relation between Z and X.
Robins (1994) established that assumptions (IV.1)-(IV.3) solely do not identify  (z; c) and he
makes the following additional assumption to identify the causal e¤ect:
4 http://biostats.bepress.com/harvardbiostat/paper166
(IV.4) No current treatment value interaction:
 (Z;C) = e (C) almost surely:
Assumption (IV.4) states that the e¤ect of treatment is constant for treated individuals with
di¤erent values of the instrument, upon conditioning on covariates, and therefore it rules out the
possibility of e¤ect heterogeneity by IV status. Though the model becomes identied under
assumptions (IV.1)-(IV.4), assumptions (IV.1),(IV.2) and (IV.4) should be made with caution,
since unlike assumption (IV.3), these three assumptions are not empirically testable. Assumption
(IV.4) can be singled out as potentially more problematic than the other three assumptions, because
it places a priori restrictions on the causal e¤ect that is the main target of inference. This is a
strong assumption and no similar assumption is needed to identify the complier treatment e¤ect.
We briey review Robinsidentication result as a way to introduce the parametrization for
the IV model we shall be using throughout. Focusing on binary X and Z; we adopt Robinsre-
parametrization of the outcome conditional mean function in terms of  (z; c) and q(z; c) (Robins
et al, 1999). Under consistency,
E (Y jx; z; c)
= E (Yxjx; z; c)  E (Y0jx; z; c)
+E (Y0jx; z; c)  E (Y0jX = 0; z; c)
 Px0 fE (Y0jx0; z; c)  E (Y0jX = 0; z; c)gPr(X = x0jz; c) + E (Y0jz; c)
=  (z; c)x+ q(z; c) fx  Pr (X = 1jz; c)g+ E (Y0zjz; c)
This parametrization makes clear the lack of identication without additional assumptions,
since, for xed c; the conditional mean function identies four parameters, but the last equation
depends on six unknown parameters, two for  (z; c) ; two for q (z; c) ; and two corresponding
to E (Y0zjz; c) : Note that Pr (X = 1jz; c) is identied from the density of X given (Z;C); and
therefore can be considered as known for all practical purposes. Thus, identication of  (z; c)
requires reducing the number of unknown parameters to four, which is achieved through the IV
assumptions. Assumptions (IV.1) and (IV.2) imply E (Y0zjz; c) = E (Y0jc) which reduces to a single
unknown parameter for xed c; likewise, Robinsassumption (IV.4) reduces  (z; c) to e (c) ; with
one unknown parameter. Thus, under (IV.1)-(IV.4) one obtains:
E (Y jX;Z;C) = e (C)X + q(Z;C) fX   p (Z;C)g+ t(C)
where t(C) =E (Y0jC) ; and p (Z;C)=Pr (X = 1jZ;C) : A parameter count conrms that the right-
hand side of the above equation now depends exactly on 4 unknown parameters for every value of
C; and therefore is just identied given the observed conditional mean function. Note that under
Robinsassumptions, the above parametrization reveals that the selection bias function q(Z;C)
remains unrestricted. Robins (1994) proposed semiparametric methods to estimate e (C) that
respect this property. G-estimation (Robins, 1994, Robins and Rotnitzky, 2004, Vansteelandt and
Goetghebeur, 2003) entails estimating e (C) upon noting that the latter is the unique function to
satisfy
E [h(C) fX   p (Z;C)g fY  Xe (C)g] = 0
for all h(C) with nite variance. A g-estimate of a model for e (C) is readily obtained by an
empirical version of the above equation using an estimate of p (Z;C) and user specied h(C):
Potentially more robust and e¢ cient estimators are obtained by evaluating an empirical version
of a doubly robust g-estimating equation
E [h(C) fX   p (Z;C)g fY   e (C)  t(C)g] = 0
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where t(C) = E [fY   e (C)g jC)] can be obtained without modeling the selection bias function,
by regressing Y   e (C) on C using a standard regression technique (Robins, 2000, Okui et al,
2012). In the following Section, we present an alternative assumption to (IV.4) which delivers
nonparametric identication of  (Z;C) ; and in subsequent Sections, we develop parametric and
semiparametric estimation strategies.
3 Nonparametric Identication of SMM
Suppose that we substitute assumption (IV.4) with
(IV.4) Homogeneous Selection Bias:
q (Z;C) = eq (C) almost surely:
Assumption (IV.4) states that the degree of unmeasured confounding is on average balanced
with respect to Z conditional on C on the additive scale. The assumption is made plausible
by including enough correlates of (X; Y ) in C; to account for any di¤erence in the amount of
unmeasured confounding (measured on the additive scale) across levels of the IV; in particular,
q (Z;C) becomes zero when (Z;C) is su¢ cient to control for confounding of the e¤ect of X on Y .
Assumption (IV.4) di¤ers from (IV.4) primarily in that it does not place any restriction on
causal e¤ects, but instead restricts the nature of selection bias to be independent of Z on the
average additive scale. Note that assumption (IV.4) does not rule out dependence of the CDF
P (Y0  yjx; z; c) on z, and that even if the assumption holds, E(Y0jx; z; c) may still depend on z
for all x and c: We give our rst result.
Lemma 1. Under assumptions (IV.1)-(IV.3) and assumption (IV.4),  (Z;C) is nonparametri-
cally identied.
Proof. Under assumptions (IV.1)-(IV.3)
E (Y jx; z; c) =  (z; c)x+ q(z; c) fx  p (z; c)g+ E (Y0jc) :
and under (IV.4) we have
E (Y jx; z; c) =  (z; c)x+ eq(c) fx  p (z; c)g+ t (c) ; (3)
so that for xed c; we note that p (z; c) is identied from the density of X given (Z;C); and
therefore the right hand side of the above equation has 4 unknown parameters, which are identied
by the four parameters of the conditional mean function on the left hand side of the equation.
We learn from Lemma 1 that  (Z;C) is nonparametrically identied under assumptions (IV.1)-
(IV.3) and assumption (IV.4). Note that by assumption (IV.3), we require that p (z; c) is a non-
trivial function of z. This is a standard IV assumption, and closer inspection of equation (3)
further claries its central role. It is clear that if p (z; c) = ep (c) for a function ep; eq(c)ep (c) would
become aliased with t(c) and eq(c) and  (z; c) would likewise become aliased, thus leading to loss
of identication of  (z; c).
An intuitive explanation of our identication result can be obtained by noting that under
consistency and assumption (IV.4),
E (Y jx; z; c)  E (Y jx = 0; z; c)
= x (z; c) + eq(c)x
= xz f (1; c)   (0; c)g+ x f (0; c) + eq(c)g
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This in turn implies that unmeasured confounding biases the main e¤ect given by the observed
mean contrast
E (Y jx = 1; z = 0; c)  E (Y jx = 0; z = 0; c) =  (0; c) + eq(c)
relative to the main e¤ect of the causal contrast  (0; c) ; and that confounding bias for this term
is equal to eq(c). However, the observed additive interaction
E (Y jx = 1; z = 1; c)  E (Y jx = 0; z = 1; c)  E (Y jx = 1; z = 0; c) + E (Y jx = 0; z = 0; c)
=  (1; c)   (0; c)
remains unbiased for the additive e¤ect modication by the IV, of the e¤ect of treatment on
the treated within levels of C. The foregoing explanation reveals that assumption (IV.4) paired
with consistency yields nonparametric identication of the causal contrast  (1; c)   (0; c) which
quanties heterogeneity of the treatment e¤ect wrt to the IV, even though the main e¤ect  (0; c)
may be confounded. We emphasize that this identication result does not require assumptions
(IV.1)-(IV.3) and therefore does not rely on the assumption that Z is a valid IV. However, given
that  (1; c)    (0; c) is identied by assumption (IV.4), assumptions (IV.1)-(IV.3) further non-
parametrically identify  (0; c).
4 Statistical Inference
4.1 Inference using nonparametric auxiliary models
In the previous section, we o¤ered a parametrization of E (Y jx; z; c) in terms of  (z; c) and
feq(c);p (z; c) ; t (c)g which we regard as nuisance parameters not directly of scientic interest.
Ideally, one may wish to avoid having to rely on parametric models for nuisance parameters and
to obtain inferences about  (; ) under the modelMnp, which is dened by assumptions (IV.1),
(IV.2) and (IV4) with feq();p (; ) ; t ()g and the joint density f(Z;C) of (Z;C) left unrestricted.
In this vein, we obtain the following result which describes the rst order information about  (; )
in modelMnp; and characterizes the orthogonal complement ?np;nuis to the nuisance tangent space
of modelMnp (Bickel et al, 1993): This subset of L02 (the Hilbert space of all mean zero functions
of the observed data with nite variance) contains all inuence functions and therefore formally
characterizes all regular and asymptotically linear (RAL) estimators of  (; ).
Theorem 1.The orthocomplement to the nuisance tangent space of Mnp is:
?np;nuis = fUnp (m;h) : m(C); h(C) unrestrictedg \ L02
Unp (m;h) = fY    (Z;C)X   eq(C) fX   p (Z;C)g   t(C)g

(
h(C) ( 1)X+Z
f(X;ZjC) +m(C) fZ   Pr(Z = 1jC)g
)
+m(C)eq(C) fX   p (Z;C)g fZ   Pr(Z = 1jC)g :
It follows from a standard result of modern semiparametric theory that any RAL estimator b 
of the unknown parameter  of a model \ (z; c; ) of  (z; c) underMnp; satises
n1=2
b     = E f@Unp ( ;m;h) =@ g 1 n1=2PnUnp ( ;m;h) + op(1);
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for some functions m and h such that Unp ( ;m;h) is dened as Unp (m;h) 2 ?np;nuis evaluated at
 (z; c) = \ (z; c; ).
Furthermore any RAL estimator of b can be obtained (up to asymptotic equivalence) by solving
the estimating equation
PnUnp
b ;m;h = 0;
Thus, to construct a RAL estimator of  inMnp requires a consistent estimator of the inuence
function Unp ( ;m;h) which in turn requires nonparametric estimates of feq();p (; ) ; t () ; g()g;
ensuring that inferences remain within Mnp; where g(C) = Pr(Z = 1jC): Such nonparametric
inferences may not be practical at the sample size usually encountered in applications, if, as we
generally expect C includes three or more continuous components, due to the curse of dimension-
ality. For this reason, we abandon the foregoing strategy and explore in the following sections,
three separate dimension reduction strategies that may be more appropriate for high dimensional
data.
4.2 Maximum likelihood approach
Suppose we posit parametric models for feq();p (; ) ; t ()g; say feq(; );p (; ;) ; t (;!)g, and fur-
ther suppose that we posit a parametric model f(j; ) for the conditional density of the residual
" ( ; ; ; !) given (X;Z;C) ; where " ( ; ; ; !) = Y   E(Y jX;Z;C; ; ; ; !) . The maximum
likelihood estimator
b 1;b1 of  and  = (; ; !; ) maximizes
Pn flog f(" ( ; ; ; !) jX;Z;C; )+ log f(XjZ;C;)g (4)
with respect to ( ; ) ;where f(X = 1jZ;C;) =p (Z;C;) : Inference about  can then be
obtained using standard maximum likelihood theory. Although practical and easy to implement in
standard software, say using PROC NLMIXED in SAS which allows one to maximize an arbitrary
parametric likelihood model, the validity of the foregoing approach relies almost entirely on the
assumption that the likelihood model is correctly specied. Although, the approach is somewhat
less sensitive to the choice of a model for the density of the residuals. For instance, suppose that one
assumes that the residuals follow a normal distribution, then one can verify that the corresponding
score equations for the mean model remain mean zero provided the mean is correctly specied,
even if the normality assumption does not hold exactly. To illustrate, consider the model with
standard normal residuals, a constant average treatment e¤ect on the treated \ (z; c; ) =  , and
a linear model t (c;!) = (1; cT )!: The score equation for ( ; ; !) under the model is the normal
equation
Pn
n 
X; () ; 1;CT
T
" ( ;; ; !)
o
= 0
where
" ( ;; ; !) = Y    X +  () + (1; cT )!
and  () = X   p (Z;C;) : Assuming the mean model is correct, the normal equation has mean
zero since the residual is mean zero conditional on the exposure, the IV and the covariates. The
resulting approach is similar to a standard control function IV method developed in econometrics,
whereby a treatment e¤ect is estimated under a linear model, adjusting for the residual  () of
the regression of the exposure on the IV and the covariates. This approach is typically justied for
continuous X and Z; but conditions under which it yields consistent estimates of the treatment
e¤ect have not previously been given for binary X and Z. Our proposed framework gives a formal
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justication for the approach for binary X: An interesting special case of the control function
method is obtained using ordinary least squares (OLS) to t in a rst stage, a possibly mis-
specied linear model (1;z; cT ) for p (z; c;) ; which is then used to construct the rst stage
residual used in the second stage outcome regression. Then, it can be shown that the control
function estimator of  reduces exactly to the two stage least squares estimator (2SLS). However,
although consistent, the resulting estimator will generally be ine¢ cient, even if all working models
are correct, including the rst stage linear model for the exposure. This is because the OLS t of
 does not generally produce the mle of p (Z;C) ; since it fails to maximize (4), except perharps, if
the rst stage regression is saturated. Furthermore, the equivalence between 2SLS and the control
function approach described above relies crucially on the constant treatment e¤ect and does not
hold in the presence of treatment e¤ect heterogeneity (wrt IV value) since 2SLS may no longer
apply.
4.3 Evaluating unmeasured confounding
Similar to the common control function approach prominent in econometrics, the proposed ap-
proach allows one to evaluate in a straightforward manner, under assumptions (IV.1)-(IV.3) and
assumption (IV.4), whether unmeasured confounding is present upon adjusting for C; and there-
fore, whether the IV approach although valid, is strictly necessary. Specically, a test of the
assumption of no unmeasured confounding amounts to a test of the null hypothesis that eq() = 0;
which is readily evaluated in the foregoing likelihood framework, either by using a score test, a
Wald test or a likelihood ratio test.
4.4 Relaxing identifying assumptions
It is also possible to evaluate using a sensitivity analysis framework, the extent to which a violation
of the exclusion restriction assumption (IV.2) might impact inferences about  (Z;L) : Focusing on
the likelihood framework presented above, the approach entails dening a new intercept function
to replace t(c); which allows the latter to depend explicitely on Z: Accordingly, let t(c;z) =
t(z; c)+t0(c) such that t(z; c) = E (Y0zjc)   E (Y00jc) encodes the direct e¤ect of Z on Y upon
setting X to its reference value within levels of C; and t0(c) = E (Y00jc) : The function t(z; c)
is clearly not identied without an additional assumption, therefore we propose to proceed by
obtaining inferences for xed t(z; c) upon substituting t(z; c) for t(c) in the likelihood approach,
with t0(c) estimated from the data under a parametric working model. A sensitivity analysis is
thus obtained by varying t producing inferences under various forms of violation of assumption
(IV.2), in a manner akin to the sensitivity analysis technique described in Robins and Rotnitzky
(2004).
It is likewise possible to implement a sensitivity analysis to evaluate the degree to which a
violation of assumption (IV.4) might impact inference, by modifying the selection bias function
in a manner which allows for a xed amount of treatment by IV interaction given C: Briey, this
may be achieved, by simply redening the selection bias function as q(x; z; c) =xq0(c)+xzq(c)
with known interaction function q(c) that one may vary to conduct a sensitivity analysis, and
q0(c) may be estimated from the data using a working model.
9 Hosted by The Berkeley Electronic Press
4.5 Generalized IV g-estimation
In this Section, we propose a di¤erent strategy for estimating  (Z;L) that generalizes Robinsg-
estimation and that provides an approach for making inferences under assumptions (IV.1)-(IV.3)
and assumption (IV.4), without the need to model the outcome. To proceed, consider the following
estimating equation of  ;
Ug ( ;; ; !;m;h) = fY    (Z;C; )Xg

(
h(C) ( 1)X+Z
f(X;ZjC;; ) +m(C) (Z   Pr(Z = 1jC;))
)
;
with m and h of the same dimension as  and where Pr(Z = 1jC;) is a working model for the
density of Z given C: The estimating equation Ug does not depend on the outcome regression,
nonetheless, assuming that f(X;ZjC;; ) is correctly specied, we have that
E fUg ( ;; ; !;m;h)g
= E (E [fY    (Z;C; )Xg jX;Z](
h(C) ( 1)X+Z
f(X;ZjC;; ) +m(C) (Z   Pr(Z = 1jC;))
)!
= E
 
[eq(C) fX   p (Z;C)g+ t (C)]h(C) ( 1)X+Z
f(X;ZjC;; )
!
+ E ([eq(C) fX   p (Z;C)g+ t (C)] fm(C) (Z   Pr(Z = 1jC;))g)
= E (eq(C) [ f1  1g   fp (1;C)  p (0;C)g (1  1)])
+ E ft (C) (2  2) +m(C) (Pr(Z = 1jC)  Pr(Z = 1jC;))g
= 0;
therefore Ug is an unbiased estimating equation of  : An empirical version of the approach producesb 2 = b 2 (h;m) which solves
0 = Pn
n
Ug
b 2; b2;b2;m;ho ;
where (b2; b2) maximizes the partial likelihood
Pn flog f(XjZ;C;)+ log f(ZjC;)g :
Standard Taylor series arguments can be used to obtain the following consistent estimator of the
asymptotic variance of b 2; accounting for estimation of all nuisance parametersb  1b
b  1;
with b  a consistent estimator of
  = E f@Ug ( ;m;h) =@ g ;
and b
 a consistent estimator of

 = E
n
Ug ( ;m;h)  E

Ug ( ;m;h)S
T
	
E
 
SST
 1
S
o
2
;
where S contains the scores of (; ) corresponding to the log partial likelihood.
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4.6 Doubly Robust Inference
At this juncture, we have two approaches for estimating  (; ) ; a maximum likelihood approach
that essentially relies for consistency on correct specication of models for feq();p (; ) ; t ()g, and
generalized g-estimation, which relies on correct models for fp (; ) ; g ()g: In this Section, we
consider an inference under a submodeld of the semiparametric union modelMunion which assumes
that p (; ) is unrestricted, and either g () is correctly specied or feq(); t ()g are correctly specied,
but both do not necessarily hold. We construct a class of doubly robust estimators that carefully
combines both strategies, and that remain consistent inMunion; under a submodel for p (; ).
Our result is formalized in the following Theorem. Let Unp ( ;; ; ; !;m;h) denote
Unp (m;h) 2 ?np;nuis evaluated at ( ; ; ; ; !) ; and let  = Y    (Z;C)X   t(C):
Theorem 2: Suppose that assumptions (IV.1)-(IV.3) and assumption (IV.4) hold, then
E fUnp ( ;; !; ; ;m;h)g = 0
if either
(i)feq(; );p (; ;) ; t (;!)g = feq();p (; ) ; t ()g;or
(ii)fp (; ;) ; g (;)g = fp (; ) ; g ()g
Furthermore Unp ( ;mopt; hopt) is the e¢ cient score of  in model Munion; where
hopt(C) =
E (S R1jC)
E (R21jC)
  E (S R2jC)
E (R22jC)
E
h
"2 ( 1)
X+Z
f(X;ZjC) fZ   g(C)g jC
i
E
n
"2
f(X;ZjC)2 jC
o ;
mopt(C) =
E (S R2jC)
E (R22jC)
;
R1 =
(
( 1)X+Z
f(X;ZjC)"
)
R2 =
8<:fZ   g(C)g   E
h
"2 ( 1)
X+Z
f(X;ZjC) fZ   g(C)g jC
i
E
n
"2
f(X;ZjC)2 jC
o ( 1)X+Z "
f(X;ZjC)
9=;
 = fY    (Z;C)X   t(C)g
and S is the score for  :
For doubly robust inference, we propose to use b 3 = b 3 (h;m) which solves the estimating
equation:
Pn
n
Unp
b 3; b2;b!1 b 3; b2 ;b1 b 3; b2 ; b2;m;ho = 0;
where (b!1 ( ; 2) ;b1 ( ; 2)) is the mle of (!; ) for xed ( ; 2) : Then, b 3 is consistent if con-
dition (i) of Theorem 2 holds, since this implies that
nb!1 b 3; b2 ;b1 b 3; b2 ; b2o is consistent.
Likewise b 3 is consistent, if condition (ii) holds, since then fb2; b2g is consistent, and either con-
dition (i) or (ii) is su¢ cient for the resulting estimating equation to be asymptotically unbiased.
Furthermore, the estimator b opt3 = b 3 bhopt; bmopt achieves the semiparametric e¢ ciency bound
ofMunion at the intersection submodel where all models are correctly specied, with
bhopt; bmopt
a consistent estimator of (hopt;mopt) :
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Note that both (i) and (ii) of Theorem 2 require a consistent estimator of p (; ) : This is
not entirely surprising since for a doubly robust estimator to exist, there must exist a consistent
estimator for the parameter in view under each of the submodels of the union model. But we
have previously shown that the mle is consistent in the submodel with fp (; ) ; eq(); t ()g correctly
modeled and likewise, we have also established that generalized g-estimation is consistent in the
submodel with fp (; ) ; g ()g correctly modeled, and thus, both submodels clearly rely on a correct
model for p (; ) :
For inference, one may use a consistent estimate of the asymptotic variance of n1=2
b 3     ;
which using standard large sample arguments can be shown to be asymptotically normal with
variance equal to the variance of
E
8<:@V

 ;z; !z; z; z;m;h

@ 
j z
9=;
 1
V

 z;z; !z; 
z
; z;m;h

where

 z; z; !z; z; z

is the probability limit of
b 3; b2;b!1 b 3; b2 ;b1 b 3; b2 ; and for any
value ( ; ; !; ; ) ;
V ( ;; !; ; ;m;h)
= Unp ( 
;; !; ; ;m;h)
  E

@Unp ( ;; !; ; ;m;h)
@ (; !; ; )

 E

@S2 ( ; ; !; ; )
@ (; !; ; )
 1
S2 ( 
; ; !; ; )
with S2 ( ; ; !; ; ) containing the score function for (b2; b2) and the score function ofb!1 b 3; b2 ;b1 b 3; b2 evaluated at (; !; ; ) : Alternatively, one may use the nonpara-
metric bootstrap for inference.
5 More e¢ cient doubly robust estimation
The union model Munion considered in the previous Section allowed the law for the exposure to
remain unrestricted, and therefore the e¢ ciency bound for the foregoing model may be suboptimal
compared to that of the submodel of the union model in which the exposure density is restricted
a priori. This is the case, even though for inference, the e¢ cient score for the union modelMunion
was eventually evaluated assuming a correctly specied submodel for the law of the exposure.
Thus, the foregoing doubly robust approach relies for consistency on correct specication of the
exposure model, and yet does not fully exploit this assumption to optimize e¢ ciency. In this
section, we address this potential loss of e¢ ciency, and we derive the e¢ cient score for the e¤ect
of treatment on the treated in the union submodel Msubunion  Munion in which we assume a
priori that f(XjZ;C;; ) 2 Mx;sub belongs to a submodel of the nonparametric model for the
exposure density, with  a nite dimensional parameter and  an innite dimensional parameter,
and either g () is correctly specied or feq(); t ()g is correctly specied. Let x;nuis denote the closed
linear span of scores for all regular parametric submodels f(XjZ;C;;  s) indexed by s under
Msubunion, derived using an individuals contribution to the log partial likelihood log ffs(XjZ;C)g ;
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and let x;np denote the set of all functions of (X;Z;C) with conditional mean zero given (Z;C):
Furthermore, let  (BjD) denote the orthogonal projection of a given random variable B onto the
subspace D of L02:
Theorem 3: Under assumptions (IV.1)-(IV.3) and assumption (IV.4), the set of inuence
functions of ( ; ) in the semiparametric model Msubunion is given by
z =

Unp (m;h) + P (n) : m(Z;C); h(C) unrestricted
P (n) = n(Z;C) 2 ?x;nuis \ x;np

where  = (X   p(Z;C)): The e¢ cient score of ( ; ) for this model is  (S ;jz) ; where S ; = 
ST ;S
T

T
is the score of ( ; ) : In the special case where f(XjZ;C;; ) = f(XjZ;C;) is a
parametric model, such that ?x;nuis \ x;np = x;np
z =
(
Vnp (m;h; n) = "
n
h(C)( 1)X+Z
f(X;ZjC;;) +m(C) (Z   g(C))
o
+ n(Z;C) :
m(C); h(C); n(Z;C) unrestricted
)
and the e¢ cient score of ( ; ) is available in closed form
 (S ;jz) = 

(S ;S)
T
z
=
 
V e; np ; V
e;
np
T
= Vnp
emopt;ehopt; enopt
where emopt (C) ;ehopt (C)T = E fS ;U1jCgEU1UT1 jC	 1 U1
enopt (Z;C) = E fS ;jZ;CgE f2jZ;Cg 
U1 =
 
( 1)X+Z "
f(X;ZjC;; ) ; (Z   g(C)) "
!T
:
In the special case where a parametric model is used to estimate the exposure law, it is straight-
forward to verify from Theorem 3 that the e¢ cient score of  inMsubunion is
V  ;enp  

V  ;enp V
;e T
np
	
E

V ;enp V
;eT
np
	 1
V ;enp
Furthermore, one can also verify that the e¢ cient score function in the above display is in fact a
doubly robust locally e¢ cient estimating function of  .
6 Theory for more general IV model
We now present a general theory of inference about the treatment e¤ect
 (x; z; c) = E (Yx   Y0jX = x;Z = z;C = c)
where (X;Z) are possibly vector valued, with both continuous and discrete components, and "0"
is a reference value. The consistency assumption now states that Y = YX;;Z almost surely. The IV
assumptions can be restated to allow for a more general exposure and IV.
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(IV.G.1) Unconfounded IV-outcome relation:
E (Y0zjZ = z;C) = E (Y0zjC) ;
(IV.G.2) Exclusion restriction:
E (Y0zjC) = E (Y0jC) ;
(IV.G.3) Non-null IV-exposure relation:
X 6? Z j C:
Additionally, we assume that the selection bias function
q(x; z; c) = E (Y0jX = x;Z = z;C = c)  E (Y0jX = 0;Z = z;C = c)
follows a known set of restrictions,
(IV.G.4) q(; ; )   q(; ) 2  sub    = fa(x; z; c) : E(a(X;Z;C)jZ;C) = 0g ; where for any
q(; z; c), q(z; c)  E(q(X; z; c)jZ = z;C = c):
The following result generalizes Theorem 1, and gives the orthocomplement to the nuisance
tangent space in the semiparametric modelMg with sole restrictions (IV.G.1)-(IV.G.4).
Theorem 4:The orthocomplement to the nuisance tangent space in Mg is given by
Ug(v;m) : v (X;Z;C) 2  ?sub \  ; m(X;C) unrestricted
	 \ L02;
where
Ug(v;m) = fY    (X;Z;C)  q(X;Z;C) + q(Z;C)  t(C)g
 fv (X;Z;C) +m(Z;C) m(C)g
+ fq(X;Z;C)  q(Z;C)g fm(Z;C) m(C)g ;
and m(C)  E(m(Z;C)jC):
Theorem 4 characterizes the set of inuence functions in modelMg and may be used as in the
previous section, to motivate doubly robust estimators. We illustrate Theorem 4 with an example.
Suppose that similar to assumption (IV.4), we assume that q(x; z; c) = eq(x; c) does not depend
on z: This assumption implies that
 sub = fa(X;C)  E fa(X;C)jZ;Cg : a(X;C) unrestrictedg :
This further implies that
 ?sub = fv (X;Z;C) : E fv (X;Z;C) jZ;Cg = E fv (X;Z;C) jX;Cg = 0g :
The set of functions  ?sub\L02 has previously been characterized by Tchetgen Tchetgen, Robins and
Rotnitzky (2010), and their characterization which we give next requires the following denition.
Denition of Admissible Independence Density: Given conditional densities f yx (XjC) and
f yz (ZjC), the density hy (X;ZjC) = f yx (XjC) f yz (ZjC), that makes X and Z conditionally in-
dependent given C is an admissible independence density if the joint law of (X;Z) given C under
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hy (X;ZjC) is absolutely continuous wrt to the true law of (X;Z) given C with probability one.
Furthermore, Ey(j; L) denotes conditional expectations with respect to hy (X;ZjC) :
Tchetgen Tchetgen et al. (2010) established that, given an admissible independence density
hy (X;ZjC) ;
 ?sub =

hy (X;ZjC)
f(X;ZjC)

v (X;Z;C)  vy (X;Z;C) : v (X;Z;C) unrestricted ;
where
vy (X;Z;C) = Ey fv (X;Z;C) jZ;Cg+ Ey fv (X;Z;C) jX;Cg   Ey fv (X;Z;C) jCg :
In the special case where X and Z are binary,  ?sub is equivalently characterized as
(
h(C) ( 1)X+Z
f(X;ZjC) : h(C) unrestricted
)
;
which is the representation given in Theorem 1. This representation is obtained by taking
f yx (XjC) = 1=2 and f yz (ZjC) = 1=2; and v (X;Z;C) = 16 (X   1=2)  (Z   1=2): In the special
case where X is scalar and Z is binary,  ?sub is equivalently characterized as
f(XjC)
f(XjZ;C) [h(X;C)  E fh(X;C)jCg] fZ   E(ZjC)g : h(X;C) unrestricted

:
This representation is obtained by taking f yx (XjC) = fx (XjC) and f yz (ZjC) = fz (ZjC). A third
parametrization is obtained by taking f yx (XjC) = fx (XjZ = 0;C) and f yz (ZjC) = fz (ZjX = 0;C),
giving  ?sub =
OR(X;ZjC) 1

h(X;Z;C) 
Z
h(x; Z;C)dFx (xjZ = 0;C) 
Z
h(X; z;C)dFz (zjX = 0;C)
+
Z Z
h(x; z;C)dFz (zjX = 0;C) dFx (xjZ = 0;C)

: h(X;Z;C) unrestricted

where
OR(X;ZjC) =f(X;ZjC)f(X = 0; Z = 0jC)
f(X;Z = 0jC)f(X = 0; ZjC)
is the generalized odds ratio function (Tchetgen Tchetgen et al 2010).
7 Illustration
We illustrate the proposed methodology on a sample of 3010 working men aged between 24 and 34
who were part of the 1976 wave of the US National Longitudinal Survey of Young Men (NLSYM)
(Card,1995). In particular, we will estimate the e¤ect of years of education on the log of hourly
wages in 1976 (Y ). Following Card (1995), we use as an instrumental variable an indicator if the
individual lived close to a college that o¤ered 4 year courses in 1966 (Z). All reported analyses
are adjusted for covariates (C) years of labour market experience and its square, marital status,
an indicator if the individual is black, as well as various measures of geographical location in 1966
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and 1976. Twelve years of education was most common (33%) in this study and was therefore
used as a reference class by dening X to be the di¤erence between the years of education and 12.
The log of hourly wages is reasonably normally distributed with mean 6.3 (SD 0.44), and is on
average 0.075 (95% CI 0.068 to 0.082) higher per extra year of education, after linear regression
adjustment for years of labour market experience, marital status, race and geographical location in
1966 and 1976. The partial correlation between education and the instrumental variable is 0.066.
In the remainder of this Section, we will report the results from instrumental variables analysis
with 95% condence intervals based on the nonparametric bootstrap with 1000 resamples.
The traditional two-stage least squares (2SLS) analysis, which invokes the no current treatment
value interaction assumption, yields an education e¤ect of 0.13 (95% CI 0.0031 to 0.26) on the
average log of the hourly wage, corresponding with a one-year increase in education. To allow
for current treatment value interaction (i.e., (x; z; c; ) =  1x +  2xz) under the assumption of
homogeneous selection bias (i.e., q(x; z; c; ) = x), we rst used the control functions approach of
Section 4.2, based on regressing the outcome on X, XZ, C and the residual from a linear model
for X, given Z and C. This yielded estimates of  1 equalling 0.15 (95% CI 0.020 to 0.28) and of  2
equalling -0.0055 (95% CI -0.016 to 0.0047). The maximum likelihood approach of Section 4.2 gave
identical results and the doubly robust approach of Section 4.6 gave nearly identical estimates of
0.15 (95% CI 0.020 to 0.28) and -0.00048 (95% CI -0.0026 to 0.0017), respectively. Here, the doubly
robust approach was based on the representation given in Section 6 with h(X;C) = (X X2). Based
on these results and the distribution of the instrumental variable by education, we can infer that
under the assumption of homogenous selection bias, the average log of hourly wages in 1976 would
be 0.60 (95% CI 0.078 to 1.12) higher in men who had 8 years of education, had they received 12
years of education (versus 0.53 via 2SLS). Furthermore, the average log of hourly wages in 1976
would be 0.89 (95% CI 0.11 to 1.67) lower in men who had 18 years of education, had they received
12 years of education (versus 0.79 via TSLS).
We next performed a sensitivity analysis to allow for deviations away from the assumption of
homogeneous selection bias. Given the strong similarity between the di¤erent estimates, results are
reported for the control functions approach only. Assuming that q(x; z; c; ) = (1x+02xc)(1+z),
this involved regressing the outcome on X, XZ, C and (1 + Z) times the residual from a linear
model for X, given Z and C, as well as interactions of this product term with C. We each time
repeated the analysis, treating  as xed and known, and varying it from -0.25 to 0.25. Results
from this sensitivity analysis are reported in Figure 1. They reveal substantial uncertainty in the
average e¤ects of 8 and 18 years of education (versus 12 years), although the evidence for an e¤ect
remains.
8 Complex Longitudinal Studies
Next, we consider a longitudinal study with J occasions in which one observes data O = O (J) =
X (J) ;Z (J) ;C (J) ; Y
	
where H(j) = fC (j) ;Z(j);X (j)g is observed at time j;C (j) = (C(1);
:::;C(j)) and H(j  1) are confounders of the e¤ects of fZ (j) ;X(j)g ; ::: fZ (J) ;X(J)g on Y; Z(j)
is a valid IV of the e¤ects of X(j); :::X(J) on Y; conditional on H(j 1). Similar to Robins (1994)
causal e¤ects are encoded using a structural nested model:
j
 
h(j)

= E

Yx(j);0   Yx(j 1);0jh (j)
	
; j = 1; :::; J:
where Yx(j);0 is the potential outcome for an individual with treatment history x (j) up to time
j; and the reference treatment value "0" thereafter. Therefore, j
 
h(j)

describes on the additive
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scale, the causal e¤ect of one nal blip of treatment x (j) at time j among individuals with
observed history h(j). Since this is an average contrast of counterfactuals in a given subset of the
population, it amounts to a causal e¤ect. Let Yz(j);(x(j);0) denote the potential outcome one would
observe under an intervention that sets Z (j) to z (j) and X (J) to
 
x (j) ;0

. Throughout, we
assume that consistency holds, i.e.
Y = YZ(J);X(J) almost surely.
For inference with an IV, we make the following additional assumptions.
(IV.L.1) Unconfounded IV-outcome relation:
E
n
Yz(j);(x(j 1);0)jh(j   1); z (j) ; c (j)
o
= E
n
Yz(j);(x(j 1);0)jh(j   1); c (j)
o
; j = 1; :::; J
(IV.L.2) Exclusion restriction:
E
n
Yz(j);(x(j 1);0)jh(j   1); c (j)
o
= E
n
Yz(j 1);(x(j 1);0)jh(j   1); c (j)
o
; j = 1; :::; J ;
(IV.L.3) Non-null IV-exposure relation:
X (j0) 6? Z (j) j H(j   1);C (j) ; 1  j  j0  J
These assumptions are a natural longitudinal generalization of similar assumptions previously
made for point exposure. Additionally, we assume that the selection bias function
qj
 
X (j) ;Z (j) ;C (j)

= E

Yx(j 1);0jH(j)
	  EYx(j 1);0jX (j) = 0;H(j   1);Z (j) ;C (j)	 ;
j = 1; :::; J:
follows a known set of restrictions. Let
qj
 
X (j   1) ;Z (j) ;C (j) = Eqj  X (j) ;Z (j) ;C (j) jX (j   1) ;Z (j) ;C (j)	 ;
then assume
(IV.L.4)
qj(; ; )  qj(; ) 2  sub;j
  j =

a(H(j)) : E

a
 
X (j) ;Z (j) ;C (j)
 jX (j   1) ;Z (j) ;C (j)	 = 0	 ;
j = 1; :::; J:
The following result generalizes Theorems 1 and 4, and gives the orthocomplement to the nui-
sance tangent space in the semiparametric modelML with sole restrictions (IV.G.1)-(IV.G.4). To
proceed, rst we must reparametrize the conditional mean function E
 
Y jH in terms of the SNM,
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the selection bias functions and the additional functions bj dened below encoding associations of
the time varying covariates with the outcome
E
 
Y jH = JX
j=1
j
 
H(j)

+ qj
 
H(j)
  qj(H(j   1);Z (j) ;C (j) )
+ bj(H(j   1);C (j))  bj(H(j   1));
" = Y   E  Y jH ;
where
b1(H(0)) = 0;
bj(H(j   1);C (j)) = tj(H(j   1);C (j))  tj(H(j   1);C (j) = 0); j > 1:
Theorem 5: The orthocomplement to the nuisance tangent space in ML is given by functions
UL = "
n
h1
 
H

+
PJ
j=1

mj(H(j   1);Z(j);C (j)) mj(H(j   1);C (j))
	o
+
PJ
j=1

mj(H(j   1);Z(j);C (j)) mj(H(j   1);C (j))
	
qj(X (j) ;H(j   1);Z (j) ;C (j))  qj(H(j   1);Z (j) ;C (j))
+bj(H(j   1);C (j))  bj(H(j   1))
	
where
h1
 
H

=
PJ
j=1
n
h1j(H(j))  h

1j(H(j   1);Z (j));C (j))
o
2 Tj  ?sub;j \  j	
and mj is unrestricted.
Theorem 5 characterizes the set of inuence functions in model ML and may be used as in
the previous sections, to motivate a doubly robust estimator of the parameters of a model for the
SNM j; j = 1; :::; J . To illustrate, suppose that X(j) and Z(j) are binary, and consider the
assumption of homogeneous selection bias
qj (x (j) ; z (j) ; c (j)) = qj (x (j) ; z (j   1) ; c (j))
Then, as in the previous section one can show that
 ?sub;j \  j =

h1
 
H;w1

: w1
	
;
h1
 
H;w1

=
JX
j=1
w1;j(X (j   1) ;Z (j   1) ;C (j)) ( 1)X(j)+Z(j)
f(X(j); Z(j)jX (j   1) ;Z (j   1) ;C (j)) ;
w1 = (w1;1; :::; w1;J)
It is further straightforward to check that UL has mean zero, and therefore is an unbiased
estimating function for the SNM, either if it is evaluated at a correct model for E
 
Y jH ; or if it
is evaluated at a correct model for ff(X(j); Z(j)jX (j   1) ;Z (j   1) ;C (j)); jg, and both models
do not necessarily hold. A generalization of G-estimation is readily obtained by setting mj; qj and
bj to zero for all j in UL; which produces an unbiased estimating equation provided that the joint
process for the exposure and the IV is consistently estimated.
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9 Closing remarks
This paper presented a general theory of identication and inference for the conditional average
additive e¤ect of treatment on the treated in the presence of unobserved confounding, given an
instrumental variable and baseline covariates. Although emphasis was mostly given to inference
about a conditional treatment e¤ect, the marginal e¤ect of treatment on the treated is readily
obtained by averaging the estimated conditional e¤ect with respect to the empirical density of the
IV and the covariates in the treated. Thus our methodology can be used to compute the marginal
average e¤ect of treatment on the treated with a single additional step.
An important special case arises when Pr(X = 0; Z = 0jC) =1: This happens, for instance, in
randomized trials when there is perfect exclusion of the control group from the treatment. In such
cases, the only relevant causal e¤ect is E (Y1   Y0jX = 1; Z = 1;C) ; which is nonparametrically
identied under assumptions (IV.1-IV.3) and therefore neither assumption (IV.4) nor assumption
(IV.4) is strictly necessary, and standard g-estimation and double robust g-estimation may be
used. Alternatively, since the above condition implies monotonicity, the e¤ect of treatment on the
compliers reduces to the e¤ect of treatment on the treated (provided the IV-exposure relation is
unconfounded) and thus the methodology developed by Abadie (2003) may also be used in this
situation.
The paper focused on a causal e¤ect measured on the additive scale and therefore may be
most appropriate for a continuous outcome. Nonetheless, some of the methods described herein
may still be appropriate even if the outcome were not continuous. For instance, generalized g-
estimation may be used to estimate a causal risk di¤erence encoding the e¤ect of treatment on
a binary outcome under assumptions (IV.1)-(IV.4), without tting a regression model for the
outcome mean. Although, more generally, it may be preferable, particularly for e¢ ciency reasons,
to model the outcome using a nonlinear link function for dichotomous or discrete outcomes to
ensure that the natural bounds of the model are respected. Whether the methodology described
herein can be extended to incorporate a nonlinear link function for the outcome remains an open
problem.
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APPENDIX
Proof of Theorem 4:Consider the submodel fs (O) = fs ("sjX;Z;C) fs (X;Z;C) ; with f0 ("0;X;Z;C) =
f (";X;Z;C) and the submodel only varies in the direction of nuisance parameters
fqs(X;Z;C); ts(C); fs (X;Z;C)g;
where
"s = Y    (X;Z;C)  [qs(X;Z;C)  Es fqs(X;Z;C)jZ;Cg]  ts(C);
qs(Z;C) = Es fqs(X;Z;C)jZ;Cg =
Z
qs(X;Z;C)dFs (XjZ;C)
and qs(; ; )  qs(; ) 2  sub: Let nuis;1;nuis;2;nuis;3;nuis;4 and nuis;5 be the tangent spaces for
the nuisance parameters indexing f ("jX;Z;C), q(X;Z;C); t(C); f(XjZ;C) and f(Z;C). The
nuisance tangent space is given by
nuis = nuis;1  nuis;2  nuis;3  nuis;4  nuis;5
where
nuis;1 =

a1(";X;Z;C) :
E fa1(";X;Z;C)jX;Z;Cg = E f"a1(";X;Z;C)jX;Z;Cg = 0

\ L02;
nuis;2 =
8<:
fa2(X;Z;C)  a2(Z;C)g f" ("jX;Z;C) =f ("jX;Z;C)
a2(X;Z;C)  a2(Z;C) 2  sub,
f" the derivative of the density of " wrt "
9=; \ L02;
nuis;3 =

a3(C)f" ("jX;Z;C) =f ("jX;Z;C)
a3(C) unrestricted

\ L02;
nuis;4 =
8<: a4 (X;Z;C) +
R
a4 (X
;Z;C) q(X;Z;C)dF (XjZ;C)	
f" ("jX;Z;C) =f ("jX;Z;C)
E fa4 (X;Z;C) jZ;Cg = 0
9=; \ L02;
nuis;5 = fa5(Z;C) : E fa5(Z;C)g = 0g \ L02:
Consider the set
?nuis;1 \ ?nuis;5 =

a1(";X;Z;C) + a5(Z;C) : E fa5(Z;C)g = 0;
E fa1(";X;Z;C)jX;Z;Cg = E f"a1(";X;Z;C)jX;Z;Cg = 0
?
it is straightforward to verify that
?nuis;1 \ ?nuis;5 = f"h1 (X;Z;C) + h2(X;Z;C) : h1; E(h2(X;Z;C)jZ;C) = 0g :
Next consider the set ?nuis;1 \ ?nuis;2 \ ?nuis;5; the set of functions in ?nuis;1 \ ?nuis;5 also in ?nuis;2
must satisfy :
0 = E [f"h1 (X;Z;C) + h2(X;Z;C)g fa2(X;Z;C)  a2(Z;C)g f" ("jX;Z;C) =f ("jX;Z;C)]
= E ["h1 (X;Z;C) fa2(X;Z;C)  a2(Z;C)g f" ("jX;Z;C) =f ("jX;Z;C)]
= E [h1 (X;Z;C) fa2(X;Z;C)  a2(Z;C)g]
= E

h1 (X;Z;C)  h1 (Z;C) +m(Z;C)
	 fa2(X;Z;C)  a2(Z;C)g
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for all h1 (X;Z;C)  h1 (Z;C) 2  ?sub \  ; and m(z; c) unrestricted, which implies that
?nuis;1 \ ?nuis;2 =

"

h1 (X;Z;C)  h1 (Z;C) +m(Z;C)
	
+ h2(X;Z;C) :
E(h2(X;Z;C)jZ;C) = 0; h1 (; ; )  h1 (; ) 2  ?sub \  ;m(; ) unrestricted

Next, consider ?nuis;1 \ ?nuis;2 \ ?nuis;3 \ ?nuis;4 \ ?nuis;5: Since
"

h1 (X;Z;C)  h1 (Z;C) +m(Z;C) m(C)
	
+ h2(X;Z;C) 2 ?nuis;1 \ ?nuis;2
is orthogonal to score functions a3(C)f" ("jX;Z;C) =f ("jX;Z;C) ; such functions must also satisfy
0 = E

"

h1 (X;Z;C)  h1 (Z;C) +m(Z;C) m(C)
	
+ h2(X;Z;C)
	


a4 (X;Z;C) +
Z
a4 (X
;Z;C) fq(X;Z;C)  q(Z;C)g dF (XjZ;C)

f" ("jX;Z;C) =f ("jX;Z;C)

= E [a4 (X;Z;C) (h2(X;Z;C)  fq(X;Z;C)  q(Z;C)g fm(Z;C) m(C)g)]
for all a4 (X;Z;C) with E fa4(X;Z;C)jZ;Cg = 0; which implies
h2(X;Z;C) = fq(X;Z;C)  q(Z;C)g fm(Z;C) m(C)g ;
and we can conclude that
?nuis = 
?
nuis;1 \ ?nuis;2 \ ?nuis;3 \ ?nuis;4 \ ?nuis;5
=
8<:
"

h1 (X;Z;C)  h1 (Z;C)
	
+m(Z;C) m(C)
+ fq(X;Z;C)  q(Z;C)g fm(Z;C) m(C)g :
h1 (; ; )  h1 (; ) 2  ?sub \  ; m unrestricted.
9=;

Proof of Theorem 1: In the special case where X and Z are binary, and under assumption (IV.4),
Theorem 1 of Tchetgen Tchetgen et al (2010) implies that  ?sub\  =
n
h(C) ( 1)X+Z =f(X;ZjC) : h
o
\
L02 which gives the result.
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Proof of Theorem 2: Note that if (ii) holds, we have that
E fUnp ( ;; ; !; ;m;h)g
= E (E [fY    (Z;C; )Xg jX;Z](
h(C) ( 1)X+Z
f(X;ZjC;; ) +m(Z;C) m(C;)
)!
  E
 
[eq(C; ) fX   p (Z;C)g+ t (C;!)]h(C) ( 1)X+Z
f(X;ZjC;; )
!
+ E (eq(C) fX   p (Z;C;)g fm(Z;C) m(C;)g)| {z }
=0
= E
 
[eq(C) fX   p (Z;C)g+ t (C)]h(C) ( 1)X+Z
f(X;ZjC;; )
!
  E
 
[eq(C; ) fX   p (Z;C;)g+ t (C;!)]h(C) ( 1)X+Z
f(X;ZjC;; )
!
+ E ([eq(C) fX   p (Z;C)g+ t (C)] fm(Z;C) m(C;)g)
  E ([eq(C; ) fX   p (Z;C;)g+ t (C;!)] fm(Z;C) m(C;)g)
= E (eq(C) [ f1  1g   fp (1;C)  p (0;C)g (1  1)])
  E (eq(C; ) [ f1  1g   fp (1;C;)  p (0;C;)g (1  1)])
+ E ft (C) (2  2) + E (m(Z;C)jC;) m(C;)g
  E ft (C;!) (2  2) + E (m(Z;C)jC;) m(C;)g
= 0:
Likewise,if (i) holds, we have that
E (Y jX;Z;C) =  (Z;C; )X   eq(C; ; ) fX   p (Z;C;)g   t(C;!)
therefore
E fUnp ( ;; ; !; ;m;h)g
= E (E [fY   E (Y jX;Z;C)g jX;Z;C]| {z }
=0

(
h(C) ( 1)X+Z
f(X;ZjC;; ) +m(Z;C) m(C;
)
)!
+ E (eq(C) fX   p (Z;C;)g fm(Z;C) m(C;)g)| {z }
=0
= 0
establishing the rst part of the result.
To derive the e¢ cient score, note that the set fUnp (m;h) : m;h unrestrictedg is equal to the
set (
h(C)
(
" ( 1)X+Z
f(X;ZjC)
)
+m(C)(Z Pr(Z = 1jC)) : m;h unrestricted
)
= fh(C)R1 +m(C)R2 : m;h unrestrictedg
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and the e¢ cient score is given by the population least square projection of the score onto the above
set.

Proof of Theorem 3: Proceeding as in the proof of Theorem 4 specialized to binary X and Z, upon
replacing nuis;4 with
nuis;4 =

a4 (x;Z;C) +
R
a4 (x
;Z;C) q(x;Z;C)dF (xjZ;C)	 f" ("jx;Z;C) =f ("jx;Z;C)
a4 (x;Z;C) 2 x;nuis \ x;np

;
one can verify that the ortho-complement to the nuisance tangent space ?nuis;1 \ ?nuis;2 \ ?nuis;3 \
;?nuis;4 is given by
z =

Unp (m;h) + P (n) : m(Z;C); h(C) unrestricted
P (n) = n(Z;C) 2 ?x;nuis \ x;np

by noting that
"

h1 (x;Z;C)  h1 (Z;C) +m(Z;C) m(C)
	
+ h2(x;Z;C) 2 ?nuis;1 \ ?nuis;2 \ ?nuis;3
is orthogonal to nuis;4 if and only if
h2(x;Z;C) = eq(Z) fX   p (Z;C;)g fm(Z;C) m(C;)g+ n(Z;C)
where n(Z;C) 2 ?x;nuis \ x;np; which proves the rst result.
In the special case where f(XjZ;C;; ) = f(XjZ;C;) is a parametric model, such that
?x;nuis \ x;np = x;np
z =
(
Vnp (m;h; n) = "
n
h(C)( 1)X+Z
f(X;ZjC) +m(C) (Z   g(C))
o
+ n(Z;C) :
m(C); h(C); n(Z;C) unrestricted
)
and the e¢ cient score of ( ; ) is obtained by a population least square projection of S ; onto z;
noting that n(Z;C) and "
n
h(C) ( 1)X+Z =f(X;ZjC) +m(C) (Z   g(C))
o
are orthogonal for
all n;m; h; and therefore the projection onto f n(Z;C) : ng andn
"
n
h(C) ( 1)X+Z =f(X;ZjC) +m(C) (Z   g(C))
o
: m;h
o
can be done separately.

Proof of Theorem 5:
Let " = Y  E  Y jH and consider the submodel fs  O = fs  "sjH fs  H ; with f0  "0;H =
f
 
";H

and the submodel varies in all parameters of the model with the exception of the SNM
j; j = 1; :::; J; which is evaluated at the truth. The nuisance tangent space for the nonparametric
modelML is given
nuis = nuis;1  nuis;2  nuis;3  nuis;4
where
nuis;1 =

a1(";H) :
E

a1(";H)jH
	
= E

"a1(";H)jH
	
= 0

\ L02;
nuis;2 =
8<:
PJ
j=1

a2;j(H(j))  a2;j(H(j   1);Z(j);C (j))
	
f"
 
"jH =f  "jH
+
PJ
j=1

a2;j(H(j   1);C (j)))  a2;j(H(j   1))
	
f"
 
"jH =f  "jH
a2;j(H(j))  a2;j(H(j   1);Z(j);C (j)) 2  sub;j; a2;j unrestrited
9=; \ L02;
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with a2;1(H(0)) = 0;
nuis;3 =
8<:
PJ
j=1 a4;j
 
H(j)
  R a4;j  X (j) ;H(j   1);Z (j) ;C (j)
qj(X
 (j) ;H(j   1);Z (j) ;C (j))dF (X (j) jH(j   1);Z (j) ;C (j))	 f"  "jH =f  "jH
E

a4;j
 
H(j)
 jH(j   1);Z(j);C(j)	 = 0; j = 1; :::J
9=; \ L02;
nuis;4 =
8>>>>><>>>>>:
PJ
j=1 a5;j(C (j) ;H(j   1)) 
R
a5;j(C
 (j) ;H(j   1))
bj(H(j   1);C (j))dF (C (j) jH(j   1))
	
f"
 
"jH =f  "jH
+
PJ
j=1 a6;j(Z (j) ;C (j) ;H(j   1))
E

a5;j(C (j) ;H(j   1))jH(j   1)

= 0,
E

a6;j(Z (j) ;C (j) ;H(j   1))jC (j) ;H(j   1)

; j = 1; :::J
9>>>>>=>>>>>;
\ L02:
It is straightforward to verify that
?nuis;1 =

"h1
 
H

+ h2(H) : h1; h2
	 \ L02
next consider the set ?nuis;1 \ ?nuis;2; the subset of functions contained in ?nuis;1 also included in
?nuis;2 must satisfy :
0 = E
"
"h1
 
H

+ h2(H)
	( JX
j=1

a2;j(H(j))  a2;j(H(j   1);Z(j);C (j))
	)
f"
 
"jH =f  "jH#
+ E
"
"h1
 
H

+ h2(H)
	( JX
j=1

a2;j(H(j   1);C (j)))  a2;j(H(j   1))
	)
f"
 
"jH =f  "jH#
= E
"
h1
 
H
( JX
j=1

a2;j(H(j))  a2;j(H(j   1);Z(j);C (j))
	)#
+ E
"
h1
 
H
( JX
j=1

a2;j(H(j   1);C (j)))  a2;j(H(j   1))
	) #
= E
 "
JX
j=1
n
h1j(H(j))  h

1j(H(j   1);Z (j));C (j))
o
+
JX
j=1

mj(H(j   1);Z(j);C (j)) mj(H(j   1);C (j))
	#

(
JX
j=1

a2;j(H(j))  a2;j(H(j   1);Z(j);C (j))
	
+

a2;j(H(j   1);C (j)))  a2;j(H(j   1))
	)!
for all h1j(H(j))  h

1j(H(j   1);Z (j));C (j)) 2  ?sub;j \  j , and mj unrestricted. Thus
?nuis;1 \ ?nuis;2
=
8>>>><>>>>:
"
n
h1
 
H

+
PJ
j=1

mj(H(j   1);Z(j);C (j)) mj(H(j   1);C (j))
	o
+
PJ
j=1 h2;j(H (j)) :
E(h2;j(H (j))jZ (j) ;C (j) ;H (j   1)) = 0
h1
 
H

=
PJ
j=1
n
h1j(H(j))  h

1j(H(j   1);Z (j));C (j))
o
2 Tj  ?sub;j \  j	
mj(; ; ) unrestricted
9>>>>=>>>>;
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Next, note that elements of the set ?nuis;1 \ ?nuis;2 \ ?nuis;4 \ ?nuis;5 must also satisfy
0 = E
 "
"
(
JX
j=1
n
h1j(H(j))  h

1j(H(j   1);Z (j));C (j))
o
+
JX
j=1

mj(H(j   1);Z(j);C (j)) mj(H(j   1);C (j))
	)
+ h2(H)
#

"
JX
j=1
a4;j
 
H(j)
 Z a4;j  X (j) ;H(j   1);Z (j) ;C (j)
qj(X
 (j) ;H(j   1);Z (j) ;C (j))dF (X (j) jH(j   1);Z (j) ;C (j))	 f"  "jH =f  "jH
+
JX
j=1
a5;j(C (j) ;H(j   1)) 
Z
a5;j(C
 (j) ;H(j   1))
bj(H(j   1);C (j))dF (C (j) jH(j   1))
	
f"
 
"jH =f  "jH+ JX
j=1
a6;j(Z (j) ;C (j) ;H(j   1))
#!
= E
 "
JX
j=1
Z
a4;j
 
X (j) ;H(j   1);Z (j) ;C (j)
qj(X
 (j) ;H(j   1);Z (j) ;C (j))dF (X (j) jH(j   1);Z (j) ;C (j)) +
Z
a5;j(C
 (j) ;H(j   1))
bj(H(j   1);C (j))dF (C (j) jH(j   1))


"
JX
j=1
n
h1j(H(j))  h

1j(H(j   1);Z (j));C (j))
o
+
JX
j=1

mj(H(j   1);Z(j);C (j)) mj(H(j   1);C (j))
	#
+
(
JX
j=1
a4;j
 
H(j)

+ a5;j(C (j) ;H(j   1))
)
h2(H)	 :
for all a4;j
 
H(j)

with E

a4;j
 
H(j)
 jH(j   1);Z(j);C(j)	 = 0 and all a4;j  H(j) with Ea5;j(C (j) ;H(j   1))jH(j   1)	 =
0: This is equivalently written
0 = E
 
JX
j=1

a4;j
  
H(j)

+ a5;j(C (j) ;H(j   1))
	
"
JX
j=1

qj(X (j) ;H(j   1);Z (j) ;C (j))  qj(H(j   1);Z (j) ;C (j)) + bj(H(j   1);C (j))  bj(H(j   1))
	
mj(H(j   1);Z(j);C (j)) mj(H(j   1);C (j))		  h2(H)	
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which implies that
h2(H)
=
JX
j=1

mj(H(j   1);Z(j);C (j)) +mj(H(j   1);C (j))
	
 qj(X (j) ;H(j   1);Z (j) ;C (j))  qj(H(j   1);Z (j) ;C (j)) + bj(H(j   1);C (j))  bj(H(j   1))	
and therefore
?nuis =
8>>>>>>>><>>>>>>>>:
"
n
h1
 
H

+
PJ
j=1

mj(H(j   1);Z(j);C (j)) mj(H(j   1);C (j))
	o
+
PJ
j=1

mj(H(j   1);Z(j);C (j)) +mj(H(j   1);C (j))
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Figure 1. Sensitivity analysis for heterogeneity in the selection bias function in the NLSYM study
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