Purpose: To develop and evaluate an automated algorithm to segment intramuscular adipose (IMAT) and connective (IMCT) tissue from musculoskeletal MRI images acquired with a dual echo Ultrashort TE (UTE) sequence. Theory and Methods: The dual echo images and calculated structure tensor images are the inputs to the multichannel fuzzy cluster mean (MCFCM) algorithm. Modifications to the basic multichannel fuzzy cluster mean include an adaptive spatial term and bias shading correction. The algorithm was tested on digital phantoms simulating IMAT/IMCT tissue under varying conditions of image noise and bias and on ten subjects with varying amounts of IMAT/IMCT. Results: The MCFCM including the adaptive spatial term and bias shading correction performed better than the original MCFCM and adaptive spatial MCFCM algorithms. IMAT/IMCT was segmented from the unsmoothed simulated phantom data with a mean Dice coefficient of 0.933 60.001 when contrast-to-noise (CNR) was 140 and bias was varied between 30% and 65%. The algorithm yielded accurate in vivo segmentations of IMAT/IMCT with a mean Dice coefficient of 0.977 60.066. 
INTRODUCTION
Recent studies have identified the important role of the network of intramuscular connective tissue (IMCT), represented by the extracellular matrix (ECM), in loss of muscle force in conditions ranging from normal aging, sarcopenia, to muscular dystrophies such as Duchenne muscular dystrophy (DMD) (1) (2) (3) . For example, in DMD, the increase in connective tissue is generally regarded as a compensatory replacement for muscle loss. However, several clinical studies have documented the extensive increase of connective tissue even prior to the onset of muscle degeneration in DMD (3) . A functional consequence of structural changes in the extracellular matrix is the reduction in lateral transmission of force, which is mediated by the connective tissue network. In aging rats, a 50% loss of lateral transmission of force-potentially one of the biggest contributors to the loss of muscle force with age-has been reported (2) . The increase in connective tissue is also often accompanied by fatty infiltration as seen in DMD (4, 5) as well as in sarcopenia (6, 7) . The ability to non-invasively image and segment intramuscular connective and intramuscular adipose tissue (IMAT) is critical to quantifying muscle compositional changes and provides the potential to explore correlations of changes in adipose and connective tissue to muscle function.
Direct visualization of connective tissue is challenging since the T 2 of the highly collagenous connective tissue is extremely low (<2 ms) and does not have appreciable signal intensity in routine MR images. In the current paper, a novel ultra-short TE (UTE) double echo gradient echo sequence is used with the first TE at 8 ls to capture signal from the low T 2 ðT Ã 2 Þ species as well. A second echo at a longer TE (3 ms) is used to suppress long T 2 ð T Ã 2 Þ species in the subtracted image (TE 1 À TE 2 ). In these UTE images, the adipose and connective tissue have low T Ã 2 values. Though the T 2 of adipose is long (45 ms at 3 T), the T Ã 2 is low due to the presence of J-coupling among the protons of a lipid molecule. Manual segmentation of the IMCT and IMAT is challenging and tedious since these tissues are distributed in thin filament like structures (forming a 3D network) through the muscle belly. It should be noted that the resolution of the UTEs images (0.78 mm in plane with thickness of 5 mm) limits the visualization of IMAT and IMCT to the thicker periand epimysial structures whose effective width is of the order of the image resolution. Few studies have reported algorithms for automated segmentation of intramuscular adipose tissue from fat and water images of the muscle (8, 9) and even fewer groups have attempted to automatically extract IMCT (6) . Simple thresholding, region growing or even level set based algorithms do not provide accurate results due to partial volume effects, severe shading artifacts, and the many small, disjoint regions. The lack of algorithms to segment IMCT is primarily due to the paucity of MR imaging studies that directly visualize the IMCT. It should be noted that recent advances in MR imaging sequences enable voxel wise determination of the relative amount of adipose tissue.
Fuzzy cluster mean (FCM) algorithms have been extensively used in medical image processing applications (10, 11) to segment tissue by clustering based on voxel intensities or other features. An extension to FCM is the multichannel FCM (MCFCM) that integrates additional data channels (e.g. multiple echo intensities). However the MCFCM doesn't incorporate spatial connectivity in the clustering; modifications to the MCFCM include the spatial similarity term for homogeneous regions and bias correction to account for the intensity shading artifacts. The goal of this paper is to develop an automated tool to segment the low T Ã 2 components of the intramuscular tissue (adipose and connective tissue) from UTEs double echo images. In the UTEs images, it is not possible to discriminate between adipose and connective tissue based on either intensity (overlapping T Ã 2 values) or structure (both present as filament/sheet network). The paper includes 1: Theory of the 3D fuzzy classifier-based segmentation algorithm that uses intensity and structure tensor derived features ['vesselness index' to capture the linear filament/ planar sheet shape of the IMAT and IMCT (12) ]. The fuzzy classifier incorporates spatial connectedness and bias field correction. 2: Generation of a digital phantom simulating muscle and IMAT/IMCT-like tissue incorporating different levels of noise and bias; the range of bias and noise was chosen to be in the range found in in vivo data. 3: Evaluation of the algorithm on the phantom and on whole lower leg calf muscle images with segmentation into four classes (muscle/bone marrow, cortical bone, intramuscular connective/adipose tissue and background). The in vivo segmentation is compared with expert-guided semiautomated segmentation of intramuscular connective and adipose tissue in select slices of the muscle volume. It should be noted that accurate semi-manual segmentation is extremely tedious and is in fact, the rationale for development of the automated algorithm. 4: Evaluation of the algorithm on segmented triceps surae muscles (Medial Gastrocnemius (MG), Lateral gastrocnemius (LG) and Soleus). This restricts the segmentation to a single muscle compartment which has reduced intensity shading artifacts due to the smaller anatomic extent and the presence of only three classes of tissue: muscle and intramuscular connective/adipose tissue and background. The manual segmentations from the previous section are used in the evaluation.
THEORY

Multichannel Fuzzy Cluster Mean (MCFCM) Algorithm
A modified fuzzy c-means clustering algorithm incorporating both spatial connectedness and bias field corrections was chosen to label the voxels of the lower leg volume. Fuzzy cluster mean (FCM) partitions a set of n voxels at location x ¼ ðx; y; zÞ in d-dimensional space into k ð1 < k < nÞ fuzzy clusters with d-dimensional cluster centroids, m k . FCM segmentation provides a statistical measure of determining the probability of belonging to a specific tissue class (10, 11) . MCFCM is an extension of FCM where several data types (channels) are used to create an input feature in the multidimensional space associated with that voxel. Modes (tissue type) are found within the data set and the statistical probability of belonging to that class is found by assigning a fuzzy membership probability to each data point based on its proximity to the cluster centroids in multi-feature space. The fuzzy clustering of voxels is described by a fuzzy matrix U whose elements u k;x denote the degree of membership of a voxel in the k-th cluster. In MCFCM, the objective function J MCFCM is minimized with respect to the both membership values U and cluster centroids m:
with membership class constraint
where m is any real number greater than 1; the matrix U ¼ fu k;x g is a fuzzy c-partition of the multi-feature input data set with u k;x as the degree of membership of a voxel's feature in the k th -cluster, where the coordinate of a voxel is x ¼ ðx; y; zÞ; and I is the domain defining the multifeature input data set. The distance metric d measures the similarity between any data and the k th -cluster center (m k ). The objective function is minimized when high membership values are assigned to a voxel with distance metric that indicates a similarity (small values) between a particular class's center and data, while low membership values are given to classes with large distance metrics. In conventional FCM formulation, the distance metric d is the Euclidean Norm (L 2 norm) and defined as:
where sðxÞ is the d-dimensional feature input data and m k is the d-dimensional k th -cluster center.
Spatial Similarity Term and Bias Field Compensation
One of the challenges in the proposed segmentation is the presence of large intensity shading artifacts that confound membership classification. In both conventional FCM and MCFCM, each voxel is assumed to be independent of every other voxel within the volume, as is evident from the objective functions where the cluster assignment does not include any correlation between data points. To include a term for neighborhood voxel similarity, the fuzzy c-means objective function was modified to incorporate spatial similarity of voxels (26 nearest voxels around the central voxel are considered; the term selectively modifies the labeling of voxels in homogeneous regions). The bias field is incorporated within the distance metric and the condition for minimization of the objective function, J MCFCM with respect to the bias field is determined (13) . The method for spatial similarity and bias field correction follows closely that in (13) and is not detailed here. Extending the work in Ref. 13 , an 'unregularized' version of the bias correction was also implemented to account for severe bias fields; the term selectively modifies the labeling of voxels in homogeneous regions. The bias field is incorporated within the distance metric and the condition for minimization of the objective function, J MCFCM with respect to the bias field is determined (13) . The method for spatial similarity and bias field correction follows closely that in Ref. 13 and is not detailed here. Extending the work in Ref. 13 , an 'unregularized' version of the bias correction was also implemented to account for severe bias fields.
Structure Tensor
In the current implementation, the input set of features for the fuzzy clustering were the intensities of the dual echo images as well indices derived from the structure tensor. The rationale for the structure tensor was that the IMCT and IMAT have an in-plane linear and a 3D sheet structure. The structure tensor, evaluated from the Hessian, is used to isolate voxels that have a specific structure, e.g., the linear/sheet structure of the connective and adipose tissue. The present implementation follows the Frangi filter that was initially proposed for vessel segmentation (14) . The Hessian matrix (H) is a second derivative-based measure, which was evaluated with a 3D Gaussian filter whose standard deviation (r) was varied within a predefined range to determine the maximum response as a function of sigma at that voxel. This was performed at each voxel to sensitize to different thickness of IMAT and IMCT tissue.
The structure of a voxel's neighborhood can be inferred from a comparison of the eigenvalues of the Hessian matrix (arranged in ascending order, l 1 l 2 l 3 ). If l 1 % l 3 , the neighborhood is isotropic, indicating that the pixel is either noise or in a homogeneous region of the image (e.g., muscle, bone marrow). If, on the other hand l 1 ( l 2 and l 2 % l 3 , the structure in the neighborhood has a clear orientation, implying that it is a linear pixel. The last alternative is that l 1 % l 2 and l 1 ( l 3 , in this case, the structure is distinctly planar. The main advantage of comparing eigenvalues of the Hessian is that it provides a robust method for determining edges without prior knowledge of edge direction. Boundaries of tissue types can be found by grouping pixels with very different eigenvalues. The map containing the boundary information is called the structure tensor. The coefficients used within the structure map are the: (i) linearity coefficient (LC), (ii) planar coefficient (PC), (iii) spherical coefficients (SC), and iv) second order structureness (SOS). The coefficients are given in terms of eigenvalues by (x ¼ ðx; y; zÞ refer to voxel coordinates):
The structure weight index, SW, that highlights linear and planar structures is calculated at each voxel as:
The value for a was set low in the calculation of SW such that the contribution from the spherical term, SC is around 10%. While the structure weight was successful in highlighting the 'tube' and 'plate' like structures, there was also some unwanted enhancement in the background noise regions. In order to filter these voxels, a noise filter, NF was calculated that compared the magnitude of the structure eigenvalues to b; the value was empirically determined to filter noise (b was set at 110 and 150 for TE 1 and TE 2 respectively).
The resulting structure tensor (ST) was calculated for each voxel for different values of scale, (r in Eq. [5] ), stepping through values of r from 0.05 to 1 in steps of 0.01.
The range of r was set from empirical observations that the maximum response was within this range (0.05 to 1) for the range of in vivo thickness of IMAT/IMCT tissue. The range was adjusted to (0.01-5.0 in steps of 0.01) for the synthetic phantom to accommodate a larger range of thickness in the simulated IMAT/IMCT tissue. 872 Ugarte et al.
The structure tensor maps derived from the TE 1 and TE 2 images form the input to the MCFCM algorithm along with the intensities of the TE 1 and TE 2 images. The input at each voxel is a 4 dimensional feature vector consisting of the original voxel intensities in the TE 1 and TE 2 images as well as the ST map (Eq. [14] ) derived from TE 1 and TE 2 images respectively (note: ST values are calculated at each voxel; the voxel index x ¼ ðx; y; zÞ has been dropped for convenience from LC, PC, SC, SOS, SW, and NF (Eqs. [8] [9] [10] [11] [12] [13] ) for convenience).
METHODS
Acquisition
Ten subjects were scanned using a FAST Gradient-echo based, 2D dual echo UTE sequence (TE 1 ¼ 8 ms; TE 2 ¼ 3 ms). The sequence includes a short 40 to 80 ls RF pulse for excitation followed by dual echo radial ramp sampling. The sequence parameters included: 
Synthetic Phantom
A digital phantom was synthesized to simulate a 3D network of IMAT/IMCT tissue embedded in muscle tissue. The IMAT/IMCT filaments were synthesized with varying diameters (thickness) and probability distributions of IMAT/IMCT; voxels with values less than one simulated partial volume effects with muscle. Both straight and curved segments of IMAT/IMCT type tissue were synthesized to reflect the IMAT/IMCT pathways. The dual echo images of an UTE acquisition were synthesized using T Ã 2 values of 30 ms and 2 ms for muscle and IMAT/IMCT tissue respectively. The signal intensity at any voxel (S voxel ) was generated from:
where TE is 8 ms or 3 ms, k is a constant adjusted to give an intensity similar to the in vivo data, and p is the probability of IMAT/IMCT tissue. Several phantom datasets were generated with a Gaussian noise that yielded a contrast-noise-ratio (CNR) value of 140 (contrast between muscle and connective tissue) and bias shading across the phantom ranging from $0% to 100%. The CNR was set at the median value determined from the in vivo images and bias values were varied (in vivo bias values ranged from 30% to 65%). The dual echo images were then processed in a manner identical to that of the in vivo human subject scans. The advantage of the digital phantom is that the ground truth (voxel based probability of muscle and IMAT/IMCT classes) is known which is not available for the in vivo dataset.
Preprocessing
Prior to any image processing, images were manually edited to remove the subcutaneous fat tissue, then denoised with a custom 3D anisotropic filter and corrected for shading artifacts using the algorithm in 3D Slicer (3DSlicer; http://wiki.slicer.org/slicerWiki/index. php/Documentation/4.4/Modules/N4ITKBiasFieldCorrec-tion; Planning Laboratory, Harvard Medical School, Boston, MA, USA). While this bias correction addresses some of the shading artifacts, there was residual shading that was corrected within the fuzzy c-means clustering algorithm. Further, the individual muscle compartments (MG, LG and Soleus) were manually segmented by an expert (RC); masks corresponding to the muscles were used in all the evaluations as well in the segmentation of the IMCT/IMAT from individual muscles.
Tissue Labeling
The probability map output(s) of the proposed algorithm were converted to tissue labels and two approaches were evaluated: a hard threshold based on an examination of the histogram of the probability values for the IMAT þ IMCT cluster distribution and a soft threshold which was the probability map output of the fuzzy clustering. A 50% probability value was selected for the hard threshold based on examination of the histograms as well as by visual comparison to the UTE's TE 2 image and its corresponding structure tensor map. Subsequent to the hard threshold, isolated pixels were removed using morphological reconstruction for in vivo images.
Evaluation
For in vivo data, completely manual segmentation of the IMCT and IMAT, where an expert manually delineates the IMCT and IMAT tissue, is impossible due to the distributed network within the muscle body as well as the complexity of partial voluming and shading artifact confounders. Here, a semimanual segmentation using region growing was performed on select slices under expert guidance for comparison to the automated segmentation. Thresholds and seed points guided by the ST maps from UTE TE 2 images were defined by the expert to initiate the region growing algorithm available in Osirix (15). This was followed by manual editing of each region. The ROI used in the evaluation was the muscle compartments (MG, LG, or Soleus) contoured by the expert at given axial location. The evaluation was performed at three slice locations for each subject with the slices located approximately in the proximal, middle and apical regions of the muscle. These anatomical locations were selected as they represent the range of bias field and SNR across the volume.
For the synthetic phantom data, the tissue probabilities are known at each voxel and was the reference standard for the soft threshold evaluation. The accuracy of segmentation for the soft thresholded data was the mean of the square of the residual difference (MSRD); the residual was the difference in the probabilities of the reference and the output of the automated algorithm. For the evaluation of the hard threshold a value of 80% was used for the synthetic and segmented phantom data. For both (hard and soft threshold evaluations), the mean for a slice was taken over all phantom voxels and the average of all 16 slices is reported. The accuracy of the in vivo segmented data as well as the phantom data (hard threshold) was based on two performance indices. If the true segmentation or synthetic phantom is denoted by T (manual segmentation for in vivo data, and the synthetic phantom thresholded at 80% for the phantom evaluation) and the automatic segmentation by R, then the true positive (TP), true negative (TN), false positive (FP), and false negative (FN) are:
The algorithm performance was evaluated using the Dice coefficient (I DC ) which was defined in terms of TP, TN, FP and FN as:
Comparison of IMAT/IMCT Segmentation from Whole Calf/Individual Muscle
In the comparison of the segmentation of the whole calf to that of the individual muscles, the following indices were adopted to test how close the IMAT/IMCT segmentations were for the two datasets. The three indices to quantify the agreement between these two segmentations are (for each individual muscle):
Here, WC is the whole calf muscle, M is one of the three triceps-surae muscles (MG,LG, and Soleus). When the two segmentations agree exactly C 1 will be 1, C 2 and C 3 will be zero.
RESULTS
Phantom
The segmentation of IMAT/IMCT-like tissue using the hard threshold (80%) is shown for the digital phantom (CNR and bias field of 140 and 50%, respectively) using the multichannel fuzzy cluster mean, the adaptive spatial multichannel fuzzy cluster mean, and the adaptive spatial multichannel fuzzy cluster mean with bias shading correction (Fig. 1) . The improvement in the FIG. 1. The digital phantom (CNR ¼ 140, Bias ¼ 50%) with muscle and IMAT/IMCT like tissue generated at TE 1 (a) and TE 2 (b) simulating the input double echo UTE images. Straight line and curved segments of varying thickness were simulated to represent IMCT/IMAT tissue distribution in muscle. The structure tensor images derived from the double echo images are shown in (c) and (d). Row 2 shows the segmented clusters based on the multichannel fuzzy cluster mean algorithm: background (e), IMAT/IMCT cluster (f) and the muscle cluster (g). The effect of bias is clearly seen in the output field. The other two rows show the same clusters with the adaptive spatial multichannel fuzzy cluster mean (third row), and adaptive spatial multichannel fuzzy cluster mean with bias shading correction (last row). The improvements in segmentation in rows 3 and 4 are clearly evident. It should be noted that the smallest arc (also widest) with 20% connective tissue was identified as % 100% muscle since the structure was more bloblike than linear or planar.
classification with added spatial and spatial/bias terms is evident when comparing rows 2 and 3 with row 1. Table 1 lists the accuracy of the three different algorithms: MCFCM, adaptive spatial MCFCM, and the adaptive spatial MCFCM algorithm with bias term corrections for digital phantoms simulated at different bias levels and CNR of 140. The MCFCM with spatial and bias corrections has the best performance (lowest MSRD, highest Jaccard and Dice scores). Highly accurate segmentations are realized at the CNR of 140 (typical CNR of in vivo images) and all bias values (0%-100%) when the data is smoothed; the accuracy is reduced (higher MSRD and lower Jaccard and Dice scores) though still at an acceptable range for unsmoothed images with a CNR of 140 and bias in the range observed in human subjects (30%-65%). It should be noted that smoothing was performed on all the in vivo images.
In Vivo Data Figure 2 shows the segmentation of IMCT and IMAT using the multichannel fuzzy cluster mean, the adaptive spatial multichannel fuzzy cluster mean, and finally the adaptive spatial multichannel fuzzy cluster mean with Bias shading correction (soft threshold). The improvement in the segmentation by the successive modifications to the MCFCM algorithm can be appreciated by comparing the dark segments within the muscle compartments (adipose and connective tissue) in the UTE's TE 2 image as well as the bright segments on the corresponding structure tensor-derived image to the segmented image. Table 2 is a quantitative comparison of the three algorithms using the manual contouring as the reference and clearly shows that MCFCM with spatial and bias field correction has the best performance. The segmentations reported in the following sections are based on the adaptive spatial multichannel fuzzy cluster with bias shading correction.
Segmentation of IMAT And IMCT From Whole Calf Muscle
The segmentation was performed on the whole calf muscle with the subcutaneous fat cropped from the data. Figure 3 shows the original UTEs images, the corresponding structure tensor images, the expert guided manual, soft threshold and hard threshold automated segmentations for two subjects. These two subjects represent cases of small and large volume of IMAT/IMCT to evaluate the range of applicability of the algorithm. The small volume of IMAT/IMCT is from a young subject (26 years) and that of the larger volume IMAT/IMCT is from an older subject (83 years).
Segmentation of IMAT And IMCT From Individual Muscles
The segmentation was performed on the segmented MG, LG, and Soleus muscles (Figs. 4-6) . In order to facilitate comparison, the same slices are shown for the individual 
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muscles as for the whole calf muscle segmentation. Figure 7 shows the 3D reconstruction of the hard thresholded segmented volume of IMCT/IMAT in the medial gastrocnemius for a young and old subject. Interactive 3D reconstructed volumes of young and old are available as Supporting Information Figures S1 and S2 , respectively. Table 3 lists the performance of the proposed algorithm using the expert-guided semiautomated segmentation as the reference for each of the ten subjects for segmentation of IMCT/IMAT from whole muscle and masked muscles. As there was no significant difference in the accuracy of segmentation between the three different locations (proximal, middle, distal), the average accuracy is reported in Table 3 . The evaluation indices confirm the visual examination (Figs. 2-6 ) that the accuracy of the automated segmentation algorithm is high for both individual muscles and whole muscle IMAT and IMCT segmentation.
Comparison of the Two Data Sets Used for Segmentation (Whole Calf Vs the Individual Muscles)
There was perfect agreement between the segmentation outputs for the two data inputs when the same threshold was applied (C 1 ¼ 1; C 2 ¼ C 3 ¼ 0; average over all the subjects). When the segmentations were thresholded individually based on the optimum value from the histograms of the probability distributions, the average indices were C 1 ¼ 0:95; C 2 ¼ 0:025 and C 3 ¼ 0:025.
DISCUSSION
Algorithm
Clustering is a process for classifying image voxels such that all samples in a cluster are more similar to each other than to samples in any other cluster. Both hard clustering and fuzzy clustering have been explored with the latter being more suited for medical image segmentation due to various acquisition factors: limited spatial resolution, intensity shading artifacts, noise, and poor contrast. The fuzzy c-means (FCM) is popular because of its robustness but it has limitations: it does not include any spatial term, which makes it sensitive to noise and image artifacts. Further, segmentation accuracy can be very sensitive to image intensity shading artifacts when
FIG. 2. The input images (segmented medial gastrocnemius, MG)
to the algorithm are shown in the first row: UTE TE 1 (a), UTE TE 2 (b), structure tensor from UTE TE 1 (c), and Structure Tensor UTE TE 2 (d). The following rows are the output of the multichannel fuzzy cluster mean algorithm (second row); the adaptive spatial multichannel fuzzy cluster mean (third row); and adaptive spatial multichannel fuzzy cluster mean with bias shading correction (last row). Each output row depicts from left to right the following clusters: Background, IMAT/IMCT, and muscle respectively. The improvement in the clustering can be seen with the successive modifications to the basic multichannel fuzzy cluster mean algorithm. Tables 1, 2 ). Considering the input images to the classifier, clustering based only on the differences in intensity patterns of the muscle and IMAT/IMCT did not provide sufficient discrimination between the two types of tissues, especially at the thin segments (which suffered from partial volume effects) of the IMAT/IMCT. The indices obtained from the structure tensor provided a discriminatory feature as the IMAT and IMCT have linear/planar structures in contrast to the muscle which is a blob-like structure. The residual intensity shading does not affect the structure maps as these are based on second order spatial derivatives of the intensity. Further, as the indices were customized at each voxel for the strongest response, IMAT/ IMCT with a range of thicknesses could be identified (Eq. [5] ). This was important as the IMAT/IMCT width varied from two to three voxels in the aponeuroses to sub voxel levels within the muscle belly. The proposed structure tensor has been shown to be optimal for detecting linear structures (16) and has also been applied effectively to the detection of blood vessels from angiograms (14) . The structure tensor has additional advantages of noise suppression (through the Gaussian   FIG. 3 . The panel shows segmentation of a slice from one subject with a small volume of IMAT/IMCT (top two rows) and another subject with a large volume of IMAT/IMCT (last two rows). Rows 1 and 3 are the input images (whole calf muscle with subcutaneous fat manually edited) to the algorithm, from left to right: UTE TE 1 (a and h), UTE TE 2 (b and i), structure tensor from UTE TE 1 (c and j), and structure tensor UTE TE 2 (d and k). Rows 2 and 4 are from left to right: expert supervised segmentation of IMAT/IMCT (e and l), the output of the algorithm corresponding to the cluster of IMAT/IMCT and cortical bone, soft threshold (f and m) and hard threshold (g and n). Cortical bone is clustered with IMAT/IMCT since it is connective tissue (thus has the same intensity patterns on the UTEs TE 1 and TE 2 ) and is a relatively thin structure.
filter) and ability to detect structures of different widths (through the smoothing scale, sigma). In the current paper, the structure detection was extended to planar structures to accommodate the distribution of IMAT/ IMCT which had linear (tube structure) and planar components (sheet structure). Two other structure tensors that were explored used different weights on gradient values in the structure weight index as: [21] Compared to the structure weight index in Eq. [12] which emphasizes both the linear and planar components, the above two structure weight indices emphasize only the linear component ðSW alt1 Þ or only the planar component ðSW alt2 Þ. The structure weight index in Eq. [12] yielded the best results and highlights the linear and planar morphology of the IMAT/IMCT. Though other structure weight indices have been defined for applications such as vessel enhancement (15), the ones proposed here were designed for the linear and planar structure of the IMAT/IMCT.
The standard Euclidean distance measure in Eq.
[3] works only for spherical clusters; in order to process non-spherical cluster distributions, the FCM with the Mahalanobis distance was also implemented and tested on the dataset (17) . The Mahalanobis distance (MD) method shortens the number of iteration steps at the expense of computational time; the additional time arises from computing the covariance matrix between different features. The MD distance method was implemented in the non-bias field corrected algorithm and offered no improvement in the accuracy of the segmentation compared to the Euclidean distance metric. The accuracy of the subject segmentations using the MCFCM and spatial method for the two metrics was very close: the Dice coefficient for the Mahalanobis metric was 0.641 while that of the Euclidean metric was 0.632 while the computational time increased by 1.5 over the Euclidean method. Further, the problem with including a nonspherical method is that it cannot be readily integrated into the bias field correction extension as the method would require modification of the resulting minimization conditions for both the cluster center and bias field coefficients. Additionally, the proposed method includes several features that help distinguish each tissue class and a non-spherical metric is not needed.
The algorithm can be extended to include the segmentation of bone and subcutaneous fat tissue as well. The FCM algorithm when applied to the whole calf (including the subcutaneous fat) yields the following nonbackground clusters (Supporting Information Fig. 3 ): muscle and bone marrow (cluster 1); IMAT, IMCT, cortical bone, and subcutaneous fat (cluster 2). To identify the subcutaneous fat, cluster 1 will be processed with morphological closing to fill in the holes in this cluster followed by a connected component analysis to identify a mask that includes all tissue except subcutaneous fat. The mask obtained from cluster 1 will be used to identify the subcutaneous fat in the cluster 2 (all non-zero voxels in cluster 2 outside this mask are subcutaneous fat). Once the subcutaneous fat has been identified in FIG. 4 . The panel shows segmentation of IMAT/IMCT from the MG from one subject with a small volume of IMAT/IMCT (top two rows) and another subject with a large volume of IMAT/IMCT (last two rows). Rows 1 and 3 are the input images (medial gastrocnemius) to the algorithm, from left to right: UTE TE 1 (a and h), UTE TE 2 (b and i), Structure Tensor from UTE TE 1 (c and j), and Structure Tensor UTE TE 2 (d and k). Rows 2 and 4 are from left to right: expert supervised segmentation of IMAT/IMCT (e and l), the output of the algorithm corresponding to the cluster of IMAT/IMCT, soft threshold (f and m) and hard threshold (g and n).
cluster 2, a connected component analysis on the remaining voxels in cluster 2 will isolate cortical bone from IMAT/IMCT. Other automated checks such as the shape of the segmented volumes will be integrated into the algorithm to ensure that the tissue labels are accurate.
Phantom Images
The phantom enables the accurate evaluation of the algorithm's performance since the ground truth is known and allows one to determine the noise/bias limits for accurate segmentation. From the phantom data (Table 1) , a CNR of 140 (typical of the UTEs data) and a bias range from 0%-100% yielded highly accurate segmentations for smoothed images. For unsmoothed data, the algorithm yielded lower segmentation accuracies (still greater than 90%) even within a smaller range of bias fields (Table 1) . This identifies the role of noise in reducing accuracy as well as the effectiveness of the denoising algorithm used here. It should be noted that all in vivo images were denoised prior to segmentation.
In addition to assessing the hard threshold, the phantom was also evaluated using soft threshold (MSRD) since the simulated probability values are available. An inaccurate segmentation will yield results close to 1 while a perfect segmentation will yield a value close to zero; the low values close to zero in Table 1 show that the automated algorithms perform well. The improvement in performance (based on both soft and hard thresholds) of the adaptive spatial MCFCM with bias correction over the other two algorithms is especially evident at the larger bias fields and the former algorithm is robust even at the highest simulated bias fields.
Noise and Bias Fields in In Vivo Calf Images
The 3D Slicer was used for the initial correction of the bias fields in the images and noise was reduced with a 3D anisotropic diffusion filter but this pre-processing did not sufficiently reduce noise and shading artifacts to provide accurate segmentation of small structures. The inclusion of the adaptive spatial similarity term in the FCM objective function allows voxels in homogenous regions to form one cluster even in the presence of noise. However, the spatial term alone could not address the shading artifacts, which required the integration of a bias field correction term in the objective function for accurate segmentation (13) . The challenge in implementing the bias field correction was that it made the minimization process computationally intensive (since the number of variables was the same size as the object). In order to increase the speed to convergence, the cluster output of the adaptive spatial MCFCM served as the initial cluster centers for the bias corrected adaptive spatial MCFCM. The 'unregularized' bias field correction was not required for any of the images analyzed here as such severe bias was not seen in any of the in vivo images.
Hard Versus Soft Threshold
It is difficult to select a hard threshold value that retains all the partial volume segments without including parts of the muscle tissue. The soft threshold provided a more realistic segmentation since the thinner segments of the IMAT/IMCT have sub-pixel occupancy, and intensities are based on the partial volume of muscle and non-muscle within one voxel. Soft threshold approaches have been implemented successfully in other structures, which suffer from partial volume effects such as the trabecular bone which have a small width and form a network (18) .
It is not possible to evaluate the in vivo soft thresholded (probability value maps) images as the manual contour is of necessity a hard threshold (while manual contouring is challenging, manual assignment of probability values is impossible). Thus comparisons are only possible for the hard thresholded data for the in vivo studies ( Table 2) . The soft thresholded evaluation is conducted for the phantom data which shows very small residual errors reflecting a highly accurate segmentation (Table 1 ). In the case of the in vivo data, expert visual comparison of the hard and soft thresholds confirmed the increased accuracy and realistic segmentation with the latter method.
The automated algorithm was tested on a total of 440 images (44 images per subject Â10 subjects); the dataset included subjects with IMCT and IMAT ranging from small volumes in five young subjects to much larger volumes in five old subjects. Further, the anatomical images included varying extent of bias fields and signal to noise ratio depending on the relative location with respect to the radio-frequency coil. Thus, the test data included the range of IMCT/IMAT infiltration as well as bias fields and SNR that are likely to be encountered in any clinical scan and the applicability and accuracy of the automated segmentation algorithm is shown across this dataset.
Manual Segmentation and Algorithm Validation
Manual segmentation of IMAT/IMCT is extremely challenging as these tissues form a distributed and often fragmented network (since the IMAT/IMCT are short, FIG. 6 . The panel shows segmentation of IMAT/IMCT from the soleus from one subject with a small volume of IMAT/IMCT (top two rows) and another subject with a large volume of IMAT/IMCT (last two rows). Rows 1 and 3 are the input images (soleus) to the algorithm, from left to right: UTE TE 1 (a and h), UTE TE 2 (b and i), structure tensor from UTE TE 1 (c and j), and structure tensor UTE TE 2 (d and k). Rows 2 and 4 are from left to right: expert supervised segmentation of IMAT/IMCT (e and l), the output of the algorithm corresponding to the cluster of IMAT/IMCT, soft threshold (f and m) and hard threshold (g and n). disjoint segments at MR resolutions). Thus, it is critical to develop accurate, automated algorithms for the segmentation of IMAT/IMCT. For the present validation, considerable effort was spent in performing the manual segmentations. Validation is performed in the current paper by comparing the automated segmentation to manual segmentation by an expert; further validation using biochemical assays to extract and quantify the IMAT and IMCT volumes is clearly not possible in human subjects. However, the accuracy of the proposed segmentation for different bias and noise levels as well as for a range of IMAT/IMCT effective widths was validated using phantom data that simulated in vivo conditions and for which the ground truth is known. It should be noted that simulated phantom data have been used in other studies; e.g., to verify the accuracy of segmentation of brain white/ gray/CSF tissues since in the latter case also the ground truth cannot be determined for the in vivo condition (19) .
IMACT/IMCT Segmentation from Whole Calf Muscle Versus Individual Muscles
The rationale for segmentation of IMAT and IMCT from individual muscles was that (1) the single muscle spatial extent was lower than the entire calf resulting in smaller bias shading within the region, and (2) there were only two tissue clusters in each individual muscle: muscle and non-muscle (IMAT and IMCT). The quantitative comparison between the IMAT/IMCT segmentation from whole calf versus individual muscles shows that the two methods yielded very similar results. This confirms that the algorithm can handle relatively large intensity shading artifacts as well as many tissue types, since the whole calf also included bone marrow and cortical bone in addition to muscle and IMAT/IMCT.
Extraction of IMCT Maps
The focus of this paper is the segmentation of IMAT and IMCT tissue from the UTEs image volumes. However, the ultimate clinical goal may be to quantify each component, (i.e., IMAT and IMCT) separately. Based only on the UTEs intensities and the indices extracted from the structure tensor, the two tissues cannot be disambiguated. Further, the IMAT/IMCT is also localized to the same anatomical regions. Recently, quantitative sequences such as iterative decomposition of water and fat with echo asymmetry and least-squares estimation (IDEAL) that directly provide the fat fraction in each voxel (IMAT) are available on MR scanners (12, 20) . It would be straightforward to combine the IMAT fraction maps from such sequences with the IMAT/IMCT fraction maps (soft threshold) obtained here to produce separate IMAT and IMCT maps. In this context, it should also be mentioned that the aponeurosis has the same intensity and structure as the IMAT/IMCT and is also segmented as FIG. 7 . 3D rendering of the hard thresholded (52%) volumes of IMCT/IMAT tissue in the triceps surae muscles; young subject (a) and older subject (b). It should be noted that the aponeurosis surrounding each muscle was selectively eroded in order to provide a better view of the IMCT/IMAT. The top and bottom views are given as 3D volume projections. The indices are calculated on select slices corresponding to the manually segmented slices and the average of the select slices is reported.
the IMAT/IMCT cluster. If the aponeuroses need to be excluded from the segmentation the individual muscle masks have to be defined within the boundaries set by the aponeuroses or alternatively, a morphological erosion can be performed on the individual muscle masks to exclude the aponeuroses. It should be noted here that the intramuscular adipose tissue is defined as those voxels that are completely within the individual muscle masks (MG, LG, Soleus). The intermuscular adipose tissue which is not evaluated in this study are those voxels in between the muscle masks. This definition is consistent with that used in Ref.
2. Since the intensities on the dual echo images as well as the morphology of the connective and adipose tissue are similar in the intra-and in the inter muscular regions, the proposed algorithm (based on intensities and local structure) clusters both type of tissues (inter-and intra-muscular IMAT/IMCT) in the same class. In the current paper, the intermuscular IMAT/IMCT was distinguished from the intramuscular IMCT was enabled by application of the masks of each individual muscle (MG, LG, and Soleus) that were manually contoured. A completely automated algorithm that includes identification of the individual muscle compartments (21) is challenging and our future work will include this so that muscle compartments, inter-and intramuscular IMCT/IMAT will be classified in automatically. Quantifying IMAT and IMCT has relevance in several clinical conditions: increase in IMAT of the quadriceps muscle has been shown to be associated with knee arthritis (22) and in type 2 diabetes mellitus, IMCT of the lower extremities has been linked to insulin resistance (23) and quantitative estimation of IMAT can be used as an objective marker of disease severity in several dystrophies (24) (25) (26) . Recent studies have also shown that remodeling of the extracellular matrix in sarcopenia and muscular dystrophies results in increases in the intramuscular connective tissue (3) (4) (5) (6) (7) . This increase in the IMCT volume has been shown to correlate with the decrease in lateral force transmission which leads to loss of total muscle force (1, 2) . Thus quantification of IMAT and IMCT will potentially provide quantitative imaging biomarkers of disease severity, and for monitoring therapeutic, exercise, and nutrition interventions in several musculoskeletal diseases (1, (24) (25) (26) (27) .
In conclusion, the proposed method provides accurate segmentation of the intramuscular connective and adipose tissue in a completely automated fashion. The multimodal input included a set of robust features that incorporates intensity and structure maps that provided accurate clustering. A phantom simulated with IMAT/ IMCT structures resembling in vivo tissue in terms of size and contrast as well as noise and bias similar to the in vivo images was used to validate the proposed segmentation algorithm for hard and soft thresholds. Both phantom and in vivo validation confirmed that the adaptive spatial MCFCM with bias correction is the best of the proposed three algorithms and that the automated algorithm yielded highly accurate segmentations when evaluated against the reference segmentations. Given that accurate manual segmentation is extremely difficult since the structures are filament like and distributed, an accurate automated algorithm should be of great utility in clinical applications.
SUPPORTING INFORMATION
Additional Supporting Information may be found in the online version of this article. Fig. S1 . 3D volume of the lower leg with the segmented IMCT/IMAT tissue (green) of a young subject. The user can rotate and adjust display options to view the 3D volume. The amount of IMCT/IMAT tissue is much smaller in the younger subject than in the older subject. Fig. S2 . 3D volume of the lower leg with the segmented IMCT/IMAT tissue (green) of an older subject. The user can rotate and adjust display options to view the 3D volume. The amount of IMCT/IMAT tissue is much larger in the older subject than in the younger subject (Fig. S1) . Fig. S3 . To illustrate the extensibility of the proposed algorithm, the subcutaneous fat is included in the analysis. The top row shows the acquired images UTE TE 1 (a) and UTE TE 2 (b). The lower row shows the background cluster (c), cluster 1 containing muscle and bone marrow voxels (d), and cluster 2 containing subcutaneous fat, cortical bone, IMAT and IMCT voxels (e).
