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Abstract
The inviscid 2D Boussinesq system with thermal diffusivity and multiplicative noise
of transport type is studied in the L2-setting. It is shown that, under a suitable scaling
of the noise, weak solutions to the stochastic 2D Boussinesq equations converge weakly
to the unique solution of the deterministic viscous Boussinesq system. Consequently, the
transport noise asymptotically regularizes the inviscid 2D Boussinesq system and enhances
dissipation in the limit.
Keywords: 2D Boussinesq system, vorticity formulation, transport noise, weak conver-
gence
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1 Introduction
Recently, some scaling limits have been proved for the vorticity form of stochastic two dimen-
sional (2D) Euler equations on the torus perturbed by multiplicative noise of transport type,
both in the white noise regime and in the more regular L2-regime. On the one hand, it was
shown in [17] that, under a suitable scaling of the noise, the white noise solutions of stochastic
2D Euler equations converge weakly to the unique stationary solution of the 2D Navier-Stokes
equation driven by space-time white noise; the latter has been studied intensively in the last
three decades, cf. [1, 2, 14]. On the other hand, in the more regular L2-regime, we proved in [15]
that the limit equation is the vorticity form of the deterministic 2D Navier-Stokes equations;
see [19] for an earlier work on linear transport equations and [25, 26] for similar scaling limits
in both regimes on the stochastic modified Surface Quasi-Geostrophic equations. A common
feature in the above limit results is that the uniqueness of solutions to approximating nonlinear
equations is unknown, while the limit equations are uniquely solvable in suitable sense. This
shows the approximative regularizing effect of transport noises. Moreover, transport noise,
which is formally energy-preserving, tends to dissipate energy in the limit process and thus it
exhibits mixing property of the fluid. Another point, particularly relevant in the L2-regime, is
that larger noise intensity leads to greater viscosity coefficient in the deterministic limit equa-
tions. This is closely related to the phenomenon of dissipation enhancement, which has been
studied extensively in the deterministic setting, see e.g. [11, 23] and the references therein.
In the recent paper [18], we have explored this idea to show that transport noise provides a
bound on the vorticity for stochastic 3D Navier-Stokes equations with unitary viscosity, yield-
ing long-term existence of solutions for large initial data, with large probability. The above
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limit results remind us of the analog with the theory of stabilization by noise [4, 5], which shows
that suitable noises stabilize some finite dimensional linear ODE with a coefficient matrix of
negative trace. The purpose of the present work is to establish a similar scaling limit for the
2D Boussinesq system.
1.1 Deterministic 2D Boussinesq system
The 2D Boussinesq system describes the evolution of the velocity field u of an incompressible
fluid under a vertical force which is proportional to some scalar field θ (e.g., the temperature),
the latter being transported by u. The viscous Boussinesq system with thermal diffusivity
reads as 

∂tθ + u · ∇θ = κ∆θ,
∂tu+ u · ∇u+∇p = δ∆u+ θe2,
∇ · u = 0,
(1.1)
where κ, δ ≥ 0 are the diffusion coefficient and the kinematic viscosity, respectively; p is the
pressure field, e2 = (0, 1) and thus θe2 represents the buoyancy force. The interested readers
can refer to [28] for geophysical background of the Boussinesq system.
When both κ and δ in (1.1) are positive constants, the existence and uniqueness of finite
energy solutions are well known, see e.g. [9, 20]. According to Moffatt’s paper [30], it is
important to study the regularity problem of Boussinesq system in the cases of zero diffusivity
(κ = 0) and zero viscosity (δ = 0). On one hand, if κ = 0 and δ > 0, it was proved in [12]
that the viscous system also admits a unique global solution for any initial data with finite
energy; therefore, in this case, the system (1.1) enjoys similar well posedness results as the 2D
Navier-Stokes equations, though the proofs in [12] make use of some new and more technical
tools. On the other hand, the theory on the zero viscosity case is less complete. If κ > 0 and
δ = 0, and the initial data (θ0, u0) have H
m-regularity for some integer m > 2, the global
well posedness of (1.1) was proved in [10, Theorem 1.2]. This result was extended in [22] to
the case where the initial velocity u0 ∈ B1+2/pp,1 and the initial temperature θ0 ∈ Lr for some
2 < r ≤ p <∞.
In the current work we are concerned with the zero viscosity case, namely, the constants
κ > 0 and δ = 0 in (1.1). We restrict ourselves to the torus T2 = R2/Z2 with periodic boundary
condition, and reformulate the velocity equation in vorticity form:

∂tθ + u · ∇θ = κ∆θ,
∂tω + u · ∇ω = ∂1θ,
u = K ∗ ω,
(1.2)
where ∂i = ∂xi , ω = ∇⊥ ·u = ∂1u2−∂2u1 is the vorticity, K is the Biot-Savart kernel on T2 and
∗ the convolution operation. Note that the system preserves the average on T2 of solutions θ
and ω, thus we shall always assume that θ0 and ω0 have zero average on T
2. Moreover, if θ ≡ 0
then the system (1.2) reduces to the vorticity form of 2D Euler equations. We will work in the
L2-regime, namely, the initial data (θ0, ω0) are square integrable functions on T
2. Similarly
to the theory of 2D Euler equations, it is easy to show that (1.2) admits a weak solution for
any L2-initial data (θ0, ω0), but the uniqueness is open. In [13], Danchin and Paicu proved
global well posedness of (1.2) for Yudovich-type initial data, i.e., ω0 ∈ L∞(T2) and the initial
temperature θ0 fulfils a natural additional condition; see [31] for related recent results.
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1.2 Our model and main result
Let us first give a very rough derivation of the stochastic model studied in the paper, which
comes from the separation of scales and approximating small scales by noise, cf. [18, Section
1.2] or [27] for similar discussions. We decompose the initial condition as follows:
θ0 = θR,0 + θL,0, ω0 = ωR,0 + ωL,0,
where the subscript R stands for the “Resolved” scale part and S the “Small” scale part.
Assume that one can solve the system

∂tθR + u · ∇θR = κ∆θR, θR|t=0 = θR,0,
∂tωR + u · ∇ωR = ∂1θR, ωR|t=0 = ωR,0,
∂tθS + u · ∇θS = κ∆θS , θS|t=0 = θS,0,
∂tωS + u · ∇ωS = ∂1θS , ωS |t=0 = ωS,0
with u = K ∗ (ωR + ωS); then the sums θ = θR + θS and ω = ωR + ωS solve (1.2). Compared
to the large scale component (θR, ωR), in a certain limit, the small scale part (θS , ωS) varies
very fast in time and it is reasonable to approximate uS = K ∗ ωS by some noise η which is
white in time. Now, the equations for the large scale variables (θR, ωR) have the form of 2D
Boussinesq system (1.2) perturbed a multiplicative noise of transport type:

∂tθ + u · ∇θ = κ∆θ + η · ∇θ,
∂tω + u · ∇ω = ∂1θ + η · ∇ω,
u = K ∗ ω,
(1.3)
where we have changed the variables (θR, ωR, uR) back to (θ, ω, u). The transport noise can
also be motivated by some arguments from variational principles, see [21]. We mention that
stochastic 2D Navier-Stokes equations perturbed by multiplicative transport noise have already
been considered in [7, 29].
The noise η considered in this paper has the following form:
η(t, x) =
√
2ν
‖σ‖ℓ2
∑
k
σkek(x)W˙
k
t ,
where ν > 0 represents the intensity of noise and σ = {σk}k∈Z2
0
belongs to ℓ2 := ℓ2(Z20),
the space of square summable real sequences with the norm ‖σ‖ℓ2 =
(∑
k σ
2
k
)1/2
; here, Z20 =
Z
2 \ {0}. We shall mainly consider those σ with compact support, namely, there are only
finitely many k ∈ Z20 such that σk 6= 0, and assume that σ verifies the symmetry property:
σk = σl for all k, l ∈ Z20 with |k| = |l|. (1.4)
The family {W k}k∈Z2
0
consists of independent standard complex Brownian motions, satisfying
[W k,W l]t = 2tδk,−l, k, l ∈ Z20, (1.5)
where [·, ·] is the joint quadratic variation. Finally, the family of divergence free vector fields
{ek}k∈Z2
0
on T2 is given by
ek(x) = e
2πik·x


k⊥
|k| , k ∈ Z
2
+,
−k
⊥
|k| , k ∈ Z
2
−,
x ∈ T2,
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where Z20 = Z
2
+ ∪ Z2− is a partition of Z20 such that Z2+ = −Z2−. The noise η(t, x) has the
covariance matrix (use (1.5))
Q(x, y) = E[η(t, x)⊗ η(t, y)] = 2ν‖σ‖2
ℓ2
∑
k
σ2k
k⊥ ⊗ k⊥
|k|2 e
2πik·(x−y);
in particular,
Q(x, x) =
2ν
‖σ‖2
ℓ2
∑
k
σ2k
k⊥ ⊗ k⊥
|k|2 = νI2, (1.6)
where I2 is the unit matrix of order 2.
Now, the stochastic equations considered in this paper can be written more explicitly as

dθ + u · ∇θ dt = κ∆θ dt+
√
2ν
‖σ‖ℓ2
∑
k
σkek · ∇θ ◦ dW kt ,
dω + u · ∇ω dt = ∂1θ dt+
√
2ν
‖σ‖ℓ2
∑
k
σkek · ∇ω ◦ dW kt ,
(1.7)
where u = K ∗ω and ◦ means that the stochastic differential is understood in the Stratonovich
sense. When the diffusion coefficient κ = 0, the local existence of regular solutions to (1.7) was
proved in [3] under suitable conditions on the noise. By (1.6), it is not difficult to show that
the equations (1.7) have the Itoˆ form below:

dθ + u · ∇θ dt = (κ+ ν)∆θ dt+
√
2ν
‖σ‖ℓ2
∑
k
σkek · ∇θ dW kt ,
dω + u · ∇ω dt = (∂1θ + ν∆ω) dt+
√
2ν
‖σ‖ℓ2
∑
k
σkek · ∇ω dW kt ,
(1.8)
with u = K ∗ ω. We remark that, although the Laplacian operator appears in the vorticity
equation above, the second equation in (1.8) is not dissipative since it is equivalent to the
original Stratonovich equation in (1.7).
Remark 1.1. It was proved in [13] that (1.2) is globally well posed for Yudovich type initial
data, namely, the vorticity ω0 is bounded. It would be nice to extend this result to the stochastic
setting, namely, proving that (1.7) admits a unique global solution for bounded initial vorticity,
similarly to [8] which extends Yudovich’s result for 2D Euler equations to the stochastic case.
As in the deterministic case, the system (1.8) with L2-initial data has a weak solution
(θ, ω) such that, P-a.s., θ ∈ L∞(0, T ;L2(T2)) ∩ L2(0, T ;H1(T2)) and ω ∈ L∞(0, T ;L2(T2)).
The solution is weak in both analytic sense and probabilistic sense; see Section 2 for the
definition and existence of solutions to (1.8). Motivated by the recent papers [17, 19, 15, 25],
we will prove that, for any suitably chosen sequence {σN}N≥1 ⊂ ℓ2, the martingale part in the
stochastic 2D Boussinesq system (1.8) will vanish in a scaling limit and what we obtain is the
deterministic system of viscous Boussinesq equations:{
∂tθ + u · ∇θ = (κ+ ν)∆θ,
∂tω + u · ∇ω = ∂1θ + ν∆ω,
(1.9)
where u = K ∗ ω. It is well known that, for any initial data (θ0, ω0) ∈ (L2(T2))2, the system
(1.9) admits a unique global solution, see e.g. Theorem 4.1 for a proof.
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Before stating the main result of this paper, we introduce some notations. In the sequel,
L2(T2) and, more generally, the Sobolev spaces Hs(T2) (s ∈ R) are assumed to consisting of
functions with zero average; sometimes they will be simply written as L2 and Hs. ‖ · ‖L2 and
‖ · ‖Hs will be the norms in L2(T2) and Hs(T2) (s ∈ R), respectively. For (θ0, ω0) ∈ (L2(T2))2,
define ‖(θ0, ω0)‖L2 = ‖θ0‖L2 ∨ ‖ω0‖L2 ; moreover, given σ ∈ ℓ2, we denote by
Cσ(θ0, ω0) = collection of laws of weak solutions (θ, ω) to (1.8) with initial data (θ0, ω0).
Moreover, we define the space
X = (L2(0, T, L2(T2)) ∩ C(0, T,H−(T2))) × C(0, T,H−(T2)) (1.10)
endowed with the usual norm ‖ · ‖X of product space. Here, H−(T2) = ∩s<0Hs(T2). Finally,
we denote by Φ·(θ0, ω0) the unique solution to (1.9) with initial data (θ0, ω0) ∈ (L2(T2))2.
Theorem 1.2 (Scaling limit). Assume that the family {σN}N≥1 ⊂ ℓ2 satisfies (1.4) and
lim
N→∞
‖σN‖ℓ∞
‖σN‖ℓ2
= 0, (1.11)
where ‖σN‖ℓ∞ = supk |θNk |. Then, for any R > 0 and any ε > 0, we have
lim
N→∞
sup
‖(θ0,ω0)‖L2≤R
sup
Q∈C
σN
(θ0,ω0)
Q
({ϕ ∈ X : ‖ϕ− Φ·(θ0, ω0)‖X > ε}) = 0.
A simple example for the condition (1.11) is given here: for a constant β ∈ [0,∞), let
σNk =


1
|k|β 1{|k|≤N}, if β ∈ [0, 1],
1
|k|β 1{N≤|k|≤2N}, if β ∈ (1,∞),
k ∈ Z20.
The reason for the difference in definitions is that
∑
k
1
|k|2β
< ∞ if β > 1, thus we need
‖σN‖ℓ∞ → 0 as N →∞, which is ensured by setting σNk = 0 for all |k| < N . Theorem 1.2 will
be proved in Section 3.
Remark 1.3. (i) Following [25], one can generalize the result of Theorem 1.2 to Boussinesq
type equations: 

dθ + u · ∇θ dt = κ∆θ dt+
√
2ν
‖σ‖ℓ2
∑
k
σkek · ∇θ ◦ dW kt ,
dω + u · ∇ω dt = ∂1θ dt+
√
2ν
‖σ‖ℓ2
∑
k
σkek · ∇ω ◦ dW kt ,
u = Kε ∗ ω,
where, for some ε ∈ (0, 1), Kε is the kernel corresponding to the operator −∇⊥(−∆)−(1+ε)/2,
and K1 coincides with the Biot-Savart kernel. The limit equations will be

∂tθ + u · ∇θ = (κ+ ν)∆θ,
∂tω + u · ∇ω = ∂1θ + ν∆ω,
u = Kε ∗ ω.
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(ii) On the contrary, it is not clear to the author how to treat the system (1.7) with zero
diffusivity, namely, κ = 0.
The above limit result has some interesting consequences which have been briefly discussed
at the beginning of the introduction; here, we explain in more detail the approximate weak
uniqueness of the stochastic 2D Boussinesq system (1.7). To the author’s knowledge, for
L2-initial data, it is still an open question whether the uniqueness of solutions holds for the
deterministic 2D Boussinesq system (1.2). Although we cannot prove that transport noises have
enough regularizing effect so that the stochastic 2D Boussinesq equations (1.7) admit a unique
solution in the L2-setting, the above theorem gives us a uniquely solvable system in the limit.
As a result, distances between the laws of weak solutions to (1.7) will vanish as N →∞. To be
more precise, recall that CσN (θ0, ω0) is the collection of laws QN of weak solutions (θN , ωN ) to
(1.7) with initial data (θ0, ω0) ∈ (L2(T2))2, which can be viewed as probability measures on X
defined in (1.10). Let ρ(·, ·) be a distance on X metrizing the weak convergence of probability
measures on X . Then, from Theorem 1.2 it is not difficult to deduce that
sup
QN ,Q
′
N
∈C
σN
(θ0,ω0)
ρ(QN , Q
′
N )→ 0 as N →∞.
Therefore, it is reasonable to say that transport noises approximatively regularize the 2D
Boussinesq equations.
The paper is organized as follows. In Section 2, we give the meaning of weak solutions to
(1.8) and provide a relatively sketched proof of existence of solutions. Section 3 is devoted to
the proof of Theorem 1.2, by following the method of [25, Section 3]. Finally, for the reader’s
convenience, we give in Section 4 a proof of uniqueness of solutions to the deterministic viscous
Boussinesq system (1.9).
2 Existence of weak solutions to (1.8)
In this section we show that, for any L2-initial data (θ0, ω0), the stochastic 2D Boussinesq
equations (1.8) have a weak solution with some desired regularity properties. First, we in-
troduce a few more notations. C∞(T2) is the space of smooth functions on T2. We write
〈·, ·〉 for the inner product in L2(T2). For p, q ∈ [1,∞], we shall write ‖ · ‖Lp(Lq) for the norm
in Lp(0, T ;Lq(T2)). Recall that the Biot-Savart kernel K can be viewed as a bounded linear
operator from Hs(T2) to Hs+1(T2). In the sequel we use Ξ to denote probability spaces since
the notation ω has been reserved for vorticity.
We first explain the meaning of weak solutions to (1.8).
Definition 2.1. Given (θ0, ω0) ∈ (L2(T2))2, we say that the stochastic 2D Boussinesq sys-
tem (1.8) has a weak solution with initial data (θ0, ω0) if there exists a filtered probability
(Ξ,F , (Ft),P), a family of independent (Ft)-Brownian motions {W kt }k∈Z2
0
, and a pair of (Ft)-
progressively measurable processes {(θt, ωt)}t∈[0,T ] such that
(a) one has θ, ω ∈ L2(Ξ, L2(0, T ;L2(T2)));
(b) for any φ ∈ C∞(T2), P-a.s. for all t ∈ [0, T ], the following equalities hold:
〈θt, φ〉 = 〈θ0, φ〉+
∫ t
0
[〈θs, us · ∇φ〉+ (κ+ ν)〈θs,∆φ〉] ds
−
√
2ν
‖σ‖ℓ2
∑
k
σk
∫ t
0
〈θs, ek · ∇φ〉dW ks ,
(2.1)
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〈ωt, φ〉 = 〈ω0, φ〉+
∫ t
0
[〈ωs, us · ∇φ〉 − 〈θs, ∂1φ〉+ ν〈ωs,∆φ〉] ds
−
√
2ν
‖σ‖ℓ2
∑
k
σk
∫ t
0
〈ωs, ek · ∇φ〉dW ks ,
(2.2)
where us = K ∗ ωs, s ∈ [0, T ].
It is clear that, thanks to the properties in (a), all the terms in (2.1) and (2.2) make sense.
For instance, by the Itoˆ isometry and (1.5),
E
(∣∣∣
√
2ν
‖σ‖ℓ2
∑
k
σk
∫ t
0
〈θs, ek · ∇φ〉dW ks
∣∣∣2) = 4ν‖σ‖2
ℓ2
E
(∑
k
σ2k
∫ t
0
|〈θs, ek · ∇φ〉|2 ds
)
≤ 4ν‖σ‖2
ℓ2
∑
k
σ2k E
∫ t
0
‖θs‖2L2‖ek · ∇φ‖2L2 ds
≤ 4ν‖∇φ‖2L2 E
∫ T
0
‖θs‖2L2 ds <∞,
which implies that the martingale part in (2.1) is square integrable. Similar result holds for
(2.2). The main result of this section gives the existence of weak solutions to (1.8).
Theorem 2.2. For any (θ0, ω0) ∈ (L2(T2))2, the stochastic 2D Boussinesq system (1.8) admits
a weak solution (θ, ω) in the sense of Definition 2.1. Moreover, the processes θ and ω have
trajectories in L∞(0, T ;L2) ∩ L2(0, T ;H1) and in L∞(0, T ;L2), respectively, and
‖θ‖L∞(L2) ∨ ‖∇θ‖L2(L2) ≤ (1 ∨ κ−1/2)‖θ0‖L2 , ‖ω‖L∞(L2) ≤ ‖θ0‖L2 + Cκ,T‖ω0‖L2 ,
where Cκ,T is some constant depending only on κ and T .
The rest of this section is devoted to the proof of Theorem 2.2. The arguments are by
now classical, and make use of the Galerkin approximation and compactness method, see e.g.
[16, 15]. First we give some a priori estimates.
Lemma 2.3. The following estimates hold P-a.s. for all t ∈ [0, T ]:
‖θt‖2L2 + κ
∫ t
0
‖∇θs‖2L2 ds ≤ ‖θ0‖2L2 , ‖ωt‖L2 ≤ ‖ω0‖L2 + Cκ,T‖θ0‖L2 ,
where Cκ,T is some constant depending only on κ, T .
Proof. Recall the first equation in (1.8); by the Itoˆ formula and (1.5),
d‖θ‖2L2 = 2〈θ,−u · ∇θ + (κ+ ν)∆θ〉dt+
2
√
2ν
‖σ‖ℓ2
∑
k
σk〈θ, ek · ∇θ〉dW kt
+
4ν
‖σ‖2
ℓ2
∑
k
σ2k‖ek · ∇θ‖2L2 dt
= −2(κ+ ν)‖∇θ‖2L2 dt+
4ν
‖σ‖2
ℓ2
∑
k
σ2k‖ek · ∇θ‖2L2 dt,
where in the second step we have used integration by parts and the facts that ∇·u = ∇·ek = 0.
By a similar computation as in (1.6), we have
4ν
‖σ‖2
ℓ2
∑
k
σ2k‖ek · ∇θ‖2L2 =
4ν
‖σ‖2
ℓ2
‖σ‖2ℓ2‖∇θ‖2L2 = 2ν‖∇θ‖2L2 ,
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and thus d‖θ‖2L2 = −2κ‖∇θ‖2L2 dt. This immediately gives us the first estimate.
In the same way, using the second equation in (1.8), we have
d‖ω‖2L2 = 2〈ω,−u · ∇ω + ∂1θ + ν∆ω〉dt+
2
√
2ν
‖σ‖ℓ2
∑
k
σk〈ω, ek · ∇ω〉dW kt
+
4ν
‖σ‖2
ℓ2
∑
k
σ2k‖ek · ∇ω‖2L2 dt
= 2〈ω, ∂1θ〉dt.
The Cauchy inequality leads to
d‖ω‖2L2 ≤ 2‖ω‖L2‖∂1θ‖L2 dt ≤ 2‖ω‖L2‖∇θ‖L2 dt,
and thus d‖ω‖L2 ≤ ‖∇θ‖L2 dt. Therefore,
‖ωt‖L2 ≤ ‖ω0‖L2 +
∫ t
0
‖∇θs‖L2 ds ≤ ‖ω0‖L2 +
√
T‖∇θ‖L2(L2),
where ‖ · ‖L2(L2) is the norm in L2
(
0, T ;L2(T2)
)
. Combining this inequality with the first
estimate, we complete the proof.
Let HN be the finite dimensional subspace of L
2(T2) spanned by e2πik·x, 0 < |k| ≤ N and
ΠN : L
2(T2)→ HN the orthogonal projection. We consider the Galerkin approximation of the
system (1.8):

dθN +ΠN (u
N · ∇θN) dt = (κ+ ν)∆θN dt+
√
2ν
‖σ‖ℓ2
∑
k
σkΠN (ek · ∇θN) dW kt ,
dωN +ΠN (u
N · ∇ωN ) dt = (∂1θN + ν∆ωN) dt+
√
2ν
‖σ‖ℓ2
∑
k
σkΠN (ek · ∇ωN ) dW kt
(2.3)
with the initial data θN0 = ΠNθ0 and ω
N
0 = ΠNω0. Here, u
N = K ∗ ωN . Using Lemma 2.3, we
obtain the following uniform bounds: for all N ≥ 1, P-a.s. for all t ∈ [0, T ],
‖θNt ‖2L2 + κ
∫ t
0
‖∇θNs ‖2L2 ds ≤ ‖θ0‖2L2 , ‖ωNt ‖L2 ≤ ‖ω0‖L2 + Cκ,T‖θ0‖L2 , (2.4)
where Cκ,T is independent of N . It follows that the family {(θN , ωN )}N≥1 is bounded in
L∞
(
Ξ, L∞(0, T, L2(T2)) ∩ L2(0, T,H1(T2)))× L∞(Ξ, L∞(0, T, L2(T2))).
As a result, we can find a subsequence {(θNi , ωNi)}i≥1 which is weakly convergent in the above
space. In order to show that the weak limit solves the equations (2.1) and (2.2), we need
stronger convergence result.
Let ηN be the joint law of (θ
N , ωN ), N ≥ 1; we want to show that the family {ηN}N≥1 is
tight on the following space(
L2(0, T, L2(T2)) ∩ C(0, T,H−(T2)))× C(0, T,H−(T2)).
Denote by PN (resp. QN ) the law of θ
N (resp. ωN ), N ≥ 1; it is sufficient to show that the two
families {PN}N≥1 and {QN}N≥1 are tight respectively on L2(0, T, L2(T2)) ∩ C(0, T,H−(T2))
and on C(0, T,H−(T2)). For this purpose, we will apply Simon’s compactness theorems (cf.
8
[32]) which makes use of time fractional Sobolev space. For γ ∈ (0, 1), p > 1 and a normed
linear space (Y, ‖ · ‖Y ), the fractional Sobolev space W γ,p(0, T ;Y ) consists of those functions
ϕ ∈ Lp(0, T ;Y ) such that
∫ T
0
∫ T
0
‖ϕ(t) − ϕ(s)‖pY
|t− s|1+γp dtds <∞.
In the following we take Y = H−α with α > 5, a choice due to the calculations in the proof of
Corollary 2.7.
Proposition 2.4. (i) For any γ ∈ (0, 1/2), we have the compact embedding:
L2
(
0, T ;H1
) ∩W γ,2(0, T ;H−α) ⊂ L2(0, T ;L2).
(ii) The following embedding is compact:
L∞
(
0, T ;L2
) ∩W 1/3,4(0, T ;H−α) ⊂ C([0, T ],H−).
Proof. Assertion (i) is a direct consequence of [32, page 86, Corollary 5]. Next, we deduce from
[32, page 90, Corollary 9] that, for any fixed δ > 0, the inclusion
Lp
(
0, T ;L2
) ∩W 1/3,4(0, T ;H−α) ⊂ C([0, T ],H−δ)
is compact for all p big enough. This implies the second assertion since δ > 0 is arbitrary.
For N ≥ 1, let ξN be a stochastic process with trajectories in L∞(0, T ;L2) ∩ L∞(0, T ;H1)
and denote its law by LN . One can deduce the following results from Proposition 2.4.
Corollary 2.5. (i) If there is C > 0 such that for all N ≥ 1,
E
∫ T
0
‖ξN (t)‖2H1 dt+ E
∫ T
0
∫ T
0
‖ξN (t)− ξN (s)‖2H−α
|t− s|1+2γ dtds ≤ C, (2.5)
then {LN}N∈N is tight on L2(0, T ;L2).
(ii) If for any p > 1, there is Cp > 0 such that for all N ≥ 1,
E
∫ T
0
‖ξN (t)‖pL2 dt+ E
∫ T
0
∫ T
0
‖ξN (t)− ξN (s)‖4H−α
|t− s|7/3 dtds ≤ Cp, (2.6)
then {LN}N∈N is tight on C([0, T ],H−).
In order to apply Corollary 2.5 to the laws of the processes {θN}N≥1 and {ωN}N≥1, we
need to estimate the H−4-norm of the increments θNt − θNs and ωNt − ωNs , 0 ≤ s < t ≤ T . This
is done in the following lemma.
Lemma 2.6. Denote by fk(x) = e
2πik·x, x ∈ T2, k ∈ Z20. There exists C = Cκ,ν,T,‖θ0‖L2 ,‖ω0‖L2 >
0, independent of N , such that for any k ∈ Z20 and 0 ≤ s < t ≤ T , it holds
E
(|〈θNt − θNs , fk〉|4) ∨ E(|〈ωNt − ωNs , fk〉|4) ≤ C|k|8(t− s)2.
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Proof. It suffices to consider k ∈ Z20 with |k| ≤ N . By the first equation in (2.3),
〈θNt − θNs , fk〉 =
∫ t
s
[〈θNr , uNr · ∇fk〉+(κ+ ν)〈θNr ,∆fk〉] dr−
√
2ν
‖σ‖ℓ2
∑
l
σl
∫ t
s
〈θNr , el · ∇fk〉dW lr.
Therefore,
E
(|〈θNt − θNs , fk〉|4) ≤ CE
[∣∣∣ ∫ t
s
[〈θNr , uNr · ∇fk〉+ (κ+ ν)〈θNr ,∆fk〉] dr∣∣∣4
]
+ CE
[∣∣∣
√
2ν
‖σ‖ℓ2
∑
l
σl
∫ t
s
〈θNr , el · ∇fk〉dW lr
∣∣∣4].
Using the bounds (2.4) and the facts |∇fk| = 2π|k|, |∆fk| = 4π2|k|2, it is easy to show that
E
[∣∣∣ ∫ t
s
[〈θNr , uNr · ∇fk〉+ (κ+ ν)〈θNr ,∆fk〉] dr∣∣∣4
]
≤ Cκ,ν,T,‖θ0‖L2 ,‖ω0‖L2 |k|
8(t− s)4.
Next, by the Burkholder-Daves-Gundy inequality and the estimate ‖θNr ‖L2 ≤ ‖θ0‖L2 ,
E
[∣∣∣
√
2ν
‖σ‖ℓ2
∑
l
σl
∫ t
s
〈θNr , el · ∇fk〉dW lr
∣∣∣4] ≤ C ν2‖σ‖4
ℓ2
E
[(∑
l
σ2l
∫ t
s
|〈θNr , el · ∇fk〉|2 dr
)2]
≤ C ν
2
‖σ‖4
ℓ2
(∑
l
σ2l
∫ t
s
‖θ0‖2L2 · 4π2|k|2 dr
)2
≤ Cν,‖θ0‖L2 |k|
4(t− s)2.
Summing up these arguments we obtain the estimate on the process θN . In the same way,
using the second equation in (2.3) we can prove the estimate for ωN .
Recall that PN (resp. QN ) is the law of the process θ
N (resp. ωN ), N ≥ 1. With the above
estimates in hand, we can prove the tightness of the laws {PN}N≥1 and {QN}N≥1.
Corollary 2.7. The family of laws {PN}N≥1 is tight on L2(0, T, L2(T2)) ∩ C(0, T,H−(T2))
and the family {QN}N≥1 is tight on C(0, T,H−(T2)).
Proof. We only show the tightness of {PN}N≥1; the proof of the second assertion is easier.
First, to show the tightness of {PN}N≥1 on L2(0, T, L2(T2)), by (2.4) and Corollary 2.5(i), it
suffices to consider the second expectation in (2.5). We have, by Lemma 2.6,
E
(‖θNt − θNs ‖2H−α) = E(∑
k
1
|k|2α |〈θ
N
t − θNs , fk〉|2
)
≤
∑
k
1
|k|2αC|k|
4|t− s| ≤ Cα|t− s|
since α > 5. Here, the constant Cα is independent of N . Therefore, for any N ≥ 1,
E
∫ T
0
∫ T
0
‖θNt − θNs ‖2H−α
|t− s|1+2γ dtds ≤
∫ T
0
∫ T
0
Cα|t− s|
|t− s|1+2γ dtds ≤ C
′
since γ < 1/2. This implies that {PN}N≥1 is tight on L2(0, T, L2(T2)).
Next, by Cauchy’s inequality,
E
(‖θNt − θNs ‖4H−α) = E
[(∑
k
1
|k|2α |〈θ
N
t − θNs , fk〉|2
)2]
≤
(∑
k
1
|k|2α
)∑
k
1
|k|2αE
(|〈θNt − θNs , fk〉|4)
≤ Cα
∑
k
1
|k|2αC|k|
8|t− s|2 ≤ C ′α|t− s|2,
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where we have used again the fact that α > 5. As a result,
E
∫ T
0
∫ T
0
‖θNt − θNs ‖4H−α
|t− s|7/3 dtds ≤
∫ T
0
∫ T
0
C ′α|t− s|2
|t− s|7/3 dtds ≤ C
′′.
The assertion (ii) of Corollary 2.5 implies the tightness of {PN}N≥1 on C(0, T,H−(T2)).
Now recall that ηN is the joint law of the pair of processes (θ
N , ωN ), N ≥ 1. We conclude
from Corollary 2.7 that the family {ηN}N≥1 is tight on
X = (L2(0, T, L2(T2)) ∩C(0, T,H−(T2)))× C(0, T,H−(T2)).
The rest of the arguments is quite classical, and thus we only give a sketch here. By the
Prohorov theorem ([6, p.59, Theorem 5.1]), we can find a subsequence {Ni}i≥1 such that
ηNi converges weakly as i → ∞ to some probability measure η supported on X . Next, the
Skorokhod representation theorem ([6, p.70, Theorem 6.7]) implies that there exist a new
probability space
(
Ξ˜, F˜ , P˜), a sequence of stochastic processes (θ˜Ni, ω˜Ni) and a limit process(
θ˜, ω˜
)
defined on
(
Ξ˜, F˜ , P˜), such that
(1) for any i ≥ 1, the pair (θ˜Ni, ω˜Ni) has the same law ηNi as (θNi , ωNi);
(2) P˜-a.s.,
(
θ˜Ni, ω˜Ni
)
converges in the topology of(
L2(0, T, L2(T2)) ∩ C(0, T,H−(T2))) × C(0, T,H−(T2))
to the limit process
(
θ˜, ω˜
)
.
Combining the assertion (1) and the uniform bounds (2.4), we conclude that, P˜-a.s. for all
i ≥ 1 and t ∈ [0, T ],
‖θ˜Nit ‖2L2 + κ
∫ t
0
‖∇θ˜Nis ‖2L2 ds ≤ ‖θ0‖2L2 , ‖ω˜Nit ‖L2 ≤ ‖ω0‖L2 + Cκ,T‖θ0‖L2 . (2.7)
From these bounds, it is not difficult to show that (cf. [15, Lemma 3.5]) the limit processes θ˜
and ω˜ satisfy
P˜-a.s., ‖θ˜‖L∞(L2) ≤ ‖θ0‖L2 and ‖ω˜‖L∞(L2) ≤ ‖θ0‖L2 + Cκ,T ‖ω0‖L2 .
Moreover, one can prove that the process θ˜ is weakly differentiable in the spatial variable and
P˜-a.s., ‖∇θ˜‖L2(L2) ≤
1√
κ
‖θ0‖L2 .
Therefore, the pair
(
θ˜, ω˜
)
verifies the second assertion in Theorem 2.2.
Next, let u˜ = K ∗ ω˜ be the corresponding velocity field on the new probability space(
Ξ˜, F˜ , P˜). Thanks to the convergence results in item (2) above, it is standard to show that the
processes θ˜, ω˜ and u˜ satisfy the equations (2.1) and (2.2). We remark that, for any i ≥ 1, we
need also to find a sequence of independent complex Brownian motions
{
W˜Ni,k
}
k∈Z2
0
, as well
as a family of limit Brownian motions
{
W˜ k
}
k∈Z2
0
, such that P˜-a.s., W˜Ni,k converges to W˜ k
in the topology of C([0, T ],C) for all k ∈ Z20. To this end, we can consider the law W of the
family {W k}k∈Z2
0
together with ηN , N ≥ 1. It is easy to show that the family {ηN ⊗W}N≥1
of joint laws is tight on some suitable space, and then we apply the Prohorov theorem and the
Skorokhod theorem. We omit the details here, see the discussions above (3.8) in [15].
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3 Proof of Theorem 1.2
In this section we take a sequence {σN}N≥1 ⊂ ℓ2 such that, for all N ≥ 1
σNk = σ
N
l for all k, l ∈ Z20 with |k| = |l|,
and
lim
N→∞
‖σN‖ℓ∞
‖σN‖ℓ2
= 0. (3.1)
For any N ≥ 1, we consider the equations

dθN + uN · ∇θN dt = (κ+ ν)∆θN dt+
√
2ν
‖σN‖ℓ2
∑
k
σNk ek · ∇θN dW kt ,
dωN + uN · ∇ωN dt = (∂1θN + ν∆ωN) dt+
√
2ν
‖σN‖ℓ2
∑
k
σNk ek · ∇ωN dW kt
(3.2)
with the initial data (θN0 , ω
N
0 ) ∈ (L2(T2))2. Here, uN = K ∗ ωN . By Theorem 2.2, the
above system admits a weak solution (θN , ωN ) in the sense of Definition 2.1, defined on some
probability space (Ξ,F ,P); furthermore, we have the following assertions:
(a′) for any N ≥ 1, P-a.s., one has
‖θN‖L∞(L2)∨‖∇θN‖L2(L2) ≤ (1∨κ−1/2)‖θN0 ‖L2 , ‖ωN‖L∞(L2) ≤ ‖θN0 ‖L2 +Cκ,T‖ωN0 ‖L2 ;
(3.3)
(b′) for any φ ∈ C∞(T2), P-a.s. for all t ∈ [0, T ], the following equalities hold:
〈θNt , φ〉 = 〈θN0 , φ〉+
∫ t
0
[〈θNs , uNs · ∇φ〉+ (κ+ ν)〈θNs ,∆φ〉] ds
−
√
2ν
‖σN‖ℓ2
∑
k
σNk
∫ t
0
〈θNs , ek · ∇φ〉dW ks ,
(3.4)
〈ωNt , φ〉 = 〈ωN0 , φ〉+
∫ t
0
[〈ωNs , uNs · ∇φ〉 − 〈θNs , ∂1φ〉+ ν〈ωNs ,∆φ〉] ds
−
√
2ν
‖σN‖ℓ2
∑
k
σNk
∫ t
0
〈ωNs , ek · ∇φ〉dW ks .
(3.5)
We remark that the processes (θN , ωN ) might be defined on different probability spaces, but
for simplicity we do not distinguish the notations Ξ,P,E etc.
We first prove the following intermediate convergence result.
Proposition 3.1. Assume that the sequence (θN0 , ω
N
0 ) converges weakly in (L
2(T2))2 to some
limit (θ0, ω0). Then, the sequence (θ
N , ωN ) of weak solutions converges weakly to the unique
solution of the deterministic viscous Boussinesq system{
∂tθ + u · ∇θ = (κ+ ν)∆θ,
∂tω + u · ∇ω = ∂1θ + ν∆ω
(3.6)
with initial data (θ0, ω0).
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Proof. There is a constant C > 0 such that
sup
N≥1
(‖θN0 ‖L2 ∨ ‖ωN0 ‖L2) ≤ C <∞. (3.7)
Combining this bound with the estimates (3.3), we can repeat the arguments in Section 2 to
show that the family {ηN}N≥1 of laws of the processes {(θN , ωN )}N≥1 is tight on(
L2(0, T, L2(T2)) ∩ C(0, T,H−(T2)))× C(0, T,H−(T2)).
Consequently, applying the Prohorov theorem and the Skorokhod theorem, we can find a
subsequence {ηNi}i≥1 and a new probability space
(
Ξˆ, Fˆ , Pˆ), and a sequence of processes{
(θˆNi , ωˆNi)
}
i≥1
and a limit process (θˆ, ωˆ) defined on
(
Ξˆ, Fˆ , Pˆ), such that
(1′) for any i ≥ 1, the pair (θˆNi, ωˆNi) has the same law ηNi as (θNi , ωNi);
(2′) Pˆ-a.s.,
(
θˆNi, ωˆNi
)
converges in the topology of(
L2(0, T, L2(T2)) ∩ C(0, T,H−(T2))) × C(0, T,H−(T2))
to the limit process
(
θˆ, ωˆ
)
.
Combining the assertion (1′) with the equations (3.4) and (3.5), we conclude that the pair(
θˆNi , ωˆNi
)
satisfies the same equations. Indeed, similarly to the discussions at the end of Section
2, for any i ≥ 1, there exists a family of independent Brownian motions {WˆNi,k}k∈Z2
0
such that
for all i ≥ 1, for any φ ∈ C∞(T2), one has Pˆ-a.s. for all t ∈ [0, T ],
〈θˆNit , φ〉 = 〈θNi0 , φ〉+
∫ t
0
[〈θˆNis , uˆNis · ∇φ〉+ (κ+ ν)〈θˆNis ,∆φ〉] ds
−
√
2ν
‖σNi‖ℓ2
∑
k
σNik
∫ t
0
〈θˆNis , ek · ∇φ〉dWˆNi,ks ,
(3.8)
〈ωˆNit , φ〉 = 〈ωNi0 , φ〉+
∫ t
0
[〈ωˆNis , uˆNis · ∇φ〉 − 〈θˆNis , ∂1φ〉+ ν〈ωˆNis ,∆φ〉] ds
−
√
2ν
‖σNi‖ℓ2
∑
k
σNik
∫ t
0
〈ωˆNis , ek · ∇φ〉dWˆNi,ks ,
(3.9)
where uˆNis = K ∗ ωˆNis , s ∈ [0, T ]. Furthermore, thanks to the bounds (3.3) and (3.7), we deduce
from assertion (1′) that, Pˆ-a.s.,
sup
i≥1
(
‖θˆNi‖L∞(L2) ∨ ‖∇θˆNi‖L2(L2)
)
≤ C ′ <∞, sup
i≥1
‖ωˆNi‖L∞(L2) ≤ C ′ <∞. (3.10)
Combining the above uniform estimates with assertion (2′), it is easy to show that all the
terms in (3.8) and (3.9), except the stochastic integrals, converge as i→∞ to the corresponding
limits. In the following, we prove that the stochastic integrals vanish in the mean square sense.
Indeed, by the Burkholder-Daves-Gundy inequality,
E
[∣∣∣
√
2ν
‖σNi‖ℓ2
∑
k
σNik
∫ t
0
〈θˆNis , ek · ∇φ〉dWˆNi,ks
∣∣∣2]
=
2ν
‖σNi‖2
ℓ2
∑
k
(
σNik
)2
E
∫ t
0
∣∣〈θˆNis , ek · ∇φ〉∣∣2 ds
≤ 2ν ‖σ
Ni‖2ℓ∞
‖σNi‖2
ℓ2
E
∑
k
∫ t
0
∣∣〈θˆNis , ek · ∇φ〉∣∣2 ds.
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Note that the family of vector fields {ek}k∈Z2
0
is orthonormal; by the Bessel inequality,
∑
k
∣∣〈θˆNis , ek · ∇φ〉∣∣2 ≤ ‖θˆNis ∇φ‖2L2 ≤ ‖θˆNis ‖2L2‖∇φ‖2∞ ≤ C‖∇φ‖2∞,
where the last step follows from (3.10). Consequently,
E
[∣∣∣
√
2ν
‖σNi‖ℓ2
∑
k
σNik
∫ t
0
〈θˆNis , ek · ∇φ〉dWˆNi,ks
∣∣∣2] ≤ CνT‖∇φ‖2∞ ‖σNi‖2ℓ∞‖σNi‖2
ℓ2
which, by (3.1), tends to 0 as i→∞. In the same way, we can show that the martingale part
in (3.9) also vanishes as i → ∞. Therefore, the limit (θˆ, ωˆ) is a weak solution to (3.6). Since
the system (3.6) admits a unique solution for any initial data (θ0, ω0) ∈ (L2(T2))2, we conclude
that the whole sequence {(θˆN , ωˆN )}N≥1 converges weakly to (θˆ, ωˆ). This immediately leads to
the desired result.
Now we can prove the main result of this paper.
Proof of Theorem 1.2. We argue by contraction. Suppose that there exists an ε0 > 0 such that
lim sup
N→∞
sup
‖(θ0,ω0)‖L2≤R
sup
Q∈C
σN
(θ0,ω0)
Q
({ϕ ∈ X : ‖ϕ− Φ·(θ0, ω0)‖X > ε0}) > 0.
Then, there is a subsequence {Ni}i≥1 and (θNi0 , ωNi0 ) ∈ (L2(T2))2 with supi≥1 ‖(θNi0 , ωNi0 )‖L2 ≤
R, and QNi ∈ CσNi (θNi0 , ωNi0 ) such that (choose ε0 even smaller if necessary)
QNi
({ϕ ∈ X : ‖ϕ− Φ·(θNi0 , ωNi0 )‖X > ε0}) ≥ ε0, i ≥ 1. (3.11)
First, since supi≥1 ‖(θNi0 , ωNi0 )‖L2 ≤ R, up to a subsequence, we can assume that (θNi0 , ωNi0 )
converges weakly in (L2(T2))2 to some (θ0, ω0). For any i ≥ 1, let (θNi , ωNi) be a weak solution
to (1.8) in the sense of Definition 2.1, with σ = σNi and distributed as QNi ; in particular, it
has the initial data (θNi0 , ω
Ni
0 ). Using again the boundedness of the family {(θNi0 , ωNi0 )}i≥1 and
by Theorem 2.2, we have
sup
i≥1
(
‖θNi‖L∞(L2) ∨ ‖∇θNi‖L2(L2)
)∨
sup
i≥1
‖θNi‖L∞(L2) ≤ C0 <∞;
moreover, (θNi , ωNi) satisfies stochastic equations of the form (3.4) and (3.5). Therefore, we can
repeat the arguments in the proof of Proposition 3.1 to show that, up to a further subsequence,
(θNi , ωNi) converges weakly to the unique solution Φ·(θ0, ω0) of the deterministic system (3.6)
with initial data (θ0, ω0). Since the limit is deterministic, we conclude that (θ
Ni , ωNi) converges
also in probability to Φ·(θ0, ω0). This implies that
lim
i→∞
QNi
({ϕ ∈ X : ‖ϕ− Φ·(θ0, ω0)‖X > ε0}) = 0. (3.12)
Next, for any i ≥ 1, recall that Φ·(θNi0 , ωNi0 ) is the unique solution to the deterministic
system (3.6) with initial data (θNi0 , ω
Ni
0 ). Using the equations in (3.6) and the weak convergence
of (θNi0 , ω
Ni
0 ) to (θ0, ω0), it is easy to see that, up to a subsequence, Φ·(θ
Ni
0 , ω
Ni
0 ) converges in
the topology of X to the limit Φ·(θ0, ω0), which is the solution of the system (3.6) with initial
data (θ0, ω0). Combining this fact with (3.12), we immediately get a contradiction to (3.11).
This completes the proof.
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4 Appendix: Uniqueness of viscous Boussinesq system with
L
2-initial data
In this section we prove that the viscous system

∂tθ + u · ∇θ = κ∆θ,
∂tω + u · ∇ω = ∂1θ + ν∆ω,
u = K ∗ ω
(4.1)
admits a unique global solution for L2-initial data (θ0, ω0). Since the precise values of κ and ν
are not important in the arguments below, we assume κ = ν = 1 for simplicity.
We first give some classical a priori estimates. Since the velocity field u is divergence free,
the first equation in (4.1) yields
‖θt‖2L2 + 2
∫ t
0
‖∇θs‖2L2 ds = ‖θ0‖2L2 , t ∈ [0, T ]. (4.2)
Using the second equation we have
d
dt
‖ω‖2L2 = 2〈ω,∆ω + ∂1θ〉 ≤ −2‖∇ω‖2L2 + 2‖ω‖L2‖∂1θ‖L2 . (4.3)
In particular, ddt‖ω‖2L2 ≤ 2‖ω‖L2‖∂1θ‖L2 , and thus ddt‖ω‖L2 ≤ ‖∂1θ‖L2 ≤ ‖∇θ‖L2 , which
implies
‖ωt‖L2 ≤ ‖ω0‖L2 +
∫ t
0
‖∇θs‖L2 ds
≤ ‖ω0‖L2 +
√
T‖∇θ‖L2(L2) ≤ (1 ∨
√
T )(‖ω0‖L2 + ‖θ0‖L2),
(4.4)
where ‖ · ‖L2(L2) = ‖ · ‖L2(0,T ;L2(T2)) and we have used (4.2) in the last step. Integrating (4.3)
in time yields
‖ωt‖2L2 + 2
∫ t
0
‖∇ωs‖2L2 ds ≤ ‖ω0‖2L2 + 2
∫ t
0
‖ωs‖L2‖∂1θs‖L2 ds
≤ ‖ω0‖2L2 + 2‖ω‖L2(L2)‖∇θ‖L2(L2).
Combining this estimate with (4.2) and (4.4), we arrive at
‖ωt‖2L2 + 2
∫ t
0
‖∇ωs‖2L2 ds ≤ CT
(‖ω0‖2L2 + ‖θ0‖2L2). (4.5)
From the estimates (4.2) and (4.5), an application of the Galerkin approximation yields the
existence of solutions to the system (4.1).
Theorem 4.1. Given (θ0, ω0) ∈ (L2(T2))2, the system (4.1) admits a unique solution in
θ, ω ∈ L∞(0, T ;L2(T2)) ∩ L2(0, T ;H1(T2));
moreover, there exists a constant CT > 0 such that the solution fulfils the bounds
‖θ‖L∞(L2) ∨ ‖θ‖L2(H1) ∨ ‖ω‖L∞(L2) ∨ ‖ω‖L2(H1) ≤ CT
(‖ω0‖L2 + ‖θ0‖L2). (4.6)
15
The proof of the uniqueness assertion is similar to that of 2D Navier-Stokes equations. We
introduce the following space
H = {f ∈ L2(0, T ;H1(T2)) : ∂tf ∈ L2(0, T ;H−1(T2))},
where the time derivative is understood in the distributional sense. It is a classical result
(cf. [24, p. 39, Lemma 2.1.5]) that H is continuously embedded into C([0, T ], L2(T2)) and
compactly embedded in L2
(
[0, T ],Hm(T2)
)
for any m < −1. Moreover, by [24, (2.10)], for any
f ∈ H and t ∈ [0, T ], ∫ t
0
〈f, ∂sf〉ds = 1
2
(‖ft‖2L2 − ‖f0‖2L2).
The above equality implies that t 7→ ‖ft‖2L2 is an absolutely continuous function and
d
dt
‖ft‖2L2 = 2〈f, ∂tf〉. (4.7)
Using the estimates (4.6) and the equations in (4.1), it is not difficult to see that θ, ω ∈ H.
Proof of Theorem 4.1: uniqueness. Let (θi, ωi), i = 1, 2 be two solutions to the system (4.1)
with the same initial condition (θ0, ω0); denote by u
i = K ∗ ωi, i = 1, 2. Let θ¯ = θ1 − θ2,
ω¯ = ω1 − ω2 and u¯ = u1 − u2, then
∂tθ¯ −∆θ¯ = −
(
u¯ · ∇θ1 + u2 · ∇θ¯),
∂tω¯ −∆ω¯ = ∂1θ¯ −
(
u¯ · ∇ω1 + u2 · ∇ω¯).
Using (4.7), we arrive at
1
2
‖θ¯t‖2L2 +
∫ t
0
‖∇θ¯s‖2L2 ds = −
∫ t
0
[〈u¯s · ∇θ1s , θ¯s〉+ 〈u2s · ∇θ¯s, θ¯s〉] ds = −
∫ t
0
〈u¯s · ∇θ1s , θ¯s〉ds
(4.8)
since u2s is divergence free. In the same way, using the second equation yields
1
2
‖ω¯t‖2L2 +
∫ t
0
‖∇ω¯s‖2L2 ds = −
∫ t
0
〈u¯s · ∇ω1s , ω¯s〉ds+
∫ t
0
〈∂1θ¯s, ω¯s〉ds. (4.9)
We first estimate the right-hand side of (4.8): by Ho¨lder’s inequality with exponents 12 +
1
4 +
1
4 = 1, ∣∣〈u¯s · ∇θ1s , θ¯s〉∣∣ ≤ ‖∇θ1s‖L2‖θ¯s‖L4‖u¯s‖L4 ≤ C‖θ1s‖H1‖θ¯s‖H1‖u¯s‖H1 ,
where we have used the Sobolev embedding inequality (H1 ⊂)H1/2 ⊂ L4 in the 2D setting.
Since ‖θ¯s‖H1 ≤ C‖∇θ¯s‖L2 , one has
∣∣〈u¯s · ∇θ1s , θ¯s〉∣∣ ≤ C‖θ1s‖H1‖∇θ¯s‖L2‖u¯s‖H1 ≤ 12‖∇θ¯s‖2L2 + C‖θ1s‖2H1‖ω¯s‖2L2 .
Combining this estimate with (4.8) leads to
‖θ¯t‖2L2 +
∫ t
0
‖∇θ¯s‖2L2 ds ≤ C
∫ t
0
‖θ1s‖2H1‖ω¯s‖2L2 ds. (4.10)
Similarly, for the right-hand side of (4.9), one has∣∣〈u¯s · ∇ω1s , ω¯s〉∣∣ ≤ ‖∇ω¯s‖2L2 + C‖ω1s‖2H1‖ω¯s‖2L2
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and
|〈∂1θ¯s, ω¯s〉| ≤ ‖∂1θ¯s‖L2‖ω¯s‖L2 ≤ ‖∇θ¯s‖L2‖ω¯s‖L2 ≤
1
2
‖∇θ¯s‖2L2 +
1
2
‖ω¯s‖2L2 .
Therefore, we obtain from (4.9) that
‖ω¯t‖2L2 ≤ C
∫ t
0
(
1 + ‖ω1s‖2H1
)‖ω¯s‖2L2 ds+
∫ t
0
‖∇θ¯s‖2L2 ds.
Combining this inequality with (4.10) gives us
‖θ¯t‖2L2 + ‖ω¯t‖2L2 ≤ C
∫ t
0
(
1 + ‖ω1s‖2H1
)‖ω¯s‖2L2 ds+ C
∫ t
0
‖θ1s‖2H1‖ω¯s‖2L2 ds
≤ C
∫ t
0
(
1 + ‖ω1s‖2H1 + ‖θ1s‖2H1
)‖ω¯s‖2L2 ds.
Since 1+‖ω1s‖2H1+‖θ1s‖2H1 is integrable in s ∈ [0, T ] and ‖ω¯s‖2L2 ≤ ‖θ¯s‖2L2+‖ω¯s‖2L2 , the Gronwall
inequality implies that ‖θ¯t‖2L2 + ‖ω¯t‖2L2 = 0 for all t ∈ [0, T ]. Therefore, θ1 = θ2 and ω1 = ω2.
This completes the proof of uniqueness.
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