Zero-shot translation is the task of translating between a language pair where no aligned data for the pair is provided during training. In this work we employ a model that creates paraphrases which are written in the style of another existing text. Since we provide the model with no paired examples from the source style to the target style during training, we call this task zero-shot style transfer. Herein, we identify a high-quality source of aligned, stylistically distinct text in Bible versions and use this data to train an encoder/decoder recurrent neural model. We also train a statistical machine translation system, Moses, for comparison. We find that the neural network outperforms Moses on the established BLEU and PINC metrics for evaluating paraphrase quality. This technique can be widely applied due to the broad definition of style which is used. For example, tasks like text simplification can easily be viewed as style transfer. The corpus itself is highly parallel with 33 distinct Bible Versions used, and human-aligned due to the presence of chapter and verse numbers within the text. This makes the data a rich source of study for other natural language tasks.
Introduction
Written text is one way in which we communicate our thoughts to each other. But given any "message" there are many ways to write a sentence capable of conveying the embedded information, even when they are all written in the same language. That's at the heart of the notion of "style". The various versions may have the same meaning, or semantic content, and insofar as they use different words are each "paraphrases" of each other. These paraphrases, while sharing the same semantic content, are not necessarily interchangeable. When writing a sentence we consider not only the semantic content we wish to communicate, but also the manner, or style, in which we express it. A different wording may convey different levels of politeness or familiarity with the reader, display different cultural information about the writer, be easier to understand for certain populations, etc.
The problem of stylistic paraphrasing is clearly relevant for the creation of natural language generation systems. The translations, paraphrases, summarisations, and other language generated a natural language system is only useful if the outputs are understood and accepted by the intended audience. This may require us to target certain levels of simplicity, formality, or other characteristics of style in the language produced.
We approach the problem of stylistic paraphrasing by training a model to produce paraphrases that target the writing style used in some existing work. There are many features of the prose which contribute to the perceived style of a text including sentence length, use of passive or active voice, vocabulary level, tone, and level of formality. Analysis and classification of style focusing on sentiment, usage of stop-words, formality, etc have all been the subject of study [23, 14, 4, 30] . Similarly, generation of language targeting one aspect of style such as simplicity, formality, length, and use of active voice have received attention [31, 29, 40, 41] . Our approach does not consider any of these aspects explicitly, but instead learns to create text similar to the provided target text by learning to preserve content and alter style simultaneously. As mentioned, some work has focused on generating text controlling politeness and simplicity [29, 40] , but with only a few recent exceptions both attempting to modernize Shakespearean languague [39, 16] there seems to be little work using a broader definition of style. A highly competent system which can preserve meaning but produce text of a desired style could be applied in many ways. For example, we could use text we deem to be simple as a target and use such a system for text simplification, or could even produce literary classics as though they had been written by another literary master. Rather than simply wondering what "Pride and Prejudice" would have looked like if it had been authored by Hemingway, we could have the model generate it.
The main contributions of our work are as follows:
Identification of a Highly Parallel Corpus.
Herein we identify a novel and highly parallel corpus useful for the style paraphrasing task: thirty-two stylistically distinct versions of the Bible (Old and New Testaments). Each version is understood as embodying a unique writing style. The versions in this corpus embody a wide range of intentions. Versions such as the International Children's Bible were written to be simple enough to be understood by children. Other versions, like the 21st Century King James Version, were written to maintain the "the traditional Biblical language" 1 of the original King James Version written in the 1600's. In addition to being viewed indivudally, the versions can also be partitioned according to several stylistic criteria, any one of which could be a goal of a paraphrasing. For example, metrics that enable the identification of versions deemed "simple" could identify a subcorpus that trains towards the task of text simplification. Versions identifed as using "old" language could be used to train towards the task of "text archaification". Such richly parallel datasets are difficult to find, but this corpus provides such a wide range of text that it could be used to focus on a wide range of stylistic features already present within the data.
Another benefit of this dataset is that the alignment exists within the data itself. While many parallel corpora require alignment before they can be used, here verse numbers immediately identify equivalent pieces of text. Thus, in this data the text has all been aligned by humans already. This eliminates the need to use text alignment algorithms which may not produce alignments that match human judgement.
Zero-Shot Style Transfer
One of our main technical contributions is our "zero-shot stylistic paraphrasing", inspired by zero-shot machine translation [17] . In zero-shot translation, the system must translate from one language to another even though it has never seen a translation between the particular language pair. Similarly, we train our model without ever giving examples that pair the source and target versions which we ultimately use for testing. This approach is important, as paired data may not exist for many of the potential applications of style transfer.
Use of Encoder-Decoder Recurrent Neural Networks for Style Transfer
We treat the task of zero-shot style transfer as a monolingual machine translation problem and train a version of encoder-decoder recurrent neural networks (Seq2Seq) architecture on our dataset. Seq2Seq architectures were first introduced and used for machine translation [6] and has been widely used and adapted [32, 2, 8] since the original publication. One such paper used the model to perform zero-shot machine translation [17] . Despite the success of this architecture on similar problems, application to stylistic paraphrasing has not been thoroughly explored. We are aware of only one existing work [16] which uses such a network in this context on real data. Our work continues the exploration of these models for style transfer. We use some different techniques and modifications, which may allow the Seq2Seq model to be applied to less specialized corpora than in the existing work. We, like the authors [16] , find that Seq2Seq is able to outperform existing statistical translation methods on this task, but through the use of style tags are able to achieve this result without the use of a domain-specific and human produced dictionary.
Related Work
The clearest connection is to work in traditional language-to-language translation. The Seq2Seq model was first created and used in conjunction with statistical methods to perform machine translation [6] . The model consists of a recurrent neural network acting as an encoder which produces an embedding of the full sequence of inputs. This sentence embedding is then used by another recurrent neural network which acts as a decoder and produces a sequence corresponding to the original input sequence. Long Short-Term Memory(LSTM) [13] was introduced to allow a recurrent neural network to store information for an extended period of time. Using a formulation of LSTM which differs slightly from the original [10] , the Seq2Seq model was adapted to use multiple LSTM layers on both the encoding and decoding sides [32] . This model demonstrated near state-of-the-art results on the WMT-14 English-to-French Translation task.
2 In another modification an attention mechanism was introduced [2] which allowed the decoder network to learn to focus on relevant parts of the encoded source sentence during decoding. This again achieved near state-of-the-art results on English-to-French translation.
Another paper proposed a version of the model which could translate into many languages [2] . They use a single encoder, but a different decoder for each target language. This idea was extended to study multi-way multilingual machine translation with a recurrent network [9] using a model that translates from many different language pairs by training a separate encoder for every source language and a separate decoder for every target language. They use the correct encoder and decoder for the encountered language pair, but have an attention mechanism that is shared across all pairs.
Recently, a neural machine translation model capable of both multilingual translation and zero-shot translation was introduced [17] . The authors make no major changes to the Seq2Seq architecture, but introduce special tokens at the start of each input sentence indicating the target language. The model can learn to translate between two languages which never appeared as a pair in the training data, provided it has seen each of the languages paired with others. They call this task zero-shot translation.
With this advance the general idea of using artificially introduced tags in neural machine translation soon found use for encoding data other than target language. Researchers use such tags (at the end of their source sentences rather then beginning) to target the use of active or passive voice in Japaneseto-English translation [40] . Some languages such as German use honourifics to express formality. Tags encoding a target level of formality were employed to control the use of the honourifics in English-to-German neural machine translation [29] .
This work on machine translation is relevant for paraphrase generation framed as a form of monolingual translation. In this context statistical machine translation techniques were used to generate novel paraphrases [26] . More recently, phrase-based statistical machine translation software was used to create paraphrases [36] .
Tasks such as text simplification [31, 37] can be viewed as a form of style transfer. Paraphrase targeting a more general interpretation of style was first introduced in 2012 [39] . Therein the authors use a dataset of Shakespearean plays and their modern "translations" and train several models to convert text between the styles.
The advances mentioned previously in neural machine translation have only started to be applied to more general stylistic paraphrasing. One approach proposed the training of a neural model which would "disentangle" stylistic and semantic features, but did not publish any results [18] . Another attempt at text simplification as stylistic paraphrasing is [35] . They generate artificial data and show that the model performs well, but do no experiments with human-produced corpora. The Shakespeare dataset [16] recently was used with a Seq2Seq model [39] . Their results are impressive, showing significant improvement over statistical machine translation methods as measured by automatic metrics. They experiment with many settings, but their best models all require the integration of a human-produced dictionary which translates approximately 1500 Shakespearean words to their modern equivalent. None of the models they explore without using this dictionary are able to outperform the statistical model. Since such dictionaries do not exist for most style pairs we show that Seq2Seq can outperform statistical methods without such specialized data. This generality opens up a much broader collection of text as candidates for style transfer using Seq2Seq.
Data

Data Collection
As stated above, a significant contribution of this paper is the identification of Bible versions as a paraphrase dataset. For our work we collected 32 English translations of the Bible from BibleGateway.com, and also the Bible in Basic English from www.o-bible.com. The complete list of versions used can be seen in Table 1 . This data is highly parallel and high-quality, having been produced by human translators. Sentence level alignment of parallel text is needed for many NLP tasks. Work exists on methods to automatically align texts [43, 15, 7] , but the alignments produced are imperfect and some have been criticized for issues which decrease their usefulness [38] . The Bible corpus is humanaligned by virtue of the consistent use of book, chapter, and verse number across translations. While many verses are single sentences some are sentence fragments or several sentences. This is not problematic as we only require the parallel text to be aligned in small parts which have the same meaning, but there is no obvious reason that this must be at a strict sentence level.
Some Bible versions contain instances of several verses combined to one. For example, we may find a Bible version with "Genesis 1:1-4" instead of singluar instances of each of the four verses. We remove these aggregations versions from our data to keep the alignment more fine-grained and consistent. Even with this regularization we still have approximately 33.8 million potential source and target verse pairings.
Data Processing
Data Splitting
We need to split our data into training, testing, and development sets. We begin by randomly selecting 200 verses for the development set. We write out a file containing the "ERV" (Easy-to-Read) and "KJ21" (King James 21st Century) versions of these 200 verses since we will ultimately evaluate performance on the task of paraphrasing "ERV" verses into the "KJ21" style. We wanted to choose versions which were obviously stylistically different in order to discourage the system from simply reproducing the source verses. "ERV" and "KJ21" were identified qualitatively as good candidates and then confirmed to be much less similar than most versions by measuring the BLEU score [24] between them. We then remove all occurrences of these verses from the testing and training datasets. For example, if Genesis 1:1 appears in the development set, then no version of Genesis 1:1 will be included in the testing or training sets. Next a 200-verse "ERV" to "KJ21" testing set is selected from the remaining verses. Again, all other versions of these verses are removed from future consideration. A 1000-verse sample of "KJ21" lines is created for eventual use to fine-tune the language model of the statistical translation baseline. All versions of these 1000 verses are also removed from our active set. Finally, 10 million verse-pairs are selected for the training set. Versions of the same verse can appear in training multiple times as long as they are part of a different source-target pair. In the training set we ensure that we do not select any pairs translating from "ERV" to "KJ21" so we can evaluate the model's zero-shot performance on this pair.
Style Tags
Existing work does zero-shot neural machine translation by adding to the beginning of each source sentence a special token indicating the language of the target sentence [17] . Similarly for all pairs in our training, testing, and development sets we prepend a tag to the source verse indicating the version of the target. For example if the target style for a verse pair is that of the 21st Century King James Version, we start off the source sentence with a "<KJ21>" token.
Vocabulary Construction
The verse numbers at the beginning of each line were removed and then each of the three sets (development, testing, training) was tokenised using the nltk package in Python. Names and rare words are difficult to handle in NLG tasks and often they are replaced with a generic "Unknown" token [34, 25, 2] . Recently, byte pair encoding was used to create a vocabulary of subword units which removes the need for such a token [28] . In the resulting vocabulary rare words are not present but the smaller units which make up the word are. For example, in our data the rarely seen word "caretakers" is replaced by two more frequent subwords "care" and "takers". We generated a vocabulary of the 40,000 most frequent subword units from all of our Bible versions, a random sampling of modern works from gutenberg.org, and articles from Wikipedia. The additional text sources were used to ensure that our vocabulary was diverse and realistic and did not contain only unusual biblical names and terms. This vocabulary was then applied to each of the samples by replacing any word which was not in the vocabulary with its constituent subword units.
6 of the Bible versions we used are available in the public domain. We have created a repository 3 which contains these 6 versions as well as the code and a brief walkthrough of how to run a version of our experiment which uses only these 6 versions.
Model
We use a multi-layer recurrent neural network encoder and multi-layer recurrent network with attention for decoding. This set-up is similar to those described by Sutskever et al. [32] and Bahdanau et al. [2] . We will refer to this model as "Seq2Seq" when comparing results.
The encoder consists of three layers each with 512 LSTM cells using the formulation from Graves [10] . These LSTM layers have residual connections between them [11] which have previously been applied to paraphrasing [25] . The encoder is bi-directional so it recurrently encodes the words in the sentence both forwards and backwards. Bi-directional recurrent neural networks [27] have been previously used for machine translation [2] . Our encoder first applies a trainable embedding layer to project each word into a 512-dimensional vector before being passed on to the LSTM layers. Dropout is performed on the input to each LSTM layer with probability of dropping set to 0.3. We perform this dropout between each layer, but not between the recurrent connections. This has been found to be most effective [42] .
The decoder also has three LSTM layers of 512 cells and first embeds each word into 512 dimensions using a learned embedding layer. At each timestep the next word's embedding is passed to the LSTM layers. These LSTM layers in the decoder are initialised using the final state of the corresponding layer in the encoder. Dropout is performed between layers as in the encoder. The decoder also uses an attention mechanism as described by Bahdanau et al. [2] to focus on specific parts of the output from each step of the encoder.
During training mini-batches of 64 verse-pairs are randomly selected from the training corpus. Each of the target and source sentences are truncated to 100 tokens if necessary. The tokens are fed into the encoder one-by-one, and once the entire sentence has been encoded the decoder is fed a special token signalling that it should begin generating a paraphrase. During training the decoder is given the correct previous word in the target sentence as input for each timestep other than the first, regardless of the correctness of output it produced. The model's parameters are then adjusted using the "Adam optimiser" [19] . A checkpoint of the model is saved after every 5000 mini-batches. The checkpoints are used to decode the development set and the checkpoint with the best sliding window of size 3 average BLEU score is used for inference on the testing data.
During inference a single source sentence is fed into the model but the target sentence is not provided. Unlike during training, the decoder is fed its own prediction as input for the next timestep. The decoder performs a beam search [32] with a width of 10 to produce the most likely paraphrase.
Experiment
As indicated above, we deploy the Seq2Seq model on a corpus of versions of the Bible using a publicly available library [3] . This library was implemented using the API provided by Tensorflow [1] . The Moses translation system [20] is frequently used to produce paraphrases [5, 39, 36, 16] serves as a useful baseline. See Figure 1 for an overview of our work process.
The code and data to run a version of our experiment on the publicly available portion of our data is available 4 . 
Metrics
We find that our Seq2Seq model outperforms Moses on this task. For evaluation we use several established measures. We first calculate BLEU [24] scores for our results. BLEU is a metric for comparing parallel corpora which rewards a candidate sentence for having n-grams which also appear in the target. Although it was created for evaluation of machine translation, it has been found that the scores correlated with human judgement when used to evaluate paraphrase quality [36] . The correlation was especially strong when the source sentence and candidate sentence differed by larger amounts as measured by Levenshtein distance over words. BLEU gets a some of what a good paraphrase should accomplish (similarity), but a good (i.e., interesting) paraphrase should use different words than the source sentence, as noted by Chen and Dolan [5] . They introduce the PINC score which "computes the percentage of n-grams that appear in the candidate sentence but not in the source sentence". The PINC score makes no use of target sentence, but rewards a candidate for being dissimilar from the source. To capture a candidate's similarity to the target and dissimilarity from the source they use both the BLEU and PINC scores together. They find that BLEU scores correlate with human judgement of semantic equivalence and that PINC scores correlated highly with human ratings of lexical dissimilarity. Lexical dissimilarity on its own is important for paraphrasing, but as previously mentioned, a high lexical dissimilarity may also strengthen the correlation of BLEU scores and human judgement of paraphrase quality [36] . The joint use of PINC and BLEU can also be found in previous work on stylistic paraphrasing [39, 16] .
ERV (source) KJ21 (target)
Moses Output Seq2Seq Output Now I will set you free from the power of Assyria . I will take the yoke off your neck and tear away the chains holding you . " for now will I break his yoke from off thee , and will burst thy bonds asunder . "
Now I shall make you free from the power of Assyria ; and I will take the yoke from off thy neck and rend away the chains holding thee . " And now will I deliver you from the hand of Assyria ; and I will take the yokes from off thy neck , and I will cut off the bonds from thee . I will make you my faithful bride . Then you will really know the Lord .
I will even betroth thee unto Me in faithfulness , and thou shalt know the Lord .
I will make thee my faithful bride . And ye shall know the Lord .
And
I will make thee My covenant , that thou mayest know the Lord .
I have fallen , but enemy , do n't laugh at me ! I will get up again . I sit in darkness now , but the Lord will be a light for me .
Rejoice not over me , O mine enemy ; when I fall , I shall arise ; when I sit in darkness , the Lord shall be a light unto me .
I have fallen , but enemy , do not laugh at me ! I will rise up again . I sit in darkness now , but the Lord will be a light to me .
I have fallen , but my enemy hath not mocked ; I will rise again ; I shall sit in darkness , and the Lord shall be a light unto me . 
Baseline
The statistical machine translation system Moses [20] is an established baseline for testing new paraphrasing corpora and models. It recasts paraphrase as a monolingual translation task on the paired data. Previous such uses include the work of Chen and Dolan [5] , Xu et al. [39] , and Wubben et al. [36] who found that it outperformed paraphrasing based on word substitution. It was also used as a baseline in [16] for stylistic paraphrasing of Shakespeare into present day English, and was outperfomed by a Seq2Seq model supplemented by an external dictionary of Shakespearean words and their approximate modern day equivalents was utilized. Our work uses no additional reference information.
In our case about we need to be careful about the data that we provide Moses with for training. Moses is equipped only to handle translation from one language to one other language, and has no simple way to perform zero-shot translation. We could give Moses all the training data that we give Seq2Seq and then it would learn to produce good paraphrases, but we want the paraphrases produced by Moses to be in the style of 21st Century King James Version. So, we instead provide Moses with only the training pairs where the target sentence is from KJ21. This reduces the 10 million pairs given to the Seq2Seq model to about 300, 000 pairs. These pairs provided to Moses have not had the subword unit vocabulary applied to them, nor do the source sentences have the special target tokens at their beginnings. We train Moses using mgiza for word alignment [22] , lmplz for the language model [12] , and mert [22] to fine-tune the model parameters to the development data set. All of these tools are provided with Moses. The language model is order 5 and built on all of the KJ21 targets in the training data that have 100 or fewer tokens.
In addition to the results from Moses and the Seq2Seq model, we show the BLEU score between the unaltered source and target sentences. Since both the source and target translations are written in English, albeit different styles, this comparison also serves as a meaningful baseline.
Results
After training we decoded the 200-verse test set with both Moses and Seq2Seq and calculated the PINC and BLEU scores. Recall that neither model has seen any version of the verses provided during testing. Table 2 shows the original versions and the outputs of each system for a few samples from the testing set. The results of the evaluation metrics can be seen in Table 3 . Seq2Seq outperforms Moses on the test set on both metrics. The BLEU score indicates that the neural model's output is closer to the KJ21 target than the output of Moses. The difference in PINC score is even greater, indicating that the Seq2Seq output differs more from the ERV source than that of Moses. This matches our qualitative observation that Moses is much more conservative in its paraphrasing, as can be seen in the examples in Table 2 . In the text produced by Moses, many words or phrases from the source are left unchanged.
BLEU PINC
The Seq2Seq model appears to have learned some subtleties about the KJ21 style that Moses is not able to capture. The 21st Century King James Version capitalises pronouns such as "Me" or "My" when they refer to the divine. In the second example in Table 2 the Seq2Seq output correctly capitalises "My". In the third example the output of Seq2Seq contains "my" but is correctly lowercase since the speaker is human. Since ERV does not capitalise these pronouns when they do not appear at the start of the sentence the Seq2Seq model would need some "understanding" of who is speaking to capitalise these pronouns correctly and to only do so when targeting a version, such as KJ21, which capitalises these pronouns.
In the 200 verses used for testing, Seq2Seq produced a capitalised "My" in 12 occurences not at the start of a sentence and produced a lowercase "my" 28 times. By the authors' evaluation all 12 of the capitalised occurrences are correctly capitalised and 27 of the 28 lowercase occurrences are correctly lowercase. The only failure of Seq2Seq is the output "And He answered and said unto them , " Do not forbid him , for he that uses my name in power shall not quickly curse me ." In the KJ21 version of this verse the pronoun is capitalised: "But Jesus said , " Forbid him not , for there is no man who shall do a miracle in My name that can lightly speak evil of Me .".
As previously mentioned, one advantage of this framework is that the same model is able to paraphrase into a variety of different styles. Table 4 shows the output of Seq2Seq when provided with an ERV verse from the training set, and asked to produce text mimicking several other styles. The outputs qualitatively appear to be quite different, indicating that the model is learning that different versions should have different paraphrases. Once again, Seq2Seq seems to have learned some intricacies which differ across the styles. It has learned that ASV frequently uses "Jehovah", for example, and that neither BBE or ASV uses quotation marks.
Conclusions and Future Work
In this paper we collected a previously untapped dataset of already aligned parallel text in the form of Bible translations. We view stylistic paraphrase generation as a monolingual machine translation task and attempt to do zeroshot style transfer by considering each Bible version to be a unique writing style. We train a sequence-to-sequence recurrent neural network to do this zero-shot translation and also train the statistical machine translation software Moses as a baseline for comparison. The application of neural networks to the task of stylistic paraphrasing using a corpus of "real-world" data has only started to be explored. Previous work [16] used a similar model and found that Seq2Seq was able to outperform the statistical machine translation software Moses when paraphrasing Shakespeare into modern English style. Their work and ours show that Seq2Seq models are a promising alternative to statistical methods for style transfer. Their model requires a human-produced dictionary of Shakespearean words and their modern equivalent to beat Moses, and their results without this dictionary, while still impressive, fall short of Moses. In distinction, we find that using style tags in the source sentence allows the Seq2Seq model to outperform Moses on this task as measured by both BLEU and PINC scores without the use of such specialized external data. We suspect that this gain is because the network is able to improve its translations from ERV to KJ21 by generalising what it learns about translating between unrelated style pairs, just as translation quality between two languages can improve by allowing the network to see unrelated language pairs [17] . Our result reinforces the finding [16] that neural networks are suitable for the task of style-transfer on natural data and should continue to be explored.
It is possible that the Seq2Seq model could be improved with existing techniques and achieve even better results on this task. Some potential improvements are the use of coverage modelling [33] to help track which parts of the source sentence have already been paraphrased, or a pointer network [21] to allow copying of words directly from the source sentence. These pointer networks have already been used for stylistic paraphrasing [16] , and may also prove useful in a Seq2Seq model with style tags.
Additional future work could also revolve around the data we introduce. For example, due to the large number of already aligned human-produced translations this data could be used for training towards the traditional paraphrasing task in which a specific style is not targeted. Alternatively, you could choose some aspect of style, such as simplicity or formality, and partition the corpus based on that criteria. The partitioned corpus could then be used to train models which produce text with the desired characteristic.
The task of zero-shot style transfer itself could be explored more fully as well. We would like to experiment with how Seq2Seq does on other corpora, especially when trained on pairs which are quite stylistically distinct. Since we treat each text source as a unique style we believe that additional "styles" could be added to the training data and effectively transferred without major change to the architecture.
Even without these improvements our results show that Seq2Seq models appear to be well-suited to style transfer. The use of target style tags in these networks enable zero-shot translation and our experiments indicate that this formulation is able to beat established phrase-based statistical methods without the use of any specialized external data.
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