The growing complexity in the electronic hardware now necessitates in improving the performance of searching algorithms. Genetic algorithms do not guarantee global optimum solution to NP-Hard problems but are generally good at finding acceptable solution to problems. In complex combinatorial spaces, hybridization with other optimization techniques can greatly improve the efficiency of search. Memetic algorithm (MA) is an improvisation over genetic algorithms (GA) that combines global and local search by using evolutionary algorithms to perform exploration while the local search methods are used for exploitation. Here, exploitation is the process of visiting entirely new regions of a search space where the gain can also be high. This paper discusses the (MAs) as a solution to Standard Cell Placement (SCP) problem and procedures are laid down to strike a balance between genetic search and local search in MAs. A comparison of MA with the already established results for SCP using conventional and Hybrid techniques by the author depicts improvement in the performance of SCP algorithm in terms of solution quality and computing speed. About 15% improvement in overall wire-length was observed along side it being 25% faster over the Tabu Search (TS) algorithm discussed in previous works of the author.
INTRODUCTION
The design of circuit for VLSI is accomplished in several iterative stages including system specifications, functional design, logic design, circuit design and physical design. The physical design process permits layout of chip with overall optimized performance keeping the fabrication cost low. Such design process is complex and time consuming. This process is split into partitioning, floor-planning, placement, routing and compaction. Placement and routing are particularly important because a mistake made in these steps cannot be undone later. These two processes are interdependent and should be performed simultaneously.
Three types of cell placement techniques are common. They include macro cell placement, SCP and gate-array placement. In this paper the SCP is dealt with. It occurs when the standard cell layout design style is chosen for determining the layout of a chip. This gives a semi-regular layout which can be accomplished in a relatively short time. For Application Specific Integrated Circuit design, this approach is popular.
Standard cells are of same height but of varying widths. The cells are to be placed in rows and interconnections run through horizontal channels between the rows. In order to minimize the total area of the chip, one tries to minimize the interconnecting wire length. This is a NP-hard optimization problem.
SCP Problem
The task of SCP placement is to arrange cells on rows such that the cells do not overlap, interconnecting wires-lengths and the area of the chip are minimized and the placement is routable. Often the length and the height of the chip are given, or sometimes only the aspect ratio, or the aspect ratio and one side of the chip are specified. The number of feed through cells may also be specified by the designer.
The SCP can be stated as: Given an electrical circuit consisting of fixed rectangular shaped cells and a netlist stating interconnections among terminals on the periphery of the cells and on the periphery of the circuit itself, construct a layout indicating the position of each cell such that all the nets can be routed and to minimize the total area. The objective for high performance systems is to minimize the total delay of the system by minimizing the length of the critical paths. The quality of placement is based on several factors like layout area, completion of routing and circuit performance.
Let c 1 , c 2 ,…c k be the cells to be placed on the chip. Each c n , 1≤ n ≤ k, has associated with it a height H n and width W n . Let N= { n 1 , n 2 ,… n j } be the set of nets representing the interconnections between different blocks. Let S = {s 1 , s 2 ,… S i } represent the empty space allocated for routing between cells. Let L n denote the estimated length of net. The variable k stands for number of cells, j represents number of nets and i represents the number of channels on the layout. The placement problem now is to determine a rectangle for each of these blocks in the row denoted by R= { r 1 , r 2 , …. r k } such that:
1. Each cell can be placed in the corresponding rectangle of width W n and height H n . 2. No two rectangles overlap i.e. r p r q = , 1≤ p, q ≤ k 3. The placement is routable, i.e. s r , 1≤ r ≤ i, is sufficient to route all the nets. 4. The area of the rectangle bonding R and S is minimized, minimizing the net area of chip.
5. The total wire length i.e. L n is minimal SCP problem is computationally very hard. It is a NP-hard problem. These problems can not be solved in polynomial time.
Trying to evaluate every possible placement to determine the best would take time proportional to the factorial of number of cells. Therefore, to search through a large number of candidate placement configurations efficiently, a heuristic algorithm must be used.
SCP TECHNIQUES
Previous works of author [3, 4] developed the algorithms for SCP using SA, HNN, GA and TS and Threshold-Acceptance (TA) are briefly presented in this section for the sake of completion.
SCP by SA
Initially, the starting temperature has to be computed, which here is problem dependent. The initial solution is generated randomly and the x and y coordinates are determined. To generate new solutions, the neighborhood operation is used. To find whether the selection criteria for selecting new solution is good, the metropolis acceptance rule [17] . The simulated annealing algorithm is used to calculate the number of rows and an upper limit for the row length. The upper limit for the row length is taken as 110% of the estimated row-length. The values of row length and the number of rows are determined by the help of sum of the widths of all cells and the aspect ratio. Hence the simulated annealing starts with a fixed number of rows and sufficient row length. During the placement process the algorithm has to place all cells in this given area. The algorithm tries to minimize the row length according to the penalty term. Several test runs were performed to test the performance of the algorithm. Several cooling schedules were tried for it. The detailed results were presented in [2].
SCP by Hopfield neural network
The task is to place the given number of cells on the given layout with shortest total wire length. The placement should be valid placement, i.e., (i) on a position only 1 cell should be placed (E 1 ); (ii) a cell should not be placed on more than 1 positions (E 2 )and (iii) every cell should be exactly placed on the layout(E 3 ). The Sum of all these energy terms with E 4 being the objective function give the total energy in the Lyapunov function form. In order to develop the distance matrix D xy the information given for chip and cell dimensions is used. According to the cell dimensions the position on the rows are assumed. So, D xy stores all the positions on the layout after calculations. All the diagonal elements of the matrix are zero. Subsequently the network is initialized by application of some input values to each neuron [19, 3] .
SCP by GA
Here [3], we presented a GA for SCP. In this algorithm, a solution string is represented by a set of alleles where the number of alleles is equal to the number of cells. Each allele indicates the index, the x-coordinates and row number of the cell. The fitness function used is the reciprocal of the total half perimeter wire length for all the nets.
TS Algorithm for SCP
TS is a relatively new method. It is based on local search techniques incorporating some concepts of artificial intelligence and tries to avoid getting stuck in a local minimum. It generates and evaluates several solutions from the current solution and then chooses the best one. The TS accepts the new solution even if it is worse than the best new solution. For the implementation of TS for SCP cell placement, i.e. ordered triplets is chosen. The objective function and neighborhood operator are also the same [3] . The neighborhood operator in SA chooses two cells randomly from the sequence of cells and then interchanges their positions in the sequence. In tabu list therefore the pair of cells which was exchanged is stored as a record and for the next moves, the same two cells cannot be considered again. The algorithm stops when, for a given number of iterations, it has not found any improvement. This given number will be referred to as "wait for change". The number of neighbors to be tested is called loop-iteration and the length of tabu list is called TabuMaximum.
TA for SCP
It is based on local search algorithms and is basically a simplification of SA. It starts with an initial feasible solution and uses a neighborhood operator to obtain a new one. If new solution is better, it is accepted; if it is worse than the old solution, it is accepted with a probability which depends on the temperature value. The selection of new solution is done in a different way. Similar to temperature parameter in SA, a parameter called threshold is considered here. The value of threshold is reduced after each iteration similar to SA. In TA algorithm, the difference between the quality of new solution and the old solution i.e. values of the objective function is computed. If this difference is greater than a threshold value, the new solution is accepted. The advantage of this selection process is that one does not have to compute the exponentially as in SA and also there is no need to generate a random number for the selection as needed in SA.
We have implemented SCP using TA algorithm [3] . The solution representation chosen was same as that for SA and the other methods. Also, the objective function and neighborhood operators were the same. The threshold value, number of iterations for inner loop and maximum number of iterations were given as parameters of the algorithm.
MEMETIC ALGORITHM
MA combines global and local search to perform exploration while the local search methods explore high gain area of the new search [4] . Whereas exploitation concentrates on previously visited points to maximize the gain that helps determine the area for next visit. A purely random search is good at exploration whereas a purely hill-climbing method is good at exploitation. Combination of these two strategies can be quite effective, but it is difficult to know where the best balance is set. So, one of the main objectives in implementing any MA is the means of achieving both techniques during the search. It is important to understand that injecting constructive initial solutions within a population is a form of local search. Also, the concept of clustering used to smooth the landscape being searched can be considered a different form of iterative improvement embedded within the MA.
The local search algorithms use greedy rather than steepest policy and work on principle of searching a neighborhood as a means of identifying a better solution. They continue until a local optimum is found. This may take a long time. Many of the local search procedures embedded within the MAs are not standard, i.e. they usually perform a shorter truncated local search.
MA for SCP
As shown in fig. 1 the proposed MA for SCP is based on the GA discussed earlier. A tile based local search is applied on each generation [2, 4] . Heuristic is performed on part of the population to improve their fitness.
For the cell placement problem, the pure GA is combined with Tile-based local search in three different ways, referred to as performing local search on part of the population: (i) before the crossover (ii) after the crossover (iii) before and after the crossover. 
RESULTS & DISCUSSIONS
Here the results from test runs of MA are presented. Also, the results are compared with SA, GA and parallel recombinative SA, TS, TA. 
CONCLUSIONS
This research paper investigated MA for solving the SCP problem at physical design stage of VLSI design cycle. MA based on GA and Tile based local search on each generation makes it faster and more efficient. Also heuristic techniques were applied on a part of population to improve its fitness. MA is further compared with TS and TA. Both were based upon local search. In addition to individual studies of the methods, we compared all the current and previous methods in terms of solution quality and computing speed in connection with the SCP problem. MA gave improved results for wire-length (15% reduction) and also computation time (25% time faster). Future scope of this work includes comparison of MA based SCP Algorithm with other Hybrid techniques and furthermore multiobjective optimization of SCP using MA and its variants. 
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