Abstract. It is well known that under generic C r perturbations, Arnold diffusion exists in the a priori unstable Hamiltonian systems. In this paper, by using variational method, we prove that under generic Gevrey-smooth perturbations, Arnold diffusion still exists in the a priori unstable Hamiltonian systems with two and a half degrees of freedom.
Introduction
Arnold diffusion, an instability phenomenon, was firstly considered by Arnold in [1] for a very special a priori unstable Hamiltonian system. Since then, many works have been devoted to this study for the a priori unstable or a priori stable Hamiltonian systems. There are mainly two kinds of methods: the variational method and the geometeic method.
With the variational method, the genericity of Arnold diffusion in the a priori unstable systems was first accomplished in [20, 21, 43] . For the a priori stable systems, inspired by some key ideas of J. Mather [52, 54] , Arnold diffusion was proven to be cusp-generic in [16, 17, 19, 41] . Moreover, a weaker version of Arnold diffusion was proved for the a priori stable systems in [7] , here we call it weaker because it does not solve the problem of double resonance.
With the geometric method, the existence of diffusion orbits for a priori unstable Hamiltonians was obtained in [26, 27] by scattering map and in [56, 57] by separatrix map. For the a priori stable case, the problem of Arnold diffusion was studied in [46, 47] by geometric tools.
It is worth mentioning that both methods rely on the existence of normally hyperbolic invariant cylinders. There have been many other works devoted to the problem of Arnold diffusion but we can not list all of them, see for example [2, 4, 8, 9, 10, 24, 28, 29, 33, 36, 37, 39, 40, 44, 53, 61, 62] .
However, so far as we know, the generic (or cusp-generic) existence of Arnold diffusion has only been proved for perturbations in C r smooth topology, not yet for analytic topology or Gevrey smooth topology which was first introduced by Gevrey in [35] . So in this paper, we will mainly deal with the Gevrey genericity of Arnold diffusion. Given the parameter α ≥ 1, the Gevrey-α function is an ultra-differentiable function whose k-th order partial derivatives are bounded by O(M −|k| k! α ). For the case α = 1, it is exactly a real analytic function. Thus the Gevrey class is intermediate between the C ∞ class and the real analytic class. In addition, in this paper we would adopt the Gevrey norm which was introduced by J.-P. Marco and D. Sauzin in [48] during a collaboration with M. Herman (see Definition 1.1). Apart from the theory of PDE where they have been widely used, the Gevrey class was also studied in Dynamical Systems. For example, we refer to ( [11, 12, 13, 14, 55] , etc) for the stability theory, such as the KAM theory and the Nekhoroshev estimates, in the Gevrey Hamiltonian systems. We refer to ( [15, 42, 49, 59] , etc) for the instability theory of Gevrey systems. So it makes us believe that one can also consider the problem of genericity of Arnold diffusion in the Gevrey systems.
In this paper, we prove the genericity of diffusion orbits for the a priori unstable, Gevrey-α (α > 1) Hamiltonian systems. The case α = 1, namely the analytic genericity, is still open (see [34] for a result on a priori chaotic symplectic maps). To some extent, the Gevrey genericity presented in this paper makes an important step in understanding the analytic genericity. Definition 1.1 (Gevrey function [48] ). Let α ≥ 1, L > 0 and K be a n-dimensional domain. A real-valued C ∞ function f (x) defined on K is said to be Gevrey-(α, L) if
with the standard notations k = (k 1 , · · · , k n ) ∈ N n , |k| = k 1 + · · · + k n , k! = k 1 ! · · · k n ! and
f α,L < +∞}, it's easy to verify that G α,L (K) is a Banach space with the norm · α,L . Sometimes we also set
For example, if K ⊂ R n , then any real analytic function defined in K which admits an analytic extension in the complex domain {z ∈ C n : dist(z, K) ≤ L α }, belongs to G α,L (K). In particular, for α = 1, K ⊂ R n , G 1,L (K) is exactly the space of all real analytic functions defined in K that admit an analytic extension in the complex domain {z ∈ C n | d(z, K) < L}. However, for α > 1, f ∈ G α,L (K) is not analytic anymore. Therefore, the Gevrey-smooth category is intermediate between the C ∞ category and the analytic category. The Gevrey functions have the following useful properties which were proved in [48] . (A.1) The norm · α,L is an algebra norm, namely f g α,L ≤ f α,L g α,L . (A.2) Suppose 0 < λ < L and f ∈ G α,L (K), then all partial derivatives of f belong to G α,L−λ (K) and
where K m is a m-dimension domain and let g = (g 1 , · · · , g m ) be a mapping whose component g i ∈ G α,L1 (K n ) . If g(K n ) ⊂ K m and g i a,L1 − g i C 0 (Kn) ≤ L α /n α−1 for all 1 ≤ i ≤ m, then f • g ∈ G α,L1 (K n ) and f • g α,L1 ≤ f α,L .
For our purpose, we denote by T 2 × R 2 the cotangent bundle T * T 2 of the torus T 2 , and endow T 2 × R 2 with its usual coordinates (q, p) and canonical symplectic form Ω = i=1,2 dq i ∧ dp i , where T = R/Z. We fix, once and for all, a constant R > 0. Set
where B R (0) ⊂ R 2 is the open ball of radius R centered at 0 andB R (0) is the closure. By Definition 1.1, the space G α,L (D R ) consists of all real-valued functions f (q, p, t) satisfying
denote the space of all real-valued analytic functions defined on D R , admitting an analytic extension in the complex domain {(q, p, t) ∈ (C/Z) 2 × C 2 × (C/Z) :
, by definition one can get the following inclusion relation:
• For α ≥ 1, L > 0 and any d > L α , we have
•
Now let us introduce the a priori unstable Hamiltonian system with two and a half degrees of freedom: (1.2) H(q, p, t) = H 0 (q, p) + H 1 (q, p, t),
where q = (q 1 , q 2 ) ∈ T 2 , p = (p 1 , p 2 ) ∈ R 2 , H 1 is a small perturbation which is 1-periodic in time. We assume that H 0 = h 1 (p 1 ) + h 2 (q 2 , p 2 ) satisfying:
(H1) Convexity and superlinearity: H 0 is strictly convex and superlinear in p-coordinates, i.e. the Hessian ∂ pp H 0 is positive definite and lim , determined by h 2 , has a non-degenerate hyperbolic fixed point (q 2 , p 2 ) = (x * , y * ) and h 2 (q 2 , y * ) : T → R attains its unique maximum at q 2 ≡ x * (mod 1). Without loss of generality, we can assume (x * , y * ) = (0, 0).
Remark 1.2.
Let us study the structure of the critical energy surface {(q 2 , p 2 ) ∈ T×R : h 2 (q 2 , p 2 ) = h 2 (0, 0)}. For any q 2 = 0, min h 2 (q 2 , ·) ≤ h 2 (q 2 , 0) < h 2 (0, 0), so it follows from the strictly convexity that there exist two and only two points G ± (q 2 ) satisfying h 2 (q 2 , G ± (q 2 )) = h 2 (0, 0). Moreover, G + (q 2 ) > 0 and G − (q 2 ) < 0. For q 2 = 0, we could assume G ± (0) = 0. So the critical energy surface is composed of two homoclinic loops Γ ± = {(q 2 , G ± (q 2 )) : q 2 ∈ T} where the orbits are in opposite directions respectively (see figure 1 ).
1 0 2 + (cos 2πq 2 − 1) + H 1 (q, p, t), which has been considered many times in the literature. Keep this example in mind will help the readers better understand our results and methods.
denote the open ball of radius ǫ centered at the origin (under the norm · α,L ).
be the open balls where each
and an open and dense subset S
ǫ0,R , the system H = H 0 + H 1 admits an orbit (q(t), p(t)) where p(t) passes through the balls B s (y 1 ), · · · , B s (y k ) in any prescribed order . Remark 1.4. Just as J. Mather did in [52, 54] , the smoothness of the unperturbated Hamiltonian H 0 can differ from that of the perturbation term H 1 . Notice that the constant L 0 is a posteriori estimate, the reason why L 0 can not be arbitrary is because we need to use the Gevrey approximation (see Theorem 5.3). Remark 1.5 (Autonomous case). As we know, Mather's c-equivalence is trivial for the autonomous systems. The problem is that, unlike the time-periodic case, there is no canonical global transverse section of the flow in the autonomous systems. In [43] , this difficulty was overcame by taking local transverse sections, which generalized Mather's c-equivalence. Thus we believe the Gevrey genericity also holds for the a priori unstable autonomous Hamiltonian systems with three degrees of freedom. However, in this paper we only give the proof for the non-autonomous case. Remark 1.6 (a priori stable case). Once the Gevrey genericity of a priori unstable Hamiltonian system has been established, one can continue to consider this kind of problem in the a priori stable Hamiltonian system. However, we will discuss that in the future.
Compared with the genericity results for the a priori unstable systems in other papers, the present paper not only prove the genericity in the usual sense, but also in the sense of Mañé, namely it is a typical phenomenon when the system are perturbed by potential functions. More specifically, let
denote the open ball of radius ǫ centered at the origin (under the norm · α,L ), we have Theorem 1.7. Under the same assumptions as Theorem
, the system H = H 0 + H 1 admits an orbit (q(t), p(t)) where p(t) passes through the balls B s (y 1 ), · · · , B s (y k ) in any prescribed order .
We shall use variational method to construct diffusion orbits, so it requires us to transform into Lagrangian formalism. We still denote by T 2 × R 2 the tangent bundle T T 2 , and endow T 2 × R 2 with its usual coordinates (q, v), where T = R/Z. One can obtain the Lagrangian L :
By using the Legendre transformation L :
where π p denotes the projection π p (q, p, t) = p and L is a diffeomorphism by the condition (H1). Thus the Hamilton's equationq = ∂H ∂p ,ṗ = − ∂H ∂q is equivalent to the Euler-Lagrange equation
On the other hand, by the Legendre transformation and the condition (H2),
And because q 2 = 0 (mod 1) is the unique maximum point of the function h 2 (·, 0) : T → R,
Thus, (0, 0) is the unique minimum point of l 2 , hence (q 2 , v 2 ) = (0, 0) is a hyperbolic fixed point for the Euler-Lagrange flow φ t l2 . Compared with the proof of C r -genericity of a priori unstable systems in [20, 21] , our method presented in this paper contains some new techniques. Indeed, the technique in [20, 21] which perturbs the generating functions to create genericity, seems not applicable for the Gevrey genericity. The reason is that we need to estimate the Gevrey smoothness of the Hamiltonian flow, and can not avoid the decrease of Gevrey coefficient L during the switch from generating function to Hamiltonian, the switch from Lagrangian to Hamiltonian (see Property (A.2) above). Thus in this paper, inspired by the ideas in [16] or [17] , we directly perturb the Hamiltonian systems by Gevrey potential functions, the advantage is that the Lagrangian associated to the perturbed Hamiltonian H + V (q, t) is exactly L − V (q, t). In order to do this, we need to develop some technical estimation such as the Gevrey approximations and the inverse function theorem. Another advantage is that we can not only obtain the genericity in the usual sense but also in the sense of Mañé.
Recall that the regularity of barrier functions is crucial in the variational proof of genericity. To achieve this, [20, 21] reparameterized the invariant curve on the normally hyperbolic cylinder by "area" parameter σ. However, by using the tools in the weak KAM theory, now we can show that the "area" parameter σ is exactly the cohomology class c (See section 6.2). This will help us simplify the proof in subsection 6.4.
Our paper is organized as follows. Section 2 gives a brief introduction to the normally hyperbolic theory and the Mather theory. Section 3 introduces the concepts of elementary weak KAM solutions, and a special "barrier function" whose minimal points correspond to the semi-static orbits. Section 4 gives the concept of generalized transition chain and our variational mechanism of Arnold diffusion. In Section 5, we prove some properties of Gevrey functions which are crucial for us. Section 6 is the main part of this paper. Firstly, we generalize the genericity of uniquely minimal measure in the Gevrey (or analytic) topology. Secondly, we derive certain regularity of the elementary weak KAM solutions and verify how to choose suitable Gevrey space. Finally, by using totally disconnectedness of the barrier functions, we establish the genericity of generalized transition chain, which completes the proof of Theorem 1.3 and Theorem 1.7.
Preliminaries

Normally hyperbolic theory.
A remarkble feature for the a priori unstable Hamiltonian systems is the existence of normally hyperbolic invariant cylinder (NHIC), the diffusion orbits would drift along this cylinder. It is worth mentioning that even in the a priori stable Hamiltonian systems, there exist a lot of normally hyperbolic invariant cylinders (see for example [5, 18, 22] ). Thus in this subsection, we will present some classic results in the normally hyperbolic theory, here we only give a less general introduction which is better applied to our problem. We refer the reader to [25, 31, 32, 38, 60] for the proof and more detailed introductions.
Definition 2.1. Let M be a smooth manifold and f : M → M be a C r (r ≥ 1) diffeomorphism. Let N ⊂ M be a submanifold (probably with boundary) which is invariant under f . Then N is called a normally hyperbolic invariant manifold (NHIM) if there is an f -invariant splitting for every
and constant C > 0, rates 0 < λ < 1 < µ with λµ < 1 such that
Remark 2.2. It is possible to choose a Riemann metric on M such that the constant C = 1, possibly need to modify the rates λ, µ. † AND CHONG-QING CHENG* For any sufficiently small δ > 0, we could take an neighborhood U of N , and define the local stable and unstable sets of N
For each x ∈ N , the stable and unstable leaves are defined as follows:
Then we have the following properties: Theorem 2.3. Let N be a compact NHIM shown as in (2.1) and δ > 0 be a sufficiently small number. Suppose 1 < l = min(r, are C r and
are foliated by the stable and unstable leaves, i.e.
) is given in the C j topology. Next, we will discuss the persistence property, roughly speaking, the normally hyperbolic invariant manifold may persist under perturbations. Theorem 2.5 (Persistence of normally hyperbolic invariant manifolds). Suppose that N is a NHIM and ǫ > 0 is sufficiently small, then for any C r (r > 1) diffeomorphism f ǫ : M → M satisfying f ǫ − f C 1 < ǫ, there exists a NHIM N ǫ that is C l diffeomorphic and close to N where 1 < l = min(r, | log λ| log µ − δ) with a small number δ > 0.
Mather theory.
Let us review some basic results in the Mather theory, for more details we refer the reader to [50, 51] . Let M be a closed manifold and T M be its tangent bundle. We also choose, once and for all, a Obviously, the classical mechanical systems are Tonelli. In our problem, the manifold is assumed to be the torus T 2 and the Lagrangian L in (1.3) only satisfies the Tonelli conditions (1) and (2) . For the Tonelli condition (3), we can introduce a modified Lagrangian:
. It is not hard to observe that the Euler-Lagrange flow ofL satisfies the Tonelli condition (3) by suitably choosing ρ(v), thusL is a Tonelli Lagrangian. The diffusion orbits constructed by us keep staying in the region { v ≤ K} as long as the number K is large enough. Sincẽ L and L generate the same flow when restricted in the region { v ≤ K}, we can assume, without loss of generality, the Lagrangian (1.3) is Tonelli.
Let I = [a, b] be an interval and γ : I → M be an absolutely continuous curve. Given the cohomology class c ∈ H 1 (M, R) and a closed 1-form η c such that [η c ] = c, we denote by 
Let M L be the space of φ t L -invariant probability measures on T M ×T. To each µ ∈ M L , Mather has proved that T M×T λdµ=0 holds for any exact 1-form λ. Hence, the equality
So it allows to define Mather's α function as follows:
It's easy to be checked that α : H 1 (M, R) → R is finite everywhere, convex and superlinear. We can associate to µ ∈ M L its rotation vector ρ(µ) which is the unique element in H 1 (M, R) that satisfies
here ·, · denotes the dual pairing between homology and cohomology. Then we can define Mather's β function as follows:
Similarly, β :
We call each µ ∈ M c the c-minimal measure and
To study more dynamical properties, we need to find more "larger" minimal invariant sets and study their topology structures. For fixed time t ′ ≥ t ∈ R, let h
Then we define the function Φ c :
and define the barrier function h
Then, it allows us to define the Aubry setÃ(c) and the Mañé setÑ (c) in T M × T respectively,
In addition, let π : T M × T → M × T be the standard projection, and we set M(c) = πM(c), A(c) = πÃ(c),
Then the following inclusion relations hold:
We also point out that the α-limit and ω-limit set of a c-minimal curve (dγ(t), t) are contained inÃ(c). In addition, the Mather set, the Aubry set and the Mañé set are symplectic invariants [3] . Next, we present some key properties of these minimal invariant sets, which will be fully exploited in the construction of diffusion orbits. 
By the definition (2.6), one can easily get that
hence d c is a pseudo-metric on the Aubry set A(c).
It is worth mentioning that for generic Lagragians L, there are only a finite number of Aubry classes (see [6] ).
To describe the Mañé set in another point of view, we define the following function
Mather has proved that min B * c = 0 and the set of all minimal points are exactly the Mañé set, namely (2.7) B * c (x, τ ) = 0 ⇐⇒ (x, τ ) ∈ N (c). To prove Theorem 6.1 in Section 6, we need another description of minimal measure which is due to Mañé [45] , namely the minimal measures can be obtained through a variational principle without a priori flow invariance. Let C be the set of all continuous functions f : T M × T → R having linear growth, i.e.
and endow C with the norm · l . Let C * be the vector space of all continuous linear functionals ν : C → R provided with the weak- * topology, namely,
For any N ∈ Z and any N -periodic absolutely continuous curve γ : R → M , one can define a probability measure µ γ as follows:
and let H be the closure of Γ in C * . Obviously the set H is convex. µ γ defined in (2.8) has a naturally associated homology class ρ(
denotes the homology class of γ, then one could continuously extend to H so that ρ : H → H 1 (M, R) is a surjective map. Similar with Mather, we also define the minimal measure
Ldν}. 
Elementary weak KAM solutions and heteroclinic orbits
3.1. Weak KAM solutions. Weak KAM solution is crucial in the weak KAM theory which builds a link between the Mather theory and the viscosity solution theory in PDE. However, here we only introduce some basic concepts and properties which help us better understand the Mather theory. For more details on the weak KAM theory, we refer the reader to the following references: for the autonomous case, see Fathi's book [30] . For the time-periodic case, see for example [4, 23, 58] . † AND CHONG-QING CHENG* Definition 3.1. We call u
Similarly, We call u
If there is only one Aubry class, then the barrier function above is the unique weak KAM solution up to an additive constant.
By definition, one can check that each backward (forward) calibrated curve is c-semi static. 
, and it determines a unique backward c-semi static curve γ
and it determines a unique forward c-semi static curve γ
Elementary weak KAM solutions.
It is generic that there are only a finite number of Aubry classes (see [6] ). We have already know that the weak KAM solution is unique if the Aubry class is unique. Now we begin to study the case that there are finitely many Aubry classes. Assume that for certain cohomology class c the Aubry classes are {A c,i : i = 1, 2, · · · , k}, hence the Aubry set A(c) = i A c,i . Let us give the notion of elementary weak KAM solution which was first appeared in [21, 43] and formulated in [16] . 
Proof. We only give the proof for u 
Indeed, as V ≥ 0 and its support does not intersect with A c,i , we have α ǫ (c) = α(c) and
On the other hand, for (x, τ ) ∈ M × T there exist a sequence of positive numbers {t k } k∈Z with t k ≡ τ (mod 1) and t * ∈ [0, 1] with t * ≡ τ i (mod 1) such that t k − t * → +∞ and
h † AND CHONG-QING CHENG* Therefore, the equation (3.2) holds. As A c,i is the unique Aubry class for L−c+ǫV (ǫ > 0) and h
This completes the proof.
Remark 3.6. Take (x i , τ i ) ∈ A c,i for each i ∈ {1, · · · , k}, it follows from Theorem 3.5 that the set of backward and forward elementary weak KAM solutions are, respectively, {h
3.3. Heteroclinic orbits between Aubry classes. To study heteroclinic orbits from variational viewpoint, we will define another kind of barrier function. Indeed, let u − c,i (x, τ ) and u + c,j (x, τ ) are some backward and forward elementary weak KAM solution respectively. Define
This function was introduced in [16] , roughly speaking, it measures the action along curves which joining the Aubry class A c,i to A c,j . Let arg min f := {a | f (a) = min f }, we have Proposition 3.7. Assume the Aubry set A(c) =
Proof. We first prove N (c) ⊇ arg min B c,i,j for each i, j. Take two points (x i , τ i ) ∈ A c,i and (x j , τ j ) ∈ A c,j . From Theorem 3.5, there exist two constants C i and C j such that u
arg min B c,i,j . For each (x,τ ) ∈ N (c), one deduces from (2.7) that there exist m, n ∈ {1, 2, · · · , k} and two points (x m , τ m ) ∈ A c,m , (x n , τ n ) ∈ A c,n such that
Combine with Theorem 3.5, one gets that for each (
hence (x,τ ) ∈ arg min B c,m,n . This completes the proof.
We denote by N i,j (c) the set of c-semi static curves which are backward asymptotic to A c,i and forward asymptotic to A c,j , i.e.,
Obviously N i,j (c) ⊂ N (c) is an invariant set, and each (x, τ ) ⊂ N i,j (c) satisfies
we have four Aubry classes
which are hyperbolic fixed points. By symmetry, it's easy to calculate that arg min B c,1
However, for the case that only two Aubry classes exist, we can give a precise description. 
Let lim inf k → ∞, we have
On the other hand, without loss of generality, we could assume u
by Theorem 3.5. Finally, one deduces from (3.5) and (3.6) that
. this could happen only if either (α, 0), (ω, 0) belong to the same Aubry class or (α, 0) ∈ A c,1 , (ω, 0) ∈ A c,2 , which completes the proof. Proposition 3.8 will be useful in Section 6 where we extend the Lagrangian system to a double covering space such that the lift of the Aubry set contains two Aubry classes.
Variational mechanism of diffusion orbits
In this section, we will give a brief introduction to the variational construction of diffusion orbits. The advantage of variational method is that it requires less information about the geometric structure. Our diffusion orbits are constructed by shadowing a sequence of local connecting orbits, along each of them the Lagrangian action attains "local minimum". There are two types of local connecting orbit, one is Mather's variational mechanism which constructs orbits by using the cohomology equivalence [51] , the other is based on Arnold's geometric mechanism [1] and its variational version was first proposed in [20, 21] .
Given the cohomology class c ∈ H 1 (M, R), we define
In fact, Mather has proved that there exists a neighborhood [51] ). Definition 4.1 (Mather's c-equivalence). We say that c, c Next, let us recall Arnold's famous example in [1] . If the stable and unstable manifold of an invariant circle intersect transversally each other, then the unstable manifold of this circle would also intersects the stable manifold of other invariant circles nearby. To understand this mechanism in variational viewpoint, we could take a finite covering of the configuration manifoldπ :M → M . Denote byÑ (c,M ),Ã(c,M ) the Mañé set and Aubry set with respect to the covering manifoldM .Ã(c,M ) may have several Aubry classes even ifÃ(c) is unique. It is worth mentioning thatπÃ(c,M ) =Ã(c), but generally we only haveπÑ (c,M ) Ñ (c). In Arnold's famous example, the intersection of the stable and unstable manifold implies that the seť πN (c,M ) t=0 \ A(c) t=0 + δ is discrete. Now we can begin to introduce the concept of generalized transition chain which is a combination of Mather's mechanism and Arnold's mechanism. In Definition 4.3, the condition (1) is usually applied to the case that the Mañé set N (Γ(s)) is homologically trivial. The condition (2) usually applied to the case that the Aubry set A(Γ(s)) is contained in a lower dimensional torus. However, the condition (2) appears weaker than the condition of transversal intersection of stable and instable manifold. Along a generalized transition chain, one is able to construct diffusion orbits. We omit the complicated proof of Theorem 4.4 here, and refer the reader to [16] or [21] for the detailed proofs. It is worth mentioning that in geometry, the diffusion orbits constructed by us for Theorem 1.3 and Theorem 1.7 would drift along the normally hyperbolic cylinder (see figure 2) . 
Technical estimates on Gevrey functions
In this part, we will prove some important properties of Gevrey functions defined on the torus T n = R n /Z n , which are useful in the choice of Gevrey space (see subsection 6.3) .
The variational proof of the genericity of Arnold diffusion strongly depends on the existence of bump function. The reason why we can not prove genericity in analytic topology is because there does not exist any analytic bump functions. However, the Gevrey bump function exists. Here we give a modified Gevrey bump function which is based on the one constructed in [49] .
n be a n-dimensional cube and U be an open neighborhood of D.
Proof. We first claim that for 0
, there exists a function g ∈ G α,L (T) such that 0 ≤ g ≤ 1 and
Indeed, let α = 1 + 1 σ (σ > 0) and define the non-negative function h ∈ C ∞ (R) as follows:
dt. It's easy to compute that ψ ≥ 0 is non-decreasing and
where
Then we define the function
It can be viewed as a function defined on T. Hence by property (A.1) in Section 1, g ∈ G α,L (T), which proves our claim. Next, without loss of generality we assume
. By assumption, we can find another cube
which meets our requirements.
Next, we prove that the inverse of a Gevrey map is still Gevrey. For each high dimensional map ϕ = (ϕ 1 , · · · , ϕ n ) : V → R n where ϕ i ∈ G α,L (V ), its norm could be defined as follows:
In what follows, (0, 1) n denotes the unit domain (0, 1) × · · · × (0, 1) in R n . 
Proof. For simplicity we suppose the Jacobian matrix J x0 f = I n where I n = diag(1, 1, · · · , 1), otherwise we can replace f by f • (J x0 f ) −1 . We also suppose f (x 0 ) = x 0 , otherwise we can replace f by f
, next we will prove f −1 ∈ G α,L1 (V ) by Contraction Mapping Principle.
we can write f −1 = id + g , so g ∈ C ∞ (V ) and the equality
} with the norm · α,L1 , it's a non-empty, closed and convex set in the Banach space G α,L1 (V ). Define the operator (T ϕ)(y) := −h(y + ϕ(y)), ∀y ∈ V.
• We first claim that the mapping T ϕ ∈ E, ∀ϕ ∈ E. In fact, for each ϕ ∈ E, (T ϕ)(
and ǫ be suitably small. For each i ∈ {1, · · · , n},
where δ ij = 1 for i = j and δ ij = 0 for i = j. Hence by the property (A.3) in Section 1,
. Now it only remains to verify that Recall that for |k| ≥ 2 and
. By using (5.1), we have
which proves the claim.
• On the other hand, for ϕ,φ ∈ E and i ∈ {1, · · · , n}, we deduce from Newton-Leibniz formula that
where Jh i is the Jacobian matrix. It follows from the property (A.2) in Section 1 and (5.2) that
provided ǫ is suitably small. By the property (A.3),
. Finally, we deduce from (A.1) that
In conclusion, T : E → E is a contraction mapping. By contraction mapping principle, T has a unique fixed point, hence the fixed point must be g. Therefore,
Sometimes we need to approximate a continuous function by Gevrey smooth ones. Convolution provides us with a systematic technique. More specifically, for any α > 1, L > 0, by Lemma 5.1 there exists a non-
] n and R n η(x)dx = 1. Next we set η ǫ (x) = 1 ǫ n η( x ǫ ) (0 < ǫ < 1, x ∈ R n ) which is called the mollifier. Then we define the convolution of η ǫ and f ∈ C 0 (T n ) by
Theorem 5.3 (Gevrey approximation). (1)
Let α > 1, and U ⊂ T n , V (0, 1) n be two open sets. If f : U → V is a continuous map, there exists a sequence of maps f ǫ : U → (0, 1)
T n and f : U → V be a continuous map. Then there exists a sequence of maps f ǫ : U → T n such that f ǫ ∈ G α,Lǫ (U ), and L ǫ → 0, f ǫ − f C 0 → 0 as ǫ tends to 0. Specifically, if f is a diffeomorphism and the determinant det(Jf ) (Jf is the Jacobian matrix) has a uniform positive distance away from zero, then the Gevrey map f ǫ : U → V ǫ with V ǫ = f ǫ (U ) will also be a diffeomorphism provided that ǫ is small enough.
Proof. (1) Let f = (f 1 , · · · , f n ) and f i (1 ≤ i ≤ n) be continuous, we only need to prove that each f i can be approximated by the Gevrey smooth functions. Indeed, let f 
It only remains to prove that f ǫ i is Gevrey smooth. In fact, if we set
Obviously, L ǫ → 0 as ǫ → 0. This completes the proof of (1).
n as long as ǫ is sufficiently small, hence it can be regarded as a set V ǫ in T n and f ǫ is a Gevrey map from U to V ǫ . If f is a diffeomorphism from U to V ⊂ (0, 1) n , then by using
Since det(Jf ) has a uniform positive distance away from zero, it concludes from (5.4) and Theorem 5.2 that f ǫ : U → f ǫ (U ) would also be a diffeomorphism.
Proof of our main results
In this section, we start to prove Theorem 1.3 and Theorem 1.7. Before that, we need to do some preparations.
6.1. Genericity of uniquely minimal measure in Gevrey or analytic topology. Fix some h ∈ H 1 (M, R), it is well known that generically in the C r (r ≥ 2 or ∞) topology, the Lagrangian has a unique minimal measure µ with the rotation vector ρ(µ) = h (see [6] or [45] ). Now we are going to prove that in the Gevrey topology. Consider the Lagrangian L : 
the Lagrangian L + φ has a unique minimal measure with the rotation vector h.
Proof. Recall Mañé's equivalent definition of minimal measure in Section 2, we will prove this theorem in the following setting as Mañé.
Obviously, it is a Banach space. (b) Denote by F ⊂ C * the vector space spanned by the set of probability measures µ ∈ H with M×T Ldµ < ∞. The definitions of the sets H and C could be find in Section 2. Recall that for µ k , µ ∈ F ,
* is a linear map such that for each φ ∈ E, ϕ(φ) ∈ F * is defined as follows ϕ(φ), µ := φdµ, µ ∈ F.
(e) K := {µ ∈ F | ρ(µ) = h}. It's easy to check that K is a separable metrizable convex subset. For φ ∈ E, we denote
It's easy to verify that our setting satisfies all conditions of Proposition 3.1 in [45] , then there exists a residual subset O ⊂ E such that φ ∈ O implies # arg min(φ) = 1.
Since arg min(φ) = H h (L + φ) (See (2.9)), it follows from Proposition 2.7 that the Lagrangian L + φ has a unique invariant minimal measure with rotation vector h.
is the space of analytic functions, so the above genericity also holds in the analytic topology.
Since the intersection of countably many residual sets is still residual, we have
with h i ∈ Q and all V ∈ O 1 , the Lagrangian L + V : T T n × T → R admits a unique invariant minimal measure with the rotation vector h. † AND CHONG-QING CHENG* 6.2. Hölder regularity. In the following text, we will establish the Hölder regularity of elementary weak KAM solutions with respect to the cohomology classes. This property is vital for the proof of Theorem 6.8. Before that, we need to do some preliminaries. Let us go back to the Hamiltonian (1.2) and let
denote the standard cylinder restricted on the time section {t = 0}, where R is the constant appeared in Section 1. By condition (H2), it's a normally hyperbolic invariant cylinder (NHIC) for the time-1 map of the Hamiltonian flow Φ t H0 . Since the Hamiltonian H 0 is integrable when restricted in the cylinder Σ(0), the rate µ in (2.1) is 1 and log µ = 0, so it follows from Theorem 2.5 that there exists (6.1)
H also admits a C r−1 normally hyperbolic invariant cylinder Σ H (0), which is a small deformation of Σ(0) and can be considered as the image of the following diffeomorphism
Then ψ induces a 2-form ψ * Ω on the standard cylinder Σ(0), where Ω = i=1,2 dq i ∧ dp i ,
Since the second de Rham cohomology group H 2 (Σ(0), R) = {0}, by using Moser's trick on the isotopy of symplectic forms, we could find a diffeomorphism ψ 1 : Σ(0) → Σ(0) such that ψ * 1 ψ * Ω = dq 1 ∧ dp 1 .
Recall that Σ
* dq 1 ∧ dp 1 = dq 1 ∧ dp 1 .
Combining with the fact that (ψ
is an exact twist map and we could apply the Aubry-Mather theory to describe the minimal orbits on Σ(0): given any ρ ∈ R, there exists an Aubry-Mather set with rotation number ρ such that (1) if ρ ∈ Q, the set consists of periodic orbits.
(2) if ρ ∈ R \ Q, the set is either an invariant circle or a Denjoy set.
For simplicity, we denote by 
Proof. We first consider the autonomous Lagrangian l 2 . It follows from (1.4) that (0, 0) is the unique minimal point of l 2 , so the globally minimal set of the Lagrangian l 2 is
Thus, ∀c = (c 1 , 0) with |c 1 | ≤ R, the globally minimal set of the Lagrangian
Next, we take a small neighborhood U of LΣ in the space T T 2 × T and let ǫ 1 = ǫ 1 (H 0 , R) be the constant defined in (6.1). Since
On the other hand, we deduce from Theorem2.5 that as long as ǫ 1 is small enough, theñ
Finally, by the normal hyperbolicity,Σ H is the unique φ
From now on, we will use the following notations for simplicity.
Notations:
• In what follows, M denotes the manifold T 2 = (R/Z) 2 . We denote by
the double covering of M . We use this double covering to distinguish between 0 and 1 in the q 2 -coordinate, and identify 0 with 2 in the q 2 -coordinate. The Hamiltonian H :
T → R could naturally extend to T * M and TM respectively. So by abuse of notation, we continue to write H :
for the new Hamiltonian and Lagrangian respectively. In this case, the lift of the the normally hyperbolic invariant cylinder Σ H (0) has two copieš
where the subscripts l, u are introduced to indicate "lower" and "upper" respectively.
• For simplicity, let π q be the natural projection from TM (resp. T M ) toM (resp. M ) or from T * M (resp. T * M ) toM (resp. M ).
• Let κ > 0 be small, we denote by U κ = U κ,l ∪ U κ,u the disconnected subset ofM where
The subscripts l, u are also introduced to indicate the "left" and the "right" respectively (See figure 5) . The number κ should be chosen such that
is an invariant circle, we denote by
the invariant curve in the cotangent space. Moreover, we set
Now we focus on c = (c 1 , 0) ∈ S. Let W 
are Lipschitz functions defined onπ • N κ . In fact, one could even prove that the unstable manifold W 
with ı = l, u. Then we give the relations between the elementary weak KAM solutions and the local stable (unstable) manifolds. Proof. We only prove for the case u − c,l since the other cases are similar.
• Firstly, we claim that there exists a neighborhood V of π q • Υ c,l inM such that for each ξ − : (−∞, 0] →M calibrated by u − c,l with ξ − (0) ∈ V , the α-limit set of the backward minimal configuration {ξ
We prove it by contradiction, then there exist a sequence of backward calibrated curves ξ − n : (−∞, 0] →M with ξ − n (0) = x n and a sequence α n which belongs to the α-limit set of the backward minimal configuration {ξ − n (−i)} i∈Z + satisfying (6.4) lim
Thus (x * , 0) and (α * , 0) belong to the same Aubry class, which contradicts to (6.4).
• Next, let κ < 
Extracting a subsequence if necessary, we suppose (η − n (t),η − n (t)) converges uniformly on compact sets to a limit curve (η − (t),η − (t)) : I →M , the interval I is either (−∞, T ] or R (T is a positive integer). Obviously, η − (t) is still calibrated by u − c,l and (6.7)
, which contradicts to (6.7). In the case that I = R, it follows from (6.5) that the ω-limit set of {η
since the ω-and α-limit set belong to the same Aubry class, which contradicts to (6.7).
• To sum up, for each u
keeps horizontal, and the α-limit
. Hence for each
is a Lipschitz graph over N κ,l .
Therefore, u − c,l is C 1,1 in N κ,l and it follows from Proposition 3.3 that
, which completes the proof.
In [20] , the authors introduced the "area" parameters σ to parameterize the minimal invariant curves lying on the NHIC so that the invariant circle Γ σ is 1 2 -Hölder continuous in σ, namely
However, due to the weak KAM theory, now we can prove that the "area" parameter σ is, to some extent, the cohomology class c. For more details, see the following Lemma 6.6 and Theorem 6.7, which will be proved by the similar techniques developed in [20, 21] .
Recall that the invariant curve Υ c,ı with c ∈ S and ı = l, u can be viewed as a Lipschitz graph over q 1 . More specifically, by abuse of notation, we continue to write Υ c,ı for this Lipschitz function
with π q1 • Υ c,ı (q 1 ) = q 1 and ı = l, u. Then, we have: 
Proof. We only prove (1) and another is similar. Proposition 3.3 implies that any weak KAM solution u
For c, c ′ ∈ S, we assume c ′ 1 > c 1 and D is the region on Σ H,l (0) between Υ c,l and Υ c ′ ,l (see figure 3) . By Stoke's theorem, (6.8) D dp 1 ∧ dq 1 + dp 2 ∧ dq 2 = Υ c,l Figure 3 . the region D bounded by two invariant circles From (6.2) and (6.8) we get
As the functions
where C L is the Lipschitz constant of π p1 • Υ c,l and π p1 • Υ c ′ ,l .
On the other hand, as the function p 2 (q 1 , p 1 ) in (6.2) is at least C 1 , some constant C > 0 exists such that
Thus, by (6.9), (6.10) and (6.11) we get the estimate
Finally, as the function q 2 in (6.2) is Lipschitz continuous in q 1 , p 1 , we obtain
, we complete the proof. Now, we will give a result which is similar to Lemma 6.4 in [21] . Recall that any elementary weak KAM solution plus any constant is still a elementary weak KAM solution, so we have Theorem 6.7. Let κ > 0 be shown as in Lemma 6.5 and fix two points
Proof. We only prove the case for u − c,l and the others are similar. Normal hyperbolicity guarantees the smooth dependence of the unstable leaves W u,loc q on the base points q ∈ Σ H (0), so one deduces from Lemma 6.6 that the local unstable manifold of Υ c,l is also 1 2 −Hölder continuous in c ∈ S. By Lemma 6.5, some constant C 1 exists such that
Thus, we obtain by integral calculation that ∀c, c ′ ∈ S and ∀q ∈ N κ,l
Since we have chosen u − c,l (z l , 0) ≡ constant, ∀c ∈ S, we get that ∀c, c ′ ∈ S and ∀q ∈ N κ,l 
Subtract the first formula from the second one and combine with the estimate (6.12), we have
The second inequality follows from the facts that γ − c,l is uniformly bounded and Mather's alpha function is Lipschitz. Thus some constant C h > 0 exists such that
In a similar way, we get u 
This is caused by Gevrey approximation, we will explain it and show how to choose L 0 > 0 in the following paragraph.
Firstly, we consider the Lagrangian
which is an φ 1 L0 -invariant circle. Next, we work in the double covering spaceM and consider L 0 : TM → R. Restricted on the time section {t = 0}, the lift of the Aubry set has two copies
and they lie on the following two invariant cylinders respectively figure 4) , namely there is a diffeomorphism Recall thatM × T = T × [0, 2] × T/ ∼, where the equivalent relation ∼ is defined by identifying 0 with 2 in the q 2 -coordinate. Below we will fix, once and for all, a constant δ ≪ 1, one deduces from Theorem 5.3 that there exists a Gevrey-(α, λ c ) diffeomorphism
Thus let the number ǫ 1 defined in Lemma 6.4 be suitably small, one could find an interval I c = {(c 
Similarly, these procedures can be carried out for the region U κ,u and one can get the corresponding Gevrey diffeomorphism Ψ c,u :
For simplicity, we still assume the same interval decomposition m i=0 I c i as (6.14) and Ψ −1 [20] and [21] which perturb the generating functions, our methods give not only the genericity in the usual sense but also in the sense of Mañé.
Recall the interval decomposition ∪ 0≤i≤m I c i in subsection 6.3, one can always suppose that the length of each interval I c i is less than 1. Then Theorem 6.7 implies that ∀ c, c
Obviously, P is a closed and convex set, any potential perturbation P ∈ P to the Hamiltonian H would not affect the cylinder Σ H (0). It is worth mentioning that, by natural extension, any function in G α,L (M × T) can be viewed as a function defined onM × T.
There exists a residual set W⊂ P such that for each Gevrey potential function P ∈ W, the Lagrangian L + P : TM × T → R satisfies: ∀ c ∈ S, the sets arg min B c,l,u U κ,l ∪Uκ,u , arg min B c,u,l U κ,l ∪Uκ,u are both totally disconnected.
Proof. We only need to prove this theorem for L = L 0 . For the intervals {I c 0 , · · · , I c m }, we first consider I c 0 . Choose a 2-dimensional disk
which is centered at the point (x 1,0 , x 2,0 ). We also set
with 0 < d 1 ≪ 1 (see Figure 5) .
Let µ ≪ 1 and the sets
In the following text, we will construct perturbation based on the potential functions in V 1 and V 2 .
In what follows, we will use some notations defined in subsection 6.3. Fix a sufficiently large constant L ≫ L 0 , by Lemma 5.1 one can construct a function ρ(x, t) = ρ 1 (t)ρ 2 (x) :M × T → R such that ρ 1 : T → R and ρ 2 (x) :M → R are both non-negative Gevrey-(α, L) functions, and
With V ∈ V 1 or V 2 , which can also be viewed as a function onM , one can defineṼ ∈ C ∞ (M × T) as follows: on the "lower" domain
Then we symmetrically extend the definition to the "upper" domain
with e 2 = (0, 1). Thus the support ofṼ satisfies
By the properties (A.1), (A.3) in Section 1 and L ≫ L 0 , it's not hard to check that
Conversely, by the symmetry ofṼ ∈ G α,L0 (M × T), it can also be viewed as a function defined on
. This observation is crucial in the following proof. From the construction above, some constant C 1 exists such that
Let Π 1 and Π 2 be the standard projections to q 1 -coordinate and q 2 -coordinate respectively. For the Lagrangian L : TM × T → R, we denote by u 
Proof. We will take the perturbationṼ with the form (6.17), where V ∈ V 1 ∪ V 2 . Note that under this potential perturbation, the cylinders Σ H,l (0) and Σ H,u (0) remain unchanged, hence the Aubry set
Step 1: For c ∈ I c 0 ∩ S and x ∈ D, let D be sufficiently small if necessary, each u 
For another perturbationṼ ′ , we have
On the other hand, by normal hyperbolicity, there exists a uniform upper bound T ∈ Z + such that for n ≥ T , γ 
Conversely, we can similarly prove that 
are finitely linear combination of trigonometric functions, and the operator K c is
Step 2: We prove that there exists arbitrarily small perturbationṼ ∈ P with the form (6.17), such that
We construct a grid for the parameters (a ℓ , b ℓ ) in V 1 by splitting the domain [1, 2] 4 equally into 4-dimensional cubes whose side length are µ 2 , namely
There are as many as [µ −8 ] cubes. Let Osc x∈D f denote the oscillation of f , it describes the difference between the supremum and infimum of f on D. Let I c o and the constant δ in (6.13) suitably small, then
• ∀c ∈ I c 0 ∩ S and x ∈ D, as long as µ is small enough, then the backward c-semi static curve γ − x,c,Ṽ (t) stays in the δ-neighborhood of the curve Ψ c 0 ,l (t) for t ∈ [−T c 0 , 0], and some constant C 2 > 0 exists such that
. This is guaranteed by (6.18) and the fact that V is a finitely linear combination of {sin 2ℓπx j , cos 2ℓπx j : ℓ = 1, 2, j = 1, 2}.
Next, we split the interval
and L s is the length of I c 0 . We pick up the subinterval that has non-empty intersection with S, and denote all these kinds of subintervals by {J i } i∈J . Obviously, the cardinality of the set J is less than [K s µ −6 ]. Fix some c * ∈ J i ∩ S, if for some parameter (a * ℓ , b * ℓ ), ℓ = 1, 2 and its corresponding potential perturbation V * ∈ V 1 , the formula (6.22) does not hold, then
As the length of J i is Since µ ≪ 1, one has Ṽ ′ −Ṽ * ≪ 1 and
Note that V * , V ′ ∈ V 1 are independent of x 2 , hence if the parameter (a It implies that for each J i , we only need to cancel out at most 2 4 cubes from the grid {∆a ℓ , ∆b ℓ : ℓ = 1, 2} so that the formula (6.27) holds for the all other cubes. Let i ranges over J, we obtain a set 2 ) ∈ P 1 , ∀ c ∈ I c 0 ∩ S. From (6.17) we know that the perturbationṼ ∈ G α,L0 (M × T) constructed by us has symmetry, soṼ ∈ G α,L0 (M × T). As µ is arbitrarily small, we haveṼ ∈ P, which completes the proof of (6.22).
Step 3: We have proved that the property (6.22) has density in P. The openness is obvious, so there exists an open and dense set U D,1 such that (6.22) holds for eachṼ ∈ U D,1 .
Similarly, consider the potential function V ∈ V 2 and the associated perturbationṼ . By repeating the same procedures in Step 2, we obtain an open and dense set U D,2 ⊂ P, such that for eachṼ ∈ U D,2 , Π 2 arg min u 
it is an open and dense set in P, which proves Lemma 6.9. Now Let us continue to prove Theorem 6.8.
• From Lemma 6.9 we know that for each small disk D ⊆ U κ,l , there exists an open and dense set U D ⊂ P such that (6.19) holds for each Lagrangian L +Ṽ withṼ ∈ U D . Next, we take a countable topology basis U I c i is residual, and the set arg min u − c,l,P (x, 0) − u + c,u,P (x, 0) U κ,l is totally disconnected for each P ∈ U l and c ∈ S.
• Similarly, one can prove that there exists a residual set U u ⊂ P, such that the set arg min u − c,l,P (x, 0) − u + c,u,P (x, 0) Uκ,u is totally disconnected for each P ∈ U u and c ∈ S.
• Conversely, by applying the techniques above to u − c,u,P (x, 0)−u + c,l,P (x, 0), we can also obtain two residual sets V l and V u , such that the set arg min u − c,u,P (x, 0) − u + c,l,P (x, 0) U κ,l is totally disconnected for each c ∈ S and P ∈ V l , and the set arg min u − c,u,P (x, 0) − u + c,l,P (x, 0) Uκ,u is totally disconnected for each c ∈ S and P ∈ V u .
Therefore, set W = U l ∩ U u ∩ V l ∩ V u , which completes the proof of Theorem 6.8. Proof. In our problem M = T 2 , s > 0, y ℓ ∈ [−R + 1, R − 1] × {0}, ℓ ∈ {1, · · · , k}. We set L0 (c)) ≤ s/2. Density: For any a priori unstable Hamiltonian H = H 0 +H 1 with H 1 α,L < ǫ 0 , we will prove that there exists arbitrarily small perturbation V ∈ G α,L (M × T) such that H 1 + V α,L < ǫ 0 , and H = H 0 + H 1 + V admits an orbit (q(t), p(t)) where p(t) passes through the balls B s (y 1 ), · · · , B s (y k ) in any prescribed order. Indeed, we will establish a generalized transition chain along which one is able to construct diffusion orbits.
Let 0 < d < ǫ 0 − H 1 α,L be arbitrarily small.
• Firstly, by the Aubry-Mather theory we could know that for any irrational homology class h = (h 1 , 0) with h 1 ∈ R \ Q, the corresponding minimal set has only one Aubry class. Next, by Theorem 6.1 and Corollary 6.3 we could find a φ ∈ G α,L (M × T) with φ α,L < is totally disconnected, which satisfies the condition (2) in Definition 4.3. By Legendre transformation, the corresponding Hamiltonian is exactly H 0 + H 1 − φ − P where φ + P α,L ≤ d and H 1 − φ − P α,L < ǫ 0 .
• Note that in the proof of density above, the perturbation we constructed is Gevrey potential function. Combine with the openness which is obvious, Theorem 1.7 is also true.
