This paper compares several methods (MI, T-score, Dice) for the extraction of collocations and presents a new method called Gravity Counts. The respective methods are evaluated and compared, measuring the combinability and collocability for each pair of words within the moving span of three words in the corpus of "The Times" newspaper for the year 1995. The collocability of words is the basis for detection of the collocational chains, i.e. frequent recurrent uninterrupted strings of word-forms, with clear-cut boundaries, found in the corpus. Collocational chains obtained with the help of different methods are compared and their lexical, grammatical and semantic features discussed.
. Introduction
Collocation is a fuzzy term embracing a great variety of notions. The definition of collocation differs according to the researcher's interests and standpoint. It also depends on the methods of extraction that provide researchers with lists of frequently co-occurring lexical items. In spite of the great variety of methods and approaches used, the assumption underlying collocation is based on a limited number of features: a collocation consists of a node word and its collocates, so the search for a collocation starts with the node word. Therefore, most collocations are usually constructed as binary items consisting of a node and its collocates found within a previously selected span. Such an approach ". . . says nothing about the actual form of the phrases in which the pair occur" (Stubbs 2002: 227) . Besides, it does not allow one to detect longer phrases and to define
International Journal of Corpus Linguistics : (), -.  - ⁄ - - © John Benjamins Publishing Company their boundaries. Consequently, without a clear idea about the boundaries of collocations it is impossible to determine definitively which part of a corpus or its subcorpus consists of collocations and, on a larger scale, which part of a particular variety of a language is formed on the idiom principle (Sinclair 1991: 109-121) . Sinclair states that "(t)he boundaries between stretches constructed on different principles will not normally be clear-cut. . ." nevertheless it is possible to measure statistically the length of collocations and to set its boundaries (Sinclair 1991: 113) .
The collocation is comprehended in two ways: as the habitual co-occurrence of two words and also as frequent recurrent uninterrupted strings of wordforms. For pairs of words the term collocation is used. Fragments of corpus or strings of word-forms consisting of collocating words are called collocational chains (cf. Stubbs 2002) .
The method under consideration for the detection of the boundaries of a collocational chain takes a linear approach of consecutive counts of words in a text and of all the texts in a corpus. It presents, therefore, a full text approach to language and uses the entire corpus, i.e. every sentence it contains and not only concordances derived from the corpus on the basis of a previously compiled list of node words. Thus calculations of collocability are applied to the continuous chain of words. The first step is to detect the strength of combinability for pairs of words in the corpus, the second step is to detect the boundaries of collocational chains.
For the purpose of comparing several approaches to the detection and extraction of collocations, we used three existing methods (Mutual Information, T-score, Dice) and the new one (Gravity Counts) under the same conditions, i.e. regarding every word of our corpus as a node word and calculating MI, Tscore, Dice and Gravity Counts for every adjacent and non-adjacent pair with this word within the span of three words. Word order was also taken into consideration. Based on these counts, our analysis distinguishes between different degrees of relationship, i.e. a) combinability of lexical items and b) their collocability. The latter is conceived as a higher degree of combinability, which starts from a certain point on the scale, chosen arbitrarily.
. Full text approach for the extraction of collocations
The combinability of all lexical items is calculated in the corpus of "The Times", consisting of circa 40 million words. The whole corpus was processed, starting from its first lexical item and proceeding onwards, so that the combinability of each pair of words within the span of three words was taken into consideration. If we simplify the corpus as one sentence, e.g. A programme aims to improve literacy., we can exemplify our approach. The combinability of the word pairs was calculated from left to right, starting with the first word, then in reverse order. If all the words are taken to illustrate the full text approach, these words can be found in the preceding and following pairs (as shown in picture below): A programme, A aims, A to, programme aims, programme to, programme improve, aims to, aims improve, aims literacy, to improve, to literacy, improve literacy. programme aims to improve literacy A The combinability of two words X and Y differs due to their sequence. Word order is different in the case of to improve and improve to or improve literacy and literacy improve. The combinability of X and Y is calculated by counting the number of pairs XY in the corpus where X precedes Y. In the sentence above, the combinability of six pairs of words is calculated from left to right, taking improve as the point of departure, i.e. improve literacy, improve for, improve both, and in reverse order, i.e. improve literacy, to literacy, aims literacy. The combinability of every word of the corpus is calculated in this way. The outcome of the calculation for the corpus of 40 million running words was circa 22 million word pairs.
The combinability of words as they appear in adjacent and non-adjacent pairs also depends on the respective frequencies of words in a pair. The individual frequencies of words forming a pair usually differ, therefore the correlation between their combinability and the sum of word frequencies in a pair was analysed by applying different calculations. The analysis shows the range of combinability for different sums of frequencies. This range can be of three levels for the same sum: minimum, maximum, and average (see Figure 1) . The sum of word frequencies is an important feature of a word pair, which allows us to compare word pairs of different word frequencies. Moreover, this sum is used to detect differences of combinability between word pairs with a similar sum but different word frequencies in the same pair. For example, if the respective frequencies of one pair of words xy differ radically, (e.g. the frequency of x is 1, and the frequency of y is 999), while frequencies of another pair of words mn is the same, (e.g. m is 500 and n is 500) then the sums of xy and mn are the same. However, the combinability of the two pairs differs. It depends on the specific methods for counting combinability, discussed and compared below.
The range of combinability for a given sum of word frequencies reveals the essence of a particular statistical method used for the extraction of collocations. If the range of combinability changes considerably depending on different sums of frequencies, then we should take this into consideration when deciding whether the pair of words could be called a collocation or not. Another calculation, the average of a particular score (depicted as the middle line in Figures 1-4) is considered as the criterion that defines the usual behaviour of words in a pair. If the average level of combinability is taken as the point of departure then all the pairs above the average level tend to be collocations. The most reliable point in this range is the mid-point between the average and the maximum levels. It can be said that at this point combinability turns into collocability.
A large number of statistical tools have been applied to collocations; the choice of the most appropriate tool is essentially empirical. Therefore 4 different statistical calculations of collocability counts are applied to the same corpus in order to identify their characteristics. The existing methods and the suggested new one are applied using the full text approach for the extraction of collocational chains. The collocational chains obtained are discussed and compared so that the comparison reveals the specificity of the new method and approach, which processes the full corpus, applying a moving span for each pair of words. The outcome of the procedure is a list of collocational chains (fragments of texts) of varying length with more or less clear boundaries.
. Comparison of the methods for the extraction of collocations

. Mutual Information
Mutual Information is gradually taking a central position in corpus linguistics, as it is one of the first methods for measuring word combinability and it is simple to apply. More information about this method is described by McEnery and Wilson (1996) , Ooi (1998) and Oakes (1998) .
The Mutual Information of each pair was calculated on the basis of the formula:
f(x,y) being the frequency of co-occurrence of x and y, f(x) and f(y) the frequencies of occurrence of x and y anywhere in the text and N the size of the corpus. If x and y tend to occur in conjunction, their mutual information will be high. If they are not related and occur together only by chance, their mutual information will be low, thus the higher the mutual information, the more genuine the association between two words (Church et al. 1991) . Figure 1 presents the correlation of the MI score with the sum of frequencies in word pairs. It reveals the nature of correlation: the smaller the sum of frequencies, the greater the MI and, vice versa, the greater the sum of frequencies, the smaller the MI. This correlation and the analysis of the MI formula allows us to conclude that MI highlights those pairs which are made up of words of a similar frequency, positioning them either at the top or at the bottom of the frequency list. Two co-occurring rare words will show a high score, but two co-occurring frequent words will show a low score. This conclusion was supported by the number of word pairs with a high MI score (the highest MI = 26.6). There were 7457 such pairs in the corpus. It is worth mentioning that all the words in these pairs occur in the corpus only once. Therefore, it is difficult to decide if rare words can form a collocation. Let us take an example. Suppose the frequency of X is 2, that of Y is 2 and that of XY is 1, M is 500, N is 500, MN is 250 and the corpus size is 10,000. It seems that MN should form a collocation because the two words occur together frequently. Actually if two words are used together 250 times while their individual frequencies are 500, then these two words surely form a collocation. But the MI of these word pairs differs: MI(XY) = 11.2 and MI(MN) = 3.3. From the MI point of view, XY is much stronger as a collocation than MN in spite of the fact that it is used less often. Therefore some researchers who apply MI scores for the extraction of collocations usually delete low frequency words from their word lists (Pearce 2001; Lin 1998; Pearce 2002; Mason 1997) . It is very difficult to make an arbitrary decision as to how to determine the level where combinability becomes collocability. In our experiment we decided to set this level at the MI value 10. The MI method is suitable for collocation extraction as it is possible to extract specific collocations.
. T-score
T-score presents another means of calculating combinability of word pairs based on the frequency of each word in a combination (for more details see: Church et al. 1991; Oakes 1998) :
T-score showed the following correlation between the combinability and the sum of word frequencies for a pair of words (Figure 2 ): the smaller the sum of frequencies, the smaller the range of combinability and the value of the Tscore and, vice versa, the greater the sum of frequencies, the greater the range and the value of the T-score. The range of combinability from the minimum to the maximum level is defined by the frequency of the word pair since it is the frequencies of those pairs of words which are frequently used together that play the most significant role in the formula. Thus T-score highlights frequent word pairs which have high sums of frequencies. Nevertheless, Table 1 shows that for the same word frequency sums, the T-score increases when the respective word frequencies in a pair are considerably different, and decreases when they are similar. Therefore only those words forming pairs with individual high 100 1,000 10,000 100,000 1,000,000 10,000,000 frequencies register high on the curve (see Figure 2 for the curve of maximum frequencies). The average, minimum and maximum levels of the T-score increase when the frequencies of word pairs increase, but not so considerably as in case of MI (cf. Figure 1 , where the curve deviates more significantly than for T-score). Table 2 presents word pairs with the highest T-score. The first set of word pairs consists of the most frequent words, either adjacent (OF A, TO THE) or non-adjacent, found within the span of three words (THE ... THE ..., THE ... AND ..., A ... OF ...) . Non-adjacent word pairs sometimes serve as a collocational framework for the filling words.
As in the case of MI, it is very difficult to determine the level where combinability turns into collocability, since the minimum value of frequent word pairs is higher than the maximum value of less frequent word pairs. In our ex- periment we decided to set this level at the T-score value 10, which is rather low, in order to analyse less frequent word pairs. T-score is more flexible than MI, as it is possible to extract collocations that are of a wider range of collocability, i.e. used more and less frequently. MI comprises a narrower scale of the sum of word frequencies and therefore fewer word combinations than T-score. Nevertheless this method should be used with caution, because T-score highlights the most frequent word pairs with the highest sum of word frequencies. Less frequent word pairs are not so prominent in the list of collocations.
. Dice
The Dice coefficient can be used to calculate the co-occurrence of words or word groups. This ratio is used, for instance, in the collocation compiler XTract (Smadja 1993) and in the lexicon extraction system Champollion (Smadja et al. 1996) . It is defined as follows (Smadja 1993) :
f(x,y) being the frequency of co-occurrence of x and y, and f(x) and f(y) the frequencies of occurrence of x and y anywhere in the text. If x and y tend to occur in conjunction, their Dice score will be high. The logarithm is added to this formula in order to observe a variety of small numbers. Thus the formula is slightly modified in order to better observe the correlation between the sum of frequencies and the Dice score. The combinability of each pair of words using this method of calculation was measured on the basis of the formula: Figure 3 presents the correlation between the Dice score and the sum of frequencies in the pairs of words. It reveals the nature of correlation: the smaller the sum of frequencies, the greater the Dice score and, vice versa, the greater the sum of frequencies, the smaller the Dice score. The correlation is the same as in the case of MI and it allows us to conclude that the Dice score highlights those word pairs which consist of words with similar frequency, positioning them either at the top or at the bottom of the frequency list. Two co-occurring rare words will always register a high score, but two co-occurring frequent words could register either a low or a high score. By contrast with the MI score, the highest Dice value is similar over a whole range of sums of frequencies. This is because the size of the corpus is not represented in the formula. The correlation allows us to conclude that Dice and MI scores are very similar and the size of the corpus in the formula does not play a significant role. In our experiment we decided to set the level of collocability at the Dice value minus 4. This decision was based on the shape of the curve.
All the methods used for calculating combinability for the pairs of words discussed above depend heavily on the frequency of the constituent words. A   0  25  50  75  100  350  600  850 2,000 4,500 7,000 9,500 30,000 55,000 80,000 150,000 400,000 650,000 930,000 2,900,000 Correlation between Dice and the sum of frequencies in a pair of words significant collocation, however, can be made up of both frequent and rare words, since it is the relationship between the words that is important: cf. Sinclair's definition: "...regular collocations between items, such that they cooccur more often than their respective frequencies and the length of text in which they appear would predict." (Sinclair 1974: 25) . It is mostly the mutual expectancy of words and not their frequency that has to be taken into consideration. Therefore we have introduced a new method for the extraction of collocations that is less dependent on word frequency. The new method is called Gravity Counts.
. Gravity Counts
In our opinion, the best method for the extraction of collocations should not rely on the sum of frequencies and the range of combinability should be the same over the whole scale of possible sums of frequencies. In other words, the average, maximum and minimum levels should be the same for all sums of frequencies, in order to enable us to identify the borderline where word combinations turn into collocations. This borderline should not depend on the individual frequencies of words. With this objective in mind it is important to determine the point where combinability turns into collocability and to extract all possible types of collocations. Thus our goal is to discover a method for the evaluation of collocability which does not depend on the sum of frequencies of a word pair, and where the distance between the average, minimum and maximum levels would be the same for all the sums of frequencies. Gravity Counts are based on an evaluation of the combinability of two words in a text that takes into account a variety of frequency features, such as individual frequencies of words, the frequency of a pair of words and the number of different words in the selected span. The last feature is new, i.e. not found in the statistical tools reviewed. Gravity Counts highlight habitual co-occurrence of two words in a text within the chosen span, in our case the span of 3 words. If the first word x is used more habitually than expected in front of the second word y, and the second word y is used more habitually than expected after the first word x, then x and y form a collocation. This concept is expressed in the following Gravity Counts formula:
f (x, y) is the frequency of the pair of words x and y in the corpus; g(x) is the coefficient of the variety of the words to the right of x; g (y) is the coefficient of the variety of the words to the left of y. The ratio of the frequency of a word pair and the diversity of the surrounding words helps to evaluate habitual cooccurrence. If the frequency of a word pair is much higher than the variety of the surrounding words then this word pair could be treated as a collocation. g(x) and g (y) are calculated in following way:
n(x) is the number of different words to the right of x; f (x) is the frequency of x in the corpus; n (y) is the number of different words to the left of y; f (y) is the frequency of y in the corpus. The coefficient of diversity shows the relationship between the word in question and diversity of the words surrounding it. The higher the frequency of the pair of words over the usual diversity, the higher the value of their combinability and vice versa. The final expression of Gravity Counts is as follows:
For example, if the frequency of word x is f (x) = 50, the frequency of the word y is f (y) = 350, the frequency of the pair of words x and y is f (x, y) = 4, the number of different words and/or word forms to the right of the word x is n(x) = 35 and the number of different words and/or word forms to the left of the word y is n (y) = 250, then the Gravity Counts are as follows:
G(x, y) = log 4 · 35 50 + log 4 · 250 350 = log(2.8) + log(2.857) = 2.999 Figure 4 represents the correlation between Gravity Counts and the sum of frequencies of words x and y forming a word pair. It is obvious from this graph that Gravity Counts do not depend on frequency, since its curves deviate irrespective of frequency, which may be either high or low for the words forming the pair. Therefore we can draw the conclusion that Gravity Counts can be applied to words of any frequency because the range of combinability is similar for both rare and frequent words. Nevertheless, reliable results can be obtained only for the words which form word pairs with a common sum of frequencies higher than 10 in the corpus, since the lines of maximum and minimum combinability deviate at this particular point (see Figure 4) . Thus frequencies below value 10 are unreliable. Therefore it can be said that Gravity Counts also allow one to detect the cut-off point for the reliability of word frequencies. The combinability of words that are below this point cannot be reliably estimated, e.g. if the frequency of x = 4 and y = 5, then it is difficult to determine whether x and y form a collocation, since it is impossible to evaluate the diversity of the surrounding lexical items. The sum of the word frequencies in a word pair The evaluation of combinability of word pairs allows us to choose a point above which the combinability of lexical items could be treated as their collocability. This point on the curve is arbitrary and based on a subjective decision. The reason for selecting this particular point, rather than any other, for the upper boundary was the shape of the descending curve for the word pairs (see Figure 4) , i.e. the place where the curve deviates most sharply. It is assumed that the combinability of word pairs above the boundary of Gravity Counts of value 5.5 can be taken as their collocability and used for detecting collocations because this level is a median between maximum and average levels. More reliable decisions for the establishment of the level of collocability for collocating word pairs should be based on more objective and reliable statistical counts. This is a topic for future research. A search in the available literature for a statistically based determination of both such boundaries using MI, T-scores and Dice yielded no results.
The different methods for collocation extraction yield different results because of different aspects that are taken into consideration. Each method highlights particular characteristics of collocations and therefore suits for different purposes (for a more detailed overview see Stubbs 1995) . However, the user of the particular method should know its possibilities and limitations. From the point of view of variety of the types of collocations Gravity Counts yield best results.
. The boundaries of collocational chains
There were attempts to extract recurrent uninterrupted strings of unlemmatized word-forms (Stubbs 2002) . The chains were identified purely on ground of raw frequency and consisted of chains up to five words in lengths. However, the method applied did not reveal whether the extracted chains are made of collocating words. In our case, the detection of the boundaries of a collocational chain is based on a full text approach to the extraction of collocations. The idea behind this approach is that the corpus is used as a very long chain of words to calculate the combinability of adjacent and non-adjacent word pairs within the chosen span of three words. The counts start with the first and end with the last word of the corpus. Thus the corpus is seen as a changing curve of lexical combinability. Its peaks appearing above the point of value of Gravity Counts 5.5 are taken as statistical collocations (see Figure 5 for an example of one sentence).
Using a text as the basis for the extraction of collocations with the help of the Gravity Counts allows us to detect the statistical boundaries of each chain. A collocational chain is statistically defined as a segment of text where the combinability of constituent adjacent word pairs is above the arbitrarily chosen point of collocability. The lower combinability of word pairs preceding and following the segment marks the boundaries of a collocational chain. The list of all such segments from the corpus is the list of its collocational chains. These chains should be called statistical before they are processed and evaluated by a linguist from the point of view of criteria other than statistical counts. In what follows, collocational chains obtained from the same corpus using different methods are reviewed and compared.
. The comparison of collocational chains
The analysis of the collocational chains extracted from the corpus using the MI score for the word chains showed mostly certain specific types of collocational chains, e.g. quotations in foreign languages, specific noun phrases, first names and surnames preceded by titles, names of institutions and organisations. None of these collocational chains are really frequent in the corpus. Thus MI was evaluated as insufficient for the purpose of calculating combinability of word pairs in the long chain of 40 million corpus words, and for extracting the collocational chains. However, this method is very useful for extracting the above-mentioned types of collocational chains (see Appendices 1, 2, 3). One of the longest collocational chains (in bold), obtained using the full text approach, shows the specific nature of MI collocations: The analysis of the collocational chains extracted from the corpus using Tscore for the word chains revealed a great variety, e.g. specific noun phrases, proper nouns, idioms, verb phrases (see Appendices 1, 2, 3). One of the longest collocational chains (in bold) from the same corpus differs from the MI example above and is typical for T-Score:
"We think that there should be tighter safeguards with us being used as an example of what can go wrong. The Law Society has done the right thing but it was one of its members who did this, so it is bad it spent two years and two previous attempts denying us our compensation."
The analysis of the collocational chains extracted from the corpus using Dice score showed only certain types of collocational chains similar to those obtained using MI score, e.g. quotations in foreign languages, specific noun phrases, first names and surnames preceded by titles, names of organisations and institutions, exclamations. Thus Dice, like MI, was evaluated as insufficient for the purpose of calculating combinability of word pairs in the long chain of 40 million corpus words, and for extracting the collocations, since it highlights only collocations of a certain type, consisting of rarely used words. One of the longest collocational chains (in bold) shows that it is mainly unusual words that are extracted using Dice score:
Fade in theme music. Tum-ti-tum-ti-tum-ti-tum Tum-ti-tum-ti-tum tum etc (trad arr Snoop Doggy Dogg).
The analysis of the collocational chains extracted from the corpus using Gravity Counts for the word chains revealed a greater variety of collocational chains than in the case of T-score, e.g. specific noun phrases, proper nouns, idioms, verb phrases (see Appendices 1, 2, 3) . The difference between the T-score and Gravity Counts is that the latter do not depend on the individual frequency of words forming a collocation. Therefore this method allows the extraction of a wider range of collocations. One of the longest collocational chains (in bold) exhibits a variety of words and exemplifies the potential of Gravity Counts. It can be seen that the longest collocational chain consists of frequent, everyday, non-exceptional words and phrases:
He offered the country prudent tax cuts, an ongoing programme of reform and privatisation, with British Rail next and nuclear power coming along. Abroad, he will work for a new free trade area embracing north America and Europe, an idea President Clinton is interested in. Reminded of his rallying call to Tory MPs last summer about pulling together to win the next election, he replied: "The Conservative party wants to win the next election. I want to win the next election. I have the will to win the next election and I believe we will have a case to take to the British people that will encourage them to believe it's right that we carry on the job we've been trying to do.
. Distinctive features of collocational chains
Locating the boundaries of collocational chains gives us a unique opportunity to analyse their representation in the corpus, in other words, to establish what part of the corpus is made up of collocational chains. Furthermore, it becomes possible to measure the average length of collocational chains, and the relationship between the length of a collocational chain and its frequency. Finally, we can answer the questions as to which part of our language in general, and the written language in particular, relies on the idiom principle, what is the length of collocational chains and which collocational chains (two-word, three-word, etc.) are the most frequent. The number of collocational chains extracted from the corpus using the respective methods is presented in Table 4 , which shows that the number of collocational chains extracted with the help of MI and Dice scores is similar and that the same can be said of T-score and Gravity Counts. Mutual Information score is closer to Dice than to T-score and Gravity Counts, and T-score is closer to Gravity Counts than to MI and Dice. The similarity and difference of statistical tools can be explained by the fact that MI and Dice are probabilistic methods, while T-score and Gravity Counts are based on statistics. Thus collocations extracted using MI or Dice should be referred to as probabilistic collocations, and those extracted using T-score or Gravity Counts should be referred to as statistical collocations.
The average length, in number of words, and the frequency of a collocational chain calculated using different methods helps to enhance understanding of the nature of collocational chain. The average length of a collocational chain does not vary according to the method of extraction and is about 2-3 words (see Figure 6 ). Such collocational chains are usually grammatical constructions. Collocational chains that are longer than 5 words are mostly phrases. Thus collocational chains could be classified into two groups: word combinations and phrases.
Most of the collocational chains extracted using MI or Dice scores are 2-3 words in length (Figure 7 ). This fact demonstrates that only rare words are taken into consideration. It is virtually impossible for a long chain to consist exclusively of rare words. Most of the collocational chains extracted using Tscore or Gravity counts are 2-10 words in length.
Thus the latter methods are more suitable for the extraction of both short and long collocational chains.
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The frequency of a collocational chain ( ) MI Figure 8 . The coverage of the corpus and the frequency of collocations using different methods Corpus (the size of which is half a million words) are used in recurrent word combinations. The general tendency is for less frequent but lengthier collocational chains to comprise the major part of the corpus. The collocational chains used in our corpus only once comprise 3 per cent of our corpus for MI, 1 per cent for Dice, 39 per cent for T-score and 60 per cent for Gravity Counts. Frequent collocational chains, occurring in the corpus more than ten times, form a relatively small part of the corpus, i.e. ca. 4 per cent for MI, 13 per cent for Dice, 14 per cent for T-score and 12 per cent for Gravity Counts (see Figure 8 for details). This means that only one eighth of our language consists of frequently used collocational chains. The remaining part of the idiomatic language consists of relatively rare collocational chains.
Up to now we have discussed the so-called statistical collocational chains, i.e. segments of texts that meet the statistical requirements of Gravity Counts for the adjacent and non-adjacent pairs of words. The next step in the analysis is to evaluate statistical collocational chains from the point of view of their linguistic features.
. Representing the data: Statistical versus linguistic collocational chains
The core of the definition of a significant collocational chain is statistical, based on frequencies, probabilities or, as in our case, diversity counts of lexical surroundings.
Statistical criteria alone are insufficient in order to identify collocational chain; linguists therefore add other features typical of collocational chains. A tighter definition describes collocational chain not only as habitual, but also as grammatical, meaningful, arbitrary, lexically transparent, language specific, or consisting of at least two notional words, to mention the most important features of a well-formed collocation (Kennedy 1998; Partington 1998; Hunston & Francis 2000; Čermák 2000 among others) . In our case the first three features are the most important. The statistical method applied guarantees that the segments of text are habitual so that one needs only analyse the data obtained from the grammatical and semantic point of view, i.e. observe whether statistical boundaries of collocation coincide with the boundaries of a linguistic unit.
The method of Gravity Counts and detection of collocational chain boundaries helps to identify segments of texts as statistically significant chains of words. These chains can be said to be always natural since they present au- All the above-mentioned types of collocational chains are meaningful, grammatical and clear-cut. Other kinds of textual segments are somewhat deficient. Some of them lack notional words as they consist of frequent clusters of pronouns and conjunctions: between them, and hers, with him; some are typical parts of sentences, but without their continuation, which falls outside the range of a collocational segment of a text: it is supposed that, he said that, depending on, I want, data about, even more, etc. Most of the deficient collocational chains are either too short or too long for an autonomous fragment of a text. Parts of these non-autonomous segments are predictable for a native speaker, judging by their morphological forms; thus a complete linguistic unit can be generated using either a corpus or one's intuition or both, e.g. [take, took, takes, taking] 
the initiative in (one's hands).
A distinctive feature of the collocational chains extracted with the help of Gravity Counts is the encapsulation of collocations. Due to the fact that identical text segments of various lengths and different frequencies are detected and counted in the long chain of all the texts in the corpus, parts of the collocational chains coincide, e.g.
High street, High street banks, High street banks and building societies.
It is possible to construct a fuller phrase out of its fragments, using the alphabetical list of collocational chains. Usually a longer phrase occurs less frequently than the shorter ones that it encapsulates. In the example above, High street is used more often than High street banks, which in turn is more frequent than High street banks and building societies. Variation in frequency explains why encapsulated collocational chains appear in the list separately.
In order to differentiate between autonomous and deficient collocational chains obtained from the corpus using the method of Gravity Counts, as well as to define their ratio, a more detailed analysis is necessarily preceded by a description of criteria for identification of autonomous collocational chains. For the aim of the present paper it suffices to say that a fairly high percentage of collocational chains are autonomous and clear-cut. This observation allows us to conclude that Gravity Counts is a suitable method for the detection of the boundaries of collocations.
. Conclusion
It can be concluded from the analyses of the data that Gravity Counts and the method for detection of boundaries of collocations presented here are reliable methods for the extraction of collocations as they yield meaningful, grammatical and clear-cut collocational chains that can be exploited for the subsequent non-automatic extraction and/or generation of collocations. Moreover, Gravity Counts based on the diversity of the contexts of each lexical item in a text or in a corpus highlight segments of text that occur as an outcome of the idiom principle of a human language. 
