We prove Marcinkiewicz-Zygmund inequalities for entire functions in weighted spaces, where the weights are pth powers of reciprocals of Hermite-Biehler entire functions. We investigate convergence of entire Lagrange interpolations of exponential type in these spaces as the type approaches infinity. The applications include convergence with respect to power weights (previously considered by Grozev and Rahman and by Lubinsky) and convergence for certain meromorphic weights.
Introduction
The classical Marcinkiewicz-Zygmund inequality [15] for a trigonometric polynomial T of degree ≤ n states that there exist positive C, D so that
It is used as a basic tool when proving convergence of trigonometric Lagrange interpolation in the norm of L p ([0, 2π]) for 1 < p < ∞ for functions with a continuous derivative.
The corresponding inequalities for entire functions of exponential type are due to Polya and Plancherel [20, 21] , see also Boas [3] . An entire function F : C → C, not identically zero, has exponential type if lim sup |z|→∞ In this article we consider Marcinkiewicz type inequalities for entire functions of exponential type in weighted L p spaces on the real line, and we apply these inequalities to study the convergence of entire interpolations.
By way of motivating the results below we describe some of the existing work dealing with analogues of (1) in weighted settings. Work of Lubinsky, Nevai, Maté, Xu and others focused on polynomial inequalities for Jacobi measures on [−1, 1] (see [11, 14, 18, 23, 24] and the references therein). Doubling measures were considered by Mastroianni and Totik [17] and Mastroianni and Russo [16] .
Less attention seems to have been devoted to entire functions of exponential type and measures supported on the real line. Here the first weighted result appears to be due to Grozev and Rahman [8] who considered convergence with respect to the power measures dν α (x) = |x| 2α+1 dx. Their approach is tailored to power measures and relies on special properties of Bessel functions.
A different approach to inequalities for entire functions is due to Lubinsky [12, 13] who showed that polynomial results for Jacobi measures can be scaled up to treat entire functions of exponential type with respect to power measures, and vice versa, and that the optimal constants for the polynomial inequalities are also the optimal constants for the inequalities for entire functions.
The results of [8, 12, 13] suggest that analogous statements should be true for more general measures. The present article considers norms given by
where E is an entire function which satisfies |E(z)| > |E(z)| for ℑz > 0, and we prove analogues of (1) in this setting. The norms (3) come equipped with an analogue of the Fourier operator which allows to adjust some of the methods from [16] to the present situation. This relies on facts about certain subspaces of H p (C + ), so called model spaces, which are reviewed in Section 2.
Let w be a positive weight. As applications of the Marcinkiewicz-Zygmund inequalities for (3) we are interested in conditions when a Lagrange interpolation L τ,f that has exponential type τ satisfies
The task here is to find for every τ > 0 an entire E τ with the property that 1/|E τ | converges in some sense to w as τ → ∞ so that the Marcinkiewicz-Zygmund inequalities associated with (3) may be applied.
To illustrate the procedure we study power measures in some detail. We extend the result of Grozev and Rahman, and we show how to obtain Marcinkiewicz-Zygmund inequalities for power measures for a broader class of point sets.
Our final result shows that this procedure leads to similar statements for a class of meromorphic measures, and we formulate a version of (4) in this setting.
Notation and Results
We denote by H p (C + ) the Hardy space of analytic functions F in the upper half plane C + for which
and by H p (C − ) the Hardy space of the lower half plane. An entire function E satisfying
for all ℜz > 0 will be called a Hermite-Biehler entire function. Throughout we assume that E has no real zeros. We set
We denote by T ⊆ R an arbitrary discrete set whose infimum and supremum are not finite. We denote by B the analytic continuation of −ℑE from R to C with explicit formula
and we denote by T B the set of zeros of B. (These are necessarily real by (5) .) For t ∈ T we denote by t + the least element in T that is larger than t, and analogously for T B . In the applications the function E depends on the exponential type τ , and since we intend to study interpolation series when τ → ∞, we require analogues of (1) where the dependency of the constants with respect to E are made explicit. The relevant quantities involve spacings of the points and size of the phase. We define
The assumptions in Theorem 2 involve comparison of quantities where the constants are allowed to depend on E. To simplify notation we write
Let E be an entire function without real zeros satisfying (5) , and assume E ′ /E ∈ H ∞ (C + ). Then there exists C p > 0 so that
(The constant C p does not depend on E.)
The lower inequality requires the point set T B :
Theorem 2. Let 1 < p < ∞ and let q be the conjugate exponent of p. Let E be an entire function without real zeros satisfying (5) , and assume
Then there exist positive C q and D q so that for all F ∈ H p (E) the inequality
holds. (The constants C q and D q come from (7) and (15) , respectively.)
The proofs of Theorem 1 and 2 are given in Section 3.
Remarks.
a. If it were possible to prove Theorem 1 for T = T B with t + − t replaced by 1/ϕ ′ (t) then the assumptions on phase and point spacing in Theorem 2 could be omitted. A result of de Branges [2, Theorem 22] gives such a formula for p = 2. b. The assumption that E ′ /E ∞ is finite implies by work of Baranov [1] that the operator defined by differentiation is bounded on H p (E). c. The classical Paley-Wiener space is recovered by using E τ (z) = e −iτ z with B(z) = sin τ z. In this case Theorems 1 and 2 yield the Polya-Plancherel inequalities.
By way of a first example we investigate power measures. Let J ν be the Bessel function of the first kind of order ν, and let α ∈ R. Define an entire function F ν,α by
Write F ν,α (z) = C ν (z) − iD ν (z) with real entire C ν and D ν , and let S ν,α be the zeros of D ν,α . We review in Section 4 the facts that 1/|F ν,α (x)| ≃ ν |x| ν+ 1 2 for |x| ≥ 1, that F ν,α satisfies (5) , and that F ν,α has exponential type 1.
We note that S ν,1/2 consists of the non-zero zeros of J ν . The differential equations for the Bessel functions imply for t with J ν (t) = 0 that
with a constant c ν . Hence the following result recovers as a special case the Marcinkiewicz-Zygmund type inequalities found in [8] . Additional decay assumptions on f are not needed. (The results in [13] involve more general choices of the parameters; these neither follow from Corollary 1, nor do they imply it.) To simplify dealing with small intervals about the origin we formulate the inequality in terms of dx/|F ν,α (x)| p rather than the power measures. Denote by H p ν the space of entire functions of exponential type ≤ 1 with
It is known that H p ν = H p (E ν,α ) as sets; we will give a brief sketch of this fact during the proof of the following corollary.
Corollary 1 implies the following convergence statement.
Then
The proofs of these corollaries are given in Section 4. The function F ν,α is of course not the only Hermite-Biehler function of type 1 whose reciprocal is comparable to |x| ν+ 1 2 . Indeed, for a simple example let λ j > 0 and ν j > −1 so that λ j = 1 and (ν j
Then F ν has exponential type ≤ 1, satisfies (5) , and outside of
Define real entire C and D by F ν = C − iD, and observe that Theorems 1 and 2 yield analogues of the previous results for T D . The necessary bounds for the derivative of the phase follow from Section 4 and additivity of the phase. Bounds for the zeros of C can be obtained from the fact that they are the points on the real line where the phase is ≡ π/2 (mod π). Bounds for F ′ ν /F ν ∞ may be obtained from the Bernstein theorem for power measures and the fact that F ′ ν /F ν ∞ is the norm of the differentiation operator (cf. [1] ). These examples suggest the following conjecture. Conjecture 1. Consider for every τ > 0 a point set T τ , and assume that t + − t ≃ τ −1 for all t ∈ T τ with implied constants independent of τ . Then there exist Hermite-Biehler functions E τ for which analogues of (8) and (9) hold, and the corresponding Lagrange interpolation satisfies
for every f that is integrable with respect to the power measure and Riemann integrable on every compact interval.
The problem in proving a statement of this type lies not only in the construction of E τ , but also in controlling the constant δ Eτ from Theorem 2 uniformly in τ .
We finally consider weights w given by
where W is an entire function of exponential type τ 0 that satisfies (5) and
As examples we note that the weights w(x) given by
, and x 4p (1 + x 2 ) −3p are all of this form, see [6, Section 8] . We observe in Section 5 that the space of entire functions F of exponential type τ so that
This implies the following convergence result for L τ,f defined by
.
Proofs of these corollaries are given in Section 5.
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Projection into H p (E)
Let E be an entire function without real zeros satisfying (5) . This section reviews model spaces and H p (E) defined in (6) . We note that E = A − iB with
For complex w =z we define K(w, z) by
or alternatively by
When w =z we have
Recall that the phase ϕ is defined by the condition e iϕ(x) E(x) ∈ R for all real x (ϕ is uniquely defined modulo a constant of the form πk for k ∈ Z). Since E has no zeros in an open neighborhood of the closed upper half plane, ϕ can be chosen so that it has an analytic continuation to a set containing the real line. A direct calculation shows
for all real x. As a consequence, the points t ∈ R such that ϕ(t) ≡ 0 mod π coincide with the zeros of B and the points s ∈ R such that ϕ(s) ≡ π/2 mod π coincide with the zeros of A and by (12) , these zeros are simple (and necessarily real by (5)). In particular, the function B/A has only simple real zeros and simple real poles that interlace. We mention that K(w, z) is the reproducing kernel for the Hilbert space H 2 (E) (cf. [2] ).
We require certain facts about the Hardy space H p (C + ) and some of its subspaces. Denote by Hf the Hilbert transform of f , and recall that for 1 < p < ∞ the Riesz projection P + , given for f ∈ L p (R) by
defines a bounded operator from L p (R) onto H p (C + ). In the usual abuse of notation we identify H p (C + ) and the subspace of L p (R) consisting of nontangential boundary values of elements in H p (C + ).
We recall a few facts about model spaces in the upper half plane (cf. [7] for p = 2, and [1, 4] for arbitrary p). Recall that an inner function for C + is bounded by 1 in the upper half plane and its modulus has boundary value equal to 1 almost everywhere on the real line.
By (5) the function Θ = E * /E is inner for C + and meromorphic in C, and the function Θ * is inner for C − and satisfies Θ * = 1/Θ. The model space K p Θ is defined as the kernel K p Θ = ker T Θ * where the Toeplitz operator T Θ * : H p (C + ) → H p (C + ) is given by
The map F → F/E defines an isometry between H p (E) and K p Θ . (This is an immediate consequence of the equivalence F * /E ∈ H p (C + ) if and only if F/E * ∈ H p (C − ).) The space K 2 Θ is a reproducing kernel space with kernel k given by
It follows from (10) that x → K(w, x)/E(x) ∈ L q (R) for every 1 < q ≤ ∞, and the representation
follows from Cauchy's formula for all F ∈ H p (E).
An important tool in model space theory is the operator P Θ : L p (R) → K P Θ given by
For our purpose we need the representation of EP Θ f viewed as an operator on EL p (R) onto H p (E). This is given by the integral operator
We include a proof since this will be used several times in the following sections. (We remark that S E,f is the identity operator on H p (E) by (13) .)
Proof. Since z → K(w, z) is in H q (E) for all 1 < q ≤ ∞, the integral defining S E,f (z) converges absolutely and uniformly on compact sets in C and defines an entire function. Rewriting EF − EG in terms of f and E gives
and (13) shows then that
The boundedness of the Riesz projection on L p (R) mentioned above implies inequality (15) ; the value follows from the bound csc(π/p) for the norm of P + (cf. Hollenbeck and Verbitsky [9] ).
Weighted Marcinkiewicz-Zygmund inequalities
Proof of Theorem 1. The proof is a straightforward modification of the argument in [16, Theorem 1]. Let 1 < p < ∞. Let E be an entire function without real zeros that satisfies (5) . Assume that
Let T ⊆ R be a discrete set with non-finite infimum and supremum and with ∆ T < ∞. Recall that t + = inf{s ∈ T : s > t}.
Starting point is the inequality
valid for all h ∈ C 1 and x < y. (This is obtained from an integration by parts in the integral of (u − x)h ′ (u) followed by Hölder and Minkowski inequality.) Use x = t, y = t + , and the C ∞ (R)-function h = F/E, and sum over t ∈ T to obtain
At this point we need once more the fact that F/E is in the model space K p E * /E . It follows from a result of Dyakonov ([5, Theorem 1]; see also [1, p. 3933] ) that there exists C p > 0, depending only on p, so that
which proves the claim of Theorem 1.
To prove Theorem 2 we seek to use the approach of [16, Theorem 3] by replacing F in F/E p with an interpolation series. (See also [10] .) Establishing the required representation of F ∈ H p (E) is the main part of the proof.
Lemma 2. Let E be a Hermite-Biehler entire function without real zeros and assume E
where the series converges uniformly on compact subsets of C and in H p (E).
Proof. Let 1 < p < ∞, and let F ∈ H p (E). The entire function F k defined by
is an element of H p (E), and we aim to show that it forms a Cauchy sequence in this space. Denoting by q the conjugate exponent of p we have
Since E has no real zeros, we may write g = h/E so that h/E ∈ L q (R). Inserting this representation of g, assuming k ≤ m, and observing (14) gives
By (12) we have K(t, t) = ϕ ′ (t)|E(t)| 2 . Using Hölder's inequality and dropping the restriction on t in the last series of the following inequality gives t∈TB k<|t|≤m
Lemma 1 implies that S E,h ∈ H q (E). We use ϕ ′ (t) ≃ 1, t + − t ≃ 1, Theorem 1, and (15) to obtain that
with constants depending on q and E, but not on h.
With the same reasoning it follows that the first series on the right in (20) converges to zero as k, m → ∞. Since the upper bounds for (19) obtained in this way are independent of h, the supremum in (18) goes to zero as well, and F k converges in H p (E).
To establish that the limit is F we show that F k converges uniformly on compact subsets of C to F . Let z be in a compact set Γ ⊆ C\T B . For t ∈ T B we obtain from (11) 
The assumption t + − t ≃ 1 and the identity A(t) = E(t) imply that the first series converges by Theorem 1. It follows from (12) 
The assumption ϕ ′ (t) ≃ 1 and the spacing t + − t ≃ 1 imply that the second series converges absolutely and uniformly on Γ. Since the singularities at T B are removable, the series
defines an entire function. To show that it represents F fix w / ∈ R with F (w) = 0 and note that G w defined by
is entire and an element of H 2 (E). It follows from the theory of de Branges spaces for p = 2 (cf. the proof of [2, Theorem 22] ) that the representation
holds, and this may be rewritten as
Hence for some constant c F
and as we had seen, the series converges in H p (E). Since by assumption B / ∈ H p (E), we must have c F = 0.
Proof of Theorem 2. As in the proof of Lemma 2 we start with
Identical steps with h = gE and (17) lead to
To keep track of the constants we bound 1/ϕ ′ (t) in both terms on the right using δ E ≤ ϕ ′ (t)(t + − t) and use Theorem 1 to get
Combining this with (15) gives the claim.
Power measures
Define entire functions for z ∈ C by
where J ν is the Bessel function of order ν of the first kind. Thus, A ν , B ν have exponential type 1. Define E ν = A ν −iB ν . For easy reference we collect classical properties of E ν in the following lemma.
Lemma 3. The entire function E ν has the following properties. a. There exist positive constants a ν , b ν so that for |x| ≥ 1, 
which gives statement (c). Statement (d) follows from [19, section 10.21]. Statement (e) is a standard result for canonical systems. For convenience of the reader we include a proof following [22, Section 3] . Define a(τ, z) = A ν (τ z) and b(τ, z) = −τ 2ν+1 B ν (τ z). The power series expansions of a and b in z show that Y = (a, b) t satisfies the differential system
with initial condition Y (0, z) = (1, 0) t . (Subscript τ means differentiation in τ .) Form the matrix M (τ, z) by adding as a second column the solution of the system with initial condition (0, 1) t . Denote by M # the conjugate transpose of M . A direct calculation gives
Integrating over [0, τ ] and evaluating the entry with index (1, 1) for z = w gives
we obtain that z → a(τ, z) + ib(τ, z) satisfies (5) for all τ . Finally, a direct check shows that |B ν /E ν | p is not integrable, i.e., (f) holds.
Much more is true in the case p = 2; see de Branges [2, section 50].
Proof of Corollary 1. We have to check the assumptions of Theorems 1 and 2 for F ν,α .
First, recall that the zeros of A and B for any E = A − iB satisfying (5) are the points where ϕ is π/2 and 0, respectively, modulo π. Hence spacing of zeros and bounds for ϕ ′ are not affected by changing α, and we may assume α = 0. Noting F ν,0 = E ν , the assumptions on E ν and B ν of Theorems 1 and 2 are satisfied by Lemma 3. Moreover, ∆ Eν E ′ ν /E ν ∞ < ∞, and δ Eν > 0. Finally, for an entire F of exponential type ≤ 1 with
From (21) we obtain that F/E ν p < ∞. Viewing (2) as a growth statement for e iz F (z) and e iz F * (z) in the upper half plane we aim to replace e iz by E −1 ν . This is a standard argument of Nevanlinna theory (eg. [16, Section 6] ). We include a proof sketch for the current case.
The crucial piece is (5) for E ν . Since it implies that the entire function E ν of exponential type 1 has no zeros in the upper half plane, the modulus of each factor in the Hadamard factorization of E ν is monotonically non-decreasing on every vertical half line in C + , hence this is also true for y → |E ν (x + iy)|. This implies that lim sup We now have growth conditions on F/E ν on the real line and on the positive imaginary axis, and a version of the Phragmen-Lindelöf theorem may be used to transfer them to the enclosed quarter planes. It follows that F/E ν has a Nevanlinna factorization in C + [16, Theorem 6.13] , and it yields for y > 0
with c ≤ 0. Dropping the linear term, applying Jensen's inequality, and integrating in x leads to F (. + iy)/E ν (. + iy) p ≤ F/E ν || p for y > 0, and hence F/E ν ∈ H p (C + ). (The statement for F * /E ν follows analogously.) It follows that Theorems 1 and 2 are applicable to F , and we obtain (8) and (9) . (The reverse implication holds as well, but we do not need it here.)
We now consider the limit as τ → ∞. We set
and define real entire A ν,τ , B ν,τ by E ν,τ = A ν,τ − iB ν,τ . Inequality (21) implies
for |x| ≥ τ −1 . Moreover, E τ (0) = τ ν+ 1 2 E 1 (0), i.e., dx/|E ν,τ (x) an be estimated by τ ν+ 1 2 dx on the remaining interval [−τ −1 , τ −1 ]. Let F ∈ H p (E ν,τ ). Applying (9) to z → F (z/τ ) and substituting z → τ z in the integral leads to
Before proving Corollary 2 we establish an approximation result for the operator f → S Eν,τ ,f as τ → ∞. To simplify notation we write S ν,τ,f for S Eν,τ ,f .
In either case,
Proof. Consider first ν ≥ − 1 2 and p > 1. For this range of parameters there exists c p > 0 so that for all τ ≥ σ and all F σ ∈ H p (E σ )
We start by showing that the conclusion of the lemma holds for every f for which there exists
Fix σ > 0 and let τ ≥ σ. Observe that F σ ∈ H p (E ν,τ ). By (13) the operator F → S ν,τ,F is the identity operator on H p (E ν,τ ), hence F σ = S ν,τ,Fσ . We obtain
We use (15) to estimate S ν,τ,Fσ−f /E ν,τ p in terms of (F σ − f )/E ν,τ p . We may replace τ by σ using (25), which gives the conclusion of the lemma.
It remains to argue that (26) always holds. This is a standard argument, and we only sketch the details.
We note that f can be approximated in L p (R, max(1, |x| p(ν+ 1 2 ) )dx) by a smooth function of compact support by first convolving f with a C ∞ function of sufficiently small compact support followed by multiplication with a C ∞ bump function of large compact support. Denote this approximation by g. Recall that D ℓ defined by
is a good kernel of exponential type 1 for sufficiently large ℓ = ℓ ν when normalized via c ℓ to have mean value 1. Convolution of g and x → σD ℓ (σx) produces
)σD ℓ (σu)du for |x − u| near zero and for |x − u| large together with the compact support of g may be used to show that
, so that |f /E ν,τ | p is integrable and has an integrable majorant independent of τ . The construction of F σ remains the same. When reaching the stage where the p-norm of (F σ − f )/E ν,τ has to be estimated, in place of (25) we use the upper bound (F σ (x) − f (x))|x| ν+ 1 2 , and note that its p-norm goes to zero.
Proof of Corollary 2. We consider first the case when ν ≥ − 1 2 and p > 1. Let f be Riemann integrable on every compact set and assume that
Since f is Riemann integrable on [−1, 1], it follows that f /E ν,τ p < ∞ for all τ > 0.
We may assume that α = 0, and we note F ν,0 (τ z) = τ ν+ 1 2 E ν,τ (z), as well as
where T ν,τ is the set of zeros of B ν,τ . Denoting the right hand side by L ν,τ,f , we observe from (10) that
where K ν,τ is the kernel for E ν,τ . We show first that L ν,τ,f ∈ H p (E ν,τ ). This follows with a calculation analogous to Lemma 2. Let h/E ∈ L q (R) and observe
The first sum on the right together with (23) and ϕ ′ ν,τ (t) ≃ t + − t may be estimated by a Riemann sum for |E ν,τ (x) −1 f (x)| p and hence finite. The second sum was shown to be finite in the proof of Lemma 2. As in the proof of Lemma 2 it can be shown that L ν,τ,f converges on compact sets to some entire function F τ and is also convergent to F τ in H p (E ν,τ ).
Let σ ≥ τ . We have
By Lemma 4 the H p (E ν,τ )-norms of the first difference go to zero. We note from Lemma 2 that S ν,τ,f = L ν,σ,S ν,τ,f for σ ≥ τ . It follows that Since |σE ν,σ (0) −p | −1 → 0, the term on the right may be estimated by a Riemann sum for f − S τ,f . Since t + − t → 0 for t ∈ T σ as σ → ∞, the series on the right converges to x ν+ 1 2 (f (x) − S ν,τ,f (x)) p p . For the case −1 < ν < − 1 2 with 1 < p < |ν + 1 2 | −1 we use (27) in place of f /E ν,τ p as a convergent majorant where needed.
Hermite-Biehler Measures
Proof of Corollary 3. Denote by ψ the phase of W , and note that the assumption on W ′ /W implies that ψ ′ ∞ < ∞. The function
is evidently entire, satisfies (5) , and |E τ (x)| = |W (x)| for all real x and τ ≥ τ 0 . We have ϕ Eτ (x) = (τ − τ 0 )x + ψ(x), and the assumptions on ψ imply that 0 < ψ ′ (x) ≤ c < ∞, and hence ϕ ′ Eτ (x) ≃ τ with absolute constants independent of x and τ . Recalling that the zeros of B τ are the points where the phase is π/2 modulo π, monotonicity and continuity of the phase gives π = ϕ ′ (ξ t )(t + − t)
for some ξ t ∈ (t, t + ). We obtain t + − t ≃ τ −1 for t ∈ T Bτ , and 1 ≃ δ Eτ . We note B τ (z) = A τ0 (z) sin(τ − τ 0 )z + B τ0 (z) cos(τ − τ 0 )z and hence B τ / ∈ H p (E τ ). Finally,
For F of exponential type τ with F/W p < ∞ we obtain F ∈ H p (E τ ) analogously to the proof of Corollary 1. Theorems 1 and 2 imply the statements of Corollary 3.
Proof of Corollary 4.
The assumption of polynomial growth on 1/|W | implies that the union over τ > 0 of spaces of entire functions of exponential type τ with f /W ∈ L p (R) is dense in the space with an argumentation analogous to Lemma 4 , and hence (f − S τ,f )/W p → 0 as τ → ∞.
For .
Since the argumentation is very similar, the details are omitted.
We remark that the Hermite-Biehler function e −i(τ −τ0)z in (28) can be replaced by any Hermite-Biehler function F τ of type τ with the property |F τ (x)| ≃ 1 with constants independent of real x and τ > 0, provided the spacing properties of the zeros of the associated B function and the bounds for ϕ ′ remain in place.
