Abstract. We construct some families of Salem-type sets on the real line with suitable Fourier decay and regularity properties. These are used to extend a theorem of Hambrook-Laba to obtain sharpness of the L 2 -Fourier restriction estimate by Mockenhaupt and Bak-Seeger, including the case where the Hausdorff and Fourier dimension do not coincide.
Introduction
Let E ⊂ R d be a compact set of Hausdorff dimension α ∈ (0, d). We are interested in Borel probability measures µ supported on E with Fourier decay property of the form
where β > 0. It is well known that β must satisfy β ≤ α (see e.g. [9] ). We will call E a Salem set if there exists such a measure µ for which β can be taken arbitrarily close to α. In d ≥ 2 a typical example of Salem set is the sphere S d−1 ⊂ R d for which (1.1) holds with µ being the (normalized) surface measure and β = α = d − 1. In d = 1 the existence of Salem sets was first shown by Salem [9] . Another way of quantifying the "Fourier decay property" of µ is the L 2 -Fourier extension estimate
where the implicit constant is independent of the bounded Borel function f . By duality (1.2) is equivalent to the L 2 -Fourier restriction estimate
where q ′ is the conjugate exponent of q. For similar reasons as above (see [9] ), μ q = ∞ for all q < 2d/α. Thus q must satisfy q ≥ 2d/α. When µ is the surface measure on the sphere, the Stein-Tomas theorem [10] , [11] states that (1.2) holds for
The sharpness of this range is justified by Knapp's homogeneity argument which captures the "curvedness" of the sphere. It was noticed by Mockenhaupt [8] and Mitsis [7] that Tomas's argument in [10] can be used to show that (1.2) holds for 2 + 4(d − α) β =: q 0 (α, β) < q ≤ ∞ provided that µ satisfies (1.1) and (1.3) µ B(x, r) r α , ∀x ∈ R d , r > 0.
Bak and Seeger [1] extend this result to the endpoint q 0 and further strengthen (1.2) by replacing L q with the Lorentz space L q,2 .
For general measures satisfying (1.1) and (1.3), there is no Knapp argument available to prove the sharpness of q 0 . Remarkably, by exploiting arithmetic progressions, Hambrook and Laba [2] construct Salem sets in R showing that the dependence of q 0 = q 0 (α, α) on α is not improvable. More precisely, for any given integers 1 < M < N , they construct a compact set E ⊂ R of Hausdorff dimension α = log N M and a Borel probability measure µ supported on E satisfying (1.3) and (1.1) for any β < α; moreover, given 2 ≤ q < q 0 (α, α), they find such a measure µ (possibly depending on q) and a sequence of indicator functions (of finite union of intervals) with
However, their construction only shows sharpness of q 0 = q 0 (α, α) at the level of its dependence on α -for any fixed example in their construction, the full range of q for which (1.2) holds is not known (even up to endpoint). Also, since (1.1) is verified only for β < α, the result of Bak and Seeger does not apply to q 0 (α, α). Indeed, in [2] they raise the question whether (1.1) can be attained with β = α in such a construction. In this paper we answer this question in the affirmative. More precisely, by modifying their construction we find Salem sets for which (1.1) is satisfied with β = α and the range of q for which (1.2) holds is precisely q 0 (α, α) ≤ q ≤ ∞. We further extend this result to the case q 0 = q 0 (α, β), thereby showing the sharpness of Bak-Seeger's estimate in greater generality. This is the content of the main Theorem 1, stated in the next section.
Notation. We write 1 2 to indicate that 1 ≤ C 2 for some constant 0 < C < ∞ independent of the testing inputs which will usually be clear from the context. By 1 ≈ 2 we mean both 1 2 and 2 1 hold. For a finite Borel measure µ on R d , we write for
where ξ, x is the Euclidean inner product. We say that a Borel probability measure µ is supported on a set E if µ(E) = 1. We denote by [N ] the set {0, · · · , N − 1} ⊂ R and [N ]/n = {0, 1/n, · · · , (N − 1)/n}. log(·) denotes the logarithmic function with base e.
Statement of results
We now state our results.
Theorem 1. Given 0 < β ≤ α < 1 and a nondecreasing function φ : [2, ∞) → (0, ∞) satisfying lim t→∞ φ(t) = ∞ and φ(2t) ≤ φ(t) + C, there exist a Borel probability measure µ on R supported on a compact set E and a sequence of indicator functions (of finite union of intervals) {f l } l≥1 with f l L 2 (µ) > 0 so that the following estimates hold.
for all 2 ≤ q < 2 +
One can take, for example, φ(t) = log ǫ t. In this case (2.2) implies The logarithmic factor in (2.2) comes from the probabilistic nature of the construction. The presence of φ in (2.2) comes from the need of building arithmetic progressions of growing length so that (2.3) is satisfied in the indicated range of q. In the case β < α, it is likely that one can remove the logarithmic factor from (2.2). In the case β = α, one can remove φ from (2.2) if (2.3) is not required. More precisely, we have the following. Theorem 2. Given 0 < α < 1, there exists a Borel probability measure µ on R supported on a compact set E such that
for all ξ ∈ R, ξ = 0, and
for all interval I centered in E with |I| < 1/2.
We remark that a weaker version of Theorem 2 (with (2.5) replaced by µ(I) |I| α ) can be proved by modifying arguments of Körner [5] . Also, our construction is flexible enough to extend a result of Laba and Pramanik given in [6, Section 6] to dimensions not of the form log N M : Theorem 3. Given 0 < α < 1, there exists a Borel probability measure µ on R supported on a compact set E such that
for all ξ ∈ R, |ξ| ≥ 2, and
The plan of the paper is as follows. In Section 3 we present the proof of Theorem 2 which can also serve as a good warm-up for the proof of Theorem 1. In Section 4 we prove Theorem 3 which follows quickly from the proof of Theorem 2 by adjusting parameters. In Section 5 we prove Theorem 1 following closely the argument in [2] with some simplifications.
Proof of Theorem 2
3.1. Outline of the construction. Given 0 < α < 1 and a sequence of "branching numbers" (to be chosen in Section 3.3) {t N } N ≥1 with t N ∈ {1, 2}, we will construct inductively a sequence of "dyadic nodes"
Our main observation is that, although the dimension α is not reflected at every single stage of branching, the right dimensionality can still be achieved as long as T N := #A N = t 1 · · · t N has the right magnitude.
Given the "nodes" A N , we write the union of the associated intervals
and the associated uniform probability measure
And let
E N be the Cantor set on which the Cantor measure
is supported, where the limit is taken in the weak sense.
3.2. The iteration. Given a large integer N 0 (to be chosen in Section 3.3), we choose A 1 , · · · , A N 0 arbitrarily as long as E N 0 is compactly supported in (0, 1). Assume that A 1 , · · · , A N −1 have been chosen, we now choose A N . Let A ⊂ R be a finite set, we will write for k ∈ Z
The Fourier decay property (2.4) will follow if we have an efficient bound on
This reduces to bounding a "sparse" sum of the form
where k = 1, · · · , 2 N − 1. When t N = 2 this is trivial since each term is equal to 0. When t N = 1, we need to choose A N,a = {0}/2 N or {1}/2 N for each a ∈ A N −1 to obtain a favorable bound. To this end we use a random selection employed in [6] . For the sake of presentation we will write it in a slightly more general form. Let
We write for x ∈ {0, 1}
the translation of B N by x within {0, 1}/2 N . Clearly,
Now for fixed k ∈ Z, consider the random variables
indexed by a ∈ A N −1 . Where {x(a)} a∈A N−1 are independent and for each a, x(a) is uniformly distributed on {0, 1}. To bound the sum a∈A N−1 χ a (k), we invoke Bernstein's inequality. For a proof, see e.g. [3] .
Lemma 1 (Bernstein's inequality). Let X 1 , · · · , X n be independent complexvalued random variables with EX j = 0 and
Since χ a (k), a ∈ A N −1 are independent with Eχ a (k) = 0 and |χ a (k)| ≤ 2, choosing t 2 = T −1 N −1 4 log(2 N 8) in Lemma 1 gives
Here (3.1) is guaranteed by our choice of t N and N 0 . See Section 3.3. Allowing k to vary we see that we can choose x(a) in such a way that
for k = 0, 1, · · · , 2 N − 1. By periodicity, this bound extends to all k ∈ Z.
Now set A N,a = B N,x(a) and
This finishes our choice of A N .
3.3. Choosing t N and N 0 . This section contains the key ingredient of our construction. From now on till the end of Section 4, all implicit constants depend only on α.
In view of (3.2), we want
Since θ N is either 2 −α or 2 1−α , this can be guaranteed by choosing appropriate sequence t N ∈ {1, 2}. And this finishes our choice of t N . Now we can clearly choose N 0 large enough so that (3.1) is satisfied.
3.4. Fourier decay estimate. We can now prove (2.4). By (3.2) and (3.3),
for all N > N 0 and k ∈ Z. Consequently, for k = 0,
where N 1 is the largest integer with 2 N 1 ≤ |k| and N 2 is the smallest integer with 2 N 2 > |k|. Since
we see that
for all k ∈ Z, k = 0. (2.4) then follows from the fact that µ is compactly supported in (0, 1). See e.g. [4, p. 252].
3.5. Regularity estimate. To finish the proof of Theorem 2, it remains to show (2.5). We split the proof into two parts.
Lemma 2. For all interval I with |I| < 1/2,
Proof. It suffices to prove the estimate for small intervals. Assume that 1 2 N +1 ≤ |I| < 1 2 N and there exists a ∈ A N such that the interval (0, 1/2 N ) + a intersects with I. Since |I| < 1/2 N , there are at most two such intervals, say J 1 and J 2 . Now
where we have used (3.3).
Lemma 3. For all interval I centered in E with |I| < 1/2,
Proof. It suffices to prove the estimate for small intervals. Assume that 2
for the same reason as above.
Proof of Theorem 3
The construction of E and µ for Theorem 3 differs from the one for Theorem 2 only in the way we choose t N . The corresponding Fourier decay and regularity estimates are proved by similar arguments. We include them here for the sake of completeness. 4.1. Choosing t N and N 0 . Writing t N = 2 α θ N , instead of (3.4), we want
For the same reason as before, this can be done by choosing appropriate t N ∈ {1, 2}. Similarly, we then choose N 0 so large that (3.1) is satisfied.
Note that by our choice of t N , we have, instead of (3.3),
4.2. Fourier decay estimate. Now by (3.2) and (4.2),
By the same argument as in Section 3.4, to prove (2.6) it suffices to show
for |k| ≥ 2. To prove this, we write, as before,
where N 1 and N 2 are as in Section 3.4. Notice that
which can be seen by dividing both sides by the right hand side. Now
2 N 2 α/2 log 1/2 |k| |k| α/2 together give the desired estimate.
4.3.
Regularity estimate. Arguing as in Section 3.5, one sees that (2.7) reduces to the fact that
which is an immediate consequence of (4.1).
Proof of Theorem 1
To obtain (2.3) in Theorem 1, we follow the idea of Hambrook and Laba [2] , that is, to build a highly structured "subtree" {P N } into the "random tree" {A N } as constructed above. In order to obtain (2.3) in the indicated range of q, we need the "branching number" of {P N } to be growing with N overall. This requires the "ambient tree" to branch at growing rate and results in a slight weakening the of regularity estimate as seen in (2.2). 5.1. Outline of the construction. Given 0 < β ≤ α < 1 and φ as in Theorem 1, we set
for N ≥ 1. Here ψ(N ) indicates the "branching number" of the "ambient tree" as 2 does in the previous construction. Denote Ψ(N ) = N n=1 ψ(n). Given two sequences {τ N } N ≥1 and {t N } N ≥1 with 1 ≤ τ N ≤ t N < ψ(N ) (to be chosen in Section 5.3), let P 0 , P 1 , · · · be the uniquely determined sequence of sets with P 0 = {0} and
We will construct inductively another sequence of sets A 0 , A 2 , · · · with
As before we write As before, we let
and for x ∈ [ψ(N )], let
By exactly the same argument as in Section 3.2, we can find x(a) for each a ∈ A N −1 such that, writing
and T N −1 = #A N −1 , we have
Here (5.2) is guaranteed by our choice of t N and N 0 . See Section 5.3. The additional procedure now is to modify B N,x(a) in order to build in P N and make P N suitably isolated in A N . More precisely, for a ∈ P N −1 , we adjoin {1, · · · , τ N }/Ψ(N ) to B N,x(a) and subtract a matching number of elements of B N,x(a) that are not in {1, · · · , τ N }/Ψ(N ), so that the resulting set still has cardinality t N . If 0 or (τ N +1)/Ψ(N ) is in this new set, we further modify it so that these two points are not included while the cardinality of the set is unchanged and {1, · · · , τ N }/Ψ(N ) is still included. Let A N,a be the set obtained.
For a / ∈ P N −1 , let A N,a = B N,x(a) . Now set
This finishes our construction of A N . Note that if we let
then by the modification procedure described above, we haveχ a (k) = χ a (k) if a / ∈ P N −1 , and
Combining with (5.1), we see that
Before closing this section, we note that given l > N 0 , since P l is isolated in A l , there exists a smooth function χ l such that
for all N ≥ l.
5.3.
Choosing τ N , t N and N 0 . Similar as before, we write
For sufficiently large N , say N > M , we will choose t N so that
and similarly for ϑ N . Such an M does exist since lim N →∞ ψ(N ) = ∞. For N ≤ M we let t N = τ N = 1. We now choose t N and τ N for N > M . From now on all implicit constants depend only on α, β and φ. In view of (5.3), we want
for all N > N 0 . This reduces to
Since the left hand side grows mildly, we can choose appropriate θ N for N > M so that this holds for all N . This finishes our choice of t N . In view of (5.3), we also want
for all N > N 0 , which reduces to
By our choice of t N , this is true if
But this can be guaranteed by choosing appropriate ϑ N for N > M . This finishes our choice of τ N . Now we can clearly choose N 0 so large that (5.2) is ensured for all N > N 0 .
5.4.
Fourier decay estimate. Since β ≤ α, by (5.3), (5.5) and (5.6),
argue as in Section 3.4, we see that
This implies (2.1) by the same argument as before. Furthermore, by (5.4) and (5.7),
for all N 0 < l < N and ξ ∈ R, ξ = 0. 5.5. Regularity estimate. We split the proof of (2.2) is into two parts.
Lemma 4. For all interval I with |I| < 1/2,
.
Proof. Assume that 1/Ψ(N + 1) ≤ |I| < 1/Ψ(N ) and there exists a ∈ A N such that the interval (0, 1/Ψ(N ))+a intersects with I. Since |I| < 1/Ψ(N ), there are at most two such intervals, say J 1 and J 2 . Now
where we have used (5.5) in the second line.
Lemma 5. For all interval I centered in E with |I| < 1/2,
Proof. Assume that 2/Ψ(N + 1) ≤ |I| < 2/Ψ(N ) for some large N . Since I is centered in E N +1 , there exists a ∈ A N +1 such that J = (0, 1/Ψ(N +1))+a is contained in I. Now
5.6. Arithmetic progressions. In this section we prepare for the proof of (2.3). Given N 0 < l < N and r ∈ Z ≥1 , we will need a lower bound for
Following the pigeonhole type argument in [2] we first bound #Z, where
Notice that each y ∈ F l ∩ A N has a digit representation
where
, by (5.9) we get a desired lower bound
Following [2] , we now use Salem's trick to bound the L r norm of f l µ N from below. More precisely, since
we have
And so
Combining with (5.10), we get
where C r > 0 is a constant depending only on r.
5.7.
Failure of the extension estimate for q < 2 + 4(1−α) β . We are now ready to prove (2.3). Argue as in [2] , we fix r ∈ Z with r > 1 β and 2r > 2 + 4(1 − α) β .
Since f l µ N converges to f l µ weakly, we have 
This shows (2.3), and the proof of Theorem 1 is complete.
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