Abstract. When interpolating a network of curves to create a C 1 surface from spline patches, the network has to satisfy an algebraic condition, called the vertex enclosure constraint. We show the existence of a similar, additional constraint that governs the admissibility of curve networks for G 2 interpolation by smooth patches.
Introduction
One much-studied paradigm of geometric design is surface interpolation of a given network of C 2 curve segments (see Figure 1 ). While many C 2 constructions exist that join n patches (e.g. [Hah89,GH95,Ye97,Rei98,Pra97,YZ04,LS08,KP09]), these constructions generate the boundary curves that emanate from the common point, i.e. rely on full control of these curves. In many practical scenarios, however, the curves are feature curves. That is, they are given and may only be minimally adjusted. It is wellknown, that interpolating a network of curves by smooth patches to create a C 1 surface is not always possible when the number of curves is even, since an additional algebraic constraint must hold for the normal component of the curve expansion at the common point. This is the first-order vertex enclosure constraint [Pet91, DS91, HPS09] . Here we discuss whether curve nets have to meet additional second-order vertex enclosure constraints to allow for their G 2 interpolation by smooth surface patches. The two papers on this subject we are aware of are [DS92] which sketches how one might solve the G 2 constraints but does not discuss whether they can be solved and [Pet92] which analyzes the case when curves join with equal angles.
In particular, we want to determine constraints, if any, on n boundary curves y j , j = 1, . . . , n so that consecutive patches surrounding a vertex can join with C 2 continuity after reparameterization by some regular map
We show constructively under what constraints smooth interpolating surfaces can be constructed, but we do not discuss how to obtain fair surfaces. Nor are we suggesting heuristics for the generation of curve networks.
Network of curve segments. This paper focuses on (right) local network interpolation (see also Definition 1): curves y j , j ∈ Zn, meeting at a point p are given and pairwise interpolating patches x j are sought. The arrow-labels 1 and 2 indicate the domain parameters associated with the boundary curves of the patches, e.g. ∂1x j+1 (ν, 0) = ∂2x j (0, ν).
j ∈ Z n . We note that the angle γ j corresponds to patch x j+1 and assume for notational simplicity that the curves are arclength-parameterized at ν = 0 so that each tangent vector t j := (y j ) ′ (0) is a unit vector. Differential geometry provides us with two fundamental properties that the curve network {y j } must satisfy to be part of a C 2 surface. There must exist a vector n, the normal at p, and I(·, ·), the second fundamental form acting on the tangent plane components of its two arguments, such that t j · n = 0, and
(We note that n is unique iff there are two linearly independent t j and I is unique iff there are three pair-wise linearly independent t j . When the tangents form an X, i.e. when there are just two pair-wise linearly independent t j , then there is a one-parameter family of second fundamental forms.)
Definition 1 (Smooth Network Interpolation). Let
be a sequence of n regular, C 2k continuous curves in R 3 that meet at a common point p in a plane with oriented normal n and at angles γ j less than π (cf. Figure 1 ):
A G k surface network interpolation of {y j } is a sequence of patches
that are regular and C 2k at p, that interpolate the curve network according to
(with index modulo n) and that connect pairwise so that G k constraints (see e.g. [PBP02] or [Pet02] ) hold:
Smooth Network Interpolation restricted to the neighborhood of p is called local network interpolation.
Note that the increased smoothness at vertices is natural for spline constructions but (intentionally) rules out out Gregory's rational constructions [Gre74, MW91, Her96] and that, by [HLW99] , (7) is equivalent to
Since the reparameterization appears only on one side, the formulation may appear asymmetric; but with Φ j regular, we can invert the relationship -so this formulation is as general and powerful as reparameterizing both x j+1 and x j .
Section 3 introduces the constraints for k = 2, resulting from expanding (7) at (0, 0). Section 4 then classifies the G 2 constraints at the vertex and analyzes their solvability for a fixed curve network. Theorem 1 establishes the existence of second-order vertex enclosure constraints. We conclude with a conjecture on the properties of a matrix that holds the key to the complete characterization of second-order vertex enclosure constraints.
Notation and constraints
Since our focus is on curvature continuity at p = x j (0, 0), we abbreviate the kth derivative of y j evaluated at 0 as y j k and write
We drop superscripts whenever the context makes them unambiguous, e.g. we write
That is x k1k2 is a vector in R 3 and not a vector of vectors [. . . , x j k1k2 , . . .]. We also tag the equations arising from (7) for a specific choice of (k 1 , k 2 ) and j as (k 1 , k 2 ) j . Again, to minimize ink, we leave out the superscript when possible. By (6), Φ j has the expansion
Substituting the curves according to (6), we obtain from (7) at (0, 0), via the chain rule, the G 1 constraints
(1,1) (2,2)
Lemma 1 (equivalence of I and normal twist). Let x(u, v) be a patch interpolating the curves y 0 (u) and y 1 (v) with tangents t 0 and t 1 respectively and x + its consecutive patch interpolating y 1 , and y 2 with tangent t 2 . If the tangents t j , j = 0, 1, 2 are pairwise linearly independent then defining a unique second fundamental form I(·, ·) at (0, 0) is equivalent to defining x 11 (0, 0) · n, the normal component of the corner twist.
Proof. Let t 2 = at 0 + bt 1 . Since the second fundamental form is identical for adjacent patches, at (0, 0),
If a, b = 0 then comparing terms shows I(t 0 , t 1 ) = x 11 · n as claimed.
If the tangents form an X, we can define a consistent second fundamental form for the surface network by choosing the value of
By (1,1), fixing Proof. Dropping as usual the superscript k, we define a network of surfaces
where I := {(1, 1), (1, 2), (1, 3), (2, 1), (2, 2)}, J := I ∪ {(1, 0), (2, 0)} and
since x + agrees up to second order withx along y. Therefore x + and x meet in a G 2 fashion along y. Also x + interpolates y and y + and the Taylor coefficients of x + are designed to be those of x with the superscript increased by 1.
We note that l 1 and l 2 are not directly involved in the definition of x + but rather are defined via (1) for the next curve:
Now we focus on solvability of the G s constraints, s = 0, 1, 2. The solvability of (k 1 , k 2 ) j for k 1 + k 2 = 2 follows from Lemma 1. Our main goal is therefore to find the local G s constraints (k 1 , k 2 ) j of Section 2 for 3 ≤ k 1 + k 2 ≤ 4 in terms of the higherorder derivatives, x Proof. We have more vector-valued variables, x 31 , x 13 , x 22 , than constraints: (3,1), (2,2). Equation (3,1) expresses x + 31 in terms of x 13 so that we can focus on solving (2,2) in terms of x 13 and x 22 . Equation (2,2) can be arranged as
where f (y, x 11 , x 12 , x 12 ) is the collection of terms on the boundary or appearing in lower-order equations. Clearly, we can solve n−1 of these equations for x + 22 . In general, this is all we can hope for since, for equal angles γ j , the analysis in [Pet92] shows that the constraint matrix for solving (2,2) in terms of just x 22 is rank-deficient by 1.
If the tangents do not form an X configuration, i.e. not all consecutive pairs of angles add to π, then at least one τ , σ 12 (we may need σ 12 to choose w 11 = 0 for Lemma 6).
Our analysis therefore focusses on the case of k 1 + k 2 = 3 derivatives. If the corresponding constraints are solvable then no second-order vertex enclosure constraint exists and a construction is always possible. However, the situation is not that simple as the next lemma shows. ).
Proof. We eliminate x 21 by substituting (2,1) j−1 into (1,2) j to obtain
where g(y, x 11 ) collects the terms depending on y and x 11 . We divide both sides by
This is Equation (17).
Although, generically, we can freely choose all τ j k1k2 and σ j k1k2 for k 1 + k 2 > 1, rank deficiency of the matrix M could lead to an additional constraint on the boundary curves when we consider a higher-order saddle point. For a higher-order saddle point, n · y j k = 0 for k = 1, 2 and this can force n · x j 11 = 0 so that
If ℓ ∈ R n is a left null-vector of M, i.e. ℓM = 0, then we obtain the second-order vertex enclosure constraint
We therefore focus on the rank of M. The next lemma partly characterizes rank(M) and hence explains in what cases a second-order vertex enclosure constraint can exists or where no second-order vertex enclosure constraint exists because M is of full rank.
Lemma 5 (rank of M).
The rank of M is at least n − 2. The matrix M is of full rank (rank(M) = n) if either all angles are equal, and n ∈ {3, 4, 6}; or if all angles are less than π/3.
Proof. Since all sin γ j > 0, we can solve (20) for j = 1, . . . , n − 2, i.e. the rankdeficiency in the general case is at most 2. Discrete Fourier analysis in [Pet92] shows M to be of full rank if all angles are equal, and n ∈ {3, 4, 6}. If all angles are less than π/3 then the matrix is strictly diagonally dominant and therefore invertible.
We will see below that, for n = 4 and equal angles, rank(M) = 2; and for n = 5, when three angles are π/2, then rank(M) = 3. Discrete Fourier analysis in [Pet92] showed rank(M) = n−1 if n ∈ {3, 6} and all angles are equal; and rank(M) = n−2 when all angles are equal and n = 4. In the general case, however, the analysis is more complex.
As for first-order vertex enclosure constraint, we can focus exclusively on the normal component of the constraints since, in the tangent plane, we can always choose τ 11 and σ 11 to solve (1,1) for an arbitrary choice of x If n = 4, the determinant of M is
The last equation holds because γ j = 2π. That is D = 0 if and only if γ 1 + γ 2 = π and therefore γ 3 + γ 4 = π; or γ 2 + γ 3 = π and therefore γ 4 + γ 1 = π. That is D = 0 if and only if at least one pair of tangents, t 1 ,t 3 or t 2 ,t 4 , is parallel. If γ 1 + γ 2 = π and γ 2 + γ 3 = π, i.e. the tangents form an X then sin γ j = s, j = 1, 2, 3, 4, for some scalar 0 < s ≤ 1. The matrix n · r j := (2τ 11 + σ 02 − 2σ
Choosing, for example, w 11 = 0 in (13), we can enforce n · r j = 0 by choice of σ 02 and the constraints can be satisfied. 
By (13) one n · x j 11 can be chosen freely and we can set ℓn · r = n · r 1 − 2 cos γ 4 n · r 2 − n · r 3 − 2 cos γ 1 n · r 4 = 0
by judicious choice of σ j 02 .
Our main result, however, proves that a second-order vertex enclosure constraint exists for a higher valence for some choice of γ.
Theorem 1 (second-order vertex enclosure constraint). For n = 5 and some choice of γ j , a second-order vertex enclosure constraint exists.
Proof. For n = 5, we compute det M = 18 sin(γ j + γ j+1 ).
Abbreviating s j := sin γ j and c j := cos γ j and assuming, without loss of generality that γ 1 + γ 2 = π and therefore γ 3 + γ 4 + γ 5 = π, we get 
Specifically, for γ = Conversely, we showed that a solution to the G 2 vertex constraints allows constructing a G 2 local network interpolation.
