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Abstract
Let Ll3 be the class of edge intersection graphs of linear 3-uniform hypergraphs. It is known that the problem of recognition
of the class Ll3 is NP-complete. We prove that this problem is polynomially solvable in the class of graphs with minimum vertex
degree ≥ 10. It is also proved that the class Ll3 is characterized by a finite list of forbidden induced subgraphs in the class of graphs
with minimum vertex degree ≥ 16.
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1. Introduction
The edge intersection graph L(H) of a hypergraph H = (V (H), E(H)) is defined as follows:
(1) the vertices of L(H) are in a bijective correspondence with the edges of H ;
(2) two vertices are adjacent in L(H) if and only if the corresponding edges have a nonempty intersection.
We use the term clique both for a set of pairwise adjacent vertices and the corresponding induced complete
subgraph. A clique covering of the graph G is a family Q of cliques of G such that every vertex and every
edge of G belongs to some clique from Q. Let H∗ be the dual hypergraph of H and let P be some hypergraph
property (i.e. a class of hypergraphs distinguished up to isomorphism). Define the following two classes of graphs:
L(P) = {L(H) : H ∈ P} and P∗ = {H∗ : H ∈ P}.
In [2], Berge described an inverse image L−1(G) (i.e. the set of hypergraphs H such that L(H) = G) for an
arbitrary graph G in terms of clique coverings of G. That description evidently implies the following:
Theorem 1. A graph G belongs to L(P) if and only if there exists a clique covering C = {C1, . . . ,Cq} of G such
that the hypergraph H(C) = (V (G),C) belongs to P∗.
Thus, Theorem 1 reduces the problem of recognizing the class L(P) to investigating the clique geometry of graphs
being tested.
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A partition of a graph into cliques satisfying the assumptions of Theorem 1 for a class P is called a Krausz-type
P-decomposition. The first example of such decomposition was found in the classical paper of Krausz [6], where line
graphs were described.
A hypergraph H is called linear if |Ei ∩ E j | ≤ 1 for all Ei , E j ∈ E(H), i 6= j , and k-uniform if all edges
have the same cardinality k. The classes of edge intersection graphs of k-uniform hypergraphs and linear k-uniform
hypergraphs are denoted by Lk and Llk , respectively.
Let us call a clique covering C = {C1, . . . ,Cq} of a graph G
(1) linear if any two different cliques in C have no common edges,
(2) k-covering if every vertex of G belongs to at most k cliques from C.
Theorem 1 implies
Theorem 2. A graph G belongs to the class Lk (Llk) if and only if it has a k-covering (a linear k-covering).
A linear k-covering is also called a Krausz k-covering (or Krausz k-partition, or Krausz k-decomposition). In what
follows Krausz 3-partition is called a Krausz partition.
Classes L2 and Ll2 (the edge intersection graphs of multigraphs and of simple graphs respectively) have been
studied for a long time. In the classical work of Beineke [1] the class Ll2 is characterized by a finite list of forbidden
induced subgraphs (such a characterization was independently obtained by Neil Robertson). Efficient algorithms for
recognizing these classes and constructing the corresponding Krausz-type decompositions are also known (see, for
example, [3,7,14,16]).
The situation changes radically if one takes k ≥ 3 instead of k = 2. Lova´sz posed the problem of characterizing
the class L3, and noted that it has no characterization by a finite list of forbidden induced subgraphs (a finite
characterization) [9]. It has been proved that the recognition problems “G ∈ Lk” for “k ≥ 4” [15], “G ∈ Ll3”
for k ≥ 3 and the problem of recognition of edge intersection graphs of 3-uniform hypergraphs without multiple
edges [15] are NP-complete.
But the case k = 3 is special, because in this and only in this situation the restrictions on vertex degrees are
essential. This follows from the arguments below.
A maximal clique of order at least k2 − k + 2 of graph G is called a k-large clique (3-large clique further will be
called simply large clique). For such cliques the following statement holds:
Lemma 3 ([4,5,8,12]). Any k-large clique of a graph G belongs to every linear k-partition of G.
It is evident that the class Llk is hereditary, and it follows from Theorem 2 that the star K1,k+1 does not belong to
the class Llk . Therefore the Ramsey theorem implies that every vertex of a graph G ∈ Llk is contained in some k-large
clique if degrees of vertices in G are high enough. Hence Lemma 3 and the polynomial recognizability of the class Ll2
imply the following: there exists a polynomial-time algorithm for recognizing intersection graphs of linear 3-uniform
hypergraphs in the class of graphs with high enough minimum vertex degree.
But this holds only for k = 3 because it is proved in [4] that for any k ≥ 4 and d > 0 the problem “G ∈ Llk”
remains NP-complete in the class of graphs G with the minimum vertex degree δ(G) ≥ d . The fact that there is no
finite characterization of the class Llk, k ≥ 4, for graphs with δ(G) ≥ d for any d, was proved independently in [10].
It follows from the results above that there exists a polynomial solvability threshold for the problem “G ∈ Ll3”,
i.e. an integer δALG such that the problem is polynomially solvable in the class of graphs G with δ(G) ≥ δALG and
NP-complete, if δ(G) < δALG. The problem of finding δALG arises.
At the same time another problem is considered: is it true that there exists d > 0 such that the class Ll3 has a finite
characterization in the class of graphs G with δ(G) ≥ d? It was proved in [13] that such characterization exists in the
class of graphs G with δ(G) ≥ 75. In [12] the same authors reduced their estimate up to δ(G) ≥ 69. Obviously, this
implies that δALG ≤ 69.
If P 6= NP, the fact that the problem “G ∈ Ll3” is NP-complete and the result in [13] mentioned above imply
the existence of the minimum integer δFIS ≥ 2 such that the class of intersection graphs G of linear 3-uniform
hypergraphs with δ(G) ≥ δFIS has a finite characterization. It is evident that δALG ≤ δFIS, and the results above assert
that δFIS ≤ 69.
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We developed a new machinery for analysing clique coverings of graphs based on a deep penetration into the
geometry of Krausz partitions. It allows us to obtain the following estimations: δALG ≤ 10, δFIS ≤ 16. It is also proved
in [11] that δALG ≥ 6, δFIS ≥ 6.
2. Reducing families and local fragments
Let us introduce the basic notation.
• N (v) = NG(v) is the neighbourhood of a vertex v in a graph G;
• Bk[a] and Sk[a] is the ball and the sphere in a graph H of radius k with the centre in the vertex a (we will write
simply Bk and Sk if it is clear what vertex we mean);
• u ∼ v means that a vertex u is adjacent to a vertex v;
• u ∼ X (u 6∼ X ) means that a vertex u is adjacent to all (none) vertices from the set X;
• ω(G) is the density of a graph G;
• ∆(G) is the maximum vertex degree of a graph G;
• ecc(v) is the eccentricity of a vertex v;
• r(G) is the radius of the graph G.
Let F be a family of cliques of graph G. The cliques from F are called clusters of F. Denote by V (F) (E(F)) the
sets of vertices (edges) covered by F . Also denote by lF (v) the number of cliques from F covering the vertex v.
A family F is called
(1) a fragment of a Krausz partition (or simply a fragment) if there exists a Krausz partition Q of G such that F ⊆ Q;
(2) fundamental if it satisfies the following condition: F is a fragment if and only if G ∈ Ll3;
(3) reducing family if it is fundamental and lF (v) = 1 or lF (v) = 3 for any vertex v ∈ V (G).
Let F be reducing family and H = G − E(F) (the graph obtained from G by deleting all edges covered by F). If
there exist a vertex v such that lF (v) = 3 and NH (v) 6= ∅, then G 6∈ Ll3. Otherwise G ∈ Ll3 if and only if H ∈ Ll2,
and if R is a Krausz 2-covering of H , then F ∪ H is a Krausz 3-covering of G.
So, the reducing family indeed allows to reduce the problem “G ∈ Ll3” to the problem of recognizing line graphs,
which is polynomially solvable.
The idea of the algorithm solving the problem “G ∈ Ll3” for graphs with δ(G) ≥ 10 is the following. We will
build the reducing family starting from some initial family of cliques adding a new clusters at each iteration of the
algorithm. The main purpose of further considerations is to show what cliques could be added.
Let G be an arbitrary graph from Ll3, Q be its Krausz covering, F ⊂ Q be some fragment (F = ∅ is possible) and
H = G − E(F). Denote by Ek(a) the set of edges of H with at least one end in the Bk−1[a].
If deg(v) ≥ 19 for some vertex v ∈ V (H), then v should be contained in some large clique. According to Lemma 3,
we can assume that all large cliques of graph G belong to F. It implies ω(H) ≤ 7 and ∆(H) ≤ 18.
A clique covering Fk(a) of Ek(a) is called a local fragment of radius k with centre in a with respect to F (or
(a, k)-local fragment or simply local fragment) if
(1) any pair of cliques from Fk(a) have no common edges;
(2) every vertex v ∈ Bk[a] is covered by at most 3 cliques from F ∪ Fk(a).
(We will write Fk if it is clear or doesn’t matter what vertex a we mean.)
The following properties of local fragments are evident:
(i)
⋃
Ci∈Fk (a) Ci = Bk[a];
(ii) for every vertex a and any k ∈ N the Krausz covering Q induces the local fragment Fk(a);
(iii) if k = ecc(a)+ 1, then F ∪ Fk(a) is a fragment;
(iv) any local fragment Fk(a) with radius k uniquely determines the decreasing sequence
Fk(a) ⊃ Fk−1(a) ⊃ · · · ⊃ F1(a) (1)
of local fragments with radiuses k, k − 1, . . . , 1. We call F1(a) the groundwork of the local fragment Fk(a).
The following property of clusters of local fragments holds:
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Lemma 4. Let C be a cluster of a local fragment Fi from the sequence (1), i < k, and let v be a vertex such that
|C ∩ NH (v)| ≥ 4. Then v ∈ C. In particular, if |C | ≥ 4, then the cluster C is a maximal clique.
We call a clique C ⊆ Bk[a] special if it is a cluster of any local fragment Fk+1(a). The maximal cliques of order 6
and 7 are called prelarge. The clique C ⊂ V (H) touches the fragment F if C contains a vertex covered by F.
The property (ii) implies
Lemma 5. If C is a special clique, then F ∪ {C} is a fragment.
In particular, the following cliques are special:
Lemma 6. (1) Any prelarge clique of graph H touching fragment F is special.
(2) Let C be maximal clique of graph H, v ∈ V (H) \ C, such that |C ∩ NH (v)| ≥ 1 and |C \ NH (v)| ≥ 5. Then C
is special.
Proof. Prove, for example, (2) (the proof of (1) is similar). Assume that there exists a local fragment Fk such
that C 6∈ Fk . Then a vertex b ∈ C ∩ NH (v) should be covered by three clusters C1,C2,C3 ∈ Fk , v ∈ C3,
Ci ∩ C 6= ∅, i = 1, 2. Then without loss of generality |C1| ≥ 4 and for any vertex x from C2 \ {b} we have
|C1 ∩ NH (x)| ≥ 4. This contradicts Lemma 4. 
Such clique and vertex as in item (2) of Lemma 6 are called good clique and good vertex, respectively.
Let k ≥ 3. Assume there exist two sequences of local fragments
Fk+1 ⊃ Fk ⊃ · · · ⊃ F1, F ′k+1 ⊃ F ′k ⊃ · · · ⊃ F ′1. (2)
Let W ⊂ H . Denote by DW (v) (D′W (v)) the number of clusters of Fk+1 (F ′k+1) covering all edges between v and
W . In particular, for v ∈ Si consider D−(v) = DSi−1(v), D+(v) = DSi+1(v) (D′−(v), D′+(v) have the same meaning
for F ′k+1).
Let Sk−2 be the disjoint union of two sets:
Sk−2 = Pk−2 ∪ Qk−2, Pk−2 ∩ Qk−2 = ∅.
Consider the following sets:
Pk−1 = NSk−1(Pk−2), Qk−1 = Sk−1 \ Pk−1, Pk = NSk (Ak−1), Qk = Sk \ Pk .
Set F˜k = Fk−1 ∪ {C ∈ Fk |C ∩ Pk−1 6= ∅}, F˜ ′k = F ′k−1 ∪ {C ′ ∈ F ′k |C ′ ∩ Pk−1 6= ∅}.
Lemma 7. Let the following conditions hold:
(1) DPk∪Qk−1(v) ≤ 1, D′Pk∪Qk−1(v) ≤ 1 for any vertex v ∈ Pk−1;
(2) DQk−1(u) ≤ 1, D′Qk−1(u) ≤ 1 for any vertex u ∈ Qk−2;
(3) deg(α) ≥ 9 for any vertex α ∈ Pk ∪ Qk−1;
(4) there is neither large nor good clique in Sk−1 ∪ Sk ∪ Sk+1.
Then F ∪ F˜k is a fragment if and only if F ∪ F˜ ′k is a fragment.
Proof. Let F ∪ F˜k be a fragment and X be a list of cliques complementing it to some Krausz covering Q. Let’s show
that F ∪ F˜ ′k ∪ X is also Krausz covering of G.
Evidently,
V (F˜k) = V (F˜ ′k) = Bk−1 ∪ Pk .
Let xy ∈ E(H). The following three statements are true:
(a) If x ∈ Pk−1, then xy is covered by F˜k .
(b) If x ∈ Pk, y ∈ Pk ∪ Qk−1, then xy is covered by F˜k if and only if there exists a vertex α ∈ Pk−1 such that a triple
x, y, α induces a triangle in H . (It follows from the condition (1) of lemma considered).
(c) If x, y ∈ Qk−1, then xy is covered by F˜k if and only if there exists a vertex β ∈ Pk−1 ∪ Qk−2 such that x, y, β
also induces a triangle in H . It follows from the conditions (1) and (2).
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These statements are also true for F˜ ′k . Thus F˜k and F˜ ′k cover the same sets of vertices and edges.
Now it is evident that the statement of lemma could be false only if there exists a vertex α ∈ Pk ∪ Qk−1 such that
α belongs to exactly one cluster C ∈ F˜k and exactly two clusters C ′1,C ′2 ∈ F˜ ′k .
Clearly,
C = {α} ∪ {x ∈ V (H)|αx ∈ E(F˜k)}, C ′1 ∪ C ′2 = {α} ∪ {x ∈ V (H)|αx ∈ E(F˜ ′k)}.
Then the equality E(F˜k) = E(F˜ ′k), implies
C = C ′1 ∪ C ′2.
According to Lemma 4, the last equality implies |C ′i | ≤ 3, i = 1, 2. Therefore by virtue of condition 3), there
exists a third cluster C ′3 covering α, moreover |C ′3| ≥ 6.
Let u ∈ Qk−2 ∪ Pk−1, u ∼ α. Without loss of generality u ∈ C ′1. Then the conditions (1), (2) assert that
u 6∼ C ′3 \ {α}. (3)
By the condition (4), a clique C ′3 couldn’t be large. Therefore C ′3 is prelarge. But then (3) implies that C ′3 is a good
clique. This contradicts (4). The lemma is proved. 
If Qk−2 = ∅, we have the following:
Corollary 8. Let the following conditions hold:
(1) D+(v) ≤ 1, D′+(v) ≤ 1 for any vertex v ∈ Sk−1;
(2) deg(α) ≥ 9 for any vertex α ∈ Sk;
(3) there are neither large nor good cliques in Sk−1 ∪ Sk ∪ Sk+1.
Then F ∪ Fk is a fragment if and only if F ∪ F ′k is a fragment.
3. Prelarge cliques
Denote by C(x1, . . . , xr ) the cluster of local fragment Fk(a) containing vertices x1, . . . , xr and perhaps some other
vertices (the cluster C ′(x1, . . . , xr ) have the same meaning for F ′k(a)).
Lemma 9. Let C be some prelarge clique of H, a ∈ C. Assume that deg(a) ≥ 7 and there is no special cliques in H.
Then for any k ≥ 2 there exists (a, k)-local fragment Fk(a) containing C.
Proof. Let C ⊇ {a, b, c, d, e, f }. Assume there is no local fragment containing C . Since there is no special cliques
in H , there exist two local fragments Fk and F ′k with different groundworks F1 and F ′1. In a these groundworks C is
partitioned into three clusters in different way. Let us consider different variants of such partitions.
(1)
F1 = {C(a, b, c),C(a, d, e),C(a, f )},
F ′1 = {C ′(a, b, c),C ′(a, d, e),C ′(a, f )}.
Since there are no special cliques, we can assume that C(a, b, c) 6= C ′(a, b, c). Assume there exists x ∈
C ′(a, b, c) \ C(a, b, c). Then x ∈ C(a, d, e) ∪ C(a, f ). Let for example x ∈ C(a, f ). Then f ∼ a, b, c, x , so
f is adjacent to four vertices from C ′(a, b, c). But in this case f ∈ C ′(a, b, c), which contradicts the definition of the
local fragment.
(2)
F1 = {C(a, b, c),C(a, d, e),C(a, f )},
F ′1 = {C ′(a, d, c),C ′(a, b, e),C ′(a, f )}.
Without loss of generality C(a, f ) 6= C ′(a, f ). Further arguments are the same as in (1).
(3)
F1 = {C(a, b, c),C(a, d, e),C(a, f )},
F ′1 = {C ′(a, f, c),C ′(a, d, e),C ′(a, b)}.
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Here without loss of generality assume C ′(a, d, e) 6= C(a, d, e). The further consideration is similar to the case
(1).
(4)
F1 = {C(a, b, c),C(a, d, e),C(a, f )},
F ′1 = {C ′(a, d, c),C ′(a, f, e),C ′(a, b)}.
Assume there is x ∈ C(a, b, c). It is evident that x 6∈ C ′(a, c, d). Indeed, if it is not true than d ∼ a, b, c, x .
In other words |N (d) ∩ C(a, b, c)| ≥ 4, that is impossible by Lemma 4. The vertex c is also covered by the
clusters C ′(c, e) and C ′(c, f ) from F ′2 \ F ′1. Therefore x is contained in one of these clusters. Let, for example,
x ∈ C ′(c, e). But then e ∼ a, b, c, x . This contradicts Lemma 4. So, it is proved that C(a, b, c) = {a, b, c}.
Analogously C(a, d, e) = {a, d, e},C ′(a, d, c) = {a, d, c},
C(a, f, e) = {a, f, e}.
Since deg(a) ≥ 7, there exist vertices x, y ∈ N (a) \ {b, c, d, e, f }. We have
x, y ∈ C(a, f ) ∩ C ′(a, b).
But in this case b is adjacent to four vertices from C(a, f ). This contradicts Lemma 4.
Thus the cases (1), (2), (3), (4) are impossible, and this proves the Lemma 9. 
The vertex v ∈ Si is called a deadlock if N (v) ∩ Si+1 = ∅. The following lemma is evident:
Lemma 10. Let (1) be the sequence of local fragments defined by the local fragment Fk , and i < k. Then if for the
vertex v ∈ Si the equality D−(v) = 3 holds, then v is a deadlock.
Lemma 11 (Lemma About 7-clique). Let C be prelarge clique of H, |C | = 7, a ∈ C. Then F ∪ {C} is a fragment.
Proof. The statement of lemma is true if clique C is good or special or a connected component of H . Thus taking
into account Lemma 9, we only could consider the situation when C is not good and there are two different local
fragments of radius 2, for one of which C is a cluster, but not for another one.
Let (2) be two sequences of local fragments with centre in a of radius 2, C ∈ F2 and C 6∈ F ′2. It is simple to prove
that
ecc(a) = 2. (4)
Indeed we have C ∈ F1,C 6∈ F ′1. Then by Lemma 4,
F ′1 = {C ′1,C ′2,C ′3}, a ∈ C ′i , |C ′i ∩ C | = 3, i = 1, 2, 3,
3⋃
i=1
C ′i = B1. (5)
Every vertex α ∈ S1 is covered by one of the clusters C ′i . If for example α ∈ C ′1 = C ′(a, b, c), a, b, c ∈ C, then
the edges αa, αb, αc belong to three different clusters C(α, a),C(α, b),C(α, c) ∈ F2. If now v ∈ S2 and v ∼ α, then
v is contained in one of the clusters mentioned. So it is proved that for every vertex v ∈ S2 we have N (v) ∩ C 6= ∅.
But the clique C is not good and |C | = 7. Therefore |N (v)∩C | ≥ 3. Thus D−(v) = 3 and, by Lemma 10, the vertex
v is a deadlock. The equality (4) is proved.
Thus by property (iii) of local fragments, F ∪ F2 is a fragment. Therefore, F ∪ {C} also is a fragment. The lemma
is proved. 
In the further proof the following technical lemma is important.
Lemma 12. Let the graph H contains no ≥ 7-cliques. Let further Fk and F ′k be local fragments and C1,C2 ∈ Fk be
pair of cliques covering a vertex v with deg(v) ≥ 10,C ′ ∈ F ′k . Then C1 ∪ C2 6⊆ C ′.
Proof. Let C1 ∪ C2 ⊆ C ′. Then
|Ci | ≤ 3, i = 1, 2.
Therefore, the vertex v is covered by the cluster C3, |C3| ≥ 7. The contradiction is obtained and the lemma is
proved. 
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Fig. 1.
Lemma 13 (Lemma About 6-clique). Let the following conditions hold:
(1) for a vertex a ∈ V (H) there exists a local fragment F4(a) determining the sequence of local fragments
F4(a) ⊃ F3(a) ⊃ F2(a) ⊃ F1(a);
(2) there exists a cluster C ∈ F1(a) such that |C | = 6;
(3) there are neither good nor ≥ 7-cliques in B4[a];
(4) δ(G) ≥ 10.
Then F ∪ {C} is a fragment.
Proof. The required statement is evident if C is special. Let C be not special. Then there exists a local fragment
F ′4 63 C .
Let C = {a, b, c, d, e, f }. By Lemma 4, without loss of generality one may assume that the vertices from C lie in
the following clusters:
C ′(a, b, c),C ′(a, d, e),C ′(a, f ) ∈ F ′3,
and there are also clusters
C ′( f, b, d),C ′( f, c, e),C ′(b, e),C ′(c, d) ∈ F ′3. (6)
In Fig. 1 the bold straight lines represent clusters.
Put P1 = C ∪ NS1(C \ { f }), Q1 = S1 \ P1, P2 = NS2(P1), Q2 = S2 \ P2, P2 = NS3(P2), Q3 = S3 \ P3. It is
sufficient to prove that these sets satisfy the conditions of Lemma 7.
It is easy to see that P2 = NS2(C). Indeed, let v ∈ P2, v ∼ g ∈ P1 \ C . Without loss of generality g ∈ C ′(a, b, c).
Then g belongs to the clusters C(g, a),C(g, b),C(g, c) ∈ F2 and therefore v belongs to one of these clusters.
Note also that if for vertex v ∈ B2 \ C the inequality |N (v) ∩ C | ≥ 3 holds, then NP3∪Q2(v) = ∅. Indeed, if for
example v ∼ {b, d, f }, then v is covered by the clusters C(v, b),C(v, d),C(v, f ). Hence any vertex from NP3∪Q2(v)
belongs to one of these clusters. This contradicts the definition of P3 and Q2.
Note the following facts:
Fact 1. For any vertex v ∈ P2, DP3∪Q2(v) ≤ 1, D′P3∪Q2(v) ≤ 1.
Proof of Fact 1. If v ∼ f , then without loss of generality one can assume that v ∈ C ′( f, b, d). Hence |N (v)∩C | ≥ 3
and, consequently, N (v) ∩ (P3 ∪ Q2) = ∅.
Now let v 6∼ f, v ∈ C ′(b, e). Then v ∈ C(v, b) ∩ C(v, e) and hence DP3∪Q2(v) ≤ 1.
Let D′P3∪Q2(v) = 2, in other words, v ∈ C ′(v, x) ∩ C ′(v, y), x, y ∈ P3 ∪ Q2. Then there exists a cluster
C(v, x, y) ∈ F3. By Lemma 4, C ′(v, x) ∪ C ′(v, y) 6⊆ C(v, x, y). Therefore one can assume that there exists
α ∈ C ′(v, x) ∩ C(v, b). Then α ∈ C ′(a, b, c) ∪ C ′(b, d, f ). So α is adjacent to three vertices from C and hence
x 6∈ P3 ∪ Q2. This contradiction proves Fact 1.
Fact 2. For any vertex v ∈ Q1, DQ2(v) ≤ 1, D′Q2(v) ≤ 1.
Proof of Fact 2. Evidently, v ∈ C ′(a, f ), v ∈ C(v, a) ∩ C(v, f ). Therefore DQ2(v) ≤ 1.
Let D′P3∪Q2(v) = 2. Similarly to the proof of Fact 1, v ∈ C ′(v, x) ∩ C ′(v, y), v ∈ C(v, x, y), x, y ∈ Q2
and there exists a vertex α ∈ C ′(v, x) \ C(v, x, y). Therefore α ∈ C(v, a) ∪ C(v, f ). This implies that α ∈
C ′( f, b, d) ∪ C ′( f, c, e) ∪ C ′(a, b, c) ∪ C ′(a, d, e). So |N (α) ∩ C | ≥ 3, and therefore x 6∈ Q2. Fact 2 and at the
same time Lemma 13 are proved. 
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Fig. 2.
So, by the lemmas above we could extend the family F if there exists a prelarge clique in the graph H . Hence the
problem is reduced to the case when ω(H) ≤ 5.
In what follows a vertex a is covered by the fragment F .
Lemma 14. Let for a vertex v ∈ Sk the inequality D−(v) ≥ 2 hold for any (a, k)– local fragment. If there is neither
special nor prelarge clique in Sk+2, then for any vertex s ∈ Sk+1 ∩ N (v) and for any (a, k + 1)-local fragment the
inequality D+(s) ≤ 1 holds.
Proof. Let (2) be two sequences of local fragments. By assumption v is covered by the clusters C1,C2 ∈ Fk−1 and
C ′1,C ′2 ∈ F ′k−1. Let also v is covered by the clusters C3 and C ′3 containing s.
Since there is no special cliques, we can consider that C3 6= C ′3, i.e. there exists r ∈ C3 ∩C ′1. So s ∈ C ′3 ∩C ′(s, r)
and D′−(s) ≥ 2. Consequently, D′+(s) ≤ 1.
It remains to show that the statement of the lemma holds for Fk+1. If there exists u ∈ C ′3 \ C3, then D−(s) ≥ 2 as
above.
Let further
C ′3 ⊆ C3. (7)
Then C ′3 ⊇ N (r) and by Lemma 4, |C ′3| ≤ 3. Since deg(v) ≥ 10, the inequality
|C ′1| + |C ′2| + |C ′3| ≥ 13
holds. Therefore |C ′1| + |C ′2| ≥ 10. By assumption there are no prelarge cliques in H . Hence |C ′1| = |C ′2| = 5.
Let the vertex s be contained also in clusters C4,C5 ∈ Fk+1 and C ′4 ∈ F ′k+1.
The same consideration as above implies that |C ′(s, r)| = |C ′4| = 5.
Let C ′4 = {s, x, y, z, t}. If, for example, x ∈ C3, then x ∼ v. So x ∈ C ′1 ∪ C ′2. Consequently, C ′4 ∈ F ′k , i.e. s is a
deadlock. In this case the statement of the theorem evidently is true.
Taking into account Lemma 4, we assume that x, y ∈ C4, z, t ∈ C5. Let also C ′1 = {v, r, b, c, d},C ′2 = {e, f, g, h}
(Fig. 2).
By Lemma 12, there exists p ∈ (C4 ∪ C5) \ C ′4. By (7), p 6∈ C ′3. So let p ∈ C ′(s, r) ∩ C4.
If s is adjacent to some vertex from the set {b, c, d}, then it is evident that s is a deadlock. The same is true if s is
adjacent to any two vertices from {e, f, g, h}. So let further N (s) ∩ C ′1 = {r, v}, N (s) ∩ C ′2 = {v}.
Taking into account Lemma 4 and considerations above, assume that b, c, e ∈ C1. Then since r ∼ b, c, p, we
can suppose that p ∈ C(r, b). Therefore p ∼ b. For p it is known that p ∈ C ′(s, r, p) ∩ C ′(p, x) ∩ C ′(p, y). Let
b ∈ C ′(p, x). Then b ∼ x and, consequently, one can assume that b ∈ C(x, z), i.e. b ∼ z (Fig. 2, here and below
clusters are represented as maximal straight lines or filled polygons, not every vertex of each cluster is shown).
So we have b ∈ C ′(b, v) ∩ C ′(b, x) ∩ C ′(b, z). Moreover b ∼ e. Let, for example, e ∈ C ′(b, x). Then e ∼ x and
so e ∈ C(x, t). Indeed, if e ∈ C(x, z, b), then C(x, z, b) ∩ C1 ⊇ {b, e}.
So we have that x ∼ b, z ∼ b, x ∼ e, t ∼ e. Thus x, z, t ∈ Bk+1. Therefore the only vertex from N (s) ∩ Sk+1 is
y. So the statement of lemma evidently holds. The lemma is proved. 
Lemma 15 ([11]). Let b ∈ S1 be not a good vertex and
F1 ⊂ F2 ⊂ F3 (8)
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be a sequence of local fragments. If there exists a cluster C ∈ F2 \ F1 such that:
(1) b ∈ C,
(2) |C ∩ S2| ≥ 4,
(3) C is not a special clique,
then
D−(s) ≥ 2, (9)
for any s ∈ S3 ∩ N (v), where v ∈ S2 ∩ N (b).
We say that the vertex b ∈ S1 satisfies 7-condition if |N (b) ∩ S2| ≥ 7. The vertex v ∈ S2 is called appropriate if it
is adjacent to some vertex satisfying 7-condition. Lemma 15 implies
Corollary 16 ([11]). If there is no good vertices in B1 and there is no special cliques in B2, then for any vertex s ∈ S3
adjacent to some appropriate vertex and for any sequence (8) of local fragments the inequality (9) holds.
Put p = |B1|. Note that if there are no good cliques in B1, then p ≤ 9.
Theorem 17. Let G ∈ Llk , δ(G) ≥ 10. Assume that there are neither special nor prelarge cliques in Bk[a]. Put
k =
{
3, if p = 8 or p = 9;
4, in other cases.
Then for any (a, k + 1)-local fragment Fk+1(a) with the groundwork F1(a) the set F1(a) ∪ F is a fragment.
Proof. Since no local fragment F1(a) contains ≥ 6-cliques, then for p ≥ 6
F1(a) = {C1,C2}, |Ci | ≤ 5, i = 1, 2, p ≤ 9. (10)
Since there are no special cliques in B2[a], there exist two local fragments with radii 3 with different groundworks.
Let
F1(a) ⊂ F2(a) ⊂ F3(a), F ′1(a) ⊂ F ′2(a) ⊂ F ′3(a) (11)
be two sequences of local fragments with F1(a) 6= F ′1(a),
F ′1(a) = {C ′1, C ′2}, |C ′i | = p′i , |Ci | = pi , i = 1, 2. (12)
We have pi ≤ 5, p′i ≤ 5.
Let now v be an arbitrary vertex from S2(a). Let’s consider cases (1)–(6) corresponding to different values of p.
In cases p = 9, 8 we’ll show that D−(v) ≥ 2 for any vertex v ∈ S2(a). Then the statement of the theorem will
follow from Corollary 8 with k = 3.
(1) It is evident that if p = 9, then (p1, p2) = (p′1, p′2) = (5, 5). Let
C1 = {a, b, c, d, e}, C2 = {a, f, g, h, i}. (13)
Without loss of generality (taking into account Lemma 4) we could consider that
C ′1 = {a, b, c, f, g}, C ′2 = {a, d, e, h, i}. (14)
Let’s turn to the 2-local fragment. It follows from the definition of local fragment and the formulas (13) and (14),
that F ′2(a) covers all edges bd, be, cd, ce, f h, f i, gh, gi , while F2(a) covers the edges b f, bg, c f, cg, dh, di, eh, ei .
Therefore there are clusters
C(b, f ),C(b, g),C(c, f ),C(c, g),C(d, h),C(d, i),C(e, h),C(e, i);
C ′(b, d),C ′(b, e),C ′(c, d),C ′(c, e),C ′( f, h),C ′( f, i),C ′(g, h),C ′(g, i).
There are no other clusters in F2(a) and F ′2(a) since every vertex from S1[a] is contained in exactly three clusters. So
F2(a) \ F1(a) = {C(b, f ),C(b, g),C(c, f ),C(c, g),C(d, h),C(d, i),C(e, h),C(e, i)},
F ′2(a) \ F ′1(a) = {C ′(b, d),C ′(b, e),C ′(c, d),C ′(c, e),C ′( f, h),C ′( f, i),C ′(g, h),C ′(g, i)}.
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Fig. 4.
The local fragments F2(a) F ′2(a) are shown in Fig. 3. It is easy to see that
D−(v) ≥ 2 D′−(v) ≥ 2. (15)
Let, for example, v ∈ C(b, f ). But {b, f } ⊆ C ′1, and then D′−(v) ≥ 2. Further, v is contained in one of the clusters
C ′(b, d),C ′(b, e), but {b, d}, {b, e} ⊆ C1, therefore, D−(v) ≥ 2. Analogously in the case when v belongs to other
clusters.
(2) In the case p = 8 the arguments are similar (see Fig. 4).
If v ∼ h, the vertex v belongs to one of the clusters C(h, d),C(h, e), and also to C ′(h, f ) or C ′(h, g). If for the
definiteness
v ∈ C(h, d) ∩ C ′(h, f ),
then the vertex v is covered by one of the clusters C ′(d, b),C ′(d, c), and by one cluster from C( f, b),C( f, c). So the
inequality (15) holds.
If v 6∼ h, one of the following statements is true: v ∼ d, v ∼ e, v ∼ f, v ∼ g. Assume, for example, v ∼ d .
Then the vertex v is covered by one of the clusters C ′(d, b),C ′(d, c). Let, for example, v ∈ C ′(d, b). Then v ∼ b and
hence v ∈ C(b, f ) or v ∈ C(b, g). But in F2(a) \ F1(a) there must exist the cluster C(d, v), since v 6∈ C(d, h). So
D−(v) ≥ 2.
If for the definiteness v ∈ C(b, f ), then v ∼ f . Consequently, v ∈ C ′( f, v) and D′−(v) ≥ 2.
Further (if p ≤ 7) we’ll show that for any vertex s ∈ S3 and for any local fragment the inequality D+(s) ≤ 1 holds.
Then the statement of the theorem will also follow from Corollary 8.
(3) p = 7. By Lemma 4, every pair (p1, p2), (p′1, p′2) could be equal to (4, 4) or (5, 3).
(3.1) Let
(p1, p2) = (p′1, p′2) = (5, 3).
Without loss of generality (with respect to Lemma 4), put
C1 = {a, b, c, d, e}, C2 = {a, f, g}, C ′1 = {a, b, c, f, g}, C ′2 = {a, d, e}.
Then
F2(a) \ F1(a) ⊃ {C(b, f ),C(b, g),C(c, f ),C(c, g)},
F ′2(a) \ F ′1(a) ⊃ {C ′(b, d),C ′(b, e),C ′(c, d),C ′(c, e)} (Fig. 5).
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It is sufficient to prove that for any vertex v ∈ S2(a) the inequalities D−(v) ≥ 2, D′−(v) ≥ 2 hold. Then the
required statement will follow from Lemma 14.
It is easy to see that v is adjacent to b or c.
Let, for instance, v ∼ b. Then without loss of generality, v ∈ C(b, f ) ∩ C ′(b, d), and evidently D−(v) ≥ 2,
D′−(v) ≥ 2.
In the case when v ∼ c the reasonings are the same.
(3.2) Let
(p1, p2) = (5, 3), (p′1, p′2) = (4, 4).
Without loss of generality,
C1 = {a, b, c, d, e}, C2 = {a, f, g}, C ′1 = {a, b, c, f }, C ′2 = {a, d, e, g}.
Then we have the situation shown in Fig. 5.
Let’s show that s is adjacent to some vertex u ∈ S2(a) that is adjacent to f or g. If, for example, u ∼ f , then
without loss of generality u ∈ C(b, f ) ∩ C ′(b, d). Therefore D−(u) ≥ 2, D′−(u) ≥ 2 and the statement required
follows from Lemma 14.
Let s be adjacent to vertex v ∈ S2(a) and let v  f, g. Then without loss of generality, v ∈ C ′(b, d),
v ∈ C(v, b) ∩ C(v, d) ∩ C(v, s).
It is evident that
|C(b, f )| = |C(d, g)| = 5.
Indeed, if, for example, |C(b, f )| ≤ 4, then since deg( f ) ≥ 10, we have |C(c, f )| ≥ 6. So C(c, f ) is a prelarge
clique.
It is easy to see that deg(b) ≤ 11, deg(d) ≤ 11. Indeed, if deg(b) ≥ 12, then
|C ′(b, d)| + |C ′(b, e)| + |C ′(a, b, c, f )| = |C ′(b, d)| + |C ′(b, e)| + 4 ≥ 15
and so C ′(b, d) or C ′(b, e) is a prelarge clique. Hence
|C(b, v)| ≤ 4 (16)
and
|C(d, v)| ≤ 4. (17)
On the other hand, |C(v, s)| ≤ 5. Then
|C(v, b)| + |C(v, d)| ≥ 8. (18)
So from the inequalities above we have
|C(b, v)| = 4, |C(d, v)| = 4, |C(v, s)| = 5.
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Let also v belong to the clusters C ′1(v),C ′2(v) from F ′3(a). Let s ∈ C ′2(v) and
C(v, b) = {v, b, α, β}, C(v, s) = {v, p, q, t, s}.
If p ∈ C(b, f ), then the vertex p will play the same role as u (for example, p ∈ C ′(b, d)). So let p, q ∈ C ′1(v),
s, t ∈ C ′2(v).
Let C(b, f ) = {b, f, x, y, z}.
If, for example, y, z ∈ C ′(b, d), then v ∼ y, z. So without loss of generality s ∼ y.
Let y, z ∈ C ′(b, e) = C ′(b, y, z, e). If α, β ∈ C ′(b, d), then d is adjacent to four vertices from C(v, b). So let
α ∈ C ′(b, y, z, e), i.e. α ∼ y, z, e. Then assume that α is covered by the clusters C(α, y, e) and C(α, z).
Moreover, α ∼ v. If α ∈ C ′2(v), then α ∼ s and so s ∈ C(α, z), i.e. α ∼ z.
Let α ∈ C ′1(v). Then α ∼ p, q . Assume without loss of generality that p ∈ C(α, y, e). Then p is covered by the
clusters C ′1(v),C ′(p, e),C ′(p, y). But p ∼ s, therefore, s ∈ C ′(p, y).
So it is proved that in any case s is adjacent to one of the vertices from S2, which is adjacent to f.
(3.3) Let
(p1, p2) = (p′1, p′2) = (4, 4)
and
C1 = {a, b, c, d}, C2 = {a, e, f, g}, C ′1 = {a, b, c, e}, C ′2 = {a, d, f, g}.
Then we have the situation shown in Fig. 6.
Assume that there is one of the edges b f, bg, c f, cg in the graph H . For the definiteness, b f ∈ E(H). Then
C(b, f ) ∈ F2 \ F1, C ′(b, f ) ∈ F ′2 \ F ′1.
Since C(b, f ) is not a special clique, then we can assume that C(b, f ) 6= C ′(b, f ).
If A′ = C ′(b, f ) \C(b, f ), then A′ ⊆ C(b, e) and A′ ⊂ C(d, f ). So we have that |A′| ≤ 1. Analogously, |A| ≤ 1
for A = C(b, f ) \ C ′(b, f ).
Let A = {α}. We have α ∈ C(b, f ), α ∈ C ′( f, e). By Lemma 4, |C ′(b, f ) ∩ C(b, f )| ≤ 3. From this
|C(b, f )| = |C ′(b, f ) ∩ C(b, f )| + |A| ≤ 4.
Symmetrically, |C ′(b, f )| ≤ 4. Further
|C ′( f, e)| = (deg( f )+ 3)− 4− |C ′(b, f )| ≥ 5.
Analogously, |C( f, d)| ≥ 5. So we have
|C( f, d) ∩ C ′( f, e)| = |C( f, d)| − |A′| ≥ 4.
So α ∈ C(b, f ) and α is adjacent to at least four vertices from C( f, d). This is a contradiction. Hence there are no
edges b f, bg, c f, cg in H.
For the same reason, as in (3.2), it is sufficient to show that s is adjacent to some vertex from S2, which is adjacent
to e or d.
Let s ∼ v, v ∼ b, v  d, e. Let’s suppose that deg(b) = 10. Otherwise b satisfies 7-condition and the statement
required follows from Corollary 16.
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It is evident that
|C(b, e)| + |C(b, v)| = 9.
The following cases are possible:
(3.3.1) |C(v, b)| = |C ′(v, b)| = 5.
In this case the inequalities D−(s) ≥ 2, D′−(s) ≥ 2 follow immediately from Lemma 15.
(3.3.2) |C(v, b)| = |C ′(b, d)| = 4, |C(b, e)| = |C ′(v, b)| = 5.
Let
C(v, b) = {v, b, u, w}, C(b, e) = {b, e, x, y, z},
C ′(v, b) = {v, u, x, y, b}, C ′(b, d) = {b, d, w, z}
(see Fig. 6).
Then v ∈ C(v, x) ∩ C(v, y) and, therefore, s ∼ x or s ∼ y.
(3.3.3) |C(v, b)| = |C ′(v, b)| = 4, |C(b, e)| = |C ′(b, d)| = 5.
If v is adjacent to some three vertices from C(b, e), then the considerations are the same as in (3.3.2).
Taking into account Lemma 4, let’s put without loss of generality
C(v, b) = {v, b, u, w}, C(b, e) = {b, e, x, y, z},
C ′(v, b) = {v, b, u, x}, C ′(b, d) = {b, d, y, z, w}
(see Fig. 7).
Since there are no special cliques in H , then we can assume that there exists a vertex p ∈ C(v, s) \ C ′(v, s). So
p ∈ C ′(v,w) = C ′(v,w, p). Moreover,|C(v, s)| ≥ 4. This follows from the evident inequality
|C(v, s)| + |C(v, x)| ≥ 9
and from the fact that there are no prelarge cliques in H . Therefore let C(v, s) ⊃ {p, q}.
Let q ∈ C ′(v,w, p). Then w ∼ p, q . Consequently, w is covered by the clusters C(w, p) and C(w, q). But then,
since w ∼ d , the vertex d is contained in some of these clusters. So p ∼ d or q ∼ d.
Now let q ∈ C ′(v, s). Since p ∼ w we can assume that p ∈ C(w, y), i.e. p ∼ y. Moreover, p ∈
C ′(v, p, w) ∩ C ′(p, q) ∩ C ′(p, s).
If y ∈ C ′(p, q), then y ∈ C(y, p) ∩ C(y, q) and hence d belongs to one of these clusters. If y 6∈ C ′(p, q), then
y ∈ C ′(p, s).
So we prove that s is adjacent to some vertex from S2 ∩ N (d).
(4) p = 6.
Note that there are no local fragments with groundwork that has a cluster of order 2. Indeed, if there exists a cluster
C = {a, x} ∈ F1(a), then since deg(x) ≥ 10, vertex x belongs to a prelarge clique.
Therefore (p1, p2) = (p′1, p′2) = (4, 3).
Without loss of generality the following cases are possible:
(4.1) C1 = {a, b, c, d},C2 = {a, e, f },C ′1 = {a, b, e, f },C ′2 = {a, c, d}.
Let’s show that ce, c f, de, d f 6∈ E(H). Assume, for example, that d f ∈ E(H) We have
|C2| + |C( f, b)| + |C( f, d)| ≥ 13.
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So |C( f, b)| + |C( f, d)| ≥ 10 and hence |C( f, d)| = 5. Analogously, |C ′( f, d)| = 5.
Let C( f, d) = { f, d, x, y, z}. Since there are no special cliques in H , we could assume that x ∈ C( f, d)\C ′( f, d).
Then x ∈ C ′(d, b). If y, z ∈ C ′(d, f ), then x is adjacent to C ′(d, f ). If y ∈ C ′(b, d), then b is adjacent to four
vertices from C(d, f ). In both cases we have a contradiction.
So there are no edges ce, c f, de, d f in H . Then the vertices c, d, e, f satisfy 7-condition. Every vertex from S2 is
adjacent to one of these vertices and therefore is appropriate. So the statement required follows from Corollary 16.
(4.2) C1 = {a, b, c, d},C2 = {a, e, f },C ′1 = {a, b, c, e},C ′2 = {a, f, d}.
Let s ∼ v, v ∈ S2. Assume that v ∼ b, v 6∼ e, d. The same consideration as in 3.3.3) shows that s is adjacent to
some vertex which is adjacent to d or e.
Let now v ∼ e, v  f . Consider the vertex f . Since deg( f ) ≥ 10, f is covered by the clusters C( f, d),C( f ) ∈
F2 \ F1,C ′( f, e),C ′( f ) ∈ F ′2 \ F ′1 in addition to C2 and C ′2. Moreover by virtue of the inequalities
|C( f, d)| + |C( f )| ≥ 10, |C ′( f, e)| + |C ′( f )| ≥ 10
we have
|C( f, d)| = |C( f )| = |C ′( f, e)| = |C ′( f )| = 5.
Let
C( f, d) = { f, d, x1, x2, x3},C( f ) = { f, y1, y2, y3, y4}.
Let also without loss of generality taking into account Lemma 4
C ′( f, e) = { f, e, x1, y1, y2}, C ′( f ) = { f, x2, x3, y3, y4}
(see Fig. 8).
We have e ∼ x1, y1, y2. Then e ∈ C(e, y1) ∩ C(e, y2). Let v ∈ C(e, y1). Then v ∼ y1, therefore without loss of
generality v ∈ C ′(y1, y3). We could assume now that v ∈ C(y3, x3).
So we have that v ∈ C ′(v, y3, y1)∩C ′(v, x3). It is easy to see that e doesn’t belong to any of these clusters. Indeed,
if e ∈ C ′(v, x3), then v ∼ x3. Then without loss of generality e ∈ C(x3, y4). So we have that |N (y4) ∩ C ′( f, e)| ≥ 4.
Thus v ∈ C ′(v, y3, y1) ∩ C ′(v, x3) ∩ C ′(v, e). Therefore s ∈ C ′(v, y3, y1) ∩ C ′(v, x3). So, all considerations are
reduced to the case when s is adjacent to some vertex from S2, which is adjacent to f . Without loss of generality
assume that s ∼ y1 and s ∈ C ′(y1, y3) ∩ C(y3, x3). So we have that D−(s) ≥ 2, D′−(s) ≥ 2.
(5) p = 5.
Like in (4), the case (p1, p2) = (2, 4) is impossible. Thus the only possible case is
C1 = {a, b, c},C2 = {a, d, e}, C ′1 = {a, b, d},C ′2 = {a, c, e}.
For the same reasons as in (4.1), we have that be, dc 6∈ E(H). Therefore b, c, d, e satisfy the 7-condition and hence
every vertex from S2 is appropriate. Again the statement required follows from Corollary 16.
(6) If p ≤ 4, then every vertex from S1 satisfies the 7-condition. So the theorem is true for the same reason as in
(5). 
4. Algorithm
The algorithm solving the problem “G ∈ Ll3” for graphs G with δ(G) ≥ 10 consists of three stages:
(1) Constructing the initial family of cliques F0.
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Fix an arbitrary vertex z ∈ V (G). If deg(z) ≥ 19, then consider the set S ⊆ B1[z] with |S| ≥ 20.S must contain a
clique of size at least eight. Extend it to the large clique C ′. If deg(z) ≤ 18, then for C ′ we take an arbitrary maximal
clique from B1[z] satisfying conditions
z ∈ C ′, |C ′| ≥ 5. (19)
Put F0 = {C ′}. If Algorithm 1 cannot extend F0 to reducing family F or the graph H = G− E(F) is not a line graph,
then there is no fragment containing C ′ as a cluster. Hence, if C ′ is a large clique, then G 6∈ Ll3. In the case when C ′ is
not a large clique, choose another clique satisfying (19) for C ′. In the worst case we should test all cliques from B1[z]
satisfying (19), where |B1[z]| ≤ 19.
(2) Extending F0 to the reducing family F (Algorithm 1).
(3) Checking whether H = G − E(F) ∈ Ll2.
Algorithm 1. Input: A connected graph G with δ(G) ≥ 10, and some family of cliques F0 of the graph G.
Output: One of the variants (a) or (b), where
(a) a reducing family F such that F0 ⊆ F;
(b) the answer that there is no fragment containing F0. If F0 contains a large clique of G, then the answer is “G 6∈ Ll3”.
(1) Initialization
F := F0, H := G − E(F),
for an arbitrary vertex v label l(v) is the number of clusters of F covering v. If one of the conditions below fails,
then there is no fragment containing F and algorithm terminates.
(2) While there are vertices in H with label 0 or 2 do:
(2.1) If v is a vertex with a label l(v) = 2 then B1[v] should be a clique. Then put C := B1[v] and go to (2.5).
(2.2) Let a be a vertex of H such that l(a) > 0 and in the neighbourhood of a there exist vertices with a label l
equal to 0. The inequality |Si (a)| ≤ 18 · |Si−1(a)| should holds.
(2.3) For i from i = 1 to i = min{9, ecc(a)} do:
(2.3.1) Search for a large clique C in Bi [a], and if we found it, go to (2.5).
(2.3.2) Search for a special clique C in Bi [a], and if we found it, go to (2.5).
(2.4) On this stage in Bk=min{9,ecc(a)}(a) there are neither special nor good cliques and |Bk[a]| ≤ const.
(2.4.1) Search for a 7-clique C in B4[a], and if it exists, go to (2.5).
(2.4.2) Search for a 6-clique C in B4[a], and if it exists, go to (2.5).
(2.4.3) At this stage in B4[a] there are no prelarge cliques. Take for C an arbitrary cluster of any groundwork
F1 of arbitrary local fragment Fk and go to(2.5).
(2.5) Extend the family F , change graph H and recount the labels of the vertices: F := F ∪ {C}; H :=
H − E(C); l(v) := l(v)+ 1, for v ∈ C.
(3) At this stage there are no vertices with labels 0 or 2 in the graph H. If there exists a vertex v of graph H such that
one of the conditions (1) l(v) > 3,(2) l(v) = 3 and S1(v) 6= ∅ is true, then there is no fragment containing F0. If
there are no such vertices, then F is a reducing family.
Theorem 18. There exists an algorithm with complexity O(nm) solving the recognition problem “G ∈ Ll3” in the
class of graphs G with minimum vertex degree δ(G) ≥ 10.
Proof. The existence of a polynomial algorithm follows from Algorithm 1 and the considerations above. The
complexity of Algorithm 1 is determined by the complexity of finding large clique containing the fixed vertex x .
And it could be done in time O(m). So, the complexity of Algorithm 1 is equal to O(nm). Therefore the complexity
of the algorithm solving the problem ”G ∈ Ll3” is the same, since Algorithm 1 is repeated at most
(
18
4
)
times. 
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5. Forbidden induced subgraphs
It is known that the class Ll2 (the class of line graphs) is characterized by a finite list of forbidden induced subgraphs
(for example, by the Beineke list, the graphs from this list are called Beineke graphs).
Let A be the set of all graphs of order ≤ 1011 not belonging to Ll3. Let further G be an arbitrary graph, F0 be the
set of all large cliques of G and H0 = G − E F0.
Lemma 19. If G contains no graph fromA as an induced subgraph, then the cliques from F0 have no common edges.
Proof. Assume that there exist two cliques C1,C2 ∈ F0 such that |C1 ∩ C2| > 1.
At first suppose that |C1 ∩C2| ≥ 4 and v1, . . . , v8 ∈ C1, v1, . . . , v4 ∈ C1 ∩C2, u ∈ C2 \C1. Consider the induced
subgraph G1 = G(v1, . . . , v8, u). By Lemmas 3 and 4, G ∈ A, which is impossible.
So, 2 ≤ |C1∩C2| ≤ 3. Let v1, v2 ∈ C1∩C2, u1, . . . , u6 ∈ C1\C2, w1, . . . , w6 ∈ C2\C1. According to Lemmas 3
and 4, the induced subgraph G2 = G(v1, v2, u1, . . . , u6, w1, . . . , w6) belongs to A. A contradiction obtained proves
the lemma. 
Lemma 20. If G contains no graph from A as an induced subgraph, then every vertex v ∈ V (G) belongs to at most
three cliques from F0.
Proof. Suppose that there exists a vertex v ∈ V G such that v ∈ C1,C2,C3,C4,Ci ∈ F0, i = 1, . . . , 4. Let further
vi1, . . . , v
i
7 ∈ Ci , i = 1, . . . , 4. By Lemma 19, vij ∈ Ci \
⋃
1≤k≤4,k 6=i Ck , i = 1, . . . , 4, j = 1, . . . , 7. Consider the
induced subgraph G(v, v11, . . . , v
4
7). By Lemma 3, it belongs to A. 
Lemma 21. If G contains no graph from A as an induced subgraph, then for every a ∈ V (G) there exists a (a,4)–
local fragment with respect to F0.
Proof. Note that if deg(v) ≥ 19, then v belongs to some clique from F0. Indeed, let v1, . . . , v19 ∈ N (v). Since the
induced subgraph G(v, v1, . . . , v19) 6∈ A, there exists a ≥ 8– clique C ⊆ {v, v1, . . . , v19}.
So ∆(H0) ≤ 18. Fix the vertex a ∈ V G and consider the ball B = B4[a] in H0. Evidently |B| ≤ 18 +
182 + 183 + 184 ≤ 105 000. Let C1, . . . ,Ck be the large cliques from F0 having a nonempty intersection with
the set B (it is possible, that there is no such cliques). By Lemma 20, k ≤ 3|B| ≤ 315000. Let’s choose the sets
C ′i ⊆ Ci , i = 1, . . . , l, such that
(1) Ci ∩ B = C ′i ∩ B;
(2) C ′i \ (B ∪ (
⋃
j 6=i C ′j )) ≤ 8;
(3) |C ′i | ≥ 8, i = 1, . . . , k.
Let Y = B ∪ C ′1 ∪ · · · ∪ C ′k . By Lemmas 19 and 20, we have
|Y | ≤ |B| +
∑
i 6= j
|C ′i ∩ C ′j | +
∑
i
|C ′i \
(
B ∪
(⋃
j 6=i
C ′j
))
| ≤ 105 000+ k2 + 8k ≤ 1011
Let’s consider the induced subgraph G1 = G(Y ). Since G1 6∈ A and, by Lemma 3, there exists a Krausz 3-covering
Q of G1 such that C ′i ∈ Q, i = 1, . . . , k. The clique covering Q′ = Q \ {C ′1, . . . ,C ′k} of B4[a] evidently induces the
required local fragment. 
Theorem 22. Let G be a graph such that
(1) δ(G) ≥ 16,
(2) any two cliques from F0 have no common edges,
(3) every vertex of G is covered by at most three cliques from F0,
(4) for any a ∈ V G there exists a local fragment with the centre in a of radius four with respect to F0.
Then G ∈ Ll3.
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Proof. Let’s build the Krausz 3-covering of graph G by adding new clusters to the initial family of cliques F . At the
beginning put F = F0 (it is correct by the conditions (2) and (3)) and let H = G − E F.
Assume that there exists a connected component H ′ of graph H with radius r(H ′) ≤ 2, i.e. there exists a vertex
aH ′ ∈ V (H ′) such that ecc(aH ′) ≤ 2. Then a local fragment F4(aH ′) covers all vertices of H ′. So we can fix a vertex
aH ′ in every such component and put F := F ⋃r(H ′)≤2 F4(aH ′).
Let further ecc(v) ≥ 3 for all v ∈ V H and let a ∈ V (H) be a vertex not covered by F.
Proposition 23. There exists a unique groundwork F1(a) of every local fragment Fk(a) with the center in a.
Proof of Proposition. By the conditions of the theorem, there exists a local fragment F4(a) and a corresponding
sequence F4(a) ⊃ · · · ⊃ F1(a) of local fragments. Since degG(a) ≥ 16 and a is not covered by F , there exists a
7-clique C ∈ F1(a).
The clique C is special. Indeed, in Lemma 11 it is proved that if there exists some other sequence F ′2(a) ⊃ F ′1(a),
then ecc(a) ≤ 2.
Let F1(a) = {C,C1,C2}, |C1| ≥ 5. If there exists a local fragment F ′1(a) 63 C1, then the vertices from C1 are
contained in exactly two clusters of F ′1. This is impossible, by Lemma 4. Thus the clique C1 is special and therefore
C2 is also special. The proposition is proved.
Now consider the set X =⋃a is not covered by F F1(a), where F1(a) ⊂ F4(a).
Proposition 24. (1) The clusters of X haven’t common edges;
(2) every vertex of G is covered by at most three cliques of F ∪ X;
(3) if some vertex v is covered by exactly three cliques C1(v),C2(v),C3(v) ∈ F ∪ X, then NG(v) \ (C1(v)∪C2(v)∪
C3(v)) = ∅.
(4) If some vertex v ∈ V (G) is covered by exactly two cliques C1(v),C2(v) ∈ F ∪ X, then NG(v) \ (C1(v) ∪ C2(v))
is a clique.
Proof of Proposition. (1) Let there exist cliques C1,C2 ∈ X such that |C1 ∩ C2| ≥ 2. Then C1 ∈ F1(a),C2 ∈
F1(b), a 6= b, a, b are not covered by F, F1(a) ⊂ · · · ⊂ F4(a), F1(b) ⊂ · · · ⊂ F4(b).
Evidently for the distance between the vertices a and b we have d(a, b) ≤ 2. So the local fragment F4(a) induces
the sequence of local fragments F ′2(b) ⊃ F ′1(b), F ′2(b) ⊂ F4(a).
By Proposition 23, F1(b) = F ′1(b). So C2 ∈ F4(a). But then two clusters C1,C2 of the local fragment F4(a) have
a common edge. This contradicts the definition of the local fragment.
(2) Let there exists a vertex v ∈ V (G) that belongs to the cliques C1,C2,C3,C4 ∈ F ∪ X . By condition (3) of the
theorem, assume that C1 ∈ F1(a) ⊂ F4(a), a is not covered by F0. Using the same consideration as in (1) we could
prove that if for some i ∈ {2, 3, 4}Ci ∈ X , then Ci ∈ F4(a). So the vertex v ∈ B1[a] and v is covered by four cliques
of F4(a) ∪ F . This contradicts the definition of the local fragment.
(3) Let there exists a vertex v ∈ V (G) that belongs to the cliques C1,C2,C3 ∈ F ∪ X and C = NG(v)\ (C1∪C2∪
C3) 6= ∅. Since there exists a local fragment with the center in v with respect to F then without loss of generality, C1
is not a large clique, C1 ∈ F1(a) ⊂ F4(a). Similarly to the considerations above, if some Ci ∈ X, i ∈ {2, 3}, then
Ci ∈ F4(a). So v ∈ B1[a] and v is covered by more then three clusters of F4(a) ∪ F : C1,C2,C3 and some clusters
covering C , which is impossible.
(4) Let a vertex v ∈ V (G) be covered by cliques C1,C2 ∈ F ∪ X . If C1,C2 ∈ F , then the statement required is
evident (since there exists a local fragment with respect to F and with centre in v).
Let C1 ∈ X,C1 ∈ F1(a) ⊂ F4(a). If C2 ∈ X , then C2 ∈ F4(a). So v ∈ B1[a] and v is covered by at most three
clusters of F ∪ F4(a) : C1,C2 and C3 = NG(v) \ (C1 ∪ C2).
The proposition is proved.
So we can put F := F ∪ X and, by Proposition 24, it is correct. Now in the graph H = G − E(F) every vertex is
covered by some large clique.
Proposition 25. H ∈ Ll2.
Proof of Proposition. Let’s prove that H contains no graph from the Beineke list as a forbidden induced subgraph.
On the contrary, suppose that there exists an induced subgraph B of H isomorphic to some Beineke graph. It
is easy to see that r(B) ≤ 2. Fix a vertex a ∈ V (B) with ecc(a) ≤ 2. By statement (4) of Proposition 24, a is
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covered by exactly one clique C ∈ F , |C | ≥ 8. By conditions of the theorem, there exists a local fragment F4(a) and
V B ⊆ B2[a]. So F4(a) induces a Krausz 2-covering of B, which is impossible. The proposition is proved.
Proposition 26. There exists a Krausz 2-covering Y of H such that every vertex a ∈ V (H), which is covered by
exactly two clusters of F, is covered by exactly one cluster of Y.
Proof of Proposition. Let Z be an arbitrary Krausz 2-covering of H and a vertex a ∈ V (H) be covered by exactly 2
clusters of F . Then by statement 4) of Proposition 24, C = NH (v) ∪ {v} is a clique.
Let C 6∈ Z ,C = C1 ∪ C2,C1,C2 ∈ Z . Then |C | = 3 (in other case either |C | = 2 or C is 2-large clique, and so
C ∈ Z ).
So C1 = {a, b},C2 = {a, c}. We will prove that Z ′ = (Z \ {C1,C2}) ∪ {C} is Krausz 2-covering. The only thing
that could impede it is the following: there exist the vertices d, e ∈ V (H) such that bd, cd, ed ∈ E(H). Let’s prove
that it is impossible.
By conditions of the theorem there exists a local fragment F4(a) with respect to the set of all large cliques F0. It is
easy to see that C ∈ F4(a) (the reasoning is the same as in the proof of Proposition 24). So, the vertex d is covered by
the clusters C(b, d),C(c, d) ∈ F4(a). Since the vertex d is covered by some large clique and d ∼ e, we could assume
without loss of generality that e ∈ C(b, d). It implies that be ∈ E(H).
Now consider the covering Z . If ec 6∈ E(H), then either C(b, c, d),C(e, b) ∈ Z or C(b, d, e),C(b, c) ∈ Z . In
both cases b is covered by three clusters of Z , which is impossible.
Thus ec ∈ E(H). Consequently, C(b, c, d, e) ∈ F4(a) and |C(b, c, d, e) ∩ C | ≥ 2. This is a contradiction. The
proposition is proved.
Now put F := F ∪ Y . By the propositions above, F is a Krausz 3-covering. 
So, Lemmas 19–21 and Theorem 22 imply
Theorem 27. If graph G with δ(G) ≥ 16 contains no graph from the set A as an induced subgraph, then G ∈ Ll3.
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