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We present an example of a pair of 4 × 4 matrices having identical
pseudospectra butwhose squares have different norms. The novelty
of the example lies in the fact that thematrices in question have only
simple eigenvalues.
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1. Introduction
Let A be a complex N × N matrix and let  > 0. The -pseudospectrum of A is defined by
σ(A) := {z ∈ C : ‖(A − zI)−1‖ > 1/}.
Here, and throughout,‖·‖denotes the standard operator normonmatrices, namely ‖A‖ := sup{|Ax| :
|x| = 1}, where | · | is the Euclidean norm onCN .
Pseudospectra are a useful tool for analyzing non-normal matrices, furnishing information well
beyond that provided by classical eigenvalue analysis. The book of Trefethen and Embree [5] gives an
extensive account of the theory of pseudospectra, as well as applications in numerous fields.
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Nonetheless, it has been known for some time that the pseudospectra of a matrix do not com-
pletely determine its norm behavior. More precisely, there exist pairs of matrices A and B such that
σ(A) = σ(B) for all  > 0, and yet ‖f (A)‖ = ‖f (B)‖ for some polynomial f . The first such example
was given in [2] (see also [5, Section 47]), and further examples were presented in [1,3]. However, in
every example to date, the matrices A and B have had some eigenvalues of multiplicity greater than
one. Our purpose here is to exhibit an example in which A and B have only simple eigenvalues.
2. The example
Let A and B be the 4 × 4 matrices defined by
A :=
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 0
180 −360 0 0
−90 + 120√5 180 + 60√5 120√5 0
450 −180 −360 216√5
⎞
⎟⎟⎟⎟⎟⎟⎠
and
B :=
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 0
120 −360 0 0
45
√
130 − 15√26 45√26 + 15√130 120√5 0
30
√
130 10
√
130 80
√
5 216
√
5
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Evidently A and B have only simple eigenvalues. We shall show that they have identical pseudospectra
and that ‖A2‖ = ‖B2‖.
For z, t ∈ Cwe have
det((A − zI)(A − zI)∗ − tI) =
4∑
i=0
4∑
j=0
4∑
k=0
aijkz
izjtk,
det(B − zI)(B − zI)∗ − tI) =
4∑
i=0
4∑
j=0
4∑
k=0
bijkz
izjtk,
where the coefficients aijk, bijk are real numbers. A routine verification shows that in fact aijk = bijk
for all i, j, k. Thus, for all z ∈ C, the matrices (A − zI)(A − zI)∗ and (B − zI)(B − zI)∗ have the same
characteristic polynomial, and therefore the same eigenvalues. In other words A− zI and B− zI share
the same singular values:
sk(A − zI) = sk(B − zI) (k = 1, . . . , 4, z ∈ C). (1)
In particular, for each z ∈ C, lowest singular value s1 satisfies s1(A − zI) = s1(B − zI), which is
equivalent to the relation ‖(A − zI)−1‖ = ‖(B − zI)−1‖. From this it follows immediately that A and
B have identical pseudospectra.
Now let fA(t) and fB(t) be the characteristic polynomials of A
2A2∗ and B2B2∗, respectively. Another
routine verification shows that
fA(t) − fB(t) := det(A2A2∗ − tI) − det(B2B2∗ − tI) = ct2,
where c is a non-zero constant. Thus fA and fB have no common non-zero roots. It follows that A
2 and
B2 have no common singular values other than zero. In particular, ‖A2‖ = ‖B2‖, as claimed. This
completes the verification of the example.
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Remarks. (i) In fact, ‖A2‖ ≈ 406102.6206 and ‖B2‖ ≈ 405443.9170.
(ii) The construction shows that A and B actually enjoy the stronger property (1). Thus, in the
terminology of [1], they have super-identical pseudospectra.
(iii) For p ≥ 1, let us write ‖ · ‖p to denote the Schatten p-norm of a matrix, namely the p-norm
of the singular values. Greenbaum and Trefethen showed in [2] that, if A and B are matrices satisfying
‖(A − zI)−1‖2 = ‖(B − zI)−1‖2 for all z ∈ C, then ‖f (A)‖2 = ‖f (B)‖2 for all polynomials f . In the
example above, the fact that A and B have super-identical pseudospectra implies that ‖(A− zI)−1‖p =
‖(B − zI)−1‖p for all z ∈ C and all p ≥ 1. However, it is not hard to see that ‖A2‖p = ‖B2‖p for all
p = 2. Thus the example demonstrates the Greenbaum–Trefethen result does not extend to values of
p other than 2.
3. How and why the example was constructed
Let us beginwith the ‘why’. Though pseudospectra do not determine normbehavior, the only coun-
terexamplespreviously knownhavebeenof a rather special nature. To explain this, it is necessary to say
a fewwords about the methods of construction of pairs of matrices A, Bwith identical pseudospectra.
We know of only two such methods: one analytic and one algebraic.
In the analytic method, the idea is to take A := A′ ⊕ C and B := B′ ⊕ C, where the square matrices
A′, B′, C are chosen so that
‖(C − zI)−1‖ ≥ max{‖(A′ − zI)−1‖, ‖(B′ − zI)−1‖} (z ∈ C).
This choice guarantees that ‖(A − zI)−1‖ = ‖(B − zI)−1‖ for all z ∈ C, and hence that A and B
have identical pseudospectra. Such a choice is indeed possible, and with ‖A‖ = ‖B‖. Indeed, there is
enough flexibility in the method to permit the construction of pairs A, Bwith several extra properties.
For more on this, we refer to the original articles [2,3] and to the survey article [4]. However, it is
clear from the very nature of the construction that the matrices A, B obtained in this way will always
be derogatory, in the sense that the minimal polynomial is of lower degree than the characteristic
polynomial.
In the algebraic method, the idea is to seek pairs A, B with the stronger property of having super-
identical pseudospectra. In other words, we require that all the singular values of A − zI be the same
as those of B − zI, for each z ∈ C. This requirement is equivalent to a system of algebraic equations
involving the entries of A and B. In the notation of Section 2, the system is aijk = bijk . In principle,
all we have to do is find solutions to this system for which ‖A2‖ = ‖B2‖. (Of course, since A, B have
the same singular values, necessarily ‖A‖ = ‖B‖.) In practice, the system is rather complicated, and
to solve it by hand we need to assume that most of the entries of A and B vanish. This technique was
applied in [1] to produce the first example with A and B non-derogatory. However, because of the need
for lots of zero entries, A and Bwere also nilpotent, and the problem of finding an examplewith simple
eigenvalues was left open. This is what we set out to solve.
We turn now to the ‘how’. By [1, Theorem1.2], ifA, B are 2×2 or 3×3matriceswith super-identical
pseudospectra, then‖f (A)‖ = ‖f (B)‖ for all polynomials f . So the logical place to seek an examplewas
in 4×4matrices. A direct solution of the resulting equations proved beyond our capabilities. So instead
we adopted another approach, based upon the following result. (Here σ and tr denote spectrum and
trace, respectively.)
Lemma 3.1 [1, Theorem 4.4]. Two 4× 4 complex matrices A and B have super-identical pseudospectra if
and only if they satisfy the following three conditions:
(i) σ(A) = σ(B),
(ii) tr(AjA∗k) = tr(BjB∗k) (j, k = 1, 2, 3),
(iii) tr(AA∗AA∗) = tr(BB∗BB∗).
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Our strategy was to seek A, B with simple eigenvalues satisfying (i), (ii) and (iii), and further such
that the condition (iii)′ tr(A2A∗2A2A∗2) = tr(B2B∗2B2B∗2) did not hold. In the absence of (iii)′, the
matrices A2 and B2 would not have identical singular values, and thus there was a good chance that
‖A2‖ = ‖B2‖.
We considered A, B of the form A := V−1V and B := W−1W , with V,W invertible and 
diagonal. Condition (i) was then satisfied. Also, for all j, k, n,
tr([AjA∗k]n) = tr([P−1jPk]n) and tr([BjB∗k]n) = tr([Q−1jQk]n),
where P := VV∗ and Q := WW∗. Condition (ii) was thus satisfied provided that
P ◦ P−T = Q ◦ Q−T , (2)
where ◦ denotes the Hadamard product and P−T the inverse of the transpose of P. Finally conditions
(iii) and (iii)′ were equivalent to
tr([P−1jPj]2) = tr([Q−1jQj]2) (3)
for j = 1, 2, respectively.
The program was thus to find positive matrices P,Q satisfying (2), and then a diagonal matrix 
with distinct entries such that the Eq. (3) held for j = 1 but not for j = 2. (Eq. (2) had previously been
studied in [6], but the solutions found therein turned out to be inadequate for our needs, because (3)
never held for j = 1 without also holding for j = 2.) After a certain amount of experimentation with
the aid of Maple, we found a family of real symmetric solutions P,Q of (2) of the form
P =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 ∗ ∗ 0
∗ 1 0 ∗
∗ 0 1 ∗
0 ∗ ∗ 1
⎞
⎟⎟⎟⎟⎟⎟⎠
and Q =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 ∗ ∗ ∗
∗ 1 0 0
∗ 0 1 ∗
∗ 0 ∗ 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Here, three of the unknowns (p13, p24, q34)were free, and the five others were square roots of rational
functions of (p13, p24, q34). We chose (p13, p24, q34) to ensure that P and Q were positive-definite.
Then we sought a diagonal matrix  such that (3) held for j = 1. We found a solution in which three
of the entries (λ1, λ2, λ3) were free, and the remaining one was a rational function of (λ1, λ2, λ3).
Finally, for almost every choice of (λ1, λ2, λ3), Eq. (3) failed to hold for j = 2.
Once P,Q ,  had been found, then, working backwards, it was a straightforwardmatter to produce
thepairA, Bhavingall thedesiredproperties. Byvarying the freeparameters (p13, p24, q34, λ1, λ2, λ3),
we were able to generate a whole family of pairs A, B solving the original problem. The particular pair
displayed in Section 2 was the simplest-looking one that we could find.
4. An open problem
In the example in Section 2, the matrices A and B have the same norm. Moreover, even though
‖A2‖ = ‖B2‖, we have ‖A2‖/‖B2‖ ≈ 1.00162, which is very close to 1. This raises the following
question.
Problem 4.1. For pairs of matrices A, B having simple eigenvalues and identical pseudospectra, what
are the possible ranges of values of ‖A‖/‖B‖ and of ‖A2‖/‖B2‖?
If we drop the requirement of simple eigenvalues, then ‖A‖/‖B‖ can take any value in ( 1
2
, 2) (see
[4]) and ‖A2‖/‖B2‖ any value in (0,∞) (see [3]). However, since the constructions in [3] and [4] are
3028 T. Ransford, J. Rostand / Linear Algebra and Its Applications 435 (2011) 3024–3028
based upon what we have called the ‘analytic’ method, the matrices A and B thereby obtained are
necessarily derogatory.
On the other hand, if A and B are constructed via the ‘algebraic’ method, then not onlymustwe have
‖A‖ = ‖B‖, but also there are constraints on ‖A2‖/‖B2‖. For instance, by [1, Theorem 1.3], if A and
B are N × N matrices with super-identical pseudospectra, then ‖A2‖/‖B2‖ ≤ √N. In fact, in all the
examples known to us, we even have ‖A2‖/‖B2‖ < √2. Thus, to solve the problem, it would appear
that a new idea is required.
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