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Introduction
In recent years, the interest in quantum communication channels has
experienced a rapid increase, also in view of their use as a bus between
registers and processor within a quantum computer. Despite the fact that
the majority of protocols for quantum communication rely on photons [1],
because of their weak interaction with the environment, and of the well-
developed optical fiber technology, it is not always possible to use photons
when one needs a frequent exchange of information between distant qubits.
For example, in the case we have mentioned, the communication between
different parts of a quantum computer would require a continous conversion
of stationary qubits (i.e. the information stored in the components of the
quantum computer) into flying qubits (i.e. photons), in order to transmit
information. This procedure leads to several interfacing problems between
the two different kinds of physical systems, that could be avoided by us-
ing, as a quantum channel, the same kind of physical system that is used
for realizing the quantum computer. Indeed, a seminal paper by Bose [2],
suggested to use spin-chains as a quantum channel for short or mid-range
communication, showing that, by means of the magnetic interaction between
the spins composing the chain, the information is transferred by only let-
ting the system evolve dynamically, without the requirement of any external
control. Transferring quantum information between distant qubits through
spin-chains would be highly desirable, as, in general, this is a procedure
which requires the repeated application of swapping gates and is, conse-
quently, higly experimentally demanding. After the first proposal, there
has been a spread of works investigating the dynamical behaviour of spin-
chains and possible optimization techniques for enhancing its performances
as a quantum channel [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18].
There has been proposed a large amount of schemes for reaching perfect
state transfer by optimising the system over a variety of parameters, as,
for example, the robustness against errors and a restricted ability to engi-
neer the state [6, 7, 9], or, on the opposite, the ability of engineering the
couplings and a definite interval of time for the state transfer[10, 11, 12],
or by allowing other kinds of control over the chain [3, 4]. However, all the
schemes proposed, not only present some kind of side-effects, as, for example,
a potentially indefinite waiting time for observing the transfer, or a difficult
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generalization to the transfer of multiple-qubit states, or are not scalable
with the size of the system, or require a demanding technology in order
to be implemented, but also rely on the nearest-neighbour modellization of
the chain. The nearest-neighbour model appears to be a rather theoretical
model, with respect to a long-range interacting model, such as a spin-chain
which exhibits dipolar couplings. In fact, the experimental implementations
of spin-chain based on trapped particles, such as ions or electrons [19, 20],
exhibit dipolar couplings. Indeed, trapped particles, like ions or electrons,
are suitable for implementing both a scalable quantum processor, and a
quantum channel, so they represent one the most interesting playgrounds
for the implementation of spin-chain.
In literature, there have been only few examples of works taking into ac-
count long-range interactions [21, 22], which, in general, have always been
regarded as a sort of perturbation with respect to the nearest-neighbour
(NN) model. However there are relevant features of the long-range interac-
tions that cannot be captured within the frame of only NN-coupling. An
example is provided by the completely different behaviour in presence of de-
fects such as vacancies along the chain. The presence of empty sites, in fact,
in the NN case would prevent the use of the system as a quantum channel,
whereas the long-range interacting chain is more robust against this kind of
errors, which, for example, could be the consequence of an imperfect chain-
filling.
We start our investigation with the aim of reaching a deeper understand-
ing of the dynamics of long-range interacting systems, and of proposing an
optimization scheme, for this class of chains, which could avoid, as much
as possible, the drawbacks of the previous proposals. Our goal is to find a
general and easy-to-implement prescription that allows to significanlty en-
hance the performances of the channel. In order to accomplish this task we
adopt an approach which lead us to start our investigation from the very
beginning. In fact, we look for the most general considerations about system
properties, like symmetry, energy spectrum and eigenvectors, that allows a
generic physical system to transfer perfectly information, in order to under-
stand their role in the communiation process.
We find that, given a fixed transmission distance, perfect state transfer,
moreover in the shortest possible time, can be achieved only by a system
made of two spins. This ideal system, however, results unpractical, due to
the decrease of the interactions with the inter-spin distance , which makes
it impossible to transfer a state over an arbitrarily long distance. In fact, in
presence of whatever kind of noise, the coupling between sender and receiver
would result too weak after a short distance. The obvious way to circumvent
this problem relies on filling the space in between with other spins, as in the
ordinary spin-chains. However, this procedure on one side enforces the com-
munication. but on the other, lowers the fidelity and increases the transfer
time. What is, then, the smartest way to fill in the space between sender
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and receiver in order to keep the fidelity of transmission close to unity and
the transfer time reasonably short?
We find an answer to this question which leads to optimal results and, most
notably, largely independent of the number of spins in the chain, hence scal-
able. Therefore, our scheme can be applied also to mid-range communication
in a rather straightforward way. The key element is a joudicious balance be-
tween the ideal two-spin chain and the complete chain with equally spaced
spins. We do not resort to specific design or challenging system engineering,
but simply identify a general and easy prescription to optimize the perfor-
mances of the spin chain as a quantum channel. Furthermore, our scheme
leads to optimal state transfer also in all the higher excitation subspaces,
allowing the transmission of multiple-qubit states and of multiple-entangled
states. We show explictly how this applies in the case of two excitations
travelling along the chain. The Hamiltonian of the system, indeed, acts
on the different excitations as a whole entity, and, in this terms, allows a
mapping in which the degrees of freedom relative to the positions of the
excitations are mapped into a single index spanning all the states in the
configuration space of the system. We study the double excitation case also
in connection with the eventuality of thermal noise in the system. This in-
vestigation is quite general and could be used also as a scheme appliabe to
other situations, such as memory effects in the channel.
Our work is organised as follow: in Chap.1 we introduce the basic con-
cepts concerning the quantum channels and introduce the basic protocol of
communication through a spin chain that has been originally proposed in
Ref. [2]. We also provide an overview of the optimization schemes pro-
posed in literature, and of both their advantages and their disadvantages.
In Chap. 2 we illustrate the three main proposals for experimentally im-
plementing the spin-chain dynamics, and show how it naturally arises, in
the two most interesting cases, the dipolar-coupling Hamiltonian. After a
very short overview of the state of the art concerning long-range interac-
tions, and of the standard way to approach these systems, in Chap.3, we
start our original investigation, by examining the most general conditions
under which the transfer fidelity is maximized. We analize the role of spatial
symmetry in connection with the properties of the eigenvectors and of the
relative eigenenergies. These considerations lead us to consider symmetry a
necessary condition for perfect state transfer, and to derive also a sufficient
condition. We also prove that the ring of qubits is not a suitable configura-
tion for transferring a state between two parties, by showing how it does not
match the conditions we have found for perfect state transfer. Furthermore,
by means of the symmetry, we provide an explanation for the dependence,
of the ring performances, on the parity of the number of spins, despite its
ferromagnetic nature. In Chap. 4 we further explore the implications of our
results by including defects, e.g. empty sites, in the chain. In particular
we first examine a single-hole chain and then skip to the double-hole case.
VIII CONTENTS
The latter ones lies at the heart of our procedure for achieving, by practical
means, perfect state transfer. We show that, within our scheme, not only
the performances of the system are dramatically enhanced, but also, given
a fixed transmission distance, are invariant under system rescaling. We also
extend our procedure to the double-excitation subspace. Finally, we exam-
ine the case in which a second excitation is induced in the chain by thermal
noise.
Chapter 1
The spin chains as a
quantum channel
1.1 Some basic concepts and preliminary defini-
tions
Quantum Information Theory is a really wide subject, but there can
be identified two main thematic branches it deals with. We can, infact,
roughly divide the whole Quantum Information Theory between the branch
that investigates what happens inside a quantum processor, i.e. how infor-
mation is processed, that is Quantum Information Processing (QIP), and
the branch that studies how it is transmitted (in the widest sense). Indeed,
Quantum Communication Theory deals with the quantum transmission of
states of between different physical parties, or between different physical
representations, or between parts of the same quantum computer. On its
turn, Quantum Communication Theory can be divided in four main topics
[30]:
• transmission of classical information over quantum channels,
• the tradeoff between the acquisition of information about a quantum
state and its damaging (which is related to quantum cryptography),
• quantifying quantum entanglement,
• the transmission of quantum over quantum channels.
From this list, we note that the notion of channel enters in two over four top-
ics, thus we can deduce that it is somehow an important concept. Moreover,
as we can consider as a channel, either classical or quantum, any process
that takes a classical or quantum system as input and another (either equal
or different) classical or quantum system as output, the amount of physical
elements that can be defined in this way is really wide. This definition, in
1
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fact, includes almost any processing step in information theory, from noise
to free and controlled time evolution of a state, to a state itself and to its
measurement and its preparation, the concept of channel is among the fun-
damental ones in both classical and quantum information science [24].
Classical channels allow only the transmission of classical information, whereas
quantum channels can transmit both classical and quantum information. In
this section we will briefly overview some basic definitions and concepts
about quantum channels that may be useful for the comprehension of the
work that follows, without pretending to cover exhaustively the whole in-
vestigated area.
Hereafter we will give definitions and concepts in terms of states, i.e. in the
Schroedinger picture, as, the Heisenberg approach has proved to be com-
pletely equivalent [24].
1.1.1 The mathetical definition of channel
From a mathematical point of view a channel is represented by a map
T : S(H1) −→ S(H2), which maps a state (i.e. a density operator )S(·)
from the input to the output Hilbert space, respectively H1 and H2 which
can be either be equal or (possibly) different. Within this picture a classical
channel is included by interpreting classical functions as diagonal matrices
i.e. f =
∑
x f(x) | x〉〈x |.
In order to represent a channel, the map T needs some basic features, re-
quired by the statistical intepretation of quantum mechanics:
• it has to be linear, in order to map convex mixtures in convex mixtures;
• it has to be trace-preserving (TP), to preserve the normalization of
states;
• it has to map not noly density operators into density operators, but
also reduced density operators into reduced density operators, i.e. it
has to be a completely positive (CP) map.
Summarizing, a quantum channel can be defined as a CPTP map between
two Hilbert spaces. This approach, which is defined as axiomatic, has been
shown to be equivalent to the constructive approach, which starts from more
physical requirements. According to this approach, it can be defined a chan-
nel only a map that can be built from the following three basic operations:
• tensoring with a second system in a definite state;
• unitary transformation;
• reduction to a subsystem.
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The equivalence of the two approaces, has been proved by the Stinespring’s
dilation theorem [25, 24], which we briefly recall here, as it leads to the in-
troduction of two important concepts regarding quantum channels, that is
ancilla system and Kraus operators [26, 24].
Here we present a simpler version of Stinespring theorem which involves only
CPTP maps (which are the ones we are interested in), and not the more
general class of CP maps, between finite dimensional Hilbert spaces.
Stinespring dilation theorem: if T : S(H) −→ S(H) is a CPTP map,
and given ρ ∈ S(H) being a state, then there exists a Hilbert space K and
a unitary operation U defined on H⊗K such that
T (ρ) = TrKU(ρ⊗ | 0〉〈0 |)U †
for all ρ ∈ S(H), where TrK denotes the partial trace over the system K.
The ancilla space K can be chosen such that dimK ≤ dim2H, and this
representation is unique up to a unitary equivalence.
In other words, this theorem states that every CPTP can be defined starting
from the three basic operations defining the constructive approach, and
can represented as a unitary evolution on a larger (dilated) system, which
includes the ancilla i.e. the auxiliary system.
1.1.2 The Kraus decomposition and the purification of states
If we now introduce a set of basis vectors for the ancilla space K, which
we denote by | k〉, using the unitary operator U , we can define the Kraus
operators Mk as
Mka,b = 〈a⊗ k | U | b⊗ 0〉, (1.1)
which allow us to introduce the representation of a quantum channel in
terms of the Kraus operators [26, 24].
Kraus decomposition: every CPTP map T : S(H) −→ S(H) can be
represented in the form
T (ρ) =
K∑
k=1
MkρMk,†, ∀ρ ∈ S(H)
where the operators Mk : H −→ H satisky the completeness relation∑K
k=1M
k,†Mk = 1. The Kraus decomposition provides a clear formal-
ism for identifying the different cathegories of quantum channels, e.g. the
depolarizing or the amplitude damping channel [24, 30].
For example, the depolarizing channel represents a process in which the in-
put density matrix is replaced, in the output, with probability p, by the
completely mixed state 1/2, and with probability 1 − p is left unchanged.
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In this case the Kraus operators are given by [24, 30]
M0 =
√
1− p1; M1 =
√
p
4
σx; M2 =
√
p
4
σy; M3 =
√
p
4
σz, (1.2)
where σx, σy, σz are the Pauli matrices, and 1 is the 2× 2 identity matrix.
Another important cathegory of quantum channels, to which we will see
that spins chains belong to, is the amplitude damping channel. This kind
of channel, in principle, models the decay of the excited state of a two level
system (atom) due to the spontaneous emission of a photon [30]. In this
case we have a probability p that the excited state has decayed, while a
probability 1 − p that the state has remained unchanged. In this case, the
Kraus operators of the system can be written as [30]
M0 =
(
1 0
0
√
1− p
)
, M1 =
(
0
√
p
0 0
)
(1.3)
Also quantum states can be considered as channels ρ : C −→ S(H), where
the input state C is one-dimensional. Hence, by applying Stinespring theo-
rem, we can represent a quantum state ρ as
ρ = TrK | ψ〉〈ψ | (1.4)
where | ψ〉 = U | 0〉 is a pure state on the combined system H ⊗ K. This
version of the Stinespring theorem ( called the GNS construction [27, 28])
allows us to regard a mixed state as arising from a pure state on a larger
Hilbert space. Thus, given a mixed state with spectral decomposition ρ =∑
k pk | k〉〈k |, we can recover the pure state from which it is derived as
| ψ〉 =
∑
k
√
pk | k〉⊗ | k〉 ∈ H ⊗H. (1.5)
Such procedure is addressed as purification of the states.
1.1.3 The capacities and the fidelity of a quantum channel
A fundamental quantity, when one wants to evaluate the performances of
a communication channel, is its capacity, defined as the maximum amount
of information that can be reliably sent through the channel. Unlike the
classical channel, which possesses a single capacity, the quantum communi-
cation channel has several distinct capacities, depending on what it is used
for and what auxiliary resources are brought into play. It is well known, in
fact, that quantum information theory, introduces a new resource, entan-
glement, that can interact with classical and quantum information, without
having its classical counterpart. We do not want to enter into the details of
the mathematical definitions of the quantum capacities, we will just point
out the following [23]:
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• Classical capacity C, equal to the maximum rate at which classical
information can be reliably sent through the channel, to which the
Holevo bound [31, 32] provides an upper limit;
• Quantum capacity Q, the maximum rate at which intact qubits can be
reliably sent through the channel;
• Classically-assisted quantum capacity Q2, defined as the maximum rate
at which qubits can be transmitted reliably through the channel, with
the help of an unlimited two-way classical communication between
sender and receiver;
• Entanglement-assisted capacity CE , defined as the maximum rate for
sending classical bits through the channel, with the help of an unlim-
ited prior entanglement between sender and receiver.
These capacities obey the relation Q ≤ Q2 ≤ C ≤ CE , for all the kown
channels, but appear to be rather independently varying quantities. More-
over, these capacities are not easy to calculate from the quantum channel
parameters, unlike the classical capacity.
After having defined the quantities for evaluating how much information can
be reliably transmitted through the channel, one can ask how well it is trans-
mitted. The answer to this question comes from the evaluation of another
parameter, which is the fidelity of the channel or fidelity of transmission,
which will be a crucial quantity thorough this work. The notion of channel
fidelity arises directly from the fidelity of states (which, as we have seen, can
be seen as channel themselves), and it has been given for the first time in
Ref. [29]. Despite it is not a metric [24], the fidelity is used as a measure of
the distance between density operators. For any two pure states | φ〉, | ψ〉,
the fidelity is simply given by |〈φ | ψ〉|2, while, for any two density matrices
ρ, σ it is defined as the largest fidelity between any two purifications of the
given states. According to Ref.[29] it can be expressed as
F (ρ, σ) = (Tr
√√
ρσ
√
ρ)2. (1.6)
It can be shown [29, 24]that the fidelity possesses the following properties,
which however, can be intuitively accepted:
• F (ρ, σ) ∈ [0, 1];
• F (ρ, σ) = F (σ, ρ);
• F (ρ1 ⊗ ρ2, σ1 ⊗ σ2) = F (ρ1, σ1)F (ρ2, σ2);
• F (ρ, ασ1 + (1− ασ2)) ≥ αF (ρ, σ1) + (1− α)F (ρ, σ2), α ∈ [0, 1].
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1.1.4 The entanglement
Before concluding this section, we want to spend a few words on a fun-
damental concept of quantum mechanics, and, consequently, of quantum
information, which we have already mentioned, that is the entanglement. In
the following, and through the whole work, we will consider only entangle-
ment between two systems, i.e. bipartite entanglement.
Given two non-interacting systems A and B, with relative Hilbert spaces
HA and HB, we can write the Hilbert space of the composite system as the
tensor product HA ⊗ HB. Hence if the system A is in the state | ψ〉A and
the system B in the state | φ〉B, the whole state of the system will be ex-
pressed as | Ψ〉 =| ψ〉A⊗ | φ〉B. States of the composite system which can be
expressed in this form are called separable states. In general, given {| i〉A}
and {| j〉B}, respectively, basis for A and B, the state of the composite
system will be
| Ψ〉 =
∑
i,j
ci,j | i〉A⊗ | j〉B. (1.7)
Apart from the case in which ci,j 6= 0 only for a couple of indices (¯i, j¯), in
which we recover the separable state, Ψ is an entangled state. This means
that we are not able anymore to reconstruct the state as a tensor product
between A and B, i.e. we are not able to attribute to A or B a pure state.
Hence, if we put two observers, say Alice and Bob, in each of the two sys-
tems, it comes out that the measurement done in system A determines the
result obtained in B. This lies at the basis of the so-called EPR paradox
[33], later solved by the famous Bell’s inequalities [34]. For example, the
entanglement lies at the basis of two forms of quantum information trans-
mission that have no classical counterpart, that is quantum teleportation
[35] and superdense coding [36].
Because of its importance and usefulness, it is important to have quantitave
measures of the entanglement. There are several measures for quantifying
the entanglement of a pair of quantum systems ([37] and Refs. therein),
such as the Von Neumann entropy of either of the two subsystems or the en-
tanglement of formation [37, 38], which is intended to quantify the resources
needed to create a given entangled state. The different approaches result
equivalent for a bipartite system of pure states, which is the one we will be
mainly interested in through this work, while the situation is more compli-
cated for bipartite systems of mixed states or multipartite system. We do
not mean to enter into the details of the several entanglement measures and
of the related problems, but we will introduce just one of these quantities
which is expecially suitable for spin-chains, i.e. the concurrence [37], which
is derived from the entanglement of formation of an arbitrary state of two
qubits.
Given a density matrix ρ of a pair of quantum systems A and B, consider
all the possible pure state decomposition of ρ, i.e. all ensembles of states
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| ψi〉 with probabilities pi such that
ρ =
∑
i
pi | ψi〉〈ψi | . (1.8)
For each pure state, the entanglement E is defined as the entropy of either
of the two subsystems [40]:
E(ψ) = −Tr(ρA log2 ρA) = −Tr(ρB log2 ρB), (1.9)
where ρA and ρB denote the partial trace over each of the subsystems. The
entanglement of formation of the mixed state ρ is then defined as the average
entanglement of the pure states of the decomposition, minimized over all the
decompositions of ρ:
E(ρ) = min
∑
i
piE(ψi). (1.10)
Let us now consider the pure state of a single qubit [37], then we can write
the spin flip, denoted by a tilde, as
| ψ˜〉 = σy | ψ∗〉, (1.11)
where | ψ∗〉 is the complex conjugate of | ψ〉 when it is expressed in a fixed
basis such as {|↑〉, |↓〉}, and σy is the Pauli matrix in the same basis. For a
general state ρ of two qubits, the spin-flipped state is
ρ˜ = (σy ⊗ σy)ρ ∗ (σy ⊗ σy) (1.12)
where the complex conjugate is again taken in the standard basis, which
for two spin-12 particles is {|↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉}. Let us now express the
entanglement of a pure state of two qubits. The entanglement defined in
Eq. (1.9) can be written as [39]:
E(ψ) = E(C(ψ)) (1.13)
where the ”concurrence” C is defined as
C(ψ) =
∣∣∣〈ψ | ψ˜〉∣∣∣ , (1.14)
and the function E is given by
E(C) = h(1 +
√
1− C2
2
), with
h(x) = −x log2 x− (1− x) log2(1− x). (1.15)
Being E(C) a monotonically increasing function, which ranges from 0 to 1
as C ranges from 0 to 1, the concurrence can be used itself as a measure
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of entanglement. Having defined the spin flip and the function E(C), in the
generic case of a mixed state ρ of two qubits we can write
E(ρ) = E(C(ρ)), (1.16)
where
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4}, (1.17)
where the λis are, in decreasing order, the eigenvalues of the Hermitian
matrix R ≡ √√ρρ˜√ρ, or, alterantively, they can be seen as the square
roots of the eigenvalues of the non-Hermitian matrix ρρ˜[37].
Now that we have defined all the preliminary quantities and concepts, we
can finally skip to the spin chains as quantum communication channel.
1.2 Quantum communication through unmodulated
spin chains
In this section we will review the seminal paper by S. Bose ([2], 2003),
in which it has been presented, for the first time, a communication protocol
carried out with spin-chains. From this paper, the interest in investigating
the use of spin chains as quantum communication channel, has experienced a
dramatic increase. The following scheme in principle applies to an arbitrary
graph of spins with ferromagnetic interactions, but, in particular, is meant
to be applied to the realisable case of an open ended chain of spins.
Let us now consider a graph of N spins, labeled 1, 2, · · · , N , the Hamiltonian
of the system is thus
H = −
N∑
<i,j>
Ji,jσiσj −
N∑
i
Biσz, (1.18)
where σi = (σxi , σ
y
i , σ
z
i ) are the Pauli matrices for the i-th spin, Ji,j are the
coupling strenghts, Bi > 0 are static magnetic fields which hereafter we will
consider constant for all the spins, and < i, j > are the couples of nearest
neighbours. Hence, Eq. (1.18) provides the Hamiltonian of an arbitrary
Heisenberg ferromagnet. We now assume that the state sender Alice is
located closest to the s-th (sender) spin of the chain, while the state receiver
Bob is close to the r-th (receiver) spin of the chain. It is assumed that the
sender and receiver spins are detachable from the chain. We denote all the
other spins as channel spins. The basic idea is that, in order to transfer an
unknown state to Bob, Alice replaces the sender spins with a spin encoding
the state she wants to send. After some time, by means of the dynamical
evolution of the system, the unknown state finally arrives to Bob with some
fidelity. Bob then picks up the receiver spin to obtain a state close to the
state that has been sent by Alice. We stress that the whole protocol does
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not require any modulation on individual channel spins. Let us now, briefly
see how this basic idea is translated in more mathematical terms.
Initially, the system is assumed to be in its ground state, which means with
all the spins aligned down in the −z direction. We will denote the ground
state as | 0〉 = ⊗Ni=1 | 0〉i, where | 0〉i denotes the spin down state of
the i-th spin, and the ground state energy E0 is set to zero. We introduce
also the set of basis states for the single excitation subspace {| j〉} where
| j〉 = (⊗Ni 6=j=1 | 0〉)⊗ | 1〉j , i.e. each vector | j〉, belonging to the basis set,
denotes the state in which the spin has been flipped on the j-th site while
all the other spins are down. The fact that the excitation subspaces do
not mix, allows us to reduce the dimensionality of the Hamiltonian, which,
in principle, is 2N × 2N ; for example, in the single excitation subspace the
Hamiltonian becomes an N ×N matrix.
Let us now assume that Alice wants to send an unknown state
| ψin〉 = cos θ2 | 0〉+ e
iφ sin
θ
2
| 1〉. (1.19)
To start the protocol Alice places this unknown state on the s-th spin of the
chain, so that the state of the chain at t = 0 is
| Ψ(0)〉 = cos θ
2
| 0〉 + eiφ sin θ
2
| s〉 (1.20)
Bob, who wants to retrieve this state, or a state as close to it as possible,
from the r-th site of the chain, has to wait for a specific time t until the
state | Ψ(0)〉 has evolved to | Ψ(t)〉 = cos θ2 | 0〉+ eiφ sin θ2 | r〉, or to a state
as close to it as possible. Due to the fact that the Hamilonian in Eq. (1.18)
conserves the total magnetization i.e. [H,
∑
i σ
z
i ] = 0, the evolution of the
states remains within the same excitation subspace, and we can write the
time evolution of | Ψ(0)〉 as
| Ψ(t)〉 = cos θ
2
| 0〉 + eiφ sin θ
2
N∑
j=1
〈j | e−iHt | s〉 | j〉. (1.21)
The state of the r-th spin can be obtained by tracing off from | Ψ(t)〉 the
states of all the other spins. Hence we can write
ρout(t) = P (t) | ψout(t)〉〈ψout(t) | +(1− P (t)) | 0〉〈0 |, (1.22)
where
| ψout(t)〉 = 1√
P (t)
(cos
θ
2
| 0〉+ eiφ sin θ
2
fNr,s(t) | 1〉),
P (t) = cos
θ
2
2
+ sin
θ
2
2 ∣∣fNr,s(t)∣∣2 and
fNr,s(t) = 〈r | e−iHt | s〉. (1.23)
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Hence, fNr,s(t) is the transition amplitude of an excitation from the site s to
the site r over a graph of N spins. Now, denoting by t0 the time at which
Bob retrieves the message (in the following of this work we will see how this
time can be chosen), we can write the fidelity of quantum communication
through the channel averaged over all the pure input states on the Bloch-
sphere (i.e. the unitary sphere) as
F (t0) =
1
4pi
∫
〈ψ|ρout(t0) | ψ〉. (1.24)
Hence, in our case we obtain
F (t0) =
∣∣fNr,s(t)∣∣2
6
+
∣∣fNr,s(t)∣∣ cos γ
3
+
1
2
. (1.25)
where γ = arg{fNr,s(t)}. The average is maximized by a proper choice of the
magnetic fields Bi such that γ = 2pi, which we can consider as a part of
the communication protocol. The spin-chain can be viewed as an amplitude
damping channel [24, 30] whose Kraus operators are
M0 =
(
1 0
0
∣∣fNr,s(t)∣∣
)
,M1 =
(
0
√
1− ∣∣fNr,s(t)∣∣2
0 0
)
. (1.26)
Moreover, the channel can be used also for sharing entanglement between the
two parties Alice and Bob, for example in case of a teleportation protocol
[35]. In this case one wants to transmit an entangled states of the kind
| ψ+〉 = 1√
2
(| 01〉+ | 10〉). 1 In this case the output state ρout(t0) =∑
i 1⊗M i | ψ+〉〈ψ+ | 1⊗M i,† can be written as
ρout(t0) =
1
2
{(1− ∣∣fNr,s(t0)∣∣) | 00〉〈00 | +(| 10〉+
+
∣∣fNr,s(t0)∣∣ | 01〉)(〈10 | + ∣∣fNr,s(t0)∣∣ 〈01 |)} (1.27)
where the entanglement of the above state with respect to the entanglement
of the initial state is measured by the concurrence [37], which in this case,
is given by
C = ∣∣fNr,s(t0)∣∣ . (1.28)
The entanglement shared by Alice and Bob can be subsequently distilled
[41] and used for teleportation [35].
Hence, when one wants to investigate the performances of a spin-chain as
a quantum channel, the relevant paramenters are the fidelity (studied both
1note that this applies to the entangled states of the kind | ψ〉 = α | 01〉 ± β | 10〉,
which conserve the total magnetization between the two parties, and not on the entangled
states of the kind | ψ〉 = α | 00〉 ± β | 11〉, which we will see later in Chap.4 how can be
transmitted
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as a function of t and as a function of N) and the time it takes to reach
its first maximum, i.e. the transfer time. In fact, before investigating how
much physical qubits are needed to send a certain amount of information
through the channel, it is fundamental to check if and how well the physical
input qubit arrives at the other end of the channel. However, the several
capacities of this quantum channel have been calculated in Ref. [42], where
these quantities have been put into relation with the investigation of the
quantum correlations among the spins of the chain. In Ref. [2] the search
for the transfer time had been performed numerically, evaluating the fidelity
of a uniformly coupled nearest neighbour spin chain over an interval of time
[0, Tmax] with Tmax = 4000/ |J | for various chain lenghts, using the couple
of sites (1, N) as sender and receiver. We note that this choice, for a linear
chain, of the sender and receiver sites, not only is intuitively obvious, as
one wants to transfer a state as far as possible, but results also the optimal
choice of the sender-receiver pair, as we will see in Chap.3. Furthermore, in
Ref. [2] it resulted that, for chain lengths as high as 80 sites, the fidelity of
quantum transmission exceeds the highest fidelity for classical transmission
of the state i.e. 2/3 [41].
For what we have seen until now, the investigation of the spin-chains as a
quantum channel, focuses on the evaluation of its fidelity of transmission,
and of its transfer time, thus opening the way to a large amount of proposals
for several schemes designed to attain perfect state transfer or for optimizing
a variety of parameters such as the robustness against errors or a restricted
ability to engineer the state (see, for example, Refs. [6, 7, 16]), as we will
see in the following sections.
1.3 Brief remark about the analytical solvability
of the Heisenberg nearest-neighbour model
As we have seen in the previous section, the fidelity represents the main
characteristic parameter in the investigation of spin-chains. Furthermore,
as it becomes clear from Eq.( 1.25), the fidelity is a function of the absolute
value of the propagator of the excitation between the sender and receiver
sites
∣∣fNs,r(t)∣∣. Hence, this last quantity is the one that plays the key role
in the investigation, which, consequently, reduces to a problem of finding
the eigenvectors and the eigenvalues of the system, in order to find the time
evolution of the sender state. Thus, it enters into play the analytical knowl-
edge of these quantities, or the necessity for a numerical evaluation. In this
section we want to briefly show in which cases the Heisenberg nearest neigh-
bour (NN) model is exactly solvable, as, in literature, it is often addressed
as an analytically solvable model in general. The solution of the Heisenberg
NN model is derived by means of the Bethe ansatz [43], and here we will
briefly show the main steps in order to see what condition this solution un-
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dergoes and what physical picture it implies. We will use a slightly different
Hamiltonian from the one in Eq. (3.3), only to simplify the calculations,
which can be easily extended to (3.3). The Hamiltonian for an Heisenberg
chain of lenght N is
H =
J
2
N∑
i=1
(σi · σi+1 + 1), (1.29)
with the same meaning of notations as in Eq. (1.18), and with the constant J
being positive or negative according to a antiferromagnetic or ferromagnetic
interaction. The crucial points lies in the fact that we impose periodic
boundary conditions such that
σN+1 = σ1. (1.30)
In general, in each excitation subspace, the eigenstates {| λ〉} are linear
combinations of the basis states | λ〉
| λ〉 =
∑
1≤x1<···<xn≤N
a(x1, · · · , xn) | x1, · · · , xn〉, (1.31)
where | x1, · · · , xn〉 is the generic n-excitation state. In the single excita-
tion subspace, the system with periodic boundary conditions, can be seen
(for example via the Jordan-Wigner mapping [45]) intuitively as a particle
travelling in a periodic potential. Intuitively speaking, Bethe’s intuition is
a careful generalization of this parallelism to higher numbers of excitations,
in fact he deduced that the amplitudes a(x1, · · · , xn) are of the form
a(x1, · · · , xn) =
∑
p∈Sn
Ap exp
 n∑
j=1
ikpixi
 , (1.32)
where the sum over P ∈ Sn is over all n! permutations P = (p1, · · · , pn)
defined on the group Sn of permutations of the integers 1, · · · , n. Using this
ansatz, he could obtain the coefficients Ap in terms of two-body interaction
terms si,j = 1− 2 exp(ikj) + exp(i(kj + ki)),that is
Ap = pΠ1≤i<j≤nspi,pj , (1.33)
where p is the signature of the permutation. The ki’s must satisfy the
system of equation
exp(ikiN) = (−1)n−1Πi 6=j si,j
sj,i
for j = 1, · · · , n. (1.34)
The above equation for the wavenumbers ki are known as the Bethe-ansatz
equations. Solutions for ki give energy eigenvalues of the form
E = JN + J
n∑
i=1
(2 cos ki − 2). (1.35)
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Restricting ourselves to the single-excitation subspace, from Eq. (1.35), it
is possible to recover the expression for the energy eigenvalues used, for ex-
ample, in [2], i.e. Em = 2B + 2J(1− cos(pi/2(m− 1))), with m = 1, · · · , N ,
or in Refs. [12, 10, 11].
In the single excitation subspace, in fact, the Bethe-ansatz reduces to the
formula for finding the eigenstates and the eigenvalues of a tridiagonal ma-
trix [44] of the solvable kind. In the case the XXZ Heisenberg model (i.e.
with σ = (σx, σy, σz)) the periodic boundary conditions assure that the
Hamiltonian of the system is a tridiagonal matrix with the right diagonal
elements in order to be of the solvable kind, while the XX Heisenberg model
((i.e. with σ = (σx, σy)) [12, 10, 11] is already of the solvable kind because
its diagonal elements are all zeros. It becomes clear that, if one does not im-
pose on a linear chain periodic boundary conditions, i.e. uses a ring [5, 21],
nor uses an XX chain, which is, in general, the case, there is not an analyt-
ical expression for the eigenvalues and the eigenstates of the system. This
implies that the investigation of a long range interacting spin-chain, which
we will deal with in the next chapters, can not be performed by means of
the perturbation theory .
1.4 Optimization transfer schemes
During the years several optimization schemes, with respect to different
parameters, have been proposed for attaining perfect state transfer with
nearest-neighbours spin chains. In this section we will briefly give an overall
view of the most significant works, or at least, of the works which opened the
way through the different sectors of optimization. The optimization schemes
can be divided in two major cathegories i.e.
• schemes involving the use of additional resources (such as more chains,
or a local memory) without any pre-engeneering of the chain;
• schemes involving a pre-engineered chain without other resources.
The last cathegory, which includes all the schemes proposed on pre-engineered
spin-spin couplings, can be on its turn divided into subgroups, according to
the way one wants to act on the interaction strenghts:
• couplings fixed in time but with pre-engineered inter-spin distances;
• fixed inter-spin distances but definite coupling varying in time (dy-
namical control);
• interspin coupling derived from an inverse eigenvalue problem (IEP).
As we are interested in unmodulated spin-chains, we will neglect the schemes,
as the one proposed in Ref. [3], which require the freedom to apply local
measurements on all the spins, or, as in Ref.[4] which require dynamical
control over some portions of the chain.
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1.5 Perfect state transfer via additional resources
1.5.1 Perfect state transfer via a dual-rail encoding
In this section we will briefly outline the scheme proposed in Ref. [6],
which has been later extended and improved in Refs. [7, 8]. Here the
additional resource consists in another spin-chain exactly equal to the first
one. The general Hamiltonian of the system consisting of two identical
uncoupled spin-12 chains of length N is then
H = H1 ⊗ 12 + 11 ⊗H2 − Eg11 ⊗ 12, (1.36)
where the suffix i = 1, 2 denotes respectively the initial chain and th eauxil-
iary one. The assumption that are made on the single-chain Hamiltonians,
consist in that their ground state can be written as the all-spin-down state
(i.e. ferromagnetic interactions), and that the total magnetization is con-
served. Thus, the notation for the states of the chain remain the one we
have already presented. Hence an arbitrary qubit at the n-th site of one of
the two chains can be written as
| ψ〉in ≡ α | 0〉i + β | n〉i, (1.37)
and the dynamics can be expressed by means of the transition amplitudes
fr,s(t) ≡ 〈r |i e−iHit | s〉i. (1.38)
We note that the time evolution of the system does not mix the two chains,
if one encodes the initial state only on one of the two. In one, as we will see
in the following, performs a dual rail encoding of the initial state, then the
state will evolve on both chains. The aim of protocol remains transmitting
quantum information from the first site (Alice) to the last site (Bob) of the
first chain, i.e. | ψ〉11 −→| ψ〉1N . The initial state of the system is then
| ψ〉11⊗ | 0〉2.
The protocol starts by encoding the input qubit in a dual rail, by applying
a NOT gate on the first qubit of the second chain controlled by the first
qubit of chain 1, which is, by itself, a difficult procedure to implement in
solid-state systems. The state of the system then results
| s(0)〉 = α | 0〉1⊗ | 1〉2 + β | 1〉1⊗ | 0〉2. (1.39)
The excitation will then travel along the two systems, and, after a time τ1
its state can be written as
| φ(τ1)〉 =
N∑
n=1
fn,1(τ1) | s(n)〉, (1.40)
where | s(n)〉 = α | 0〉1⊗ | n〉2 + β | n〉1⊗ | 0〉2. In this case the label | s(n)〉
denotes not the sender state (which here is fixed) but the state in which the
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excitation is still inside a superposition of the two chains. In order to decode
the qubit, Bob applies a C-NOT gate at his site, hence obtaining a state
N−1∑
n=1
fn,1(τ1) | s(n)〉+ fN,1(τ1) | ψ〉1N⊗ | N〉2. (1.41)
Eq.(1.41) expresses the state of the system in terms of the sum of two tran-
sition amplitudes, whose first one is relative to the excitation still spread
along the chains, whereas the second is relative to the excitation arrived at
the end of the channels. Now Bob can perform a measurment on the last
qubit of the second chain, and according to the outcome he has a different
information about the state of system 1. In fact, if the outcome of the mea-
surement is 1, Bob can conclude that the state | ψ〉11 has been transferred
succefully, i.e. perfectly to him, which happens with probability |fN,1(τ1)|2.
Instead, if the outcome is 0, Bob can infer that the system is in the state
1√
P (1)
N∑
n=1
fn,1(τ1) | s(n)〉, (1.42)
where
P (1) = 1− |fN,1(τ1)|2 . (1.43)
In this second case, it means that the information is still in the chain. Bob
can then let the state evolve for another time τ2, and repeat the procedure as
there is still the chance of successful measurement. The state to be measured
is then
1√
P (1)
N∑
n=1
(fn,1(τ1 + τ2)− fn,N (τ2)fN,1(τ1)) | s(n)〉, (1.44)
and the probability of success is
1
P (1)
|fn,1(τ1 + τ2)− fn,N (τ2)fN,1(τ1)|2 . (1.45)
If the transfer was still unseccessful, Bob can then repeat this procedure
an arbitrary number of times. The joint probability P (l) that Bob fails to
receive the message at all the time is the product of the failure probabilities
on each interval of time. The joint probability depends on the choice of the
time intervals at which perform the measument, and, in Ref. [8] it has been
shown that there exist an optimal choice of the time intervals τi such that,
in the limit of a large number of measurements, the failure probability can
be made arbitrarily small. In Ref. [6] it has been also numericaly evalutated
the dependence of P (l) on the lenght of the chain, and the robustness of the
protocol against decoherence and imperfections. This idea has been later
improved and extended in Refs. [7, 8].
We note that the main drawbacks of this scheme, are the use of another
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chain to enhance the transmission over a single chain, and the fact that,
given a typical timescale of the system which one can use as a time unit,
the certainty of success comes after several intervals of time.
1.5.2 Perfect state transfer via the use of a local memory
In this subsection we will briefly illustrate the ideas presented in Ref.
[9] where the additional resource for communication is represented by an
infinite quantum memory of which Bob can dispose. Let us now consider
the spin-12 chain, and let us call C the portion of the chain, made of NC spins,
between the fist NA controlled by Alice (A) and the last NB controlled by
Bob (B) such that N = NA +NB +NC . Bob has also access to a collection
of quantum memories M1, · · · ,Mj , · · · each having dimension 2NB , which
can be seen as a collection of non-interacting NB spins. Alice prepares her
spins in the unknown state | ψ〉A, such that, at t = 0 the total state of the
chain | ψ000〉ACBM =| ψ〉A⊗ | 0〉C⊗ | 0〉B⊗ | 0〉M where | 0〉 denotes,
as usual, the all-spin-down state. To recover the state sent by Alice, Bob
performs unitary swap operations between the NB spins and the memories
Mj . Bob stores the state in each memory at fixed time intervals 2 τ such
that for each time interval jτ the retrieved state is transferred the Mj-th
memory. Hence, after j steps, the state of the system can be written as
| ψ000〉ACBM −→Wj | ψ000〉ACBM , (1.46)
where Wj is a unitary transformation given by the product of the time
evolution of the chain U = exp(−iHt) and the swap Sj between the memory
Mj and B:
Wj ≡ SjUSj−1U · · ·S2US1U. (1.47)
The operator Wj conserves the total magnetization of the system A+ C +
B +M , while tends to decrease the number of excitation in A+C +B and
to convey the excitation in M . In the limit of large j one could expect that
the state | ψ〉A is completely transferred into Bob’s memory. To understand
how this can happen, let us consider the case NA = NB = 1, in which
| ψ〉A = cos θ2 | 0〉+eiφ sin θ2 | 1〉. After the fist swap, the state | ψ〉A can be
recovered from the memory M1 with fidelity η1 = |ACB〈001 | U | 100〉ABC |2
which coincides with the fidelity defined in Eq. (1.25). After a second swap,
the state | ψ〉A can be recovered from the memories M1 + M2 with fidelity
η2 = η1 +
∣∣∣∑N−1l=1 ACB〈001 | U | l〉ACB〈l | U | 100〉ACB∣∣∣2, with | l〉 being the
state with one spin up in the l-th position. We note that η2 ≥ η1, such that
if one repeats the procedure j times, | ψ〉A can be recovered from
∑j
k=1Mk
with fidelity ηj ≥ ηj−1 ≥ · · · ≥ η1. In Ref. [9] it has been proved that
this behaviour of ηi does not depend on NA and NB (thus allowing to send
2the protocol can be however generalized to arbitrary time intervals.
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multi-qubit states) and that the limit of infinite j the state | ψ〉A will be
completely transferred to the memories3
lim
j→∞
Wj | ψ000〉ACBM =| 000〉ACB⊗ | Φ(ψ)〉M , (1.48)
where | Φ(ψ)〉M is a state of M which explicitly depends on | ψ〉A and on
τ . If | ψ〉A =| 0〉, Eq. (1.48) is trivially fullfilled. Instead, if | ψ〉A 6=| 0〉,
Eq. (1.48) requires that all the excitations originally present in A+ C + B
(i.e. in A+C as, in the protocol, at each step the state of B is set to | 0〉B)
have been transferred to the memory M in the limit of large j, which implies
perfect transfer of the state.
The advantage of this scheme lies in the fact that it allows to send multiqubit
states with arbitrary high fideltity without having to redefine the protocol,
and that, in general, it ensures the perfect state transfer. The disadvantage,
instead, is that, for a generic chain (with no specific pre-engeneering which
would lead by itself to perfect state transfer) it requires potentially an infinite
(or at least large) amount of memory. Moreover, given a typical timescale
of the system, at which the probability of transmission reaches its peak, as
a unit, one has to wait several time units, potentially an indefinite number,
in order to get perfect state transfer.
1.6 Perfect state transfer via pre-engineering of
the chain
1.6.1 Perfect state transfer in quantum spin networks
In this section we will illustrate the ideas presented in Refs. [10], which
have been subsequently elaborated on and extended in Refs. [11, 12]. This
work is focused on the problem of obtaining perfect state transfer over ar-
bitrarily long distances, by arranging N interacting qubits in a proper way.
The transmission network can be described by a graph G whose vertices
V (G) represent the location of the qubits, and whose edges E(G) connect
the spins which interact. The graph is characterized by an adjacency matrix
A(G),
Ai,j(G) :=
{
1 if (i, j) ∈ E(G)
0 otherwise.
(1.49)
where the two vertices A and B correspond to the input and to the output
qubits, whereas their distance is defined as the lowest number of edges con-
necting them. As for fixed N a linear chain is the graph that maximizes the
distance between A and B, this is the most desirable configuration. As it is
3this result is obtained with quite general assumptions on the Hamiltonian of the
system, which are fullfilled by the nearest-neighbour chain
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isomorphic to the adjacency matrix, the Hamiltonian of the system is given
by the XX-Heisenberg model,
H =
1
2
∑
<i,j>
σxi σ
x
j + σ
y
i σ
y
j , (1.50)
where the notation is the same as that used until now, such that initially
the network is in the state | 0〉. After having prepared the input state
α | 0〉 + β | 1〉 on A, the state of the network is α | 0〉 + β | 1〉, where
| 0〉 =| 0A, 0, · · · , 0, 0B〉 and | 1〉 =| 1A, 0, · · · , 0B〉, and we recall that
the total magnetization
∑
i σ
z
i is conserved. The fidelity of transmission is
expressed as
F (t) =
∣∣∣〈N | ee−iHt | 1〉∣∣∣ , (1.51)
and perfect state transfer is clearly reached for F (t) = 1. We stress that,
in literature, by fidelity is equivalently denoted the average of the above
quantity over the Bloch sphere (as in Ref. [2]), which is the most exact
expression, or by only, as in this case, or as in the schemes illustrated in the
previous section, F (t) or F (t)2. These definitions are equivalent, as they
all monotonically depend on F (t). Let us now examine the linear chain of
qubits, in which case the corresponding adjacency matrix is tridiagonal and
of the solvable kind. In this case the eigenvectors are given by [44]
| k˜〉 =
√
2
N + 1
N∑
n=1
sin(
pikn
N + 1
) | n〉, (1.52)
and the eigenvalues
Ek = −2 cos kpi
N + 1
∀k = 1, · · · , N. (1.53)
Hence
F (t) =
∣∣∣∣∣ 2N + 1
N∑
k=1
e−iEkt sin(
pik
N + 1
) sin(
pikN
N + 1
)
∣∣∣∣∣ . (1.54)
Perfect state transfer is attainable only if the ratio of the differences of eigen-
values are rational numbers, and in Refs. [10, 11] it has been proved that
it happens only for N = 2 and N = 3. The idea of Refs. [10, 11] consits in
using these two or three-qubits chain as basic building blocks for networks,
thus obtaining perfect state transfer over longer distances.
The Cartesian product of two graphs , G := {V (G), E(G)} and H :=
{V (H), E(H)}, is a graph G × H whose vertex set is V (G) × V (H). In
this case two vertices (g, h) and (g′, h′) are adjacent iff one of the following
holds
• g = g′ and {h, h′} ∈ E(H);
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• h = h′ and {g, g′} ∈ E(G).
If we denote by | k˜〉 an eigenvector of the graph G with energy Ek, and | l˜〉
an eigenvector of the graph H with energy El, then the eigenstate of the
product graph is | k˜〉⊗ | l˜〉 and has energy Ek + El. This is due to the fact
that the overall adjacency matrix can be written as
A(G×H) = A(G)⊗ 1V (H) + 1V (G) ⊗A(H). (1.55)
The propagator between the antipodal vertices of a graph Gd, which is the
d-fold Cartesian product of a graph G is
FGd(t) = [FG(t)]
d. (1.56)
Hence, one can construct d-fold Cartesian products of the two and three-
qubits chains and obtain perfect state transfer, moreover in the same time
that it takes to the single chain, on one and two-link hypercubes. According
to random walk theory, in Ref. [10] it has been proved that the maximum
distance for perfect quantum communication is 2 log3N . The generalization
to a chain, i.e. to perfect quantum communication distance N , is possible
if one allows fixed but different couplings between the qubits. One can, in
fact, define the following Hamiltonian
H =
∑
(n,n+1)∈E(G)
Jn
2
(σxi σ
x
j + σ
y
i σ
y
j ). (1.57)
In the single excitation subspace this Hamiltonian can be seen as the Hamil-
tonian of a fictitious spin S = 12(N − 1) particle. In this representation the
Hamiltonian can be written as H = λSx, where Sx is its angular momentum
and λ is some constant. In this case the couplings are
Jn =
λ
2
√
n(N − n). (1.58)
The time evolution of the system U(t) = exp−iλtSx can be seen as a rota-
tion of this particle. The fidelity can then be seen as a matrix element of
this rotation matrix, whose elements are known, and hence it can be written
as
F (t) = |〈N | U(t) | 1〉| =
∣∣∣∣−i sin(λt2 )
∣∣∣∣N−1 , (1.59)
thus perfect state transfer is reached for t = pi/λ. The Hamiltonian with
such engeneered couplings is the one obtained by the projection of a graph
having identical qubit couplings. In Ref. [12], it has been proved that, if
an Hamiltonian allows perfect state transfer in one-subspace, then it allows
it on all higher excitation subspaces. We will not report here the complete
proof, because it is quite long and implies highly technical mathematics.
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Here we will illustrate the basic idea and the initial part of the proof. The
underlying idea is that perfect state transfer between the two ends of a chain,
can be seen as a mirror inversion, in time, of the state one uses as input. In
fact, if the state of a chain of N + 1 qubits is described by the wavefunction
Ψ(s0, · · · , sN ) where sn=0,1 according to the bit value of the nth qubit, then
the state transfer can be seen as a transformation R such that
RΨ(s0, · · · , sN−1, sN ) = (±)Ψ(sN , sN−1, · · · , s0). (1.60)
Thus, to perform perfect state transfer the Hamiltonian of the system has to
be mirror-periodic. In Ref. [12], there have been pointed out three classes
of mirror periodic Hamiltonians, that are the ones with linear spectrum,
like the one presented in Eq. (1.57), the ones with quadratic spectrum,
and the one whose eigenfunctions are given by Hahn polynomials [12]. For
these three classes it has been shown that the mirror periodicity in the first
excitation sector implies mirror periodicity in all the other sectors. We note,
however, that, in each excitation subspace, the set of basis vectors changes.
Hence, in each excitation subspace, one has to find the right set of basis
states, on which apply the mirror inversion. The key ingredient employed
in Ref. [12], to prove the generalization to higher excitation subspaces,
has been the use of the Jordan-Wigner transformation [45], which allows to
represent the Hamiltonian of an Heisenberg spin-chain as the one for a set
of free-fermions hopping on lattice sites. In this representation, the multi-
excitation states can be represented as multi-fermion eigenfunctions, which
are obtainable by means of the Slater determinant. Here we will report
briefly the steps of the construction of the multi-excitation eigenfunctions.
Consider a generic XX-Heisenberg Hamiltonian
H =
N−1∑
n=0
Jn
2
(σxnσ
x
n+1 + σ
y
nσ
y
n+1)−
1
2
∑
n
hnσ
z
n. (1.61)
The Jordan-Wigner transformation
ai = (
∏
k<i
2 · σzk)(σxi + iσyi ), and a†i = (
∏
k<i
2 · σzk)(σxi − iσyi ), (1.62)
(where ai and a
†
i are anticommuting operators ) allows to rewrite the Hamil-
tonian in Eq. (1.61) as
H =
N−1∑
n=0
Jn(a†nan+1 + a
†
n+1an) +
N∑
n=0
hna
†
nan. (1.63)
This Hamiltonian represents a set od N + 1 non-interacting fermions which
hop between adjacent sites of the lattice and are subject to a non uniform
magnetic field. The state | n〉 denotes the state in which one fermion is at
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lattice site n and the other sites are empty. The set of states {| n〉} forms a
basis for the single fermion subspace S1. We can address the eigenvectors of
the single excitation subspace as φk(n) where Ek are the energy eigenvalues
and k = 0, · · ·N . In the M -fermion sector, occupying orbitals 0 ≤ k1 <
· · · < kM ≤ N , the energy of the M fermions is given by
∑M
i Eki . The
corresponding M -particle eigenfunction can be obtained by means of the
Slater determinant
Φk1,··· ,kM (n1, · · · , nM ) =
1√
M !
det
 φk1(n1) · · · φk1(nM )... . . . ...
φkM (n1) · · · φkM (nM )
 . (1.64)
Let us now see how this antisymmetric wavefunction is related to the wave-
function of the register. In the M -excitation subspace the wavefunction of
the register is Ψ(n1, · · · , nM ), and it is symmetric under exchange of the
labels. It can however be expressed in terms of the fermionic wavefunction
by setting, in the sector n1 < · · · < nM with corresponding energy Ek1,··· ,kM
Ψ(n1, · · · , nM ) = Φk1,··· ,kM (n1, · · · , nM ). (1.65)
In the other sectors, of the different relabellings, the two function differ
by a the sign giving the permutation required to reshuffle the arguments
in increasing order. The mirror-periodicity condition , for the fermionic
wavefunction, can then be expressed as
Φk1,··· ,kM (N − n1, · · · , N − nM ) = e−iHtΦk1,··· ,kM (n1, · · · , nM ). (1.66)
The procedure described in Refs. [10, 11], however, is experimentally highly
demanding to put in practice, as one has to pre-engineer all the couplings
between the spins. Therefore, it would be useful to find an easier way to
obtain a mirror-periodic Hamiltonian.
Instead of engineering all the couplings of the Hamiltonian, in Refs.
[13, 14, 15], there have been presented optimizations procedures based on
pre-engineering only the couplings of the sender and receiver with the rest
of the chain, by varying their distances from the chain. We will not enter
into the details of these works, because, besides the problem of experimen-
tal implementation and fault tolerancy, the procedures bases on this kind of
pre-engineering are not suitable for higher excitation sectors. In fact, these
kind of procedures are specifically conceived for the transmission of a single
excitation, as the extension to higher excitation sectors would require an
experimentally demanding control over the distances of higher number of
spins from the rest of the chain. Moreover, this proposals are based on the
analytical knowledge of the nearest-neighbour spectrum of the Hamiltonian,
which, as we have seen in Sec. 1.3, is known only under specific assumptions.
In Ref. [4, 5] it as been presented a scheme in which perfect state trans-
fer can be reached by an optimal encoding on several spins of the chain,
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or, in Ref. [4] via a time dynamical control over the first and the last two
spins of the chain. The procedure proposed, however, relies heavily on the
numerical computation of the singular value decomposition of the time evo-
lution of the Hamiltonian, so that it does not appear easily experimentally
implementable. Moreover, we are interested in schemes in which there is
no need of additional resources (i.e. other qubits) to send a single qubit, as
it does not represent an optimal encoding, and the generalization to higher
excitation subspaces could not be straightforward.
1.6.2 Perfect state transfer as an inverse eigenvalue problem
In this section we will briefly illustrate the ideas presented in Refs. [16],
as the ones presented in Ref. [17] are similar. The model considered is an
open-ended inhomogeneous (N + 1)-site XX chain, with Hamiltonian
H = 2
N∑
i=1
Ji(Sxi S
x
i−1 + S
y
i S
y
i−1) +
N∑
i=0
hi(Sz + 1/2), (1.67)
where Sx, Sy, Sz are the total spin operators with eigenvalues ±12 , and hi
are megnetic fields. Due to the Jordan-Wigner mapping we can rewrite the
Hamiltonian in the fermionic representation
H =
N∑
i=1
Ji(a
†
i−1ai + c
†
ici−1) +
N∑
i=0
hi, (1.68)
where ai and a
†
i anticommute. This Hamiltonian can be diagonalized and
put in the form
H =
N∑
ν=1
νc
†
νcν , (1.69)
where c†ν creates a fermion in the single-particle eigenstate of energy ν . The
single-particle energies ν(ν = 0, · · · , N) and the corresponding eigenstates,
are the eigenvalues and the eigenvectors of a real tridiagonal matrix H1
(i.e. the Hamiltonian in the single-excitation sector) with diagonal elements
(h1, · · · , hN ) and subdiagonal elements (J1, · · · , JN ). We assume that the
system possesses mirror symmetry (i.e. hi = hN+1−i and Ji = JN+1−i), so
that the (N + 1)-dimensional eigenvectors have definite parity. In this way,
due to a theorem [46] on the tridiagonal matrices, which states that a real,
symmetric, with only positive subdiagonal elements tridiagonal matrix has
real and non-degenerate eigenvalues and the sequence of the components of
the jth eigenvectors shows j sign changes, we are assured that the eigen-
vectors of H1 are alternatively even and odd. We know from Ref. [12] that
if mirror reflection is achieved in the single particle sector., then it can be
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achieved in all sectors. The state of a particle | i〉 evolves in time as
e−iHt =
N∑
ν=0
e−it | ν〉〈ν | i〉, (1.70)
where | ν〉 is the single particle eigenstate. The alternating parity implies
〈N − 1 | ν〉 = (−1)ν〈i | ν〉. Perfect state transfer occurs if for some time τ
the time evolution equals reflection
e−iHτ | i〉 = eiφo | N + 1− i〉, ∀i. (1.71)
The condition in Eq. (1.71) is fullfilled if
ντ = (2n(ν) + ν)pi + φo, (1.72)
where n(ν) is an arbitrary integer function of ν, so that there are infinitely
many single particle spectra suitable for quantum state mirroring. For a
given non-degenerate single-particle spectrum there exist a unique symmet-
ric tridiagonal Hamiltonian matrix with all the properties discussed above.
In this sense this is an inverse eigenvalue problem, because, given a single
particle spectrum, one can vary the parameters Ji (e.g. by varying the in-
ter spin distances) and the magnetic fields hi in order to match the mirror
periodicity condition.
This procedure extends the class of inhomogeneously coupled spin systems
suitable for perfect state transfer, but requires chain engineering, so that
implies many experimental degrees of freedom, which could not always be
avalaible. A similar approach, to that of the inverse eigenvalue problem
has been followed also in Ref. [18], where the perfect state transfer trans-
lates into a requirement on the behaviuor of the Hamiltonian under definite
permutations.
Summarizing in this chapter we have illustrated how, starting from the
initial proposal in Ref. [2], there has been a wide spread of work spent over
the optimization procedures for reaching perfect state transfer. Each kind
of proposals has both advantage and drawbacks. Where there is no need of
pre-engineering, which can be experimentally demanding, there enters into
play the use of addtional resources, and a potentially indefinite waiting time
for perfect state transfer. On the other hand, pre-engineering allows perfect
state transfer in a definite time but requires an experimental control, over
the set up of the system, which could not always be reachable within present
technology.
In the next chapter we will show some significant examples of how some real
physical systems can be used as spin-chains.

Chapter 2
From a real physical system
to a spin-chain
In this chapter we will focus on the proposals that have been made,
in order to experimentally implements spin-chains. We will focus on Refs.
[19, 20, 47], in which there have been illustrated three different schemes in
order to simulate the dynamics of the 1-dimensional Heisenberg spin-chain
with solid state sytems, with a particular accent on trapped-ion devices. Ions
can, in fact, be trapped and cooled very efficiently, and they can be stored
at fixed positions in space. In Refs. [48, 49, 50, 51, 52], it has been shown
that systems made up of trapped ions are especially suitable for universal
quantum computation, thus for implementing two-qubits gates [48, 50, 51]
and for being used as a scalable quantum processor [51, 52]. Hence, a spin-
chain realized with the same physical system would be especially appealing,
as it would completely avoid interfacing problems between the quantum
processor and the quantum wire.
2.1 Effective quantum spin systems with trapped
ions
In Ref. [19], the simulation of the dynamics of an Heisenberg spin-
chain, by means of trapped ions manipulated by lasers , has been studied in
connection with the investigation of the quantum phase transitions (QPT)
exhibited by this model. Hence, it especially focuses on the ability of manip-
ulating internal states of the ions, the tuning of the correlation strenghts and
the manipulation of single effective spins. The scheme is based on a set of N
ions arranged in a one-dimensional chain, trapped by electric and/or mag-
netic forces, as it can be done by employing linear Paul traps, Penning traps
or microtraps. Here we are interested in showing the procedure that allows
to recover an Heisenberg Hamiltonian from the Hamiltonian of a physical
system, the detailed technical specifications are in Ref. [19]. We assign the
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z(x, y) vectors to the axial (radial) directions relative to the chain. The state
0 or 1 of the qubit is represented by means of two internal ground hyperfine
levels of the ions. The Pauli operators are denoted by σα(α = x, y, z) with
relative eigenstates |↑〉α and |↓〉α. The ions are driven by off-resonant laser
beams propagating in the three spacial directions, such that an ion is pushed
along the direction α if in the eigenstate |↑〉α.
The Coulomb repulsion experienced between the ions gives rise to collective
vibrational modes, whose Hamiltonian is
Hv =
∑
α,n
~ωα,na†α,naα,n, (2.1)
where n is the mode in the α direction whose energy is ωα,n. One has also
to take into account the term relative to the force produced by the lasers
Hf = −2
∑
α,i
Fαqα,i |↑〉〈↑|α,i, (2.2)
where qα,i is the position of the i-th ion in the α direction. This term can
be expressed in terms of the collective modes as
Hf = −
∑
α,i,n
Fα
Mαi,n√
2mωα,n/~
(a†α,n + aα,n)(1 + σ
α
i ). (2.3)
Moreover, there is also the term relative to the effective magnetic fields
Hm =
∑
α,i
Bασαi , (2.4)
where the magnetic fields Bα, which do not depend on the position of the
ion but only on the spacial direction, can be simulated by lasers acting only
on the internal levels of the ions. Hence, the total Hamiltonian of the system
is
H = Hv +Hf +Hm. (2.5)
We note that, in order to obtain an Hamiltonian of the Heisenberg kind, one
has to recover the term of spin-spin coupling. This can be accomplished by
the following canonical transformation:
U = e−S , S =
∑
α,i,n
ηαi,n(a
†
α,n − aα,n)(1 + σαi ),
ηαi,n = Fα
Mαi,n
~ωα,n
√
~
2mωα,n
. (2.6)
We can then rewrite the Hamiltonian in Eq. (2.5) as
e−SHeS = Hv +
1
2
∑
α,i,n
Jαi,jσ
α
i σ
α
j +
∑
α,i
B′ασαi +HE , (2.7)
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where
−Jαi,j =
∑
n
F 2α
mω2α,n
Mαi,nMαj,n = 2
∑
n
ηαi,nη
α
j,n~ωα,n. (2.8)
and
B′α = Bα +
F 2α
mω2α,n
. (2.9)
We note that, Eq. (2.7), provides a spin-chain Hamiltonian apart from the
terms Hv and HE . The term Hv is a free field Hamiltonian of the phonon
modes, and it does not influence the spin dynamics, as it does not interact
with them. The term HE , instead, is a term that can reduce the efficiency
of the simulation. It represents, in fact, the residual coupling of the ion with
the phonons
HE = −12
∑
α,α′,i,n,m
ηαi,nη
α′
i,m~ωα,n ·
·(a†α,n + aα,n)(a†α,n − aα,n)[σαi , σα
′
i ]. (2.10)
This can be considered as a perturbative term depending on the coeffcients
ηαi,n. Let us now examine the coupling strengths J
α
i,j which depend on the
vibrational modes in the corresponding direction.
The equilibrium position z0i of each ion along the chain results from the
balance between the Coulomb repulsion and the trapping potential. The
Coulomb repulsion, with its second derivative with respect to the displace-
ments, provide the elastic constants of the chain [53, 54]:
V =
1
2
m
∑
α,i,j
Kαi,jqαi qαj ,
Kαi,j =

ω2 − cα
∑
j′ 6=i
e2
m|z0i−z0j |3 i = j
cα
e2
m|z0i−z0j |3 i 6= j
(2.11)
where cx,y = 1 and cz = −2. The unitary matrices Mα in Eq. (2.3)
diagonalize the vibrational Hamiltonian such that
Mαi,nKαi,jMαj,m = ω2α,nδn,m, (2.12)
and we can express the couplings as
Jαi,j = −
F 2α
m
(1/Kα)i,j . (2.13)
By assuming a fixed inter-ion distance do, the properties of the vibrational
modes are expressable in terms of the parameters βα = |cα| e2/mω2αd3o and
two cases can be distinguished:
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• stiff modes βα  1. The Coulomb interaction can be considered
as a perturbation with respect to the trapping potential, such that
Jαi 6=j = cαF
2
αe
2/(mω2α
∣∣∣z0i − z0j ∣∣∣3). Thus we obtain dipolar interactions
between spins;
• soft modes βα  1, which represents the opposite situation with re-
spect to the one above.
In all the possible setups for trapping ions, such as microtraps, Paul trap
and Penning traps, however, the stiff mode can always be implemented
and one can simulate both ferromagnetic and antiferromagnetic dynamics.
Moreover, Penning traps have the additional advantage that allow the sim-
ulation, when ordered on an hexagonal lattice, of magnetic frustration.
We note that the sytems of trapped ions naturally exhibit dipolar couplings,
instead of a nearest-neighbour interactions, which, in order to be simulated,
would require further engineering. Now we briefly examine the fidelity of the
simulation. In this context, the fidelity measures how close the simulated
spin-chain Hamiltonian is close to the Heisenberg Hamiltonian. In this case,
the way to calculate the fidelity is by measuring the overlap between the
time evolution of the initial state according to a purely spin-spin Hamilto-
nian and the time evolution of the same state under the real Hamiltonian
which contains also other terms as in Eq. (2.7). Given | ψ〉i the initial state,
we have
• the state evolves only under the action of the simultated spin Hamil-
tonian | ψ〉f = exp(−iHSt/~) | ψ〉i;
• the state evolution is | ψ〉f ′ = exp(−iHt/~) | ψ〉i where H is defined
in Eq. (2.7).
The probability of finding after the real evolution | ψ〉f ′ =| ψ〉f is then given
by
F(ψi) = 〈e−iHt/~ρi ⊗ ρpheiHt/~〉ψf =
= 〈eSe−i(Ho+HE)t/~e−Sρi ⊗ ρpheSei(Ho+HE)t/~e−S〉ψf , (2.14)
where ρi =| ψ〉i〈ψ |i and ρph is the density matrix of the vibrational modes
which are initially in a mixed state, and H0 = HS + Hv. We define as
perturbation parameter η = (F/~ω)
√
~/2mω, where the suffix α has been
omitted in η, F, ω, in order to estimate the error E = 1 − F in its terms.
Using lasers in only one direction implies HE = 0, hence the error lies only
in the canonical transformation S. In this case the error can be estimated
as E ∝ η2(1 + 2n¯), where n¯ is the mean phonon number. If there are
forces in the other directions from HE comes a contribution to the error
E ∝ n¯ which vanishes at zero temperature. This error can be balanced,
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apart from cooling the ions at very low temperatures, also by imposing
different trapping frequencies, which leads to an error of the order O(η4),
thus leaving, as a source of error, again only the canonical transformation.
The term depending from the mean phonon number in the remaining error
term, can be again erased either by causing a small anysotropy in the radial
frequencies, or by cooling the system to low temperatures.
2.2 Spin-chains with electrons in Penning traps
In this section we will illustrate the work presented in Ref. [20], which
goes in a similar direction with respect to the proposal we have discussed in
the previous section. Here the system is composed of N electrons trapped
in an array of planar micro Penning traps [55], immersed in a gradient of
magnetic field, so that it couples the electron spin to the motional degree
of freedom. The scheme outlined in Ref. [20] envisages the possibility of
implementing a spin chain with the present technology.
The Hamiltonian of N electrons confined in an array of Penning traps, can
be written as the sum of two terms; one not Coulombian, representing the
single electron dynamics inside the trap, and the other collective term, taking
into account the Coulomb repulsion between the electrons. Hence,
H =
N∑
i=1
HNCi +
∑
i<j
HCi,j , (2.15)
where
HNCi =
(pi − eAi)2
2me
+ eVi − ge~4meσi ·Bi, (2.16)
and
HCi,j =
e2
4pio |ri − rj | , (2.17)
where me, g, e are the electron mass, gyromagnetic factor and charge, o is
the vacuum dielectric constant and σi the Pauli spin operators.
Let us now define the electrostatic potential Vi, the vector potential Ai and
the magnetic field Bi which appear in the Hamiltonians Eq. (2.16). We
assume the array of electrons is aligned along the z axis, and we denote by
zi,o the coordinate of the i-th trap center. The electrostatic potential is the
quadrupole potential, proper of the Penning trap
Vi(xi, yi, zi) = Vo
(zi − zi,o)2 + (x2i + y2i )/2
L2
, (2.18)
where Vo is the applied potential differnce between the trap electrodes, and L
is a characteristic length of the trap. The magnetic field, consists of the sum
of two terms, one due to the uniform magnetic field Bokˆ, which confines the
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radial motion of the each electron, and one provided by the external linear
magnetic gradient
Bi = − b2xiiˆ− yijˆ + [Bo + b(zi − zo,i)]kˆ, (2.19)
so that the associated vector potential is
Ai =
1
2
[Bo + b(zi − zo,i)](−yiiˆ+ xijˆ). (2.20)
In Eq. (2.16), the terms not involving the magnetic field can be rewritten
as [49]
H
(ext)
i ≈ −~ωma†m,iam,i + ~ωca†c,iac,i + ~ωza†z,iaz,i +
+~ωz(a†z,i + az,i)(
ωm
ωc
a†m,iam,i + a
†
c,iac,i), (2.21)
where, the suffixes m, c, z denote, respectively, the magnetron motion, the
cyclotron motion and the axial motion of the i-th electron. We note that
the last term of H(ext)i couples the axial motion ( along the z axis) with the
radial motions (i.e. magnetron and cyclotron motion), with a dimensionless
coupling factor , which we are going to define. All the three motions are
described in terms of oscillators, each with frequencies
ωm ≈ ω
2
z
eωc
, ωc ≈ |e|Bo
me
, ωz ≈
√
2eVo
meL2
, (2.22)
⇒ ωm  ωz  ωc. (2.23)
In deriving the Hamiltonian in Eq. (2.21), besides the hyerarchy of the
frequencies (Eq. (2.23)), it has been also used the assumption of weak
magnetic gradient b |zi − zi,o| /Bo  1. In this limit the coupling between
the axial motion and the radial degrees of freedom, induced by the magnetic
gradient, , can be expressed as
 =
|e| b
meωz
√
~
2meωz
=
|e| b∆z
meωz
, (2.24)
where ∆z provides the coupling between the axial and the radial motion.
The external magnetic gradient, not only induces the coupling between dif-
ferent spacial motions (i.e. the external degrees of freedom), but also the
coupling between the spin of the electrons (the internal degree of freedom)
and the spatial motion, which corresponds to the last term in Eq.(2.16) that
can be rewritten as
H
(spin)
i ≈
~
2
ωsσ
z
i +
g
4
~ωzσzi (a
†
z,i + az,i)−
g
4
√
ωz
ω˜c
~ωz[σ+i (a
†
m,i +
+ac,i) + σ−i (a
†
c,i + am,i)], (2.25)
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where σ±i are the ladder spin operators on site i, ω˜c =
√
ω2c − 2ω2z can be
viewed as a modified cyclotron frequency, and ωs = (g/2)ωc is the spin
precession frequency.The Hamiltonian in Eq. (2.16) can thus be written as
HNC =
N∑
i=1
(H(ext)i +H
(spin)
i ) =
N∑
i=1
HNCi . (2.26)
The term, in H(ext)i , which couples the external degrees of freedom , can be
neglected in the limit of cyclotron oscillator being in its ground state and
magnetron oscillation in an average oscillation number m¯  ωc/ωm. We
stress that this limit has been experimentally reached (Refs. [56, 57, 58]).
The Hamiltonian in Eq. (2.26) can be further simplified by means of the
rotating wave approximation (RWA), relying on the fact that ωs − ωm 
ωs − ωc, which allows to write
HNCi ≈ −~ωma†m,iam,i + ~ωca†c,iac,i + ~ωza†z,iaz,i +
~
2
ωsσ
z
i +
+
g
4
~ωzσzi (a
†
z,i + az,i)−
g
4
√
ωz
ω˜c
~ωz[σ+i ac,i + σ
−
i a
†
c,i].(2.27)
Let us now consider how the Coulombian Hamiltonian HC , defined in Eq.
(2.17), can be rewritten in terms of oscillators. Due to the fact that the oscil-
lation amplitude of two electrons i and j is much smaller than the inter-trap
distance, the Coulomb Hamiltonian can be expanded in a power series in
the distance (z˜i − z˜j) where z˜i,j = zi,j − zo,(i,j) where the terms up to the
second order are retained. The effects of the Coulomb interaction concern-
ing a dispacement of the equilibrium position along z, and the shift of the
relative resonance frequency lead to a redefinition of the related quantities,
and it can be considered only the coupling between the motional degrees of
freedom between pairs of electrons. Thus, the Coulomb term reads
HCi,j ≈ −2~ξi,j(a†z,i + az,i)(a†z,j + az,j) +
+~ξi,j
ωz
ω˜c
(a†m,i + am,i + a
†
c,i + ac,i)(a
†
m,j + am,j + a
†
c,j + ac,j)−
−~ξi,j ωz
ω˜c
(a†m,i − am,i − a†c,i + ac,i) ·
·(a†m,j − am,j − a†c,j + ac,j), (2.28)
where the coupling strenghts are
ξi,j =
e2
8piomeωzd3i,j
=
e2
4piodi,j
(
∆z
di,j
)2
, (2.29)
where di,j is the distance between two electrons i and j. Noting that the
Coulomb interaction between off-resonant degrees of freedom of different
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electrons is negligible, and that the coupling between the magnetron motions
is decoupled from the other degrees of freedom, one finally obtains
HCi,j ≈ ~ξi,j(a†z,i + az,i)(a†z,j + az,j − ~ξi,j
ωz
ω˜c
[ac,ia†c, j + a
†
c,iac,j +
+3(ac,iac,j + a
†
c,ia
†
c,j)]. (2.30)
We note that a similar expression can be obtained in case of orthogonal
magnetic field. However, the detailed illustration of this case can also be
found in Ref. [20]. Here, we will only illustrate the case of magnetic field
along the z axis, as this is the situation we will be investigating in the next
chapters, and also because the procedure is very similar.
Summarizing, until now, we have shown how the Hamiltonian of the system
in Eq. (2.15) can be rewritten in a more suitable form, in order to apply
the transformation that will lead to a spin-chain Hamiltonian. Thus, now,
it is possible to obtain the term of spin-spin coupling, which is induced by
the presence of the gradient magnetic field. This has been done in Ref. [20]
by means of the following transformation
H ′ = eSHe−S , S =
g
4

N∑
i=1
[
σzi (a
†
z,i − az,i) +
ωz
ωa
√
ωz
ω˜c
(σ−i a
†
c,i − σ+i ac,i)
]
,
(2.31)
where ωa = ωs−ωc. Explicitly, this transformation can be proved to act on
the operators in the following way
az,i → az,i − g4σ
z
i , (2.32)
ac,i → ac,i − g4
ωz
ωa
√
ωz
ω˜c
σ−i , (2.33)
σzi → σzi +
g
2

ωz
ωa
√
ωz
ω˜c
(σ−i a
†
c,i + σ
+
i ac,i), (2.34)
σ+i → σ+i +
g
2
σ+i (a
†
z,i − az,i)−
g
2

ωz
ωa
√
ωz
ω˜c
σzi a
†
c,i. (2.35)
Hence, the spin part of the transformed system Hamiltonian reads
H ′s ≈
N∑
i=1
~
2
ωsσ
z
i − ~
N∑
i,j;i<j
[2Jzi,jσ
z
i σ
z
j − Jxyi,j (σxi σxj + σyi σyj )]. (2.36)
The above Hamiltonian has been obtained neglecting the terms in 2 and
the coupling, induced by the unitary transformation, between the magnetron
motion of the j-th electron and the spin of the i-th electron. In Ref. [20],
however, there can be found a complete analysis of the error induced by
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neglecting these terms. The expressions for the coupling strenghts are
Jzi,j ≈
(g
2
)2( ~e4b2
16piom4eω4c
)
1
d3i,j
, (2.37)
Jxyi,j ≈ 106
(g
2
)2( ~e4b2
16piom4eω4c
)
1
d3i,j
, (2.38)
Hence, the Hamiltonian in Eq. (2.36), represent an Heisenberg-like Hamilto-
nian with dipolar interactions, which are ferromagnetic or antiferromagnetic
according to the case in which the spin-spin interaction is transmitted by
the cyclotron or the axial motion, similarly to what has been found in Ref.
[19]. According to the value of the ratio ωc/ωz, it is, also experimentally,
possible to obtain either an isotropic or an anisotropic spin-spin interaction.
Moreover, the characteristic transfer time of the chain can be evaluated
from the transfer time in an Heisenberg chain made of only two spins i.e.
ttr = pi/4Jx,y. It is possible to adjust the parameters of the chain such
as the cyclotron frequencies and the strength of the magnetic gradient in
order to lower the transfer time. However, from what estimated in Refs
[50, 59, 60] the decoherence time of the system and the heating time of the
spatial motions are much longer than the possible values of ttr, calculated
on experimentally attainable trap parameters. The errors induced by the
canonical transformation and the neglected terms can influence the system
fidelity to reproduce an ideal Heisenberg system. As we have already seen
in the previous section, the fidelity of simulation is defined as
F = 〈ψ |f Trext[ρ(t)] | ψ〉f , (2.39)
where | ψ〉f = exp(−iHHeist), ρ(t) is the density matrix of the time evolution
of the whole real system, and the trace is performed over the external degrees
of freedom. In general the fidelity can be expressed as
F = 1− Er − 2ES , (2.40)
where Er,S are, respectively, the errors induced by the real system and by the
canonical transformation. In Ref. [20] there have been exposed a variety of
trap parameters for which the fidelity of the simulation ranges between 0.99
and 0.999. In particular, this last value, is obtainable with an interparticle
distance of the order of 10µm and by taking a cyclotron frequency of the
order of 8GHz and an axial frequency of the order of 490 MHz. We note
that for these values of the frequencies the spin-spin dipolar interaction is
isotropic.
Even if we are mainly interested in experimental implementations of spin
chains carried out with trapped ions ( in particular electrons), in the next
section we illustrate how also an NMR system can be used as a spin chain,
by following the proposal in Ref. [47].
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2.3 Spin-chain from an NMR-controlled solid-state
system
The proposal made in Ref. [47], differs from the schemes we have ex-
amined in the previous sections, in that it does not simulate a spin-chain
Heisenberg Hamiltonian by means of the interaction between trapped parti-
cles and laser beams (Ref. [19]), or a gradient magnetic field (Ref. [20]), but
through the colletive control provided by NMR techniques over a solid-state
system.
The aim of this scheme is to map the Hamiltonian of the physical system
into an XY -Heisenberg Hamiltonian1, as the XXZ or XXX Hamiltonian
would not be within the reach of the collective control provided by NMR.
The collective control achieved by means of a sequence of radio frequency
pulses, allows to create the DQ-Hamiltonian
Hdq =
∑
i,j
di,j
2
(σixσ
j
x − σiyσjy) =
∑
i,j
di,j(σ+i σ
+
j + (σ
−
i σ
−
j ), (2.41)
whereas the XY-Hamiltonian, reads
Hxy =
∑
i,j
di,j(σ+i σ
−
j + σ
−
i σ
+
j ). (2.42)
However, by restricting the couplings to nearest neighbouring spins only,
the two Hamiltonian differ by a unitary transformation (which is true also
in two and three dimensions), which, in the one dimensional case is [61]
Hxy = U
xy
dq HdqU
xy,†
dq , U
xy
dq = exp(−i
e/o∑
k
σkx), (2.43)
where the sum is restricted over even or odd spins in the chain. As this
transformation cannot be implemented experimentally, the transport prop-
erties of the system can be studied by using initial and final states which
are invariant under the the transformation, in such a way that the time evo-
lution of the state is the same under both Hamiltonians. The polarization
transfer induced by both the Hdq and the Hxy Hamiltonians, is studied by
means of the fermionic representation and of the Fourier transform of the
anticommuting operators:
cj = −
j−1∏
k=1
(σkz )σ
−
j , ak =
√
2
N + 1
N∑
j=1
sin(kj)cj , (2.44)
1the notations XX and XY are equivalent. as they denote interaction strengts only
on the (x, y)-plane which are equal, i.e. Jx = Jy. We note that interactions of the
kind Jx 6= Jy would not conserve the total magnetization, thus not allowing information
transfer.
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where k = pin/(N + 1), and n is an integer. In this representation, the XY
Hamiltonian is diagonal
Hxy = 2d
∑
k
cos(k)a†kak, (2.45)
whereas, the DQ-Hamiltonian needs the Bogoliubov transformation [62] in
order to be diagonalized:
ak =
1√
2
(γkdk + d
†
−k), γk = sign(k)
⇒ Hdq = −2d
∑
k
cos(k)(d†kdk + d
†
−kd−k). (2.46)
Let us now assume that the initial state, invariant under the transformation,
is given just one spin polarized on site a; it can be written as
ρa(0) =
1
2
− 2
N + 1
∑
k,h
sin(ka) sin(ha)a†kah. (2.47)
Letting the state evolve in time and tracing over all the spins besides the
receiver one (which is denoted by b), yelds to a polarization transferred,
which, in the case of the XY Hamiltonian is
P xyab =
4
(N + 1)2
|
∑
k
sin(ka) sin(kb)e−2d cos(k)t |2, (2.48)
while in the case of the DQ-Hamiltonian is
P dqab =
4
(N + 1)2
<
[∑
k
sin(ka) sin(kb)e−2d cos(k)t
]2
, (2.49)
where < denotes the real part. The two polarizations coincide only if the dif-
ference b−a is even, as, if the difference is odd, the observable is not invariant
under the mapping between the two Hamiltonians. Nevertheless, the polar-
ization in Eqs. (2.48,2.49) is still a single-spin (local) quantity, which can
not be measured by means of a NMR technique. This difficult can be passed
due to the DQ-Hamiltonian, which can create multiple quantum coherence
(MPQ). This is a collective property of a system which originates from the
different z magnetic states, so that, it translates a local property into a col-
lective, thus measurable, quantity. In the nearest-neighbour coupling limit,
which is the one examined, the DQ-Hamiltonian creates only zero or dou-
ble quantum coherence, and is analytically solvable, as it is deducible from
the fact that the polarization is analytically expressable. In NMR, multiple
quantum coherence can be measured, by encoding the coherence order into
a phase associated with a rotation around the z-axis [63, 64]. In fact, the
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DQ- Hamiltonian allows to express an initial state as the sum of the density
matrices of each coherence order ρ(0) → ρ = ∑q ρ(q), where q denotes the
order. In order to be measured, the sytem has to be reconducted to a state
of single coherence, thus the experiment is repeated a number of times Nq,
each time imposing a rotation around the z-axis of an angle φk = 2pik/Nq,
in such a way that each coherence order acquires a different phase φq = qφ.
The signal is then Fourier transformed with respect to this phase, in order
to obtain the intensity associated with each coherence. In our case, the
DQ-Hamiltonian is restricted to nearest nighbpurs only, so that the are only
the intensities corresponding to the zero and the second order of coherence,
such that they can be analytically calculated for an initial state of only one
polarized spin on a
Iao (t) =
4
(N + 1)2
∑
k,h
sin(ka)2 sin(ha)2 ·
· cos2(ψk(t) + cos(ψh(t))), (2.50)
Ia2 (t) =
2
(N + 1)2
∑
k,h
sin2(ka) sin2(ha) ·
· sin2(ψk(t) + sin(ψh(t))). (2.51)
The above intensities exhibit a beating when the polarization reaches the
N + 1 − a site and goes back to a, and are particularly evident for the po-
larization transfer between spins 1 and N . Hence, the intensities are can
measure the occurred polarization transfer. This procedure can be applied
also if one can measure the total magnetization only. Therefore, the exper-
imental problem appears more to create an initial state of the kind σ1z , as,
until now, it has been proved the possibility of creating the σ1z + σ
n
z state
[65], but still it is not possible to flip a single spin at one end of the chain.
Summarizing, in this chapter we have illustrated the schemes proposed
in order to experimentally implement the dynamics of a spin chain. Our
work will focus, in the next chapters, on the investigation of the dynamics
of a spin-chain realized with electrons in Penning traps interacting with a
magnetic gradient field [20]. However, whatever particles are trapped, and
whatever field they interact with (laser beams or with an external magnetic
field), the Heisenberg Hamiltonian that naturally arises is exhibiting long-
range, in particular dipolar, interactions. The motivation of our subsequent
investigation lies in the lack of a proper theory for long-range interacting
systems, as, nearly the whole literature on spin-chain, focuses on the nearest-
neighbour interaction. Hence, our goal is to reach a deeper insight into
the dynamics of long-range interacting chains, and to propose an easy-to-
implement scheme to enhance the performance of this class of systems.
Chapter 3
The long range interaction
From what we have seen in the previous chapter, the nearest neighbours
model, which we have examined in Chap.1, seems to represent more a theo-
retical model, rather than an effective experimental perspective. Indeed, by
examining the schemes presented in Refs. [19, 48, 20, 49, 50], the practical
implementation of spin chains exhibiting dipolar interactions appeares to be
on the way, and to be reachable with the present trapping technologies.
In view of these implementations, especially the one outlined in Refs. [20,
49, 50], we want to investigate the class of systems interacting via a spin-
spin interaction decreasing with an inverse power of the distance between
the two spins more in general, rather than examining only a specific element
of this group like the nearest-neighbour model. Our goal is to reach a deeper
knowledge of the dynamics of quantum communication through this kind of
quantum channels, to study the long range interacting spin chains and to
enhance their performances. We are interested in finding an optimization
procedure which matches the following criteria:
• does not require experimentally demanding pre-engeneering techniques;
• does not scale with the size of the system;
• easily extends to all the excitation subspaces;
• does not require neither additional resources nor dynamical control
over the chain;
• allows to enhance the transfer speed;
• can be considered robust against external noise.
In the following of this chapter, we will first introduce the general model of
spin-spin interacting systems, then we will skip to the long range interacting
Hamiltonian, with a brief overview of the state of the art, and, finally, we
will start our investigation.
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3.1 The model
The most general Hamiltonian for the class of total magnetization pre-
serving systems interacting via spin-spin coupling, is the following
H = −
N∑
i,j=1;i 6=j
Ji,jSi · Sj −
N∑
i=1
BiS
z
i , (3.1)
where Bi are static magnetic field along the z axis, Si and Sj are the total
spin operators at sites i and j, and Szi is the component of the spin operator
on the ith site, along the z axis. We recall here that the total spin operator
S is related to the Pauli matrices according to the relation S = ~2σ, so that
the use of one kind of spin operator rather than the other is completely
equivalent apart from a multiplicative factor. This Hamiltonian represents
the whole class of spin-spin coupling interacting systems, because all the
informations about the system topology (e.g. wether it is a linear chain
or a ring) and about the kind of interaction are enclosed in the coupling
constant Ji,j . The nearest neighbours model on an arbitrary topology can
be recovered by setting Ji,j = Ji,j(δj,i+1 + δj,i−1) and the analytical solvable
nearest neighbours model, mentioned in the first chapter, by setting Ji,j =
Ji,jδj,i+1 . In the case of a distance decreasing spin-spin interaction (i.e.
long-range interaction), the most general expression for Ji,j is the following
Ji,j =
C
rν
, (3.2)
where C is a constant depending on the kind of particles considered, as
we will see in the following. Given Eq. (3.2), it is straigthforward that r
is parametrized differently according to the specific spatial configuration of
the system, and that the exponent ν fixes the kind of interaction ( e.g. ν = 3
dipolar, ν = 2 gravitational-like).
As we have already mentioned, among all the possible values of the exponent
ν, we are particularly interested in ν = 3, that is in the dipolar interaction,
because this kind of interaction is the most likely to be exhibited by the
systems of trapped particles, like the arrays of electrons in Penning traps
[20]. Hence, the Hamiltonian we will most frequently refer to, which is a
straigthforward derivation of (3.1) is the one corresponding to an Heisenberg
isotropic ferromagnet [21]
H =
N∑
i,j=1;i 6=j
C
r3i,j
(Si · Sj − 3Szi · Szj ). (3.3)
In case of electrons, it is C = µ0(µBg)2/(4pi~)2, where g is the electronic
Lande´ g-factor, µ0 is the magnetic permeability of free space, µB is Bohr’s
magneton, and ~ is the reduced Planck’s constant. As in Ref. [21], we
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have introduced a slight simplification to the model in Eq. (3.1), that is
Bi ≡ B > 0 for each i, i.e. any external magnetic field is also constant,
and will be neglected. as it only adds a constant factor to the energies. We
note, however, that the spin-spin Hamiltonian recovered in Eq. (2.7) and
Eq. (2.36) are of this kind. Hence, in the single excitation subspace, we can
write the matrix elements as
Hi,j =
C
2 | ri − rj |3 for i 6= j, (3.4)
Hi,i = −
N∑
k,l=1;k 6=l
C
2 | rk − rl |3 +
+2
N∑
i,j=1;i 6=j
C
2 | ri − rj |3 . (3.5)
From a physical point of view, in this subspace the interpretation of the
matrix elements is clear; in fact, the off-diagonal elements Hi,j give the
energy difference between two different positions of the excitation. The
diagonal elements Hi,i consist of the sum of two terms: the first represents
the ground state energy of the system ( i.e. the energy computed with no
excitations, in the rotational symmetry breaking state with all the spins
down), while the second measures the total energy of interaction between
the ith site and the rest of the chain, i.e. the self-energy of the ith site. In the
case of a linear chain we have r = a | i− j |, where a is the fixed inter-spin
distance.
In order to deal with simpler measure units, we define our energy, time, and
length units by setting all the following quantities to unity, following Ref.
[21] in order to have comparable results:
• Bohr’s magneton µB ≡ 1,
• reduced Planck’s constant ~ ≡ 1,
• the electronic Lande´ g-factor g ≡ 1,
• the magnetic permeability of free space µ0 ≡ 1,
• the fixed inter-spin distance a ≡ 1,
• the energy between nearest neighbours 〈i | H | i+ 1〉 = C/2a3 ≡ 1 .
The set of basis vectors remains the same we have used in the previous chap-
ters for the nearest neighbours model. We stress that this set of vectors does
not coincide in any case with the real eigenvectors of a system belonging to
the class defined by Eq. 3.1. In order to carry information, the eigenvectors
of the systems must, in fact, be waves; furthermore, to perform the com-
munication protocol we need at least two eigenvectors to play a role, as a
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single stationary wave would be useless for this kind of task.
Summarizing, until now we have an Hamiltonian, a set of basis vectors, and
new measure units, but we do not have an analytical expression neither for
the eigenvectors nor for the eigenvalues of the system, and, differently from
the nearest neighbours case, we would not have it even in the case of an
XY or XX interaction. The Hamiltonian, in fact, would not be represented
by a tridiagonal matrix of the solvable kind, like in the NN case (Refs.
[12, 10, 11]).
3.2 The state of the art
The long range interaction, has been regarded most of the times, as a
generalization of the nearest-neighbour model, and due to this fact, there
have been relatively few studies exclusively devoted to the long range inter-
action, and, in particular, to the dipolar couplings [21, 22].
The approach followed towards the investigation of long range interacting
system has been rather phenomenological as the one followed, especially at
the beginning, with the nearest neighbours model [2]. It consists, in fact, in
recording the performances of the chain in terms of fidelity F (t) and transfer
time τ , and then proposing some optimization procedure.
Under a theoretical point of view, one of the first steps to make towards the
study of long range interacting systems, should be to compare their perfor-
mances with the ones obtained with the nearest-neighbour chains ,[21], in
order to check if they deserve further and specific investigation. From now
on, unless otherwise specified, we will consider linear chains; later we will
show that, being the class of linear configurations privileged by the kind
of interactions we are considering, this is not a restrictive choice. In Fig.
3.1, we show the maximum fidelity of a linear chain of spins, as a func-
tion of the number of spins in the chain. It is apparent that the fidelity
related to the dipolar chain is always greather than or equal to the nearest
neighbours chain, and, moreover, it is always above the classical limit of
F (t) = 2/3 ≈ 0.66 [41], recovering the results obtained in [21].
The main disadvantage of spin-chains when used as quantum channels, is
represented by the transfer time, which, also for dipolar chains, scales ap-
proximately with the third power of the length of the chain [21]. In Ref.
[21] , a linear chain of length N = 4 is considered to represent the best com-
promise between the quality and the speed of communication. Moreover,
the performances of this four-spin chain are shown to be further improvable
by modifying the relative placement of the spins while keeping the mirror
symmetry of the chain.
In Ref. [21] it has also been formulated the hypothesis that asymptotically,
the communication process is mainly carried out by two ”clumps” made of
q < N/2 spins, located symmetrically at the two halves of the chain. Due
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Figure 3.1: The maximum fidelity for a linear chain of spins
as a function of the number of spins; the blue diamond line
refers to the dipolar chain, while the red circle line refers to
the nearest neighbours chain.
to this fact, it has been proposed, in order to boost the maximum fidelity
and to reduce the noise of communication, to encode the states | s〉 and | r〉
of sender or receiver in two or more adjacent spins, in order to enhance the
superposition of the sender and receiver states with the two groups of spins
dominating the communication process.
Summarizing, in Ref. [21], following the guidelines of Ref. [2], it has been
studied, for the first time, a communication protocol carried out with a long
range interacting system, finding that, in general, this kind of systems is
better performing than its nearest-neighbour counterpart. It has been also
shown that for N = 4 spin it is reached the optimal trade-off between the two
communication parameters. Moreover in Ref. [21] it has been proposed an
optimization procedure, based on sligthly modifying the inter-spin distances
and the input and output states.
A completely different approach to the problem of perfect state transfer
in long range interacting systems is the one outlined in Ref. [22], in which
the problem of perfect state transfer in long range systems is translated
into an inverse eigenvalue problem (IEP), following the connection between
perfect state transfer and IEP outlined in Refs. [17, 16], which we have
examined in the first chapter. Here we will briefly recall the basic idea of
this work, because it introduces some useful concepts for our forthcoming
investigation.
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In order to recover the IEP, there have been made three assumptions, about
the Hamiltonian of the system, which is in principle unknown.The first one
is that it commutes with the total magnetization, in order to reduce the
dimensionality of the problem. The second assumption, is that the Hamil-
tonian is mirror symmetric, which implies that, for a chain of N qubits, the
coupling between qubits i and j is the same as that between qubits N+1− i
and N + 1− j. We note that the condition of mirror symmetry implies that
the interaction between qubits depends somehow on the modulus of their
distance.
In Ref. [22] the assumption about symmetry is used to ensure that the
eigenvectors of the Hamiltonian have a definite parity, and that, when or-
dered with increasing eigenvalue, they are alternatively symmetric or anti-
symmetric, which is a specific feature of real tridiagonal matrices. This last
statement can be made invoking the physical restraint that the interaction
drop off with distance ( as in the dipolar case), in such a way that this
property still holds.
Denoting the eigenvectors of the Hamiltonian with | λn〉 in increasing order,
the centrosymmetry condition can be written as
〈i | λn〉 = (−1)n〈N + 1− i | λn.〉 (3.6)
Setting i = 1, the initial condition of a single excitation at one end of the
chain can be written as
∑N
n=1 an | λn〉 =| 1〉. After a time t the overlap
between the evolved state and the target state N reads∑
n
ane
−iλnt〈N | λn〉 =
∑
n
ane
−iλnt(−1)n〈1 | λn〉 (3.7)
Thus, perfect state transfer at a time τ can be obtained by requiring the
eigenvalues to satisfy
e−iλnτ = (−1)n (3.8)
for all n. In this way, the problem is reduced to taking a chosen spectrum,
and a prescribed Hamiltonian with a sufficent number of free parameters
(e.g. the inter-spin distances) to vary in order to make the eigenvalues
match the condition in Eq. (3.8). Indeed, in Ref [22], it is outlined an iter-
ative algorithm in order to numerically perform this task.
Summarizing, in this section we have brieflly reported the main results of the
two main works nowadays carried out on dipolar interacting systems, and,
in general, on long range interacting systems. We note that in both cases it
has been used the condition of mirror symmetry; in Ref. [21], it is consid-
ered as a sort of given property (in fact, the linear chain of N spins, each
disposed over a unit of length, is mirror symmetric by definition) that has
to be retained when sligthly modifying the relative placement of the spins.
In Ref. [22], it is considered as a useful assumption in order to obtain a
well defined IEP. Furthermore, we note that, even if the two approaches are
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very different, the outlined procedures seem to be rather challenging to be
implemented experimentally, not representing general and simple prescrip-
tions. In the case of Ref. [21], besides keeping mirror symmetry, it is not
specified any general criterium according to which displace the spins. Hence,
especially from the experimental point of view, finding the right inter-spin
spacing appears to be a rather heuristic procedure, that has to be repeated
for each value of N . Also in the case of Ref. [22] the iterative numeric
procedure proposed has to be applied for each N , thus leading to different
values of the parameters, like the inter-spin spacing, that have to be rear-
ranged for each N . Moreover, in both cases, it could arise the problem of
the fault tolerancy of the optimization schemes proposed compared to the
actual technologic bounds for what concerns the practical realization of a
spin-chain.
However, the underlying problem in formulating general optimization pro-
cedures for long range interacting chains, consists in the incomplete physical
understanding of the dynamics of this class of systems. Even in absence of
an analytical solution for the long range models, in fact, a deeper knowledge
of the dynamics and of the transmission mechanisms of these kind of system,
could lead to the formulation of a more general frame, according to which
find a general optimization scheme.
What we would like to achieve, with this work, is a deeper insight into the
dynamics and the performances of spin chains as quantum channels. In
order to do so, we will restart our investigation from the very beginning
and under very general assumptions. Moreover, we will not use the nearest-
neighbour model neither as a reference frame nor as a term of comparison,
in order not to miss some features of the long range interaction that could
not be enclosed within the nearest-neighbour model.
In the next section we will examine the fundamental quantity for measuring
the success of a communication protocol, which is the fidelity of transmission
F (t) between sender and receiver states.
3.3 analizing the fidelity of communication between
sender and receiver states
The most general way in which we can define the fidelity F (t) of trans-
mission at a time t, is by taking the modulus of the propagator of the
excitation along the chain from the sender to the receiver, namely
f(t) = 〈r | U(t) | s〉, (3.9)
with U(t) = e−iHt being the unitary evolution operator. The only assump-
tion we have made on the Hamiltonian of the system, is that it conserves
the total magnetization, otherwise we would not be able to define a prop-
agator. Averaging | f(t) | over all the possible input states, i.e. over the
44 3. The long range interaction
Bloch sphere, we recover the expression for the maximum fidelity of state
transfer [2] that we have already encountered in Eq. (1.25):
F (t) =
| f(t) |2
6
+
| f(t) |
3
+
1
2
.
Considering Eq. (1.25), it is clear that the fidelity F (f) can reach its max-
imum, iff | f(t) |=| f(t) |2= 1. Due to this reason, our investigation will
focus on the conditions under which the modulus of the propagator f(t),
defined in Eq. 3.9, takes on the unitary value. Given the set of eigenvectors
{| λj〉} with eigenvalues {Ej}, such that we can write
H | λj〉 = Ej | λj〉, (3.10)
we can formally expand the square modulus of the propagator in terms of
the eigenstates of the system
| f(t) |2 = |
N∑
j=1
exp(−iEjt)〈r | λj〉〈λj | s〉 |2=
=|
N∑
j=1
exp(−iEjt)σjρ∗j |2=
=
N∑
j=1
|σj |2 |ρj |2 +
+2
N∑
k,l=1;k<l
|σk| |σl| |ρk| |ρl| ·
· cos (∆k,lt+ ψk,l − φk,l), (3.11)
where we have denoted with |σj | eφj and |ρj | eψj respectively the projections
of the sender and of the receiver on the eigenvector | λj〉.
From hereafter, we make the assumption, not leading to loss of generality,
that the phase differences φk,l ≡ φk − φl and ψk,l ≡ ψk − ψl are equal.
From Eq. (3.11), we see that the square modulus of the propagator can be
rewritten as the sum of two terms, that we recall,
N∑
j=1
|σj |2 |ρj |2 + 2
N∑
k,l?1;k<l
|σk| |σl| |ρk| |ρl| · cos (∆k,lt), (3.12)
whose first one, which we will hereafter denote Fm, is independent of
time. In the following we will see that this term plays the role of the mean
transition value around which the second term, which we call Ft, oscillates
with frequencies ∆k,l=Ek−El . Apart from very specific cases, in which the
system exhibits linear or quadratic spectrum [10], or a spectrum that can
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Figure 3.2: The transmission fidelity for a chain made of 10
spins, plotted as a function of time. The same plot has been
obtained also in Ref. [21]
Figure 3.3: Energy spectrum of the long range interacting
chain for N = 10. The two lowest eigenalues are almost
degenerate. Units are specified in Sec. 3.1
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be locally approximated as linear or quadratic (as in the case of uniformly
coupled spin chains, i.e. XX Heisenberg ferromagnets), the frequencies ∆k,l
are uncorrelated. Hence the average value of the time dependent term Ft,
around which it oscillates symmetrycally, is approximately 1 zero, and we
are lead to consider the time independent term Fm as the quantity that
plays the key role towards our investigation.
Even if, until now, we did not make any assumption neither on the specific
kind of interaction, nor on the topology of the system, in order to show
the typical behaviour of the kind of systems we are investigating, we have
reported in Fig. 3.2 the transmission fidelity F (t), obtained in Eq. (1.25),
of a dipolar linear chain made of ten spins, and in Fig. 3.3 its spectrum.
From Fig. 3.2 we observe that the structure of fidelity is given by a carrier
frequency, on which the less populated and faster ones are superposed. This
behaviour can be explained by looking at the spectrum in Fig. 3.3, which
is typical of all the linear systems which interact via a r−ν with ν > 1
force. In fact, in Fig. 3.3 we note that the couple of lowest eigenvalues,
is nearly degenerate with respect to the energy scale of the spectrum, and
rather distant from the group of higher eigenvalues. The presence of two
eigenstates whose energy is significantly lower with respect to the others, is
related to the extremal points of the chain, which are, in fact, the easiest to
flip, being less bounded to the rest of the chain. In the following we will see
that, due to this ”natural” selection of two particular sites of the chain, for
the porpouse of a communication protocol between two parties carried out
with spin-chains, the linear configuration results the most favourable one .
We are now interested in finding an analytical expression for the max-
imum value that the sum Fm + Ft can take. Since | f(t) |2 must remain
always a positive quantity, and being Fm always a positive quantity too, we
find that Ft is bounded from below by the value −Fm. Being Ft the sum of
cosines, it is, in its turn, a symmetric function of time; this implies that its
upper bound is given by Fm. Hence, we can consider 2Fm as a good approx-
imation for the maximal achievable fidelity and we will focus our attention
on the conditions under which this quantity results maximized. This bound,
in fact, is very accurate up to the fast oscillating and very short-time peaks
superimposed to the carrier frequency, which, due to their instability, are
not of interest.
To investigate this bound, let us look closer at the properties of the time
independent term Fm ≡
∑
j |σj |2 |ρj |2.
The search for the maximum of Fm, is bounded by the constrains imposed
1from the statisticl point of view the functions are not completely independent
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by normalization:
N∑
j=1
|σj |2 = 1 (3.13)
N∑
j=1
|ρj |2 = 1 (3.14)
|σj |2 + |ρj |2 ≤ 1 ∀j. (3.15)
In the third constrain, which comes from the condition of normalization of
the jth eigenvector, the case of equality, for each j can occur only if the
number of states is two. Otherwise, the norm of the jth eigenvector would
be larger than 1. The third condition can be reformulated as
|σj |2 + |ρj |2 + |γj |2 = 1 ∀j, (3.16)
where |γj | ≤ 1 for all j.
It is straightforward to interpret γj as the overlap of the jth eigenvector with
the remaining basis states | i〉, i.e. with the rest of the chain
|γj |2 =
N∑
i 6=(s,r)
|〈λj | i〉|2 . (3.17)
Considering, at this stage, |γj |2 fixed, we can search for the maximum of
Fm, which, using Eq. 3.16, can be rewritten as
Fm =
N∑
j=1
|ρj |2 · (1− |ρj |2 − |γj |2). (3.18)
By differentiating Fm with respect to |ρj |, we find that it reaches its maxi-
mum when
|ρj |2 = |σj |2 , (3.19)
in particular
|ρj |2 = |σj |2 = (1− |γj |
2)
2
(3.20)
The condition obtained in Eq. (3.19) expresses the fact that the equality be-
tween the absolute values of the projections of the eigenvectors on the sender
and receiver states, is a necessary condition for maximizing fidelity. This
requirement translates into a necessary condition of spatial symmetry with
respect to the axis joining sender and receiver spins. In order to fully com-
prehend the fundamental importance of the symmetry condition expressed
by Eq. (3.19), we would like to stress that, in deriving it, we did not ex-
plicitly refer to the sender and receiver states as two single physical spins,
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even if we know that our communication protocol prescribes to encode and
retrieve the message on a single spin. From Eq. (3.16) it is apparent that,
from the point of view of the system, the chain is divided in three blocks,
i.e. the sender state, the receiver state, and the rest of the chain, but it is
not specified of how many spins they have to be composed. Moreover, as we
want to be as general as possible, in order to find the optimal conditions of
communication without any ”initial prejudice”, we still have not specified
”who” the sender and receiver states are. In the next sections we will see
that this is a crucial point to understand the dynamics of communication.
Summarizing, Eq. (3.19) tells us that, given a fixed number of spins, the
fidelity is maximized if and only if the sender and the receiver states are
located symmetrically with respect to the median point of their joining axis.
This is not a symmetry condition for the whole system, but it only extends
to the portions of the system involved in the communication process.
We note that the condition in Eq. (3.19), which, for a linear chain, trans-
lates into a condition of mirror symmetry, is conceptually different from
the demand of mirror periodicity expressed in Refs. [10, 11, 12, 16]. Mir-
ror symmetry is a requirement on the topology of the system, while mirror
periodicity is a requirement on the Hamiltonian of the system. In fact,
it is a requirement of periodicity in time, hence, on the spectrum of the
Hamiltonian, which has to be, consequently, engeneered in order to match
this condition. Here, instead, we have formulated the symmetry condition
without any information about the Hamiltonian, so it is a different way to
approach the problem. Furthermore, mirror periodicity is a necessary and
sufficient condition for unitary fidelity, while spacial symmetry provides a
necessary but still not sufficient conditon.
Now that we have pointed out a line of local maxima, we can look for the
absolute maximum by exploring the dependence of these extremal points on
the parameters |γj |2.
By making the substitution |ρj |2 = |σj |2 = (1 − |γj |2)/2, we have to solve
another constrained extremal problem. It is by imposing the constrain over
the normalization of |γj |2 that we select of how many spins we want the
sender and receiver states to be composed. In this case, as we want the
sender and receiver states to consist, respectively, of one physical spin, the
normalization condition reads:
N∑
j=1
|γj |2 = N − 2. (3.21)
Using this condition we find out that the only maximum is reached when
|γj |2 = N − 2
N
(3.22)
which implies
|ρj |2 = |σj |2 = 1
N
(3.23)
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According to Weierstrass theorem, the maximum and the minimum of a
smooth function on a compact set must be reached within this set. As, from
Eq. (3.23), Fm results a monotonously decreasing function of N , its maxi-
mum lies on the border, at the lowest extreme of its domain, i.e. the global
maximum is reached for N = 2. This implies that only two eigenvectors
| λj〉, with j = K,L have non vanishing projections onto the sender and
receiver, while the parameters |γK,L|, are zero
|ρj |2 = |σj |2 = 12 , j ∈ {K,L} (3.24)
|ρj |2 = |σj |2 = 0 otherwise (3.25)
Therefore, the system performs analytic perfect state transfer iff only two
spins, i.e. sender and receiver, and two eigenvectors, their symmetric and
antisymmetric combination, play an effective role in the communication.
Hence we obtain an ideal (which we denote with the suffix id) system whose
eigenvectors are
| λ(id)± 〉 =
1√
2
(| s〉± | r〉), (3.26)
with eigenergies given by
E
(id)
± = ±
1
(N − 1)ν . (3.27)
The case of dipolar coupling, exhibited by the Hamiltonian in Eq. 3.3,is
recovered by setting ν = 3. Consequently we can write
| f(t) |2= 1
2
+
1
2
cos [(E +(id) −E(id)− )t], (3.28)
which takes on the unitary value for t = pi/((E +(id) −E(id)− )).
The global maximum conditions, Eq. (3.24) and Eq. (3.25), imply that
perfect state transfer can be attained if and only if the system can be divided
in two subystems (sender and receiver on one side, and the rest of the chain
on the other), whose Hilbert spaces are completely independent.
We note that, due to the fact that, in the ideal case, the Hilbert spaces of the
rest of the chain and of sender-receiver subsystem are completely separated,
we can write the set of basis vectors of the N -dimensional total Hilbert space
as
{(s, r)} ⊕ {| i〉}i 6=(s,r) and dim({| i〉}) = N − 2. (3.29)
which implies that the two ideal eigenvectors defined in Eq. (3.26) can be
rewritten as
| λ(id)± 〉 =
1√
2
(| 10〉± | 01〉) = 1√
2
(| Ψ+〉± | Ψ−〉) (3.30)
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Figure 3.4: Eigenvectors of the linear dipolar chain with
N = 10 equally spaced spins. Each panel represents, in in-
creasing order from left to rigth, the components of the eigen-
vector | λj〉 in the standard basis | i〉, i.e. | λj〉 =
∑N
i=1〈i |
λj〉 | i〉. Due to the natural mirror-symmetric configura-
tion of the linear chain, all the eigenvectors exhibit a definite
parity. Therefore the condition expressed in Eq. (3.19) is
automatically fullfilled.
Eq. (3.30) tells us that, in order to reach perfect state transfer, the infor-
mation has to be carried by the only two maximally entangled states that
preserve the total magnetization, i.e. the Bell states | Ψ+〉 and | Ψ−〉, which
are eigenstates of the ideal two-spin system. Summarizing, in the ideal two-
spin, system the sender and receiver form a maximally entangled pair. We
believe that, even if it does not concern our current investigation and it has
been presented as a simple observation, this point deserves further investi-
gation in view of the study of long distance entanglement (LDE) [71, 72] in
this kind of systems.
Summarizing, what we have proved is that, in order to reach perfect state
transfer, only two eigenvectors must play a role, respectively the symmetric
and the antisymmetric combinations of sender and receiver. This, in princi-
ple, could be realized using either only two physical spins, or by suppressing
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all parameter |σj |2 (|ρj |2) but two. Evidently the ideal case is purely the-
oretical unless we have only two spins; otherwise, it would imply that our
eigenvectors are a symmetric or antisymmetric combination of two delta
functions centered on sender and on receiver. However, the ideal two-spin
system can be used as a benchmark for the real long range interacting sys-
tems. Moreover, considering the fact that in the expression for the fidelity
F(t) provided by Eq. (3.28), there is not any dependence on both the length
and the number of spins, we can infer that, in principle, this quantity should
be an invariant under scaling of the system. This means that if we were ca-
pable of realizing a system for which the Hilbert spaces of the sender-receiver
subsystem and of the channel were completely separated, its performances
in terms of fidelity would be unaffected by both the length of transmission
and the number of spins composing the channel.
In a real case, like the one shown in Fig. 3.4, which corresponds to a linear
chain of ten spins, the eigenvectors {| λj〉} have a nonvanishing overlap
with almost all the basis vectors {| i〉}. We note, indeed, that, in general,
each eigenvector | λj〉 tends to be delocalized over the whole chain.
A major exception is represented by the first couple of eigenvectors, which
have a significantly higher overlap with the first and the last site of the
chain. Thus, due to the more localized shape of the eigenvectors, this cou-
ple represents the optimal choice of the sender and receiver pair, among all
the symmetric couple of sites.
Consequently, the first two eigenvectors are the ones which play the main
role in the communication process. Hence, in a real case, with more spins
taking part in the communication, we do not obey the condition for the
absolute maximum. However, due to the natural selection it acts over a
symmetric couple of sites, the linear configuration is, compared, for exam-
ple, to a ring of spins, which we will examine in the following, the most
favourable topology. For what we have seen it is, in fact, the configuration
that more closely approximates the ideal case.
Recalling the spectrum we have reported in Fig. 3.3, the two more localized
eigenvectors correspond to the lowest couple of eigenvalues, while the others
correspond to the higher energy group.
In Fig. 3.2, where we plot the time evolution of fidelity, it is appar-
ent a sinusoidal behaviour. This main oscillation occurs at the frequency
∆K,L, provided by the energy difference of the two lowest eigenvalues. The
less significant time-depending terms in the propagator (Eq. (3.11)), are
responsible for the small oscillations superposed to the carrier frequency.
3.3.1 the transfer time
For what we have seen until now, we are finally able to evaluate the other
relevant parameter for the investigation of the performances of a spin-chain
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Figure 3.5: Ratio between the ideal transfer time tid and the
transfer time tr of a dipolar linear chain (with a spin disposed
over each unit of length) as a function of the length of the
chain. The constant line corresponds to the asymptotic value
of this ratio tid/tr = 0.326.
as a quantum channel, that is the transfer time. It is defined as the time it
takes to reach the first peak of fidelity, and, due to the sinusoidal shape of
the function, it can be estimated as
t ≈ pi
∆K,L
, (3.31)
where the indices K,L denote the lowest eigenvectors of the system. In the
case of the ideal two-spin system, we are able to calculate the exact transfer
time, which, in case of only two spins whose distance is (N − 1), is given by
tid =
(N − 1)3pi
2
. (3.32)
As we would have expected, the transfer time depends on the distance
between the two spins. Furthermore, the transfer time tid, provides a fairly
accurate lowest bound to the actual transfer time of a chain of the same
length but with N spins, each disposed over a unit of length.
From a physical point of view this fact is reasonable, as the spins between
sender and receiver, can be seen as message repeaters, which, due to their
reflectance, at each step delay the message.
In Fig. 3.5, in fact, we have plotted the ratio between the ideal and the
real (intended as relative to the dipolar chain) transfer time y = tid/tr,
which takes the asymptotical value of y = 0.326. In other words, inverting
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the relation, and using t(id) as a reference measure unit, we obtain tr ≈
3, 067 · t(id), i.e. the ideal two-spin system, transmits the message three
times faster than the dipolar chain.
This suggests that, besides the length of the chain, the transfer time depends
also on the density of spins along the distance; we note that, until now,
the use of measure units and of systems in which the number of spins and
the length of the chain were the same quantity, has been misleading. The
dependence on the length of the chain and on the number of spins in the
chain, in fact, in literature, were not clearly distinguished.
The fact that the ratio has an asymptotical value, suggests that, however,
the density is neither uniform nor monotonuosly increasing with the length
of the chain. This consideration leads us to think that the space between
sender and receiver, from the point of view of communication, is not uniform.
In the next chapter, we will investigate deeper this point. In the next section,
instead, we will briefly examine the ring of qubit, to give a first proof of the
importance of symmetry, and to show how this configuration is not suitable
for the kind of protocol we are interested in.
3.4 The importance of symmetry I: the ring
In order to give a firsrt proof of the fundamental role of symmetry in
the quantum communication process, let us now briefly examine a system
of dipolar interacting spins disposed according to a circular geometry, that
is a ring of qubits. Here, instead of considering the idealized case of spin-
spin interactions acting only along the arc of circumpherence [21], we will
consider an interaction going both along the arc and the chord joining two
qubits. In this case, the matrix elements remain formally the same as in
Eqs. (3.4, 3.5); what changes is how the inter-spin distance is parametrized.
For a circular topology, in fact, we have
ri,j = 2R sin
(|i− j| θ)
2
, (3.33)
where
R =
1
2 sin θ2
and θ =
2pi
N
. (3.34)
Due to the circular configuration and its invariance under translation, the
diagonal elements of the Hamiltonian in Eq. 3.5 i.e.
Hi,i = −
N∑
k,l=1;k 6=l
C
2 | rk − rl |3 + 2
N∑
i,j=1;i 6=j
C
2 | ri − rj |3 (3.35)
are equal for all the sites. In the case of a ring, the fidelity of the message
is calculated between two sending and receiving parties located at diamet-
rically opposite sites, i.e. | s〉 =| 1〉 and | r〉 =| N/2 + 1〉 and| (N + 1)/2〉,
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Figure 3.6: Maximum fidelity, that can be achieved in trans-
ferring an input state | 1〉 to an output state | N/2 + 1〉 or
| (N +1)/2〉, as a function of the number of spins in the ring.
for even and odd N respectively. In Fig. 3.6, we have reported the maxi-
mum values of the fidelity F (t) as a function of the number of spins in the
ring. Despite the ferromagnetic nature of the interactions, which, in princi-
ple neither distinguishes between even and odd values of N nor introduces
frustration, it is apparent that the fidelity exhibits a behaviour strongly de-
pending on the parity of N .
This behaviour can be explained only in terms of the symmetry condition
in Eq. (3.19). In fact, in case of an even number of spins, let us fix the
sender state on the ring ( i.e. the | 1〉 state), and trace the diameter of the
circle passing through this site. The other end of the diameter, which can
be considered as a symmetry axes, would then reach another qubit, that is
the state | r〉 =| N/2 + 1〉. As this simple argument can be applied to all
the qubits of the ring, given | λj〉 the jth eigenvector of the system, we can
write
|〈λj | i〉| = |〈λj | N/2 + 1 + i〉| ∀j, (3.36)
which implies that the condition of Eq. (3.19) is fullfilled, provided one
choses as a sender-receiver pair the two ends of a diameter.
For an odd number of spins, instead, it not possible to satisfy the sym-
metry condition, as it is not possible to find a diameter of the circle that
connects two physical qubits. This implies, also, that the receiver state is
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Figure 3.7: Eigenvectors of the dipolar ring with N = 9
equally spaced spins. Each panel represents, in increas-
ing order from left to rigth, the asolute value of compo-
nents of the eigenvector | λj〉 in the standard basis | i〉, i.e.√
|| λj〉|2 =
∑N
i=1
√
|〈i | λj〉 | i〉|2. We note that the symme-
try condition is not fullfilled.
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Figure 3.8: Eigenvectors of the dipolar ring with N = 10
equally spaced spins, in the same representation as in Fig.
3.7. In this case the symmetry condition, which translates
into a translational invariance for a shift of N/2 sites, is full-
filled.
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Figure 3.9: Fidelity as a function of time N = 9 spins.
not univocally defined, as, from the point of view of the system, the states
| (N + 1)/2〉 and | (N − 1)/2〉 are completely equivalent. Hence, we can
not write a symmetry equation for the eigenvectors of the system, and the
fidelity F (t) is considerably lowered, as shown in Fig. 3.6. As an example
of both cases (even and odd) we have reported in Fig. 3.7 and Fig. 3.8, the
eigenvectors of a ring respectively with N = 9 and N = 10 qubits.
Furthermore, from Fig. 3.6, we note that symmetry influences the maximum
values of fidelity far more than the number of spins in the ring: in fact we
observe that Fmax(Nodd) Fmax(Neven), even if Neven  Nodd.
The fact that the circular configuration fullfills the local condition for max-
imizing fidelity in Eq. (3.19) depending on the number of spins, represents
by itself a disadvantage of the ring with respect to the linear configuration.
From Fig. 3.7 and Fig. 3.8 it also evident that the ring is not a suitable
configuration for accomplishing the task of communication between a sender
and a receiver sites also with respect to the absolute maximum conditions
in Eqs. (3.24,3.25). In fact, the circular configuration does not select, from
an energetical point of view, any optimal sender-receiver pair whose over-
lap |γj |2 with the rest of the ring is minimal for any couple of eigenvectors.
On the opposite, from Fig. 3.8, we can see that the first eigenvector, cor-
responding to the lowest energy value, is the fully delocalized state, as we
would have expected.
Moreover, the lack of a preferred couple of eigenvectors (and eigenvalues),
that plays the main role in the time evolution of the initial state, not only
leads to a noisy behaviour of the fidelity F (t), as it is shown in Fig. 3.9 and
Fig. 3.10, but also makes it difficult to theoretically estimate the transfer
time as it has been pointed out also in Ref. [5]. In Fig. 3.11 and Fig.
3.12 are reported the spectra, respectively, of a ring of N = 9 and N = 10
spins; the different structure with respect to the spectrum of a linear chain
(Fig. 3.3) is clear. In both the ring spectra, in fact, we do not find a couple
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Figure 3.10: Fidelity as a function of time N = 10 spins.
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Figure 3.11: Energy spectrum of a dipolar ring with N = 9
qubits.
of lowest eigenvalues, but we have couples of degenerate eigenvalues nearly
regularly spaced in energy. This ensures that the fidelity F (t) does not ex-
hibit any longer a sinusoidal behaviour. Moreover, in the case of N = 10
spins, i.e. the symmetric case, we have a single lowest lying eigenvalue cor-
responding to the fully delocalized eigenvector which, for the purpouse of a
bipartite communication, is completely useless.
Summarizing, in this chapter we have obtained the most general conditions
under which a system of spin, when used as a quantum channel, performs
perfect state transfer. We have outlined an ideal two- spin system, which we
will use as a reference frame instead of the nearest neighbours model, and
which provides a lowest bound for the transfer time of a linear chain. From
Fig. 3.5 it results that the transfer time of a dipolar chain is approximately
three times the lowest bound, thus leaving a wide way for improvement. We
have also shown that, in order to carry out a communication protocol be-
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Figure 3.12: Energy spectrum of a dipolar ring with N = 10
spins.
tween two single state parties, the systems interacting via a force decreasing
as some negative power of the inter-spin distance , naturally privilege a lin-
ear configuration rather than a circular one. We note that it does not enter
into contradiction with the results obtained in Ref. [5] where it is shown that
it is possible to transfer a state with arbitrary high fidelity through a ring.
We do not mean to enter into the details of the investigation carried out in
Ref. [5], we just limit ourselves to note that, in this work, it is pointed out
a class of Hamiltonians suitable for perfect state transfer on a ring, i.e. the
Hamiltonians that can be expressed as a translation operator, which con-
firms our result about symmetry. In our case, the Hamiltonian in Eq. (3.3)
on a ring, can be seen as a translation operator over N/2 spins, for an even
number of spins. Then, the initial state should be encoded on a superposi-
tion of several single excitation states, with coefficients to be determined by
an optimization procedure which depends also on the translation performed
by the Hamiltonian. Qualitatively speaking, in this way one approximates
the shape of the eigenvectors carrying the information and, consequenlty,
minimizes the dispersion of the wave-packet, hence maximizing the fidelity
of retrieving the state on a superposition of spins obtained by translation
from the initial state, successively refocused by Bob on a single qubit. This
procedure, to our opinion, applied to our system results very unpractical,
as we are interested in the communication between two single spins on the
chain.
Given our results, we have now a more general scheme for investigating and
enhancing the performances of a long range interacting spin chain, and this
will be the subject of the next chapter.
Chapter 4
The defected chain
In the previous chapter, our research for the most general conditions
under which a system would attain perfect state transfer, lead us to define a
two-spin ideal model to be used as a sort of paradigm for the real spin chains.
One could wonder why this better-performing model is not considered for
message transmission instead of the usual N -spin chain. In presence of
whatever kind of noise, due to its distance-decreasing nature, the spin-spin
interaction between the two communicating parties would become too weak
after a short distance, making it impossible to transmit a message on useful
lengths. On the other side, filling the space between sender and receiver
with other spins disposed at each unit of length, provides the strongest
possible interactions but lowers the fidelity of transmission and delays the
communication. From the point of view of the interaction strength the two
systems represent the two extreme cases, in fact, for a sender and a receiver
whose distance is (N − 1) units, we have:
J
(id)
NN =
1
(N − 1)3 and J
complete
NN = (N − 1)3J (id)NN , (4.1)
where J (·)NN denotes the interaction between nearest neighbours. In other
words, one could say that the dipolar chain ( which, hereafter, we will de-
note as complete), rescales by a factor (N − 1)3 the interaction between
nearest neighbours.
With our investigation, what we would like to achieve is a better compro-
mise between the quality and the speed of communication and the strength
of interaction than the one reached with a complete chain, in order to attain
optimal performances with the smallest lost in interaction possible.
Our aim is to find a way for localizing the two lowest energy eigenvectors
more at the extremes of the chain rather than on the spins in-between. In
order to reach this goal, we will exploit the main role played by symme-
try in the transmission process and the fact that we deal with long range
interactions, and we start removing spins from the chain.
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Figure 4.1: Maximum fidelity as a function of the position of
the single hole: from top to bottom, for N = 9, 10, 11 spins.
We note a dramatic difference between even and odd number
of spins.
4.1 The importance of symmetry II: the single-
hole chain
In order to further explore about the fundamental role of mirror sym-
metry, let us look at the case in which one spin has been removed from
the chain. With this procedure, our aim is to show that, given a certain
distance between sender and receiver, what infuences most the behaviour of
the maximum values of fidelity is not the number of spins distributed along
the distance, but the way in which they are disposed, similarly to what we
have seen about the circular configuration in sec. 3.4. We stress out that
this scheme can be realized only with long range interacting chains, and,
this was the feature we were referring to when talking about the possibile
existence of aspects of the long range interaction not covered by the near-
est neighbour model. In the case of nearest neighbours interaction, in fact,
after removing a single spin, the chain is not able any longer to transmit
information, since there are not anymore eigenvectors connecting the sender
and receiver sites. It is the impossibility of altering by this means the stan-
dard linear configuration, in the nearest neighbour model, what lead to the
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misleading superposition of the concepts of number of spins and length of
the chain, that we have mentioned in the previous chapter at the end of
subsection 3.3.1. By construction, in fact, the nearest neighbour model is
bound to have unitary density.
We want to study the dependence of the system on the position of miss-
ing spins; the matrix elements of the Hamiltonian with a single hole then
become:
Hi,j =
1
|i− j|3 for i 6= j and (i, j) 6= p, (4.2)
Hp,j = 0 ∀j 6= p, (4.3)
Hi,i = 2
N∑
k=1;k 6=i
1
|i− k|3 −
−
N∑
k,l=1;k 6=l;(k,l)6=p
1
|k − l|3 for i 6= p, (4.4)
Hi,i =
N∑
k,l=1;k 6=l;(k,l)6=p
1
|k − l|3 for i = p. (4.5)
where p = 2, · · · , N − 1 denotes the position of the hole along the chain. As
we can see from Eq. (4.5), from the site p it does not depart any interaction,
and it only retains the term of ground state energy.
From Fig. 4.1, where we have plotted the maximum values of fidelity as a
function of the position of the hole for N = 9, 10, 11, it is apparent that, in
case of an even number of spins, no matter where the vacancy is, the fidelity
takes on, always, values under the classical limit. In case of an odd number
of spins, instead, the maximum value of fidelity is restored to the original
value (i.e. the value of the chain of the same length but without vacancies)
if the missing spin lies at the central point of the chain. In fact, in the case
of an even chain, if we remove one spin, there is no way to restore mirror
symmetry. On the contrary, in an odd chain, when the hole is located at
the centre of the chain, we obtain again a centrosymmetric configuration.
Indeed, we can observe that the lack of the central spin does not affect the
maximum fidelity at all. Moreover, from Fig. 4.1 we also note that, given
a fixed distance between sender and receiver, once found the symmetric
configuration, having N or N−2 spins is almost non influential. From these
observations we can conclude that the fidelity F (t) strongly depends on the
configuration (symmetric or not) of the system, rather than on the specific
number of spins involved.
In the previous chapter we have outlined an ideal system made of only
two spins, whose fidelity takes on the unitary value independently on the
sender-receiver distance, and whose transfer time is significanlty lower thatn
that of the complete chain. From this result we could have expected that,
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by removing one spin in a symmetric way, we could have sligthly improved
the performances of the chain; we have found, instead, that they are sub-
stantially left unaltered. Indeed, looking at the shape of eigenvectors in Fig.
3.4, we note that the first eigenvectors, which are the ones of interest, have
negligible projections on the spins lying in the central portion of the chain.
In the ideal case, these two eigenvectors would be the only ones to be consid-
ered. Moreover, as we had observed in subsection 3.5, the ratio between the
ideal and the real transfer time, as a function of N , reaches an asymptotical
value. These results unveil a fundamental feature of our system: not all the
physical space (that is the spins composing the chain) has the same weigth
towards state transfer. This weight is, indeed, proportional to the overlap of
each site with the two lowest energetic eigenvectors. This consideration has
to be applied also to the symmetry condition in Eq. (3.19) that we recall
here:
|σj |2 = |ρj |2 ∀j.
The more the two lowest eigenvectors overlap with the system, the more ex-
tended instead of localized one should regard the sender and receiver states.
This means that while we, from a practical point of view, consider sender
and receiver as the only two single physical spins we have access to, in reality,
from the point of view of the system it is not the same. In this case, sender
and receiver are a linear superposition of the sites belonging, respectively,
to the first and the second half of the chain, proportionally to their overlap
with the first two eigenvectors
| s〉 =
N
2∑
i=1
〈i | λK,L〉 | i〉 and | r〉 =
N
2∑
i=1
〈i | λK,L〉 | N + 1− i〉. (4.6)
For this reason, removing a single central spin from the chain does not affect
significantly the performances of the chain.
Summarizing, we have found that the relevant part of the chain is the one
spanned by the lowest eigenvectors. In this sense, the physical density of the
system (intended as the ratio between the number of sites and the length of
the chain) differs dramatically from the ”communication” density. There-
fore, in order to enhance the performances of the quantum communication
channel, we should find a way to match the two points of view ( we could
say the external and the internal to the system points of view), in order to
nearly attain the performances of the ideal case. Thus our aim is to localize
the eigenvectors at the extremes of the chain and to keep the interaction
strength still reasonably high, by exploiting the two different meanings of
density.
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Figure 4.2: Density plot of the maximum fidelity as a func-
tion of the position of the two holes for N = 10. The corre-
sponding numeric values are reported in Tab. 4.3. Red zones
(highest values of fidelity) correspond to the centrosymmet-
ric configurations (symmetric holes), while green and blue
regions (lower values of fidelity) correspond to the not sym-
metric ones. The diagonal line of blue minima corresponds
to configurations in which p = g, i.e. out of the double-hole
domain, hence is unphysical.
4.2 The double-hole chain (the importance of sym-
metry III)
Given the importance of symmetry, we remove another spin from the
chain in such a way that, for both even and odd numbers of spin, we could
have centrosymmetric configurations.
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Figure 4.3: Values of the maximum fidelity for symmetric
location of the holes- The position g of the second hole can
be deduced from the centrosymmetric condition g = N+1−p.
The highest values of fidelity are reached for the (2, N − 1)
couple of holes.
In this case, the Hamiltonian of the system reads
Hi,j =
1
|i− j|3 for i 6= j and (i, j) 6= (p, g, ) (4.7)
Hp,j = 0 for j = p or g, (4.8)
Hi,i = 2
N∑
i=1;i 6=j
1
|i− j|3 −
−
N∑
k,l=1;k 6=l;(k,l)6=(p,g)
1
|k − l|3 for i 6= (p, g) (4.9)
Hi,i = −−
N∑
k,l=1;k 6=l;(k,l)6=(p,g)
1
|k − l|3 for i = (p, g) (4.10)
where p and g represent the position of the two holes, with the obvious con-
dition that p 6= g.
The simplest way to reduce the superposition, between the sender-receiver
subspace and the rest of the chain, consists in removing the two spins lo-
cated, respectively, at the sites 2 and N − 1, that is sender and receiver
nearest neighbours. These two sites, as it is shown in Fig. 3.4, are the only
ones, besides sender and receiver, that exhibit a non negligible overlap with
the first two eigenvectors. In this way we expect to achieve a larger sep-
aration in energy between the two subsystems, and to increase the system
performances with a relatively small loss in interaction strength.
From Fig. 4.2 and Tab. 4.3, we see that our guess is confirmed: the closer
we place the holes next to sender and receiver, the higher is the fidelity.
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Figure 4.4: N = 10 chain. In the first two columns we have
reported the projections on the sender (receiver) of the two
lowest lying eigenvectors (respectively denoted by the suffix
1, 2), while, in the second two, their standard deviation form
the ideal value 1√
2
. We note that the non zero contribution
of the rest of the chain, that causes the difference between
|〈s | (r)λ1〉| and |〈s | (r)λ2〉|, which in principle should be the
same, is greatly reduced (of about two decimal places.)
Figure 4.5: Maximum value of fidelity as a function of the
length of the chain. In the lower plot are reported the values
relative to the complete chain, in which the length of the
chain coincides with the number of spinsN . In the upper plot
are represented the values obtained from the chain with the
(2, N − 1) couple of empty sites. Note the different vertival
scales of the two plots.
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Figure 4.6: Maximum fidelity for the double hole case (blue
diamonds), and for the complete chain (red circles) as a func-
tion of the total number of sites.
Furthermore, in correspondence of the (2, N − 1) couple, we practically
obtain a perfect fidelity (99.9%), for chains as long as 50 sites, as reported
in Tab. 4.3 and Tab. 4.4 and is shown in Fig. 4.5 and Fig. 4.6.
From Fig. 4.6, where we plotted the double-hole fidelity and the fidelity of
the complete chain on the same scale, we note that the curve of double-hole
maxima appears to be almost insensitive to both the length of the chain and
the number of spins. This result confirms our expectations about achieving
a larger separation between the sender-receiver subspace and the rest of the
chain: the two eigenvectors have a negligible overlap with the rest of the
chain and this translates into a substantial invariance of the communication
performances on what is in between the sender and the receiver.
As we can see from Fig. 4.8 and Tab. 4.4, in fact, by removing the sender
and receiver nearest neighbour we determine a more pronounced localization
of the eigenvectors, whose shape now nearly attains the ideal case. More-
over, from Fig. 4.9 we observe that, due to this higher localization, the
fidelity curve is also less noisy than the one in Fig. 3.2. All these results are
due to the lower self-energy, that is the diagonal term of the Hamiltonian in
Eq. 4.9, of the external sites compared to the self-energy of the others.
4.2.1 The transfer time and the quality factor
For the results obtained until now, we expect the double-hole system to
perform significantly better than the complete chain also in terms of transfer
time. As it appears in Fig. 4.10, our expectation is fullfilled. Indeed, the
ratio between the ideal transfer time tid and the transfer time of the double-
hole system td−h approaches the asymptotical value of tid/td−h ≈ 0.883.
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Figure 4.7: Maximum values of fidelity in the case of com-
plete chain and of double-hole chain. We provide here the
data for N = 5÷ 50 corresponding to Fig. 4.5 and Fig. 4.6,
as a significative sample. Equivalent values, however, can be
obtained for higher N .
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Figure 4.8: the first two eigenvectors for N = 10 sites (N−2
spins) of the double hole system. We note a stronger local-
ization on the sender and receiver sites compared to the first
two eigenvectors in Fig. 3.4, and, consequently, a weaker
contribution of th erest of the chain.
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Figure 4.9: Double-hole fidelity as a function of time for
N = 10 sites.
4.2 The double-hole chain (the importance of symmetry III) 69
Figure 4.10: The ratio between the ideal transfer time and
the transfer time in thecase of double-hole (blue diamonds)
and complete chain (red circles). The ratio relative to the d-h
system approaches the asymptotic value of tid/td−h ≈ 0.883.
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Figure 4.11: The ratio between the ideal transfer time and
the transfer time in the case of double-hole (blue diamonds),
complete chain (red circles) and nearest neighbours (black
circles)
70 4. The defected chain
Figure 4.12: The two quality factors of the double-hole chain
(blue diamonds) and of the complete chain (red circles) as a
function of the number of sites.
This implies that, expressed in ideal time units, the double-hole transfer
time is about td−h = 1, 132 · tid, nearly attaining the minimum allowed
transfer time, thus marking a great improvement with respect to the com-
plete chain. Because of the reduced overlap of the eigenvectors with the rest
of the chain, from the point of view of the communication, there are almost
no repeaters in between sender and receiver.
In oder to have a complete picture, in Fig. 4.11 we have reported, on the
same plot, the time ratios of the three system we have taken under exam
thorough this work, and we note that the nearest neighbour model exhibits
the worst performance, in terms of transfer time, even compared to the com-
plete chain.
We could consider the transfer time also as a measure of the stability of the
system with respect to external small perturbations. For what we have seen
until now, in fact, the transfer time of a system decreases proportionally
to how much the real system approximates the two-spin dynamics. This
goal can be achieved only by separating in energy the two lowest energetic
eigenstates from the corresponding to higher energies, i.e. by confining the
system in a well definite portion of its phase space and making it energeti-
cally extremely expensive to exit this region. From this point of view, the
double-hole system is the stablest one. This consideration can be made
clearer by using the single particle picture. In fact, the long-range Hamilto-
nian in Eq. (3.3) can be mapped into a free fermion Hamiltonian [12]. In
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fact, by means of the Jordan-Wigner transformations [45] in Eq. (1.62)
ai = (
∏
k<i
2 · Szk)(Sxi + iSyi ), and a†i = (
∏
k<i
2 · Szk)(Sxi − iSyi ),
we can rewrite the Hamiltonian in the second quantization form using the
anticommuting operators a and a†
H =
N∑
i,j=1;i<j
Ji,j [aia
†
j + a
†
iaj − (a†iai −
1
2
)(a†jaj −
1
2
)]. (4.11)
The Hamiltonian in the representation of Eq. (4.11), describes a set of N
non-interacting fermions hopping between different sites of the lattice. The
single excitation sector, in particular, represents a single free fermion which
hops through the different sites of the lattice. Qualitatively speaking, the
diagonal terms of the Hamiltonian in Eq. (3.5) (i.e. the on-site energies),
in this representation, can be seen as the depth of the sites. The deeper
the site, the more difficult to exit, and, obviously, the deepest sites are the
sender and recever pair (1, N). The eigenstates of the system, this case
become the eigenstates of the position of the fermion. By removing the
(2, N − 1) couple, we increase the depth of the two extremal sites, and
the motion of the electron remains substantially confined in this region of
the configuration space. In this representation the transfer time can be
interpreted as an indirect measure of the depth of the sender and receiver
sites with respect to the depth of the other sites. The more the transfer time
attains the lowest bound, the more the probability of finding the electron in
these two positions becomes higher. Moreover, the fact that the Hamiltonian
of the system can be mapped into a fermionic one, assures us, that we can
generalize our results about perfect state transfer to the higher excitation
sectors. In fact, we have found a simple prescription in order to make the
long range Hamiltonian mirror-periodic, and, as we have seen in the first
chapter, in Ref. [12], by means of the Jordan-Wigner transformation, it has
been proved that this feature extends to all the excitation sectors.
In order to express with only one parameter the performances of a chain
as a quantum channel, we define an empiric quality factor:
η = Fmax(N) · tid
tmax
, (4.12)
where tmax is the transfer time and Fmax(N) is the maximum fidelity of the
N -sites long chain under consideration.
From Eq. (4.12), it emerges that η = 1 only for the ideal system of two
spins, for which Fmax = 1 and tmax = tid. For the other chains, instead, the
value of η in principle lies in the open interval (0, 1). From Fig. 4.12, we
note that for N = 5, 6 this theoretical prediction is violated. For such short
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chains we observe a transfer time shorter than the ideal time, which leads
to η > 1. This behaviour is probably due to the fact that for this small
number of sites, the energy spectrum has not yet taken its typical shape.
However, from Fig. 4.12, where the complete and the double-hole quality
factors are compared, it is apparent that the double-hole system outperforms
the complete chain.
4.2.2 The interaction strength
Let us examine now the problem of the interaction strength. As we
have already said at the beginning of this chapter, the two-spin case and the
complete chain represent the two extremes, being characterized, respectively,
by the strongest and the weakest interaction between nearest neighbours
(Eq. 4.1).
By removing the (2, N −1) couple, we locally reduce the nearest neighbours
interaction to 1/8 of its original value, as the two new nearest neighbours
couples are separated by twice the unit distance. Therefore, the double-hole
local change in interaction strength, with respect to the two extreme cases
in Eq. 4.1, can be expressed as
JNNd−h = (
N − 1
2
)3 · Jid, and JNNd−h =
JNNcompl
8
. (4.13)
From Eq. (4.13), note that, by removing the two spins, the system un-
dergoes a local reduction of the interaction strength of nearly one order of
magnitude, reaching about 12% of the original value.
As we do not have any general modelization of the noise, we rely on the
assumption that JNNcompl should be significantly above the noise treshold, oth-
erwise communication could not take place anyway, and take this value of
the interaction as a reference. Apart form the lucky circumstance in which
JNNcompl is several orders of magnitude above noise treshold, such that J
NN
id
is still considerably strong with respect to noise, let us put ourselves in the
worst situation. Let us assume that JNNid has become too weak. For what
we have seen until now and, especially, has been shown in Fig. ?? and Fig.
4.10, we can reasonably affirm that the performances of the double-hole sys-
tem are independent of the density of spins between sender and receiver. As
far as the localization of the eigenvectors, it depends on the ratio between
the energies, and, consequently, between the interaction forces, and not on
their absolute values. Therefore we can play with these quantities in order
to raise the absolute value of the interaction strength JNNd−h, without affect-
ing the system performances.
In the limit case, in order to obtain JNNid = J
NN
compl, in order to keep the same
transmission length, we should rescale the system by doubling the density of
spins, hence halving the inter-spin distance a. Otherwise, under less critical
circumstances, if JNNid is weak, we have to diminuish a until we reach the
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acceptable value of the interaction strength and, consequenlty, to raise the
density of spins. However, whatever correction of the interaction strength is
needed, the value of a remains within the same order of magnitude, as it has
to be, at worst, halved. This implies that the realization of the double-hole
chain is within the reach of the same technology required for realizing the
complete chain.
We emphasize that the whole procedure does not depend on the specific
kind of interaction we are dealing with. The same strategy applies to any
interaction of the kind r−ν with ν > 1. The whole conceptual scheme that
lead us to define the ideal two-spin system and the way to approximate this
ideal situation with a spin-chain, is based on the energetic and topologic
features common to the whole class of long range interacting systems . The
only thing that should change according to the specific kind of interaction
chosen, is the number of sites to be left empty in order to obtain a higher
localization of the eigenvectors. For example, to achieve an equivalent re-
sult with ν = 2, one should remove two consecutive spins on each side. In
our case, with ν = 3, even if it is in principle possible to remove also the
(3, N − 2) couple, this move would only affect the fourth decimal digit of
transmission fidelity, while the interaction would be reduced to 1/27 of its
original value.
Summarizing, in this subsection, we have found that the local loss in inter-
action strength induced by our scheme, can be fully balanced by a rescaling
of the system. Once having localized the eigenvectors, and given a fixed
distance between sender and receiver, we can, in fact, say that both the
fidelity and the transfer time are invariant under system scaling. This result
matches completely the two-spin system features.
Let us now examine the double excitation sector, and how the double-
hole procedure results can be applied to this sector.
4.3 The double excitation subspace
In this section we will examine the double excitation sector. The inves-
tigation of this subspace is motivated by several reasons; firstly we believe
it is interesting by itself in order to gain a better comprehension of the
way in which the Hamiltonian acts on less trivial subspaces and to test our
procedure in order to show its generality. Moreover, we find it useful to
know how to handle the Hamiltonian in this subspace; it would be neces-
sary if one wants to send two excitations, for example in the case of an
entangled state of the Bell states Φ± kind. Furthermore, having in mind a
generic experimental realization of a spin-chain which could be more sus-
ceptible to external noise compared to a Penning trap, the study of the
double-excitation sector becomes essential in order to investigate the time
evolution of a single-excitation, when there is a finite probability of having
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already another excitation in the chain.
As, until now, the only basis vectors we have are the ones for the single ex-
citation sectors, the natural choice for the basis of the two-excitation state
are vectors of the kind | n,m〉, where
| n,m〉 =| n〉⊗ | m〉 where n 6= m. (4.14)
The {| n,m〉} set of vectors spans a N(N − 1) dimensional space. The
dimension of the double excitation sector is, instead, N(N − 1)/2, because
once one has chosen the position of the first excitation among the N possible
sites, there remain (N − 1) possible positions for the second one. The 1/2
factor comes from the indistinguishability of the two excitation, as the | n,m〉
couple is equivalent to | m,n〉. However, by restricting ourselves to the
portion of space where n < m, we recover the right dimensionality of the
system and we can write the matrix elements of the Hamiltonian in Eq.
(3.3):
Hn′,m′;n,m =
1
|m−m′|3 for m 6= m
′ and n = n′, (4.15)
Hn′,m′;n,m =
1
|m− n′|3 for m 6= n
′ and n = m,′ (4.16)
Hn′,m′;n,m =
1
|n− n′|3 for n 6= n
′ and m = m′, (4.17)
Hn′,m′;n,m =
1
|n−m′|3 for n 6= m
′ and n′ = m, (4.18)
Hn′,m′:n,m = 0 for n 6= n′ and m 6= m′, (4.19)
Hn′,m′:n,m = 0 for n 6= m′ and m 6= n′, (4.20)
Hn,m:n,m = − 6|n−m|3 + 2
N∑
l,;l>m
1
|m− l|3 +
+2
N∑
k,;k<n
1
|k − n|3 −
N∑
k,l=1;k<l
1
|k − l|3
for n = n′ and m = m′. (4.21)
From the off-diagonal terms given by Eqs. (4.15),(4.16),(4.17),(4.17), (4.18),(4.19)
and (4.20) we can see that the Hamiltonian does not connect configura-
tions in which both the excitation have changed positions, and it connects
only configurations in which one excitation has been left unchanged. As
the Hamiltonian acts on one excitation at a time, this means that, if one
wants to send a configuration | n,m〉 into another configuration of the kind
| n± (|n−m|+k),m± (|n−m|+k′)〉, where k and k′ are positive integers,
it requires to apply the Hamiltonian twice.
Let us now examine the diagonal term of the Hamiltonian which is given
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by Eq. (4.21); differently for what happened in the single excitation sector,
where we had the sum of two terms, now we have the sum of four terms.
The first one gives the configuration energy of the two excitations, in the
sense that it measures the energy between n and m. Let us now consider the
chain divided in three blocks, that is a central block consisting of the por-
tion of chain enclosed between the two excitations, and the two side blocks
made, respectively, of the portions of the chain on the left and on the right
side of the two-excitation block (2e-block). In this way we can interpret the
second and the third terms in Eq. (4.21) as the interaction energy of the
two external blocks with the 2e-block, while the fourth term provides, as in
the single excitation case, the ground state energy of the system.
The matrix elements of the Hamiltonian, and, in particular, the structure of
the diagonal terms make it apparent that it does not act on the two excita-
tions as separate entities, i.e. it does on act their positions in an independent
way. On the opposite, the Hamiltonian considers the two excitations as a
single entity, that is their configuration, and acts on it as a whole. In the
single excitation subspace, as the configuration of the excitation coincided
with its position, this distinction was not clear.
Due to the fact that, in the double excitation subspace, we have to think
in terms of configurations and not of two distinct excitation positions, we
conclude that the Hamiltonian, despite the fact that apparently acts on a
four dimensional space (i.e. on four indices) , can be expressed in terms
of two indices spanning a N(N − 1)/2-dimensional space. Once found the
mapping, we will be able to find the eigenenergies and the eigenstates of the
Hamiltonian and to define and compute its transmission fidelity.
As an example, let us write the all the possible configurations of two exci-
tations for a N = 5-spin chain:
for N = 5 | n,m〉 =

| 1, 2〉, | 2, 3〉, | 3, 4〉, | 4, 5〉 N − 1 terms,
| 1, 3〉 | 2, 4〉 | 3, 5〉 N − 2 terms,
| 1, 4〉 | 2, 5〉 N − 3 terms,
| 1, 5〉 N − 4 terms.
(4.22)
From Eq. 4.22 , it becomes clear that a natural ordering of the two-excitation
states, arises according to their distance (the class of distance) and, within
the same class of distance, from the starting point on the chain. According
to this ordering of the two excitation states, we have found the following
mapping:
HN ×H(N−1) : n,m −→ HN(N−1)/2 : i(n,m) (4.23)
where H denotes the Hilbert space and
i(n,m) = N(dn,m − 1)− dn,m − 12 · dn,m + min(n,m), (4.24)
where dn,m = |n−m| the distance between n and m, and min(n,m) denotes
the extreme of the configuration closest to the beginning of the chain.
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The mapping in Eq. (4.24) can be understood in the following way: each
distance class contains (N−dn,m) elements, and, within the distance class we
have to identify the chosen element. The identification of the position of the
vectors within their distance class is simply given by min(m,n), due to the
fact that the elements of each class are disposed in increasing order according
to the position of the first excitation on the chain. It is slightly less trivial to
identify the class to which the vector belongs. As we have already mentioned,
each distance class contains (N − dn,m) elements, so, if we want to identify
a particular class dn¯,m¯, as we can write i(n,m) ≡ i(|n−m| ,min(n,m)) we
will find that the class index is
i(dn¯,m¯, ·) =
dn¯,m¯−1∑
dn,m=1
(N − dn,m). (4.25)
The second term of Eq. (4.25) can be explicitily written as
dn¯,m¯−1∑
dn,m=1
(N − dn,m) = (dn,m − 1)N −
dn¯,m¯−1∑
dn,m=1
dn,m. (4.26)
In Eq. (4.26), being
∑dn¯,m¯−1
dn,m=1
dn,m a sum over the first (dn,m − 1) positive
integers, its sum is a known result. In fact, by noting that, by adding couples
of numbers of the kind (i,N − i) we always obtain the same result that is
N+1, the total value of the sum is N/2(N+1) as we have the same quantity
times the number of couples i.e. N/2. In our case N = dn,m − 1 and we
finally obtain
i(dn¯,m¯, ·) = (dn¯,m¯ − 1)N − (dn¯,m¯ − 1)2 · dn¯,m¯. (4.27)
With this mapping for the Hamiltonian we can write
Hm′,n′;m,n :−→ Hi(m′,n′),i(m,n) ≡ Hi′,i (4.28)
In this representation we can say that the matrix elements of the Hamilto-
nian can not connect elements of the same distance class. Now we can skip
to the investigation of the eigenvalues and the eigenvectors of the system.
4.3.1 Eigenvalues and Eigenstates in the double excitation
sector
For what we have seen until now, in the double excitation subspace, the
eigenvectors are represented in terms of the configuration basis
| λj〉 =
N·(N−1)
2∑
i=1
〈i | λj〉 | i〉. (4.29)
4.3 The double excitation subspace 77
0 5 10 15 20 25 30 35 40 45
−14
−12
−10
−8
−6
−4
−2
0
Figure 4.13: Energy spectrum of the N = 10 dipolar linear
chain in the double-excitation subspace.
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Figure 4.14: The first two eigenvectors, corresponding to
the lowest lying couple of eigenvalues, of the N = 10 dipolar
chain.
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Apart from the fact that the dimension of the Hilbert space has changed
from N to (N − 1)/2, the system is treated in the same formal way as in
the single-excitation sector, what changes is the physical interpretation of
the results.
From Fig. 4.13, we can see that the energetic scenario has changed drasti-
cally from the single excitation subspace. In this sector we observe, instead
of a couple of lowest eigenvalues, a group of (N − 1) lowest eigenvalues.
This group of eigenvalues is striclty connected to the first class of distance,
which, in fact, is composed by (N − 1) elements, being dn,m = 1. This fea-
ture of the spectrum has a physically strongly reasonable interpretation. In
fact, the system prefers the configurations of nearest neighboring excitations,
rather than the ones in which the excitations are distant, because creating
ferromagnetic domains is energelically less costly compared to flipping two
single distant spins, because of the ferromagnetic interaction between the
two flipped sites. In Fig. 4.13, among the group of lowest lying eigenvalues
it is possible to identify a couple of sligthly lower energies. These two can
be considered as the generalization to the double-excitation subspace of the
lowest lying couple of eigenvectors of the single excitation subspace. They
in fact, are connected to the external couples of excitations, i.e. to the basis
vectors | 1〉 and | N − 1〉.
In Fig. 4.14 we have also reported the first two eigenvectors of the system,
which correspond to the above mentioned couple of eigenvalues. We note
two interesting features; the first one is, as we would have expected, that
these eigenvectors have an higher overlap with the configurations belonging
to the first class of distance, but we note also a non negligible overlap with
the configurations belonging to the second class. The second interesting
feature concerns the symmetry of the eigenvectors. In fact, from Fig. 4.14
we note that the symmetry now applies to the distance classes and not on
the whole set of basis vectors. The symmetry condition in Eq. (3.19) now
extends to the different configurations as long as their distance class over-
laps with the lowest eigenvectors, and tell us that the sender and receiver
configuration have to belong to the same class. We can, in principle, define
the equivalent of the ideal two-spin system for each distance class, as an
ideal two-configuration system. However, due to the fact that, apart from
the first class, the other classes are not energelically strongly distinguished
from the others, it would not be a reasonable procedure to approximate the
ideal system for the higher classes, nor it would be a stable configuration,
due to the existence of lower energy eigenvalues. Hence, the ideal system,
in this subspace, is represented by a two-neighbouring-site domain system.
Apart from theoretical considerations, however, from the energy spectra it
becomes evident that, if one wants to send a double excitation state, the
most favourable encoding is on two neighbouring spins, and, in particular,
on the first two spins of the chain.
Let us now examine the fidelity of transmission of a generic entangled state
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Figure 4.15: Fidelity of transmission of a double excitation
state for a N = 10spin chain as a function of time.
of the kind
α | 0, 0〉+ β | 1, 2〉 ≡ α | 0〉+ β | 1〉 with |α|2 + |β|2 = 1 (4.30)
In this case we will retrieve the state on the (N−1, N) sites, that is, expressed
in the double excitation basis, on the | N−1〉 state. We can define the fidelity
of transmission F (t) again as in Eq. (1.25) i.e.
F (t) =
| f(t) |2
6
+
| f(t) |
3
+
1
2
.
where, now,
f(t) = 〈N − 1 | e−iHt | 1〉 (4.31)
From Fig. 4.15, we note that, coherently with the energetic scenario, the
fidelity has a noisy behaviour, due to the non negligible role played by all
the frequencies belonging to the lowest energetic group.
4.3.2 The double-hole procedure in the double-excitation sub-
space
In this section we want to show how the double-hole system is generalized
to the double-excitation subspace and to prove that, also in this sector, it
greatly enhances the performances of the chain. In this case we need to
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separate energetically the two lowest eigenvalues from the (N − 1)-energy
group they belong to, that is to lower the energy of the extremal couples of
sites.
The procedure is left unchanged, apart from the couple of spins we have
to remove. As, again, the states that exhibit a considerable overlap with
the first two eigenvectors are the | 2〉 and | N − 2〉, we have to remove the
couple of spins at the sites (3, N − 2) in order to localize the eigenstates.
The matrix elements of the Hamiltonian, in this case, are
Hn′,m′;n,m =
1
|m−m′|3 for m 6= m
′ and n = n′
and (m,m′, n) 6= (p, g), (4.32)
Hn′,m′;n,m =
1
|m− n′|3 for m 6= n
′ and n = m′
and (m,n′, n) 6= (p, g), (4.33)
Hn′,m′;n,m =
1
|n− n′|3 for n 6= n
′ and m = m′
and (n, n′,m) 6= (p, g), (4.34)
Hn′,m′;n,m =
1
|n−m′|3 for n 6= m
′ and n′ = m
and (n,m′, n′) 6= (p, g), (4.35)
Hn′,m′:n,m = 0 for n 6= n′ and m 6= m′, (4.36)
Hn′,m′:n,m = 0 for n 6= m′ and m 6= n′, (4.37)
Hn′,m′:n,m = 0 for n or m′ or m or n′ = p and/or g, (4.38)
Hn,m:n,m = − 6|n−m|3 + 2
N∑
l,;l>m
1
|m− l|3 +
+2
N∑
k,;k<n
1
|k − n|3 −
N∑
k,l=1;k<l
1
|k − l|3
for n = n′ 6= p and m = m′ 6= g. (4.39)
Hn,p;n,p = 2
N∑
k,;k<n
1
|k − n|3 −
N∑
k,l=1;k<l
1
|k − l|3 , (4.40)
Hg,m;g,m = 2
N∑
l;l>m
1
|l −m|3 −
N∑
k,l=1;k<l
1
|k − l|3 , (4.41)
Hp,g;p,g = −
N∑
k,l=1;k<l
1
|k − l|3 , (4.42)
where p and g are the position of the holes, in particular (3, N − 2).
From Eq. (4.42) we note that the diagonal term related to the configura-
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Figure 4.16: Energy spectrum of the double-hole chain with
N = 10 sites.
tion made by both the holes, retains only the term of ground state energy.
The diagonal terms, corresponding to the configuration with a single hole,
in Eqs. (4.40),(4.41), apart from the ground state energy, keep the block
interaction energy term of the remaing excitation.
From Fig. 4.16 we note that, by removing the couple of spins the ener-
getic scenario has changed a lot, not only in the lowest region. That is due
to the fact that the two sites now left empty play a role in almost all the
distance classes. We note also that the lowest couple of eigenvectors is not
well separated in energy from the higher eigenvalue. This reflects in a higher
susceptibility of the system with respect to external noise. However, from
Table 4.1: In this table we have reported the values of the
projections of the first two eigenvectors on the sender and
receiver state, and the maximum value of fidelity for a chain
of N = 10 spins.
N = 10 eigv1 eigv2 fid. max
complete 0.4638 0.4869 0.9338
double-hole 0.7066 0.7068 0.9996
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Figure 4.17: The couple of lowest energy eigenvectors of the
double-hole chain with N = 10 sites.
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Figure 4.18: Transmission fidelity as a function of time for
the double-hole chain with N = 10 sites.
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Fig. 4.17 we can see that by removing the two spins we have reached a near
optimal localization of the eigenvector on the sender and receiver configura-
tions which translates into an near perfect state transfer, as we can see from
Fig. 4.18. We note that the double-hole fidelity not only reaches an higher
value compared to that in Fig. 4.15, but also is qualitatively different: the
signal is, in fact, remarkably clearer, due to the very high localization of the
eigenvectors. The corresponding numerical values are shown in Tab. 4.1.
For what concerns the transfer time, we can apply the same reasoning as
for the single excitation sector, however it is not a trivial task to find an
analytical expression for the lowest bound. Furthermore, we have shown the
results only for N = 10 due to technical computational bounds as, even in
this case, one has to handle a 45× 45-dimensional Hamiltonian.
Summarizing, in this section we have extended our procedure to the second
excitation sector. It can easily be extended to higher excitation subspaces
as long as one finds the right mapping in order to recover a 2D-Hamiltonian.
The underlying criteria and the formal procedure remains, in all the sub-
space, the same; the only difference relies in the positions of the spins to
remove, as, in each sector, the sender and receiver domains nearest neigh-
boring states, | 2〉 and | N − Nex − 1〉, (where Nex denotes the number fo
excitations) correspond to different positions on the chain.
4.3.3 The double-excitation subspace in case of thermal noise
In this section we want to briefly outline the investigation procedure to
adopt in the case in which the double-excitation sector enters into play as
a disturbance of the single excitation transmission. One can think about a
situation in which, due to some external perturbation, the ground state of
the Hamiltonian is not perfectly aligned with all the spins down, but there
is a probabiltiy of having already an excitation along the chain, due to the
energy supplied to the system by an external environment. We will show
how, in this case, one has to redefine the fidelity of transmission.
As we have already seen, for a single-excitation transmission protocol, the
initial state to encode is
| ψin〉 = cos θ2 | 0〉+ e
iφ sin
θ
2
| 1〉, (4.43)
Let us now assume that, due to an external environment , the temperature T
of the system is different from 00K. In this case, the system has a non-zero
probability to be, at time t = 0, in one of the states with total magnetization
M = 1, with probability given by the Boltzmann factor of each eigenstate.
Moreover, as we expect to control the two extremes of the chain, we assume
that the first and the last spin of the chain remain aligned in the | 0〉 state,
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despite of the noise. Hence, we can write the state of the chain at t = 0 as
| Ψch(0)〉 = 1√N (| 0〉+
N−1∑
i=2
N∑
j=1
e−βEjaj,i | i〉), (4.44)
where an,i = 〈i | λj〉 are the projections of the single excitation subspace
eigenvectors over the basis states, and N the normalization factor
N = 1 +
N−1∑
i=2
N∑
j=1
e−2βEj (1− 2 |as,j |2)−
−
N∑
j,j′=1;j′ 6=j
e−β(Ej+Ej′ )aj,sa∗j′,s(1 + (−)j+j
′
), (4.45)
where the suffix s stands for sender (in our case | 1〉) and we have used the
symmetry condition (3.19) for which |〈λj | s〉| ≡ |〈λj | r〉|, in particular, for
a linear chain, 〈λj | s〉 = (−)j〈λj | r〉. After having encoded the initial state
of Eq. (4.43) on the first spin of the chain, we will obtain a state of the form
| Ψinch〉 =
1√N (cos
θ
2
| 0〉+ cos θ
2
N−1∑
i=2
N∑
j=1
e−βEjaj,i | i〉+ eiφ sin θ2 | 1〉+
+eiφ sin
θ
2
N−1∑
i=2
N∑
j=1
e−βEjaj,i | 1, i〉). (4.46)
We note that | Ψinch〉 consists of terms belonging to the zero excitation sub-
space (the first term), to the single excitation subspace (the second and the
third term) and to the double excitation sector (the last term), for which
the notation | 1, i〉 is equivalent to | 1〉× | i〉. Fortunately, the time evolution
does not mix these subspaces. In fact, the time evolution of Eq. (4.46) can
be written as
| Ψch(t)〉 = 1√N (cos
θ
2
| 0〉+ cos θ
2
N−1∑
i=2
N∑
j=1
e−βEjaj,ie−iHt | i〉+
+eiφ sin
θ
2
e−iHt | 1〉+
+eiφ sin
θ
2
N−1∑
i=2
N∑
j=1
e−βEje−iHite−iH1taj,i | 1, i〉). (4.47)
where e−iH1t in the two-excitation term is meant to act on the | 1〉 state and
e−iHjt on the | i〉 state of | 1, n〉. We can formally rewrite Eq. (4.47) as
| Ψch(t)〉 = C0(t) | Ψo〉+ C1(t) | Ψ1〉+ C2(t) | Ψ2〉. (4.48)
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were | Ψo〉, | Ψ1〉 and | Ψ2〉 are the state functions over each of the three
subspaces concerned, and C0(t), C1(t) and C2(t) are the respective time
evolution coefficients, i.e.
C0(t) | Ψo〉 = 1√N cos
θ
2
| 0〉, (4.49)
C1(t) | Ψ1〉 = 1√N (cos
θ
2
N−1∑
i=2
N∑
j=1
e−βEje−iHtaj,i | i〉+
+eiφ sin
θ
2
e−iHt | 1〉), (4.50)
C2(t) | Ψ2〉 = 1√N e
iφ sin
θ
2
·
·
N−1∑
i=2
N∑
j=1
e−βEje−iH1te−iHitaj,i | 1, i〉. (4.51)
In order to find the probability of retrieving the initial state at the end of
the chain (i.e. the fidelity) we have to calculate the reduced density matrix
with respect to the last site of the chain, which we denote as ρ(t)Nout, and
then we will be able to calculate the fidelity of transmission as 14pi
∫ 〈ψin |
ρNout(t) | ψin〉. By tracing off the first N − 1 spins of the chain, we obtain
ρ(t)Nout = | 0〉〈0 | (|C0(t)|2 +
∣∣∣C(ch)1 (t)∣∣∣2 + ∣∣∣C(ch)2 (t)∣∣∣2) +
+ | 1〉〈1 | (
∣∣∣C(N)1 (t)∣∣∣2 + ∣∣∣C(N,ch)2 (t)∣∣∣2) +
+ | 0〉〈1 | (Co(t) · C1(t)(N)∗ + C(ch)1 (t) · C2(t)(ch,N)∗) +
+ | 1〉〈0 | (Co(t)∗ · C1(t)(N) + C(ch)∗1 (t) · C2(t)(ch,N)) +
| 0〉〈0 |
[
1− (|C0(t)|2 +
∣∣∣C(ch)1 (t)∣∣∣2 + ∣∣∣C(ch)2 (t)∣∣∣2 +
+
∣∣∣C(N)1 (t)∣∣∣2 + ∣∣∣C(N,ch)2 (t)∣∣∣2)] , (4.52)
where C(ch)1 (t) and C
(N)
1 (t) denote the single excitation sector coefficient
in the case, respectively, that the excitation is in the chain or on | N〉, and
C
(ch)
2 (t) and C2(t)
(ch,N) denote the double-excitation sector coefficient in the
case that both the excitations are in the chain, or one is on | N〉 and the
other in the chain. Now we can obtain the transmission fidelity as
F (t) = (cos
θ
2
〈0 | +e−iφ sin θ
2
〈1 |)ρNout(t)(cos
θ
2
| 0〉+ eiφ sin θ
2
| 1〉), (4.53)
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and we obtain
F (t) = cos2
θ
2
[
1− (
∣∣∣C(N)1 (t)∣∣∣2 − ∣∣∣C(ch,N)2 (t)∣∣∣2)]+
+ sin2
θ
2
(
∣∣∣C(N)1 (t)∣∣∣2 + ∣∣∣C(ch,N)2 (t)∣∣∣2) + (4.54)
+2 sin
θ
2
cos
θ
2
<{eiφ(Co(t) · C1(t)(N)∗ +
+C(ch)1 (t) · C2(t)(ch,N)∗)}, (4.55)
where < denotes the real part. Let us now write explicitly the coefficients
of the excitation sectors:
|C0(t)|2 = cos2 θ2 ·
(
1
N
)
≡ cos2 θ
2
A20, (4.56)∣∣∣C(ch)1 (t)∣∣∣2 = 1N · | cos θ2
N−1∑
i′=1
N−1∑
i=2
N∑
j=1
e−βEjaj,ifi,i′(t) +
+eiφ sin
θ
2
N−1∑
i=1
f1,i(t) |2≡
≡| cos θ
2
A
(ch)
1 + e
iφ sin
θ
2
B
(ch)
1 |2, (4.57)∣∣∣C(N)1 (t)∣∣∣2 = 1N · | eiφ sin θ2f1,N (t) +
+ cos
θ
2
N−1∑
i=2
N∑
j=1
e−βEjaj,ifi,N (t) |2≡
≡| cos θ
2
AN1 + e
iφ sin
θ
2
BN1 |2 (4.58)∣∣∣C(ch)2 (t)∣∣∣2 = 1N · sin2 θ2 |
N−1∑
i=2
N−1∑
i′=1
N−1∑
γ=1;γ 6=i,i′
N∑
j=1
e−βEj ·
·aj,ifi,i′(t) · f1,γ(t) |2≡ sin2 θ2 | A
(ch)
2 |2, (4.59)∣∣∣C(ch,N)2 (t)∣∣∣2 = 1N · sin2 θ2 |
N−1∑
i=2
N−1∑
i′=1
N∑
j=1
e−βEjai,j ·
·fi,i′(t) · f1,N (t) +
N−1∑
i=2
N−1∑
γ=1
N∑
j=1
e−βEjai,j ·
·fi,N (t) · f1,γ(t) |2≡ sin2 θ2 | A
(N,ch)
2 +B
(N,ch)
2 |2 .(4.60)
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Hence, we can write the fidelity F (t) of state transfer [2, 21] as:
F (t) = cos2
θ
2
[
1− sin2 θ
2
∣∣BN1 ∣∣2 − cos2 θ2 ∣∣AN1 ∣∣2 − 2 cosφ sin θ2 cos θ2 ∣∣BN1 ∣∣ ∣∣AN1 ∣∣−
− sin2 θ
2
(
∣∣∣A(N,ch)2 ∣∣∣2 + ∣∣∣B(N,ch)2 ∣∣∣2)− 2 sin2 θ2 cos 2φ ∣∣∣A(N,ch)2 ∣∣∣ ∣∣∣B(N,ch)2 ∣∣∣
]
+
+ sin2
θ
2
[
cos2
θ
2
∣∣AN1 ∣∣2 + sin2 θ2 ∣∣BN1 ∣∣2 + 2 cosφ cos θ2 sin θ2 ∣∣AN1 ∣∣ ∣∣BN1 ∣∣+
+ sin2
θ
2
(
∣∣∣A(N,ch)2 ∣∣∣2 + ∣∣∣B(N,ch)2 ∣∣∣2)+
+2 sin2
θ
2
cos 2φ
∣∣∣A(N,ch)2 ∣∣∣ ∣∣∣B(N,ch)2 ∣∣∣]+ 2 sin θ2 cos θ2 ·
·
[
cosφ cos2
θ
2
A0
∣∣AN1 ∣∣+ cos θ2 sin θ2A0 ∣∣BN1 ∣∣+ sin θ2 cosφ cos θ2 ∣∣∣A(ch)1 ∣∣∣ (∣∣∣A(N,ch)2 ∣∣∣+
+
∣∣∣B(N,ch)2 ∣∣∣) + sin2 θ2 cosφ ∣∣∣B(ch)1 ∣∣∣ (∣∣∣A(N,ch)2 ∣∣∣+ ∣∣∣B(N,ch)2 ∣∣∣)
]
. (4.61)
After averaging over the Bloch sphere, we finally obtain
F (t) =
1
2
+
1
3N |f1,N (t)|+
1
6N |f1,N (t)|
2 −
− 1
6N
∣∣∣∣∣∣
N−1∑
i=2
N∑
j=1
e−βEjaj,ifi,N (t)
∣∣∣∣∣∣
2
+
+
1
6N
∣∣∣∣∣∣
N−1∑
i=2
N−1∑
γ=1
N∑
j=1
e−βEjai,j · fi,N (t) · f1,γ(t)
∣∣∣∣∣∣
2
+
1
6N
∣∣∣∣∣∣
N−1∑
i=2
N−1∑
i′=1
N∑
j=1
e−βEjai,j · fi,i′(t) · f1,N (t)
∣∣∣∣∣∣
2
. (4.62)
From Eq. (4.62) we see that in the limit of T → 0 we recover the usual ex-
pression for fidelity in Eq. (1.25). In Eq. (4.61) we have omitted, when not
squared, to include the arguments of the complex numbersAN1 , B
(N,ch)
2 , A
(N,ch)
2 ,
Ach1 and just left their absolute value, because the terms including these
quantities where going to disappear after the average over φ. The argument
of BN1 ≡ 1√N f1,N (t) has been omitted because one can include, as part of the
communication protocol, a choice of the external static magnetic field such
that arg(f1,N (t)) = 2pi [2]. The knowledge of the matrix elements in the
double-excitation subspace, becomes crucial in order to find the coefficients
of the time evolution in the double-excitation subspace.

Conclusions
Thorough this work, we have investigated the most general conditions
under which a physical system, and, in particular, a chain of interacting
spins, when used as a quantum channel, maximizes its probability of trans-
mitting a message from a sender state s to a receiver state r. We have been
motivated towards this investigation by the increasing interest raised by the
use of spin-chains as a quantum channel and by the fact that their practical
implementation appears to be on the way. Moreover, we have focused our
efforts on the long range model, and on finding the easiest-to-put-in-practice
strategies to enhance its performances. Indeed, this particular attention is
due to the fact that the systems belonging to this class, in particular the
dipolar interacting ones, exhibit a more realistic coupling, compared to the
nearest-neighbours model, despite it has been the class of spin-chains most
widely studied in literature.
With the aim of investigating the possible existence of peculiar features of
the long range interaction that can not be captured within the frame of
the nearest neighbour interaction model, and of achieving a deeper under-
standing of the mechanisms underlying the communication process, we have
started our investigation from the very beginning, searching for the require-
ments that a generic system should fullfill in order to maximize its trans-
mission fidelity. Within the context of this investigation, we have proved
that a necessary condition for maximizing fidelity, and, consequently, for
achieving perfect state transfer, is the mirror-symmetry between the por-
tions of the system involved in the communication process. Previously this
condition had never been explicitly enunciated, as, most of the times, it has
been investigated the linear chain of spins, which automatically fullfills this
symmetry requirement. Furthermore, in the previous literature, where the
mirror symmetry has been used as an auxiliary or preliminary condition as,
for example, in Refs. [22, 12, 10, 11], it has been considered a feature to be
extended to the whole system. Our investigation, instead, lead us to show
that the relevant portion of the chain, for the pourpose of quantum com-
munication, is the one spanned by the two lowest energetic eigenvectors of
the system which are the ones that carry the main part of the information.
Hence, the symmetry condition, only applies to this part of the chain and
not to the whole system.
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We have shown that, in case of generic energy spectra, analytic perfect state
transfer can be only achieved with a two spin-system, which also provides a
lowest bound to the transfer time of a spin-chain. Thus, the condition for
reaching perfect state transfer, moreover, in the shortest possible time ,or, at
least, for attaing this values, results to be using either using only two phys-
ical spins, which results unpractical due to the decrease of the interaction
strength with distance, or finding a way to localize the above mentioned cou-
ple of eigenvectors on the sender and receiver sites, regardless of the number
of spins in between.
Thus, by exploiting mirror-symmetry, the long range interaction and using
the two-spin system as a benchmark, we have outlined a simple procedure in
order to obtain a system which closely attains the ideal performances. Our
strategy consists in removing the sender and receiver nearest neighbours,
thus leaving two empty sites in the chain. This procedure leads to an higher
localization of the lowest energetic couple of eigenvectors on sender and re-
ceiver, due to the higher separation in energy between this couple of sites
and the rest of the chain. Indeed, not only the performances of the double-
hole chain approach the ideal two-spin values (i.e. perfect state transfer and
lowest transfer time), but, most notably, they are nearly independent of the
number of spins in the chain. In particular, the expected maximum value of
fidelity is independent of the actual length of the chain, as we would have
expected by closely approximating the two-spin system dynamics. More-
over, in comparison with the complete chain, the transmission fidelity is
significantly improved, and the transfer time is reduced to one third.
Furthermore, as, given a fixed transmission distance, both fidelity and trans-
fer time can be considered invariant under system scaling, the local reduction
of the interaction strength induced, in the system, by our scheme, can be
fully balanced. In case of weak interaction strength, in fact, we can play
with the density and the inter-spin distance in order to restore the coupling
strength to a value well above the noise treshold. For instance, in the worst
case, one can double the number of spins thus halving the inter-spin distance.
However, whatever correction of the interaction strength is needed, as the
value of the inter-spin distance remains within the same order of magnitude
as that of the complete chain, our system remains within the reach of the
same technology required for realizing the full chain. We emphasize that
this procedure can be carried out only with long range interacting sytem
and, in principle, can be applied to all the system which interact according
to a rν with ν > 1 force. Furthermore, this double-hole scheme can be
extended to all the higher excitation subspaces, and, in particular, we have
shown how to apply it to the double excitation sector. Within this sector,
we have found the mapping that allows to recover a double-index Hamilto-
nian from the initial four indexed one. This mapping is crucial in order to
compute the time evolution of the states and the fidelity of transmission.
The double-hole scheme in the double excitation sector allows to transmit,
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with near unitary fidelity, entangled states of the kind α |↓↓〉+ β |↑↑〉. This
result leads us to reduce the problem of near perfect transmission, in higher
excitation sectors, of multi-particle entangled states (i.e. of the GHZ [67]
kind) to a problem of finding the right mapping for the Hamiltonian in the
chosen excitation sector. For all the above mentioned reasons, we believe
that the double-hole procedure we have proposed is especially suitable for
practical implementations based on trapped particles, such as electrons in
Penning traps. This system combines an effective dipole-like spin-spin cou-
pling with an experimental control over interparticle geometry. Therefore it
may provide the ideal playground for the implementation of a spin-chain as
a quantum communication channel. Therefore, as a further investigation, it
could be interesting to calculate the different capacities of the double-hole
system, following the scheme outlined in Ref. [42].
However, bearing in mind other possible experimental realizations of a spin-
chain, less stable on infinitesimal temperatures compared to Penning traps,
within the context of the double-excitation sector investigation, we have
outlined the general procedure to follow in order to compute the transmis-
sion fidelity of a single-excitation state in presence of temperature. In this
case, when considering the state of the channel before encoding the mes-
sage, one has to take into account, besides the state with all spins down,
also a finite probability of having already one excitation travelling along the
chain. Hence, we have shown how the expression for fidelity generalizes to
this perturbed case, thus involving the double-excitation sector.
The results we have obtained about the long-range interacting systems,
lead us to envisage possible future developments of this investigation. In-
deed, our conclusions about perfect state transfer can be otherwise stated by
saying that it can be achieved only if sender and receiver form a maximally
entangled pair, and the information is carried by the only two Bell states
that conserve the total magnetization. From this point of view it could be
worth investigating the connections between perfect state transfer, the local-
izable entanglement (Refs. [68, 69, 70]), and the long distance entanglement
LDE (Refs. [71, 72]). Moreover, always bearing in mind the results obtained
in Refs. [71, 72] about LDE, it could be interesting to study its generaliza-
tion to long range chains and also the behaviour of its quantum correlations
close to quantum phase transitions (QPT)[73]. This would imply the inves-
tigation of antiferromagnetic dipolar spin chains which could exhibit very
peculiar features, as the nature of the interaction would naturally give rise
to frustration.
In conclusion, our procedure allows to obtain perfect state transfer with
minimal control requirements over the system, is straightforwardly general-
ized to higher excitation subspaces, does not depend on the number of spins
in the chain and improves the transfer time. Moreover it leads to a system
which is more stable against perturbations than a usual XXX complete
Heisenberg chain, as it strongly confines the system in the lowest energetic
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region of its phase space. Furthermore, even if, in the single excitation
subspace, the double-hole procedure is equivalent to the introduction of an
anisotropy along the z component of the coupling strenghts, hence to the
XXZ Heisenberg model, we note that this parallelism can not be extended
to higher excitation subspaces. In fact, in the single excitation subspace, the
configuration space of the system coincides with all the possible physical po-
sitions in which the excitation can be found, thus with the physical space.
Hence an action on the Hamiltonian, like the introduction of an isotropy
in the coupling strenghts, leads to the same result of our procedure, which,
instead, acts on the configuration space of the system. In higher excitation
subspaces, instead, as the configuration space and the physical space do not
coincide anymore, the anisotropy in the couplings does not lead to perfect
state transfer anymore, unlike the double-hole procedure.
Appendix A
The Matlab codes
All the results and the plots shown thorough this work have been ob-
tained by using the Matlab software. Hereafter we report all the programs
we have written and that have been used.
A.1 The single excitation sector
Here we report the main file written to compute the fidelity of the near-
est neighbour and of complete linear chain systems.
A.1.1 The fidelity as a function of time for NN and complete
chain
clear
for n=5:50
x0=[1;zeros(n-1,1)];
% according to the system investigated one of the two Hamiltonian is recalled
as H
H = Hami(n);
H=Haminn(n);
lambda=sort(eig(H));
figure(n*101)
plot(lambda,’db’);xlim([0.5,n+0.5])
title([’eigenvalues of the long range chain with n=’num2str(n)’ spins’])
% deltalambda is the difference between the two lowest eigenvalues
deltalambda=lambda(2)-lambda(1);
% we compute the fidelity as a function of time over two periods
max=4*pi/deltalambda;
% res=the resolution with which we compute the fidelity
res=max/1000;
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x = [];
for t=0:res:max
x=[x expm(-i*H*t)*x0];
end
time = [0:ris:max];
figure(n)
fid=(abs(x(n,:)).2)/6 +abs(x(n,:))/3 + 1/2;
plot(time,fid)
% the following is for the eigenvectors plot of N=10 spins in Fig. 3.4
[V,D]=eig(H);
x=1:n;
for i=1:n
subplot(2,5,i)
bar(x,V(:,i),0.4);xlim([0.5,10.5]);ylim([-0.8,0.8]);
title([’Eigenvector H number of spin=’,num2str(n),’ eigenvector ’,num2str(i)])
end
end
A.1.2 The NN Hamiltonian
function [H] = Haminn(n);
for l=1:n
for s=1:l-1
if abs(s-l)==1 m(s,l)=1/abs(s-l)3;
else m(s,l)=0;
end
end
end
% m=ground state energy
m=sum(sum(m))
for i=1:n
for k=1:n
if abs(i-k)==1 d(i,k)=1/abs(i-k)3;
else d(i,k)=0;
end
end
end
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% d(i)=all the interactions departing from the site i
d = sum(d(:,1:n));
% final matrix
for i=1:n
for j=1:n
if i==j H(i,j)= -m+2*d(i);
elseif abs(i-j)==1 H(i,j)=1/abs(i-j)3;
else H(i,j)=0;
end
end
end
A.1.3 The dipolar complete chain Hamiltonian
function [H] = Hami(n)
for l=1:n
for s=1:n
if s<l m(s,l)=1/abs(s-l)3;
else m(s,l)=0;
end
end
end
m=sum(sum(m));
for i=1:n
for k=1:n
if i==k d(i,k)=0;
else d(i,k)=1/abs(i-k)3;
end
end
end
d = sum(d(:,1:n));
for i=1:n
for j=1:n
if i==j H(i,j)= (-m+2*d(i));
else H(i,j)=1/abs(i-j)3;
end
end
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end
A.1.4 The maximum value of fidelity as a function of N : NN
vs complete dipolar chain
clear
for n=2:50
if n< 2
a(n)=0
else
x0=[1;zeros(n-1,1)];
H= Hami(n);
Hnn=Haminn(n);
lambda=sort(eig(H));
lambdann=sort(eig(Hnn));
deltalambda=lambda(2)-lambda(1);
deltalambdann=lambdann(2)-lambdann(1);
peak=pi/deltalambda;
peaknn=pi/deltalambdann;
% the interval on which we compute the fidelity now is centered around its
maximum expected value of fidelity and has an amplitude of 2 ∗FNmax(t)/2
1
2
p1=peak-peak/2(1/2);
p2=peak+peak/2(1/2);
p1nn=peaknn-peaknn/2(1/2);
p2nn=peaknn+peaknn/2(1/2);
res=abs(p1-p2)/1000;
resnn=abs(p1nn-p2nn)/1000;
x =[];
for t=peak-peak/2(1/2):ris:peak+peak/2(1/2)
x=[x expm(-i*H*t)*x0];
end
fidip=(abs(x(n,:)).2)/6 +abs(x(n,:))./3 + 1/2;
maxd=sort(fidip);
a(n) = maxd(1001)
xnn =[];
for t=peaknn-peaknn/2(1/2):ris:peaknn+peaknn/2(1/2)
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xnn=[xnn expm(-i*Hnn*t)*x0];
end
fidnn=(abs(xnn(n,:)).2)/6 +abs(xnn(n,:))./3 + 1/2;
maxnn=sort(fidnn);
b(n) = maxnn(1001)
end
end
figure(1)
plot(a,’db’)
hold on
plot(b,’or’)
A.1.5 The ring fidelity
clear
for n=2:40
x0=[1;zeros(n-1,1)];
Hr = Hamiring(n);
lambda=sort(eig(Hr));
if rem(n,2)==0
deltalambda=lambda(2)-lambda(1)
else deltalambda=lambda(3)-lambda(2)
end
max=2*pi/deltalambda
Max=2*max
res=max/1000;
x = [];
for t=0:ris:Max;
x=[x expm(-i*Hr*t)*x0];
end
timer = [0:res:Max];
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if rem(n,2)==0
disp(’n is even’)
fidring=(abs(x(n/2+1,:)).2)/6 +abs(x(n/2+1,:))./3 + 1/2;
else
disp(’n is odd’)
fidring=(abs(x((n+1)/2+1,:))).2/6 +abs(x((n+1)/2+1,:))./3 + 1/2;
end
figure(n)
plot(timer,fidring)
fr=sort(fidring);
frmax=fr(2001);
f(n)=frmax;
end
figure(1)
plot(f,’-o’) % the following applies for n=10
[V,D]=eig(Hr);
x=1:n;
figure(n*10)
for i=1:n
subplot(2,5,i)
bar(x,sqrt(V(:,i).2),0.4); ylim([-0.7,0.7]);xlim([0.5,n+0.5])
end
title([’Eigenvector Hr number of spin=’,num2str(n)])
A.1.6 The ring Hamiltonian
function[Hr] = Hamiring(n)
ang= 2*pi/n;
R =1/(2 *sin(ang/2));
for l=1:n
for s=1:n
if s<l m(s,l)=1/(2*R*sin(abs(s-l)*ang/2))3;
else m(s,l)=0;
end
end
end
m=sum(sum(m));
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for i=1:n
for k=1:n
if i==k d(i,k)=0;
else d(i,k)=1/(2*R*sin(abs(i-k)*ang/2))3;
end
end
end
d = sum(d(:,1:n));
for i=1:n
for j=1:n
if i==j Hr(i,j)= -m+2*d(i);
else Hr(i,j)=1/(2*R*sin(abs(i-j)*ang/2))3;
end
end
end
A.1.7 The single-hole fidelity as a function of time and of
the position of the hole
clear
for n=9:11
for p=2:n-1
% p is the position of the hole
x0=[1;zeros(n-1,1)]; Hh= Hamihole(n,p);
lambdah=sort(eig(Hh));
deltalambdah=lambdah(3)-lambdah(2)
maxh=4*pi/deltalambdah;
resh=maxh/1000;
x = [];
for t=0:res:maxh
x=[x expm(-i*Hh*t)*x0];
end
timeh = [0:resh:maxh];
figure(p*1000)
fidh=(abs(x(n,:)).2)/6 +abs(x(n,:))./3 + 1/2;
figure(n+n*p)
plot(timeh,fidh)
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title([’ spin fidelity for n=’,num2str(n),’ position of the hole= ’, num2str(p)])
fidhole=sort(fidh)
fidhole(n,p)=fidhole;
nmin=9
end
fidhole(n)
figure(1)
subplot(3,1, n-nmin + 1);plot(fidhole)
end
A.1.8 The single-hole Hamiltonian
function[Hh] = Hamihole(n,p)
for l=1:n
for s=1:n
if s<l & l =p & s =p m(s,l)=1/abs(s-l)3;
else m(s,l)=0;
end
end
end
m=sum(sum(m));
for i=1:n
for k=1:n
if i==k d(i,k)=0;
elseif i==p d(i,k)=0;
elseif k==p d(i,k)=0;
else d(i,k)=1/abs(i-k)3;
end
end
end
d = sum(d(:,1:n));
for i=1:n
for j=1:n
if i==j Hh(i,j)= -m+2*d(i);
elseif i =j & i==p Hh(i,j)=0;
elseif i =j & j==p Hh(i,j)=0;
else Hh(i,j)=1/abs(i-j)3;
end
A.1 The single excitation sector 101
end
end
Hh;
A.1.9 the double-hole fidelity
clear % the following variable is introduced only for indexing the figures
q=0
for n=5:50
% p and g are the position of the two holes
for p=2:n-1
for g=2:p-1
q=p+g*(n-1) ;
x0=[1;zeros(n-1,1)];
Hhh = Hamihole2(n,p,g);
lambdahh=sort(eig(Hhh));
deltahh=abs(lambdahh(4)-lambdahh(3));
maxhh=2*pi/deltahh
tmaxhh=maxhh/2
reshh=maxhh/1000;
x = [];
for t=0:reshh:maxhh
x=[x expm(-i*Hhh*t)*x0];
end
timehh =[0:reshh:maxhh];
fid=(abs(x(n,:)).2)/6 +abs(x(n,:))./3 + 1/2;
figure(q) plot(timehh,fid) end
end
end
A.1.10 the double-hole Hamiltonian
function [Hhh] = Hamihole2(n,p,g)
for l=1:n
for s=1:l-1
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if l =p & l =g & s =g & s =p m(s,l)=1/abs(s-l)3;
else m(s,l)=0;
end
end
end
m=sum(sum(m));
for i=1:n
for k=1:n
if i==k d(i,k)=0;
elseif i==p d(i,k)=0;
elseif k==p d(i,k)=0;
elseif k==g d(i,k)=0;
elseif i==g d(i,k)=0;
else d(i,k)=1/abs(i-k)3;
end
end
end
d = sum(d(:,1:n));
for i=1:n
for j=1:n
if i==j Hhh(i,j)=(-m+2*d(i));
elseif i =j & i==p Hhh(i,j)=0;
elseif i =j & i==g Hhh(i,j)=0;
elseif i =j & j==p Hhh(i,j)=0;
elseif i =j & j==g Hhh(i,j)=0;
else Hhh(i,j)=1/abs(i-j)3;
end
end
end
Hhh;
A.1.11 The maximum value of fidelity as a function of N :
double-hole vs complete chain
clear
for n=1:50 if n¡5 f(n)=0 & a(n)=0;
else
p=2
g=n-1
x0=[1;zeros(n-1,1)];
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Hhh = Hamihole2(n,p,g);
H=Hami(n);
lambdahh=sort(eig(Hhh));
lambda=sort(eig(H));
deltahh=lambdahh(4)-lambdahh(3);
delta=lambda(2)-lambda(1);
peakhh=pi/deltahh;
peak=pi/delta;
pm2hh=peakhh-peakhh/2(1/2);
pM2hh=peakhh+peakhh/2(1/2);
pm2=peak-peak/2(1/2);
pM2=peak+peak/2(1/2);
reshh=abs(pM2hh-pm2hh)/1000;
xhh = [];
i=sqrt(-1);
for t=pm2hh:reshh:pM2hh
x=[x expm(-i*Hhh*t)*x0];
end
fidhh=(abs(xhh(n,:)).2)/6 +abs(xhh(n,:))./3 + 1/2;
f(n)=max(fidhh)
res=abs(pM2-pm2)/1000;
xh= [];
i=sqrt(-1);
for t=pm2:res:pM2
x=[x expm(-i*H*t)*x0];
end
fid=(abs(x(n,:)).2)/6 +abs(x(n,:))./3 + 1/2;
a(n)=max(fid)
end end figure(1) subplot(2,1,1)
plot(f,’o’);ylim([0.997,1])
subplot(2,1,2)
plot(a,’o’);ylim([0.89,1])
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figure(2) plot(f,’o’);ylim([0.89,1])
hold on;
plot(a,’o’)
A.1.12 the transfer time: NN vs complete vs double-hole
clear
for n=5:300
p=2;
g=n-1;
Hhh = Hamihole2(n,p,g);
H=Hami(n);
Hnn=Haminn(n);
lambdahh=sort(eig(Hhh));
lambda=sort(eig(H));
lambdann=sort(eig(Hnn));
deltalambda=lambda(2)-lambda(1);
Tmax=pi/deltalambda;
Tid=(n-1)3*pi/2;
deltahh=lambdahh(4)-lambdahh(3);
Tmaxhh=pi/deltahh;
deltann=lambdann(2)-lambdann(1);
Tmaxnn=pi/deltann;
Deltatidhh(n)=Tid/Tmaxhh;
Deltatidcompl(n)=Tid/Tmax;
Deltatidnn(n)=Tid/Tmaxnn;
end
Deltatidhh(1:4)=[];
Deltatidcompl(1:4)=[];
Deltatidnn(1:4)=[];
Deltatidhh=Deltatidhh’;
Deltatidcompl=Deltatidcompl’;
Deltatidnn=Deltatidnn’;
figure(1)
plot(Deltatidhh,’db’,’Markersize’, 4)
hold on
plot(Deltatidcompl,’or’,’Markersize’,4)
hold on
plot(Deltatidnn,’ok’, ’Markersize’,4)
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title([’transfer time ratios])
A.2 The double-excitation sector
A.2.1 The double-excitation fidelity
clear
n=10
%in is the state with one exc. on the first dite and another on the second;
ind is the mapping function defined on a separate file
in=ind(1,2,n);
%initial conditions in N/2*(N-1) dimensional space
x02=[1;zeros(n*(n-1)/2-1,1)];
% according to the fidelity one wants to compute
H2d = Hamid(n);
% or H2dhh=Hamidhh(n,P,G)
% in this case P=N-2 and G=3
lambda2=sort(eig(H2d));
delta2=lambda2(2)-lambda2(1);
max2= 2*pi/delta2;
res=max2/1000;
Max=max2
x2 = [];
for t=0:res:Max
x2=[x2 expm(-i*H2d*t)*x02];
end
f=(abs(x2((n-1),:)).2)/6+(abs(x2((n-1),:)))/3+1/2;
time= [0:ris:Max];
figure(n) plot(time,f)
A.2.2 the double-excitation Hamiltonian
function[H2d]=Hamid(n)
for j=1:n
for q=1:j-1
mj(q,j)=1/((abs(q-j))3);
end
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end
mjj=sum(mj’);
for j=1:n
for i=1:j-1
gs(i,j)=1/((abs(i-j))3);
end
end
gs;
gs=sum(sum(gs));
for p=1:n
for i=1:p-1
ni(p,i)=1/((abs(p-i))3);
end
end
noo=sum(ni’);
for p=1:n
for q=1:p-1
for r=1:n
for s=1:r-1
if p==r & q =s H2(p,q,r,s)=1/((abs(q-s))3); elseif p==s & q =r H2(p,q,r,s)=1/((abs(q-
r))3); elseif q==r & s =p H2(p,q,r,s)=1/((abs(p-s))3); elseif q==s & p =r
H2(p,q,r,s)=1/((abs(p-r))3); elseif p==r & q==s H2(p,q,r,s)=-6*1/((abs(p-
q))3)+2*mjj(q)+2*noo(p)-gs;
else H2(p,q,r,s)=0;
end
end
end
end
end
H2;
for p=1:n
for q=1:p-1
for r=1:n
for s=1:r-1
H2d(ind(p,q,n),ind(r,s,n))=H2(p,q,r,s);
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end
end
end
end
H2d ;
lambda2=sort(eig(H2d));
figure(n)
plot(lambda2,’o’)
title([’eigenvalues H2d with n=’,num2str(n)])
[V2,D2]=eig(H2d);
x=1:n*(n-1)/2;
for i=1:n*(n-1)/2
figure(2)
subplot(2,1,1); bar(x,V2(:,1),0.4);xlim([0.5,n*(n-1)/2+0.5]);ylim([-0.8,0.8])
subplot(2,1,2); bar(x,V2(:,2),0.4);xlim([0.5,n*(n-1)/2+0.5]);ylim([-0.8,0.8])
title([’Eigenvectors H2d number of spin=’,num2str(n),’ eigenvector ’,num2str(i)])
end
A.2.3 The mapping function
function [ind]=ind(p,q,n)
ind=n*(p-q-1)-(p-q-1)*(p-q)/2 +q;
A.2.4 the double-hole Hamiltonian
function[H2dhh]=Hamidhh(n,P,G)
for j=1:n
for q=1:j-1
if i =P & i =G & j =P & j =G mj(q,j)=1/((abs(q-j))3);
else mj(q,j)=0;
end
end
end
mjj=sum(mj’);
for j=1:n
for i=1:j-1
if i =P & i =G & j =P & j =G gs(i,j)=1/((abs(i-j))3);
else gs(i,j)=0;
end
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end
end
gs=sum(sum(gs));
for p=1:n
for i=1:p-1
if p =P & p =G & i =P & i =G ni(p,i)=1/((abs(p-i))3);
else ni(p,i)=0;
end
end
end
noo=sum(ni’);
for p=1:n
for q=1:p-1
for r=1:n
for s=1:r-1
if p==r & p =P & p =G & q =s & q =P & q =G & s =P & s =G
H2(p,q,r,s)=1/((abs(q-s))3);
elseif p==s & p =P & p =G & q =r & q =P & q =G & r =P & r =G
H2(p,q,r,s)=1/((abs(q-r))3);
elseif q==r & q =P & q =G & s =p & s =P & s =G & p =P & p =G
H2(p,q,r,s)=1/((abs(p-s))3);
elseif q==s & q =P & q =G & p =r & p =P & p =G & r =P & r =G
H2(p,q,r,s)=1/((abs(p-r))3);
elseif p==r & p =P & p =G & q==s & q =P & q =G H2(p,q,r,s)=-
6*1/((abs(p-q))3)+2*mjj(q)+2*noo(p)-gs;
elseif p==r & p==P & q==s & q==G H2(p,q,r,s)=-gs;
elseif p==r & p==G & q==s & q==P H2(p,q,r,s)=-gs;
elseif p==r & p==P & q==s & q =G H2(p,q,r,s)=2*mjj(q)-gs;
elseif p==r & p==P & q==s & q =P H2(p,q,r,s)=2*mjj(q)-gs;
elseif p==r & p==G & q==s &q =P H2(p,q,r,s)=2*mjj(q)-gs;
elseif p==r & p==G & q==s & q =G H2(p,q,r,s)=2*mjj(q)-gs;
elseif p==r & p =P & q==s & q==P H2(p,q,r,s)=2*noo(p)-gs;
elseif p==r & p =G & q==s & q==P H2(p,q,r,s)=2*noo(p)-gs;
elseif p==r & p =P & q==s &q==G H2(p,q,r,s)=2*noo(p)-gs;
elseif p==r & p =G & q==s & q==G H2(p,q,r,s)=2*noo(p)-gs;
else H2(p,q,r,s)=0;
end
end
end
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end
end
H2;
for p=1:n
for q=1:p-1
for r=1:n
for s=1:r-1
H2dhh(ind(p,q,n),ind(r,s,n))=H2(p,q,r,s);
end
end
end
end
H2dhh ;
lambda2hh=sort(eig(H2dhh));
figure(3)
plot(lambda2hh,’o’)
[V2,D2]=eig(H2dhh );
x=1:n*(n-1)/2;
figure(1)
subplot(2,1,1);bar(x,V2(:,1),0.4);ylim([-0.8,0.8]);xlim([0.5,n*(n-1)/2+0.5])
subplot(2,1,2);bar(x,V2(:,2),0.4);ylim([-0.8,0.8]);xlim([0.5,n*(n-1)/2+0.5])
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