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1. Introduction 
Predictivism and Sample Reuse 
Seymour Geisser 
University of Minnesota 
The fundamental thesis of this paper is that the inferential emphasis 
of Statistics, theory and concomitant methodology, has been misplaced. By 
this is meant that the preponderance of statistical analyses deals with 
problems which involve inferential statements concerning parameters. The 
view proposed here is that this stress should be diverted to statements 
about observables. With regard to parameters we take the narrow view which 
relegates them at most to be components of a statistical model that are not 
capable of being observed or potentially observed. This is not necessarily 
to deny them their utility in many hypothetical frameworks but there has been 
a strong tendency to exaggerate their importance in statistical inference. 
Even such a compelling "parameter" as the speed of light is in some sense 
ostensibly capable of being measured (observed) though perhaps subject to 
error. In this sense it is at least a potentially observable entity. Other 
values which often are misdesignated as parameters are those defined as a 
function of a finite number of observables or potential observables which 
typically occur in sample survey situations. For example we may be trying 
to "estimate" the total response of a specific finite population by observing 
some random portion of that population. The unobserved responses are presum-
ably potentially observable (or the randomization is meaningless) and it is 
maintained that we are basically predicting them or some function of them. This is 
certainly within the realm of prediction though it is generally referred to as 
estimating a parameter of a finite population. Hence these two previously 
mentioned cases, measuring some physically meaningful constant and estimating 
functions of observables are within the realm of predictivism. It is our 
contention that in other cases the introduction of a convenient parametric 
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statistical model seems to impel statisticians to reformulate an experimenter's 
often imprecisely framed question concerning the data into a parametric analysis 
even when the parameters are completely artificial constructs. We then proceed 
to foist upon the unwary client "precise" statements about these too often non-
existent entities. This tendency is reinforced because we have too long been 
subjected to solutions to hypothetical problems which invariably begin 
"suppose we are interested in the estimation of a parametric function BLAH( 9)." 
This stress on parametric inference made fashionable by mathematical statis-
ticians has been not only a comfortable posture but also a secure buttress for 
the preservation of the high esteem enjoyed by applied statisticians because 
exposure by actual observation in parametric estimation is rendered virtually 
impossible. Of course those who opt for predictive inference i.e. predicting 
observables or potential observables are at risk in that their predictions can 
be evaluated to a large extent by either further observation or by a sly client 
withholding a random portion of the data and privately assessing a statistician's 
prediction procedures and perhaps concurrently his reputation. Therefore much 
may be at stake for those who adopt the predictivistic or observabilistic or 
aparametric view. But its relevance is clear. 
It was the burden of a previous paper Geisser (1971) to argue that most 
problems currently cast in terms of parametric estimation and testing could be 
more informatively reformulated in a predictivistic mode. A g~neral catalogue of 
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such problems was presented there and the Bayesian inferential approach stressed. .i 
In this paper we shall discuss the problem of prediction per se from a variety 
of structures ranging from high to low depending upon the amount of information 
infused into the model. In particular we will stress a new low structure approach 
termed predictive sample reuse. 
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2. High Structure 
The high structure approach to statistical prediction involves the tight 
apparatus of a prior distribution for the parameters involving known hyper-
parameters and a specified likelihood, i.e. a joint sampling distribution of 
observables, past and future, as it were. Hence we need assume that 
(x1, ... ,XN; XN + 1, ••• ·~ + M) or in a more compact notation (X{N) ;x(M)) has 
joint distribution F(x(N); x(M)le) where 9 is a set of unknown parameters. 
FurtheG a prior distribution on 9, say G(9IT1 is also assumed where the set of 
hyperparameters Tis known. The posterior distribution of 9 is then based on the 
observed X{N) = x (N~ 
(2.1) 
where 
(2.2) 
G(9lx(N) ,'f) = F(x(N)l!~ G(9j-r) 
F(x 11") 
F(x(N)I~) = J F( x(N)le) d G (al1). 
This then permits the calculation of the predictive distribution of X(M) given 
X(N) and T, resulting in 
(2. 3) 
where 
(2.4) 
P(x(M)lx(Nl'f) = J F(x(M)lx(Nle) d G(elx(Nl'f) 
(N) 
F(x(M) Ix 'a) = 
F(x(M);x(N) le) 
F(x (N) I e) 
The denominator of the above being the marginal sampling distribution of the 
observed random variables X(N). In essence, (2.3) represents the ultimate 
in statistical prediction and everything else is a summary of one kind or another 
of this distribution function. If point prediction is of interest then one might 
choose as a point predictor the pre~ictive expectation of (2.3) 
(2.5) E(X(M) lx(N )=X (N l 'f) 
or the median or the mode of (2.3) or whatever ensues from a particular loss function. 
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Often in this approach there is a necessary relaxation of the assumption 
that T is known. This is generally handled in one of two ways. First it is 
often the case that little loss in terms of incoherence is engendered by 
assuming an improper prior for the hyperparameter T. Hence a new predictive 
distribution is obtained by calculating 
(2.6) I (N) J I (N) P(x(M) X ) = P(x(M) X ' T) d G (T). 
A second approach, usually associated with empirical Bayes procedures, is to 
"estimate" T from the marginal distribution F(x(N)IT) given in (2.2) by 
maximum likelihood or the method of moments or any other convenient procedure. 
This then results in an approximate predictive distribution 
( I (N) ") . di P x(M) x , T and a point pre ctor, say, I (N) E(x(M) x , ') • 
Historically there have also been two other high structure approaches. The 
first by Fisher (1956)was termed fiducial inference and the second Fraser (1968) 
termed structural inference. These generally require for their implementation, a 
. . 
I i 
~ 
much more restrictive sampling distribution and an assumption of complete ignorance ..._ 
concerning 9 which in turn implies the absence of T. Here one would calculate 
the fiducial or structural distribution w(0lx(N)) and then compute the pre-
dictive distribution of X(M)' 
(2.7) P/x(M) lx(N)) = J F(x(M) lx(N~ 9) d q, (elx(N)). 
... 
This type approach is at most valid only under stringent assumptions. Many 
statisticians have questioned its validity entirely. Recently Barnard (1975) has ~ 
developed a pivotal approach to parametric inference. His approach, as demonstrated 
by Hinkley (1975), can easily be adapted to a predictivistic mode by finding pre-
dictive pivots. It appears also to be capable of incorporating certain types of 
prior information. 
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3. Intermediate Structure 
The classical (Neyman-Pearson) approach only assumes (X(N);X(M)) 
F(x(Nix(M)la), i.e. a sampling distribution and enough structure on the 
distribution so that one can compute, independent of 9, 
- ( ) -
Pr Lx{M) E A(X N )..J = p. 
This of course in not a probability statement for X(N) = x(N), as in the Bayes 
approach. Here p represents the degree of confidence that X(M) EA (x(N)), 
p being a valid probability in the sense of the long-term frequency of 
repetitions from the joint set of random variables (X(N);x(M)). In other 
words p is the proportion of times in the long run that X(M) EA (x(N)) 
and is interpreted as the confidence one has in X(M) EA (x(N)) once 
x(N) = x(N) has been observed • This is usually referred to as a tolerance 
interval in the statistical literature. For example, if we are dealing with 
the problem of predicting the N + 1 observation ~ + 1 from the first N 
observations, x1 , ••• ,~ and assume that [Xi} i = 1, ••• , N+l are iid N(0,1) 
N 
- -1" then one notes that for XN = N LJX. 
. 1 1. 1.= 
(3.1) XN-XN+l --N(O, l+N-1) • 
From (3.l) we obtain 
(3.2) 
x.._ -x 
r -""N+ l N j- ,- J 1 J -- 1j 
Pr L as: / _1 s: b = Pr L ~+a ~+N- ,;; ~ 1s: ~+b l+N-
"· l+N 
= t (b) - I (a)= P, 
where t (y) is the standard normal distribution function. 
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While (3.2) is a probability statement, once we observe XN = x... N and 
calculate the limit~ this now becomes a confidence statement and has only the 
restricted interpretation discussed before. 
A point predictor is usually obtained by inserting in E(X(M}lx(N) = x(Nia) 
an estimate 0 (x(N)) for 9 - the expectation being taken over the conditional 
sampling distribution. 
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Another approach, having its roots in Fisher's work (1956), termed predictive ..J 
likelihood, has recently been independently introduced by Hinkley (1975) and 
Lauritsen (1974). Here as in the fiducial approach, sufficiency though in an 
extended sense, plays the key role. It is assumed that (X(N);X(M}) have 
likelihood L(x(N);x(M)le) which admits a minimally totally sufficient 
reduction of the data. In the case of independent and identically distributed 
random variables a minimal sufficient reduction need only be available. In 
this latter case as pointed out by Fisher (1956), a minimal sufficient statistic 
is a function of the individual sufficient statistics from any portion of the entire 
sample. The concept of a totally sufficient statistic introduced by Lauritsen (1974) 
permits extension of this result to the more general case of dependence. 
Let s = s(X(N)) and N ( 
(N) ) 
sN+M = s X , X(M) be the set of totally sufficient 
statistics for 9 based on the random variables to be observed and those that are 
to be observed and predicted, respectively. Then one can obtain, independent of _. 
9, the conditional probability function 
(3.3) 
which is now defined as being proportional to the predictive likelihood i.e. 
6 
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(3.4) 
This is then treated as is the usual L(xf9) where now X(M) takes on the role 
of a. For the fixed value x(N), the predictive likelihood orders the 
plausibility for various values X(M) = x(M)· For a simple example, consider 
X., i = 1, ••• , N +Mas Bernoulli iid random variables where 
1. 
P(X.=1) = 1-P(X.=O) = 9. If r out of the first N are l's, we can order 
1 1 
possible predictive values for the number of l's, say t, in the next M 
N M 
trials. Defining R = 6 X. , T = /J X__ • , which are sufficient, we can compute 
i=l 1 i=l--N + 1 
in a simple fashion 
(3.5) P [R=r(R+T = r+tJ = 
which is used to order the plausible values for t=O, ••• ,M. 
A point predictor can conceptually be obtained by maximizing the predictive 
likelihood. In the case where M > 1 and the random variables are iid, it is clear 
that prlk {x(M)) will have multiple maxima due to the exchangeability of the 
likelihood. This must be so and should be no cause for concern. In the 
previous example though, there may be a unique maxima at some value of t 
and be adequate if t is to be predicted. It is clear, however, that if the 
individual XN+l'•••, ~+Mare to be predicted and the maximum was at t = t 0 ,say, 
then every partition of x x into t l's and M-t O's would also yield N+l' • • •' N+M o o 
identical maxima of the prlk (x(M)). 
For a variety of interesting applications of predictive likelihood to 
standard statistical situations, the reader is referred to Hinkley (1975). 
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4. Low Structure and Assessment 
Before actually discussing techniques available in low structure situations 
it will be useful to review a very old and informal method of considerable 
value in comparing point predictors. Suppose several predictors are suggested 
for a set of data, then a fruitful comparison of them may be accomplished by a 
validation technique. The sample x(N) is randomly divided into two parts 
(N-n) ( ) (n) 
x = x1 , ••• ,xN-n and x = (~-n+1 , ••• ,~) called the construction sample 
and the validation sample respectively. Assume also that associated with each 
sample point xi is a known value zi. The data analyst then computes the com-
peting predictors from the construction sample obtaining, say, 
x .. (x(N-ni z(N-n); z.) = x .. as the 1th predictor for the value x. at known value 
Jl. J Jl. J 
zj' j = N-n+l, ••• , N; i = 1, ••• , K where K represents the number of predictors 
to be compared, and z'N-n) = (zl, ••• ,zN-n). First the residuals ,. x . . - x. = r .. J 1. J J 1. 
are computed and then the empirical distribution functions of residuals are 
plotted for each predictor. A comparison of these empirical distribution 
functions will shed much light in determining which predictor is most appropriate. 
Sometimes when the validation sample is not very large a relevant summary measure 
of the predictive discrepancy is adequate for comparison. 
compute the predictive mean squared error 
For example we might 
N 
lj 2 r .. i=l, ••• ,K. 2 = (N-n)-1 Si j=N-n+l 1.J 
This procedure is generally useful only when a reasonably large number of observa-
tions is at hand. This is often not the case. Also the procedure seems 
inefficient in that it does not extract all of the information in the data. To 
overcome this a technique which is referred to as simple cross-validation may be 
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substituted. 
L (N-1) ( ) . h d. -et x. = x 1 , ..• ,x. 1 , x. 1 , .•• ,x... wit correspon 1.ng J J- J+ N 
(N-1) Z. = (z1 , •.• ,z. 1 , z. 1 , ••• ,z.) be the data set with the J J- J+ J 
.th b . J o servation 
omitted. Now for each predictive function we compute the predictor 
x .. = x .. {x. (N-li Z. (N-li z.) for the omitted observation x. 
Jl. Jl. J J J J and repeat 
,. 
this for j=l, ••• ,N for each predictor obtaining r .. =x .. -x .• Similarly 1.J Jl. J 
as in the validation set up, we are in a position to compare for each 
predictor its empirical distribution function or a relevant sunnnary measure 
of predictive discrepancy. However in the case of simple cross validation we 
have N residuals for each predictor instead of n as in the validation 
case. One caution is in order -- in the validation case the residuals are 
dependent only by virture of the same predictive function while in the 
simple cross-validation some further algebraic dependence creeps in as a result 
of using the data repetitively. On the other hand the simple cross-validation 
assessment uses all of the data while the validation assessment only uses a 
sample of the data. Notwithstanding, the cross-validatory assessment procedure 
is certainly very useful for the comparison of predictors generated from various 
structural assumptions as the basic dependence is the same for all of them. 
However there are situations where specification of a particular sampling 
distribution and the resultant predictor based on such assumptions may be 
fraught with peril. When a particular sampling paradigm becomes difficult or 
impossible to identify, and yet prediction is necessary, data analytic techniques 
based on minimal assumptions need come to the fore. One such technique, termed 
predictive sample reuse (PSR), Geisser (1974a,1975a) or cross-validatory choice, 
Stone (1974a),is currently a leading candidate for a satisfactory resolution 
9 
of this low structure case. It may also be of service in what are basically 
higher structure situations as we will detail later. First of all the PSR 
method, when flexibly used, is very likely to be robust for a variety of 
sampling paradigms. A second feature is that it simulates the 
predictive process upon itself in some optimal fashion often using some 
structural hints. It is even capable in one of its manifestations of com-
paring a variety of approaches. Essentially the goal is to predict a future 
observation or set of 9lCh, or some function of them. For the purposes of 
this exposition we shall restrict ourselves to a single future observation with 
a form arbitrarily chosen for predicting it as 
(4.1) x = x(x,z,z;u) aEO 
where a is some set of unknown values, X = (x1 , ••• ,~) represents a sample 
of size N and with each x. is associated a known zi, and Z = (zl, ••• ,zN). 1. 
It must be stressed that in this approach a is not a platonic ideal nor in 
any sense a true value of paramount importance. It is to be regarded as merely 
a convenient way of forming a predictive function. Let p(N-n) i represent the 
· 
th 
. . f h 1 1. partition o t e samp e N-n retained and n omitted observations 
0 < n ~ M, where M is the largest integer such that the predictive function 
(4.1) can be formed with N-M observations. More precisely, the observational 
set X and the set Z with which it is associated are partitioned such that 
(4.2) P (N-n) _ (x(N-n) i - ir ' 2(N-n). ir , 
· h · th · · b 1 · is t e 1. partition e onging to a set 
schema of observational omissions where 
x(n) 
io , z~n~) 1.0 
r of partitions relevant to a particular 
(x~N-n) z~N-n)) 
1.r ' 1.r and 
(x~n) 
1.0 ' 
z{n)) 
io 
represent the N-n retained and n omitted data sets, respectively. Let the 
total number of such partitions be P(N, n, r), or simply P. The specified 
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predictive function is then applied to the retained observations for 
prediction of the omitted observations for each partition with the un-
known set of values a estimated by means of optimizing an average 
discrepancy measure, say, 
( ) -1 -1 ): d(X(n) X(n)(X~N-n) Z~N-n) Z~n). a)) DN n a = P n .' . ..J i o ' i o 1.r ' 1. r ' 1.0 ' 
' iEf 
(4.3) 
where each element in the set x~n) is the form of the predictive function 
1.0 
and d is a measure of the discrepancy of the set of values X~n) from 
1.0 
the set of predicted values X~~) for given a. DN,n(a) is then optimized 
with respect to o in some sense. On the basis that this leads to a 
solution say, a, we obtain the predictor x = x(X,Z,z;a) = 1. 
When predictive functions are to be compared irrespective of their 
generation one can use a cross-validatory assessment. For a given discrepancy 
measure we could consider for the i th partition the set of retained obser-
vations and associated values (x~N-n) i.r ' Z
(N-n)) d . . h" . 
. an part1.t1.on t 1.s 1.nto two 
ir 
sets (x(N-2n) z(N-2n). x(n) irr ' irr ' iro' From this reduced set of N-n observa-
,. 
tions and associated values we would, as previously, obtain an ai and 
compute the discrepancy (not necessarily based on the same d as was used 
to obtain the predictor) between the values predicted for the n omitted 
observations and the actual observations themselves. Repeating this for each 
i we would then compute an overall discrepancy measure 
(4.4) D* = p-ln-1 " d(x<. n) x"'(n) (x(_N-n) z(N-n) z<. n). ,. ) ) N-n L..J 1.0' io 1.r ' ir ' 1.0 'ai iEr 
for each predictive function. This measure then would be relevant to assessing 
either different predictive functions or various estimators of a in terms of 
predictive discrepancy for the same predictive functions. We also note that 
comparisons other than the average * DN-n can be utilized, e.g., empirical 
11 
distributions of the discrepancy can be compared for several predictors. A 
variety of applications of PSR can be found in the following papers, Geisser 
(1971.ia, 1974b, 1975a, 1975b), Stone (1974a, 1974b). Here we shall only present 
one such very simple application involving a data based predictor which is to 
be combined with limited prior information. Let the predictive function be 
f =uh (x) + (1-a) g 
where g represents a prior guess at the value to be predicted and h (X) the 
data based predictor. We shall use the squared discrepancy measure, with a 
one-at-a-time omission schema so that 
(4.6) -1 N 2 DN 1 (a) = N ~ (ahj + (1-a) g-x .) 
, j=l J 
where h. 
J 
is of the form h, but based on N-1 observations, i.e. 
been omitted. Maximization of DN,l (a) with respect to a yields 
where 
(4.8) 
,.. 
f = h if a~ 1 
= g if & s; 0 
= & h + (1-&)g 
A 
Q= 
N 
.Y': (h. -g){x. -g) j';;l J J • 
N 2 fei <\-g) 
otherwise 
In particular if h = x then for s
2 
= (N-1)-1.f (x.-x)2 and 
J=J. J 
2 _ 2 2 
t = N(x-g) /s 
12 
x. has 
J 
i 
w 
' . 
... 
.. 
... 
... 
A t 2 - 1 if t 2 > 1 
(4.9) 
U= 
t 2 + (N-1)-l 
=0 otherwise. 
This procedure has the property that if the sample mean is within one 
sample standard deviation of the mean from the prior guess g one uses g 
otherwise one uses the linear combination. Further as the distance between 
the sample mean and g increases relative to the sample standard deviation, 
greater weight is attached to the sample mean. Moreover as N increases the 
predictor tends asymptotically to the sample mean. 
In many applications it would appear that observational omissions one-at-
a-time are appropriate. However there are some applications where this may 
not be the case. This point and others involving various schemata of omissions 
and choice of relevant partitions are discussed in Geisser (1975a). 
There have also been various attempts to extend PSR point prediction to 
sets, intervals and regions. It is not yet clear as to how satisfactory any of 
these methods are. Pertinent references are Geisser (1974b), Hinkley (1975), 
Butler and Rothman (1975) • 
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5. An Application 
We now illustrate how some of the previous methodology might be applied 
in practice to what may be termed a simple survival situation. Suppose we 
have a random sample x1 , ••• ,XN on an exponential random variable X whose 
density is 
(5.1) µ > 0, X > 0. 
Further suppose our prior objective or subjective information is subsumed in 
a prior density for µ, 
(5.2) p{µ) 6-1 -yµ ex: µ e ' y > 0, 6 > o. 
Here µ takes the place of 9 in the high structure Bayesian approach and 
T = {6,y). Our interest is in predicting a value ~+l for the random future 
observation XN+l given the previous N observaticns x(N), say. Then the 
predictive density for XN+l is easily calculated to be 
(5.3) 
= (N + &){Nx + y)N+&/{Nx + y + ~+l)N+&+l z > 0, 
where x is the sample mean and p{µlx(N)) is the posterior density of 
given the previous N observations x(N)_ Hence our forecast about XN+l 
µ 
involves the hyperparameters y and 6 which enter the problem via the 
distribution of the parameter µ. Before any observations are taken one can 
also find the predictive (marginal) density of the generic variable X, namely 
(5.4) f(x) = J f(xlµ)p{µ)dµ 
6 6+1 
= f>y /{y + x) , X > 0. 
Hence it is convenient and more appropriate from the predictive view to think 
14 
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about these hyperparameters in terms of predicting X before any 
observations are taken rather than in how they modulate the assumed 
prior distribution of µ. Therefore, prior to the sample, we have 
(5.5) E(X) = y/(6 - 1) = g 
var{x) = 6y2 /(o - 2)(0 - 1) 2 = g2 (1 + a)/(1 - a) 
where a= (& - 1)-1 . 
Clearly Var(X) exists for O < a_< 1, and E(X) exists for Q > 0 
while the distribution exists for all Q * [-1,0]. Hence if one could 
frame his prior opinions about the potentially observable values of X 
in terms of its expectation and variance then one can easily execute the 
whole predictive process by solving for the appropriate values 6 and y 
from (5.5) and substituting them in (5.3). 
It is to be noted that (5.3) and (5.4) were obtained from (5.l) and 
(5.2). However, for the predictivist who 'WOUld prefer to start from (5.1) 
and (5.4) in terms of convenience of framing his predictions this is 
somewhat awkward. Interestingly enough in this case starting with £(xiµ) 
and f(x) is sufficient to obtain p(µ) and f(xN+llx), which is a more 
logical and appealing approach for the predictivist. This is possible here 
. -1 
because f(x) is the unique Laplace transform of µ p(µ). 
Now as we mentioned previously positing all of these assumptions yields 
the requisite information for ma.king probability statements about a future 
value provided that one has specified values for g and a. However while 
one may often be willing to hazard a guess at g, one may be far less 
willing to specify a value for a. So in further analysis of this problem 
we may be in a position such that some of the parameters of T are assumed 
known and others unknown. Assume then that g is known but not a. 
15 
One approach for estimating a or 6 is from the marginal density 
(5.6) 
Since we assume 
= 
f(N+6) /) 
r( 6) [Nx+vt+0 
_...:L k 1 g - 8_1 is nown we et 
(5.7) f ( Y l , • • • , YN I o ) = r(N+o) (0-1) 6 
r(o) [Ny+o-l]N+o 
N 
N 
and obtain for Ny = 'E Yi 
i=l 
Clearly ~ Y =S is sufficient for 6 in the above likelihood. The density i~ i 
of S is then easily obtained to be 
(5.8) f(sl&) = (6-1)6 f(N+&) sN-1 
f(N) f(o) (s+6-l)N+5 
which implies that QS -S2 (as; N, 6) a Beta distribution of the second kind. 
The method of moments essentially fails here to yield a sensible estimate e.g. 
E (s) = N, which is uninformative relative to 6 or a. Use of higher moments 
,. 
tEDi; to restriet the range of 6 and renders it unreasonable as an estimator. 
The reason that moment estimators are basically inappropriate here is that they 
assume the existence of the moments used and hence tend to presume a restriction on 
the range of 6, whose restriction on the outset is 6 > 1. One can use however 
maximum likelihood estimation. Hence we calculate 
(5.9) ologf =log 6-1 + _6_+ .!+ _1_ + ••. + 1 N+6 
o 6 s+o-1 6-1 6 6+1 N-1+6 - s+o-1 
,. 
and one would have to find by one means or another 6 satisfying 
,. 
ologf 
00 = o. 
An explicit solution for 6 seems impossible to achieve. One can approximate 
(5.9) by using the Euler-Maclauren sum formula so that we obtain for large N 
16 
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(5.10) ologf. 00 
6 6 N+6 
o-1 - log6-l + logs+o-1 
N+6 1 1 
s+o-1 + 26 - 2(o+N) 
This is still quite formidable and when set equal to zero still does not yield 
an explicit solution for 6. 
We now show how PSR may be of service even in this high structure 
situation. Suppose we were to predict a single value xN+l from (5.3) using 
the predictive mean 
(5.11) E(~+l Ix = x) = (oN~ + g)/ (a N+l). 
Apply the PSR method for the estimation of a using (5.11) as a predictive 
function and squared discrepancy with one-at-a-time omission schema so that 
(5.12) 
where is the mean of the observation with x. omitted. Minimization of 
J 
DN 1(a) with respect to a yields , 
,. t 2-1 t2 > 1 a=-N- for 
(5.13) ,. 
a=O for t2 ~ 1 
2 -1 N where t2 = N(g-x) 2/s2 and s = N i~ (x. -x) 2 • Hence PSR may be used to ]. 
generate estimates even in the high structure case. On the other hand using 
(5.11) and (5.12) as a predictive function and discrepancy measure respectively 
yields a PSR predictor 
(5.14) XN+l = (a Nx + g)/(; N+l) 
that does not strictly depend on high structure assumptions. In fact it may be 
robust for a variety of high structure assumptions which result in a predictive 
expectation approximately equal to (5.11). Actually if one did not use any high 
17 
structure hint for a predictive function for this problem but merely used a 
convex combination of sample mean and prior guess 
(5.15) XN+l = u* x + (1-a*) 0 ~ a* ~ 1, 
then the result for a* was already obtained in section 4 as 
,. 
(t2-1) X + N~l g 
if t 2 > 1 XN+l = t 2 + (N-1)-l (5.16) 
= g if t 2 ~ 1 
This may be contrasted with 
turns out to be 
(5.14) when the value for 
(t2 -1) x + g 
= t2 
(5.17) 
= g 
,. 
a is inserted which 
t 2 > 1 
t 2 ~ 1. 
The predictor in (5.17) isweightEd slightly more towards x than (5.16), 
-1 but in fact they are asymptotically equivalent to order N • In any practical 
example there would probably not be much to choose between them. 
It is also to be noted that the intermediate structures are difficult or 
impossible to apply in situations such as this one where there may be some 
prior information that should be taken into account. 
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6. Remarks 
• A somewhat abbreviated exposition of the predictivistic view has been 
presented. This view is not a mode of inference as such but can be 
implemented from a variety of inferential modes. It stems from the 
attitude that inferences should be restricted to potentially observable 
entities unless compelling reasons to contrary exist. In conformance with 
this view we have presented various ways, arising from different standpoints, 
of implementing ·the predictive approach. In particular a recently developed 
low structure approach PSR has also been delineated in somewhat greater 
detail, which should be of great value in many situations and need be 
added, we believe, to the toolkit of every statistician. 
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