Resource estimate for quantum many-body ground state preparation on a
  quantum computer by Lemieux, Jessica et al.
Resource estimate for quantum many-body ground state preparation on a quantum computer
Jessica Lemieux,1 Guillaume Duclos-Cianci,1 David Sénéchal,1 and David Poulin1, 2, 3
1Département de Physique & Institut Quantique, Université de Sherbrooke, Québec, Canada J1K 2R1
2Canadian Institute for Advanced Research, Toronto, Ontario, Canada M5G 1Z8
3Quantum Architecture and Computation Group, Microsoft Research, Redmond, WA 98052, USA
(Dated: June 9, 2020)
We estimate the resources required to prepare the ground state of a quantum many-body system on a
quantum computer of intermediate size. This estimate is made possible using a combination of quantum
many-body methods and analytic upper bounds. Our routine can also be used to optimize certain design
parameters for specific problem instances. Lastly, we propose and benchmark an improved quantum state
preparation procedure. We find that it reduces the circuit T-depth by a factor as large as 107 for intermediate-
size lattices, which makes it reachable in the NISQ era.
Introduction Quantum many-body systems are notori-
ously difficult to simulate on classical computers. This
observation led Feynman to suggest that they could
be efficiently simulated using quantum computers in-
stead [1]. The dynamics of quantum systems are dictated
by Schrödinger’s equation, which results in a unitary time
evolution. Beginning with Lloyd [2] and Aharonov and Ta-
Shma [3], the design of increasingly efficient quantum cir-
cuits solving Schrödinger’s equation has been an intensive
area of research in the past decade (see e.g. [4–15]).
Beyond the dynamics, the simulation of a quantum sys-
tem also requires setting initial conditions. Of particular
interest are properties at low temperature, where, to a
good approximation, the system is initially in its ground
state. Thus, to solve the static problem, a quantum cir-
cuit must be constructed that maps a fiducial initial state
(say the all-zero state) to the ground state of the system
of interest. This problem is generally QMA-complete [16–
19], so the existence of a general-purpose efficient proce-
dure is believed to be impossible. Nonetheless, heuristic
methods have been proposed [3, 20–22] that could be effi-
cient for specific physical systems, and exponential-time al-
gorithms [23, 24] could be sufficiently fast for intermediate-
size problems.
The situation is somewhat reversed when it comes to clas-
sical computers. There, on the one hand, a host of meth-
ods have been devised to approximately solve the static
problem. These include density functional theory, quan-
tum Monte Carlo, and tensor-network methods, to name a
few (see e.g. [25–27] for reviews). On the other hand, the
growth of entanglement in time typically makes it impossi-
ble to classically simulate the dynamics of quantum many-
body systems.
The goal of this article is to compare and optimize various
approaches to provide an estimate of the resources (number
of gates) required to solve a quantum simulation problem
on an intermediate-size quantum computer, say of a few
hundred qubits. For the sake of concreteness, we study the
Hubbard model, the paradigmatic model of strongly cor-
related electrons. We will also focus on a specific, gen-
erally non-efficient algorithm to prepare the ground state
of this model; it is a discrete version [20] of the quantum
adiabatic state preparation [3, 28, 29] with basic compo-
nents that have also been presented in Ref [30]. For sim-
plicity, we consider a linear interpolation with an optimized
schedule. The latter provides a rough upper bound that can
surely be improved, e.g. by adding a symmetry-breaking
field to lift gapless modes [31]. The runtime of this algo-
rithm depends on static properties of the quantum many-
body system, which are usually unknown analytically. We
employ tensor-network methods to (approximately) solve
the static problem on a classical computer. Aside being use-
ful to benchmark the quantum algorithm, this classical side
computation could also be used to optimize certain param-
eters of the adiabatic state preparation algorithm, such as
deciding on an interpolation schedule. This idea of combin-
ing classical and quantum algorithm is often seen in Quan-
tum Approximate Optimization Algorithm (QAOA) for ex-
ample [32].
The Hubbard model The Hubbard model is defined by
the Hamiltonian
H(T,U) = T
∑
σ 〈i, j〉
(c†iσc jσ + c
†
jσciσ) + U
∑
i
ni↑ni↓ (1)
where the operator c†iσ creates an electron of spinσ = {↑,↓}
at site i, its adjoint ciσ is the corresponding annihilation
operator, and niσ = c
†
iσciσ is the number operator. The no-
tation 〈i, j〉 indicates nearest neighbor sites on a one- or
two-dimensional lattice. The constant T in the kinetic term
defines the energy unit and is henceforth set to T = 1. U
is the strength of the Coulomb interaction, limited to elec-
trons on the same site.
The kinetic term tends to delocalize electrons, and indeed
the limit U/T = 0 is easily solved as a free Fermi gas. At
the other extreme (T/U = 0), the electrons are perfectly
localized on each site at half-filling. In between these two
extremes, the kinetic and Coulomb energies are in compe-
tition and the solution is highly nontrivial. In fact, in the
thermodynamic limit, the ground-state phase diagram of
the two-dimensional Hubbard model is expected to feature
various broken-symmetry states (antiferromagnetic, super-
conducting, etc) depending on the electron density, with a
vanishing energy gap.
In this work, we set the value of U to be twice the number
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2of neighbors – e.g., U = 4 for a 1D chain, U = 6 for a ladder
and U = 8 for a 2D rectangular lattice – and consider a 10%
electron doping above half-filling, with an approximately
equal number of up and down spins. With this choice of
parameters, we expect our results to set some worst-case
scenario. Indeed, the systems should have a small gap along
the adiabatic path chosen, which defines hard instances for
the state preparation algorithm.
Discrete adiabatic state preparation The adiabatic algo-
rithm [28, 29] leverages a quantum computer’s ability to
simulate Schrödinger’s equation in order to prepare the
ground state of a target Hamiltonian H(τ) using the adi-
abatic theorem. This is made possible by beginning with
a Hamiltonian H(0) with a known and easy-to-prepare
ground state, and slowly morphing it into the Hamiltonian
of interest H(τ). The algorithm is efficient if H(t) has a
gap, ∆(t) = E1(t)− E0(t), polynomial in the system size at
all times 0≤ t ≤ τ.
In this work, we will use a discrete version of the adi-
abatic algorithm [20], reminiscent of the quantum Zeno
effect. Recall that the latter employs projective measure-
ments to freeze the unitary evolution of a quantum system.
Here, we instead use a sequence of time-dependent mea-
surements to drag the state of a quantum system that is
otherwise static. If the change in the measurement basis is
small at every step, the outcome is almost deterministic.
Concretely, we choose a discrete sequence of Hamilto-
nians H j , j = 0,1, . . . , L with corresponding ground states
|ψ0j 〉. Given the fidelity F j = |〈ψ0j−1|ψ0j 〉|2 between two con-
secutive ground states, we can express
|ψ0j−1〉=
Æ
F j |ψ0j 〉+
Æ
1− F j |ψ0j 〉,
where |ψ0j 〉 denotes a state orthogonal to the ground state
of H j . We define a binary projective measurement by the
projectors Q j = |ψ0j 〉〈ψ0j | and Q¯ j = I − Q j . If the system
is in state |ψ0j−1〉, then a measurement of {Q j , Q¯ j} will pro-
duce the outcome Q j with probability F j , causing the state
to collapse into |ψ0j 〉. Successively measuring for j = 1 to
L will produce the desired state |ψ0L〉 with a global success
probability p =
∏L
j=1 F j .
The binary measurement {Q j , Q¯ j} is a coarse-grained
energy measurement and can in principle be performed
from quantum phase estimation [33–35] using the time-
evolution operator U j = e−iH j t . Recall that this algorithm
is an effective way of estimating the eigenvalues eiφk of a
unitary operator U . A measurement accuracy ε requires a
simulation time of O ( 1ε ). In the present setting, we are in-
terested in distinguishing the ground state of H j from the
rest of the spectrum. Based on the above properties of quan-
tum phase estimation, the binary measurement {Q j , Q¯ j} re-
quires in general simulating the time evolution under H j for
a time t j = 1/∆ j , where ∆ j is the spectral gap of H j .This
can be though of as a manifestation of the Heisenberg time-
energy uncertainly relation.
Note that, because non-destructive energy measurements
are central to many quantum algorithms, other methods
have been devised recently to realize them [36]. Since the
relation between the complexities of these methods is rela-
tively well understood, our results can be easily translated
to any of these alternative methods by replacing t j by the
appropriate complexity metric. Whether based on a simula-
tion of time evolution or otherwise, in all cases, a circuit im-
plementation of the binary measurement {Q j , Q¯ j} requires
knowing the ground state energy E0j and the spectral gap
∆ j . We will return to this requirement when describing the
simulation method below.
In the following, we will estimate the complexity of state
preparation in terms of the total simulation time. For a
given Hamiltonian sequence {H j}Lj=0, the duration of a suc-
cessful state preparation is simply
ttotal =
L∑
j=1
t j =
L∑
j=1
1
∆ j
. (2)
The algorithm succeeds with probability p. To achieve any
desired overall success propability 1− ε, it needs to be re-
peated log(ε)/ log(1− p) times, resulting in a total time to
solution (TTS) [37] of
TTS(ε, {H j}) = log(ε)
log

1−∏Lj=1 F j
L∑
j=1
1
∆ j
. (3)
The TTS needs to be minimized over some family of
Hamiltonian sequences, and we adopt the following itera-
tive procedure: We initialize the sequence with two Hamil-
tonians {H0,H1} where H0 is the simple Hamiltonian (U =
0 in our case) and H1 is the Hamiltonian of interest. At iter-
ation L, we have the sequence {H j}Lj=0 and the correspond-
ing fidelities {F j}Lj=1, and for k = argmin jF j , we perform
the assignation
H j ← H j for j = 0 . . . k− 1 (4)
Hk← (Hk−1 +Hk)/2 (5)
H j+1← H j for j = k . . . L + 1. (6)
In other words, we add a Hamiltonian halfway between the
two Hamiltonians with the lowest fidelity in the sequence.
We end the procedure when TTS(ε, {H j}) has stopped de-
creasing for a sufficiently large number of iterations, i.e.
when we are convinced that the algorithm found the min-
imum. The latter defines the optimal trade-off between
space and time cost: Few repetitions of a long high-fidelity
iteration or several shorter iterations of lower fidelity.
Rewind procedure The above procedure has a finite
probability of failure, and in case of failure the whole state
preparation must be restarted from scratch. Here, we pro-
pose a modification to the algorithm which avoids such hard
reboots. The technique was introduced in [38] and used
in [21, 30, 31].
At step j, the register is in state |ψ0j−1〉 and the measure-
ment {Q j , Q¯ j} is performed. The outcome Q j (resp. Q¯ j) oc-
curs with probability F j (resp. 1−F j) and yields the state of
the next step |ψ0j 〉 (resp. |ψ0j 〉). Instead of rejecting this out-
3come and rebooting to j = 0, we alternate measurements
of {Q j−1, Q¯ j−1} and {Q j , Q¯ j}, and halt whenever Q j occurs.
Fi
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FIG. 1. The cost of the adiabatic algorithm with rewind procedure
for one step will be the sum of all paths that start at the top right
state and end at the top left one. The probability to follow a path
is given by the fidelity F and the cost of this part of the path is
given by the gap ∆ where the arrow ends.
It can easily be shown [38] that the probability of a
Q j−1↔Q j or a Q¯ j−1↔ Q¯ j transition is F j , while the other
transitions Q j−1 ↔ Q¯ j and Q¯ j−1 ↔ Q j have complemen-
tary probabilities 1 − F j . Thus, each step in the Hamilto-
nian sequence can be seen as a random walk on the graph
depicted on Fig. 1, with initial condition |ψ0j−1〉 and absorb-
ing state |ψ0j 〉. The cost of each transition is given by the
inverse of the spectral gap∆ of the target state. These con-
siderations lead to a simple geometric series for the average
time T j to realize step j:
T j =
F j
∆J
+2
∞∑
k1=1
k1∑
k2=0
(1−F j)2k1 F2k2+1j
 k1 + k2 + 1
∆ j
+
k1 + k2
∆ j−1

. (7)
The average of the TTS is TTS({H j}) =∑Lj−1 T j , and can be
minimized over Hamiltonian sequences {H j} following the
procedure described in the previous section.
Qubitization The preparation cost is a function of the
gap and path of evolution, but the complexity of the whole
preparation also depends on the implementation of the
time-evolution operator. In [36], a unitary walk operator
W = exp{i acos(Ht)} is introduced with an efficient imple-
mentation. The Hamiltonian is renormalized and maps to a
higher-dimensional space which impacts both the gap and
the states:
∆Wj = acos

∆
N j

, (8)
where N j is the normalization of the Hamiltonian
H¯ j = H j/N j . For more details on qubitization applied in
this context, see Ref [30].
This method affects the success probability and the gap in
an instance-dependent manner. Thus, we cannot formally
evaluate its impact on the cost. To assess the efficiency of
the algorithm, we performed numerical simulations.
Simulation method To evaluate the resources required
for a given state preparation scheme, we need to know the
gap of every Hamiltonian in the sequence and the fidelity
between the ground state of two consecutive Hamiltonians.
For small lattices, these can be computed by Lanczos ex-
act diagonalization [39]. However, we are interested in
systems of up to a hundred qubits for which exact diago-
nalization is impossible. To deal with such system sizes,
we use the density matrix renormalization group (DMRG,
see [40] for a review), a tensor network method that repre-
sents quantum states by one-dimensional networks known
as matrix product states (MPS). DMRG is thus the method
of choice to study one-dimensional systems numerically,
or two-dimensional systems of small width. The method
has been implemented using the ITensor C++ library [41].
While the results are approximate, we validate the small-
size instances with exact diagonalization. The nearly per-
fect agreement observed leads us to trust that they provide
reliable estimates for larger systems.
This simulation method is not only of interest for clas-
sically benchmarking the quantum state preparation algo-
rithm but, more broadly, can be used to optimize the Hamil-
tonian sequence. In addition, the circuit implementation of
the projective measurement {Q j ,Q j} requires an accurate
estimate of the ground state energy and spectral gap of H j .
While these could potentially be obtained from the quan-
tum algorithm itself with some extra cost, it is reasonable
to assume that, for intermediate size quantum simulations,
classical methods will be sufficiently powerful to provide an
accurate solution to the static quantum problem.
Numerical results To obtain a general estimate of the re-
source scaling, we applied the numerical method outlined
above to the Hubbard model on systems of various shapes
and sizes, ranging from 2 to 65 sites. Some shapes, such
as a square system, have additional ground state degenera-
cies because of discrete symmetries. For simplicity, we ex-
plicitly discarded such systems. The problem could be cir-
cumvented by using a symmetry-breaking field [31], or by
using an initial state in a fixed symmetry sector and using a
Hamiltonian sequence that preserves this symmetry.
In all cases, the initial Hamiltonian H0 was obtained by
turning off the Coulomb interaction U . The corresponding
ground state is a fermionic Gaussian state which can be eas-
ily prepared on a quantum computer [7].
To adiabatically reach the final Hamiltonian, we perform
a linear interpolation. It has been shown that this is gener-
ally not an optimal path [31], but it has the advantage of
simplicity and universality.
The improvement brought by the rewind procedure alone
is shown in Fig. 2 and the gain when added to qubitization
is shown in Fig. 3. Regarding the reliability of DMRG, we
observe that for 1D systems, DMRG is in near perfect agree-
ment with exact diagonalization. The gap agrees with exact
diagonalization in all cases, and this leads us to believe that
the estimates are approximately correct.
With some exceptions, the rewind procedure for small
gap systems (smaller than 0.1) offers a gain of about one
order of magnitude. These systems include chains of about
50-60 sites and 2D systems of 20-60 sites. While our simu-
lations are too limited to extract a clear trend, the improve-
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FIG. 2. Gain obtained from the rewind procedure to prepare the
ground state of the 10% doped Hubbard model on m× k lattices.
The gain is defined as the ratio of the minimum total time to so-
lution (min(TTS)) of the standard discrete adiabatic state prepa-
ration algorithm to the one with rewind. The units of the TTS are
set by the natural units of the Hubbard model (T = 1). The width
of the lattices is given in the legend.
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FIG. 3. (Context and symbols are the same as in Fig. 2.) Gain ob-
tained from qubitization with rewind compared to a direct rewind
procedure.
ment appears to increase with lattice size–or, equivalently,
with the inverse gap. The rewind procedure will thus be-
come crucial, already for intermediate-size quantum simu-
lation algorithms.
The qubitization introduced in [36] offers a gain as large
as 103 over the rewind procedure, i.e., 104 over the stan-
dard discrete adiabatic state preparation algorithm. Since
this method can efficiently prepare the eigenstates of its
walk operator, it can greatly reduce the circuit depth.
To obtain the circuit complexity, we need to quantify the
number of elementary gates required to compute the time-
evolution operator U(t) = e−iH t , where t is given by the
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FIG. 4. (Context and symbols are the same as in Fig. 2.) T-depth
of the circuit presented is this work. Discrete adiabatic evolu-
tion with qubitization and rewind procedure (filled symbols) vs
high-order products using sixth-order formulas with empirical er-
ror bound [42] and rewind procedures only (empty symbols).
above estimations. There are different ways to approxi-
mate U(t) as a quantum circuit, resulting in different gate
counts, that have recently been estimated in [42]. In the
most efficient case, the simulation of a 100-qubit system for
a time t = 100 requires 109 T gates. Since these product-
formula algorithms can be parallelized, this implies a 107
circuit depth. So to produce a time-evolution operator U(t)
with t ∼ 105 − 107 requires a quantum circuit of depth
1012 − 1014 (ignoring logarithmic corrections). With a mi-
crosecond logical gate time, the quantum computation time
would be from a week to a year long.
If our ground state measurement uses the unitary walk
operator of [36] instead of the time-evolution operator,
then the spectral gap ∆ in formulas (3-7) should be re-
placed by arccos(∆/N ). We find that this method requires
102 − 105 applications of the unitary walk operator in-
stead of the 105 − 107 unit-time evolution for systems with
N ≈ 100 sites. The circuit depth for implementing a sin-
gle walk operator to precision ε can be compressed [43]
to 3 log(N) log 1ε , where ε is the accuracy with which log-
ical gates are synthesized. An accuracy ε =
p
∆/(100N2)
should do [36], resulting in a circuit depth 104 − 107 for
N ≈ 100.
These circuit complexities are shown in Figure 4, which
compares the T-depth of the rewind procedure using prod-
uct formulas simulated in Ref. [42] with all procedures de-
scribed in this work. For systems of intermediate sizes, the
gain is between two and seven orders of magnitude.
Conclusion Building on well-established quantum
many-body methods for classical computers, we have de-
vised a procedure to estimate the cost of quantum ground
state preparation on quantum computers. Besides its use
as a benchmark, our procedure could assist in the design
and optimization of the quantum simulation algorithm.
5By extrapolating the general trend of our results, we
can predict that a time evolution as long as 106 − 1014
(in T-depth) is required to prepare the ground state of an
intermediate-size Hubbard system with the adiabatic algo-
rithm. We have also proposed an improved adiabatic op-
timization that decreases these times to the range 103 −
108 [44]. The overall gain can be as large as 107 for
intermediate-size lattices.
These drops in computing time could be even more im-
pressive when combined to a clever adiabatic path. For ex-
ample, one could create a non-linear interpolation, by using
a symmetry-breaking field [31], as mentioned before. We
expect that combining the latter with the method described
in this paper would make the algorithm reachable for near-
term quantum computing, that is, in the NISQ era.
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