In this paper, a theory of stochastic processes generated by quantum extensions of Laplacians is developed. Representations of the associated heat semigroups are discussed by means of suitable time shifts. In particular the quantum Brownian motion associated to the Lévy-Laplacian is obtained as the usual Volterra-Gross Laplacian using the Cesàro Hilbert space as initial space of our process as well as multiplicity space of the associated white noise.
Introduction
The difference between the standard, classical, R d -valued Brownian motion and the associated increment process, the white noise, is just in the initial (i.e. time 0) random variable. In many cases one chooses the initial random variable to be concentrated at a point (e.g. the origin of R d ) and one identifies the two spaces. This identification, however, cannot be extended to the time shifts of the corresponding processes. In fact the time shift of the Brownian motion brings the initial random variable W 0 to the random variable at time t, W t (cf. Sec. 2.1) and this induces a shift in the increments.
On the contrary, the shift of the white noise only translates the increments but leaves the initial random variable (hence the functions of it) invariant (cf. Sec. 2.2).
A consequence of this fact is that the Markov semigroup, associated to the Brownian motion, is the heat semigroup while the one associated to the white noise, is the identity semigroup.
In the context of the Hudson-Parthasarathy theory, the white noise space is identified to a Fock space (cf. Secs. 2.2 and 2.3) and the classical white noise time shift is extended to an automorphism of the algebra of bounded operators on the Fock space.
In the Obverwolfach workshop on Quantum Probability in 1987, Meyer 27 posed the problem of the existence of a quantum extension of the time shift of the Brownian motion (cf. Sec. 2.3) for a precise formulation).
A first solution to Meyer's problem was given by Accardi, 1 during the Oberwolfach meeting and is based on the following idea. The classical Brownian motion time shift
can be obtained by adding the increment to the initial random variable.
Notice that, in order for the addition to make sense, the initial random variable W 0 must take values in the same space where the increments take values. In order to extend this obvious requirement to a more general context, one is led to consider a white noise whose multiplicity space coincides with the (complexification of the) Hilbert space where the initial distribution takes values (cf. the discussion at the end of Sec. 2.1).
The construction in Ref. 1 , of a solution to Meyer's problem, considered only an R-valued Brownian motion and was based on the remark that the increment process W t − W 0 corresponds, in the Fock space, to the momentum field P [0,t] (cf. Sec. 3.1).
Identifying the initial random variable with the position operator q 0 , one is led to the identification
where the tensor product emphasizes that the two operators act on different spaces. Replacing the position operator q 0 by an arbitrary operator on the initial space, one obtains a quantum extension of the classical Brownian motion-time shift which, after exponentiation, leads to 1-parameter endomorphism group with the property that the associated Markov semigroup, when restricted to the position algebra, gives the usual heat semigroup. Several problems were left open in Ref.
1. In particular: (i) The shift (1.1) is not fully quantum because the noise algebra is generated by (P [0,t] ) and (Q [0,t] ).
(ii) Do there exist "quantum time shifts" which involve both position and momentum and still produce solutions to the Meyer's problem. Shifts with this property are constructed in Sec. 3.2, they are called "Lie algebra type shifts". The associated "Laplacians" are described in Sec. 4.1. A class of quantum diffusions, leading to these Laplacians, is described in Sec. 4.2. In Sec. 5 we discuss a quantum analogue of the "Euclidean invariance" of the classical Laplacian and we show that, if we take the full symplectic group as quantum analogue of the Euclidean group, then rotation invariant generators cannot be implemented by Lie algebra type shifts.
On the other hand, if we drop this requirement, i.e. if we allow "quantum time shifts" of a more general kind, then we can construct "quantum heat semigroups" which extend the usual Laplacian in a stronger sense than what was required by Meyer's problem, namely: their restriction to both position and momentum algebras give the classical Laplacian. Finally, in Sec. 6 we apply these ideas to the Lévy Laplacian and we prove that our "quantum extension" allows to unify the notion of Volterra-Gross and Lévy-Laplacians, and to prove that the difference between them can be reduced to a different choice of the "multiplicity space" of the white noise which, according to the previous discussion, is the complexification of the Hilbert space where the classical Brownian motion takes values. 
where F : R n → R is Borel measurable and denote j t the flow of the Wiener process:
where L 
In this sense we say that the generator of the semigroup associated to the Wiener process on R d is the Laplacian.
is the space of possible initial data (W 0 ), then the space of the Wiener process is
We say that the time shift v
• t can be unitarily implemented if there exists a 1-parameter unitary group
where
is identified to an Abelian algebra of bounded operators acting by pointwise multiplication on
. In this case the time shift of the Wiener process can be extended to a 1-parameter (semi)-group of endomorphisms, still denoted v • t , of the algebra (of bounded operators)
which respects the quantum time filtration, in the sense that:
The extension property means that, for any
, where M f denotes multiplication by the function f . Now notice that
and C d can be considered as the complexification of the real Hilbert space
where Γ denotes the Fock space. Therefore, replacing R d and C d by a real Hilbert space K S,r and its complexification K S , respectively, we can extend the above picture replacing C d by an arbitrary complex Hilbert space K S with a real structure
This corresponds to replacing the R d -valued Brownian motion by a K S,r -valued Brownian motion. It is known that this extension allows to deal with the usual infinite dimensional Volterra Laplacian. We will prove that it includes also the Lévy-Laplacian.
From now on W = W 1 will denote the 1-dimensional (R-valued) classical Wiener process starting from the origin in R. This is canonically identified to the space of the increments of the Wiener process in the sense that the filtration generated by {W t ; 0 ≤ t ≤ ρ} coincides with the filtration generated by {W t − W s ; 0 ≤ s, t ≤ ρ}. Here ρ is an arbitrary fixed positive real number. We will see that this identification cannot be extended to the corresponding time shifts.
The shift of white noise
There is a known natural identification
which induces the identification
Moreover, one can choose this identification so that the operator of multiplication by W t goes into
and Φ is the vacuum vector. Denote by θ t the right shift on
, we have and therefore the associated Markov semigroup is also trivial:
From (2.8) it follows that, in the identification (2.4), the time shift of the Wiener space is not identified with the time shift in the corresponding Fock space because the former gives rise to the identity semigroup while the latter to the usual heat semigroup. This remark motivated Meyer to pose the problem of the existence of a "time shift", i.e. a 1-parameter endomorphism semigroup v
with the property that for any
Suppose that the answer to Meyer's question is positive and notice that, since by assumption j 0 is defined on B(H S ) and v • t is defined on the whole algebra (2.10), the left-hand side of (2.11) can be extended to the whole of B(H S ). In other words, the expression
makes sense for each b 0 ∈ B(H S ). If P t is a Markov semigroup, then it has a generator L:
Because of (2.11) the generator L has the property that 12) i.e. the restriction of L to the multiplication operators coincides with the classical Laplacian. Therefore, we come to a first path to a quantum extension of the Laplace operator. and an identification:
where the symbol denotes that the Hilbert space sum is direct, but not orthogonal (cf. (3.1)). This means that, in the identification (3.2), each z ∈ H 1 has a unique decomposition
and the conjugation map
is well defined. For example in the 1-dimensional case H 1 = C and z * =z is the usual complex conjugation.
In the identification (3.2) the scalar product . , . ≡ . , . H1 on H 1 is uniquely determined by its restriction . , . r on H 1,r through the algebraic identities:
Definition 3.1. The complex Heisenberg Lie algebra over H 1 is the complex * -Lie algebra with generators q 0 (z), p 0 (z), z ∈ H 1 and central element E 0 , i.e.
and relations
We will denote L S,r the Lie algebra obtained replacing H 1 by H 1,r in (3.5). We will discuss various representations of L S , acting on the boson Fock space H := Γ(H 1 ), over one of the following three spaces:
Here K S is a complex Hilbert space as in the previous section. For the definition of the basic operators acting on the Fock space, we refer to Parthasarathy's monograph. 31 We only recall that the creator map
is complex linear and the CCR hold
where 1 is the identity of B(Γ(H 1 )). The Weyl operators are defined by
They are unitary and the norm closure, in Γ(H 1 ), of the algebra generated by them, denoted W (H 1 ), will be called the Weyl algebra over H 1 . For each pair F, G ∈ H 1 the CCR in bounded form hold:
and {W (F ); F ∈ H 1 } is irreducible on Γ(H 1 ). The position (resp. momentum) field operators are defined, for F ∈ H 1 , by: 11) or equivalently
For each F , G ∈ H 1 , q(F ), p(F ) are essentially self-adjoint and satisfy the CCR
The K S,r -valued (boson Fock) white noise space is the Fock space
For t ∈ R + we denote
which is a complex linear map. Similarly we define, for t ≥ 0 and z ∈ K S , the operators
which are real linear maps in z.
We fix the initial space (space of "initial values") to be
and the noise space to be (cf. the discussion at the end of Sec. 2.2)
With these choices the space of this process is
For the constructions we are going to do, it is necessary that the "multiplicity" (or "polarization") space of the noise coincides with the initial space.
From the above considerations, we see that any real structure on K S uniquely induces a real structure on L 2 (R + ; K S ) given by
where L 2 (R + ; K S,r ) is the space of K S,r -valued functions on R + with scalar product
A class of Markov flows
In this section we define a family of representationsĵ t of L S , acting on the Fock space over the space (3.7), through the identities (z ∈ K S , t ≥ 0) 20) where T 1 and T 2 are real linear operators on K S and
are the real linear maps:
where the symbol "∈" means that the operator is not necessarily bounded, α, β, γ, δ ∈ R and u := α + iβ, v := γ + iδ are non-zero complex numbers.
Since we want theĵ t to be * -maps, the processes
and
The processes X, Y and Z are assumed to be additive, i.e.
The mapsĵ t are then extended to L S by complex linearity.
Lemma 3.1. In the above notations, for any t ∈ R + and u, v ∈ C, the mapĵ t given by (3.18)-(3.20) is well defined if and only if
In particular,ĵ t differs from the trivial embedding only if both u, v = 0 and there exists a nonzero real linear operator T :
Since the position and momentum field operators are related by
which is equivalent to
This implies (3.23) because: (A + t + A t )(z) = 0 ⇔ z = 0. We see that the solutions of Eq. (3.23) define three nontrivial classes of parameters:
In cases (i) and (ii), we have respectively:
andĵ t is a trivial embedding. If u = 0 and v = 0, then
Thus, denoting T = vT 1 one has
and this completes the proof.
Proposition 3.1. In the notations of Lemma 3.1 with u = 0, v = 0, for any t ≥ 0, the mapĵ t defined by (3.24)-(3.26) is a homomorphism of * -Lie algebras if and only if
Proof. For any z ∈ K S we have (A
and therefore, the * -property ofĵ t is satisfied.
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The commutation relations give, for any z,
On the other hand
Therefore the commutation relations are preserved if and only if
Replacing z by iz and using the fact that Re(iω) = −Im ω, (ω ∈ C), this becomes (3.27).
Lemma 3.2. Under condition (3.27), there exists c ∈ R (independent of t) such that c Im z, z = Im T z, T z ; ∀ z, z ∈ K S (3.28)
Proof. We distinguish two cases:
In the first case one must have Z [0,t] = 0. In the second case one must also have Im z 1 , z 2 = 0 for the same pair z 1 , z 2 ∈ K S and (3.27) implies that
Therefore the quotient
is a real number independent of z 1 , z 2 . In both cases the identity (3.28) holds. A real linear map T :
T is called anti-symplectic if
Proposition 3.2. Let T : K S → K S be a real linear map and let c ∈ R denotes the constant given by (3.29) . If c = 0, then for any t > 0,ĵ t is a * -homomorphism of * -Lie algebras if and only if there exists ω ∈ C such that ωT is either a symplectic or an anti-symplectic map with respect to σ(. , .) = Im . , . .
Proof. Using (3.29), condition (3.27) becomes
Then we have the following two cases:
In this case
Im z, z = Im ωT z, ωT z ; ∀ z, z ∈ K S which proves that ωT is a symplectic map with respect to σ(z, z ) = Im z, z .
This means that ωT is anti-symplectic map on K S with respect to σ(z, z ) = Im z, z .
Remark 3.1. From the above discussion, we see thatĵ t (E 0 ) must have the form
From now on, in this paper, {ĵ t ; t ≥ 0} will be a family of * -homomorphisms of * -Lie algebras specified by the conditions (3.24), (3.25), (3.30).
Theorem 3.1. For any t ≥ 0, there exists a unique injective linear map j
• t , defined on the algebraic linear span of the Weyl operators in the Weyl algebra W 0 (K S ) over K S , and characterized by the identity
On the Weyl operator W 0 (z) = e i(a0(z)+a
Moreover, j
• t extends to a * -homomorphism of C * -algebras (still denoted j
if and only if
Under this condition j
• t is a * -isomorphism onto its image and we have only one choice forĵ t (E 0 ), namely:ĵ Proof. For z = Re z + i Im z ∈ K S , we have
Then by definition
This proves the equivalence between (3.31) and (3.32). Since the Weyl operators are linearly independent, the map defined by the right-hand side of (3.32) extends by linearity to the * -algebra algebraically generated by them. Moreover, j
• t is injective because it maps Weyl operators into Weyl operators and these are linearly independent. Using (3.9) and (3.35) one has for any z, z ∈ K S :
This proves that j
• t is a * -homomorphism of associative * -algebras if and only if
Or equivalently if and only if
Im T z, T z = 0 ; ∀ z, z ∈ K S .
In this case j
• t will be automatically continuous hence it extends to a * -homomorphism of the whole Weyl C * -algebra. Since the same is true for (j
t is a * -isomorphism of the Weyl C * -algebra W 0 (K S ) onto its image. Finally, from Remark 3.1 we know that j t (E 0 ) = E 0 + ct1 ; c ∈ R and in Proposition 3.2 it is proved that c = 0 if and only if there exists ω ∈ C \ {0} such that ωT is either a symplectic or an anti-symplectic map with respect to the symplectic form on K S given by σ(z, z ) = Im z, z . Then, under condition (3.34), the constant real number c must be equal to zero. Thereforê
as desired.
Semigroups Associated to the Heat Flows

Construction scheme
Recall that the initial and noise spaces are given respectively by (3.16) and (3.17) and define 
To simplify the notations let us write:
Notice that the process Ψ [0,t] is additive and covariant with respect to the time shift u o t , i.e.
Therefore, for any s, t ≥ 0:
By the quantum Feynman-Kac formula, 2 the Markovian cocycle (j t ) defines a Markovian semigroup on B(H S ). We shall focus on the evolution j t and the associated semigroup
denote the vacuum conditional expectation (cf. Sec. 2.3), i.e.
Proposition 4.2. In the above notations, the transformation
is a Markovian semigroup.
where we have used the identities (2.6) and (2.7).
Proposition 4.3. Let P t = e −tL be the semigroup defined in Proposition 4.2. Then the Weyl operators are eigenvectors of L. More precisely, for any z ∈ K S , one has
then by definition
and therefore, from P t = e −tL , one has
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The following proposition shows that the class of Markov generators on W 0 (K S ) for which the Weyl operators are eigenvectors, is much larger than the class of generators of Lie algebra induced time shifts. Proposition 4.4. Let S(·, ·) be a positive semi-definite real bilinear form on W 0 (K S ). Then there exists a unique linear operator L satisfying
Moreover, the 1-parameter family
is a completely positive identity preserving semigroup on W 0 (K S ). In particular, formula (4.4) defines a Markov generator for arbitrary real linear operator T .
Proof. To prove complete positivity we have to show that
Let n ∈ N. For 1 ≤ i ≤ n take
where λ i , µ i ∈ C and u i , z i ∈ K S . In these notations one has
Thus it is sufficient to prove that
is positive definite and this follows from Schur's lemma. 
The associated quantum diffusion
Let K S be a complex separable Hilbert space and g = (g j ) ∞ j=1 be an orthonormal basis of K S,r . For z = j λ j g j ∈ K S , λ j ∈ C, define Re λ n := Re g n , z = g n , Re z , Im λ n := Im g n , z = g n , Im z ,
Then one has:
where all series are strongly convergent on the maximal algebraic domain. Therefore
The following commutation relations are well known and we include the proof for completeness.
Lemma 4.1. For z, z ∈ K S we have
[a
Proof. By definition for any z ∈ K S one has:
Hence, using Leibnitz formula, one get
In a similar way, we obtain the second identity. For z, z ∈ K S we have
Similarly, one has
Theorem 4.1. The algebraic stochastic process j = {j t ; t ≥ 0} acting on W 0 (K S ), given by (4.1), satisfies the following classical diffusion equation 15) where g = (g k ) is an arbitrary orthonormal basis of K S,r , L is the generator of the semigroup P t defined in Proposition 4.2 and
Proof. From (4.5) we have, for any z ∈ K S :
To deduce the equation for j t (W 0 (iz)) it is convenient to introduce white noise notations:
Since the right-hand side of (4.16) is normally ordered, its equation is obtained taking t-derivative and using the usual Leibnitz rule. This gives the normally ordered white noise equation:
which is equivalent to the quantum stochastic differential equation
where we have introduced the classical Wiener process dW t := dA + t + dA t . This can be written as a classical Evans-Hudson flow introducing coordinates. Namely, writing, for
and the stochastic differential equation becomes:
Then, using (4.13), (4.14), we obtain
and this proves the statement.
Quantum Laplacians
The classical d-dimensional Laplacian can be characterized as the only second order differential operator on R d which annihilates the multiples of the identity and is invariant under the Euclidean (translations and rotations) group. In order to extend this notion to a general * -algebra A one has to extend to this context: (i) the notion of second order differential operator; (ii) the notion of Euclidean group.
It is natural to add the further requirements: (iii) there should exist (at least) one abelian * -sub-algebra of A, isomorphic to C ∞ (R d ), such that the restriction of the quantum Laplacian to this sub-algebra coincides with the usual Laplacian on R d ; (iv) the quantum Laplacian should be the generator of a quantum Markov semigroup.
In the classical case these requirements are not independent. In the quantum case they are. Moreover, in the quantum case these requirements can be realized in a multiplicity of different ways (cf. for example Refs. 5 and 9, . . .) and the best way to discriminate among the various possibilities is to accumulate a sufficiently large class of interesting examples against which to check the general definitions.
In this paper we investigate this problem in the special context in which the * -algebra A is the Fock representation of the Weyl algebra over a 1-particle space of the form (3.7). In this context the Weyl operators are the quantum analogue of the trigonometric exponentials hence the Markov generators L = L T characterized by (4.4) are natural candidates for the role of second order differential operators. Among them we want to single out the natural Laplacians in terms of an invariance property with respect to the action of a group which generalizes the usual Euclidean group.
The natural symmetry group of the Weyl algebra is the symplectic group associated to a symplectic form σ.
Definition 5.1. Let F be a real Hilbert space and let σ(·, ·) be a nondegenerate symplectic form on F . The group of real linear maps R on F leaving σ invariant, i.e.
is called the σ-symplectic group on F and is denoted O σ (F ).
In this paper (according to the notations of the previous sections) we start from a complex Hilbert space K S and consider it as a real Hilbert space with real scalar product given by the real part of the original scalar product ·, · ≡ ·, · KS : f, g r := Re f, g and with a nondegenerate symplectic form given by the imaginary part of the original scalar product:
The corresponding symplectic group on K S will be denoted O r,σ (K S ).
To any R ∈ O r,σ (K S ) we associate a linear map α R on W 0 (K S ) characterized by:
Such a map is well defined by the linear independence of the Weyl operators and one easily checks that:
Remark 5.1. The following lemma shows that O r,σ (K S ) contains the usual Hilbert space "rotations", i.e. the group U n(K S ) of (complex) unitary operators on K S .
Proposition 5.1. In the above notations, the following inclusion holds
Conversely, an element R ∈ O r,σ (K S ) lies in U n(K S ) if and only if
Proof. If R ∈ U n(K S ) then, for any z, z ∈ K S , we have σ(Rz, Rz ) = Im Rz, Rz = Im z, z = σ(z, z ) .
On the other hand, from the algebraic identity (cf. (5.2))
we deduce that
Thus, using (5.1), we see that R ∈ U n(K S ) if and only if
Since σ is nondegenerate this is equivalent to
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Moreover, (5.5) holds if and only if, denoting T * the adjoint of T in the real Hilbert space {K S , ·, · r }, T * T is a positive multiple of the identity operator on K S .
Proof. From (4.4) it follows that, for any z ∈ K S ,
On the other hand, for any
The rotation invariance condition (5.4) is then equivalent to
Since the original scalar product ·, · on K S gives the same norm as ·, · r , this is equivalent to
Finally, a standard argument shows that this is equivalent to
for some positive real number λ, where I stands for the identity operator on K S .
Remark. Proposition 5.2 and identity (4.4) imply that the action of an O r,σ (K S )-invariant generator L T on the Weyl operators depend on T only through a multiplicative constant. Choosing this constant equal to 1 (i.e. T isometric) we fix a unique generator independent of T . This justifies the following definition.
Definition 5.3. The quantum Laplacian on W 0 (K S ) is the unique Markov generator ∆ Q on W 0 (K S ) characterized by: 6) which shows that the restriction of the quantum Laplacian to the position algebra coincides with the Volterra Laplacian on the smooth cylindrical functions. Exchanging the roles of p 0 and q 0 , the above considerations are still valid. This completes the proof.
Quantum Lévy-Laplacian
In this section we construct a quantum extension of the Lévy-Laplacian in the sense of Definition 5.3. We prove that the construction, used for the Volterra Laplacian, can be repeated with the only difference that now the space K S has to be a suitable extension of the Cesàro Hilbert space. This notion will be briefly recalled in Sec. 6.1. For more details we refer to our previous paper 3 and the references cited therein.
The Cesàro Hilbert space
Denote E = S(R) the space of rapidly decreasing functions on R so that E * = S (R) is the space of tempered distributions on R. The standard number operator
and there exists an orthonormal basis e = (e n ) n for L 2 (R) such that De n = 2(n + 1)e n . We define the norm | · | p by |f | p = |D p f | 0 for f ∈ E and p ∈ R, where | · | 0 is the L 2 (R)-norm, and let E p be the completion of E with respect to the norm | · | p . Then E p is a real separable Hilbert space with the norm | · | p and the dual space E p of E p is the same as E −p (see Ref. 16) . The space E is the projective limit of {E p ; p ≥ 0} and E * is the inductive limit of {E −p ; p ≥ 0}. Then E becomes a nuclear space with the real standard triple
where H ≡ L 2 (R). We denote the complexifications of H, E and E p by K, N and N p , respectively. i.e.
Then we obtain the complex standard triple
2)
The scalar product ·, · of K will be assumed to be linear on the right. g, e j e j , f (6.3)
whenever the limit exists (on a proper space), where ·, · is the canonical C-bilinear form on N * × N , e j , f = f, e j , |f g| : x ∈ N → g, x f ∈ N * , P n] := n j=1
|e j e j | and Tr is the usual trace on operators. Let S be the interval (0, π). For any λ ∈ S, let H λ denotes the complex vector subspace of K algebraically generated by {e inλ e n ; n ∈ N} and consider the pre-Hilbert bundle over S with fibers (H λ ) (λ ∈ S). Define the sections λ ∈ S → s λ := ∞ n=1 e inλ e n ∈ N * , (6.4)
where the limit in (6.4) is in the sense σ(N * , H 0 ). One can prove that the distributions s λ are in the domain of ·, · c and that s λ , s λ c = 1. The set H 2 (S) of all "weighted sections"
is a complex vector space on which we define the pre-scalar product is well defined and satisfies s ϕ , s ψ H(S) = s ϕ , s ψ c = ϕ, ψ L 2 (S,dλ) . (6.6) Definition 6.2. In the notations of the above theorem, the separable Hilbert space H(S) with scalar product ·, · c will be denoted H c and called the Cesàro Hilbert space associated to e = (e n ) n .
The α-extended Cesàro pre-Hilbert spaces
Let H c,r be the Cesàro Hilbert space constructed over the real standard triple E ⊆ H ⊆ E * with respect to the orthonormal basis e = (e n ) n ⊆ E of H. We consider the complex Hilbert space H c obtained by complexification of H c,r ; i.e.
H c = H c,r+ iH c,r .
Lemma 6.1. The space (6.1) H c coincides with the Cesàro Hilbert space constructed over the complex standard triple N ⊆ K ⊆ N * , (cf. (6.1)).
Notice that the hermitian scalar product on K is defined, for ξ = ξ 1 + iξ 2 ∈ K, η = η 1 + iη 2 ∈ K, by:
Moreover, the compatibility of the hermitian scalar product on K and the duality N * , N is given by:
z, ξ N * ×N = z, ξ K ; ∀z ∈ K , ∀ξ ∈ N . (6.8) Lemma 6.2. For z ∈ H c ⊆ N * , we have, for any n ∈ N Re( z, e n N * ×N ) = Re z, e n E * ×E ; Im( z, e n N * ×N ) = Im z, e n E * ×E . (6.9) Proof. Let z ∈ H c . By writing z = Re z + i Im z, with Re z and Im z elements of H c,r ⊆ E * , we have z, e n N * ×N = Re z + i Im z, e n + i0 N * ×N = Re z, e n E * ×E + i Im z, e n E * ×E from which the identities (6.9) follow.
We recall the following lemma from Ref. 
