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Abstract
In this paper we consider the existence of positive solutions for a singular elliptic problem
involving an asymtotically linear nonlinearity and depending on one positive parameter. Using
variational methods, together with comparison techniques, we show the existence, uniqueness, non-
existence and regularity of the solutions. We also obtain a bifurcation-type result.
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1 Introduction
In this paper we deal with the following semilinear elliptic problem involving a singular term:{
−∆u = a(x)u−γ + λf(u) in Ω,
u > 0 in Ω, u(x) = 0 on ∂Ω,
(Pλ)
where 0 < γ,Ω ⊂ RN (N ≥ 3) is a bounded domain with smooth boundary ∂Ω and a(x) is a positive
function that belongs to L1(Ω). The continuous function f : R+ → R+(R+ = [0,∞[) satisfies
(f)1 lim
s→∞
f(s)
s
= θ for some θ ∈ (0,∞),
(f)2 s→
f(s)
s
is non-increasing in (0,∞).
We say that u ∈ H10 (Ω) is a solution of (P )λ if u > 0 almost everywhere (a.e.) in Ω, and, for every
φ ∈ H10 (Ω),
a(x)u−γφ ∈ L1(Ω)
and ∫
Ω
∇u∇φ =
∫
Ω
a(x)u−γφ+ λ
∫
Ω
f(u)φ.
The study of singular elliptic problems started with the pioneering work of Fulks-Maybee [8] and
received a considerable attention after the paper of Crandall-Rabinowitz-Tartar [7] (see e.g. [1, 6, 11,
12, 13, 14, 15, 16, 19, 20] and the references therein). Note that due to the presence of the singular
∗The author was supported by CNPq/Brazil Proc. No 141110/2017 − 1.
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term some difficulties appear to solve the problem (P )λ. For example, problem (P )λ does not have a
variational structure to apply classical results of critical point theory which are useful in the study of
nonlinear boundary value problems (see e.g. [2, 4, 5]).
The problem (P )λ was studied by Anello-Faraci [3] when a(x) ≡ 1 and 0 < γ < 1. By combining
truncation techniques with variational methods, together with comparison techniques they proved the
existence, non-existence and uniqueness of solution to (P )λ and obtained a bifurcation-type result. In
this work, we complete the study done by [3] considering the case γ ≥ 1 and proving new results even
when 0 < γ < 1. We would like to point out that the approach used in [3] can not be applied when
γ ≥ 1.
Here we intend to use variational methods as well, but in a different way from previous works.
Indeed, we give a direct method to obtain solutions of (P )λ. In our approach we do not use truncation
as in previous works, see for example [3, 14, 15]. We do not invoke sets constraint to use the variational
principle of Ekeland as in Sun [17] and Sun-Zhang [18]. In fact, the technique used in [17, 18] is more
efficient when the nonlinearity f(t) is homogeneous and sublinear, such as f(t) = tp, 0 < p < 1 and it
may not be applied to a more general nonlinearity such as the nonlinearities considered in our work.
Our study was motivated by the papers [3, 17, 18]. Before stating our main results we will give
some definitions and a general summary of our approach to prove the existence of solutions of the
problem (P )λ. First, we can associate to the problem (P )λ the following energy functional
Iλ(u) =
1
2
‖u‖2 − λ
∫
Ω
F (u)−
∫
Ω
a(x)G(|u|),
for every u ∈ D (for the definition of F and G see section 2), where
D =
{
u ∈ H10 (Ω) :
∫
Ω
a(x)G(|u|) ∈ R
}
is the effective domain of Iλ. It should be noted that for γ ≥ 1, D is not closed as usual (certainly not
weakly closed). Indeed, if u ∈ D then n−1u ∈ D for all n ∈ N and n−1u→ 0 in H10 (Ω). Since 0 /∈ D
we have that the set D is not closed.
Notice that when a(x) ∈ L∞(Ω) and 0 < γ < 1 we have that D = H10 (Ω). On the other hand,
when γ ≥ 1 and a(x) ∈ L1(Ω) may occur that D = ∅. In fact, assume that a(x) > c a.e. in Ω for some
constant c > 0 and γ > 3. Then from Theorem 2 of [18] it follows that
∞ = c
∫
Ω
|u|1−γ 6
∫
Ω
a(x)|u|1−γ = (1− γ)
∫
Ω
a(x)G(|u|)
for every u ∈ H10 (Ω), and therefore we have D = ∅. Thus, to study problem (P )λ in the case of strong
singularity γ ≥ 1 we must assume that D 6= ∅, that is, there exists a function u0 ∈ H
1
0 (Ω) such that
a(x)G(|u0|) ∈ L
1(Ω).
The main difficulty to prove existence of solutions comes from case γ ≥ 1 and the fact that the
nonlinearity f(t) is not homogeneous. In fact, in this case the effective domain D is not closed and the
functional Iλ is not continuous. Thus the arguments used in the papers mentioned above can not be
applied. Our aim is to prove that even with these difficulties that there is a global minimum uλ > 0
a.e. in Ω of Iλ. After this, using the strong singularity we have that uλ + ǫφ ∈ D for every ǫ > 0,
where 0 ≤ φ ∈ H10 (Ω) and therefore Iλ(uλ) ≤ Iλ(uλ + ǫφ) holds, and this inequality will help us to
prove that uλ is solution of (P )λ to λ suitable (see Theorem 1.1).
We denote by φ1 the L
∞(Ω)-normalized (that is, ‖φ1‖∞ = 1) positive eigenfunction for the smallest
eigenvalue δ1 > 0 of
(
−∆,H10 (Ω)
)
, and set
λ∗ =
δ1
θ
. (1.1)
Our main results are as follows.
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Theorem 1.1 Assume that γ ≥ 1 and D 6= ∅. Let λ∗ be as in (1.1) and a(x) ∈ L
∞(Ω) if γ = 1. If
(f)1 − (f)2 hold, then for each λ ∈ [0, λ∗) there exists a unique solution uλ of (P )λ. Moreover, uλ is
a global minimum of Iλ, that is
Iλ(uλ) = inf
u∈D
Iλ(u) (1.2)
and the following properties are satisfied:
a) ‖uλ‖ → ∞ as λ→ λ∗,
b) the function (0, λ∗) ∋ λ→ Iλ(uλ) belongs to C
1((0, λ∗),R) and
dIλ(uλ)
dλ
= −
∫
Ω
F (uλ),
c) if there exist constants C > 0 and η ∈ (0, 1) such that a(x) ≤ Cdγ−η(x, ∂Ω) a.e. in Ω, then uλ
belongs to C1,α(Ω) for some α ∈ (0, 1). The function d(x, ∂Ω) denotes the distance from a point
x ∈ Ω to the boundary ∂Ω, where Ω = Ω ∪ ∂Ω is the closure of Ω ⊂ RN ,
d) assume that f(s) = s for all s ∈ R+. If γ > 1 and φ1 ∈ D, then Iλ(uλ)→ 0 as λ→ λ∗.
Theorem 1.2 Assume that 0 < γ < 1 and a(x) ∈ L∞(Ω). Let λ∗ be as in (1.1). Then, for each
λ ∈ [0, λ∗) there exists a unique solution uλ of (P )λ. Moreover, uλ is a global minimum of Iλ, that is
Iλ(uλ) = inf
u∈D
Iλ(u) (1.3)
and the following properties are satisfied:
a) Iλ(uλ)→ −∞ as λ→ λ∗,
b) ‖uλ‖ → ∞ as λ→ λ∗,
c) if f(t)t is increasing, then the function (0, λ∗) ∋ λ→ ‖uλ‖ is increasing,
d) the function (0, λ∗) ∋ λ→ Iλ(uλ) belongs to C
1((0, λ∗),R) and
dIλ(uλ)
dλ
= −
∫
Ω
F (uλ),
e) the function uλ belongs to C
1,α(Ω) for some α ∈ (0, 1).
Some examples of functions satisfying the assumptions D 6= ∅ and (f)1 − (f)2 are as follows.
Example 1.1 (a)1 The function d(x) := d(x, ∂Ω) denotes the distance from a point x ∈ Ω to the
boundary ∂Ω, where Ω = Ω ∪ ∂Ω is the closure of Ω ⊂ RN . Note that the strong maximum
principle and boundary point principles of Va´zquez [21] guarantee φ1 > 0 in Ω and
∂φ1
∂ν
< 0 on
∂Ω, respectively. Hence, since φ1 ∈ C
1(Ω) there are constants c and C, 0 < c < C, such that
cd(x) ≤ φ1(x) ≤ Cd(x) for all x ∈ Ω. Let a(x) := d
η(x) and γ > 1, where 1 + η − γ > 0. Thus,
there is a constant c > 0 such that
a(x)|φ1(x)|
1−γ ≤ cd1+η−γ(x),
and since φ1 ∈ H
1
0 (Ω) and cd
1+η−γ(x) ∈ L1(Ω), we have that D 6= ∅.
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(a)2 Let a(x) ≡ 1 and γ = 1. If we choose η ∈ (0, 1), we obtain that lim
t→0+
tη ln t = 0. Therefore, as
φ1 ∈ L
∞(Ω) there is a constant c > 0 such that |φη1(x) ln φ1(x)| ≤ c for all x ∈ Ω, and from [13]
we have that
| lnφ1(x)| = |φ
η
1(x) ln φ1(x)|φ
−η
1 (x) ≤ cφ
−η
1 (x) ∈ L
1(Ω),
and this implies that D 6= ∅.
(e)1 The function f(s) = s, s ≥ 0 satisfies (f)1 − (f)2. In this case, we have that λ∗ = λ1.
(e)2 The function f(s) = as + s
r + 1, s ≥ 0 (r ∈ (0, 1)), where a > 0 satisfies (f)1 − (f)2. In this
case, we have that λ∗ = λ1/a.
The Theorem 1.1 extends the main result of Anello-Faraci [3] (see Theorem 2.2 in [3]) in the sense
that we consider strong singularity γ ≥ 1. As far as we know, the properties a) − d) of Theorem 1.1
and a) − e) of Theorem 1.2 are new for singular nonlinearity. We prove in particular that λ∗ is a
”bifurcation point from infinity” of (P )λ. See the graphs below.
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The paper is organized as follows. Section 1 is devoted to some preliminaries and the existence of
global minimum of Iλ for λ ∈ [0, λ∗). In Section 2 we prove the Theorem 1.1. In Section 3 we prove
the Theorem 1.2.
Notation Throughout this paper, we make use of the following notation:
• Lp(Ω), for 1 ≤ p ≤ ∞, denotes the Lebesgue space with usual norm denoted by |u|p.
• H10 (Ω) denotes the Sobolev space endowed with inner product
(u, v)H =
∫
Ω
∇u∇v, ∀u, v ∈ H10 (Ω).
The norm associated with this inner product will be denoted by ‖ ‖.
• If u is a measurable function, we denote by u+ the positive part of u, which is given by u+ =
{u, 0}.
• If A is a measurable set in RN , we denote by |A| the Lebesgue measure of A.
• We denote by φ1 the L
∞(Ω)-normalized positive eigenfunction for the smallest eigenvalue δ1 > 0
of
(
−∆,H10 (Ω)
)
.
• The function d(x) := d(x, ∂Ω) denotes the distance from a point x ∈ Ω to the boundary ∂Ω,
where Ω = Ω ∪ ∂Ω is the closure of Ω ⊂ RN .
• c and C denote (possibly different from line to line) positive constants.
4
2 Existence of global minimum and Preliminaries
This section deals with the existence of global minimum of Iλ over the effective domain D, for each
λ ∈ [0, λ∗). We also give some preliminary results. First, let us introduce the energy functional
associated to the problem (P )λ and some of its properties. Define the function G as it follows:
if 0 < γ < 1, G(t) = |t|
1−γ
1−γ and t ∈ R,
if γ = 1,
G(t) =
{
ln t, if t > 0
+∞, if t = 0
if γ > 1,
G(t) =
{
t1−γ
1−γ , if t > 0
+∞, if t = 0.
Let
f0(t) =
{
f(t), if t ≥ 0
f(0), if t < 0.
From now on we will assume that:
• 0 < a(x) ∈ L∞(Ω), if 0 < γ ≤ 1,
• 0 < a(x) ∈ L1(Ω), if γ > 1.
So, we can associate to the problem (P )λ the following energy functional
Iλ(u) =
1
2
‖u‖2 − λ
∫
Ω
F (u)−
∫
Ω
a(x)G(|u|)
for u ∈ D, where
D =
{
u ∈ H10 (Ω) :
∫
Ω
a(x)G(|u|) ∈ R
}
is the effective domain of Iλ and
F (t) =
∫ t
0
f0(s)ds.
Now, by (f)1 − (f)2 for every ǫ > 0 there exist constants c = c(ǫ) and C = C(ǫ) such that
θs ≤ f(s) ≤ (θ + ǫ) s+ c, ∀s ≥ 0, (1.4)
θ
s2
2
≤ F (s) ≤
(θ + ǫ)
2
s2 +Cs, ∀s ≥ 0. (1.5)
Assuming that a(x) ∈ L∞(Ω) and 0 < γ < 1, we have that D = H10 (Ω) and the functional Iλ is
continuous, but it is not Gaˆteaux differentiable in D = H10 (Ω). On the other hand, when 1 ≤ γ we
have D $ H10 (Ω). Since we are interested in positive solutions, we introduce the set
D+ = {u ∈ D : u ≥ 0 a.e. in Ω} .
and let us show that
inf
v∈D
Iλ(v) = inf
v∈D+
Iλ(v).
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For each u ∈ D, we have
Iλ(u) =
1
2
‖|u|‖2 − λ
∫
u<0
F (u)− λ
∫
u≥0
F (u)−
∫
Ω
a(x)G(|u|)
=
1
2
‖|u|‖2 − λ
∫
u<0
f(0)u− λ
∫
u≥0
F (u)−
∫
Ω
a(x)G(|u|)
≥
1
2
‖|u|‖2 − λ
∫
Ω
F (|u|)−
∫
Ω
a(x)G(|u|) = Iλ(|u|),
and this implies that u ∈ D satisfies Iλ(u) = inf
v∈D
Iλ(v) if and only if |u| ∈ D
+ satisfies Iλ(|u|) =
inf
v∈D+
Iλ(v). Thus,
Iλ(u) = inf
v∈D
Iλ(v) = inf
v∈D+
Iλ(v) = Iλ(|u|)
and to show (1.2) and (1.3) it is sufficient show that there exists u ∈ D+ such that Iλ(u) = inf
v∈D+
Iλ(v).
After the considerations and definitions above we have the following lemma. It provides the
existence of a global minimum of Iλ for every λ ∈ (0, λ∗).
Lemma 2.1 Assume that 0 ≤ λ < λ∗. Then there exists uλ ∈ D
+ such that
Iλ(uλ) = inf
u∈D+
Iλ(u).
Proof Let ǫ > 0 such that
λ (θ + ǫ)
δ1
< 1.
Using (1.5), Sobolev embedding and Poincare´ inequality we have
Iλ(u) ≥
1
2
(
1−
λ (θ + ǫ)
δ1
)
‖u‖2 − c‖u‖ −
∫
Ω
a(x)G(|u|), (1.6)
for every u ∈ D+. Now, we have three cases to consider.
Case 1. 0 < γ < 1. In this case, by (1.6) the functional Iλ is coercive and, since that Iλ is sequentially
weakly lower semicontinuous in D = H10 (Ω) a usual argument proves the statement of the lemma.
Case 2. γ = 1. Since a(x) ∈ L∞(Ω) and ln |u| ≤ |u|, from (1.6) and Sobolev embedding we obtain
Iλ(u) ≥
1
2
(
1−
λ (θ + ǫ)
δ1
)
‖u‖2 − C‖u‖
for every u ∈ D+, which implies that Iλ is coercive in D
+. Let {un} ⊂ D
+ be a sequence such that
Iλ(un) → inf
u∈D+
Iλ(u) ∈ R as n → ∞. So, we may assume that there is 0 ≤ uλ ∈ H10 (Ω) such that
un ⇀ uλ in H
1
0 (Ω), un → uλ in L
p(Ω), p ∈ (0, 2∗) and un → uλ a.e. in Ω. Using the fact that
inf
u∈D+
Iλ(u) ∈ R we obtain that the sequence
{∫
Ω a(x)G(|un|)
}
=
{∫
Ω a(x) ln |un|
}
is bounded, which
implies that lim sup
n→∞
∫
Ω
a(x) ln |un| ∈ R. Since ln |un| ≤ |un| for all n, Fatou’s lemma yields
−∞ < lim sup
n→∞
∫
Ω
a(x) ln |un| ≤
∫
Ω
lim sup
n→∞
a(x) ln |un| =
∫
Ω
a(x) ln |uλ|
and this allows us to conclude that uλ ∈ D
+ and
inf
u∈D+
Iλ(u) = lim inf
n→∞
Iλ(un) ≥
1
2
‖uλ‖
2 − λ
∫
Ω
F (uλ)− lim sup
n→∞
∫
Ω
a(x) ln |un|
≥
1
2
‖uλ‖
2 − λ
∫
Ω
F (uλ)−
∫
Ω
a(x) ln |uλ| = Iλ(uλ) ≥ inf
u∈D+
Iλ(uλ),
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that is Iλ(uλ) = infu∈D+ Iλ(u).
Case 3. γ > 1. From (1.6) we have
Iλ(u) ≥
1
2
(
1−
λ (θ + ǫ)
δ1
)
‖u‖2− c‖u‖−
1
1− γ
∫
Ω
a(x)|u|1−γ >
1
2
(
1−
λ (θ + ǫ)
δ1
)
‖u‖2− c‖u‖, (1.7)
for all u ∈ D+, which implies that Iλ is coercive in D
+. Let {un} ⊂ D
+ be a sequence such that
Iλ(un) → inf
u∈D+
Iλ(u) ∈ R as n → ∞. So, we may assume that there is 0 ≤ uλ ∈ H10 (Ω) such that
un → uλ in H
1
0 (Ω), un ⇀ uλ in L
p(Ω), p ∈ (0, 2∗) and un → uλ a.e. in Ω. From (1.7) and Fatou’s
lemma we obtain
∞ > lim inf Iλ(un) >
1
2
‖uλ‖
2 − λ
∫
Ω
F (uλ)−
1
1− γ
∫
Ω
a|uλ|
1−γ ,
and as a consequence of this we have that uλ ∈ D
+ and Iλ(uλ) = infu∈D+ Iλ(u). The proof is complete.
To study the non-existence, uniqueness and asymptotic behavior of our main results we will need
some auxiliary results.
Our first auxiliary result is a non-existence lemma. It proves that problem (P )λ has no solution
for λ ≥ λ∗.
Lemma 2.2 Assume that problem (P )λ has solution. Then 0 ≤ λ < λ∗ .
Proof First we know by (1.4) that f(t) ≥ θt for all t > 0. Assume that u is a solution of (P )λ. Thus,
we have
δ1
∫
Ω
uφ1 =
∫
Ω
∇u∇φ1 =
∫
Ω
a(x)u−γφ1 + λ
∫
Ω
f(u)φ1 > θλ
∫
Ω
uφ1,
which implies that λ∗ =
δ1
θ
> λ. The proof is complete.
Related the uniqueness of the solutions we will need the following comparison lemma.
Lemma 2.3 Let u, u ∈ H10 (Ω), u, u > 0 in Ω, such that a(x)u
−γφ, a(x)u−γφ ∈ L1(Ω) for every
φ ∈ H10 (Ω) and such that:∫
Ω
∇u∇φ ≤
∫
Ω
a(x)u−γφ+ λ
∫
Ω
f(u)φ for every φ ∈ H10 (Ω), φ ≥ 0, (1.8)
∫
Ω
∇u∇φ ≥
∫
Ω
a(x)u−γφ+ λ
∫
Ω
f(u)φ for every φ ∈ H10 (Ω), φ ≥ 0. (1.9)
Then, u ≤ u a.e. in Ω.
Proof We follow the arguments of [3]. Choose a funtion σ : R → [0,∞), non-decreasing, of class
C1(R) such that σ(t) = 0 for t ≤ 0, σ(t) = 1 for t ≥ 1. For any ε > 0 put σǫ(t) = σ(t/ε). Then σǫ is a
C1 function and there exists a constant c > 0 such that σ′ε(t) ≤ c/ε for any t ∈ R. Let us denote by
h(x, t) = a(x)t−γ + λf(t) for any t ∈ R and x ∈ Ω.
Choosing as test function in (1.8) and (1.9),
φ1,ε(x) = u(x)σε(u(x)− u(x))
and
φ2,ε(x) = u(x)σε(u(x)− u(x)),
7
respectively, and subtracting (1.8) from (1.9) we have∫
Ω
∇u∇uσε(u− u) + uσ
′
ε(u− u)∇u∇(u− u)
−
∫
Ω
∇u∇uσε(u− u) + uσ
′
ε(u− u)∇u∇(u− u)
≥
∫
Ω
(h(x, u)u− h(x, u)u)σε(u− u). (1.10)
The left-hand side in (1.10) can be written in the following way:∫
Ω
σ′ε(u− u) (∇uu−∇uu)∇ (u− u)
=
∫
Ω
uσ′ε(u− u)∇ (u− u)∇ (u− u) +
∫
Ω
(u− u)σ′ε(u− u)∇u∇ (u− u)
= −
∫
Ω
uσ′ε(u− u)|u− u|+
∫
Ω
(u− u) σ′ε(u− u)∇u∇ (u− u)
≤
c
ε
∫
{0<u−u<ε}
(u− u)∇u∇ (u− u)
≤ c
∫
{0<u−u<ε}
|∇u||∇ (u− u) |
and since | {0 < u− u < ε} | → 0 as ε→ 0+, we obtain∫
{0<u−u<ε}
|∇u||∇ (u− u) | → 0
as ε→ 0, which implies ∫
Ω
σ′ε(u− u) (∇uu−∇uu)∇ (u− u)→ 0
as ε → 0. Notice that if t > 0, then σε(t) → 1 when ε → 0, while σε(t) = 0 if t ≤ 0. Therefore, by
using the Fatou’s lemma in (1.10) we obtain
0 ≥ lim inf
ε→0
∫
Ω
uu
(
h(x, u)
u
−
h(x, u)
u
)
σε(u− u)
= lim inf
ε→0
∫
{0<u−u}
uu
(
h(x, u)
u
−
h(x, u)
u
)
σε(u− u)
≥
∫
{0<u−u}
uu
(
h(x, u)
u
−
h(x, u)
u
)
≥ 0
and this implies that | {0 < u− u} | = 0, that is, u ≤ u a.e. in Ω. The proof is complete.
Let us define
Hλ(u) = ‖u‖
2 − λθ
∫
Ω
u2,
for every u ∈ H10 (Ω) and λ > 0. On account of the Poincare´ inequality, we have
Hλ(u) > ‖u‖
2 −
λ1
θ
θ
λ1
‖u‖2 = 0,
for each λ ∈ (0, λ∗) and u ∈ D
+.
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Thus, if γ 6= 1 from (1.5) we have
Iλ(u) < Jλ(u), (1.11)
for each λ ∈ (0, λ∗) and u ∈ D
+, where Jλ : D → R is defined by
Jλ(u) =
1
2
Hλ(u)−
1
1− γ
∫
Ω
a(x)|u|1−γ .
To study the behavior of function (0, λ∗) ∋ λ → Iλ(uλ) when λ → λ∗, we will need the following
lemma.
Lemma 2.4 Assume γ 6= 1. Moreover, assume that λ ∈ (0, λ∗) and u ∈ D
+. Then, there exists
tλ(u) > 0 such that
Jλ(tλ(u)u) = −
(
1 + γ
2(1− γ)
)(∫
a(x)|u|1−γ
)
∫
a(x)|u|1−γ
Hλ(u)


1−γ
1+γ
. (1.12)
In particular, if φ1 ∈ D
+ and λ ∈ (0, λ∗), then
Iλ(uλ) ≤ Jλ(tλ(φ1)φ1) (1.13)
holds.
Proof For each λ ∈ (0, λ∗) and u ∈ D
+ let us define the function ψ ∈ C1((0,∞),R) by ψ(t) = Jλ(tu).
It is easy to see that there exists a tλ(u) such that ψ(tλ(u)) = inf
t∈(0,∞)
ψ(t) and
tλ(u) =


∫
a(x)|u|1−γ
Hλ(u)


1
1+γ
.
Moreover,
Jλ(tλ(u)u) = ψ(tλ(u)) = −
(
1 + γ
2(1− γ)
)(∫
a(x)|u|1−γ
)
∫
a(x)|u|1−γ
Hλ(u)


1−γ
1+γ
holds.
Then, by Lemma 2.1 and (1.11) follows that
Iλ(uλ) ≤ Iλ(tλ(φ1)φ1) ≤ Jλ(tλ(φ1)φ1),
and this show (1.13). The proof is complete.
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3 Proof of Theorem 1.1
In this section we prove the Theorem 1.1. Let uλ be as in the Lemma 2.1. Let us prove that uλ is a
solution of (P )λ. To this aim, first we consider φ ∈ H
1
0 (Ω) such that φ ≥ 0 in Ω and ǫ > 0 and we will
show that uλ + ǫφ ∈ D
+. Now, we have two cases to consider.
Case 1. γ = 1 and a ∈ L∞(Ω). In this case, we have G(t) = ln t, for all t > 0 and
−∞ <
∫
Ω
a(x) ln(uλ) ≤
∫
Ω
a(x) ln(uλ + ǫφ) ≤
∫
Ω
a(x)(uλ + ǫφ) <∞,
that is uλ + ǫφ ∈ D
+.
Case 2. γ > 1. Since γ > 1 and uλ + ǫφ ≥ uλ > 0 we have∫
Ω
a(x)|uλ + ǫφ|
1−γ ≤
∫
Ω
a(x)|uλ|
1−γ <∞,
that is uλ + ǫφ ∈ D
+.
Therefore, in both cases it follows that
1
2
‖uλ + ǫφ‖
2 −
1
2
‖uλ‖
2 − λ
∫
Ω
F (uλ + ǫφ)− F (uλ) ≥
∫
Ω
a(x)G(uλ + ǫφ)− a(x)G(uλ).
Thus, dividing the last inequality by ǫ and passing to the liminf as ǫ → 0, from Fatou’s Lemma
we have ∫
Ω
∇uλ∇φ− λ
∫
Ω
f(uλ)φ ≥
∫
Ω
a(x)u−γλ φ, (1.14)
for every φ ∈ H10 (Ω), with φ ≥ 0.
Now, since tuλ ∈ D
+ for every t > 0, the function ψ ∈ C1((0,∞),R) defined by ψ(t) = Iλ(tuλ)
has a global minimum at t = 1. Therefore
0 = ψ′(1) = ‖uλ‖
2 − λ
∫
Ω
f(uλ)uλ −
∫
Ω
a(x)|u|1−γ . (1.15)
Finally we use an argument inspired by Grah-Eagle [9] to prove that uλ is a solution of (P )λ. Set
Ψ(x) = (uλ(x) + ǫφ(x))
+, for φ ∈ H10 (Ω) and ǫ > 0. From (1.14) and (1.15) we have
0 ≤
∫
Ω
∇uλ∇Ψ− λ
∫
Ω
f(uλ)Ψ−
∫
Ω
a(x)u−γλ Ψ
=
∫
{uλ+ǫφ≥0}
∇uλ∇(uλ + ǫφ)− λf(uλ)(uλ + ǫφ)− a(x)u
−γ
λ (uλ + ǫφ)
=
∫
Ω
−
∫
{uλ+ǫφ<0}
∇uλ∇(uλ + ǫφ)− λf(uλ)(uλ + ǫφ)− a(x)u
−γ
λ (uλ + ǫφ)
= ψ′(1) + ǫ
[∫
Ω
∇uλ∇φ− λf(uλ)φ− a(x)u
−γ
λ φ
]
−
[∫
{uλ+ǫφ<0}
∇uλ∇(uλ + ǫφ)− λf(uλ)(uλ + ǫφ)− a(x)u
−γ
λ (uλ + ǫφ)
]
≤ ǫ
[∫
Ω
∇uλ∇φ− λf(uλ)φ− a(x)u
−γ
λ φ
]
− ǫ
∫
{uλ+ǫφ<0}
∇uλ∇φ,
and since | {uλ + ǫφ < 0} | → 0 as ǫ→ 0
+, dividing by ǫ and letting ǫ→ 0+ we obtain
0 ≤
∫
Ω
∇uλ∇φ− λf(uλ)φ− a(x)u
−γ
λ φ,
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for every φ ∈ H10 (Ω). Hence, this inequality also holds equally well for −φ. Thus, we have∫
Ω
∇uλ∇φ− λf(uλ)φ− au
−γ
λ φ = 0,
for every φ ∈ H10 (Ω), which implies that uλ is a solution of (P )λ.
The Lemma 2.3 states that if uλ and vλ are solutions of problem (P )λ, then uλ ≤ vλ in Ω and
vλ ≤ uλ in Ω. Therefore, uλ = vλ and as a consequence of this, problem (P )λ has a unique solution.
Now, let us prove a), b), c) and d).
a) It is enough show that lim inf
λ↑λ∗
‖uλ‖ =∞. Suppose, reasoning by the contradiction, that lim inf
λ↑λ∗
‖uλ‖ <
∞. As a consequence of this, there exists a bounded sequence {uλn} ⊂ H
1
0 (Ω) with λn ↑ λ∗. Therefore,
we may assume that there exists a subsequence, still denoted {uλn}, such that uλn ⇀ u in H
1
0 (Ω), for
some u ∈ H10 (Ω). So, uλn → u in L
s(Ω) for all s ∈ (0, 2∗) and uλn → u ≥ 0 a.e. in Ω. Since∫
Ω
∇uλn∇φ =
∫
Ω
a(x)u−γλn φ+ λn
∫
Ω
f(uλn)φ, (1.16)
for all φ ∈ H10 (Ω), it follows from Fatou’s lemma that∫
Ω
∇u∇φ1 ≥
∫
Ω
a(x)u−γφ1 + λ
∫
Ω
f(u)φ1,
which implies that u > 0 in Ω. Now, from Lemma 2.3 we have that u0 ≤ uλn holds, which implies that
|a(x)u−γλn φ| ≤ |a(x)u
−γ
0 φ| ∈ L
1(Ω) for all φ ∈ H10 (Ω) and n ∈ N. Therefore, it follows from Lebesgue’s
dominated convergence theorem that∫
Ω
a(x)u−γλn φ→
∫
Ω
a(x)u−γφ and λn
∫
Ω
f(uλn)φ→ λ∗
∫
Ω
f(u)φ. (1.17)
Letting n→∞ in (1.16), and using that uλn ⇀ u in H
1
0 (Ω) and (1.17), we get∫
Ω
∇u∇φ =
∫
Ω
a(x)u−γφ+ λ∗
∫
Ω
f(u)φ,
for all φ ∈ H10 (Ω). Thus, u is a solution of (P )λ with λ = λ∗. But this contradicts the Lemma 2.2.
Therefore, lim sup
λ↑λ∗
‖uλ‖ ≥ lim inf
λ↑λ∗
‖uλ‖ =∞, which implies that ‖uλ‖ → ∞ as λ ↑ λ∗. The proof of a)
is complete.
To prove b) we need of the following lemma.
Lemma 3.1 The function m : (0, λ∗)→ H
1
0 (Ω) defined by m(λ) = uλ is continuous.
Proof Let us fix a µ ∈ (0, λ∗) and consider a sequence {λn} ⊂ (0, λ∗) such that λn → µ. To prove that
uλn → uµ, we firstly show that the sequence {uλn} is bounded in H
1
0 (Ω). To this aim, we first remark
that by Lemma 2.3 we have uλn ≥ u0 in Ω for all n ∈ N, and using (1.4) and λn < λ∗ we get
‖uλn‖
2 <
∫
Ω
a|u0|
1−γ + λ∗ (θ + ǫ)
∫
Ω
|uλn |
2 + cλ∗
∫
Ω
|uλn |, (1.18)
for each ǫ > 0 and some constant c = c(ǫ) > 0.
Let us choose η ∈ (0, λ∗) satisfying η > λn for all n ∈ N. After this, by Lemma 2.3 the inequality
uλn ≤ uη in Ω holds. This and (1.18) yields
‖uλn‖
2 <
∫
Ω
a(x)|u0|
1−γ + λ∗ (θ + ǫ)
∫
Ω
|uη|
2 + cλ∗
∫
Ω
|uη |,
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which implies that the sequence {uλn} is bounded in H
1
0 (Ω). Therefore, we may assume that there is
0 ≤ u ∈ H10 (Ω) such that uλn ⇀ u in H
1
0 (Ω) and uλn → u in L
s(Ω), for all s ∈ (0, 2∗). From these
convergences and Lebesgue dominated convergence theorem we obtain that
lim
n→∞
(uλn , uλn − u)H = lim
n→∞
∫
Ω
a(x)u−γλn (uλn − u) + limn→∞
λn
∫
Ω
f(uλn)(uλn − u) = 0,
which implies
lim
n→∞
‖uλn − u‖
2 = lim
n→∞
(uλn , uλn − u)H − lim
n→∞
(u, uλn − u)H = 0,
holds, that is uλn → u in H
1
0 (Ω).
Now we will prove b). Let us fix λ ∈ (0, λ∗) and we show in what follows that
dIλ(uλ)
dλ
= −
∫
Ω
F (uλ).
Let µ ∈ (0, λ∗). From (1.2) we have that
Iλ(uλ) = Iµ(uλ) + (µ − λ)
∫
Ω
F (uλ) ≥ Iµ(uµ) + (µ− λ)
∫
Ω
F (uλ)
and
Iµ(uµ) = Iλ(uµ) + (λ− µ)
∫
Ω
F (uµ) ≥ Iλ(uλ) + (λ− µ)
∫
Ω
F (uµ),
and as a consequence of these inequalities we obtain
− (µ− λ)F (uλ) ≥ Iµ(uµ)− Iλ(uλ) ≥ −(µ− λ)
∫
Ω
F (uµ). (1.19)
Thus, (1.19) and Lemma 3.1 leads us to infer that
lim inf
µ↓λ
Iµ(uµ)− Iλ(uλ)
µ− λ
= lim sup
µ↓λ
Iµ(uµ)− Iλ(uλ)
µ− λ
= −
∫
Ω
F (uλ)
and
lim inf
µ↑λ
Iµ(uµ)− Iλ(uλ)
µ− λ
= lim sup
µ↑λ
Iµ(uµ)− Iλ(uλ)
µ− λ
= −
∫
Ω
F (uλ),
and therefore
dIλ(uλ)
dλ
= lim
µ→λ
Iµ(uµ)− Iλ(uλ)
µ− λ
there exists and
dIλ(uλ)
dλ
= −
∫
Ω
F (uλ).
Finally, we can apply the Lemma 3.1 to conclude that the function (0, λ∗) ∋ λ →
∫
Ω F (uλ) is
continuous and it follows that Iλ(uλ) belongs to C
1((0, λ∗),R). The proof of b) is now complete.
c) We claim that uλ = z + w, where z, w ∈ C
1,α(Ω) for some α ∈ (0, 1). Indeed, by Theorem 3 in [4]
there exist ǫ > 0 such that uλ(x) ≥ ǫd(x) in Ω. Hence,
0 < a(x)u−γλ (x) ≤ Cd
γ−η(x)d−γ(x) ≤ Cd−η(x),
for some constant C > 0. So, from Lemma 2.1 in [10] it follows that there exists 0 < w ∈ C1,α(Ω)
(with α ∈ (0, 1)) such that ∫
Ω
∇w∇φ =
∫
Ω
a(x)u−γλ φ,
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for every φ ∈ H10 (Ω), and this implies that∫
Ω
∇uλ∇φ =
∫
Ω
a(x)u−γλ φ+ λ
∫
Ω
f(uλ)φ =
∫
Ω
∇w∇φ+ λ
∫
Ω
f(uλ)φ,
that is ∫
Ω
∇(uλ − w)∇φ = λ
∫
Ω
f(uλ)φ = λ
∫
Ω
f((uλ − w) + w)φ
for every φ ∈ H10 (Ω). So, the function z = uλ − w satisfies{
−∆z = g(x, z) in Ω,
z(x) = 0 on ∂Ω,
where
g(x, t) =
{
λf(t+ w(x)), if t ≥ 0
λf(w(x)), if t < 0.
Using (1.4) and the Young inequality we have
| g(x, t) |≤ c1 + c2t ≤ c1 + c2t
p, (1.20)
for some constants c1, c2 > 0 and p ∈ (1, 2
∗). From (1.20) we can use a usual bootstrap argument to
get z ∈ C1,α(Ω), for some α ∈ (0, 1). Since uλ = z+w it follows that uλ ∈ C
1,α(Ω) for some α ∈ (0, 1).
d) We observe that assumption f(s) = s for all s ∈ R+ implies that λ∗ = δ1. Using the Poincare´
inequality we have
Iλ(uλ) ≥
1
2
(
1−
λ
δ1
)
‖uλ‖
2 −
1
1− γ
∫
Ω
a(x)|uλ|
1−γ > 0, (1.21)
for every λ ∈ (0, λ∗).
By virtude of (1.21) and (1.12) it follows that
0 < Iλ(uλ) ≤ Jλ(tλ(φ1)φ1) = −
(
1 + γ
2(1 − γ)
)(∫
a(x)|φ1|
1−γ
) Hλ(φ1)∫
a(x)|φ1|
1−γ


γ−1
1+γ
,
and since 1 < γ and
Hλ(φ1) = (λ1 − λ)
∫
|φ1|
2 → 0
as λ→ λ∗, we have that
0 ≤ lim inf
λ↑λ∗
Iλ(uλ) ≤ lim sup
λ↑λ∗
Iλ(uλ) ≤ 0,
which implies that Iλ(uλ)→ 0 as λ→ λ∗. The prove of d) is complete.
4 Proof of Theorem 1.2
Let us prove the Theorem 1.2. Let uλ be as in the Lemma 2.1 and let us prove that uλ is solution of
(P )λ. To this aim, fisrt we consider φ ∈ H
1
0 (Ω) such that φ ≥ 0 in Ω and ǫ > 0. Since uλ + ǫφ ∈ D
+,
it follow that
1
2
‖uλ + ǫφ‖
2 −
1
2
‖uλ‖
2 − λ
∫
Ω
F (uλ + ǫφ)− F (uλ) ≥
1
1− γ
∫
Ω
a(x)|uλ + ǫφ|
1−γ −
1
1− γ
a(x)|uλ|
1−γ .
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Thus, dividing the last inequality by ǫ and passing to the liminf as ǫ → 0, by Fatou’s Lemma we
have ∫
Ω
∇uλ∇φ− λ
∫
Ω
f(uλ)φ ≥
∫
Ω
u−γλ φ,
for every φ ∈ H10 (Ω) with φ ≥ 0.
Now, since tuλ ∈ D
+ for every t > 0, we have that the function ψ ∈ C1((0,∞),R) defined by
ψ(t) = Iλ(tuλ) has a global minimum at t = 1, and therefore
0 = ψ′(1) = ‖uλ‖
2 − λ
∫
Ω
f(uλ)uλ −
∫
Ω
a(x)|u|1−γ .
Finally, following the proof of Theorem 1.1 we can prove that uλ is a solution of (P )λ. Moreover,
by Lemma 2.3 we have that uλ is unique.
Now, let us prove a), b), c), d) and e).
a) First, we note that
Hλ(φ1) = (λ1 − λθ)
∫
Ω
φ21,
and using (1.12) this implies that Jλ(tλ(φ1)φ1)→ −∞. Hence, by (1.13) we have
−∞ ≤ lim
λ↑λ∗
Iλ(uλ) ≤ lim
λ↑λ∗
Iλ(tλ(φ1)φ1) ≤ lim
λ↑λ∗
Jλ(tλ(φ1)φ1) = −∞,
that is lim
λ↑λ∗
Iλ(uλ) = −∞.
b) It is enough to prove that lim inf
λ↑λ∗
‖uλ‖ = ∞. Suppose, reasoning by the contradiction, that
lim inf
λ↑λ∗
‖uλ‖ < ∞. As a consequence of this, there exists a bounded sequence {uλn} ⊂ H
1
0 (Ω) with
λn ↑ λ∗. Therefore, we may assume that there exists a subsequence, still denoted {uλn}, such that
uλn ⇀ u in H
1
0 (Ω) for some u ∈ H
1
0 (Ω). So, uλn → u in L
s(Ω) for all s ∈ (0, 2∗) and uλn → u ≥ 0 a.e.
in Ω. Since u 7−→ ‖u‖2 is weakly lower semicontinuous, from item a) we obtain that
−∞ < Iλ∗(u) ≤ lim inf
λn↑λ∗
Iλn(uλn) = −∞,
which is an absurd. Therefore, lim sup
λ↑λ∗
‖uλ‖ ≥ lim inf
λ↑λ∗
‖uλ‖ = ∞, which implies that ‖uλ‖ → ∞ as
λ ↑ λ∗. The proof of b) is complete.
c) Let λ < µ. By Lemma 2.3 we have uλ ≤ uµ in Ω. Hence,
‖uλ‖
2 =
∫
Ω
a(x)|uλ|
1−γ + λ
∫
Ω
f(uλ)uλ ≤
∫
Ω
a(x)|uµ|
1−γ + µ
∫
Ω
f(uµ)uµ = ‖uµ‖
2,
that is ‖uλ‖ ≤ ‖uµ‖.
d) The proof of d) follows the same idea of the proof of b) of the Theorem 1.1.
e) As in c) of Theorem 1.1 we let us prove that uλ = z + w, where z, w ∈ C
1,α(Ω) for some
α ∈ (0, 1). First, we know from Theorem 3 in [4] that there exists ǫ > 0 such that uλ ≥ ǫd(x). Hence,
since a ∈ L∞(Ω) we have
0 < a(x)u−γλ (x) ≤ Cd
−γ(x),
for some constant C > 0. Now the proof follows the same idea of the proof of c) of Theorem 1.1. The
proof is complete.
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