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Abstract
We study numerical integration of smooth functions defined over the
s-dimensional unit cube. A recent work by Dick et al. (2019) has intro-
duced so-called extrapolated polynomial lattice rules, which achieve the
almost optimal rate of convergence for numerical integration and can be
constructed by the fast component-by-component search algorithm with
smaller computational costs as compared to interlaced polynomial lattice
rules. In this paper we prove that, instead of polynomial lattice point
sets, truncated higher order digital nets and sequences can be used within
the same algorithmic framework to explicitly construct good quadrature
rules achieving the almost optimal rate of convergence. The major advan-
tage of our new approach compared to original higher order digital nets is
that we can significantly reduce the precision of points, i.e., the number
of digits necessary to describe each quadrature node. This finding has
a practically useful implication when either the number of points or the
smoothness parameter is so large that original higher order digital nets
require more than the available finite-precision floating point representa-
tions.
1 Introduction
In this paper we study numerical integration of multivariate functions defined
over the s-dimensional unit cube. For an integrable function f : [0, 1)s → R, we
denote the integral of f by
I(f) =
∫
[0,1)s
f(x) dx.
We consider approximating I(f) by a linear algorithm of the form
AN (f) =
N−1∑
h=0
whf(xh),
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where x0, . . . ,xN−1 and w0, . . . , wN−1 denote the quadrature nodes and the
quadrature weights, respectively. We call the algorithm AN a quasi-Monte Carlo
(QMC) rule if the weights are given by w0 = · · · = wN−1 = 1/N .
For a Banach space V with norm ‖·‖V , the worst-case error of AN is defined
by
ewor(AN , V ) := sup
f∈V
‖f‖V ≤1
|I(f)−AN (f)| .
Our aim is then to design a good quadrature rule AN such that e
wor(AN , V ) is
made as small as possible, since for any function f ∈ V we have
|I(f)−AN (f)| ≤ ‖f‖V · ewor(AN , V ),
meaning that a single algorithm works well for all functions belonging to V .
In this paper we are particularly interested in Banach spaces with dominating
mixed smoothness α ∈ N, α ≥ 2, consisting of functions which have partial
mixed derivatives up to order α in each variable (see Section 2.1 for more details).
Such function spaces have been motivated by Dick et al. (2014) for the study of
partial differential equations with random coefficients.
For function spaces of our interest, QMC rules using higher order digital nets
and sequences as quadrature nodes are known to achieve the almost optimal
rate of convergence of the worst-case error, which is O(N−α+ε) with arbitrarily
small ε > 0. The concept and explicit construction of higher order digital nets
and sequences were originally introduced by Dick (2007, 2008) (see Section 2.2
for more details). Since then, on the one hand, further theoretical investi-
gations on them have been made (see, e.g., Baldeaux et al. 2011, Goda et al.
2017, 2018, Hinrichs et al. 2016). On the other hand, how to efficiently search
for good quadrature node sets in a weighted function space setting as consid-
ered by Sloan & Woz´niakowski (1998) has also attracted some interest (see, e.g.,
Baldeaux et al. 2012, Gantner & Schwab 2016, Goda 2015, Goda & Dick 2015,
Goda et al. 2016). In particular, so-called interlaced polynomial lattice rules
originated by Goda & Dick (2015) and Goda (2015), which are based on the
digit interlacing composition due to Dick (2007, 2008), have been applied in
the context of partial differential equations with random coefficients (see, e.g.,
Dick et al. 2014, Kuo & Nuyens 2016).
Recently, a new alternative approach to interlaced polynomial lattice rules
has been developed by Dick et al. (2019). Instead of searching for a single
interlaced polynomial lattice point set, their approach is to search for α classical
polynomial lattice point sets with geometric spacing of N first, and then to
apply Richardson extrapolation recursively to α numerical values AN (f). Such
extrapolated polynomial lattice rules have been proved to achieve the almost
optimal rate of convergence, and, moreover, the fast component-by-component
algorithm can be used to find good rules with smaller computational costs as
compared to interlaced polynomial lattice rules. A further advantage can be
found in the fact that the fast QMC matrix-vector multiplication technique from
Dick et al. (2015) applies to extrapolated polynomial lattice rules, whereas it is
not straightforwardly applicable to interlaced ones.
In this paper, as a continuation of Dick et al. (2019), we push forward
the idea of applying Richardson extrapolation to QMC rules for achieving a
high order of convergence for multivariate numerical integration. In particu-
lar, we consider QMC rules using truncated higher order digital nets or se-
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quences as quadrature nodes, where truncation is done in the following way:
we apply the following map trm : [0, 1) → [0, 1) component-wise to each node
xh = (xh,1. . . . , xh,s) ∈ [0, 1)s of higher order digital nets with prime base p and
size N = pm:
trm
(
∞∑
i=1
ξi
pi
)
=
m∑
i=1
ξi
pi
with ξi ∈ {0, 1, . . . , p− 1}. (1)
Then we prove that, by applying Richardson extrapolation recursively to QMC
rules using such truncated higher order digital nets or sequences with geometric
spacing of N , the resulting linear algorithm to approximate I(f) achieves the
almost optimal rate of convergence.
Our finding has the following practically useful implication, especially when
p = 2. The original digit interlacing composition approach to constructing
higher order digital nets with size N = pm requires αm digits in the p-adic
expansion of each component of each node. Hence the round-off error is in-
evitable when αm is larger than what is available via finite-precision floating
point representations (for instance, 23 and 52 for IEEE 754 single- and double-
precision floating-point formats, respectively). Depending on an integrand, the
round-off error becomes comparable to the approximation error for numerical
integration already when m is of practical size, say m ≈ 20. In such a situation,
the approximation error will remain more or less unchanged even by increasing
m. Since our extrapolation approach can reduce the necessary number of digits
from αm to m, the round-off error problem will not happen until m is large
enough and importantly becomes independent of the smoothness parameter α.
Therefore, with the help of Richardson extrapolation, higher order QMC rules
become available for wider ranges of N and α than before without suffering
from the rounding problem.
The rest of this paper is organized as follows. After describing the neces-
sary background and notation in Section 2, we propose an extrapolation-based
quadrature rule using truncated higher order digital nets or sequences, and
prove the worst-case error bound of the proposed rule in Banach spaces with
dominating mixed smoothness in Section 3. In the same section, we further
provide another possible, similar but different quadrature rule, together with
its worst-case error bound. We conclude this paper with numerical experiments
in Section 4.
2 Preliminaries
Throughout this paper we denote the set of positive integers by N and write
N0 = N∪ {0}. For a prime p, let Fp be the finite field with p elements, which is
identified with the set of integers {0, 1, . . . , p − 1} ⊂ Z equipped with addition
and multiplication modulo p. For an s-dimensional vector x = (x1, . . . , xs) and
a subset u ⊆ {1, . . . , s}, we write xu = (xj)j∈u, and denote the cardinality and
the complement of u by |u| and −u := {1, . . . , s} \ u, respectively.
2.1 Banach spaces with dominating mixed smoothness
Following Dick et al. (2014), here we introduce the definition of function spaces
which we consider in this paper. Let α ∈ N, α ≥ 2, and 1 ≤ q, r ≤ ∞ be real
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numbers. Further let γ = (γu)u⊆{1,...,s} be a set of non-negative real numbers
called weights, which has been introduced by Sloan & Woz´niakowski (1998) to
moderate the relative importance of different variables or groups of variables.
In this paper we do not discuss the dependence of the worst-case error on the
dimension, and just consider the weights for making consistent use of the nota-
tions of previous works.
Assume that a function f : [0, 1)s → R has partial mixed derivatives up to
order α in each variable. We define the norm of f by
‖f‖rs,α,q,r :=
∑
u⊆{1,...,s}

γ−qu ∑
v⊆u
∑
τu\v∈{1,...,α}|u\v|
∫
[0,1)|v|
∣∣∣∣∣
∫
[0,1)s−|v|
f (τu\v,αv ,0)(x) dx−v
∣∣∣∣∣
q
dxv


r/q
,
with the obvious modification if either q or r is infinite. Here (τ u\v,αv,0)
denotes the vector β = (β1, . . . , βs) such that
βj =


τj if j ∈ u \ v,
α if j ∈ v,
0 otherwise,
and f (τu\v,αv ,0) denotes the partial mixed derivative of order (τu\v,αv,0) of f .
If there exist subsets u such that γu = 0, then we assume that the corresponding
inner double sum is 0 and formally set 0/0 = 0. Now we define the Banach space
with dominating mixed smoothness α by
Ws,α,q,r := {f : [0, 1)s → R : ‖f‖s,α,q,r <∞} .
For τ ∈ N, we denote the Bernoulli polynomial of degree τ by Bτ : [0, 1)→ R
and we put bτ (·) = Bτ (·)/τ !. With a slight abuse of notation, we write bτ =
bτ (0). Further, we denote the one-periodic extension of the polynomial bτ by
b˜τ : R→ R. As shown below, we have a point-wise representation for functions
in Ws,α,q,r.
Lemma 1. For f ∈Ws,α,q,r, we have
f(x) =
∑
u⊆{1,...,s}
fu(xu),
where each fu depends only on xu and is given by
fu(xu) =
∑
v⊆u
(−1)(α+1)|v|
∑
τu\v∈{1,...,α}|u\v|
∏
j∈u\v
bτj(xj)
∫
[0,1)s
f (τu\v,αv ,0)(y)
∏
j∈v
b˜α(yj−xj) dy.
Moreover, we have
‖f‖rs,α,q,r =
∑
u⊆{1,...,s}
‖fu‖rs,α,q,r.
Proof. See the proof of Dick et al. (2014, Theorem 3.5).
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2.2 Higher order digital nets and sequences
2.2.1 Digital construction scheme
We first introduce a class of point sets called digital nets which are originally
due to Niederreiter (1992).
Definition 1 (Digital nets). For a prime p and m,n ∈ N, let C1, . . . , Cs ∈
Fn×mp . For h ∈ N0, h < pm, we denote the p-adic expansion of h by
h = η0 + η1p+ · · ·+ ηm−1pm−1.
Set xh = (xh,1, . . . , xh,s) ∈ [0, 1)s where
xh,j =
ξh,j,1
p
+
ξh,j,2
p2
+ · · ·+ ξh,j,n
pn
,
in which ξh,j,1, . . . , ξh,j,n are given by
(ξh,j,1, . . . , ξh,j,n) = (η0, η1, . . . , ηm−1) · C⊤j
for 1 ≤ j ≤ s. Then the set of points Pm,n = {xh : 0 ≤ h < pm} is called a
digital net over Fp (with generating matrices C1, . . . , Cs).
It is easy to see from the definition that the parameter m determines the total
number of points, while n does determine the precision of points.
Remark 1. Let us consider the case n = ∞. For each Cj = (c(j)k,l )k∈N,1≤l≤m,
if there exists a function Kj : {1, . . . ,m} → N such that c(j)k,l = 0 whenever
k > Kj(l), the vector-matrix product appearing in the above definition gives
ξh,j,i = 0 for all i > max1≤l≤mKj(l) =: nj. Thus, each number xh,j is uniquely
written in a finite p-adic expansion with the precision at most n′ = max1≤j≤s nj.
By identifying C1, . . . , Cs with their upper n
′×m submatrices, Definition 1 still
applies to such cases.
It is straightforward to extend the definition of digital nets to digital se-
quences that are infinite sequences of points in [0, 1)s.
Definition 2 (Digital sequences). For a prime p, let C1, . . . , Cs ∈ FN×Np . For
each Cj = (c
(j)
k,l )k,l∈N, assume that there exists a function Kj : N→ N such that
c
(j)
k,l = 0 if k > Kj(l). For h ∈ N0, we denote the p-adic expansion of h by
h = η0 + η1p+ · · · ,
where all but a finite number of ηi’s are 0. Set xh = (xh,1, . . . , xh,s) ∈ [0, 1)s
where
xh,j =
ξh,j,1
p
+
ξh,j,2
p2
+ · · · ,
in which ξh,j,1, ξh,j,2, . . . are given by
(ξh,j,1, ξh,j,2, . . .) = (η0, η1, . . .) · C⊤j
for 1 ≤ j ≤ s. Then the sequence of points S = {xh : h ∈ N0} is called a digital
sequence over Fp (with generating matrices C1, . . . , Cs).
As mentioned in Remark 1, the existence of functions Kj in this definition is
assumed to ensure that every number xh,j is uniquely written in a finite p-adic
expansion.
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2.2.2 Dual nets
Next we introduce the concept of dual nets and also the weight function due to
Dick (2008) which generalizes the original weight function introduced indepen-
dently by Niederreiter (1986) and Rosenbloom & Tsfasman (1997). Thereafter
we give the definition of higher order digital nets and sequences.
Definition 3 (Dual nets). For a prime p and m,n ∈ N, let Pm,n be a digital
net over Fp with generating matrices C1, . . . , Cs ∈ Fn×mp . The dual net of Pm,n,
denoted by P⊥m,n, is defined by
P⊥m,n :=
{
k = (k1, . . . , ks) ∈ Ns0 : C⊤1 νn(k1)⊕ · · · ⊕ C⊤s νn(ks) = 0 ∈ Fmp
}
,
where we write νn(k) = (κ0, . . . , κn−1)
⊤ for k ∈ N0 whose p-adic expansion is
given by k = κ0 + κ1p+ · · · , where all but a finite number of κi’s are 0.
Remark 2. Again, even for the case n =∞, as long as there exists a function
Kj : {1, . . . ,m} → N such that c(j)k,l = 0 whenever k > Kj(l) for each Cj =
(c
(j)
k,l )k,l∈N, Definition 3 still applies.
Definition 4 (Weight function). Let α ∈ N. We denote the p-adic expansion
of k ∈ N by
k = κ1p
c1−1 + κ2p
c2−1 + · · ·+ κvpcv−1
with κ1, . . . , κv ∈ {1, . . . , p− 1} and c1 > c2 > · · · > cv > 0. Then we define the
weight function µα : N0 → N0 by
µα(k) :=
min(α,v)∑
i=1
ci,
and µα(0) = 0. In case of vectors in N
s
0, we define
µα(k1, . . . , ks) :=
s∑
j=1
µα(kj).
Now we are ready to introduce higher order digital nets and sequences.
Definition 5 (Higher order digital nets). Let α ∈ N. For a prime p and
m,n ∈ N, let Pm,n be a digital net over Fp. We call Pm,n an order α digital
(t,m, s)-net over Fp if there exists an integer 0 ≤ t ≤ αm such that the following
holds:
µα(P
⊥
m,n) := min
k∈P⊥m,n\{0}
µα(k) > αm− t.
Remark 3. It follows from Definition 3 that (pn, 0, . . . , 0) ∈ P⊥m,n, which gives
µα(P
⊥
m,n) ≤ µα(pn, 0, . . . , 0) = n+ 1.
Thus in order for Pm,n to be an order α digital (t,m, s)-net, it is necessary to
have n ≥ αm− t. Together with Remark 4 below, this means that the precision
n should scale linearly with α and m.
Definition 6 (Higher order digital sequences). Let α ∈ N. For a prime p, let S
be a digital sequence over Fp. We call S an order α digital (t, s)-sequence over
Fp if there exists t ∈ N0 such that the first pm points of S are an order α digital
(t,m, s)-net over Fp when αm > t.
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2.2.3 Explicit constructions
It is important to note that higher order digital nets and sequences can be
constructed explicitly. In fact, many explicit constructions of order 1 digital
(t, s)-sequences with small t-values for arbitrary s have been known already.
Among them are those by Sobol’ (1967), Faure (1982), Niederreiter (1988),
Tezuka (1993) and Niederreiter & Xing (2001). Some of them hold the property
on functions Kj in Definition 2 such that Kj(l) ≤ l for all j, l ∈ N. This means,
the first pm points of such digital sequences are an order 1 digital (t,m, s)-net
over Fp with the precision n ≤ m. We refer to Dick & Pillichshammer (2010,
Chapter 8) for more information on these special constructions.
Moreover the digit interlacing composition due to Dick (2007, 2008) enables
us to construct order α digital (t,m, s)-nets and (t, s)-sequences in the following
way. For α ∈ N, α ≥ 2, let us consider a generic point x = (x1, . . . , xα) ∈ [0, 1)α.
We denote the p-adic expansion of each xj by
xj =
ξj,1
p
+
ξj,2
p2
+ · · · ,
which is understood to be unique in the sense that infinitely many of the ξj,i’s
are different from p− 1. Then we define the map Dα : [0, 1)α → [0, 1) by
Dα(x1, . . . , xα) :=
∞∑
i=1
α∑
j=1
ξj,i
pα(i−1)+j
.
We extend the map Dα to vectors by setting
Dα : [0, 1)αs → [0, 1)s,
(x1, . . . , xαs) 7→
(Dα(x1, . . . , xα), . . . ,Dα(xα(s−1)+1, . . . , xαs)) ,
i.e., Dα is applied to non-overlapping consecutive α components of (x1, . . . , xαs).
Using this digit interlacing composition Dα, we can construct higher order dig-
ital nets and sequences explicitly as follows.
Lemma 2. Let α ∈ N, α ≥ 2, and p be a prime.
1. For m ∈ N, let Pm,m be an order 1 digital (t,m, αs)-net over Fp. Then
Dα(Pm,m) := {Dα(x) : x ∈ Pm,m} ⊂ [0, 1)s
is an order α digital (t′,m, s)-net over Fp with
t′ = αmin
{
m, t+
⌊
s(α− 1)
2
⌋}
.
2. Let S be an order 1 digital (t, αs)-sequence over Fp. Then
Dα(S) := {Dα(x) : x ∈ S} ⊂ [0, 1)s
is an order α digital (t′, s)-sequence over Fp with
t′ = αt+
sα(α − 1)
2
.
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Proof. See Baldeaux et al. (2011, Corollary 3.4) and Dick (2008, Theorems 4.11
and 4.12) for the proofs of the first and second items, respectively.
Remark 4. Let S be an order 1 digital (t, αs)-sequence over Fp with generating
matrices C1, . . . , Cαs ∈ FN×Np . We denote the l-th row of Cj by c(j)l . Then Dα(S)
is a digital sequence over Fp with generating matrices D1, . . . , Ds ∈ FN×Np , where
each Dj whose l-th row is denoted by d
(j)
l is given by
d
(j)
α(l−1)+h = c
(α(j−1)+h)
l
for l ≥ 1 and 1 ≤ h ≤ α. If each Cj = (c(j)k,l ) satisfies c(j)k,l = 0 whenever k > l,
i.e., if Kj(l) ≤ l holds, each Dj = (d(j)k,l ) satisfies d(j)k,l = 0 whenever k > αl.
This means, the first pm points of Dα(S) are an order α digital (t′,m, s)-net
over Fp with the precision n ≤ αm.
Since several explicit constructions of order 1 digital (t, αs)-sequences, in-
cluding those of Sobol’ (1967) and Tezuka (1993), fulfill the condition Kj(l) ≤ l,
we assume that the precision of the first pm points of an order α digital (t, s)-
sequence over Fp is at most αm in the rest of this paper.
2.3 Walsh functions
Finally, in this section, we recall the definition of Walsh functions which play a
central role in the quadrature error analysis of QMC rules using (higher order)
digital nets and sequences.
Definition 7 (Walsh functions). For a prime p, we write ωp = exp(2pi
√−1/p).
For k ∈ N0 whose p-adic expansion is given by k = κ0 + κ1p + · · · , where
all but a finite number of κi’s are 0, the k-th Walsh function walk : [0, 1) →
{1, ωp, . . . , ωp−1p } is defined by
walk(x) := ω
κ0ξ1+κ1ξ2+···
p ,
where we denote the p-adic expansion of x ∈ [0, 1) by x = ξ1/p + ξ2/p2 + · · · ,
which is understood to be unique in the sense that infinitely many of the ξi’s are
different from p− 1.
In the multivariate case, for k = (k1, . . . , ks) ∈ Ns0 and x = (x1, . . . , xs) ∈
[0, 1)s, the k-th Walsh function is defined by
walk(x) :=
s∏
j=1
walkj (xj).
Lemma 3. For k ∈ N0 and n ∈ N we have
1
pn
pn−1∑
h=0
walk
(
h
pn
)
=
{
1 if pn divides k,
0 otherwise.
Proof. Write k = k′+pnl for 0 ≤ k′ < pn and l ≥ 0. From the definition ofWalsh
functions, we see that walk(h/p
n) = walk′(h/p
n) for any 0 ≤ h < pn. Thus it
suffices to prove the result for the case 0 ≤ k < pn. Actually, the result for k = 0
is trivial and the proof for 1 ≤ k < pn can be found in Dick & Pillichshammer
(2010, Lemma A.8).
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Lemma 4. For a prime p and m,n ∈ N, let Pm,n = {xh : 0 ≤ h < pm} be a
digital net over Fp. For k ∈ Ns0 we have
1
pm
pm−1∑
h=0
walk(xh) =
{
1 if k ∈ P⊥m,n,
0 otherwise.
Proof. See Dick & Pillichshammer (2010, Lemma 4.75) for the proof.
As shown in Dick & Pillichshammer (2010, TheoremA.11), the system {walk :
k ∈ Ns0} is a complete orthonormal system in L2([0, 1)s). Therefore, we can de-
fine the Walsh series of f ∈ L2([0, 1)s)∑
k∈Ns0
fˆ(k)walk(x),
where fˆ(k) is the k-th Walsh coefficient of f :
fˆ(k) :=
∫
[0,1)s
f(x)walk(x) dx.
It is easy to see that I(f) = fˆ(0).
For smooth functions f ∈ Ws,α,q,r, the above Walsh series converges to f
point-wise absolutely, and moreover, the following bounds on the Walsh coeffi-
cients are known.
Lemma 5. Let u be a subset of {1, . . . , s} and ku ∈ N|u|. The (ku,0)-th Walsh
coefficient of f ∈Ws,α,q,r is bounded by
|fˆ(ku,0)| ≤ γu‖fu‖s,α,q,rC|u|α p−µα(ku),
where fu is given as in Lemma 1 and
Cα =
(
1 +
1
p
+
1
p(p+ 1)
)α−2(
3 +
2
p
+
2p+ 1
p− 1
)
max
(
2
(2 sin(pi/p))α
, max
1≤z<α
1
(2 sin(pi/p))z
)
.
Proof. See Dick (2009, Theorem 15) and Dick et al. (2014, Theorem 3.5) for the
proof.
3 Extrapolation of truncated higher order digi-
tal nets and sequences
3.1 Euler-Maclaurin formula
Before providing our extrapolation-based quadrature rules, here we show some
necessary results as preparation. In what follows, for l ∈ N and k = (k1, . . . , ks) ∈
Ns0, we write l | k if l divides kj for all 1 ≤ j ≤ s, and l ∤ k if there exists at
least one component kj which is not divided by l. Further we write k < l (resp.
k > l) if kj < l (resp. kj > l) holds for all 1 ≤ j ≤ s.
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Lemma 6. For a prime p and m,n ∈ N, let Pm,n be a digital net over Fp with
generating matrices C1, . . . , Cs ∈ Fn×mp . Then we have
{k ∈ Ns0 : pn | k} ⊆ P⊥m,n,
and
P⊥m,n \ {k ∈ Ns0 : pn | k} =
{
k + pnl : k ∈ P⊥m,n,0 6= k < pn, l ∈ Ns0
}
.
Proof. The first statement is trivial, since for k ∈ Ns0 such that pn | k, we have
νn(k1) = · · · = νn(ks) = (0, . . . , 0)⊤ which gives
C⊤1 νn(k1)⊕ · · · ⊕ C⊤s νn(ks) = 0.
Hence P⊥m,n always contains such k as elements.
Let us move on to the proof of the second statement. For k, l ∈ N0 with
k < pn, we have νn(k + p
nl) = νn(k). This means that, for k, l ∈ Ns0 with
k < pn, whether P⊥m,n contains k + p
nl as an element does not depend on l, so
that k + pnl ∈ P⊥m,n if and only if k ∈ P⊥m,n. Therefore we have
P⊥m,n = {k+ pnl : k ∈ P⊥m,n,k < pn, l ∈ Ns0}
= {k+ pnl : k ∈ P⊥m,n,0 6= k < pn, l ∈ Ns0} ∪ {pnl : l ∈ Ns0},
where the last equality follows by separating the cases k 6= 0 and k = 0. Since
the two sets on the right-most side above are disjoint, the result follows.
Corollary 1. For a prime p and m,n ∈ N, let Pm,n = {xh : 0 ≤ h < pm}
be a digital net over Fp with generating matrices C1, . . . , Cs ∈ Fn×mp . For f ∈
Ws,α,q,r we have
1
pm
pm−1∑
h=0
f(xh) = I(f) +
∑
l∈Ns0
∑
k∈P⊥m,n
06=k<pn
fˆ(k + pnl) +
α−1∑
τ=1
cτ (f)
pτn
+Rs,α,n, (2)
where cτ (f) depends only on f and τ , and Rs,α,n ∈ O(p−αn).
Proof. Using the Walsh series of f , Lemma 4 and Lemma 6, we have
1
pm
pm−1∑
h=0
f(xh) =
1
pm
pm−1∑
h=0
∑
k∈Ns0
fˆ(k)walk(xh) =
∑
k∈Ns0
fˆ(k)
1
pm
pm−1∑
h=0
walk(xh)
=
∑
k∈P⊥m,n
fˆ(k) = I(f) +
∑
k∈P⊥m,n\{0}
fˆ(k)
= I(f) +
∑
l∈Ns0
∑
k∈P⊥m,n
06=k<pn
fˆ(k + pnl) +
∑
k∈Ns0\{0}
pn|k
fˆ(k). (3)
Now we write
P ∗n :=
{(
h1
pn
, . . . ,
hs
pn
)
: 0 ≤ h1, . . . , hs < pn
}
,
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which is called a regular grid. Using Lemma 3, for k ∈ Ns0 we have
1
pns
pn−1∑
h1,...,hs=0
walk
(
h1
pn
, . . . ,
hs
pn
)
=
s∏
j=1
1
pn
pn−1∑
hj=0
walkj
(
hj
pn
)
=
{
1 if pn | k,
0 otherwise.
Using this result, we obtain
∑
k∈Ns0\{0}
pn|k
fˆ(k) =
∑
k∈Ns0\{0}
fˆ(k)
1
pns
pn−1∑
h1,...,hs=0
walk
(
h1
pn
, . . . ,
hs
pn
)
=
1
pns
pn−1∑
h1,...,hs=0
∑
k∈Ns0\{0}
fˆ(k)walk
(
h1
pn
, . . . ,
hs
pn
)
=
1
pns
pn−1∑
h1,...,hs=0
f
(
h1
pn
, . . . ,
hs
pn
)
− I(f).
This means that the last term of (3) is nothing but a signed integration error
of a QMC rule using a regular grid P ∗n as quadrature nodes. It is shown by
Dick et al. (2019, Theorem 3.4) that
1
pns
pn−1∑
h1,...,hs=0
f
(
h1
pn
, . . . ,
hs
pn
)
− I(f) =
α−1∑
τ=1
cτ (f)
pτn
+Rs,α,n, (4)
where
cτ (f) =
∑
τ∈{0,1,...,α−1}s
|τ |1=τ
I(f (τ ))
s∏
j=1
τj 6=0
bτj ,
with |τ |1 = |τ1|+ · · ·+ |τs|, and
|Rs,α,n| ≤ ‖f‖s,α,q,r
pαn

 ∑
∅6=u⊆{1,...,s}
(
γu(α+ 1)
|u|/q′D|u|α
)r′
1/r′
≤ ‖f‖s,α,q,r
pαn
∑
∅6=u⊆{1,...,s}
γu(α+ 1)
|u|D|u|α , (5)
with q′ an r′ being the Ho¨lder conjugates of q and r, respectively, and
Dα = max
{
|b1|, . . . , |bα−1|, sup
x∈[0,1)
|b˜α(x)|
}
.
We complete the proof by substituting (4) into the last term of (3).
3.2 An algorithm and its worst-case error bound
Throughout this subsection, let S be an order α digital (t, s)-sequence over Fp
with generating matrices C1, . . . , Cs. For m,n ∈ N, we denote the upper-left
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n×m submatrices of C1, . . . , Cs by C [n×m]1 , . . . , C [n×m]s , and denote a digital net
with generating matrices C
[n×m]
1 , . . . , C
[n×m]
s by P [n×m]. In view of Remarks 1
and 4, we assume that
P [αm×m] = P [(αm+1)×m] = · · · = P [N×m],
where the right-most side denotes the first pm points of S. It is easy to see that,
for a finite n, we have
P [n×m] = trn(P
[N×m]),
where the map trn is defined as in (1), and from Remark 2, we also have{
k ∈ (P [n×m])⊥ : k < pn
}
=
{
k ∈ (P [N×m])⊥ : k < pn
}
. (6)
Furthermore, instead of AN (f), we write
I(f ;P ) =
1
N
∑
x∈P
f(x)
for an N -element point set P ⊂ [0, 1)s to emphasize which point set is used in
numerical integration.
Now let us consider the following algorithm:
Algorithm 1. Let S be an order α digital (t, s)-sequence over Fp. For m ∈ N
and f : [0, 1)s → R, do the following:
1. For 0 ≤ i < α, compute
I
(1)
m+i(f) := I
(
f ;P [(m+i)×(m+i)]
)
.
2. For 1 ≤ τ < α, let
I
(τ+1)
m+i (f) :=
pτI
(τ)
m+i+1(f)− I(τ)m+i(f)
pτ − 1 for 0 ≤ i < α− τ .
3. Return I
(α)
m (f) as an approximation of I(f).
We emphasize that Algorithm 1 uses only digital nets with square generating
matrices, which significantly reduces the necessary precision of points from αm
(see Remarks 3 and 4) to m. Since the resulting estimate I
(α)
m (f) is given by a
weighted sum of QMC rules with different sizes of nodes, I
(1)
m (f), . . . , I
(1)
m+α−1(f),
this quadrature rule is a linear algorithm with the total number of function
evaluations
N = pm + · · ·+ pm+α−1.
As a main result of this paper, we show that our quadrature rule I
(α)
m (f) achieves
the almost optimal rate of convergence of the worst-case error in Ws,α,q,r.
Theorem 1. Let α ∈ N, α ≥ 2, and 1 ≤ q, r ≤ ∞. When αm > t holds, the
worst-case error of the algorithm I
(α)
m (f) in Ws,α,q,r is bounded above by
sup
f∈Ws,α,q,r
‖f‖s,α,q,r≤1
∣∣∣I(f)− I(α)m (f)∣∣∣ ≤ ∑
∅6=u⊆{1,...,s}
γuU|u|,α,t
(logpN)
α|u|
Nα
,
where N = pm + · · ·+ pm+α−1 and U|u|,α,t > 0 for all ∅ 6= u ⊆ {1, . . . , s}.
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In order to prove Theorem 1, we need some preparations.
Lemma 7. Let Pm,αm be an order α digital (t,m, s)-net over Fp or be the first
pm points of an order α digital (t, s)-sequence over Fp such that αm > t. For a
non-empty subset u ⊆ {1, . . . , s}, we write
(Pm,αm)
⊥
u = {ku ∈ N|u| : (ku,0) ∈ P⊥m,αm}.
Then we have
∑
ku∈(Pm,αm)⊥u
p−µα(ku) ≤ E|u|,α (αm− t+ 2)
α|u|
pαm−t
,
where
E|u|,α = p
α|u|
(
1
p
+
(
p
p− 1
)α|u|)
.
Proof. See Dick (2008, Lemma 5.2) and Dick & Pillichshammer (2010, Lemma 15.20)
for the proof.
Lemma 8. For n ∈ N and k, l ∈ Ns0 with k < pn, we have
µα(k + p
nl) ≥ µα(k) + µα(l).
Proof. Noting that
µα(k + p
nl) =
s∑
j=1
µα(kj + p
nlj)
and
µα(k) + µα(l) =
s∑
j=1
(µα(kj) + µα(lj)) ,
it suffices to prove the statement for the one-dimensional case:
µα(k + p
nl) ≥ µα(k) + µα(l),
for any k, l ∈ N0 with k < pn. Since the result is trivial if l = 0, we assume
l > 0. We denote the p-adic expansions of k and l by
k = κ1p
c1−1 + · · ·+ κvpcv−1,
l = ι1p
d1−1 + · · ·+ ιwpdw−1,
with κ1, . . . , κv, ι1, . . . , ιw ∈ {1, . . . , p − 1}, c1 > · · · > cv > 0 and d1 > · · · >
dw > 0, respectively. Since k < p
n, we have c1 ≤ n and v ≤ n. If w < α, we
have
µα(k + p
nl) = µα(κ1p
c1−1 + · · ·+ κvpcv−1 + ι1pd1+n−1 + · · ·+ ιwpdw+n−1)
=
w∑
i=1
(di + n) +
min(α−w,v)∑
i=1
ci ≥
w∑
i=1
di +
min(α,v)∑
i=1
ci = µα(l) + µα(k).
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On the other hand, if w ≥ α, we have
µα(k + p
nl) =
α∑
i=1
(di + n) ≥
α∑
i=1
di +
min(α,v)∑
i=1
ci = µα(l) + µα(k).
Thus we complete the proof.
Now we are ready to prove Theorem 1.
Proof of Theorem 1. Let f ∈Ws,α,q,r . For each 0 ≤ i < α, Corollary 1 gives
I
(1)
m+i(f) = I(f)+
∑
l∈Ns0
∑
k∈(P [(m+i)×(m+i)])⊥
0 6=k<pm+i
fˆ(k+pm+il)+
α−1∑
τ=1
cτ (f)
pτ(m+i)
+Rs,α,m+i.
Using the result shown in Dick et al. (2019, Lemma 2.9 & Corollary 2.11), we
have
I(α)m (f) = I(f) +
α−1∑
i=0
wi


∑
l∈Ns0
∑
k∈(P [(m+i)×(m+i)])⊥
06=k<pm+i
fˆ(k + pm+il) +Rs,α,m+i

 ,
with
wi =
α−i−1∏
j=1
( −1
pj − 1
) i∏
j=1
(
pj
pj − 1
)
for 0 ≤ i ≤ α− 1,
where the empty product is set to 1. Here we note that
∑α−1
i=0 wi = 1, see
Dick et al. (2019, Lemma 2.10). It follows from the triangle inequality and the
decomposition
(P [(m+i)×(m+i)])⊥ \ {0} =
⋃
∅6=u⊆{1,...,s}
(P [(m+i)×(m+i)])⊥u ,
that∣∣∣I(α)m (f)− I(f)∣∣∣
≤
α−1∑
i=0
|wi|


∑
l∈Ns0
∑
k∈(P [(m+i)×(m+i)])⊥
0 6=k<pm+i
|fˆ(k + pm+il)|+ |Rs,α,m+i|


=
α−1∑
i=0
|wi|


∑
∅6=u⊆{1,...,s}
∑
v⊆u
∑
lv∈N|v|
∑
(kv ,ku\v)∈(P
[(m+i)×(m+i)])⊥u
06=kv<p
m+i
0<ku\v<p
m+i
|fˆ(kv + pm+ilv,ku\v,0)|+ |Rs,α,m+i|


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≤
α−1∑
i=0
|wi|


∑
∅6=u⊆{1,...,s}
∑
lu∈N
|u|
0
∑
ku∈(P
[(m+i)×(m+i)])⊥u
0 6=ku<p
m+i
|fˆ(ku + pm+ilu,0)|+ |Rs,α,m+i|

 .
Using Lemmas 5 and 8, the inner double sum above for a given ∅ 6= u ⊆
{1, . . . , s} is bounded by∑
lu∈N
|u|
0
∑
ku∈(P
[(m+i)×(m+i)])⊥u
06=ku<p
m+i
|fˆ(ku + pm+ilu,0)| ≤ γu‖fu‖s,α,q,rC|u|α
∑
lu∈N
|u|
0
∑
ku∈(P
[(m+i)×(m+i)])⊥u
ku<p
m+i
p−µα(ku+p
m+i
lu)
≤ γu‖f‖s,α,q,rC|u|α
∑
lu∈N
|u|
0
p−µα(lu)
∑
ku∈(P
[(m+i)×(m+i)])⊥u
ku<p
m+i
p−µα(ku).
Applying (6) and Lemma 7, the inner sum over ku is bounded by∑
ku∈(P
[(m+i)×(m+i)])⊥u
ku<p
m+i
p−µα(ku) =
∑
ku∈(P
[(m+i)×(m+i)])⊥u
ku<p
m+i
p−µα(ku) ≤
∑
ku∈(P [N×(m+i)])⊥u
p−µα(ku)
≤ E|u|,α (α(m+ i)− t+ 2)
α|u|
pα(m+i)−t
.
Regarding the sum over lu ∈ N|u|0 , Goda (2016, Lemma 7) gives
∑
lu∈N
|u|
0
p−µα(lu) =
(∑
l∈N0
p−µα(l)
)|u|
= A|u|α ,
where
Aα = 1 +
α−1∑
w=1
w∏
i=1
(
p− 1
pi − 1
)
+
(
pα − 1
pα − p
) α∏
i=1
(
p− 1
pi − 1
)
.
All together, the inner double sum for ∅ 6= u ⊆ {1, . . . , s} is bounded by
∑
lu∈N
|u|
0
∑
ku∈(P
[(m+i)×(m+i)])⊥u
0<ku<p
m+i
|fˆ(ku+pm+ilu,0)| ≤ γu‖f‖s,α,q,rA|u|α C|u|α E|u|,α
(α(m+ i)− t+ 2)α|u|
pα(m+i)−t
.
Recall that the total number of function evaluations is N = pm + · · · +
pm+α−1. Using the above result and (5), the integration error for f ∈ Ws,α,q,r
is bounded by
∣∣∣I(α)m (f)− I(f)∣∣∣ ≤ α−1∑
i=0
|wi|
∑
∅6=u⊆{1,...,s}
γu‖f‖s,α,q,r
ptA
|u|
α C
|u|
α E|u|,α(α(m + i)− t+ 2)α|u| + (α+ 1)|u|D|u|α
pα(m+i)
≤ ‖f‖s,α,q,r
∑
∅6=u⊆{1,...,s}
γu
(
logpN
)α|u|
Nα
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×
(
ptA|u|α C
|u|
α E|u|,α + (α+ 1)
|u|D|u|α
) α−1∑
i=0
|wi| N
α
pα(m+i)
(α(m+ i)− t+ 2)α|u|(
logpN
)α|u| .
(7)
For any 0 ≤ i < α we have
Nα
pα(m+i)
≤ (αp
m+α−1)α
pα(m+i)
=
(
αpα+1−i
)α
,
and
(α(m + i)− t+ 2)α|u| ≤ (α(m+ i+ 2/α))α|u| ≤ (α(m+ i+ 1))α|u|
≤ (2α(m+ i))α|u| ≤ (2α logpN)α|u| .
Thus the inner sum of (7) is bounded independently of m as
α−1∑
i=0
|wi| N
α(
logpN
)α|u| (α(m+ i)− t+ 2)α|u|pα(m+i) ≤ (2α)α|u|
α−1∑
i=0
|wi|
(
αpα+1−i
)α
.
This leads to a worst-case error bound:
sup
f∈Ws,α,q,r
‖f‖s,α,q,r≤1
∣∣∣I(α)m (f)− I(f)∣∣∣ ≤ ∑
∅6=u⊆{1,...,s}
γuU|u|,α,t
(
logpN
)α|u|
Nα
,
where
U|u|,α,t = (2α)
α|u|
(
ptA|u|α C
|u|
α E|u|,α + (α+ 1)
|u|D|u|α
) α−1∑
i=0
|wi|
(
αpα+1−i
)α
.
Hence we complete the proof.
Remark 5. Algorithm 1 is naturally extensible with respect tom in the following
way: For mmin,mmax ∈ N, mmax − mmin ≥ α and f : [0, 1)s → R, do the
following:
1. For mmin ≤ i ≤ mmax, compute
I
(1)
i (f) := I
(
f ;P [i×i]
)
.
2. For 1 ≤ τ < α, let
I
(τ+1)
i (f) :=
pτI
(τ)
i+1(f)− I(τ)i (f)
pτ − 1 for mmin ≤ i ≤ mmax − τ .
Then we obtain a sequence of the approximate values I
(α)
mmin , I
(α)
mmin+1
, . . . , I
(α)
mmax−α+1
.
If one wants to increase mmax by 1, it suffices to compute I
(1)
mmax+1
(f) instead
of whole I
(1)
mmax−α+1
(f), . . . , I
(1)
mmax+1
(f). This is a key advantage as compared
to another possible algorithm which we introduce below.
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3.3 Another possible algorithm
It is clear from the proof of Theorem 1 that, in order to vanish the main terms
of (2), i.e.,
α−1∑
τ=1
cτ (f)
pτn
by applying Richardson extrapolation recursively, there is no need to set n = m
and to change them at the same time. In fact we can fix m and change n only,
although the resulting algorithm is no longer extensible in m.
Algorithm 2. Let Pm,αm be an order α digital (t,m, s)-net over Fp with gen-
erating matrices C1, . . . , Cs ∈ Fαm×mp . For f : [0, 1)s → R, do the following:
1. For 0 ≤ i < α, compute
J
(1)
m+i := I
(
f ;P [(m+i)×m]m,αm
)
,
where P
[(m+i)×m]
m,αm denotes a digital net with generating matrices C
[(m+i)×m]
1 , . . . , C
[(m+i)×m]
s .
2. For 1 ≤ τ < α, let
J
(τ+1)
m+i :=
pτJ
(τ)
m+i+1 − J (τ)m+i
pτ − 1 for 0 ≤ i < α− τ .
3. Return J
(α)
m as an approximation of I(f).
We see that the total number of function evaluations used in J
(α)
m is N =
αpm. Similarly to Algorithm 1, this alternative algorithm achieves the almost
optimal rate of convergence as shown below. Since we can prove the result
exactly in the same way as Theorem 1, we omit the proof.
Theorem 2. Let α ∈ N, α ≥ 2, and 1 ≤ q, r ≤ ∞. The worst-case error of the
algorithm J
(α)
m (f) in Ws,α,q,r is bounded above by
sup
f∈Ws,α,q,r
‖f‖s,α,q,r≤1
∣∣∣I(f)− J (α)m (f)∣∣∣ ≤ ∑
∅6=u⊆{1,...,s}
γuV|u|,α,t
(logpN)
α|u|
Nα
,
where N = αpm and
V|u|,α,t =
(
α
logp 2
)α|u| (
ptA|u|α C
|u|
α E|u|,α + (α+ 1)
|u|D|u|α
) α−1∑
i=0
|wi|.
for all ∅ 6= u ⊆ {1, . . . , s}.
4 Numerical experiments
Finally we conduct some numerical experiments to confirm the effectiveness of
our extrapolation-based quadrature rules. For all the experiments, we set the
base p = 2 and use a MATLAB implementation of higher order Sobol’ nets and
sequences from Dick (2007, 2008).
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Figure 1: Integration error for f1: α = 2 (left) and α = 3 (right).
4.1 Low-dimensional cases
First let us consider the simplest case s = 1. The test function we use is
f1(x) = x
3
(
log x+
1
4
)
.
While the third derivative of f1 is in Lq([0, 1)) for any finite q ≥ 1, the fourth
derivative is not in L1([0, 1)), implying that f1 6∈ W1,4,q,r but f1 ∈ W1,3,q,r.
Note that I(f1) = 0. Figure 1 shows the absolute integration error obtained
by using Algorithm 1 (and Remark 5) with α = 2 and α = 3. In both cases,
the integration error of I
(1)
m achieves the convergence of nearly order N−1. We
can see that the order of convergence of the integration error is improved from
N−1 to N−2 by applying Richardson extrapolation. In case of α = 3, the
recursive application of Richardson extrapolation further improves the order
of convergence to approximately N−3. This convergence behavior is in good
agreement with our theoretical result.
Next let us consider a bi-variate test function
f2(x, y) =
(
1
2
− xy
)6
1xy≤1/2,
where 1A denotes the indicator function of an event A. The derivative f
(3,3)
2 has
a discontinuity along the curve xy = 1/2 but is in Lq([0, 1)
2) for any q, which
ensures f2 ∈W2,3,q,r. Note that we have
I(f2) =
1
896
(
363
140
+ log 2
)
.
Figure 2 shows the absolute integration error by Algorithm 1 (and Remark 5)
with α = 2 and α = 3. Similarly to the result for f1, the integration errors of
I
(1)
m and I
(2)
m achieve the convergence of nearly order N−1 and N−2, respectively.
For the case α = 3, after the recursive application of Richardson extrapolation,
the error decays asymptotically with the order N−3. However, the magnitude of
the error itself is almost comparable to that for I
(2)
m in this range of N . In fact,
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Figure 2: Integration error for f2: α = 2 (left) and α = 3 (right).
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Figure 3: Integration error by QMC rules using order 2 and 3 Sobol’ sequences
for f1 (left) and f2 (right). If αm > 52, the truncation map tr52 is applied to
all of the quadrature nodes.
as can be seen from the right plot of Figure 3, QMC rules using order 3 Sobol’
sequences achieve the convergence of order N−3 only asymptotically, and the
performances of order 2 and 3 Sobol’ sequences are comparable. This implies
that, on the right-hand side of (2), c1(f)/p
n is the most dominant term, but
c2(f)/p
2n is not the only secondary dominant term and is comparable to∑
l∈Ns0
∑
k∈P⊥m,n
0 6=k<pn
fˆ(k + pnl).
This is why our Algorithm 1 cannot achieve the desired rate of convergence for
α = 3 when m is not large enough. Thus, improving the performance of original
higher order digital nets and sequences is important for our extrapolation-based
rules to work well.
When IEEE 754 double-precision floating-point format is employed, the first
2m points of order 2 Sobol’ sequences can be represented with full precision in
this range of m ∈ [3, 22], whereas those of order 3 Sobol’ sequences cannot for
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Figure 4: Effect of precision u for QMC rules using order 3 Sobol’ sequences for
f1 (left) and f2 (right). If αm > u, the truncation map tru is applied to all of
the quadrature nodes.
m ≥ 18. As we see from Figure 3, the integration error for f1 using order 3
Sobol’ sequences remains almost the same for m ≥ 18, which is considered to
be the consequence of rounding the quadrature nodes. In fact, by changing
the maximum precision from 52 to lower values u, the switch of the convergence
behavior from the O(N−3) decay to the plateau happens for smallerm as shown
in the left plot of Figure 4. Since our extrapolation-based quadrature rules do
not suffer from the rounding problem in this range of m, the error continues to
decay even form ≥ 18 as is clear from the right plot of Figure 1. However, such a
switch of the convergence behavior for order 3 Sobol’ sequences cannot be clearly
observed for f2, see the right plot of Figure 3. Changing the maximum precision
from 52 to lower values u does yield such a switch but for larger m as compared
to the case for f1. Hence whether or not the round-off error is comparable to
the integration error when αm goes beyond an available precision depends on
an integrand, and in general, it seems quite difficult to distinguish the round-off
error from the integration error. Again we would like to emphasize that our
extrapolation-based quadrature rules are free from such difficulty unless m is
large enough, say m = 52, which is an important advantage compared to the
original higher order digital nets and sequences.
4.2 High-dimensional cases
Let us move on to the high-dimensional setting. Following Dick et al. (2019)
and Gantner & Schwab (2016), we consider the following two test functions:
f3(x) =
s∏
j=1
[
1 + γj
(
xc1j −
1
1 + c1
)]
,
f4(x) = exp

c2 s∑
j=1
γjxj

 ,
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Figure 5: Comparison of integration errors by three algorithms for f3 with
c1 = 1.3 (left) and f4 with c2 = 1 (bottom).
with parameters c1 > 0, c2 6= 0, for which we have I(f3) = 1 and
I(f4) =
s∏
j=1
[
1
c2γj
(exp(c2γj)− 1)
]
.
When 1 < c1 < 2, the second derivative of the function x 7→ xc1 is not absolutely
continuous but is in Lq([0, 1)) for any q < 1/(2 − c1), which means that f3 ∈
Ws,2,q,r for q < 1/(2 − c1). On the other hand, f4 is analytic and belongs to
Ws,α,q,r for any α ≥ 2 and q ≥ 1. As stated by Gantner & Schwab (2016),
f4 is designed to mimic the behavior of parametric solution families of partial
differential equations. We employ this test function to see potential applicability
to such problems.
We put s = 100 and γj = j
−2. We consider three quadrature rules: Algo-
rithm 1 with α = 2, denoted by I
(2)
m , Algorithm 2 with α = 2, denoted by J
(2)
m ,
and QMC rules using order 2 Sobol’ sequences. Figure 5 shows the comparison
of the absolute integration errors obtained by these three algorithms. In fact,
there is no decisive difference in performance between these algorithms, and all
of them achieve the nearly desired rate of convergence, which is O(N−2+ε) for
arbitrarily small ε > 0. This result not only supports our theoretical result, but
also indicates that Richardson extrapolation allows truncation of higher order
digital nets and sequences without sacrificing the practical performance of them
even for high-dimensional cases.
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