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In the present thesis the linear theories of viscoelasticity and ther-
moviscoelasticity for isotropic and homogeneous Kelvin-Voigt mate-
rials with voids are considered and some basic results of the classical
theories of elasticity and thermoelasticity are generalized. Indeed,
the basic properties of plane harmonic waves in the linear theory of
viscoelasticity for Kelvin-Voigt materials with voids are established.
There are two longitudinal and two transverse attenuated plane waves
in the Kelvin-Voigt material with voids. In the considered theories
the fundamental solutions of the systems of equations of steady vi-
brations are constructed by means of elementary functions and their
basic properties are established. The representations of Galerkin type
solutions of the systems of equations of steady vibrations are obtained.
The Green’s formulas and integral representations of Somigliana type
of regular vector and classical solutions are obtained. The formulas of
representations of the general solution for the system of homogeneous
equations of steady vibrations are established. The completeness of
these representations of solutions is proved. The uniqueness theo-
rems of the internal and external boundary value problems (BVPs) of
steady vibrations in the linear theories of viscoelasticity and thermo-
viscoelasticity for Kelvin-Voigt materials with voids are proved. The
basic properties of surface (single-layer and double-layer) and volume
potentials are studied. On the basis of these potentials the BVPs are
reduced to the singular integral equations. The corresponding sin-
gular integral operators are of the normal type with an index equal
to zero. The Fredholm’s theorems are valid for these singular inte-
gral operators. Finally, the existence theorems of classical solutions of
the above mentioned BVPs of the linear theories of viscoelasticity and
thermoviscoelasticity for Kelvin-Voigt materials with voids are proved
by using the potential method (boundary integral equation method)
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The structure of the thesis is as follows: the content of this thesis is divided into
six chapters. Chapters 2 to 5 can be roughly divided into two parts. The first part
(Chapters 2 and 3) and the second part (Chapters 4 and 5) include the investiga-
tion of problems of the linear theories of viscoelasticity and thermoviscoelasticity
for Kelvin-Voigt materials with voids, respectively. In the final chapter the basis
results of this thesis are summarized and some fields of application of these results
are analyzed.
Each Chapter is articulated as follows:
In the next sections of this chapter (Sections 1.2 and 1.3) a review of the
literature on the theories of viscoelasticity and thermoviscoelasticity is presented
and the basic notations are given. These notations are used throughout this
thesis.
Chapter 2 (Sections 2.1 to 2.4) is focused on the solutions of the system of
equations of steady vibrations in the linear theory of viscoelasticity for isotropic
and homogeneous Kelvin-Voigt materials with voids. Indeed, the governing equa-
tions of steady vibrations of the linear theory of viscoelasticity are given. The
basic properties of solutions of the dispersion equations of longitudinal and trans-
verse plane harmonic waves are studied. The fundamental solution of the system
of equations of steady vibrations is constructed by means of elementary func-
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tions and its some basic properties are established. Finally, Green’s formulas and
integral representations of general solutions of the above mentioned system of
equations are obtained.
In Chapter 3 (Sections 3.1 to 3.4) the basic internal and external BVPs of
steady vibrations of the linear theory of viscoelasticity for Kelvin-Voigt materials
with voids are investigated using the potential method and the theory of singular
integral equations. Indeed, the basic BVPs are formulated and the uniqueness
theorems of classical solutions of these BVPs are proved. The basic properties of
the elastopotentials and the singular integral operators are established. On the
basis of these potentials the BVPs are reduced to the singular integral equations.
The corresponding singular integral operators are of the normal type with an
index equal to zero. The Fredholm’s theorems are valid for these singular integral
operators. Finally, the existence theorems of classical solutions of the BVPs of
steady vibrations are proved.
Chapter 4 (Sections 4.1 to 4.5) treats the solutions of the system of equations
of steady vibrations in the the linear theory of thermoviscoelasticity for Kelvin-
Voigt materials with voids. Indeed, the governing equations of steady vibrations
of the linear theory of thermoviscoelasticity are given. The fundamental solution
of the system of equations of steady vibrations is constructed by means of ele-
mentary functions and its some basic properties are established. The Galerkin
type solution of the system of nonhomogeneous equations and the representation
of general solution of the system of homogeneous equations are obtained. The
Green’s formulas and integral representations of general solutions of the systems
of equations of steady vibrations are presented.
In Chapter 5 (Sections 5.1 to 5.4) the basic internal and external BVPs of
steady vibrations of the linear theory of thermoviscoelasticity for Kelvin-Voigt
materials with voids are investigated using the potential method and the theory
of singular integral equations. Indeed, the basic BVPs are formulated and the
uniqueness theorems of classical solutions of these BVPs are proved. The basic
properties of the thermoelastopotentials (single-layer, double-layer and volume
potentials) and the singular integral operators are established. On the basis of
these potentials the BVPs are reduced to the singular integral equations. The
corresponding singular integral operators are of the normal type with an index
2
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equal to zero. Therefore, Fredholm’s theorems are valid for these singular integral
operators. Finally, the existence theorems of classical solutions of the BVPs of
steady vibrations are proved.
The main results of the Chapters 2 to 5 are published in the papers of author
of this thesis (see Svanadze [1 - 4]).
1.2 On the theories of viscoelasticity and ther-
moviscoelasticity: Literature review
The theories of viscoelasticity initiated by J. C. Maxwell, O. E. Meyer, L. Boltz-
mann, and studied by W. Voigt, Lord Kelvin (W. Thomson), S. Zaremba, V.
Volterra and others. These theories, which include the Maxwell model, the
Kelvin-Voigt model, and the standard linear solid model, were used to predict a
material’s response under di↵erent loading conditions (see Eringen [5], Truesdell
and Noll [6], Christensen [7], Amendola et al. [8]).
Viscoelastic materials play an important role in many branches of civil engi-
neering, geotechnical engineering, technology and, in recent years, biomechanics.
Viscoelastic materials, such as amorphous polymers, semicrystalline polymers,
and biopolymers, can be modeled in order to determine their stress or strain in-
teractions as well as their temporal dependencies (see Shaw and MacKnight [9],
Ferry [10]). Study of bone viscoelasticity is best placed in the context of strain
levels and frequency components associated with normal activities and with appli-
cations of diagnostic tools (see Lakes [11]). The investigations of the solutions of
viscoelastic wave equations and the attenuation of seismic wave in the viscoelas-
tic media are very important for geophysical prospecting technology. In addition,
the behavior of viscoelastic porous materials can be understood and predicted
in great detail using nano-mechanics. The applications of these materials are
many. One of the applications may be to the NASA space program, such as the
prediction of soils behavior in the Moon and Mars (for details, see Voyiadjis and
Song [12], Polarz and Smarsly [13], Chen et al. [14], Gutierrez-Lemini [15] and
references therein).
A great attention has been paid to the theories taking into account the vis-
3
1.2 On the theories of viscoelasticity and thermoviscoelasticity:
Literature review
coelastic e↵ects (see Amendola et al. [8], Fabrizio and Morro [16], Di Paola and
Zingales [17, 18]). The existence and the asymptotic stability of solutions in the
linear theory of viscoelasticity for solids are investigated by Fabrizio and Lazzari
[19], and Appleby et al. [20]. The main results on the free energy in the linear
viscoelasticity are obtained in the series of papers [21 - 28]. A general way to
provide existence of the initial and BVPs for linear viscoelastic bodies is provided
without the need of appealing to transient solutions is presented by Fabrizio and
Morro [16], Fabrizio and Lazzari [19], and Deseri et al. [21].
Material having small distributed voids may be called porous material or ma-
terial with voids. The intended application of the theory of elastic material with
voids may be found in geological materials like rocks and soils, in biological and
manufactured porous materials for which the theory of elasticity is inadequate.
But seismology represents only one of the many fields where the theories of elas-
ticity and viscoelasticity of materials with voids is applied. Medicine, various
branches of biology, the oil exploration industry and nanotechnology are other
important fields of application.
The theories of elasticity and thermoelasticity for materials with voids have
been a subject of intensive study in recent years. The initial variant (linear and
non-linear) of the theory of elasticity for materials with voids proposed by Nun-
ziato and Cowin [29, 30] and developed by several authors in the series of papers
[31 - 40]. A linear theory of thermoelastic materials with voids was considered
and the acceleration waves were studied by Ieşan [41]. Scalia [42] considered a
grade consistent micropolar theory of thermoelasticity for materials with voids.
The Galerkin type solution in the theory of thermoelastic materials with voids
was constructed by Ciarletta [43]. The steady vibrations problems of this theory
was investigated by Pompei and Scalia [44]. The spatial and temporal behavior
of solutions in linear thermoelasticity of solids with voids were studied by Chiriţǎ
and Scalia [45]. The basis properties of the acceleration and plane harmonic
waves in this theory were established by Ciarletta and Straughan [46], Singh [47],
Singh and Tomar [48]. Passarella [49] introduced a theory of micropolar ther-
moelasticity for materials with voids based on the Lebon [50] law for the heat
conduction (hyperbolic-type heat equation). A theory of thermoelastic materials
with voids without energy dissipation was presented by De Cicco and Diaco [51].
4
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Various theories of viscoelastic materials with voids of integral type have been
proposed and a wide class of problems was studied by Cowin [52], Ciarletta and
Scalia [53], Scalia [54], De Cicco and Nappa [55], and Mart́ınez and Quintanilla
[56]. In the last decade there are been interest in formulation of the mechanical
theories of viscoelastic materials with voids of di↵erential type. In this connec-
tion, Ieşan [57] has developed a nonlinear theory for a viscoelastic composite as a
mixture of a porous elastic solid and a Kelvin-Voigt material. A linear variant of
this theory was developed by Quintanilla [58], and existence and exponential de-
cay of solutions were proved. A theory of thermoviscoelastic composites modelled
as interacting Cosserat continua was presented by Ieşan [59]. Ieşan and Nappa
[60] introduced a nonlinear theory of heat conducting mixtures where the indi-
vidual components were modelled as Kelvin-Voigt viscoelastic materials. Some
exponential decay estimates of solutions of equations of steady vibrations in the
theory of viscoelastricity for Kelvin-Voigt materials were obtained by Chiriţă et
al. [61].
In [62], Ieşan extends theory of elastic materials with voids (see Nunziato and
Cowin [29, 30]), the basic equations of the nonlinear theory of thermoviscoelastic-
ity for Kelvin-Voigt materials with voids were established, the linearized version
of this theory was derived, a uniqueness result and the continuous dependence of
solution upon the initial data and supply terms were proved. The basic BVPs of
steady vibrations in the linear theories of viscoelasticity and thermoviscoelastic-
ity (see Ieşan [62]) for materials with voids were investigated by using potential
method and the theory of singular integral equation in [1 - 4]. This method was
also developed in the classical theories of viscoelasticity and thermoviscoelastic-
ity for Kelvin-Voigt materials without voids and the uniqueness and existence
theorems were proved by Svanadze [63 - 65].
Recently, the theory of thermoviscoelasticity for Kelvin-Voigt microstretch
composite materials was presented by Passarella et al. [66]. The propagation of
plane harmonic waves in an isotropic generalized thermoviscoelastic medium with
voids is studied and the fundamental solution of system of di↵erential equations
in the theory of generalized thermoviscoelasticity with voids is constructed by
Sharma and Kumar [67], Tomar et al. [68].
An account of the historical developments of the theory of porous media as
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well as references to various contributions may be found in the books by de Boer
[69], Ieşan [70], Straughan [71, 72] and the references therein. A new approach
may be found in Amendola et al. [8], although this is not limited just to voids.
The investigation of the BVPs of mathematical physics by the classical po-
tential method has more that a hundred year history. The application of this
method to the 3D (2D) basic BVPs of mathematical physics and the theory of
elasticity reduces these problems to 2D (1D) integral equations. In mathematical
physics the Dirichlet, Neumann, Robin and mixed type BVPs were reduced to the
equivalent Fredholms integral equations by the virtue of the harmonic potentials
(for details, see Kellogg [73], Günther [74], Hsiao and Wendland [75], Cheng and
Cheng [76]). The existence theorems for the internal and external BVPs were
proved by Fredholm’s [77] theory of integral equations.
In the beginning of the 20th century the basic BVPs of the classical theory of
elasticity were reduced to the equivalent integral equations by using the elastopo-
tentials. The boundary integrals were strongly singular and need to be defined in
terms of Cauchy principal value integrals. It was necessary to construct the the-
ory of 1D and multidimensional singular integral equations for proof the existence
theorems by potential method.
The corresponding potentials were constructed and applied to BVPs of the
classical theory of elasticity in the works of representatives of the Italian mathe-
matical school (E. Betti, T. Boggio, G. Lauricella, R. Marcolongo, F. Tricomi, V.
Volterra and others). The main results in this subject are obtained by J. Boussi-
nesq, K. Korn, H. Weyl, H. Poincaré, Georgian scientists (N. Muskhelishvili, I.
Vekua, V. Kupradze, T. Gegelia, M. Basheleishvili, T. Burchuladze) and others.
Indeed, Muskhelishvili [78, 79] developed the theory of 1D singular integral
equations and, using this theory, studied plane BVPs of the classical theory of
elasticity. Vekua [80] presented the general methods of construction of the Shell
theory. Owing to the works of Mikhlin [81], Kupradze [82], Kupradze et al.
[83], and Burchuladze and Gegelia [84], the theory of multidimensional singular
integral equations has presently been worked out with su cient completeness.
In the 60ies of the 20th century singular potentials had been studied com-
pletely by A. Calderon, A. Zygmund, F. Tricomi, G. Giraud, T. Gegelia and
others, and the existence of solutions of the basic BVPs of the 3D classical the-
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ory of elasticity was proved by the potential method. Then, in the 70ies, the
dynamical and contact problems of the classical theories of elasticity and ther-
moelasticity were studied completely by the Georgian mathematicians led by V.
Kupradze (for details, see Kupradze et al. [83], and Burchuladze and Gegelia [84]
and references therein). An extensive review of works on the potential method
can be found in the survey paper by Gegelia and Jentsch [85].
In the next chapters the basic BVPs of the linear theories of viscoelasticity
and thermoviscoelasticity for Kelvin-Voigt materials with voids are investigated
by using the potential method and the theory of singular integral equations.
1.3 Basic notations
Each chapter has its own numeration of formulas. The formula number is denoted
by two figures enclosed in brackets; for example, (3.2) means the second formula
in the third chapter. Theorems, lemmas, definitions and remarks are numerated
in the same manner but without brackets; for example, theorem 3.2 means the
second theorem in the third chapter.
We denote the vectors (vectors fields), matrices (matrices fields) and points of
the Euclidean three-dimensional space R3 by boldface letter, and scalars (scalar
fields) by Italic lightface letters.












; the nabla (gradient) and the Laplacian operators will be
designated by r and  , respectively;  
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and  (x) denote the Kronecker’s and









The inner (scalar) product of two vectors w = (w1, w2, · · · , wl) and v =










is the complex conjugate
of v
j
. If l = 3, then the vector product of vectors w and v is denoted by [w ⇥ v].
We consider an isotropic homogeneous viscoelastic Kelvin-Voigt material with
voids that occupies the region ⌦ of R3. In the sequel we shall use the following
notations from the theories of viscoelasticity and thermoviscoelasticity for Kelvin-





is the component of the total stress tensor;
H 0
j
is the component of the equilibrated stress;
H 00 is the intrinsic equilibrated body force;




3) and u = (u1, u2, u3) are the displacement vectors;





3) and F = (F1,F2,F3) are the body forces per unit mass;
F04 and F4 are the extrinsic equilibrated body forces per unit mass;
F05 and F5 are the heat supply per unit mass and unit time;
⌘0 is the entropy per unit mass and unit time;
Q0
j
is the component of heat flux vector;
e0
lj
is the component of the strain tensor;
⇢ is the reference mass density, ⇢ > 0;
0 is the equilibrated inertia, 0 > 0, ⇢0 = ⇢0;
! is the oscillation (angular) frequency, ! > 0;
T0 is the constant absolute temperature of the body in the reference configuration,
T0 > 0;
✓0 and ✓ are the temperatures measured from T0;
 , ⇤, µ, µ⇤, b, b⇤,↵,↵⇤, ⇠, ⇠⇤, ⌫⇤, k, ⌧ ⇤,m, a,  , ⇣⇤ are the constitutive coe cients.
Throughout this thesis, we employ the Einstein summation convention ac-
cording to which summation over the range 1, 2, 3 is implied for any index that
is repeated twice in any term, a subscript preceded by a comma denotes par-
tial di↵erentiation with respect to the corresponding Cartesian coordinate, and a

















'̇ 0(x, t) =
@' 0(x, t)
@t




Let S be the smooth closed surface surrounding the finite domain ⌦+ in
R3, ⌦̄+ = ⌦+ [ S, ⌦  = R3\⌦̄+, ⌦̄  = ⌦  [ S.






2 C2(⌦ ) \ C1(⌦̄ ) (or U
j




(x) = O(|x| 1), U
j,r
(x) = o(|x| 1) for |x|   1, (1.1)
where j = 1, 2, · · · , l and r = 1, 2, 3.
In the Chapters 2 and 3 (Chapters 4 and 5) we consider a class of four-
component (five-component) regular vectors.
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Chapter 2
Solutions of equations in the
theory of viscoelasticity for
materials with voids
2.1 Basic equations
The theory of elasticity for solids with voids (see Nunziato and Cowin [29, 30]) is
extended by Ieşan [62] to the case when the time derivative of the strain tensor
and the time derivative of the gradient of the volume fraction field are included
in the set of independent constitutive variables. The complete system of field
equations in the linear theory of viscoelasticity for Kelvin-Voigt material with
voids consists of the following equations (Ieşan [62]):











+H 00 = ⇢0'̈
0   ⇢F04, l = 1, 2, 3; (2.2)
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H 00 =  be0rr   ⇠'0   ⌫⇤ė0rr   ⇠⇤'̇0, l, j = 1, 2, 3;
(2.3)












, l, j = 1, 2, 3. (2.4)
Substituting (2.3) and (2.4) into (2.1) and (2.2), we obtain the following sys-
tem of equations of motion in the linear theory of viscoelasticity for Kelvin-Voigt
materials with voids expressed in terms of the displacement vector u0 and the
volume fraction field ' 0 (Ieşan [62])






(↵   ⇠)' 0   b divu0 + (↵⇤   ⇠⇤) '̇ 0   ⌫⇤ div u̇0
= ⇢0'̈ 0   ⇢F04.
(2.5)
If the displacement vector u0 and the volume fraction function ' 0, the body
force F0 and the extrinsic equilibrated body force F04 are postulated to have a









then from system of equations of motion (2.5) we obtain the following system of
equations of steady vibrations in the linear theory of viscoelasticity for Kelvin-
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µ1 u+ ( 1 + µ1)rdivu+ b1r'+ ⇢!2 u =  ⇢F,
(↵1 + ⇠2)'  ⌫1 divu =  ⇢F4,
(2.6)
where
 1 =    i! ⇤, µ1 = µ  i!µ⇤, b1 = b  i! b⇤,
↵1 = ↵  i!↵⇤, ⌫1 = b  i!⌫⇤,
⇠1 = ⇠   i!⇠⇤, ⇠2 = ⇢0!2   ⇠1.
(2.7)
Obviously, (2.6) is the system of partial di↵erential equations with complex
coe cients in which are 14 real parameters:  , ⇤, µ, µ⇤, b, b⇤,↵,↵⇤, ⇠, ⇠⇤, ⌫⇤,!, ⇢
and ⇢0.












) = (µ1 + ⇢!
2) 
lj

















A44(Dx) = ↵1 + ⇠2, l, j = 1, 2, 3.
(2.8)
The system (2.6) can be written as
A(D
x
)U(x) = F, (2.9)
where U = (u,') and F = ( ⇢F, ⇢F4) are the four-component vector functions
and x 2 ⌦.
Obviously, if F = 0, then from (2.6) and (2.9) we obtain the following homo-
12
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geneous equations
µ1 u+ ( 1 + µ1)rdivu+ b1r'+ ⇢!2 u = 0,





)U(x) = 0, (2.11)
respectively.
Throughout this chapter, we suggest that ⇠2 6= 0 (the case ⇠2 = 0 is to simple
to be considered).
2.2 Solution of the dispersion equations. Plane
harmonic waves
We introduce the notations
µ0 =  + 2µ, µ
⇤
0 =  
⇤ + 2µ⇤, µ2 = µ0   i!µ⇤0,
⇠0 = ⇢0!
2   ⇠, d⇤ = 4µ⇤0⇠⇤   (b⇤ + ⌫⇤)
2 ,
d = µ⇤0⇠
⇤   b⇤⌫⇤ = 1
4
⇥
d⇤ + (b⇤   ⌫⇤)2
⇤
, a1 = b
2 + !2d,
a2 = b (b
⇤ + ⌫⇤) , a3 = !




In this section, it is assumed that
µ⇤ > 0, µ⇤0 > 0, ↵
⇤ > 0, d⇤ > 0. (2.13)
On the basis of (2.13) from (2.12) we get
µ⇤0 > 0, ⇠
⇤ > 0, d > 0, a1 > 0, a3 > 0, a4 > 0. (2.14)
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Suppose that plane harmonic waves corresponding to the wave number ⌧ and
angular frequency ! are propagated in the x1-direction through the viscoelastic
Kelvin-Voigt material with voids. Then
u0 (x, t) = H exp {i (⌧x1   !t)} ,
' 0 (x, t) = H0 exp {i (⌧x1   !t)} ,
(2.15)
where H = (H1, H2, H3) ; H0, H1, H2 and H3 are constants.
Keeping in mind (2.15) from the system of homogeneous equations of motion
of the linear theory of viscoelasticity for Kelvin-Voigt materials with voids (see
(2.5))
µ u0 + ( + µ)rdivu0 + br' 0 + µ⇤ u̇0 + ( ⇤ + µ⇤)rdiv u̇0
+b⇤r'̇ 0   ⇢ü = 0,
(↵   ⇠)' 0   b divu0 + (↵⇤   ⇠⇤) '̇ 0   ⌫⇤ div u̇0   ⇢0'̈ 0 = 0
it follows that
{[µ1 + ( 1 + µ1)  1l] ⌧ 2   ⇢!2}Hl   i⌧b1 1lH0 = 0,
i⌧⌫1H1 + (↵1⌧ 2   ⇠2)H0 = 0, l = 1, 2, 3.
(2.16)
From (2.16) for H0 and H1 we have
(µ2⌧ 2   ⇢!2)H1   i⌧b1 H0 = 0,
i⌧⌫1H1 + (↵1⌧ 2   ⇠2)H0 = 0.
(2.17)
For the system (2.17) to have a non-trivial solution for H0 and H1 we must set







⌧ 2 + ⇢!2⇠2 = 0. (2.18)
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= 0, l = 2, 3, (2.19)
and if ⌧ is the solution of equation
µ1⌧
2   ⇢!2 = 0, (2.20)
then (2.19) has a non-trivial solution.
The relations (2.18) and (2.20) will be called the dispersion equations of lon-
gitudinal and transverse plane waves in the linear theory of viscoelasticity for
Kelvin-Voigt materials with voids, respectively. It is obvious that if ⌧ > 0, then
the corresponding plane wave has the constant amplitude, and if ⌧ is complex
with Im ⌧ > 0, then the plane wave is attenuated as x1 ! +1 (see Achenbach
[86]).











One may easily verify that ⌧ 23 is a complex number. Obviously, ⌧1, ⌧2 and ⌧3 are the
wave numbers of longitudinal and transverse plane harmonic waves, respectively.
We denote the longitudinal plane wave with wave number ⌧
j
(j = 1, 2) by P
j
(P-primary), and the transverse horizontal and vertical plane waves with wave
number ⌧3 by SH and SV , respectively (S-secondary, see Achenbach [86]).
Lemma 2.1. If the conditions (2.13) are satisfied, then the equation (2.18) with
respect to ⌧ 2 has not a positive root.







⌘ + ⇢!2⇠2 = 0. (2.21)
Separating real and imaginary parts in (2.21), on the basis of (2.7), (2.13) and
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equalities
↵1µ2 = ↵µ0   a3   i! (↵µ⇤0 + ↵⇤µ0) , ⇢!2⇠2 = ⇠0⇢!2 + i!⇠⇤⇢!2,
⇠2µ2 + ⇢!2↵1 + b1⌫1 = µ0⇠0 + ↵⇢!2 + a1   i! (µ⇤0⇠0   µ0⇠⇤ + ↵⇤⇢!2 + a2)
we obtain the following system
(↵µ0   a3) ⌘2   (µ0⇠0 + ↵⇢!2 + a1) ⌘ + ⇠0⇢!2 = 0,
(↵µ⇤0 + ↵
⇤µ0) ⌘2   (µ⇤0⇠0   µ0⇠⇤ + ↵⇤⇢!2 + a2) ⌘   ⇠⇤⇢!2 = 0.
(2.22)
As one may easily verify, the system (2.22) may be written in the form
⌘1⌘2 = ⌘(a3⌘ + a1), (2.23)
(↵⇤⌘ + ⇠⇤)⌘1 = ⌘(a2   µ⇤0⌘2), (2.24)
where ⌘1 = µ0⌘   ⇢!2, ⌘2 = ↵⌘   ⇠0. Obviously, by (2.23) and (2.24) we have
⌘⌘2 6= 0. On the other hand, taking into account (2.23) from (2.24) it follows that
(↵⇤⌘ + ⇠⇤)(a3⌘ + a1) = ⌘2(a2   µ⇤0⌘2),
and hence,






By virtue of conditions (2.13) and (2.14) we have
↵⇤a3 > 0, a
2






Therefore, from (2.25) we obtain ⌘(⌘   ⌘0) < 0. Finally, we may write ⌘ 2]⌘0; 0[
and lemma 2.1 is thereby proved. ⇧
We assume that Im ⌧
j




Theorem 2.1. If the conditions (2.13) are satisfied, then through a Kelvin-Voigt
material with voids four plane harmonic plane waves propagate: two longitudinal
plane waves P1 and P2 with wave numbers ⌧1, ⌧2 and two transverse plane waves
SH and SV with wave number ⌧3; these are attenuated waves as x1 ! +1.
Remark 2.1. It is obvious that if plane harmonic waves are propagated in an
arbitrary direction through a Kelvin-Voigt material with voids, then we obtain
the same result as given in theorem 2.1.
Remark 2.2. In the theory of elasticity through an isotropic material with voids
four (two longitudinal and two transverse) plane harmonic waves propagate; the
longitudinal waves are attenuated and the transversal waves have the constant
amplitudes (for details, see Puri and Cowin [32]).
2.3 Fundamental solution
Definition 2.1. The fundamental solution of the system (2.10) (the fundamental
matrix of operator A(D
x
)) is the matrix  (x) = ( 
lj
(x))4⇥4 satisfying condition




where x 2 R3.




































































2 ), ⇤pq( ) = 0,
p, q = 1, 2, 3, 4, p 6= q.
(2.27)
We have the following result.
Lemma 2.2. If






) = ⇤( ). (2.29)
Lemma 2.2 is proved by direct calculation.
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We introduce the notations
Y(x) = (Y
pq
(x))4⇥4 , Y11(x) = Y22(x) = Y33(x) = c1j j(x),
















c21 =  c22 = (⌧ 22   ⌧ 21 ) 1, c23 = 0, j = 1, 2, 3.
Obviously, Y is the fundamental matrix of operator ⇤, that is,
⇤( )Y(x) =  (x)J, (2.31)
where x 2 R3.













)Y(x) = ⇤( )Y(x) =  (x)J.
Hence,  (x) is the fundamental matrix of di↵erential operator A(D
x
). We have
thereby proved the following theorem.
Theorem 2.2. If condition (2.28) is satisfied, then the matrix  (x) defined by
(2.32) is the fundamental solution of system (2.10), where the matrices L(D
x
)
and Y are given by (2.26) and (2.30), respectively.
We are now in a position to establish basic properties of matrix  (x). Theorem
2.2 leads to the following results.
Corollary 2.1. If condition (2.28) is satisfied, then each column  (j)(x) of the
19
2.3 Fundamental solution
matrix  (x) is the solution of the homogeneous equation
A(D
x
) (j)(x) = 0 (2.33)
at every point x 2 R3 except the origin, where  (j) = ( 1j, 2j, 3j) and j =
1, 2, 3, 4.
Corollary 2.2. If condition (2.28) is satisfied, then the fundamental solution of
the system
µ1 u(x) + ( 1 + µ1)rdivu(x) = 0, ↵1 '(x) = 0





























,  5(x) =  
1
4⇡|x| , l, j = 1, 2, 3.













l4 (x) =  l4 (x) = 0, l, j = 1, 2, 3
hold in a neighborhood of the origin.
On the basis of theorem 2.2 and corollary 2.2 we obtain the following result.
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hold in a neighborhood of the origin, where p = p1 + p2 + p3, p   1, pq   0, q =
1, 2, 3 and lj = 1, 2, 3, 4.
Thus,  (x) is the singular part of the fundamental matrix   (x) in the neigh-
borhood of the origin.





































for |x|   1, l = 1, 2, 3, j, p = 1, 2, 3, 4.
Equalities in (2.34) are the radiation conditions for metaharmonic functions
(for details, see Sommerfeld [88], Kupradze [89], Vekua [90]).
Remark 2.3. For investigating BVPs of the theories of elasticity and thermoe-
lasticity by potential method it is necessary to construct fundamental solutions of
corresponding systems of partial di↵erential equations and to establish their basic
properties. Several methods are known for constructing fundamental solutions
in the classical theories of elasticity and thermoelasticity (for details, see Gurtin
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2.4 Green’s formulas. Representations of general solutions
[91], Hetnarski and Ignaczak [92], Nowacki [93]). The explicit expressions of fun-
damental solutions in the theory of elasticity, thermoelasticity and micropolar
theory were obtained in di↵erent manner by Kupradze et al. [83], Sandru [94],
Dragos [95]. The basic properties of fundamental solutions of partial di↵erential
equations are given in the book of Hörmander [87].
2.4 Green’s formulas. Representations of gen-
eral solutions
In this section, first, we establish the Green’s formulas in the linear theory of
viscoelasticity for Kelvin-Voigt materials with voids, then we obtain the inte-
gral representation of regular vector (representation of Somigliana-type) and the
Galerkin-type solution of the system (2.6). Finally, we establish the representa-
tion of the general solution of the system of homogeneous equations (2.11) by
using metaharmonic functions.


























































j4(Dx,n) = ⌫1 nj,
(2.35)
P̃44(Dx,n) = P44(Dx,n), l, j = 1, 2, 3, p = 1, 2, 3, 4.
Here n = (n1, n2, n3) is the unit vector,
@
@n
is the derivative along the vector n
and the superscript > denotes transposition.
Obviously, the fundamental matrix  ̃(x) of operator Ã(D
x
) satisfies the fol-
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lowing condition
 ̃(x) =  >( x). (2.36)
Let Ũ
j
be the j-th column of the matrix Ũ = (Ũ
lj
)4⇥4, j = 1, 2, 3, 4. As in
classical theory of thermoelasticity (for details, see Kupradze et al. [83]) we can
prove the following result.
Theorem 2.4. If U and Ũ
j

























On the basis of theorem 2.4 and condition (1.1) we obtain the following result.
Theorem 2.5. If U and Ũ
j

























The identities (2.37) and (2.38) are the Green’s formulas in the linear theory
of viscoelasticity for Kelvin-Voigt materials with voids for domains ⌦+ and ⌦ ,
respectively.
Keeping in mind (2.33), (2.34), (2.36), theorems 2.2 and 2.3 from (2.37) and
(2.38) we obtain the formulas of integral representation of regular vector (repre-
sentation of Somigliana-type) for the domains ⌦+ and ⌦ .
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2.4 Green’s formulas. Representations of general solutions
where w = (w1, w2, w3) 2 C6(⌦), w0 2 C4(⌦), and




3 )w(x) =  ⇢F(x),
( + ⌧ 21 )( + ⌧
2
2 )w0(x) =  ⇢F4(x),
(2.42)
then U = (u, ') is a solution of system (2.6).
Proof. By virtue of (2.26) and (2.27) the equations (2.41) and (2.42) we can





⇤( )W(x) = F(x), (2.44)
respectively, where W = (w, w0), F(x) = ( ⇢F, ⇢F4). Clearly, by (2.29),
(2.43) and (2.44) the vector U is a solution of the system (2.6). ⇧
Theorem 2.9. If U = (u, ') is a solution of system (2.6) in ⌦, then U is
represented by (2.41), where W = (w, w0) is a solution of (2.42) and ⌦ is a finite
domain in R3.
Proof. Let U be a solution of system (2.6). Obviously, if  0(x) is the funda-
mental matrix of the operator L(D
x





is a solution of (2.43).








Hence, W is a solution of (2.43). ⇧
Remark 2.4. Quite similarly as in theorem 2.2 we can construct the fundamen-
tal matrix  0(x) of the operator L(D
x
) by elementary functions.
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Thus, on the basis of theorems 2.8 and 2.9 the completeness of Galerkin-type
solution of system (2.6) is proved.
Now we consider the system of homogeneous equations (2.10). We have the
following results.
Theorem 2.10. If metaharmonic function '
j
and metaharmonic vector func-





(x) = 0, j = 1, 2 (2.45)
and
( + ⌧ 23 ) (x) = 0, div (x) = 0, (2.46)
respectively, then U = (u,') is a solution of the homogeneous equation (2.10),
where
u(x) = r [c1 '1(x) + c2 '2(x)] + (x),
'(x) = '1(x) + '2(x)
(2.47)










  ⇠2)µ2   b1⌫1
⇤
, j = 1, 2. (2.48)





+ b1 = 0, j = 1, 2
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2.4 Green’s formulas. Representations of general solutions
we obtain by direct calculation
µ1 u+ ( 1 + µ1)r divu+ b1 grad'+ ⇢!2 u
=  µ1 r(c1⌧ 21'1 + c2⌧ 22'2)  ( 1 + µ1)r(c1⌧ 21'1 + c2⌧ 22'2)
+b1 r('1 + '2) + ⇢!2 r(c1'1 + c2'2) + µ1  + ⇢!2 
= [( µ2⌧ 21 + ⇢!2) c1 + b1]r'1 + [( µ2⌧ 22 + ⇢!2) c2 + b1]r'2 = 0.








+ ⇠2 = 0, j = 1, 2
we have
(↵1 + ⇠2)'  ⌫1 divu =  (↵1⌧ 21   ⇠2)'1   (↵1⌧ 22   ⇠2)'2 + ⌫1(c1⌧ 21'1 + c2⌧ 22'2)
= (⌫1⌧ 21 c1   ↵1⌧ 21 + ⇠2)'1 + (⌫1⌧ 22 c2   ↵1⌧ 21 + ⇠2)'2 = 0. ⇧
Theorem 2.11. If U = (u,') is a solution of the homogeneous equation (2.10)
in ⌦, then U is represented by (2.47), where '
j
and  = ( 1, 2, 3) are so-
lutions of (2.45) and (2.46), respectively; ⌦ is an arbitrary domain in R3 and
c
j
(j = 1, 2) is given by (2.48).
Proof. Applying the operator div to the first equation of (2.10) from system
(2.10) we have
(µ2 + ⇢!2) divu+ b1 ' = 0,
(↵1 + ⇠2)'  ⌫1 divu = 0.
(2.49)
Clearly, we obtain from (2.49)
( + ⌧ 21 )( + ⌧
2
2 )' = 0. (2.50)
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Now applying the operator curl to the first equation of (2.10) it follows that
( + ⌧ 23 ) curlu = 0. (2.51)
We introduce the notation
'1 =
1
⌧ 22   ⌧ 21
( + ⌧ 22 )', '2 =
1
⌧ 21   ⌧ 22






Taking into account (2.50) - (2.52), the function '
j
and vector function  are
the solutions of (2.45) and (2.46), respectively, and the function ' is represented
by (2.47).
Now we prove the first relation of (2.47). Obviously, on the basis of (2.45) the
second equation of (2.49) we can rewrite in the form







(⇠2   ↵1⌧ 2
j 2), j = 3, 4.
Keeping in mind (2.52), (2.53) and identity
 u = rdivu  curl curlu
from (2.49) we obtain
u =   1
⇢!2
r[µ2 divu+ b1 '] + 
=   1
⇢!2
r[(µ2c3 + b1)'1 + (µ2c4 + b1)'2] + .
(2.54)
Finally, from (2.54) we get the first relation of (2.47). ⇧
Hence, on the basis of theorems 2.10 and 2.11 the completeness of solution of
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the homogeneous equation (2.10) is proved.
Remark 2.5. Contemporary treatment of the various BVPs of the theories of
elasticity and thermoelasticity usually begins with the representation of a solution
of field equations in terms of elementary (harmonic, biharmonic, metaharmonic
and etc.) functions. In the classical theories of elasticity and thermoelastic-
ity the Boussinesq-Somigliana-Galerkin, Boussinesq-Papkovitch-Neuber, Green-
Lamé, Naghdi-Hsu and Cauchy-Kovalevski-Somigliana solutions are well known
(for details, see Gurtin [91], Hetnarski and Ignaczak [92]). A review of the history
of these solutions is given in Wang et al. [96]. The Galerkin type solution (see
Galerkin [97]) of equations of classical elastokinetics was obtained by Iacovache
[99]. In the linear theory of elasticity for materials with voids, the Boussinesq-
Papkovitch-Neuber, Green-Lamé and Cauchy-Kovalevski-Somigliana type solu-
tions were obtained by Chandrasekharaiah [99, 100]. The representation theorem
of Galerkin type in the theory of thermoelasticity for materials with voids was
proved by Ciarletta [43].
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Chapter 3
Boundary value problems in the
theory of viscoelasticity for
materials with voids
3.1 Basic boundary value problems
The basic internal and external BVPs of steady vibration in the theory of vis-
coelasticity for Kelvin-Voigt materials with voids are formulated as follows.




U(x) ⌘ {U(z)}+ = f(z) (3.1)





,n(z))U(z)}+ = f(z) (3.2)
in the Problem (II)+
F,f
, where the matrix di↵erential operator P(D
z
,n(z)) is
defined by (2.35), F and f are the known four-component vector functions.






U(x) ⌘ {U(z)}  = f(z) (3.3)





,n(z))U(z)}  = f(z) (3.4)
in the Problem (II) 
F,f
. Here F and f are the known four-component vector
functions, suppF is a finite domain in ⌦ , and n(z) is the external (with respect
to ⌦+) unit normal vector to S at z.
In the Sections 3.2 and 3.4 the uniqueness and existence theorems for classical




are proved by using the potential method
and the theory of singular integral equations, respectively, where K = I, II.
3.2 Uniqueness theorems



































, l, j = 1, 2, 3.
Obviously, T(D
x
,n) is the stress operator in the classical theory of elasticity (see
Kupradze et al. [83]).
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3.2 Uniqueness theorems
Theorem 3.1. If conditions
µ⇤ > 0, 3 ⇤ + 2µ⇤ > 0, ↵⇤ > 0,





are satisfied, then the internal BVP (K)+
F,f
admits at most one regular solution,
where K = I, II.
Proof. Suppose that there are two regular solutions of problem (K)+
F,f
. Then their




On account of (2.10) from Green’s formulas of the classical theory of elasticity





)u · u+W (u, 1, µ1)] dx =
Z
S



















(r' · u+ ' divū) dx =
Z
S






























W (u, 1, µ1) =
1
3






































































and on the basis of homogeneous boundary condition and the identity





W (u, ⇤, µ⇤)  (b⇤ + ⌫⇤) Re(' div ū) + ⇠⇤ |'|2 + ↵⇤ |r'|2
⇤
dx = 0. (3.8)
Obviously, with the help of (3.5) it follows that
1
3
(3 ⇤ + 2µ⇤)|divu|2   (b⇤ + ⌫⇤) Re(' div ū) + ⇠⇤ |'|2   0
and from (3.8) we have
W (u, ⇤, µ⇤)  (b⇤ + ⌫⇤) Re(' div ū) + ⇠⇤ |'|2 + ↵⇤ |grad'|2 = 0.






















= 0, l, j = 1, 2, 3
(3.9)
for x 2 ⌦+. In view of (3.9) we get W (u, , µ) = 0 and W (u, ⇤, µ⇤) = 0. Hence,
W (u, 1, µ1) = 0. Finally, from the first equation of (3.6) we obtain u(x) = 0.
Thus, U(x) = 0 for x 2 ⌦+. ⇧











where ⌦ is an arbitrary domain in R3, u(j) and '(l) satisfy the following equations
( + ⌧ 2
j
)u(j)(x) = 0, ( + ⌧ 2
l
)'(l)(x) = 0,
l = 1, 2, j = 1, 2, 3.
(3.11)
Proof. Applying the operator div to the first equation of (2.10) we get
(µ2 + ⇢!2) divu+ b1 ' = 0,
(↵1 + ⇠2)'  ⌫1 divu = 0.
(3.12)
Clearly, from system (3.12) we have
( + ⌧ 21 ) ( + ⌧
2
2 ) divu = 0,
( + ⌧ 21 ) ( + ⌧
2
2 )' = 0.
(3.13)
Now, applying the operator (  + ⌧ 21 ) (  + ⌧
2
2 ) to the first equation of (2.10)
and using (3.13) we obtain
( + ⌧ 21 ) ( + ⌧
2
2 ) ( + ⌧
2
3 )u = 0. (3.14)
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)', l = 1, 2.
(3.15)
By virtue of (3.13) and (3.14) the relations (3.10) and (3.11) can be easily
obtained from (3.15). ⇧
Now let us establish the uniqueness of a regular solution of external BVPs.
Theorem 3.2. If conditions (3.5) are satisfied, then the external BVP (K) 
F,f
admits at most one regular solution, where K = I, II.
Proof. Suppose that there are two regular solutions of problem (K) 
F,f
. Then
their di↵erence U = (U1, U2, U3, U4) corresponds to zero data (F = f = 0), i.e. U
is a regular solution of the problem (K) 
0,0
.
Let ⌦r be a sphere of su ciently large radius r so that ⌦̄+ ⇢ ⌦r . By virtue
of homogeneous boundary condition (f = 0), the formula (2.36) for the domain
⌦ r = ⌦






















is the boundary of the sphere ⌦
r





















W (u, ⇤, µ⇤)  (b⇤ + ⌫⇤) Re(' div ū) + ⇠⇤ |'|2 + ↵⇤ |r'|2
⇤
dx. (3.18)
Obviously, by condition (3.5) it follows from (3.18) that N   0.
On the other hand, keeping in mind the conditions (1.1), (2.34) and (3.10)
from (2.40) we obtain
U
j
(x) = e ⌧0|x| O(|x| 1),
U
j,l
(x) = e ⌧0|x| O(|x| 1) for |x|   1,
(3.19)
where ⌧0 = min {Im ⌧1, Im ⌧2, Im ⌧3} > 0, l = 1, 2, 3, j = 1, 2, 3, 4. On account of




W (u, ⇤, µ⇤)  (b⇤ + ⌫⇤) Re(' div ū) + ⇠⇤ |'|2 + ↵⇤ |grad'|2
⇤
dx = 0. (3.20)
Quite similarly as in theorem 3.1 on the basis of (3.5) from (3.20) we obtain
U(x) = 0 for x 2 ⌦ . ⇧
Remark 3.1. The uniqueness theorems in the linear theory of elasticity for
materials with voids are proved by Chandrasekharaiah [34]. Basic results as well
as an extensive review on uniqueness theorems in the classical theory of elasticity
can be found in the books by Knops and Payne [101], Kupradze et al. [83].
3.3 Basic properties of elastopotentials
On the basis of Somigliana-type integral representation of regular vector (see,





















where g and   are four-component vectors.
As in classical theory of elasticity (see, e.g. Kupradze et al. [83]), the vector
functions Z(1)(x,g), Z(2)(x,g) and Z(3)(x, ,⌦±) are called single-layer, double-
layer and volume potentials in the linear theory of viscoelasticity for Kelvin-Voigt
materials with voids, respectively.
Obviously, on the basis of (2.39) and (2.40), the regular vector in ⌦+ and ⌦ 



























for x 2 ⌦ ,
respectively.
First we establish the basic properties of elastopotentials.
Theorem 3.3. If S 2 Cj+1,p, g 2 Cj,p 0(S), 0 < p 0 < p  1, and j is a non-
negative integer, then:
a)












,n(z))Z(1)(z,g), z 2 S, (3.21)
37





is a singular integral for z 2 S.
Theorem 3.4. If S 2 Cj+1,p, g 2 Cj,p 0(S), 0 < p 0 < p  1, then:
a)




)Z(2)(x,g) = 0, x 2 ⌦±,
c)
{Z(2)(z,g)}± = ± 1
2
g(z) + Z(2)(z,g), z 2 S (3.22)
for the non-negative integer j,
d)
Z(2)(z,g)







for the natural number j and z 2 S.
Theorem 3.5. If S 2 C1,p,   2 C0,p 0(⌦+), 0 < p 0 < p  1, then:
a)




)Z(3)(x, ,⌦+) =  (x), x 2 ⌦+,
where ⌦+0 is a domain in R3 and ⌦+0 ⇢ ⌦+.
Theorem 3.6. If S 2 C1,p, supp  = ⌦ ⇢ ⌦ ,   2 C0,p 0(⌦ ), 0 < p 0 < p  1,
then:
a)
Z(3)(·, ,⌦ ) 2 C1,p0(R3) \ C2(⌦ ) \ C2,p0(⌦̄ 0 ),
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)Z(3)(x, ,⌦ ) =  (x), x 2 ⌦ ,
where ⌦ is a finite domain in R3 and ⌦̄ 0 ⇢ ⌦ .
Theorems 3.3 to 3.6 can be proved similarly to the corresponding theorems in
the classical theory of thermoelasticity (for details, see Kupradze et al. [83]).





















g(z) + ⇣ Z(2)(z,g) for z 2 S,
(3.23)
where ⇣ is a complex parameter. On the basis of theorems 3.3 and 3.4, K(j) (j =
1, 2, 3, 4) and K
⇣
are singular integral operators (for the definition a singular
integral operator see, e.g. Mikhlin [81]).
In the sequel we need the following Lemmas.
Lemma 3.2. If conditions (3.5) are satisfied, then the singular integral oper-
ator K(j)(j = 1, 2, 3, 4) is of the normal type.
Proof: Let  (j) = ( (j)
lm
)4⇥4 be the symbol of the singular integral operator
K(j) (j = 1, 2, 3.4) (see, e.g. Mikhlin [81]). Taking into account (3.23) we find
















3.3 Basic properties of elastopotentials
Keeping in mind the relations (3.5) from (3.24) we have
det  (j) 6= 0. (3.25)
Hence, the operator K(j) is of the normal type, where j = 1, 2, 3, 4. ⇧
Lemma 3.3. If L is a continuous curve on the complex plane connecting the
origin with the point ⇣0 and K⇣ is a normal type operator for any ⇣ 2 L, then the




Lemma 3.3 for the singular integral operators is proved in Kupradze et al.
[83], Ch. IV.
Lemma 3.4. If conditions (3.5) are satisfied, then the Fredholm’s theorems
are valid for the singular integral operator K(j) (K(j) is Fredholmian), where





be the symbol and the index of the operator K
⇣
,








vanishes only at two points ⇣1 and ⇣2 of the complex plane. By virtue
of (3.25) and det 1 = det (1) we get ⇣j 6= 1 for j = 1, 2. By Lemma 3.3 we
obtain
indK(1) = indK1 = 0.
Equation indK(2) = 0 is proved in a quite similar manner. Obviously, the
operators K(3) and K(4) are the adjoint operators for K(2) and K(1), respectively.
Evidently,
indK(3) =  indK(2) = 0, indK(4) =  indK(1) = 0.
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Thus, the singular integral operator K(j) (j = 1, 2, 3, 4) is of the normal type
with an index equal to zero. Consequently, the Fredholm’s theorems are valid for
K(j) (for details, see, e.g. Mikhlin [81]). ⇧
Remark 3.2. The definitions of a normal type singular integral operator, the
symbol and the index of operator are given in Mikhlin [81] and Kupradze et al.
[83].
3.4 Existence theorems
Obviously, by theorems 3.5 and 3.6 the volume potential Z(3)(x,F,⌦±) is a regular
solution of (2.9), where F 2 C0,p 0(⌦±), 0 < p 0  1; suppF is a finite domain in
⌦ . Therefore, further we will consider problem (K)±
0,f
for K = I, II. In addition,
we assume that the conditions (3.5) are satisfied.





for K = I, II.
Problem (I)+
0,f
. We seek a regular solution to problem (I)+
0,f
in the form
U(x) = Z(2)(x,g) for x 2 ⌦+, (3.26)
where g is the required four-component vector function.
By theorem 3.4 the vector function U is a solution of (2.11) for x 2 ⌦+.
Keeping in mind the boundary condition (3.1) and using (3.22), from (3.26) we
obtain, for determining the unknown vector g, a singular integral equation
K(1)g(z) = f(z) for z 2 S. (3.27)
By lemma 3.4 the Fredholm’s theorems are valid for operator K(1). We prove that
(3.27) is always solvable for an arbitrary vector f . Let us consider the associate
homogeneous equation
K(4)h0(z) = 0 for z 2 S, (3.28)
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where h0 is the required four-component vector function. Now we prove that
(3.28) has only the trivial solution.
Indeed, let h0 be a solution of the homogeneous equation (3.28). On the basis
of theorem 3.3 and (3.28) the vector function V(x) = Z(1)(x,h0) is a regular
solution of problem (II) 
0,0
. Using theorem 3.2, the problem (II) 
0,0
has only the
trivial solution, that is
V(x) = 0 for x 2 ⌦ . (3.29)
On other hand, by theorem 3.3 and (3.29) we get
{V(z)}+ = {V(z)}  = 0 for z 2 S,
i.e., the vector V(x) is a regular solution of problem (I)+
0,0
. Using theorem 3.1,
the problem (I)+
0,0
has only the trivial solution, that is
V(x) = 0 for x 2 ⌦+. (3.30)
By virtue of (3.29), (3.30) and identity (3.21) we obtain
h0(z) = {P(Dz,n)V(z)}    {P(Dz,n)V(z)}+ = 0 for z 2 S.
Thus, the homogeneous equation (3.28) has only the trivial solution and therefore
(3.27) is always solvable for an arbitrary vector f .
We have thereby proved
Theorem 3.7. If S 2 C2,p, f 2 C1,p 0(S), 0 < p 0 < p  1, then a regular
solution of problem (I)+
0,f
exists, is unique and is represented by double-layer
potential (3.26), where g is a solution of the singular integral equation (3.27)
which is always solvable for an arbitrary vector f .
Problem (II) 
0,f
. We seek a regular solution to problem (II) 
0,f
in the form
U(x) = Z(1)(x,h) for x 2 ⌦ , (3.31)
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where h is the required four-component vector function.
Obviously, by theorem 3.3 the vector function U is a solution of (2.11) for x 2
⌦ . Keeping in mind the boundary condition (3.4) and using (3.21), from (3.31)
we obtain, for determining the unknown vector h, a singular integral equation
K(4)h(z) = f(z) for z 2 S. (3.32)
It has been proved above that the corresponding homogeneous equation (3.28)
has only the trivial solution. Hence, it follows that (3.32) is always solvable.
We have thereby proved
Theorem 3.8. If S 2 C2,p, f 2 C0,p 0(S), 0 < p 0 < p  1, then a regular
solution of problem (II) 
0,f
exists, is unique and is represented by single-layer
potential (3.31), where h is a solution of the singular integral equation (3.32)
which is always solvable for an arbitrary vector f .
Problem (II)+
0,f
. We seek a regular solution to problem (II)+
0,f
in the form
U(x) = Z(1)(x,g) for x 2 ⌦+, (3.33)
where g is the required four-component vector function.
Obviously, by theorem 3.3 the vector function U is a solution of (2.11) for x 2
⌦+. Keeping in mind the boundary condition (3.2) and using (3.21), from (3.33)
we obtain, for determining the unknown vector g, a singular integral equation
K(2)g(z) = f(z) for z 2 S. (3.34)
By lemma 3.4 the Fredholm’s theorems are valid for operator K(2). We prove
that (3.34) is always solvable for an arbitrary vector f . Let us consider the
corresponding homogeneous equation
K(2)g0(z) = 0 for z 2 S, (3.35)
where g0 is the required four-component vector function. Now we prove that
(3.35) has only the trivial solution.
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Indeed, let g0 be a solution of the homogeneous equation (3.35). On the basis
of theorem 3.3 and (3.35) the vector V(x) = Z(1)(x,g0) is a regular solution
of problem (II)+
0,0
. Using theorem 3.1, the problem (II)+
0,0
has only the trivial
solution, that is
V(x) = 0 for x 2 ⌦+. (3.36)
On other hand, by theorem 3.3 and (3.36) we get {V(z)}  = 0 for z 2 S, i.e.,
the vector V(x) is a regular solution of problem (I) 
0,0
. On the basis of theorem
3.2, the problem (I) 
0,0
has only the trivial solution, that is
V(x) = 0 for x 2 ⌦ . (3.37)
By virtue of (3.36), (3.37) and identity (3.21) we obtain
g0(z) = {P(Dz,n)V(z)}    {P(Dz,n)V(z)}+ = 0 for z 2 S.
Thus, the homogeneous equation (3.35) has only a trivial solution and therefore
(3.34) is always solvable for an arbitrary vector f .
We have thereby proved
Theorem 3.9. If S 2 C2,p, f 2 C0,p 0(S), 0 < p 0 < p  1, then a regular
solution of problem (II)+
0,f
exists, is unique and is represented by single-layer
potential (3.33), where g is a solution of the singular integral equation (3.34)
which is always solvable for an arbitrary vector f .
Problem (I) 
0,f
. We seek a regular solution to problem (I) 
0,f
in the form
U(x) = Z(2)(x,h) for x 2 ⌦ , (3.38)
where h is the required four-component vector function.
Obviously, by theorem 3.4 the vector function U is a solution of (2.11) for x 2
⌦ . Keeping in mind the boundary condition (3.3) and using (3.22), from (3.38)
we obtain, for determining the unknown vector h, a singular integral equation
K(3)h(z) = f(z) for z 2 S. (3.39)
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It has been proved above that the corresponding homogeneous equation (3.35)
has only the trivial solution. Hence, it follows that (3.39) is always solvable.
We have thereby proved
Theorem 3.10. If S 2 C2,p, f 2 C1,p 0(S), 0 < p 0 < p  1, then a regular
solution of problem (I) 
0,f
exists, is unique and is represented by double-layer
potential (3.38), where h is a solution of the singular integral equation (3.39)
which is always solvable for an arbitrary vector f .
Remark 3.3. In Pompei and Scalia [102], the BVPs of steady vibrations of
the linear theory of elasticity for materials with voids are investigated. The
potentials of single layer and double layer are used to reduce the BVPs to singular
integral equations for which Fredholm’s basic theorems are valid. Existence and
uniqueness results for external problems are established.
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Chapter 4
Solutions of equations in the
theory of thermoviscoelasticity
for materials with voids
4.1 Basic Equations
The complete system of field equations in the linear theory of thermoviscoelastic-
ity for Kelvin-Voigt material with voids consists of the following equations (Ieşan
[62]):
1) The equations of motion (2.1) and (2.2);
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3) The geometrical equations (2.4);





Substituting (4.1) and (2.4) into (2.1), (2.2) and (4.2), we obtain the following
system of equations of motion in the linear theory of thermoviscoelasticity for
Kelvin-Voigt materials with voids expressed in terms of the displacement vector
u0, the volume fraction field ' 0 and the temperature ✓0 (Ieşan [62])
µ u0 + ( + µ)rdivu0 + br' 0 + µ⇤ u̇0 + ( ⇤ + µ⇤)rdiv u̇0





(↵   ⇠)' 0   b divu0 + (↵⇤   ⇠⇤) '̇ 0   ⌫⇤ div u̇0 + (⌧ ⇤ +m)✓0
= ⇢0'̈ 0   ⇢F04,
k ✓0   aT0✓̇0 + (⇣⇤  mT0)'̇ 0    T0 div u̇0 =  ⇢F05,
(4.3)





If u0,' 0, ✓0 and F0
j






(x, t) = Re [{u,', ✓,F
j
} (x) e i!t] ,
then from system of equations of motion (4.3) we obtain the following system
of equations of steady vibrations in the linear theory of thermoviscoelasticity for
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Kelvin-Voigt materials with voids
(µ1 + ⇢!2)u+ ( 1 + µ1)rdivu+ b1r'   r✓ =  ⇢F,
(↵1 + ⇠2)'+ (⌧ ⇤ +m)✓   ⌫1divu =  ⇢F4,
(k + c1) ✓ + (⇣1 +m1)'+  1 divu =  ⇢F5,
(4.4)
where  1, µ1, b1,↵1, ⌫1, ⇠1, ⇠2 are given by (2.7) and
c1 = i!aT0, ⇣1 =  i!⇣⇤, m1 =  i!mT0,  1 =  i! T0. (4.5)
Obviously, (4.4) is the system of partial di↵erential equations with complex coef-
ficients in which there are 21 real parameters:  , ⇤, µ, µ⇤, b, b⇤,↵,↵⇤, ⇠, ⇠⇤, ⌫⇤, k,
T0, ⌧ ⇤,m, a,  , ⇣⇤,!, ⇢ and ⇢1.
In the absence of the body force, the extrinsic equilibrated body force and the
heat supply from (4.4) we obtain the following system of homogeneous equations
of steady vibrations in the linear theory of thermoviscoelasticity for Kelvin-Voigt
materials with voids
(µ1 + ⇢!2)u+ ( 1 + µ1)rdivu+ b1r'   r✓ = 0,
(↵1 + ⇠2)'+ (⌧ ⇤ +m)✓   ⌫1divu = 0,
















) = (µ1 + ⇢!
2) 
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, A44(Dx) = ↵1 + ⇠2,
A45(Dx) = ⌧





A54(Dx) = ⇣1 +m1, A55(Dx) = k + c1, l, j = 1, 2, 3.
(4.7)
The systems (4.4) and (4.6) can be written as
A(D
x




)V(x) = 0, (4.9)
where V = (u,', ✓) and F = ( ⇢F, ⇢F4, ⇢F5) are five-component vector
functions.
In the follows we assume that the constitutive coe cients satisfy the condi-
tions (Ieşan [62])
µ⇤ > 0, 3 ⇤ + 2µ⇤ > 0, ↵⇤ > 0, a > 0, k > 0,
(3 ⇤ + 2µ⇤)⇠⇤ >
3
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In this section the fundamental solution of system (4.6) is constructed and its
basic properties are established.
Definition 4.1. The fundamental solution of the system (4.6) (the fundamental
matrix of operator A(D
x
)) is the matrix ⇥(x) = (⇥
lj
(x))5⇥5 satisfying condition
in the class of generalized functions (see Hörmander [87])
A(D
x
)⇥(x) =  (x)J0, (4.11)
where x 2 R3.
In the sequel we use the following di↵erential operators
B ( ) = (B
lj





B11 ( ) = µ2 + ⇢!2, B12 ( ) =  ⌫1 , B13 ( ) =  1 ,
B21 ( ) = b1, B22 ( ) = ↵1 + ⇠2, B23 ( ) = ⇣1 +m1,
B31 ( ) =   , B32 ( ) = ⌧ ⇤ +m, B33 ( ) = k + c1,
µ2 =  1 + 2µ1, k0 = ↵1k   ⇣1⌧ ⇤.
Taking into account (2.7) and (4.10) we have µ1µ2k0 6= 0.
It is easily seen that











3 are the roots of equation ⇤1( ) = 0 (with respect to ). In
view of (2.7) and (4.5) we get











and by virtue of (4.10) we have
⇠2c1  mm1 6= 0. (4.13)
Obviously, from (4.13) it follows that 
j
6= 0 (j = 1, 2, 3).
In addition, it is also assumed that Im 
j




, where j, l =




We consider the system of nonhomogeneous equations
(µ1 + ⇢!2)u+ ( 1 + µ1)rdivu  ⌫1r'+  1r✓ = F,
b1divu+ (↵1 + ⇠2)'+ (⇣1 +m1)✓ = F4,
   divu+ (⌧ ⇤ +m)'+ (k + c1) ✓ = F5,
(4.14)




)V (x) = F (x) , (4.15)
where A> is the transpose of matrix A, F = (F,F4,F5) is five-component vector
function on R3, and x 2 R3.
Applying the operator div to the first equation of (4.14) from system (4.14)
we obtain
(µ2 + ⇢!2) divu  ⌫1 '+  1 ✓ = divF,
b1divu+ (↵1 + ⇠2)'+ (⇣1 +m1)✓ = F4,
   divu+ (⌧ ⇤ +m)'+ (k + c1) ✓ = F5.
Its matrix form is
B ( )V0 (x) = F0 (x) , (4.16)
where V0 = (divu,', ✓) and F0 = (F1, F2, F3) = (divF,F4,F5). The system
(4.16) implies
⇤1( )V











, j = 1, 2, 3 (4.18)
and B⇤
lj
is the cofactor of the element B
lj
of the matrix B.
Now applying the operators ⇤1( ) to the first equation of (4.14) and taking
into account (4.17) we obtain












[⇤1( )F  ( 1 + µ1)r 1 + ⌫1r 2    1r 3] . (4.20)
By virtue of (4.17) and (4.19) we get
⇤0 ( )V (x) =  ̃ (x) , (4.21)




















l, j = 1, 2, · · · , 5, l 6= j.
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F+ n21( )rF4 + n31( )rF5,
 2 = n12( ) divF+ n22( )F4 + n32( )F5,


















( ), l = 1, 2, 3, j = 2, 3.
Obviously, from (4.22) we obtain
 ̃ (x) = M> (D
x









































p 2;q 2( ), l, j = 1, 2, 3, p, q = 4, 5.
(4.24)
By virtue of (4.15) and (4.23) from (4.21) it follows that ⇤0V = M>A>V. It is





) = ⇤0 ( ) . (4.25)
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) 1, j = 1, 2, 3, 4.
Obviously, Y0 is the fundamental matrix of operator ⇤0, that is,
⇤0( )Y0(x) =  (x)J0. (4.27)













)Y0(x) = ⇤0( )Y0(x) =  (x)J0.
Hence, ⇥(x) is a solution of (4.11). We have thereby proved the following theo-
rem.
Theorem 4.1. If condition (4.10) is satisfied, then the matrix ⇥(x) defined by
(4.28) is the fundamental solution of system (4.6), where M(D
x
) and Y0(x) are
given by (4.24) and (4.26), respectively.
Remark 4.1. The cases when some of 
j
are equal must be considered separately
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by passing to the limit in the expressions Y 011 and Y
0
44 (see (4.26)).
Theorem 4.1 leads to the following results.
Corollary 4.1. If condition (4.10) is satisfied, then each column of the matrix
⇥(x) is the solution of the homogeneous equation (4.6) at every point x 2 R3
except the origin.
Corollary 4.2. If condition (4.10) is satisfied, then the fundamental solution of
the system
µ1 u+ ( 1 + µ1)rdivu = 0,
↵1 '+ ⌧ ⇤ ✓ = 0, k ✓ + ⇣1 ' = 0,

























(x) =  0
pl




 045(x) =  
1
k0









↵1 5(x), l, j = 1, 2, 3, p = 4, 5,
 4(x) and  5(x) are given in corollary 2.2.




































(x) =  0
pl
(x) = 0, l, j,m = 1, 2, 3, p, q = 4, 5
hold in a neighborhood of the origin.
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On the basis of theorem 4.1 and corollary 4.2 we obtain the following result.








































































hold in a neighborhood of the origin, where r = r1 + r2 + r3, r   1, rl   0, l, j =
1, 2, 3 and p, q = 4, 5.
Thus,  0 (x) is the singular part of the fundamental matrix ⇥ (x) in the
neighborhood of the origin.
4.3 Galerkin type solution
In this section the Galerkin type solution of the system (4.4) is obtained, and
the formula of representation of general solution of the system of homogeneous
equations (4.6) in terms of six metaharmonic functions is established.
Let Q1, Q2, · · · , Q5 be functions on ⌦, Q(1) = (Q1, Q2, Q3)>. Obviously, ma-
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M(4) = (M4l)1⇥3 , M
(5) = (M5l)1⇥3 ,
(4.29)
The next theorem provides a Galerkin type solution to system (4.4).
Theorem 4.3. Let
u = M(1) Q(1) +M(2) Q4 +M(3) Q5,
' = M(4) Q(1) +M44 Q4 +M45 Q5,
✓ = M(5) Q(1) +M54 Q4 +M55 Q5,
(4.30)
where Q(1), Q4 and Q5 satisfy the following equations
⇤2( )Q(1) =  ⇢F, ⇤1 Qp =  ⇢Fp, p = 4, 5 (4.31)
on ⌦, then the vector V = (u,', ✓) is the solution of (4.4).




On the other hand, from (4.31) we get
⇤0( )Q(x) = F(x), (4.33)
where F = ( ⇢F, ⇢F4, ⇢F5) is a five-component vector function.
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)⇥̃(x) =  (x)J0. (4.34)
We can construct the matrix ⇥̃(x) by elementary functions quite similarly to
matrix ⇥(x) in the previous section.
Theorem 4.4. Let ⌦ be a finite domain in R3. If V = (u,', ✓) is a solution of
(4.8), then V is represented by (4.30), where Q(1), Q4 and Q5 satisfy the equations
(4.31).






is a solution of the following equation
M(D
x
)Q(x) = V(x). (4.35)
Hence, V is represented by (4.30).








Thus, Q(1), Q4 and Q5 satisfy the equations (4.31) ⇧
By theorems 4.3 and 4.4 the completeness of Galerkin type solution of system
(4.4) is proved.
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4.4 Representation of general solution of system
of homogeneous equations
In this section the general solution of the system of homogeneous equations (4.6)
is represented by six metaharmonic functions.
Let V = (u,', ✓) be a solution of (4.6). Applying the operator div to the first
equation of (4.6) from system (4.6) we get
(µ2 + ⇢!2) v + b1 '     ✓ = 0,
 ⌫1 v + (↵1 + ⇠2)'+ (⌧ ⇤ +m) ✓ = 0,
 1 v + (⇣1 +m1)'+ (k + c1) ✓ = 0,
(4.36)
where v = divu.
In the sequel we need the following lemmas.
Lemma 4.1 If (v,', ✓) is a solution of (4.36), then
[k0(µ2 + ⇢!2) + a11] v + a12'+ a13✓ = 0,
a21v + (k0 + a22)'+ a23✓ = 0,
a31v + a32✓ + (k0 + a33)' = 0,
(4.37)
where
a11 = a31    a21b1, a12 = a32    a22b1, a13 = a33    a23b1,
a21 =  (⌫1k +  1⌧ ⇤), a21 = ⇠2k  m1⌧ ⇤, a23 = mk   c1⌧ ⇤,
a31 = ↵1 1 + ⌫1⇣1, a32 = ↵1m1   ⇣1⇠2, a33 = ↵1c1   ⇣1m.
(4.38)
Proof. Multiplying the second and third equations of (4.36) by k and ⌧ ⇤, respec-
tively, and subtracting we get the second equation of (4.37). Multiplying the
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third and second equations of (4.36) by ↵1 and ⇣1, respectively, and subtracting
we obtain the third equation of (4.37). Now multiplying the first equation of
(4.36) by k0 and substituting here the second and third equations of (4.37) we
finally have the first equation of (4.37). ⇧
We introduce the notations
N1( ) =  a13 [(k0 + a33)(k0µ2 + k0⇢!2 + a11)  a13a31]
 k0a12a23(µ2 + ⇢!2) + a12(a21a13   a11a23),
N2( ) = a12 [(k0 + a22)(k0µ2 + k0⇢!2 + a11)  a12a21]
+k0a13a32(µ2 + ⇢!2) + a13(a11a32   a12a31),
d0 = a12(a12a23   a13a22) + a13(a12a33   a13a32)
= k0(mm1   ⇠2c1)(a12  + a13b1).
(4.39)
By direct calculation from (4.38) and (4.39) we obtain the following identity
a12N1( ) + a13N2( ) + d0 [k0 (µ2 + ⇢!2) + a11] = 0.
Lemma 4.2 If (v,', ✓) is a solution of (4.36), then
d0 ' = N1( ) v, d0 ✓ = N2( ) v. (4.40)
Proof. Applying the operator k0  + a33 to the first equation of (4.37) and sub-
stituting here the third equation of (4.37) we obtain
(k0 + a33)(k0µ2 + k0⇢!2 + a11)v + a12(k0 + a33)'  a13(a31v + a32') = 0,
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whence follows
[(k0 + a33)(k0µ2 + k0⇢!2 + a11)  a13a31] v
+ [a12k0 + (a12a33   a13a32)]' = 0.
(4.41)
On the other hand, multiplying the first and second equations of (4.37) by a23
and a13, respectively, and subtracting we have
[a23k0(µ2 + ⇢!2) + a11a23   a21a13] v
+ [ a13k0 + (a12a23   a22a13)]' = 0.
(4.42)
Finally, from (4.41) and (4.42) we obtain the first equation of (4.40). Similarly,
from system (4.37) we get the second equation of (4.40). ⇧
We are now in a position to obtain the representation formula for a general
solution of the system of homogeneous equations (4.4) by metaharmonic func-
tions.
Obviously, the determinant of the system (4.36) is µ2k0⇤1( ), and hence, v
is a 3-metaharmonic function, i.e.
⇤1( )v = 0, (4.43)
where ⇤1( ) is defined by (4.12). Similarly, we have
⇤1( )' = 0, ⇤1( )✓ = 0.
In addition, there are the particular cases, when v (' and ✓) is a metaharmonic
or bi-metaharmonic function. For example, if   = b1 = 0, then from the first
equation of (4.36) we obtain




, i.e. v is a metaharmonic function.
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On the other hand, if d0 = 0, then on the basis of (4.40) we have N1( )v = 0
for a13 6= 0 or N2( )v = 0 for a12 6= 0, and therefore, v is a bi-metaharmonic
function.
In the follows we assume that v is a 3-metaharmonic function, and hence,
d0 6= 0. The other cases (when v is a metaharmonic or bi-metaharmonic function)
are too simple to be considered.
Theorem 4.5. If '
j





= 0, j = 1, 2, 3, (4.44)
 = ( 1, 2, 3) is a metaharmonic vector function
( + 24) = 0 (4.45)
and
div = 0, (4.46)











































 m1) ej + (k2
j
  c1) rj = 0
(4.48)
with determinant equal to zero, j = 1, 2, 3.
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4.4 Representation of general solution of system of homogeneous
equations
Proof. Taking into account (4.44) to (4.48) by direct calculation we obtain



















































































Theorem 4.6. If (u,', ✓) is a solution of (4.6), then u,' and ✓ are represented
by (4.47), where '
j







) is a solution of the system (4.48) (j = 1, 2, 3).
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equations




























(j = 1, 2, 3) is an arbitrary complex number and p
j
6= 0.
In view of (4.43) and (4.49) the function '
j
is a solution of (4.44). Applying
the operator curl to the first equation of (4.6) we obtain
( + 24) curlu = 0.
Taking into account (4.50) the vector function  is a solution of (4.45) and (4.46).


























































4.4 Representation of general solution of system of homogeneous
equations





















 u = r v   curl curlu,
from the first equation of (4.6) we have
u =   1
⇢!2
r (µ2v + b1'   ✓) + . (4.52)
Substituting the second and third equations of (4.47) and (4.51) in (4.52) we
obtain





(µ2pj + b1ej    rj)r'j(x) + .





(µ2pj + b1ej    rj) . (4.53)


































) is a solution of the second and third equations of (4.48) (j =
1, 2, 3).
Thus, the general solution of the system of homogeneous equations (4.6) in




(j = 1, 2, 3) is obtained. ⇧
By theorems 4.5 and 4.6 the completeness of general solution of system (4.6)
is proved.
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4.5 Green’s formulas. Integral representation of
solution
In this section, first, we establish the Green’s formulas in the linear theory of
thermoviscoelasticity for Kelvin-Voigt materials with voids, then we obtain the
integral representation of regular vector (representation of Somigliana-type) and
a regular solution of the system (4.4).







































l4(Dx,n) = b1 nl, Rl5(Dx,n) =   nl,














, l, j = 1, 2, 3;
(4.55)
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,n), R̃4l(Dx,n) = R̃5l(Dx,n) = 0,
l, j = 1, 2, 3, p, q = 4, 5.
(4.56)
Obviously, the matrix di↵erential operator Ã(D
x
) is the associate operator of
A(D
x
). It is easy to verify that the operator Ã(D
x
) may be obtained from the
operator A(D
x
) by replacing b1,  , ⌧ ⇤,m by ⌫1,  1, ⇣1,m1, respectively, and vice
versa (see (4.7)). On the basis of (4.54) the associated homogeneous system of
equations Ã(D
x
)V(x) = 0 has the following form
(µ1 + ⇢!2)u+ ( 1 + µ1)rdivu+ ⌫1r'   1r✓ = 0,
(↵1 + ⇠2)'+ (⇣1 +m1)✓   b1divu = 0,




,n) may be obtained from the operator R(D
x
,n) by
replacing b1,  , ⌧ ⇤ by ⌫1,  1, ⇣1, respectively, and vice versa. In addition, (on the




⇥̃(x) = ⇥>( x), (4.58)
where ⇥(x) is the fundamental solution of the system (4.6) (the fundamental
matrix of the operator A(D
x
)).
Let V = (u,', ✓) = (V1, V2, · · · , V5), the vector Ṽj is the j-th column of the
matrix Ṽ = (Ṽ
lj
)5⇥5, ũj = (Ṽ1j, Ṽ2j, Ṽ3j)>, '̃j = Ṽ4j, ✓̃j = Ṽ5j, j = 1, 2, · · · , 5.
67
4.3 Green’s formulas. Integral representation of solution
Theorem 4.7. If V and Ṽ
j

























Proof. We consider the di↵erence (ÃṼ)>V (Ṽ)>AV. The j-th (j = 1, 2, · · · , 5)


























(Bu+ ⇢!2u+ b1r'   r✓)
 '̃
j
(↵1 '+ ⇠2'+ ⌧ ⇤ ✓ +m✓   ⌫1 divu)
 ✓̃
j










































4.3 Green’s formulas. Integral representation of solution
































































































































































































































and formula (4.59) is thereby proved. ⇧
On the basis of theorem 4.7 and the condition (1.1) we obtain the following
result.
Theorem 4.8. If V and Ṽ
j

























The identities (4.59) and (4.61) are the Green’s formulas in the linear theory
of thermoviscoelastic materials with voids for domains ⌦+ and ⌦ , respectively.
Keeping in mind (4.57) and (4.58) from (4.59) and (4.61) we obtain the formu-
las of integral representation of regular vector and regular solution (representation
of Somigliana-type) for the domains ⌦+ and ⌦ .



















)V(y)dy for x 2 ⌦+.
(4.62)
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)V(y)dy for x 2 ⌦ .
(4.63)
Obviously, on the basis of (4.62) and (4.63) we have the following results.














for x 2 ⌦+.















for x 2 ⌦ .
Keeping in mind the conditions (1.1) and (4.10) from (4.64) we obtain
V
j
(x) = e 0|x| O(|x| 1),
V
j,l
(x) = e 0|x| O(|x| 1) for |x|   1,
(4.65)
where 0 = min {Im1, Im2, Im3, Im4} > 0, l = 1, 2, 3, j = 1, 2, 3, 4.
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Chapter 5
Boundary value problems in the
theory of thermoviscoelasticity
for materials with voids
5.1 Basic boundary value problems


























l4 (Dx,n) = b1 nl, R
(1)










1l (Dx,n) = 0,
R(2)14 (Dx,n) = ↵1
@
@n















1j (Dx,n) = 0,
R(3)14 (Dx,n) = ⇣1
@
@n




where l, j = 1, 2, 3.
Obviously, we can rewrite the matrix di↵erential operator R(D
x
,n) (see















1q (Dx,n), R5q(Dx,n) = R
(3)
1q (Dx,n),
where l = 1, 2, 3, q = 1, 2, · · · , 5.
The basic internal and external BVPs of steady vibrations in the theory of
thermoviscoelasticity for Kelvin-Voigt materials with voids are formulated as fol-
lows.




V(x) ⌘ {V(z)}+ = f(z) (5.1)









,n(z))V(z)}+ = f(z) (5.2)
in the Problem (IV )+
F,f
, where F and f are the known five-component vector
functions.




V(x) ⌘ {V(z)}  = f(z) (5.3)
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,n(z))V(z)}  = f(z) (5.4)
in the Problem (IV ) 
F,f
, where F and f are the known five-component vector
functions, and suppF is a finite domain in ⌦ .
5.2 Uniqueness theorems





, where K = III, IV .
Theorem 5.1. If condition (4.10) is satisfied, then the internal BVP (K)+
F,f
admits at most one regular solution, where K = III, IV.
Proof. Suppose that there are two regular solutions of problem (K)+
F,f
. Then their
di↵erence V corresponds to zero data (F = f = 0), i.e. V is a regular solution
of problem (K)+
0,0
, i.e. the vector V = (u,', ✓) is a solution of the system of
homogeneous equations (4.6) satisfying the homogeneous boundary condition
{U(z)}+ = 0 (5.5)
in the case K = III, and
{R(D
z
,n(z))U(z)}+ = 0 (5.6)




,n(z))V(z)}+ = 0, j = 1, 2, 3. (5.7)








)u · u+W (u, 1, µ1)] dx =
Z
S






(r' · u+ ' divū) dx =
Z
S





(r ✓ · u+ ✓ divū) dx =
Z
S























where W (u, 1, µ1) are given by (3.7) and
W (1)(V) = W (u, 1, µ1)  ⇢!2 |u|2 + (b1 '   ✓) div ū. (5.9)
By virtue of the first equation of (4.6), the boundary condition (5.5) in the
case K = III and (5.7) in the case K = IV , from (5.8) we get
Z
⌦+
W (1)(V)dx = 0. (5.10)
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W (2)(V) = ↵1 |r'|2   ⇠2 |'|2 + ⌧ ⇤r✓r'̄ m✓'̄+ ⌫1 divu '̄. (5.12)
On account of the second equation of (4.6), the boundary condition (5.5) in
the case K = III and (5.7) in the case K = IV , from (5.11) we get
Z
⌦+
W (2)(V)dx = 0. (5.13)




W (3)(V)dx = 0, (5.14)
where
W (3)(V) = k|r✓|2   c1 |✓|2 + ⇣1r'r✓̄  m1'✓̄    1 divu ✓̄. (5.15)
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dx = 0. (5.16)
On the other hand, by virtue of (2.7), (4.5) and the identity
Im (b1 ' div ū+ ⌫1 divu '̄) =  !(b⇤ + ⌫⇤) Re(' div ū),
from (5.9), (5.12), (5.15) we obtain
Im
⇥
W (1)(V) +W (2)(V)
⇤
=  !W (u, ⇤, µ⇤)  !(b⇤ + ⌫⇤) Re(' div ū)   Im(✓ divū)
 !↵⇤|r'|2   !⇠⇤|'|2 + ⌧ ⇤ Im(r✓r'̄) m Im(✓'̄),
ReW (3)(V) = k|r✓|2   ! T0 Im(✓div ū)  !⇣⇤Im(r✓r'̄)  !mT0Im(✓'̄)
and consequently, we get
!T0 Im
⇥
W (1)(V) +W (2)(V)
⇤
  ReW (3)(V)
=  !2T0 [W (u, ⇤, µ⇤) + (b⇤ + ⌫⇤) Re(' div ū) + ⇠⇤|'|2]
 
⇥
































































Obviously, with the help of (4.10) it follows that
1
3
(3 ⇤ + 2µ⇤)|divu|2   (b⇤ + ⌫⇤) Re(' div ū) + ⇠⇤ |'|2   0,
k |r✓|2   !(⇣⇤ + ⌧ ⇤T0) Im(r✓r'̄) + !2T0↵⇤|r'|2   0.
From (5.17) we have !T0 Im
⇥
W (1)(V) +W (2)(V)
⇤
  ReW (3)(V)  0. On the
basis of (5.16) we obtain
!T0 Im
⇥
W (1)(V) +W (2)(V)
⇤
  ReW (3)(V) = 0.
It is easy to verify that the last equation and (5.17) lead to the following relations
1
3















































k |r✓|2   !(⇣⇤ + ⌧ ⇤T0) Im(r✓r'̄) + !2T0↵⇤|r'|2 = 0.
(5.18)






















= 0, '(x) = 0,
✓(x) = const, l, j = 1, 2, 3
(5.19)
for x 2 ⌦+. On the basis of (5.19) from third equation of system (4.6) it follows
that ✓(x) = 0. In view of (4.7) we get W (u, 1, µ1) = 0. From (5.9) and (5.10)
we obtain u(x) = 0. Thus, V(x) = 0 for x 2 ⌦+. ⇧
Lemma 5.1. If V = (u,', ✓) 2 C2(⌦) is a solution of the system (4.9) for
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)✓(l)(x) = 0, l = 1, 2, 3, j = 1, 2, 3, 4.
(5.21)
Proof. Applying the operator div to the first equation of (4.6) we have
(µ2 + ⇢!2) divu+ b1 '    ✓ = 0,
(↵1 + ⇠2)'+ (⌧ ⇤ +m)✓   ⌫1divu = 0,
(k + c1) ✓ + (⇣1 +m1)'+  1 divu = 0.
(5.22)
Clearly, from system (5.22) it follows that
⇤1( ) divu = 0, ⇤1( )' = 0, ⇤1( ) ✓ = 0. (5.23)




4)u = 0. (5.24)
































By virtue of (5.23) and (5.24) the relations (5.20) and (5.21) can be easily
obtained from (5.25). ⇧
Now let us establish the uniqueness of a regular solution of the external BVPs.
Theorem 5.2. If condition (4.10) is satisfied, then the external BVP (K) 
F,f
admits at most one regular solution, where K = III, IV.
Proof. Suppose that there are two regular solutions of problem (K) 
F,f
. Then
their di↵erence V corresponds to zero data (F = f = 0), i.e. V is a regular
solution of the problem (K) 
0,0
.
Let ⌦r be a sphere of su ciently large radius r so that ⌦̄+ ⇢ ⌦r . By virtue
of (4.6) and the homogeneous boundary condition (f = 0), the formula (5.8) for
the domain ⌦ r = ⌦













is the boundary of the sphere ⌦
r
and n(z) is the external (with respect
to ⌦
r
) unit normal vector to S
r
at z. From (5.26) we have
Z
⌦ 






,n)V(z) · u(z) d
z
S. (5.27)







,n)V(z) · u(z) d
z
S = 0.
Hence, from (5.27) we get
Z
⌦ 
W (1)(V) dx = 0. (5.28)
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On the other hand, by virtue of (4.65) we obtain
Z
⌦ 
W (j)(V) dx = 0, j = 2, 3. (5.29)
Quite similarly, as in theorem 5.1, on the basis of (4.6), (4.10) from (5.28) and
(5.29) it follows that U(x) = 0 for x 2 ⌦ . ⇧
Remark 5.1. In Pamplona et al. [103], the uniqueness and analyticity of
solutions of the initial-BVPs in the linear theory of thermoviscoelasticity for
anisotropic Kelvin-Voigt materials with voids are proved.
5.3 Basic properties of thermoelastopotentials
On the basis of Somigliana-type integral representation of regular vector (see,



















where g and   are five-component vectors.
As in classical theory of thermoelasticity (see, e.g. Kupradze et al. [83]), the
vector functions Z(1)(x,g), Z(2)(x,g) and Z(3)(x, ,⌦±) are called single-layer,
double-layer and volume potentials in the linear theory of thermoviscoelasticity
for Kelvin-Voigt materials with voids, respectively.
Obviously, on the basis of (4.62) and (4.63), the regular vector V(x) in ⌦+
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for x 2 ⌦ ,
respectively.
The basic properties of potentials Z(1)(x,g), Z(2)(x,g) and Z(3)(x, ,⌦±) are
given in the following theorems.
Theorem 5.3. If S 2 C2,p, g 2 C1,p 0(S), 0 < p 0 < p  1, then:
a)
















,n(z))Z(1)(z,g) is a singular integral for z 2 S.
Theorem 5.4. If S 2 C2,p, g 2 C1,p 0(S), 0 < p 0 < p  1, then:
a)




)Z(2)(x,g) = 0 for x 2 ⌦±,
c)
{Z(2)(z,g)}± = ± 1
2
g(z) + Z(2)(z,g) for z 2 S, (5.31)
d) Z(2)(z,g) is a singular integral for z 2 S,
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,n(z))Z(2)(z,g)}  for z 2 S.
Theorem 5.5. If S 2 C1,p,   2 C0,p 0(⌦+), 0 < p 0 < p  1, then:
a)




)Z(3)(x, ,⌦+) =  (x) for x 2 ⌦+
where ⌦+0 is a domain in R3 and ⌦+0 ⇢ ⌦+.
Theorem 5.6. If S 2 C1,p, supp  = ⌦ ⇢ ⌦ ,   2 C0,p 0(⌦ ), 0 < p 0 < p  1,
then:
a)




)Z(3)(x, ,⌦ ) =  (x) for x 2 ⌦ ,
where ⌦ is a finite domain in R3 and ⌦̄ 0 ⇢ ⌦ .
Theorems 5.3 to 5.6 can be proved similarly to the corresponding theorems in
the classical theory of thermoelasticity (for details, see Kupradze et al. [83], Ch.
X).
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g(z) +  Z(2)(z,g) for z 2 S,
(5.32)
where   is a complex parameter. On the basis of theorems 5.3 and 5.4, K(j) (j =
5, 6, 7, 8) and K̃
 
are singular integral operators (see Mikhlin [81], Kupradze et
al. [83]).
In the sequel we need the following Lemmas.
Lemma 5.2. If condition (4.10) is satisfied, then the singular integral operators
K(j)(j = 5, 6, 7, 8) are of the normal type.
Proof: Let  (j) = ( (j)
lm
)5⇥5 be the symbol of the singular integral operator











=  ( 1 + µ1)( 1 + 3µ1)
32( 1 + 2µ1)2
. (5.33)
Keeping in mind the relations (4.10) from (5.33) we have
det  (j) 6= 0. (5.34)
Hence, the operator K(j) is of the normal type, where j = 5, 6, 7, 8. ⇧
Lemma 5.3. If L is a continuous curve on the complex plane connecting the
origin with the point  0 and K̃  is a normal type operator for any   2 L, then
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Lemma 5.3 for an arbitrary singular integral operator is proved in Kupradze
et al. [83], Ch. IV.
Lemma 5.4. If conditions (4.10) are satisfied, then the Fredholm’s theorems
are valid for the singular integral operator K̃(j) (K̃(j) is Fredholmian), where





be the symbol and the index of the operator K̃
 
,
respectively. It may be easily shown that
det  ̃
 





vanishes only at two points  1 and  2 of the complex plane. By virtue
of (5.34) and det  ̃1 = det (5) we get  l 6= 1 for l = 1, 2. By Lemma 5.3 we have
indK(5) = ind K̃1 = 0.
Quite similarly we obtain indK(6) = 0. Obviously, the operators K(7) and
K(8) are the adjoint operators for K(6) and K(5), respectively. Evidently,
indK(7) =  indK(6) = 0, indK(8) =  indK(5) = 0.
Thus, the singular integral operator K(j) (j = 5, 6, 7, 8) is of the normal type
with an index equal to zero. Consequently, the Fredholm’s theorems are valid for
K(j). ⇧
5.4 Existence theorems
Obviously, by theorems 5.5 and 5.6 the volume potential Z(3)(x,F,⌦±) is a





(⌦±), 0 < p 0  1; suppF is a finite domain in ⌦ . Therefore, further we
will consider problem (K)±
0,f
for K = III, IV.





for K = III, IV.
Problem (III)+
0,f




V(x) = Z(2)(x,g) for x 2 ⌦+, (5.35)
where g is the required five-component vector function.
By theorem 5.4 the vector function V is a solution of homogeneous equation
(4.9) for x 2 ⌦+. Keeping in mind the boundary condition (5.1), using (5.31) and
(5.32), from (5.35) we obtain, for determining the unknown vector g, a singular
integral equation
K(5)g(z) = f(z) for z 2 S. (5.36)
By lemma 5.4 the Fredholm’s theorems are valid for operator K(5). We prove that
(5.36) is always solvable for an arbitrary vector f . Let us consider the associate
homogeneous equation
K(8)h0(z) = 0 for z 2 S, (5.37)
where h0 is the required five-component vector function. Now we prove that
(5.37) has only the trivial solution.
Indeed, let h0 be a solution of the homogeneous equation (5.37). On the basis
of theorem 5.3 and (5.37) the vector function Ṽ(x) = Z(1)(x,h0) is a regular so-
lution of the homogeneous BVP (IV ) 
0,0
. Using theorem 5.2, the problem (IV ) 
0,0
has only the trivial solution, that is
Ṽ(x) = 0 for x 2 ⌦ . (5.38)
On the other hand, by theorem 5.3 and (5.38) we get
{Ṽ(z)}+ = {Ṽ(z)}  = 0 for z 2 S,
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i.e., the vector Ṽ(x) is a regular solution of problem (III)+
0,0
. Using theorem 5.1,
the problem (III)+
0,0
has only the trivial solution, that is
Ṽ(x) = 0 for x 2 ⌦+. (5.39)
By virtue of (5.38), (5.39) and identity (5.30) we obtain
h0(z) = {R(Dz,n)Ṽ(z)}    {R(Dz,n)Ṽ(z)}+ = 0 for z 2 S.
Thus, the homogeneous equation (5.37) has only the trivial solution and therefore
(5.36) is always solvable for an arbitrary vector f .
We have thereby proved
Theorem 5.7. If S 2 C2,p, f 2 C1,p 0(S), 0 < p 0 < p  1, then a regular solution
of problem (III)+
0,f
exists, is unique and is represented by double-layer potential
(5.35), where g is a solution of the singular integral equation (5.36) which is al-
ways solvable for an arbitrary vector f .
Problem (IV ) 
0,f
. We seek a regular solution to problem (IV ) 
0,f
in the form
V(x) = Z(1)(x,h) for x 2 ⌦ , (5.40)
where h is the required five-component vector function.
Obviously, by theorem 5.3 the vector function V is a solution of (4.9) for
x 2 ⌦ . Keeping in mind the boundary condition (5.4), using (5.30) and (5.32),
from (5.40) we obtain, for determining the unknown vector h, a singular integral
equation
K(8)h(z) = f(z) for z 2 S. (5.41)
It has been proved above that the corresponding homogeneous equation (5.37)
has only the trivial solution. Hence, it follows that (5.41) is always solvable for
an arbitrary vector f .
We have thereby proved
Theorem 5.8. If S 2 C2,p, f 2 C0,p 0(S), 0 < p 0 < p  1, then a regular solution
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of problem (IV ) 
0,f
exists, is unique and is represented by single-layer potential
(5.40), where h is a solution of the singular integral equation (5.41) which is al-
ways solvable for an arbitrary vector f .
Problem (IV )+
0,f
. We seek a regular solution to problem (IV )+
0,f
in the form
V(x) = Z(1)(x,g) for x 2 ⌦+, (5.42)
where g is the required five-component vector function.
Obviously, by theorem 5.3 the vector function V is a solution of (4.9) for
x 2 ⌦+. Keeping in mind the boundary condition (5.2), using (5.30) and (5.32),
from (5.42) we obtain, for determining the unknown vector g, a singular integral
equation
K(6)g(z) = f(z) for z 2 S. (5.43)
By lemma 5.4 the Fredholm’s theorems are valid for operator K(6). We prove
that (5.43) is always solvable for an arbitrary vector f . Let us consider the
corresponding homogeneous equation
K(6)g0(z) = 0 for z 2 S, (5.44)
where g0 is the required five-component vector function. Now we prove that
(5.44) has only the trivial solution.
Indeed, let g0 be a solution of the homogeneous equation (5.44). On the basis
of theorem 5.3 and (5.44) the vector Ṽ(x) = Z(1)(x,g0) is a regular solution of
problem (IV )+
0,0
. Using theorem 5.1, the problem (IV )+
0,0
has only the trivial
solution, i.e., we have the condition (5.39).
On the other hand, by theorem 5.3 and (5.39) we get {Ṽ(z)}  = 0 for z 2 S.
Hence, the vector Ṽ(x) is a regular solution of problem (III) 
0,0
. On the basis of
theorem 5.2, the problem (III) 
0,0
has only the trivial solution, i.e., we obtain the
condition (5.38). By virtue of (5.38), (5.39) and identity (5.30) it follows that
g0(z) = {R(Dz,n)Ṽ(z)}    {R(Dz,n)Ṽ(z)}+ = 0 for z 2 S.
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Thus, the homogeneous equation (5.44) has only a trivial solution and therefore
(5.43) is always solvable for an arbitrary vector f .
We have thereby proved
Theorem 5.9. If S 2 C2,p, f 2 C0,p 0(S), 0 < p 0 < p  1, then a regular solution
of problem (IV )+
0,f
exists, is unique and is represented by single-layer potential
(5.42), where g is a solution of the singular integral equation (5.43) which is al-
ways solvable for an arbitrary vector f .
Problem (III) 
0,f
. We seek a regular solution to problem (III) 
0,f
in the form
V(x) = Z(2)(x,h) for x 2 ⌦ , (5.45)
where h is the required five-component vector function.
Obviously, by theorem 5.3 the vector function V is a solution of (4.9) for
x 2 ⌦ . Keeping in mind the boundary condition (5.3), using (5.31) and (5.32),
from (5.45) we obtain, for determining the unknown vector h, a singular integral
equation
K(7)h(z) = f(z) for z 2 S. (5.46)
It has been proved above that the corresponding associate homogeneous equation
(5.44) has only the trivial solution. Hence, it follows that (5.46) is always solvable
for an arbitrary vector f .
We have thereby proved
Theorem 5.10. If S 2 C2,p, f 2 C1,p 0(S), 0 < p 0 < p  1, then a regular
solution of problem (III) 
0,f
exists, is unique and is represented by double-layer
potential (5.45), where h is a solution of the singular integral equation (5.46)
which is always solvable for an arbitrary vector f .
Remark 5.2. In Pompei and Scalia [44], the BVPs of steady vibrations in a
linear theory of homogeneous and isotropic thermoelastic solids with voids is
considered. First, integral relations of Betti type are established. The singular
solutions corresponding to concentrated sources are used to derive representations
of Somigliana type. Then, radiation conditions are introduced and a uniqueness
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result for the external problem is established. The potentials of single layer and
double layer are used to reduce the BVPs to singular integral equations for which
Fredholm’s theorems hold. The existence theorems for external problems are
proved.
Remark 5.3. In Pamplona et al. [104], the analyticity of solutions of the initial-
BVPs in the linear theory of thermoviscoelasticity with microtemperatures for
porous materials is proved.
Remark 5.4. Recently, Ieşan and Quintanilla [105] presented a strain gradient
theory of thermoviscoelasticity in which the time derivatives of the strain tensors
are included in the set of independent constitutive variables. The basic equations
of the linear theory are derived. The uniqueness and existence theorems in the




In this chapter the basis results of the presented thesis are summarized and some
fields of application of there results are analyzed.
In the Chapters 2 to 5 the 3D linear theories of viscoelasticity and thermovis-
coelasticity for Kelvin-Voigt materials with voids are investigated and some basic
results of the classical theories of elasticity and thermoelasticity are generalized.
Indeed:
1. The basic properties of plane harmonic waves in the linear theory of vis-
coelasticity for Kelvin-Voigt materials with voids are established. There are two
(P1 and P2) longitudinal and two (SH and SV ) transverse attenuated plane waves
in the Kelvin-Voigt material with voids;
2. The explicit expressions of fundamental solutions for the systems of equa-
tions of steady vibrations in the linear theories of viscoelasticity and thermo-
viscoelasticity for Kelvin-Voigt materials with voids is constructed by means of
elementary functions. The Green’s formulas in the considered theories are ob-
tained;
3. The representations of Galerkin type solutions of the systems of nonhomo-
geneous equations of steady vibrations in the linear theories of viscoelasticity and
thermoviscoelasticity for Kelvin-Voigt materials with voids are presented and the
completeness of these solutions is established;
4. The formulas of integral representations of Somigliana type of regular vec-
tor and regular (classical) solution are obtained;
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5. The representations of general solutions of the systems of homogeneous
equations of steady vibrations in the linear theories of viscoelasticity and ther-
moviscoelasticity for Kelvin-Voigt materials with voids are obtained by using
metaharmonic functions and the completeness of these solutions is established;
6. The basic properties of surface (singe-layer and double-layer) and volume
potentials and singular integral operators are presented. These potentials are
used to reduce the BVPs to singular integral equations for which Fredholm’s the-
orems hold;
7. The uniqueness and existence theorems for classical solutions of the BVPs
of steady vibrations in the linear theories of viscoelasticity and thermoviscoelas-
ticity for Kelvin-Voigt materials with voids are proved by using the potential
method and the theory of singular integral equations.
On the basis of results of this thesis it is possible:
1. To investigate the non-classical problems of the 2D linear theories of vis-
coelasticity and thermoviscoelasticity for Kelvin-Voigt materials with voids;
2. To investigate the non-classical problems in the modern linear theories
of viscoelasticity and thermoviscoelasticity by using potential method and the
theory of singular integral equations for the following materials:
a) a viscoelastic composite as a mixture of a porous elastic solid and a Kelvin-
Voigt material (Ieşan [57], Quintanilla [58]),
b) composites modelled as interacting Cosserat continua (Ieşan [59]),
c) mixtures where the individual components is modelled as Kelvin-Voigt vis-
coelastic materials (Ieşan and Nappa [60]), and
d) Kelvin-Voigt microstretch composite materials (Passarella et al. [66]);
3. To obtain numerical solutions of the BVPs of the linear theory of viscoelas-
ticity for Kelvin-Voigt materials with voids by using of the boundary element
method;
4) To establish basic properties of plane harmonic waves in the linear theories
of viscoelasticity and thermoviscoelasticity for materials with microstructure (see
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[58, 59, 60, 66]);
5) To construct the fundamental solutions and to obtain the representations
of general solutions for the systems of governing equations of steady vibrations in
the linear theories of viscoelasticity and thermoviscoelasticity for materials with
microstructure (see [58, 59, 60, 66]);
6) To prove the uniqueness and existence theorems in the modern linear the-
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40. Chiriţǎ, S., Ghiba, I. D.: Strong ellipticity and progressive waves in elastic
96
References
materials with voids, Proc. R. Soc. A 466, 439–458 (2010).
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61. Chiriţǎ, S., Galeş, C., Ghiba, I.D.: On spatial behavior of the harmonic
vibrations in Kelvin-Voigt materials, J. Elasticity 93, 81–92 (2008).
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