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Abstract
Generative Adversarial Networks are known for their high quality outputs and versatility.
However, they also suffer the mode collapse in their output data distribution. There have been
many efforts to revamp GANs model and reduce mode collapse. This paper focuses on two
of these models, PacGAN and VEEGAN. This paper explains the mathematical theory behind
aforementioned models, and compare their degree of mode collapse with vanilla GAN using
MNIST digits as input data. The result indicates that PacGAN performs slightly better than
vanilla GAN in terms of mode collapse, and VEEGAN performs worse than both PacGAN and
vanilla GAN. VEEGAN’s poor performance may be attributed to average autoencoder loss in its
objective function and small penalty for blurry features.
1 Introduction
A Generative Adversarial Network (GAN) is a neural network consisting of a generator and a discrim-
inator.The network is trained with a set of data. The generator takes a random noise vector as input and
generates data that resembles as much as the provided data possible. The discriminator reads a piece of
data, either generated or from the actual dataset, and labels the data as real or fake. For example, in this
paper, I trained GANs with MNIST digits, a dataset of handwritten digits. In the network, the generator
takes a vector whose elements are generated randomly from a normal distribution, and outputs an image.
The input of the discriminator is an image either from the generator output or from the MNIST dataset. The
discriminator identifies the input image as real (labeled as 1) or fake (labeled as 0).The degree of resemblance
of generated data to data from the actual dataset is measured by cross entropy between a vector of ones (the
ideal situation where all generated data is labeled real) and the labels of generated images. In the early stage
of training, the images generated by the generator are mostly labeled as fake by the discriminator. After
many epochs, the generator begins to output images that resemble handwritten digits, and these images are
more likely to be recognized by the discriminator as real images from the MNIST digit dataset.
GAN has the advantage of generating better samples than other generative models. Also, a GAN model
can train any kind of generator, unlike other models which require the generator to have a particular func-
tional form. However, GAN also has several limitations. First, it is difficult and slow to train. Using my own
experiments as an example, while training DCGAN (Deep Convolutional Generative Adversarial Networks)
with MNIST digits, it took 50 epochs for the generator to produce images that resemble MNIST digits. Af-
ter 100 epochs, some of the images produced by the generator still possess features that resembles multiple
digits or none of the digits. Another limitation, which is be the primary topic addressed in this paper, is
mode collapse, where the occurrence of a certain type of data in the generated distribution is much fewer
than its occurrence in the distribution of the provided dataset. I will use my DCGAN experiments with
MNIST digits again as an example. The MNIST training dataset has 60,000 images of handwritten digits,
with 6000 images of each digit. The training dataset provided to DCGAN is uniform. In every trial of my
experiment, DCGAN generates 100 images. Among the 1000 images in the ten trials I conducted, digit 2
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is only generated 22 times. However, if DCGAN generated data in proportion of MNIST training dataset,
there would be approximately 100 images of digit 2 among the 1000 images. Such discrepancy between the
distributions of generated and actual data is an example of mode collapse.
Several improvements to the original GAN architecture [7, Section 6] have been proposed to mitigate
mode collapse. Among them, there are VEEGAN (Variational Encoder Enhancement to Generative Ad-
versarial Networks), unrolled GAN, dropout GAN, and PacGAN. In this paper, I will discuss the theory of
PacGAN [7] and VEEGAN [8], two improved architectures aimed to reduce mode collapse. I will also present
experimental results of mode collapse reduction using the MNIST digits with the two mentioned architecture
and compare the results with MNIST digits generated by DCGAN. The MNIST digits generated by DCGAN
is the control group in mode collapse reduction experiment.
The intuitive reason why PacGAN is effective in reducing mode collapse is because the probability
distribution of m data samples packed together is an mth product distribution, and the difference in the
mode collapse region is more pronounced in the mth degree than the first degree. The intuition behind
VEEGAN is that it adds a reconstructor into the generator/discriminator network. The reconstructor takes
actual data or data created by the generator as input and outputs noise under a Gaussian distribution. The
reconstructor has two objectives: to act as the inverse of the generator and to map all data to Gaussian
noise. If both objectives are achieved, the reconstructor in turn helps the generator map Gaussian noise to
synthetic data matching the probability distribution of actual data.
2 PacGAN
PacGAN, a modification of GAN proposed by Zinan Lin et al., inputs m independently and randomly
selected data samples into the discriminator at the same time [7]. The data samples are either all selected
from the actual dataset or all from the generator output. If a single data sample is selected from a dataset
with probability distribution T , then m independently and randomly selected samples will have a probability
distribution of Tm. The authors of PacGAN framework claimed that mode collapse is more pronounced in
Tm than T , and will be easier to avoid in Tm [7]. Before I present the proof of their claim, I need to first
introduce both their algebraic and geometric definitions of mode collapse and how to measure mode collapse
[7]. In the rest of Section 2, P is the probability distribution of the data provided to GAN for training, also
called the target distribution. Q is the probability distribution of the data produced by the generator, also
called the generated distribution. The mode collapse between target distribution P and generated distribu-
tion Q is defined in Definition 1.
Definition 1 (This is Definition 1 in [7]). Between the target distribution P and the generated distribution
Q with a common domain D, we say P and Q have (ε, δ) mode collapse if for 0 ≤ ε < δ ≤ 1, there exist a
set S ⊆ D such that P (S) ≥ δ and Q(S) ≤ ε.
We also need to define how mode collapse is measured. One measurement is the area of mode collapse
region. In a 2D plane, let ε be the x-axis and δ eb the y-axis. For a pair of target and generated distributions
(P,Q), mode collapse region R(P,Q) is defined as the convex hull of the region of points (ε, δ) such that
(P,Q) exhibit (ε, δ) mode collapse. Definition 2 provides the definition of mode collapse region in mathe-
matical terms as well. An example of mode collapse region R(P,Q) is shown in Figure 1, where the blue
shaded area denotes R(P,Q).
Definition 2 (This is defined in p.17 of [7]). For a pair of target and generated distributions (P,Q), mode
collapse region R(P,Q) is defined as the convex hull of the region of points (ε, δ) such that (P,Q) exhibit (ε, δ)
mode collapse, i.e. R(P,Q) = conv((ε, δ) | δ > ε and (P,Q) has (ε, δ) mode collapse) where conv(.) denotes
the convex hull.
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Mode collapse region is a clear and direct way to indicate the severity of mode collapse. However, if
P and Q are multivariate probability distributions, mode collapse region can evolve into a volume of high
dimensions, and the volume may be intractable. Therefore, we would like to measure mode collapse using
a numerical value instead of the area or volume of a geometric object. The authors of PacGAN framework
used total variation distance between P and Q to measure the mode collapse between P and Q [7].
The geometric interpretation of total variation distance between P and Q is shown in Figure 1, denoted as
dTV (P,Q) in red.
Definition 3 (This is defined in p.15 of [7]). The total variation distance between P and Q is dTV (P,Q) =
sup
S⊆D
{P (S)−Q(S)}.
Figure 1: The mode collapse region R(P,Q) is shaded in blue. Total variation distance between P and Q,
dTV (P,Q), is denoted as the red segment on the vertical axis.
As shown in Figure 1, geometrically, this translates to the vertical distance between the upper boundary
of the mode collapse region (denoted as R(P,Q)) and ε = δ. In other words, the total variation distance
between P and Q is the intersection between the vertical axis and the tangent line to the upper boundary
of R(P,Q) that has a slope of 1. Figure 2 further explains why this geometric interpretation is equivalent to
sup
S⊆D
{P (S)−Q(S)}.
Figure 2: The intersection between the vertical axis and the tangent line to the upper boundary of R(P,Q)
that has a slope of 1 is the maximum difference between ε and δ.
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In Figure 2, line AB is parallel to line ε = δ. BC is parallel to the x-axis. AC is perpendicular to the
x-axis. Because line AB has a slope of 1 and BC is parallel to the x-axis, ∠ABC = 45°. 4ABC is a right
isosceles triangle. Point A is where ε− δ is maximum because A is farthest from the ε = δ line in R(P,Q).
Suppose the coordinates of A is (ε1, δ1), then ε1−δ1 = sup
S⊆D
{P (S)−Q(S)}. Since OB = AD−BC = ε1−δ1,
and OB = dTV (P,Q), we can say that dTV (P,Q) is the intersection between the vertical axis and the tangent
line to the upper boundary of R(P,Q) that has a slope of 1.
The authors of PacGAN framework pointed out that probability distributions with the same total vari-
ation distance can manifest drastically different mode collapse behavior. In [7], they used a simple example
to demonstrate this discrepancy. Figure 3 provides an illustration for this example. Let U [a, b] denote a
uniform distribution between a and b with probability density function
f(x) =
{
1
b−a for x ∈ [a, b]
0 for x /∈ [a, b] .
Suppose the target probability distribution is P = U [0, 1], and there are two different generated probability
distributions Q1 and Q2, with Q1 = U [0.2, 1] and Q2 = 0.3U [0, 0.5] + 0.7U [0.5, 1]. In comparison to target
distribution P , Q1 displays more severe mode collapse than Q2, as Q2 addresses the entire domain of
[0, 1], while Q1 does not address [0, 0.2] at all. However, their total variation distance to P are equal:
dTV (P,Q1) = dTV (P,Q2) = 0.2.
Figure 3: This figure is excerpted from [7]. The left panel shows the probability density functions of
P,Q1, and Q2. The middle panel shows the mode collapse region R(P,Q1). The right panel shows the mode
collapse region R(P,Q2).
However, if we draw m samples (x1, ..., xm) from distribution P, and consider X = (x1, ..., xm) as a
single variable, then X has a probability distribution of Pm. Similarly, drawing m samples at the same time
from probability distribution Q1 and Q2 obtain a probability distribution Q
m
1 and Q
m
2 of the m samples.
We call the number of samples m drawn from a probability distribution the packing degree. Thus,
the mode collapse regions between the target distribution and generated distributions with packing degree
m are R(Pm, Qm1 ) and R(P
m, Qm2 ), and the total variation distance between the target distribution and
generated distributions with packing degree m are dTV (P
m, Qm1 ) and dTV (P
m, Qm2 ). Figure 4 shows the
evolution of mode collapse regions R(Pm, Qm1 ) and R(P
m, Qm2 ) and total variation distances dTV (P
m, Qm1 )
and dTV (P
m, Qm2 ) with packing degree m = 1 to 5.
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Figure 4: This figure is excerpted from [7]. From packing degree m = 1 to 5, the left panel shows the mode
collapse regions of R(Pm, Qm1 ), the middle panel shows the mode collapse regions R(P
m, Qm2 ), and the right
panel shows dTV (P
m, Qm1 ) and dTV (P
m, Qm2 ) from m = 1 to 6.
From Figure 4, we can see that although (P,Q1) and (P,Q2) have equal area of mode collapse regions
and total variation distances, R(Pm, Qm1 ) and dTV (P
m, Qm1 ) hiked as packing degree m increased, while
R(Pm, Qm2 ) and dTV (P
m, Qm2 ) increase gradually with the packing degree. For computational efficiency, we
choose to measure the severity of mode collapse using total variation distance.
However, without packing, generated distributions can have the same total variation distance to the
target distribution with very different mode collapse regions. Consider any pair of target distribution P
and generated distribution Q (P,Q) such that dTV (P,Q) = τ , where 0 ≤ τ ≤ 1. Under the same total
variation distance, the mode collapse region between P and Q can be drastically different.In Figure 5,
there are three mode collapse regions: R(Pin, Qin) in red, R(P,Q) in blue, and R(Pout, Qout) in green.
Pin is the target distribution and Qin is the generated distribution such that R(Pin, Qin) = min
P,Q
R(P,Q)
subjected to dTV (P,Q) = τ . Pout is the target distribution and Qout is the generated distribution such that
R(Pout, Qout) = max
P,Q
R(P,Q) subjected to dTV (P,Q) = τ . The red line on the upper boundary shared by
these three regions has a slope of 1 and is parallel to the line ε = δ.
Figure 5: Under the same total variation distance of τ between target and generated distribution, the
minimum mode collapse region R(Pin, Qin) is shaded in red, the maximum mode collapse region R(Pout, Qout)
is shaded in green, and R(P,Q), shaded in blue, is sandwiched between the minimal and maximal mode
collapse regions.
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From Figure 5, we can see that dTV (Pin, Qin) = dTV (P,Q) = dTV (Pout, Qout), even though R(Pin, Qin) ⊆
R(P,Q) ⊆ R(Pout, Qout). To see the effect of packing m samples on total variation distances, we want to find
dTV (P
m
in , Q
m
in), the minimum of dTV (P
m, Qm), and dTV (P
m
out, Q
m
out), the maximum of dTV (P
m, Qm). Theo-
rem 1 states that there is a substantial difference between min
P,Q
dTV (P
m, Qm) and max
P,Q
dTV (P
m, Qm). Such
difference indicates that dTV (P
m, Qm) is a more effective measurement of mode collapse than dTV (P,Q).
Theorem 1 (This is Theorem 3 in [7]). For 0 ≤ τ ≤ 1 and positive integer m, and for any pair of target
and generated probability distributions (P,Q) such that dTV (P,Q) = τ ,
min
P,Q
dTV (P
m, Qm) = min
0≤α≤1−τ
dTV (P (α)
m, Q(α, τ)m)
where P (α) and Q(α, τ) are the mth order product distributions of random variables distributed as
P (α) = [1− α, α]
Q(α, τ) = [1− α− τ, α+ τ ];
and max
P,Q
dTV (P
m, Qm) = 1− (1− τ)m.
To prove Theorem 1, the authors of PacGAN established a few propositions and theorems that will
later be applied in the proof. They applied binary hypothesis testing in the context of GAN discriminator.
Through binary hypothesis testing, they are able to apply data processing inequality onto mode collapse
regions, thus proving an inequality between mode collapse regions of probability distributions implies an
inequality between total variation distances of these distributions [7].
Binary hypothesis testing consists of experiments based upon two hypotheses. The null hypothesis is
defined as h = 0. The alternate hypothesis, i.e. rejection of null hypothesis, is defined as h = 1. In the
experiment, an observation is made. Let X be a random variable that denotes the outcome of observation.
The outcome of observation depends upon a rejection set Sr drawn from the outcome range X , such that if
X ∈ Sr, then the null hypothesis is rejected. We define false positive rate (FPR) as the probability of null
hypothesis is true but rejected during observation, i.e. FPR = P(X ∈ Sr|h = 0). We define true positive rate
as the probability of null hypothesis is false and rejected during observation, i.e. TPR = P(X ∈ Sr|h = 1).
We establish a 2D plane with FPR as x-axis and TPR as y-axis, we define the hypothesis testing region
in this plane.
Definition 4 (This is an expansion of the definition of hypothesis testing region in p.27 in [7]). The hypothesis
testing region R(h,X) is the convex hull of the region of all points
(P(X ∈ Sr|h = 0),P(X ∈ Sr|h = 1)) for all possible rejection sets Sr,
i.e. R(h,X) = conv((P(X ∈ Sr|h = 0),P(X ∈ Sr|h = 1)).
We can apply binary hypothesis testing to the context of a GAN discriminator. We consider the null
hypothesis h = 0 as the data sample is from the generated distribution Q, and consider the alternate hypoth-
esis h = 1 as the data sample is from the target distribution P . The discriminator receives input sample X,
and decides whether X is a real data sample from distribution P or a synthetic sample from distribution Q.
We make the decision based on the rejection set Sr, such that if X ∈ Sr, then the discriminator labels the
data sample as real data. FPR is the probability the data is created by the generator but the discriminator
mistakenly labels it as real data. TPR is the probability that the data is created by the generator and the
discriminator correctly labels it as synthetic. We assume that FPR < TPR, because in a large set samples,
an untrained discriminator which randomly assigns labels to data samples would on average have equal
number of mistakenly labeled samples and correctly labeled samples. In reality, the discriminator in GAN
is trained and has superior performance than random assignments.
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Recall from Definition 1 and the definition of mode collapse region that for 0 ≤ ε < δ ≤ 1, (P,Q)
has (ε, δ) mode collapse if there exist a set S such that P (S) ≥ δ and Q(S) ≤ ε. On a 2D plane where
ε is the x-axis and δ is the y-axis, R(P,Q) is the convex hull of the region of all points (ε, δ) such that
(P,Q) has (ε, δ) mode collapse. The hypothesis testing region is the convex hull of the region of all points
(P(X ∈ Sr|h = 0),P(X ∈ Sr|h = 1)) for all possible rejection sets Sr. Since we have established the assump-
tion 0 ≤ FPR ≤ TPR ≤ 1, we can find a set S = Sr so that P(X ∈ Sr|h = 0) = ε and P(X ∈ Sr|h = 1) = δ.
By finding such set S, we can establish a bijection between mode collapse region and hypothesis testing
region. Using Definition 1, 2, and 4, the authors of PacGAN established a bijection between mode collapse
region and hypothesis testing region [7].
By the one-to-one correspondence, P (S) = P(X ∈ Sr|h = 1) and Q(S) = P(X ∈ Sr|h = 0) for Sr ⊂ [0, 1].
Similarly, for a different pair of distribution (P ′, Q′), we denote the random variable that decides to reject
the null hypothesis h′ or not as X ′. We can find a S′ from the common domain of P ′ and Q′ such that
P ′(S′) = P(X ′ ∈ S′r|h′ = 1) and Q′(S′) = P(X ′ ∈ S′r|h′ = 0) for S′r ⊂ [0, 1].
We have established the bijection between hypothesis testing region and mode collapse region. Now we
draw connection between mutual information and hypothesis testing region, so that later we can introduce a
powerful theorem, data processing inequality. Higher mutual information between hypothesis h and random
variable X leads to higher TPR and lower FPR in the hypothesis testing region. High TPR and low FPR
correspond to a larger area of mode collapse with a large total variation distance. Data processing inequal-
ity states that the more a random variable is processed, there will be less mutual information between the
hypothesis and that variable, which leads to a smaller hypothesis testing region and a smaller mode collapse
region.
Before we introduce data processing inequality, we need to first define a Markov chain, as we will need
Markov chain as a condition in the theorem later.
Definition 5 ([3]). Random variable X,Y, Z form a Markov chain X−Y −Z if the conditional distribution
of Z depends only on Y and is conditionally independent of X, i.e. X,Y, Z form a Markov chain X−Y −Z
if the joint probability density function can be written as P(X,Y, Z) = P(X)P(Y |X)P(Z|Y ).
Now we apply the concept of Markov chain to random variables h, X and X ′ in binary hypothesis
testing. Since P (S) = P(X ∈ Sr|h = 1) and Q(S) = P(X ∈ Sr|h = 0) from the bijection between hy-
pothesis testing region and mode collapse region, X is conditionally dependent on h. X ′ is conditionally
dependent on hypothesis h′, and X ′ is conditionally independent of h. If we can find a function f such that
f(P,Q) = (P ′, Q′), then f(P(X ∈ Sr|h = 1),P(X ∈ Sr|h = 0)) = (P(X ′ ∈ S′r|h′ = 1),P(X ′ ∈ S′r|h′ = 0)).
This implies that function f establishes a conditional dependence between the probability distribution of X
and the probability distribution of X ′. Thus, we can argue that h,X,X ′ form a Markov chain h−X −X ′.
After we defined the Markov chain, we are ready to present the data processing inequality. Later we will
apply data processing inequality in the context of target distribution P and generated distribution Q in a
GAN.
Theorem 2 (Data Processing Inequality [3]). Let X − Y − Z be a Markov chain, then I(X;Z) ≤ I(X;Y )
where I(X;Y ) denotes the mutual information between X and Y .
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Proof.
I(X;Y ) =
∑
x,y
p(x, y) log
p(x, y)
p(x)p(y)
=
∑
x,y
p(x, y) log
p(x|y)p(y)
p(x)p(y)
=
∑
x,y
p(x, y) log
p(x|y)
p(x)
= −
∑
x,y
p(x, y) log p(x) +
∑
x,y
p(x, y) log p(x|y)
= −
∑
x
p(x) log p(x) +
∑
x,y
p(x, y) log p(x|y)
= H(X)−H(X|Y ).
Because X−Y −Z is a Markov chain, H(X)−H(X|Y ) = H(X)−H(X|Y, Z). Because conditioning reduces
entropy, H(X)−H(X|Y, Z) ≥ H(X)−H(X|Z) = I(X;Z).
Applying data processing inequality in the hypothesis testing region, we can see that an increase in mu-
tual information I(h;X) results in higher TPR and lower FPR rate. We have established the assumption
that FPR < TPR because in the worst case scenario, randomly assigning values to X will on average achieve
FPR = TPR. High TPR and low FPR create a large hypothesis testing region. Recall that there exists a
bijection between hypothesis testing region R(h,X) and mode collapse region R(P,Q). If h −X −X ′ is a
Markov chain, then I(h;X ′) ≤ I(h;X) implies R(h,X ′) ⊆ R(h,X). And R(h,X ′) ⊆ R(h,X) is equivalent
to R(P ′, Q′) ⊆ R(P,Q).
Using data processing inequality, we are able to prove that if there exists a Markov chain h − X − X ′
between random variables h,X and X ′, then R(P ′, Q′) ⊆ R(P,Q). However, in the mode collapse region,
we currently have R(Pin, Qin) ⊆ R(P,Q) ⊆ R(Pout, Qout), and we want to show that
dTV (P
m
in , Q
m
in) ≤ dTV (Pm, Qm) ≤ dTV (Pmout, Qmout). To do so, the reverse of data processing inequality needs
to hold true, i.e. if R(P ′, Q′) ⊆ R(P,Q), then there exists a Markov chain h−X −X ′.
In 1953, David Blackwell published a celebrated result in his paper Equivalent Comparison of Experi-
ments: the reverse of data processing inequality is also true [2]. Let B and C be Markov matrices with
conditional probabilities of displaying a signal given the current state. Given C is more informative than B,
then there exists a Markov matrix M such that B = CM . Blackwell’s proof is long and convoluted. In this
paper we will use a more concise proof by Moshe Lesno and Yishay Spector [6].
Denote the set of states in a Markov chain as S = {s1, ..., sn} and the probabilities associated with these
states by p = (p1, ..., pn) with
∑n
i=1 pi = 1. Denote the signals observed to be Y = {y1, ..., yq}. Denote
B ∈ Rn×q to be the Markov matrix that indicates the conditional probabilities of signal y is displayed given
that the current state is s. So Bij is the probability for a given state si that signal yj will be displayed.
Denote the set A = {a1, ..., ar} to be a set of actions taken. Let the payoff function U : A×S → R associate
with a pair of action and state. U can be written as a matrix with uij = U(ai, sj). Here uij represents the
payoff gained when action ai is taken and the state transitions to sj . Denote D ∈ Rq×r to be the decision
matrix. D is a Markov matrix with dij as the probability that the decision maker takes action aj on observ-
ing signal yi. Let P to be the square diagonal matrix containing probability pi on diagonal entry Pii . Then
the expected payoff is tr(BDUP ). Denote the maximum expected payoff to be F (B,U, P ) = max
D
tr(BDUP ).
We have stated the matrices and operations necessary for the proof of reverse data processing inequality.
Now we define how much information a matrix contains using maximum expected payoff.
8
Definition 6 (This is Definition 1 in [6]). B is more informative than C, denoted as C ⊆ B,
if F (B,U, P ) ≥ F (C,U, P ).
To facilitate the proof, we also introduce two propositions which concern inner product and trace opera-
tions. Later in the proof of reverse data processing inequality, we will directly apply the result of Proposition
1 and 2.
Proposition 1 (This is Proposition 1 in [6]). A,B and C are square matrices with A,B,C ∈ Rn×n. Then
〈AB,C〉 = 〈AT , CBT 〉.
Proof.
〈AB,C〉 = tr(BTATC) = tr(ATCBT ) = 〈AT , CBT 〉.
Proposition 2 (This is Proposition 2 in [6]). A,B,C and D are matrices with A ∈ Rn×q, B ∈ Rq×r,
C ∈ Rr×n, D ∈ Rn×n. Then tr(ABCD) = 〈ABC,D〉.
Proof.
tr(ABCD) =
∑
i
(ABC)iiDii =
∑
i,j
(ABC)ijDij = 〈ABC,D〉.
With all definitions and propositions in place, now we are ready to introduce reverse data processing
inequality. In this proof, the notation follows those defined prior to Definition 6.
Theorem 3 (Reverse Data Processing Inequality [2][6]). B is more informative than C, i.e. C ⊆ B if and
only if there exists a Markov matrix M such that C = BM .
Proof. If C = BM , then tr(CDUP ) = tr(BMDUP ). Because M is a Markov matrix, max
D
tr(CDUP ) =
max
D
(BMDUP ) ≤ max
D
tr(BDUP ), i.e. C ⊆ B.
Suppose for every Markov matrix M , C 6= BM . Let S = {A|∃M that is a Markov matrix such that
A = BM}. Suppose M = cM1 + (1− c)M2 where 0 ≤ c ≤ 1. Let mij = (1−λ)m1ij +λm2ij with 0 ≤ λ ≤ 1.
Since m1ij ,m2ij > 0,
n∑
j=1
mij =
n∑
j=1
((1− λ)m1ij + λm2ij)
= (1− λ)
n∑
j=1
m1ij + λ
n∑
j=1
m2ij
= 1− λ+ λ = 1.
Therefore the set of Markov matrix is convex. Then P (cM1 + (1− c)M2) = PM ∈ S. Thus S is convex.
S is the image of the set of Markov matrices under the continuous map f(M) = BM . Since mij ≥ 0,∀i, j
and
n∑
j=1
mij = 1,
the set contains all of its limit points. The set of Markov matrices is bounded because 0 ≤ mij ≤ 1,∀i, j.
Therefore the set of Markov matrices is compact. The image of a compact set on a continuous map is
compact. A compact set in Rq×q is closed. So the set S is closed.
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Using similar reasoning, we can deduce that C is compact. C and S are disjoint, nonempty sets that are
closed and convex, and C is compact. By the hyperplane separation theorem, there exists a matrix Uˆ such
that ∀M, 〈(BM)T , Uˆ〉 < 〈CT , U〉.
Let the payoff matrix U be UT = P−1Uˆ . Using Proposition 1 and 2, we have
tr(BMUP ) = 〈BMU,P 〉
= 〈BMUˆT (P−1)T , P 〉
= 〈(BM)T , P (UˆT (P−1)T )T 〉
= 〈(BM)T , PP−1Uˆ〉
= 〈(BM)T , Uˆ〉.
Using the same computations, we can obtain tr(CUP ) = 〈CT , Uˆ〉. From 〈(BM)T , Uˆ〉 < 〈CT , U〉, we can
deduce that tr(BMUP ) < tr(CUP ).
Therefore max
M
tr(BMUP ) < tr(CIUP ) < max
M
tr(CMUP ).
Thus we have B * C.
In Theorem 3, we know that CDU is the payoff matrix when state si transitions to state sj . tr(CDUP ) =
〈CDU,P 〉, which denotes the average payoff when we transition from state si to state sj . In the hypoth-
esis testing region, if the average payoff is greater, then the hypothesis testing region is greater. Now we
apply Theorem 2 to the GAN discriminator context. Recall that for random variable X, target distribution
P (S) = P(X ∈ Sr|h = 1) and generated distribution Q(S) = P(X ∈ Sr|h = 0). For random variable X ′,
target distribution P ′(S) = P(X ′ ∈ S′r|h′ = 1) and generated distribution Q′(S) = P(X ′ ∈ S′r|h′ = 0). If
there exists an inequality R(P ′, Q′) ⊆ R(P,Q) between mode collapse regions, then by the bijection be-
tween mode collapse region and hypothesis testing region, the inequality between hypothesis testing regions
R(h,X ′) ⊆ R(h,X). Let B denote the Markov matrix whose entries are the conditional probabilities of
observing X given hypothesis h. Let C denote the Markov matrix whose entries are the conditional prob-
abilities of observing X ′ given X. Because R(h,X ′) ⊆ R(h,X), B is more informative than C. Therefore,
there exists a Markov matrix M such that C = BM . Thus, there exists a Markov chain h−X −X ′. From
the Markov chain h−X −X ′, we can deduce that dTV (Pmin , Qmin) ≤ dTV (Pm, Qm) ≤ dTV (Pmout, Qmout).
Now we are going to use reverse data processing inequality to prove Theorem 1.
Proof to Theorem 1. (This is Proof of Theorem 3 in [7])
From Figure 5, we can see that
Rinner(P,Q) ⊆ R(P,Q) ⊆ Router(P,Q).
thus we have
Rinner(P
m, Qm) ⊆ R(Pm, Qm) ⊆ Router(Pm, Qm).
By reverse data processing inequality,
min
0≤α≤1−τ
dTV (Pinner(α)
m, Qinner(α, τ)
m) ≤ dTV (Pm, Qm) ≤ dTV (Pouter(τ)m, Qouter(τ)m).
To think in terms of probability, the probability that a point is out of the region covered by total variation
distance is 1−τ . The probability of a point in the mth dimension is out of the region covered by total variation
distance is (1 − τ)m. Therefore, the probability of the point in the mth dimension is in the region covered
by total variation distance is 1− (1− τ)m. So
dTV (Pouter(τ)
m, Qouter(τ)
m) = 1− (1− τ)m.
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To achieve the minimum of dTV (P
m, Qm), we need to find the optimal α that minimizes dTV (P
m, Qm),
with α denotes the horizontal distance between the point farthest from the line ε = δ and τ in Figure 5.
The lower bound for dTV (P
m, Qm) is
min
0≤α≤1−τ
dTV (Pinner(α)
m, Qinner(α, τ)
m)
with Pinner = [1− α, α] and Qinner = [1− α− τ, α+ τ ].
3 VEEGAN
3.1 Structure of VEEGAN
To mitigate mode collapse, VEEGAN introduces a new neural network, a reconstructor, along with the
generator and the discriminator in its architecture. The generator maps inputs drawn from a Gaussian
distribution to the synthetic data; the discriminator maps data to binary labels of real or synthetic. The
reconstructor maps data to outputs that form a Gaussian distribution. The reconstructor has two objec-
tives: 1. Map all data in the data space to outputs in a Gaussian distribution; 2. Act as the inverse of
the generator. If the reconstructor maps all data in the data space to outputs in a Gaussian distribution
and acts as an inverse of the generator at the same time, it in turn encourages the generator to map from
inputs drawn from a Gaussian distribution to synthetic data that match the target data distribution, thus
resolving mode collapse [8]. Figure 6a and 6b shows the structure of VEEGAN, a system with a generator,
a discriminator, and a reconstructor.
z
Gγ
Fθ
p0(z)
p(x)
x
zˆ
(a) Fθ is trained to be the inverse of Gγ .
Gγ
Fθ
p0(z)
p(x)
z
x
zˆ
(b) Fθ is trained to map data to a Gaussian distribution.
Figure 6: The two figures are excerpted from Figure 1 in [8]. These figures illustrate how a reconstructor Fθ
helps detect mode collapse in generator Gγ .
Let z denote Gaussian noise vectors which are inputs to the generator. Let p0(z) denote the distribution
of input to generator. Let x denote the data provided to the VEEGAN architecture. Let p(x) denote the
target data distribution. Let zˆ denote noise vectors that are outputs of the reconstructor. Let γ denote
the weights of the neural network in the generator, and let Gγ denote the generator, which maps Gaussian
noise vectors to synthetic data. Let θ denote the weights of the neural network in the reconstructor, and let
Fθ denote the reconstructor, which maps data to Gaussian noise vectors. In Figure 6a and 6b, p0(z) is a
Gaussian distribution. p(x) is the target data distribution. The purple distribution on the top is the output
of reconstructor Fθ(x) mapped from the target data distribution p(x). The green distribution on the top is
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the output of reconstructor Fθ(Gγ(z)) mapped from the generated distribution Gγ(z) [8].
In Figure 6a, suppose Fθ is trained to be the inverse of Gγ . Because z is drawn from a Gaussian distri-
bution, the outputs of reconstructor Fθ(Gγ(z)) will also form a Gaussian distribution. However, Gγ(z) does
not address all modes in p(x). As a result, Fθ(x) will differ from Fθ(Gγ(z)) and will likely be non-Gaussian.
We detect mode collapse from the discrepancy between Fθ(x) and Fθ(Gγ(z)). In Figure 6b, Fθ is trained
to map samples drawn from p(x) to outputs that form a Gaussian distribution. In this case, if Gγ suffers
from mode collapse, Fθ(Gγ(z)) will have a different distribution from Fθ(x). Such difference will provide a
strong learning signal to γ and θ when the neural network performs update on parameters using stochastic
gradient descent [8].
We want to Fθ to both act as the inverse of Gγ and map the target data distribution to a Gaussian.
Mathematically, we can represent the difference between z and Fθ(Gγ(z)) by the expected autoencoder l2 loss
E(‖z−Fθ(Gγ(z))‖22). We can represent how good Fθ maps the true data distribution to a Gaussian by cross
entropy H(z, Fθ(x)). The probability distribution of noise vector z is Gaussian. Cross entropy measures how
different the probability distribution of Fθ(x) is from the probability distribution z. If the two probability
distributions are identical, then cross entropy H(z, Fθ(x)) is at its minimum and equals to entropy of z. For
the reconstructor to both act as the inverse of Gγ and map the target data distribution to a Gaussian, we
want to minimize the objective function Oentropy(γ, θ) = E(‖z − Fθ(Gγ(z))‖22) +H(z, Fθ(x)). The cross en-
tropy is written as H(z, Fθ(x)) = −
∫
p0(z) log
∫
p(x)pθ(zˆ|x)dxdz. When z and x are in high dimensions, the
integral is difficult to compute. Thus, we need to approximate Oentropy(γ, θ) with a more computable method.
3.2 Approximation of Objective Function
Let pθ(zˆ|x) be the distribution of reconstructor output given that the input is x. Applied to x ∼ p(x),
let the output distribution of the reconstructor be
pθ(zˆ) =
∫
pθ(zˆ|x)p(x)dx.
H(z, Fθ(x)) = −
∫
p0(z) log pθ(zˆ)dz = −
∫
p0(z) log
∫
p(x)pθ(zˆ|x)dxdz.
However, the integral on the right hand side is difficult to compute in closed form. Instead, we find an up-
per bound for H(z, Fθ(x)) by introducing a new term into the integral: qγ(x|z). Denote qγ(x|z) as the output
of generator Gγ . Using Jensen’s inequality, adding and manipulating trivial terms in the integral, the au-
thors of VEEGAN are able to find a computable KL divergence as upper bound to cross entropy H(z, Fθ(x)).
Proposition 3 (This is Equation 4 in [8]). Let qγ(x|z) be the output of Gγ . Then
H(z, Fθ(x)) = −
∫
p0(z) log pθ(zˆ)dz ≤ KL[qγ(x|z)p0(z) ‖ pθ(zˆ|x)p(x)]− E[log p0(z)].
Proof. (This proof is from Appendix A in [8])
− log pθ(zˆ) = − log
∫
pθ(zˆ|x)p(x)qγ(x|z)
qγ(x|z)dx.
By Jensen’s inequality, let the probability distribution be qγ(x|z) and the random variable be pθ(zˆ|x)p(x)qγ(x|z) .
Because − log(pθ(zˆ|x)p(x)qγ(x|z) ) is strictly convex,
− log
∫
pθ(zˆ|x)p(x)qγ(x|z)
qγ(x|z)dx ≤ −
∫
qγ(x|z) log pθ(zˆ|x)p(x)
qγ(x|z) dx
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Therefore,
−
∫
p0(z) log pθ(zˆ)dz = −
∫
p0(z) log
∫
pθ(zˆ|x)p(x)qγ(x|z)
qγ(x|z)dxdz
≤ −
∫ ∫
p0(z)qγ(x|z) log pθ(zˆ|x)p(x)
qγ(x|z) dxdz
We add a trivial KL divergence to the right hand side of the inequality,
−
∫
p0(z) log pθ(zˆ)dz ≤ −
∫ ∫
p0(z)qγ(x|z) log pθ(zˆ|x)p(x)
qγ(x|z) dxdz
=
∫ ∫
p0(z)qγ(x|z) log qγ(x|z)
pθ(zˆ|x)p(x)dxdz +
∫
p0(z) log
p0(z)
p0(z)
dz.
For the upper term in the KL divergence on the right hand side, we have∫
p0(z) log p0(z)dz =
∫
p0(z) log p0(z)(
∫
qγ(x|z)dx)dz =
∫ ∫
p0(z)qγ(x|z) log p0(z)dxdz.∫
qγ(x|z)dx = 1 because z is constant in this integral, and integrating with respect to x the probability
density function of x given z equals 1.
Thus,
H(z, Fθ(x)) ≤
∫ ∫
p0(z)qγ(x|z) log qγ(x|z)
pθ(zˆ|x)p(x)dxdz
+
∫ ∫
p0(z)qγ(x|z) log p0(z)dxdz −
∫
p0(z) log p0(z)dz
=
∫ ∫
p0(z)qγ(x|z) log qγ(x|z)p0(z)
pθ(zˆ|x)p(x) dxdz −
∫
p0(z) log p0(z)dz
= KL[qγ(x|z)p0(z) ‖ pθ(zˆ|x)p(x)]− E[log p0(z)]
By Proposition 3, the objective function Oentropy(γ, θ) has upper bound
O(γ, θ) = KL[qγ(x|z)p0(z) ‖ pθ(zˆ|x)p(x)]− E[log p0(z)] + E[‖z − Fθ(Gγ(z))‖22].
O(γ, θ) is the upper bound of the reconstructor loss function. To minimize the reconstructor loss func-
tion, we want to minimize its upper bound. O(γ, θ) is minimized when the KL divergence and autoencoder
loss both equal to 0, which means qγ(x|z)p0(z) = pθ(zˆ|x)p(x) and z = Fθ(Gγ(z)). Theorem 4 states the
minimum of the reconstructor upper bound O(γ, θ). It also states the distribution of reconstructor output
pθ(zˆ) and generator output qγ(x) when O(γ, θ) is minimized.
Theorem 4 (This is Proposition 1 in [8]). If γ∗ and θ∗ achieves min(O(γ, θ)), then O(γ∗, θ∗) = H(p0), with
p0 as the target data distribution.
Further, pθ∗(zˆ) =
∫
pθ∗(zˆ|x)p(x)dx = p0(z), and qγ∗(x) =
∫
qγ∗(x|z)p0(z)dz = p(x).
Proof. (This proof is from Appendix B in [8]) Since KL[qγ(x|z)p0(z) ‖ pθ(zˆ|x)p(x)] ≥ 0 and E[‖z − Fθ(Gγ(z))‖22 ≥ 0,
we can only minimizeO(γ, θ) by setting γ∗ and θ∗ such that qγ∗(x|z)p0(z) = pθ∗(zˆ|x)p(x) and z = Fθ∗(Gγ∗(z)).
Then,
O(γ∗, θ∗) = −E[log p0(z)] = −
∫
p0(z) log p0(z) = H(p0).
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By the condition qγ∗(x|z)p0(z) = pθ∗(zˆ|x)p(x), if we integrate both sides by x, we obtain
pθ∗(zˆ) =
∫
pθ∗(zˆ|x)p(x)dx =
∫
qγ∗(x|z)p0(z)dx = p0(z).
If we integrate both sides by z, we obtain
qγ∗(x) =
∫
qγ∗(x|z)p0(z)dz =
∫
pθ∗(zˆ|x)p(x)dz = p(x)
4 Experiments
In my experiments, I compare the severity of mode collapse in images of MNIST digits generated by
PacGAN with packing degree of 2, VEEGAN, and DCGAN. In the literature, PacGAN [7] and VEEGAN [8]
explicitly stated that their architectures effectively reduce mode collapse, while DCGAN [1] is not designed to
reduce mode collapse. I used MNIST digits as the training dataset for the GAN architectures. With 60,000
images of handwritten digits and 6,000 images for each digit, the frequency of appearance of each digit in
the MNIST dataset is equal. The target probability distribution of digits is uniform. I conducted 10 trials
on DCGAN, PacGAN, and VEEGAN respectively, 100 digits were generated by each GAN architecture
in one trial. The digits generated by DCGAN and PacGAN are classified after 60 epochs of training.
Because VEEGAN generates more blurred images compared to DCGAN and PacGAN, the digits generated
by VEEGAN are classified after 400 epochs of training for better image quality. Figure 7 displays generated
digit samples by DCGAN (left), PacGAN (middle), and VEEGAN (right). In my experiments, the DCGAN
and PacGAN code are based on [1], and I used code from [8] for the VEEGAN code.
Figure 7: The left panel displays 100 digit samples generated by DCGAN; the middle panel displays 100
digit samples generated by PacGAN; the right panel displays 100 digit samples generated by VEEGAN.
There are multiple explanations to why VEEGAN generates blurrier images than DCGAN and PacGAN.
One explanation is the objective function in VEEGAN has a term E[‖zˆ − Fθ(Gγ(z))‖22]. The term is the
average l2-loss of reconstructor error. This term encourages VEEGAN to generate images that minimizes
average reconstructor error. Under a system that minimizes average error, the VEEGAN generator is en-
couraged to generate images whose pixel values are the average of all pixel values in the dataset, instead
of generating sharper individual images. Another explanation is that the VEEGAN architecture heavily
penalizes images with features in the wrong place, but is more lenient toward blurry features. In contrast,
DCGAN and PacGAN heavily penalize blurry images because they look inauthentic compared to the real
images with sharp features. An alternate explanation is that VEEGAN includes an autoencoder that com-
presses data into a latent space. Because the latent space is in a smaller dimension than the data space, it
is hard to pass all the information in the image to the latent space. Meanwhile VEEGAN tries to minimizes
the output loss. As a result, the images generated by VEEGAN capture fewer details than real images, and
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the generated image looks like each pixel is an average of the pixels of several real images.
From the distributions of images generated by DCGAN, PacGAN, and VEEGAN, I find that DCGAN
and PacGAN generate an excessive number of 0, 1, and 7 compared to the MNIST training dataset. DC-
GAN displays severe mode collapse on digits 2 and 4. In some trials, there were only one or two images of
2 among the 100 images generated by DCGAN. PacGAN also displays mode collapse on digit 2 and 4, but
to a slightly lesser extent. From my experiment results, DCGAN and PacGAN have a proclivity to generate
digits with simple features and avoid generating digits with sophisticated features. In contrast, VEEGAN
generates an excessive number of 3, 5, and 8, but it displays severe mode collapse on number 1 and 6. In
one of the trials, number 6 was not present at all among the 100 images. In two other trials, number 1
was not present at all. VEEGAN favors generating digits with curves and sophisticated features, and avoids
generating digits with straight lines and simple features. Figure 8 shows the frequency of digits generated
in one trial by DCGAN, PacGAN, and VEEGAN. I choose not to display the average frequency of digits
because the digit distribution in each trial is different. Taking the average of 10 distributions will reduce the
effect of mode collapse illustrated in individual trials.
Figure 8: This chart displays the frequency of each digit generated by DCGAN, PacGAN, and VEEGAN,
from left to right. DCGAN and PacGAN produce similar digit distributions, while VEEGAN produces a
substantially different digit distribution from the former two.
I use Kullback-Leibler divergence (KL divergence) as the metric to measure the severity of mode collapse
between the distribution of generated digits and MNIST digits. KL divergence is a measure of how one
probability distribution is different from the reference distribution [4][5]. For discrete probability distributions
P and Q defined on the same probability space X , consider P as the reference distribution. Then for random
variable X ∈ X , the KL divergence between Q and P is defined as KL(Q||P ) =
∑
X∈X
Q(X) log
Q(X)
P (X)
. When
Q(X) = 0, the contribution of the corresponding term is 0, because lim
x→0+
x log x = 0. But when for some X,
P (X) = 0 and Q(X) 6= 0, KL(Q||P ) =∞. However, in experiments, it is very likely that some digits are not
generated, and the digit category will have probability of 0. To make the KL divergence computable when
the probability of a digit category is 0, I approximate the probability of the digit as 10−10 instead of 0. In
every trial of my experiment, I computed the KL divergence between generated digit distribution from each
GAN architecture and digit distribution from MNIST dataset. The digit distribution from MNIST dataset is
the reference distribution. The KL divergence between generated distribution by each GAN and the MNIST
distribution is averaged over 10 trials. A low KL divergence indicates the generated digit distribution
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resembles the distribution of MNIST dataset and has minimal mode collapse. A high KL divergence implies
the generated digit distribution deviates from the distribution of MNIST dataset and suffers severe mode
collapse. The average KL divergence over 10 trials between generated digit distribution by different GANs
and MNIST dataset is displayed in Table 1.
Average KL divergence
DCGAN 0.581
PacGAN 0.522
VEEGAN 0.876
Table 1: This table displays the average KL divergence between the generated digit distributions from
three different GAN architectures and the MNIST digit distribution. Each GAN architecture generated 100
images of digits each trial for 10 trials. In each trial, the KL divergence between generated and MNIST digit
distribution is computed. The average KL divergence over 10 trials is displayed in this table.
Contrary to the experiment results presented by [7] and [8], my experiments show that PacGAN and
DCGAN display mode collapse to a similar extent. With only 10 trials, I am unable to determine if a 0.059
difference in KL divergence is statistically significant. VEEGAN demonstrates more severe mode collapse
than the former two. My experiment result is incongruent with the experiment results in [7] and [8].
5 Conclusion
Both PacGAN and VEEGAN intend to reduce mode collapse between generated and target distributions.
However, the approaches they take to prove their theoretical results are very different in spirit. The theoret-
ical result of PacGAN involves a geometric proof drawing theorems from information theory, linear algebra,
and topology; while the theoretical result of VEEGAN is more algebraic and comprises of approximation and
minimization of an objective function. In my experiments, the result does not show that PacGAN demon-
strates significantly less mode collapse than DCGAN, contrary to the experiment results of the PacGAN
authors. VEEGAN demonstrates more severe mode collapse and poorer image quality than both DCGAN
and PacGAN.
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