Abstract. We present a method for calibrating a range finder system composed of a camera and a structured light source. The system is used to reconstruct the three-dimensional (3-D) surface of an object. This is achieved by projecting a pattern, represented by a set of regularly spaced spots, on the surface of the object using the structured light source. An image of the illuminated object is next taken and by analyzing the distortion of the projected pattern, the 3-D surface of the object can be reconstructed. This reconstruction operation can be envisaged only if the system is calibrated. Instead of using a classical calibration method, which is based on the determination of the matrices that characterize the intrinsic and extrinsic parameters of the system, we propose a fast and easy to set up methodology, consisting of taking a sequence of images of a plane in translation on which a set of regularly spaced spots is projected using the structured light projection system. Next, a relationship between the position of the plane and the coordinates of the spots in the image is established. Using this relationship, we are able to determine the 3-D coordinates of a set of points on the object's surface knowing the 2-D coordinates of the spots in the image of the object taken by the range finder system. Finally, from the 3-D coordinates of the set of points, the 3-D surface of the object is reconstructed.
Introduction
To obtain the 3-D surface information of an object, one usually uses a passive or active stereovision method. The most commonly employed passive method consists of taking two images of a scene at two different shooting angles using either two cameras or only one camera for which an acquisition in two different positions is done. Then, the 2-D coordinates of a point of the scene in the two images are extracted. Now, if we suppose that both the geometrical relationship between the two cameras ͑or the displacement of the unique camera͒ and their intrinsic parameters are known, the 3-D coordinates of this point can be deduced from the 2-D coordinates by triangulation. Although this method is accurate and often used, 1 it requires highperformance image processing tools so as, on the one hand, to extract the points to be reconstructed from one of the two images, 2 and on the other hand, to search along the epipolar line for their corresponding points in the second image. Moreover, only characteristic points, with a high gradient or a high texture, for example, can be detected.
The active stereovision methods offer an alternative approach to the use of two cameras. The word ''active'' here means that energy is emitted into the environment. Such a system is also called a range finder system. In practice, it consists of replacing one of the two cameras with a light projection system used to project either a light beam or a set of structured light beams on the scene. [3] [4] [5] In the first case, a sequence of images is taken with the camera as the light beam scans the scene, whereas in the second case, only one image is taken. Supposing again, as for the passive methods, that both the geometrical relationship between the camera and the light projection system ͑a laser emitter͒ and the intrinsic parameters of the system are known, then the 3-D coordinates of the points of the illuminated scene can be determined. This is done by analyzing the position of the light spot in the sequence of images of the scene in the case of a single light beam or the image of the distortion pattern of the structured light grid on the surface of the object in the case of a set of structured light beams. A survey of the different kinds of structured light system is given by Batlle et al. 6 In our research work, we have focused on the calibration of such a range finder system. The calibration method that we propose in this paper is fast and easy to set up. It is based on the use of a structured light source composed of an array of 361 (19ϫ19) laser beams arranged in such a way that each beam is directed with respect to its neighbors according to a fixed and known angle. Our method is origi-nal in the sense that, unlike classical calibration methods, it does not require the determination of the intrinsic and extrinsic parameters or the essential and fundamental matrices of the system. 7 Moreover, compared to the passive stereovision method, the active stereovision system that we propose does not require high-performance tools to extract the characteristics points. The advantages of this approach are its speed and accuracy, whatever the texture of the scene.
This paper is organized in the following way. First, we briefly review a system composed of two cameras in Sec. 2. The mathematical relationships and the geometrical constraints of the system, which are at the base of the calibration of such systems, are also given since they can be adapted to our problem. Next, a step-by-step description of the calibration methodology is presented in Sec. 3. This section is divided into three parts: the first deals with the acquisition of the images necessary for the calibration method, the second describes the processing that must be done on these images as well as the parameters that must be calculated, and the third presents the way these parameters are used in the reconstruction phase. Several results with a quantification of the errors due to the calibration process are given in Sec. 4 and we conclude by Sec. 5.
Calibration of a Range Finder System
Passive stereovision systems are generally composed of two or more cameras. In this section we present some notions of calibration related to a system composed of only two cameras. These notions can be easily extended to systems with more than two cameras.
A camera model is a geometrical relation that describes the process of image formation. 8, 9 The pinhole model is very often used; it models the perspective relationship by the central projection ͑Fig. 1͒. Two sets of parameters are thus defined for each camera: the intrinsic and extrinsic parameters. 10 The intrinsic parameters are parameters that are specific to the acquisition system ͑i.e., the camera and lens͒. These parameters are the focal length ͑f͒, the image coordinates of the intersection of the optical axis with the image plane (u 0 ,v 0 ), and the dimensions of the pixels on the CCD sensor (dx,dy). Distortion parameters can also be considered as intrinsic parameters. The extrinsic parameters characterize the rigid transformation between the absolute system of reference (R w ) and the system of reference of the camera (R c ). This transformation consists in doing a 3-D rotation ͑R͒ and a 3-D translation ͑T͒ ͑Fig. 2͒. Once these parameters have been estimated, we can calculate the homogenous coordinates (x i ,y i ,1)
T in the image plane of the projection p i , of a known point P i of coordinates
T in the absolute system of reference using equation: Inversely, we can use this equation to determine, for each camera, the 3-D straight line on which the point P i is found, knowing the coordinates of p i1 and p i2 , the respective projections of the point P i in images 1 and 2. The intersection of the two straight lines gives P i , which is the searched for 3-D point.
The determination of the intrinsic and extrinsic calibration parameters is based on a calibration object. The knowledge of a set of reference points of the object in the absolute reference system and their associated image projection is sufficient for determining these parameters, 11 which are generally stored in two matrices, known as the essential and the fundamental matrices. 7, 12 Finally, it has been shown that the calibration problematic can be solved without using a calibration object. By tracking a set of points among the images of a rigid scene, the calibration parameters can be determined using Kruppa's equations. 13 This technique is known as a self-or autocalibration.
Proposed Calibration Methodology
Instead of using the calibration method described in the previous section, we propose here a faster and easier methodology. It consists of calculating only a subset of the calibration parameters that is sufficient for doing the 3-D reconstruction. 
Acquisition of the Images
Our image acquisition system is composed of the following materials:
1. A CCD camera is connected to a PC, enabling a continuous acquisition of a sequence of the order of 10 images. 2. A laser diode is combined with a diffraction grid for the generation of an array composed of 361 (19 ϫ19) laser beams. The angle between two consecutive beams is constant and equal to 0.77 deg. The output power is 10 mW, while the wavelength is 670 nm. The structured light system is built by Lasiris Inc. ͑Canada͒. 3. A motorized mobile plane can be translated along an axis perpendicular to the plane.
The setup of our acquisition system is represented in Fig. 3 . The first step consists of positioning the mobile plane so that it is perfectly perpendicular to the central beam of the array of laser beams. This configuration is obtained when the spot produced by the central laser beam on the mobile plane is always located at the same position on the plane, whatever the position of the mobile plane.
Then, the camera is positioned so that all the spots produced by the array of laser beams on the mobile plane are within the view field of the camera whatever the position of the plane between the two limits ͑͟ 0 and ͟ I ͒. These two limits ͟ 0 and ͟ I must be chosen with care to completely include the scene to analyze after the calibration process. Moreover, the angle between the shooting axis of the camera and the central beam of the light source must be large enough to be able to apply the stereoscopic geometry equations for depth reconstruction with a good accuracy. However, it should not be too large, since this would result in a great difference between the scene taken by the camera and the one illuminated by the laser diode. As a consequence, the surface area of the object that can be reconstructed will be reduced. For our experiments, we chose an angle between 20 and 35 deg.
To reference the position of the mobile plane during the calibration phase or the points of the scene to reconstruct during the reconstruction phase, an absolute reference system was defined. The origin of the reference system was chosen to be at the intersection point of the central laser beam with the mobile plane at the farthest position ͟ 0 . The X and Y axes are, respectively, directed horizontally and vertically, and the Z axis is along the central beam and directed toward the laser diode, as shown in Fig. 3 .
To calibrate the image acquisition system that we have just described, a sequence of images of the mobile plane in translation must be taken. To do so, we proceed as follows.
The mobile plane ͟, illuminated by the array of laser beams, is first set to position ͟ 0 . Next, it is moved toward position ͟ I and during the translation, several images of the plane are taken ͑about 10͒. Each image of the sequence ͑numbered iϭ0 to iϭI͒ corresponds to a particular position of the plane of coordinate or depth Z i in the absolute reference system. Note that Z 0 it equal to 0, whereas Z I is equal to the distance between ͟ 0 and ͟ I . Each of the images obtained represents a set of luminous spots ͑Fig. 4͒ produced by the laser beams on the plane ͟. Our calibration method is based on the determination of the relationship between the position of the spots in the images and the position of the plane in the absolute reference system.
Determination of the Calibration Parameters
For each image of the sequence, a segmentation algorithm by region of ''blob coloring'' type is used to identify and label the luminous spots that are then considered as regions. 14 To increase the accuracy, B-spline functions are used to approximate the gray levels of the image. 15 These are one of the means of transforming a digital image into a continuous image. 16 The segmentation process consists of extracting the inflexion points of the second directional derivative on the continuous image. When it has finished, the center of each of the regions ͑or labeled luminous spots͒ is determined.
If the acquisition is done under good illumination conditions and the acquisition system is correctly configured, we obtain 361 (19ϫ19) points p mni in each image i ͑where Ϫ9рmр9 is the row number of the laser beams, Ϫ9рn р9 is the column number, and 0рiрI is the image number͒. The accuracy of the coordinates of this set of spatiotemporal points is at the subpixel level and it is equal to about 0.1 pixel. Moreover, the points are arranged in a well-defined row-column order; hence, we know the row and column numbers m and n for each point. 
Modeling the beam projections
For each luminous beam defined by its row and column numbers ͑m,n͒, we have a series of points p mni ͑where m and n are fixed and 0рiрI͒. Theoretically, these points are on the projection of the beam under consideration in the image reference system ͑Fig. 5͒. In terms of stereovision, they represent the epipolar straight line of the beam. It is most probable, however, that the distortion of the image is such that we cannot model the projected beams by a straight line. However, if one supposes that the planes ͟ 0 and ͟ I are quite close, then the distortion of the acquisition system can be considered as negligible between ͟ 0 and ͟ I and thus these points are aligned. This is why the planes ͟ 0 and ͟ I must be chosen with care to completely include the scene to analyze, while at the same time limiting the errors due to distortions. The distance between ͟ 0 and ͟ I is about 100 mm for our experiments. This corresponds to about 50 pixels in the image. With these conditions, we show in a subsequent section that by computing the approximation error values, the straight line model is quite good.
The first set of parameters to calculate is the characteristic coefficients of the equations of the 361 curves ͑one per laser beam͒ that go through the extracted points. Hence, for each laser beam, we determine the equation of the straight line ⌬ mm that corresponds to its projection in the image: 
͑3͒
Let us now consider the error due to the approximation of the curve by a straight line in the case of a standard sequence. This error is defined as the perpendicular distance between the straight line and the I points from which it was obtained. The error values were calculated for each of the 361 (19ϫ19) equations ⌬ mn obtained during the calibration phase. For this experiment Iϭ11. To validate the use of the least-squares mean method to determine the parameters of the straight lines, we compared the experimental distribution of the errors with a normal distribution by the Henry's straight line method. Its principle can be described as follows: if the observations are distributed according to a normal law N(,), then there is an agreement between the accumulated frequencies and the distribution function of the law. A value read from the table of the normal law corresponds to each error value. This correspondence must be of affine type. Its representation for the whole set of errors must thus be a straight line of the type yϭx, known as Henry's straight line. Figure 6 represents this curve ͑in black͒ for all the 11ϫ361 calculated errors. Note that it superposes on the straight line yϭx ͑represented in gray in the figure͒ with a coefficient of 99%. Moreover, we measured that the standard deviation is 0.11 pixel while the average error value is equal to 0. This means that the error is centered. We also obtained similar results with other sequences of images taken during other calibration processes. Thus, these results validate our choice of approximating the set of spots due to a laser beam in the sequence of images by a straight line.
Modeling the depth of the spots
Since p mni might not be exactly on the straight line ⌬ mn , we use p mni Ј , which is the orthogonal projection of p mni on this straight line. The second calibration parameter to determine is the function F mn , which defines, for each ͑m,n͒ a relationship between the depth Z i of a 3-D point on the beam ͑m,n͒ and the position of its projection on the straight line ⌬ mn ͑Fig. 7͒. Let Diff mni ϭʈ p mni Ϫ p mn0 ʈ ͑4a͒
be the relative position, in pixel coordinates, of a spot p mni Ј on a straight line ⌬ mn . We have
where Z i is the 3-D depth of the corresponding point P mni . Note that the absolute referential is chosen so that Z 0 ϭ0, which means that F mn (0)ϭ0. For each beam ͑m,n͒, the geometry of the projection and some newly introduced symbols, together with their definitions, are represented in Fig. 8 . The x axis represents the laser beam and the y axis is perpendicular to the x axis and goes through the optical center of the camera. With these considerations, we have
and
where is a coefficient which depends on the angle between the beam of indices m,n and the main beam. Moreover, it is obvious from Fig. 8 that
Replacing d 1 Equation ͑7b͒ can also be expressed as follows:
Moreover, we have
Replacing tan ( 2 ) in Eq. ͑9͒ with its expression given by Eq. ͑11b͒ yields
Finally, because and 1 are fixed angles for the laser beam (m,n), we have
where C mn , D mn , and E mn are constants. Indeed, y 0 , h, , and 1 have constant values for a given beam. The parameter D mn is used to correct some small errors due to the acquisition. Equation ͑13b͒ is that of a hyperbolic arc, and F mn is thus characterized by three parameters.
Since we have at our disposal Iϩ1(Iϭ0 . . . I) points for each ray, the parameters can be obtained by a nonlinear least-squares mean method. However, to avoid cumbersome methods such as that of Levenberg-Marquardt, 17 we prefer to use the parameter space. Equation ͑13b͒ can thus be written as One can notice that there exists an affine relationship among C mn , D mn , and E mn . This means that each of the couples of measured values ͓Diff mni ,F mn (Diff mni )͔ determines a plane in the searched for parameter space. Thus, one must find the point that is closest to the set of Iϩ1 planes linked to the same ray ͑m,n͒ by the least-squares mean method. This yields
As in the previous section, we used Henry's straight line to validate our approximation. Figure 9 shows the correspondence between the Iϩ1 data points and a rather good hyperbolic arc for each of the 361 laser rays. Indeed, the set of black points is very close to the straight line yϭx represented in gray. These errors are calculated for an arbitrary sequence of images. For a sequence of 11 images, on the 11ϫ361 points used to calculate the functions F mn , the standard deviation of the errors has been found to be equal to 0.03 mm with a mean value equal to 0. These errors are thus low enough to validate our approximation method for the function F.
Parameters obtained
To summarize, the calibration step enables us to calculate, for each beam of indices ͑m,n͒:
1. the parameters A mn and B mn of the straight line ⌬ mn , which models the projection of the beam ͑m,n͒ in the image plane between the planes ͟ 0 and ͟ I 2. the coordinates of the two points p mn0 and p mnI of the straight line ⌬ mn . These two points are, respectively, the projection in the image of the points of intersection of the laser beams with the planes ͟ 0 and ͟ I 3. the parameters C mn , D mn , and E mn of the function F mn , which models the depth Z of the points of intersection of the surface of the object with the laser beam ͑m,n͒ as a function of the position of the luminous spot on the straight line ⌬ mn .
Three-Dimensional Reconstruction
Once the acquisition system has been calibrated, it can be used to reconstruct the 3-D surface of an object. The object to reconstruct is placed in between the two planes ͟ 0 and ͟ I , and illuminated by the laser diode. An image of the scene is taken with the system configured in the same way as during the calibration step. The detection algorithm based on B-spline approximation and presented in Sec. 3.2 is then applied to the image obtained in order to detect the center of the spots p k appearing in the image. For each of the spots, characterized by its center, a straight line ⌬ mn among the 361 straight lines determined during the calibration step is searched for according to the following criteria to reconstruct the corresponding 3-D point in the scene:
1. The distance between the point p k and the straight line ⌬ mn must be less than a certain value.
2. The point p k must be located in between the points p mn0 and p mnI .
3. There must not be any other straight line ⌬ m Ј n Ј that satisfies the previous criteria. 4. A straight line can be associated with only one point.
The proposed criteria seem to work perfectly for simple objects and for the chosen acquisition configuration; each of the points can be associated with a straight line. In the case of more complex objects, some points cannot be associated with a straight line based on these criteria. We are currently working on a heuristic based on genetic algorithms to eliminate some ambiguities. 18 All the points for which no straight line satisfying the preceding criteria can be found by either the current method or the genetic algorithm are considered as noise. These points will thus be removed from the list of points to be considered during the reconstruction step. Now, we consider the pairs of spots and straight lines that we have just constituted. If we suppose that the spot p k is associated with the straight line ⌬ mn , we can calculate p k Ј the orthogonal projection of p k on the straight line ⌬ mn .
Replacing (p k Јp mn0 Ј ) with its coordinates in the function F mn gives the depth Z k of the 3-D point P k whose projection in the image is p k . The value of Z k is expressed in the absolute system of reference linked to the plane ͟ 0 . If is the angle between two consecutive laser beams, the indices of the straight lines ⌬ mn are chosen such that the corresponding beam is at an angle m* around Y and n* around X. With these hypotheses ͑Fig. 10͒, we have 
where L 0 is the distance between the plane ͟ 0 and the laser emitter. These equations are valid only if the plane used for the calibration is perpendicular to the main laser beam, which is the case here. The reconstruction process is repeated for each of the pairs of luminous spot and its corresponding straight line to obtain a set of 3-D points that describes the surface of the object͑s͒. A 3-D simplex mesh is then used to represent the reconstructed surface. 19 
Results
In this section, we present the reconstruction results obtained from the calibration parameters calculated by the proposed method. Since the accuracy of the reconstruction is highly dependent on the calibration parameters, a measure of the reconstruction error can give us an indication of the accuracy of the calibration. In the previous section we showed that the calculation of the coordinates of a 3-D point is done in two steps. First, the depth or Z coordinate of the point is determined. Then the X and Y coordinates are calculated from the value of Z found in the first step and the constants L 0 and . Now, if we suppose that these two constants are known with a very high degree of accuracy, then the reconstruction error on the X and Y coordinates can be due only to the accuracy of the Z coordinate. Thus in this section, we focus on the reconstruction error of the Z coordinate. We need to take images of simple objects for which the Z coordinates of their surface are accurately known. We chose to use plane surfaces at a constant depth. During the reconstruction phase, 361 (19ϫ19) 3-D points are obtained for each of these plane surfaces. An error measurement on these points enabled us to determine the accuracy of the previously determined calibration parameters.
Our experimentation consisted of calibrating a 100-mmdeep parallelepipedal space (Z 1 ϪZ 0 ). Once the calibration parameters have been calculated, a series of planes is acquired for values of Z in the range of 10 to 90 mm in 10-mm steps. For each of the nine images, we reconstructed the 361 points that model the corresponding plane and calculated the maximum errors as well as the standard deviation between the calculated and the theoretical values of Z. We noticed that the average error of each plane is always less than 0.013 pixel, which shows that the errors are centered.
All the results are summarized in Table 1 . Note the following points:
1. The standard deviation of the reconstruction error of the Z coordinate is about 0.03 nm whatever the position of the plane in the defined calibration space. 2. The upper bound of the maximum error values is 0.17 mm; since the depth of the calibration space is 100 mm, this maximum error is less than 0.2%. 3. The data in Table 1 are homogeneous along the Z direction. This tends to show that the calibration parameters are representative of the whole calibration space without any deterioration of the results along the borders; although it is not presented here, we noticed that the results are also homogeneous along the X and Y axes.
These results are encouraging. They show that the calibration parameters obtained are of high quality and can be used in the development of an accurate 3-D reconstruction system.
As noted in the previous section, the reconstruction of complex objects remains difficult. Indeed, the algorithm that is used to establish a correspondence between the spots from an image and the calibration parameters that represent the projection of the laser beams in the image is not robust enough to determine a correspondence for all the spots; however, we represented two examples in Figs. 11 and 12 . The holes in the mesh of the reconstructed points correspond to the spots that have not been associated with a beam. For each example, the two images ͑image Xa and image Xb, with X equal to 3 or 4͒ represent, respectively, the set of spots obtained and the 3-D reconstructed points of the object. The first object used was composed of two planes. The second one is a computer mouse.
Conclusion
We presented a method for calibrating a range finder system. It is composed of a camera and a structured light projection system. The latter is an array of laser beams used to illuminate a plane in translation during the calibration phase and the object to reconstruct during the reconstruction phase.
The calibration method consists of acquiring a sequence of images of a plane in translation and illuminated by the laser beams. Each of the images corresponds to a particular position of the plane and it represents a set of spots produced by the laser beams on the plane. For each spot, the positions of the spot in the sequence of images are consid- ered and modeled by a straight line. Moreover, we established a relationship between the depth of the plane and the position of the spots in the images. Using this relation we can thus determine the depth of the plane knowing the position of the spots along the straight lines.
To reconstruct the 3-D surface of an object, one only needs to take an image of the object illuminated by the structured light source. From the position of the spots in the image, the surface of the object can be reconstructed using the relation between the position of the spot and the Z coordinate of the 3-D point. Consequently, the parameters of the straight line model used to determine the position of the spots in the image and the relation between the position of the spots and the Z coordinate of the 3-D point derived during the calibration phase are sufficient to calibrate the whole system. 
