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Introduction
Much interest has been given to the forecasting of interest rates for different maturities, known as the yield curve or the term structure of interest rates. Initially, forecasting has been based only on yield curve information. Recent literature has shown the strong relation between the yield curve and macroeconomic developments; see, for example, Ang and Piazzesi (2003) and Diebold, Rudebusch, and Aruoba (2006) . It has given a renewed focus on using macroeconomic information in forecasting the yield curve; see, for example, Moench (2008) and Exterkate, Van Dijk, Heij, and Groenen (2010) . We construct a dynamic factor model for a joint likelihood-based analysis of the term structure of interest rates and a large panel of macroeconomic series. In particular, estimating parameters, extracting the factors from the joint dynamic factor model and forecasting the term structure of interest rates are the aims of our analysis.
In our analysis we benefit from contributions to the literature on the general dynamic factor model, which increasingly plays a major role in econometrics. Early contributions to this literature can be found in Sargent and Sims (1977) , Geweke (1977) , Geweke and Singleton (1981) , Engle and Watson (1981) , Watson and Engle (1983) , Connor and Korajczyk (1993) and Gregory, Head, and Raynauld (1997) . Most of these papers consider time series panels with limited panel dimensions. The increasing availability of high dimensional data sets has intensified the quest for computationally efficient estimation methods. The strand of literature headed by Forni, Hallin, Lippi, and Reichlin (2000) , Stock and Watson (2002) and Bai (2003) led to a renewed interest in dynamic factor analysis. These methods are typically applied to high dimensional panels of time series. Exact maximum likelihood methods such as proposed in Watson and Engle (1983) have traditionally been dismissed as computationally too intensive for such high dimensional panels. Exceptions are studies such as Quah and Sargent (1993) and Doz, Giannone, and Reichlin (2010) who consider moderately sized panels of economic time series in their studies. Jungbacker and Koopman (2008) however present new results that facilitate application of exact maximum likelihood methods for very high dimensional panels.
In this paper we employ an econometric likelihood-based framework based on a dynamic factor model with smooth factor loadings as considered by Jungbacker, Koopman, and van der Wel (2010) . The smoothness conditions on the loadings are introduced via spline functions that depend on knot coefficients, see Poirier (1976) . The parameters in the model are estimated via a maximum likelihood procedure that allows for imposing smoothness in the factor structure. There are several motivations to impose smoothness on the factor loadings in a dynamic factor model. The economic motivation is to establish an inter-pretation for the factors. When the factor loadings are related to particular characteristics of the corresponding variables in the panel, we can impose this relationship by specifying a smooth flexible function for the factor loading coefficients. A smooth pattern in a column of the loading matrix can lead to an interpretable factor that is associated with this column. In our empirical study for a panel of interest rates, we impose smoothness on the loadings through a spline function that depends on time to maturity. The common interpretation of the factors as level, slope and curvature of the yield curve can be established. Also for the macroeconomic variables we can consider a smooth relationship between the underlying factors and observations. The econometric motivation of smooth loadings is partly the aim for a parsimonious model specification where individual loading coefficients are interpolated by a flexible function that depends on a small number of coefficients. The precision of parameter estimates is generally increased by considering more parsimonious models. Furthermore, smoothness in factor loadings may also lead to models that are more robust to aberrant observations. It is also often argued that forecasts based on a model with a small set of parameters can be expected to be more precise than those based on a less parsimonious model; see the discussion in Clements and Hendry (1998) .
We extract a small number of latent factors from a large panel of macroeconomic series using the general dynamic factor model. We follow Stock and Watson (2002) who extract latent factors from a similarly large panel of economic time series to forecast eight macroeconomic series. We adopt the Jungbacker and Koopman (2008) likelihood-based framework to extract the common factors from the macro panel. The macro factors are linked with the smooth dynamic factors of the yield curve. In this way we obtain a macroeconomic smooth dynamic factor model that can simultaneously analyse the yields and the panel of macroeconomic series. Estimation and forecasting take place as parts of a unified likelihood-based analysis.
We empirically investigate whether the inclusion of macroeconomic factors in our smooth dynamic factor model is effective by means of a forecasting study for a panel of U.S. interest rate series for different times to maturity. Our primary aim is to investigate whether adding a panel of macroeconomic time series variables can lead to more precise forecasts. The following two alternative model specifications are considered for yield curve forecasting: the dynamic Nelson-Siegel model and the functional signal plus noise model. The first model for the term structure is based on the seminal paper of Nelson and Siegel (1987) in which the yield curve is approximated by a weighted sum of three smooth functions. The form of these three functions depends on a single parameter. Diebold and Li (2006) use the NelsonSiegel framework to develop a two-step procedure for the forecasting of future yields. They show that forecasts obtained from this procedure are competitive with forecasts obtained 3 from other standard prediction methods. Diebold, Rudebusch, and Aruoba (2006) integrate the two-step approach into a single dynamic factor model by specifying the Nelson-Siegel weights as an unobserved vector autoregressive process. Koopman, Mallee, and Van der Wel (2010) consider a generalization of the state space approach by allowing for a time-varying parameter that governs the shape of the Nelson-Siegel function and by including conditional heteroskedasticity for the innovations in the model. Due to its popularity amongst practitioners, central bankers and academic researchers, the Nelson-Siegel model serves as our benchmark term structure model. The dynamic Nelson-Siegel model can also be regarded as a special case of the dynamic factor model and we compare it with our smooth dynamic factor model in the empirical study. The second alternative model is recently discussed by Bowsher and Meeks (2008) and represents the term structure as a cubic spline function that is observed with measurement noise. The parameters controlling the shape of the spline are time-varying and modelled as a cointegrated vector autoregressive process with different numbers of lags. We consider a basic version of this model and compare it with the other models in our empirical study that focuses both on in-sample and out-of-sample results.
Our empirical study is based on a newly constructed monthly time series panel of unsmoothed Fama-Bliss zero yields for U.S. treasuries of different maturities between 1970 and 2009. The data set is used to empirically validate the aforementioned models. From the smooth dynamic factor model we obtain the usual level, slope and curvature factors. The panel of 110 macroeconomic series provides factor estimates corresponding to the real economy, price indices, and labor and housing market conditions. Our joint framework yields latent factors which generally carry a similar interpretation as the individual factor models, but highlights interactions between the yield and macro factors and shows a large correlation between the yield series and macro factors. Our main empirical finding is that the macroeconomic smooth dynamic factor model produces forecasts that are more accurate than those for the model without macroeconomic variables, for most maturities and for most forecasting horizons. When we compare our forecasts with those of the dynamic Nelson-Siegel and the functional plus signal models, the accuracy of our forecasts are generally higher.
The structure of the paper is as follows. The macroeconomic smooth dynamic factor model is presented and discussed in section 2. In this section we discuss the methodology to construct dynamic factor models with and without smooth factor loadings, and how to incorporate a high-dimensional panel of macroeconomic time series variables. Section 3 presents and discusses the results of our empirical forecasting study for the U.S. term structure of interest rates with many economic variables. Section 4 concludes and provides suggestions for future research.
2 The macroeconomic smooth dynamic factor model
We introduce the macroeconomic smooth dynamic factor model in four steps. First, section 2.1 discusses the general set-up of the dynamic factor model. Section 2.2 discusses the dynamic factor model with smooth loadings, which is labelled as the smooth dynamic factor model and was introduced by Jungbacker, Koopman, and van der Wel (2010) . Section 2.3 introduces the macroeconomic smooth dynamic factor model which adds macroeconomic factors from a large panel of macroeconomic factors to the smooth dynamic factor model. Finally, section 2.4 turns to parameter estimation and signal extraction for our class of dynamic factor models.
The dynamic factor model
We consider a time series panel of N variables with the observation at time t given by the N × 1 vector
where y it is the observation for the ith variable in the panel, at time t. The vector of all observations in the panel is denoted by y = (y
The general dynamic factor model is given by
where µ y is an N × 1 vector of constants, Λ is the N × r factor loading matrix, f t is an r-dimensional dynamic stochastic process, ε t is the N × 1 disturbance vector and H is the N × N disturbance variance matrix. The Gaussian disturbance vector series ε t is serially uncorrelated as NID refers to normally and independently distributed. We further assume that the variance matrix of the observation disturbances H is diagonal. It implies that the covariance between the variables in y t depends solely on the latent factor f t . The factor f t is treated as a signal generated from a linear dynamic process and it can be specified as
where the fixed r × p matrix U relates f t with the p-dimensional unobserved state vector α t which is modelled by the dynamic stochastic process
with p × 1 vector of constants µ α , p × p transition matrix T and p × q selection matrix R (consists typically of ones and zeros). The q × 1 disturbance vector η t has q × q variance matrix Q and is uncorrelated with ε s for all s, t = 1, . . . , n. Although dimensions N, p, q and r can be chosen freely, here we consider models which typically have r ≤ p, p ≥ q and N >> r. The vectors µ y and µ α and the matrices Λ, H, U, T and Q are referred to as system matrices. The general dynamic factor model (1) -(3) can be regarded as a specific case of a linear Gaussian state space model. Its statistical treatment is based on the Kalman filter and maximum likelihood in which the initial state conditions are treated properly; see, among others, Durbin and Koopman (2001) . The typical dynamic specification for f t is the vector autoregressive process which can be represented in the form of (2)- (3); see, for example, Box, Jenkins, and Reinsel (1994, Section 14.2) . The inclusion of lagged factors in the observation equation (1) can also be established in this form.
The elements of the system matrices may depend on unknown parameters that need to be estimated. To ensure identification we need to impose restrictions on the parameters in the mean vectors µ y and µ α together with those in Λ, T and Q that govern the covariance structure of the model (1) -(3). We set µ α = 0 and estimate µ y as this is the more general specification. Restrictions on Λ are needed because only its column space can be identified uniquely. Several restrictions on Λ can be considered. For example, we can impose the normalizing restriction Λ ′ Λ = I r or we can select r rows of Λ and set these equal to subsequent rows of the r × r identity matrix I r . When the first r rows are set equal to I r , we interpret the elements of f t as being the first three variables in y t subject to observation noise in ε t . Such restrictions for Λ allow us to leave the parameters in T and Q unrestricted. Alternatively, one can set Q equal to the unity factor and impose r(r − 1)/2 restrictions in Λ (for example, by setting the top right triangle of the matrix to zero). Many other restrictions can be considered as well.
The smooth dynamic factor model
The main assumption of the Jungbacker, Koopman, and van der Wel (2010) version of the smooth dynamic factor model is that the loading coefficients in Λ of the dynamic factor model (1) are subject to smoothing restrictions. It is assumed that the jth column of Λ can be represented by a smooth interpolating function. Different smoothness functions can be considered. Many classes of interpolating functions rely on a selection of knots in the range of some variable z that is associated with the vector variable y t . Then, the scalar z i represents a particular characteristic of the ith variable in y t , for i = 1, . . . , N. For example, z i can be a measure of size, location or maturity associated with variable y it . We can enforce the restrictions that the same loading coefficients for variables with z i in a particular range of values; for example, small, medium and large sizes, when z i represents the size of the ith variable. Alternatively, we can linearly interpolate the loading coefficient between, say, three knot values that are placed at the smallest possible z-value (small size), an intermediate zvalue (medium size) and the largest possible z-value (large size). In both case we reduce the estimation of N coefficients in a column of Λ to a small number of coefficients that equals the number of groups or the number of knots (in the example, three). For the interpolation of the loading coefficients in each column of Λ, we adopt the cubic spline function as discussed by Poirier (1976) and Monahan (2001) . The cubic spline function is a third-order polynomial between the knots and it is twice continuously differentiable at the knots. We assume that for each column in Λ, a z variable is selected and its values are known or observed for each ith variable in y t , with i = 1, . . . , N. The z variable can be different for different columns of Λ. We also assume that the variable x i does not change with time-index t although this assumption is not necessary for the implementation of our method. The number and location of knots for the z variable determine the smoothness of the spline function. In our empirical study of section 3, we have y it as the interest rate of an U.S. bond and z i as the time to maturity of the bond, for all columns in Λ.
For our smooth loading functions, we consider the cubic spline representation of Poirier (1976) . In our case, it allows expressing the loading coefficients as linear functions of a small set of knot coefficients. For the jth column of Λ, we assume that a particular z variable is chosen and that the number of knots is set to k j . The variable z i characterizes the ith variable in y t . For example, it can be age, distance or size. Different columns of Λ can adopt a different variable z but it is not necessary. The cubic spline interpolation for the coefficients in the jth column of Λ is then given by
where Λ ij is the (i, j) element of loading matrix Λ in (1), the k j × 1 vector w ij contains the spline weights and the k j × 1 vector of knot coefficientsλ j are associated with the knot positionsz 1 , . . . ,z k j . The spline weights in vector w ij are determined by the actual value of z i and the k j knot positions. The spline weight function w() is defined through the restrictions associated with the cubic spline, being a third-order polynomial and being twice continuously differentiable at the knots; see Monahan (2001, Chapter 7) . When z i =z m , the weight vector w i is typically equal to the mth column of the identity matrix I k j , for any m = 1, . . . , k j . The first and last knot positions,z 1 andz k j , represent the minimum and maximum of all possible z values, respectively. In vector notation, we can represent the smooth loadings by
where Λ j is the jth column of Λ and k j ×N matrix of spline weights W j = (w 1j , . . . , w N j ) and with w ij defined as in (4). Instead of estimating the individual coefficients in the jth column Λ j , we estimate the smaller set of coefficients inλ j . For each column Λ j , we can determine a different z variable, a different number of knots k j , a different set of knotsz 1 , . . . ,x k and a different coefficient vectorλ j .
When a small number of knots k j is chosen, the factor loadings in the jth column of Λ exhibit a highly smooth pattern. In our approach it is not necessary that all columns Λ are smooth. When the number of knots is equal to N, we have k j = N and w ij reduces to the ith column of the identity matrix I N such that N × 1 vectorλ j contains all coefficients for the jth column of Λ. As a result, no smoothness restrictions are imposed on the factor loadings in Λ j .
Inclusion of macroeconomic variables
The smooth dynamic factor model (SDFM) can be extended with a, possibly large, panel of macroeconomic time series variables. We denote the k × 1 vector of macroeconomic variables at time t by x t . The SDFM model with the inclusion of the macro panel is given by
where µ x is a k × 1 vector of constants, Γ xx is the k × r x factor loading matrix, Γ yx is the N × r x factor loading matrix, f x t is an r x -dimensional stochastic process, ε t is the (k + N) × 1 disturbance vector and H is an (k + N) × (k + N) variance matrix. The vector µ y and matrix Λ are defined as for the SDFM observation equation (1) in section 2.2 while the factors f t are uniquely associated with the observed yields. The loading matrix Γ xx establishes the link between the macro series in x t and the macro factors f x t in the same way as for the general dynamic factor model of section 2.1. The relation between the macroeconomic factors and the yields is modelled through the full matrix Γ yx . The Gaussian disturbance vector series ε t is serially uncorrelated as NID refers to normally and independently distributed. We further assume that the variance matrix of the observation disturbances H is diagonal. It implies that the covariance between the variables in y t depends solely on the latent factor f t . The signal equation is given by
where the fixed r x × p matrix U x relates the dynamic factor f x t with the p-dimensional stochastic state vector α t as specified in (3). The interaction between y t and x t in this dynamic factor model structure may allow the interpretation of x t as a covariate time series panel for improving the fit and forecast function for y t .
Parameter estimation and signal extraction
The dynamic factor model (1) - (3) is a special case of the linear state space model. For given values of the system matrices, we can use the Kalman filter and related methods to evaluate minimum mean square linear estimates (MMSLE) of the state vector at time t given the observation sets {y 1 , . . . , y t−1 } (prediction), {y 1 , . . . , y t } (filtering) and {y 1 , . . . , y n } (smoothing). A detailed treatment of state space methods is given by Durbin and Koopman (2001) . The Kalman filter can also be used to evaluate the loglikelihood function via the prediction error decomposition. The maximum likelihood estimates of the unknown parameters are obtained via the numerical optimization of the loglikelihood function. To generate the results in this paper we used the BFGS algorithm to perform the optimization; see, for example, Nocedal and Wright (1999) . An alternative approach would be to use the EM algorithm as developed for state space models by Watson and Engle (1983) .
Computationally efficient versions of the Kalman filter have been developed for multivariate models; see, for example, Koopman and Durbin (2000) . Furthermore, we can achieve considerable computational savings using the methods of Jungbacker and Koopman (2008) . Their method first maps the set of observations y t into a set of vectors which have the same dimensions as the latent factors f t in (2). We can then apply the Kalman filter to a typically lower dimensional "observation" vector. We have implemented this approach in our analysis. These efficient Kalman filter methods are also used to evaluate the closed form expressions for the score function given in Koopman and Shephard (1992) . Despite of the large number of parameters involved, this combination of efficient Kalman filter methods and analytical score computations allows us to estimate parameters in a matter of seconds.
The general estimation methods can also be used for the SDFM. The number of knots and the knot positions are determined using a sequence of estimation and testing steps. Whether a knot coefficient should remain in the model can be determined by a Wald test or a likelihood ratio test procedures; see Jungbacker, Koopman, and van der Wel (2010) for the details of our parameter estimation procedure for the SDFM.
Empirical results
We have constructed a monthly time series panel of unsmoothed Fama-Bliss zero yields for U.S. treasuries of different maturities between 1970 and 2009. We combine this panel with a data set of macroeconomic time series for the same sample period. The details of the data set are provided in section 3.1. The estimation results for the smooth dynamic factor model for the yield curve, as discussed in section 2.2, are presented in section 3.2. Section 3.3 presents the estimation results for the dynamic factor model of section 2.1 on the macro data set. In section 3.4, we discuss the estimation results for our macroeconomic smooth dynamic factor model of section 2.3. Finally, in section 3.5 we present the results of our forecasting study.
Data description
Our empirical study is based on a new data set of U.S. interest rates that is constructed in similar way as the data used in Diebold and Li (2006) , and is also used by Jungbacker, Koopman, and van der Wel (2010) . A panel of monthly time series of zero yields from the CRSP unsmoothed Fama and Bliss (1987) forward rates is constructed. We refer to Diebold and Li (2006) for a detailed discussion of the method that is used for the creation of this data set. The resulting balanced panel data set consists of 17 maturities over the period from January 1970 up to December 2009, we have N = 17 and n = 480. The maturities we analyze are 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108 and 120 months. Similar but shorter datasets have been considered by Diebold, Rudebusch, and Aruoba (2006) , Christensen, Diebold, and Rudebusch (2010) and Bowsher and Meeks (2008) .
In Panel A of Figure 1 we present a three-dimensional plot of the data set. The data plot suggests the presence of an underlying factor structure. Although the yield series vary heavily over time for each of the maturities, a strong common pattern in the 17 series over time is apparent. For most months, the yield curve is an upward sloping function of time to maturity. The overall level of the yield curve is mostly downward trending over time in our sample period. These findings are supported by the time series plots in Panel B of Figure 1 . We also observe that volatility tends to be lower for the yields of bonds with a longer time to maturity. Table 1 provides summary statistics for our dataset. For each of the 17 time series we report mean, standard deviation, minimum, maximum and a selection of autocorrelation and partial autocorrelation coefficients. The summary statistics confirm that the yield curve tends to be upward sloping and that volatility is lower for rates on the long end of the yield curve. In addition, there is a very high persistence in the yields: the first order autocorre- We examine monthly data, constructed using the unsmoothed Fama-Bliss method. The maturities we show are 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108 lation for all maturities is above 0.97 for each maturity. Even the twelfth autocorrelation coefficient can be as high as 0.85. The partial autocorrelation function suggests that autoregressive processes of limited lag order will fit the data well since only the first coefficient is significant for most maturities while the second lag coefficients are relatively small. (to preserve space we display a selection of coefficients). In Panel B of the Table 1 we present the sample correlations between yields of a selected number of maturities. The correlations are mostly above 0.9, in accordance with the strong common patterns in the movements of the different yields that we observe in Figure 1 . We complement the yield curve data with a panel of macroeconomic time series. This macroeconomic panel is originally considered by Stock and Watson (2002) . It was then modified and the time span has been extended by Stock and Watson (2005) and Exterkate, Van Dijk, Heij, and Groenen (2010), we performed a further extension of the sample period for our empirical study. The data consists of 132 variables that we have grouped in 14 different type of variables, following the Stock and Watson (2002) classification that includes Real Output, Employment, Consumption, Stock Prices, etc. A complete overview of the 14 different groups of variables and the number of variables in each group are presented in Table 2 . Our balanced macroeconomic panel consists of a high variety of variables that should provide an accurate indication of the U.S. economic climate over the period from January 1970 up to December 2009. We have taken out all interest rate related variables because we want to investigate how macroeconomic information can help to improve yield curve forecasting. For this reason and due to the unavailability of 5 other series, we have in total 110 series in our macroeconomic panel which gives k = 110 and n = 480. We transform all macroeconomic variables following Stock and Watson (2005) to obtain stationary series, and standardize these series by subtracting the mean and dividing by the sample standard deviation of each series.
Estimation of smooth dynamic factors without macro series
The models considered in this study belong to the class of dynamic factor models (1)- (3) and include a total of three latent yield factors, that is r = 3. Here we follow a growing number of studies that find three factors adequate for explaining most of the variation in the cross-section of yields; see, for example, Litterman and Scheinkman (1991) , Bliss (1997) and Diebold and Li (2006) . Other studies have recommended more factors; see the discussion in De Pooter (2007).
Our time series panel of U.S. interest rates for 17 maturities is represented by y t and is modelled as in (1) with a 17 × 1 vector of constants µ y , a full 17 × 3 loading matrix Λ as specified in (5), a 17×17 diagonal variance matrix H. For the identification of all parameters in the DFM and to keep the VAR(1) coefficient matrices unrestricted, we restrict the three rows corresponding to maturities of 1 (first row), 30 (ninth row) and 120 months (last row) in Λ. In particular, this set of three rows is set equal to
These restrictions facilitate the interpretation of the factors as level, slope and curvature, in a similar way, to some extent, as those from the Nelson and Siegel (1987) yield curve. We have noticed that the estimation results are not qualitatively different when we consider other sets of restrictions (for example, the rows of the identity matrix I 3 ) since we can rotate the factors such that another set of restrictions is implied. The dynamic specification for the three factors in f t are modelled jointly by a vector autoregressive process of lag order 1, the VAR(1) model, and is given by
which can be expressed as in (3) with µ α = 0, T = Φ, U = R = I r and α t = f t . We denote this model by VAR(1). In our empirical study, we consider the VAR(1) specification for the factor process in all model specifications. This choice is the same as in related studies such as Diebold, Rudebusch, and Aruoba (2006) ; the exception is Bowsher and Meeks (2008) where a cointegrated VAR system with multiple lags is considered for the factors.
For the smooth dynamic factor model we take the optimal model that is obtained in Jungbacker, Koopman, and van der Wel (2010); we estimate the parameters for this model by the method of maximum likelihood. Based on the likelihood ratio test procedure, our established model consists of a total of 20 knots in the Λ matrix. The estimated loadings associated with the first factor are very close to unity and therefore we can interpret the first factor as the level. The loading estimates for the second factor are smoothly descending from one to zero for interest rates of ascending maturity. This is the typical Nelson and Siegel (1987) shape for their second factor which they associate with the slope of the yield curve. The third Nelson-Siegel factor is designed as the curvature of the yield curve with the associated loading pattern given by an asymmetric, reverse U-shape. Our loading estimates for the third factor also admit to this pattern and therefore we can interpret the third factor in f t as the curvature of the yield curve. In case of the DFM, the loading restrictions in (7) have facilitated the level-slope-curvature (LSC) interpretation of the three factors. When other loading restrictions were considered, the estimation results are not different since appropriate factor rotations can be carried out to obtain the same loadings. Jungbacker, Koopman, and van der Wel (2010) show favorable performance of the smooth dynamic factor model over Nelson and Siegel (1987) and Bowsher and Meeks (2008) models. This latter model can be seen as a restricted version of the smooth dynamic factor model in which the number of knots is equal to the number of factors and the knot coefficients become the time-varying factors; see Harvey and Koopman (1993) for a detailed description and an electricity load forecasting application.
The autoregressive coefficient matrix Φ and the variance matrix Q in (8) are estimated jointly with µ y , Λ and H in (1) by the method of maximum likelihood. The estimates for Φ are presented in Panel A of Table 3 . The leading diagonal of the estimated Φ contains values close to unity while the off-diagonal elements are all smaller than 0.1 in absolute value. It indicates that the factors are highly persistent over time.
Next we analyze the factor loadings of the SDFM model together with the estimated In this table we present the estimated transition matrices for the dynamic factor models for the yield curve, macroeconomic series, and the dynamic factor model with both yield and macro factors. In Panel A we report results for the SDFM for the yield curve, in Panel B for the DFM for the macroeconomic series, and Panel C for the macroeconomic SDFM. To emphasize the smooth loading structure between the data and the factors, we present correlation statistics with the interest rates of the 17 different maturities and the three factors in Panel B of Figure 2 . It confirms the interpretation of the factors and the smooth nature of the (cross-sectional) factor loadings. The level factor is almost equally correlated with the interest rates for all maturities while the slope factor is increasingly correlated with the interest rates as the associating maturity is increasing. The third factor has loadings that typically represent the curvature factor of the Nelson-Siegel yield curve.
A dynamic factor analysis for the macro series
In Table 2 we have grouped the 110 macroeconomic variables of our time series panel into 14 groups. To provide some insight in the information content of the panel, we have carried out a dynamic factor analysis for these series. We consider three factors for the 110 variables and we have estimated the parameters in the model by the method of maximum likelihood. The resulting estimated factors from the analysis are obtained from the Kalman filter and smoother. We have presented the three factor estimates in Panel A of Figure 3 . The first and second factors are somewhat noisy indicators while the third factor is much more persistent and appears to show some business cycle features. For example, the third factor has some pronounced positive deviations from zero which are clearly associated with recession years in the U.S. Most pronounced is the positive deviations from 2007 onwards which may represent the recent financial crisis.
It is of interest to investigate which macroeconomic variables are associated with the estimated factors. For this purpose, we present the correlations of the estimated factors with the macroeconomic variables in Panel B of Figure 3 . From these graphs we can learn that the first factor is related to many economic variables but most pronouncedly with the first groups that particularly represent the real economy. The second factor is also correlated with the real economy variables but most prominently with price indices. The third factor (or the recession indicator) is mostly correlated with the variables working hours and housing starts and sales. These variables are especially indicative of the recession years and the financial crisis.
The persistence of the first two factors is moderate, but high for the third factor. We report the estimates of the coefficients in the transition matrix Φ of the dynamic factor model in Panel B of Table 3 . The estimates of the leading diagonal of Φ confirm the persistence levels of the three factors. The off-diagonal elements of Φ are all smaller than 0.25 in absolute values except the coefficient for the first factor that appears to rely on the lagged second factor. These relations may not lead to clear interpretations, they may however improve the forecast precision.
A macroeconomic smooth dynamic factor analysis
Next we present the estimation results for our macroeconomic smooth dynamic factor model as specified by (6) and discussed in section 2.3. The factor loading structures are similar to the presented results for our separate analyses. The loading matrix Λ is subject to the Nelson-Siegel smooth cross-sectional structure while the factor loadings for Γ xx and Γ yx are not subject to restrictions (other than the identifying restrictions in Γ xx ) and all elements are estimated by the method of maximum likelihood together with the other unknown parameters. We remain to have three factors in f t for the yield curve (level, slope and curvature) and three macro factors in f x t . In total we have six factors which we model by a VAR(1) process. The estimated coefficients in the 6 × 6 matrix Φ are reported in panel C of Table  3 . The estimates of the leading diagonal of Φ are all close to one for f t while those for f x t have values between 0.02 and 0.98. The estimated off-diagonal elements of Φ range between 0 and 0.44 in absolute values. Interestingly, the largest (in absolute sense) off-diagonal entry in Φ is the relation between the 3rd macroeconomic variable and the curvature factor. It highlights the interaction between the variables. It may also imply that the macroeconomic variables can be useful for the forecasting of the yield curve.
In panel A of Figure 4 we present the estimated factors. The first three factors represent the estimated f t and the next three factors are for f x t . The estimated factors appear overall to be more persistent than the individual estimates for f t and f x t . However, the same patterns are apparent. For example, we can recognize the recession periods in the second and sixth factor estimates. In particular, the sixth factor appears to be strongly affected by the recent financial crisis.
To obtain a more detailed insight in the associations of the factors with the yields and the macroeconomic variables, we compute the correlations for the estimated factors on one side and the yield and macro variables on the other side. The correlations of the factors Figure 4 . These graphs show that the factors in f t still have the level, slope and curvature interpretation for the yield curve. It is interesting to observe that the macro factors in f x t are all associated with either the slope or curvature of the yield curve. We may interpret the slope of the yield as the spread in interest rates. The spread is often used as a predictor of economic recessions. This analysis confirms the strong association of the yield slope with macroeconomic variables. We can also conclude from panel B of Figure 4 that the interest rates associated with short maturities do not depend heavily on the macro factors. They appear to have a much stronger impact on medium maturity interest rates.
The correlations of the factors with the macroeconomic variables are presented in panel C of Figure 4 . These correlations can provide insights into the impact of the factors on macroeconomic variables. The level yield factor is highly sensitive to employment and hours, and housing starts and sales. The slope yield factor is also related to these two categories but also to real inventories and inventory-sales rations and orders and unfilled orders. The curvature of the yield is mostly correlated with variables in the employment and hours, and housing starts and sales categories, of which the correlation with housing starts is over 40%. The fourth factor represents the overall real economy. The money volume variables are particularly affected by the fifth factor while housing starts and sales are captured by the sixth factor. In essence all factors remain to keep their interpretation when we compare these results with the earlier results obtained from our earlier separate dynamic factor analyses. Next we will investigate the forecasting performances of the different dynamic factor analyses.
Forecasting results
To investigate the out-of-sample fit performance of our macroeconomic SDFM specification for our panel time series of U.S. interest rates, we carry out a forecasting exercise. We forecast the full yield curve (the interest rates for 17 times to maturity) up to 24 months ahead. We forecast the yield curve for the months from January 1994 up to December 2009. To obtain the 24 month ahead forecast of the yield curve for January 1994, we estimate the parameters in the four different models using the observations of the time series panel from January 1970 up to January 1992. The 23 month ahead forecast for January 1994 and the 24 month ahead forecast for February 1994 are obtained by estimating the parameters in the four different models based on the data from January 1970 up to February 1992. In this way we compute the forecasts, and the corresponding forecast errors, for h = 1, 6, 12, 18, 24 months ahead. We record the forecast errors for each forecast horizon, for each maturity and for each model. Then we compute the root mean square forecast error (RMSFE) for all these cases. The highlights of our results for this extensive forecasting study are reported in Table 4 . The reestimation of the parameters in the different models is an extensive computational task but it remains feasible when using the methods discussed in section 2.4. For simplicity, we fix the number of knots for different sample periods and we also keep the knot positions as obtained from the knot selection procedure for the smooth dynamic factor models. The selection is based on the full sample. Alternative strategies where we, for example, yearly repeat the knot selection procedure have yielded similar forecasting results. In our analysis, we compare the macroeconomic smooth dynamic factor model to a SDFM without macroeconomic factors, a DFM for the yield curve without the smoothness restrictions, the Nelson and Siegel (1987) model casted in state space form, and the functional signal plus noise model of Bowsher and Meeks (2008) .
In Panel A of Table 4 we report the forecasting results for the expanding window by means of the RMSFEs for the times to maturity 3, 12, 36, 60, 120 months. The forecasts produced by the macroeconomic SDFM, for the 3-, 12-and 36-month interest rate provide the lowest RMFSE amongst those obtained by other models considered. For the 5-year interest rate, and only for the forecasting horizon of 24 months, the unrestricted DFM performs best. For the 10-year interest rate, the RMSFE for the DFM is sometimes best and at a few other occasions it is best for the Nelson and Siegel (1987) model. The inclusion of macroeconomic factors in the smooth dynamic factor model appears to bring us lower RMSFEs for most interest rates and for most forecast horizons. In Panel B we examine the robustness of the forecasting improvement. We show the RMSFEs for the periods 1994-1998, 1999-2003 and 2004-2009 . In the first two subsamples the lowest RMSFEs are produced mostly by the SDFM and macroeconomic SDFM, while sometimes it is the Nelson and Siegel (1987) or DFM that has the best performance. In the last subsample the macroeconomic SDFM performs remarkably well. We can conclude overall that the incorporation of macroeconomic variables in the SDFM improves the performance for forecasting the U.S. term structure of interest rates. (1994-1998, 1999-2003 and 2004-2009 ). For each model the RMSFE is reported for 3 month, 1, 3, 5 and 10 year maturities, and h=1, 6, 12, 18 and 24-month ahead forecasts. 
Conclusion
We have developed a maximum likelihood procedure for incorporating many macroeconomic variables into a yield curve model with the aim of producing more precise forecasts. Our model falls within the class of dynamic factor models and we have used all recent innovations for its analysis. We have adopted cubic spline functions to introduce smoothness in factor loadings. The resulting model is referred to as the smooth dynamic factor model. From a large panel of macroeconomic series we extracted a smaller number of macroeconomic latent factors. We add these factors to our smooth dynamic factor model and obtain the macroeconomic smooth dynamic factor model. We embed the analysis within a likelihood-based framework and estimate the yield factors, macro factors and factor dynamics simultaneously.
For a newly updated time series panel of unsmoothed Fama-Bliss zero yields for U.S. treasuries, we show that adding macroeconomic information is useful for forecasting the yield curve. The estimated factor dynamics highlight interactions between the yield and macro factors. The macro factors capture information about the real economy, price indices, and labor and housing market conditions. In a comprehensive forecasting analysis, we have showed that the incorporation of macro information can lead to a lower root mean square forecast error when compared to existing yield curve models.
