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Beschrankte Mengen von Exponentialsummen rweisen sich als kompakt 
in der Topologie der gleichmagigen Konvergenz im Innern eines Intervalls. Mit 
Hilfe dieses Ergebnisses wird fur die Klasse der Exponentialsummen i  neuer 
Existenzbeweis fur die Ltisung des Tschebyscheffschen Approximationsproblems 
angegeben. Unter einer Voraussetzung iiber die Gradreduktion erhalt man die 
gleichmaBige Konvergenz auf dem gesamten I tervall. 
Closed sets of exponential sums, which are uniformly bounded over a closed 
interval [a, b] of the real axis, are proved to be compact in the topology of uniform 
convergence on every compact subinterval of the open interval (a, b). This result 
is used to give a new proof for the existence of solution of the Tschebyscheff 
approximation problem for exponentials. Under a presupposition on the degree 
of the limit function, one obtains uniform convergence over the whole interval. 
1. Unter einer Exponentialsumme wird eine Funktion verstanden, die 
eine Darstellung 
h(x) = i pi(x) et”” 
i-l 
(1.1) 
erlaubt, wobei die ti reel1 und paarweise verschieden sind und die pi(x) 
Polynome in x mit reellen Koeffizienten darstellen. Der Ausdruck 
k(h) := 2 (api + 1) 
i=l 
(14 
wird Grad von h genannt. Hierbei werde mit ap der Polynomgrad von p 
bezeichnet; dem Nullpolynom sei der Polynomgrad -1 zugeordnet. Die 
Menge der Exponentialsummen, deren Grade die natiirliche Zahl it nicht 
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tibertreffen, wird mit En bezeichnet. Daneben werden die folgenden Unter- 
mengen betrachtet. 
E,,” := jh E E, , h(x) = f a&j 
I a=1 I 
h E En , h(x) = f agtix, ai 3 0). 
i=l 
Den Mengen E, , E,O, und En+ wandte man sich in letzter Zeit im Rahmen 
von approximationstheoretischen U tersuchungen zu [l, 3-51. 
In der vorliegenden Arbeit sol1 eine grundlegende topologische Eigenschaft 
der Exponentialsummen aufgezeigt werden. 
Es sei [a, b] ein endliches abgeschlossenes Interval1 der reellen Achse und 
C[a, b] der Raum der auf [a, b] stetigen reellwertigen Funktionen, versehen 
mit der Tschebyscheff-Norm 
In der Topologie, die durch diese Norm induziert wird, d.h. in der Topologie 
der gleichmabigen Konvergenz auf [a, b], ist die Menge E,, abgeschlossen 
([5] und Lemma 3), aber die beschdnkten Teilmengen von E, 
E n.~ := {h E En II h II < K < ~1 (1.6) 
sind in dieser Topologie nicht kompakt. Das zeigt das folgende Beispiel 1. 
Die Folge {h,} mit 
h,(x) := e-m(*-1) m = 1, 2,... (1.7) 
ist auf [0, l] beschrlnkt, es ist [j h, I( = 1 fiir alle m. Aber wegen 
lim h&) = 1: 
fur x = 1 
fiir o G x < 1 (1.8) 
enthalt sie keine auf [0, l] gleichmagig konvergente Teilfolge. 
Man kann jedoch die Kompaktheit der Mengen En,K erhalten, wenn man 
eine schwachere Topologie zugrundelegt, z.B. die Topologie der fast tiberall 
punktweisen Konvergenz [5]. In dieser Arbeit wird gezeigt, da13 das 
Gewiinschte bereits von einer noch recht starken Topologie geleistet wird, 
die sich aus dem folgenden Konvergenzbegriff herleitet. 
DEFINITION 1. Eine Folge von Funktionen aus C[a, b] konvergiert im 
Innern von (a, b) gleichmail3ig egen f~ C[a, II], wenn sie auf jedem abge- 
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schlossenen Teilintervall von (a, b) gleichmal3ig egen f konvergiert. Als 
Abschwachung gegeniiber der Folgenkompaktheit werde gesetzt: 
DEFINITION 2. Eine Menge M C C[u, b] heil3t quasifolgenkompakt, wenn 
jede Folge von Elementen aus M eine Teilfolge enthalt, die gleichmagig im 
Innern von (a, b) gegen ein Element von M konvergiert. 
Es wird bewiesen, da13 die Mengen En,K sowie die Mengen 
E& :== {h E En+, II h II < K < a> (1.9) 
quasifolgenkompakt sind (Satz 2 und Korollar 2). Mit Hilfe dieses Ergeb- 
nisses wird fiir die Mengen E, und E,+ ein Existenzbeweis ftir die Losung 
des Tschebyscheffschen Approximationsproblems angegeben (Satz 3, 
Korollar 3). 
Unter einer Voraussetzung tiber die Gradreduktion kann man bei einer 
Folge von Exponentialsummen von der gleichmagigen Konvergenz im 
Innern eines Intervalls auf die gleichmagige Konvergenz such auf dem abge- 
schlossenen Interval schliehen (Satz 4). Als eine weitere Anwendung dieser 
Uberlegungen wird gezeigt, da13 die Menge E,O - E,-, offen in E, ist 
(Satz 5). 
2. Bei bestimmten Funktionen, zu denen such die Exponential- 
summen zahlen, ist die gleichmarjige Konvergenz im Innern eines Intervalls 
eng mit der Existenz einer geeigneten Schranke fur die Nullstellenanzahlen 
der Ableitungen verkntipft. Als Hilfsmittel dienen zwei Abschatzungen. 
LEMMA 1 (vgl. [5], Hilfssatz 2.3). Es sei f E Cn+l[a, b]. Fiir i = 0 ,..., 
n + 1 sei im Fall f ci) + 0 mit Zi(f) die Menge der in [a, b] gelegenen 
Nullstellen von f ti) bezeichnet, sonst sei Z,(f) die leere Menge. Ferner sei R 
der Rand des Intervalls und 
n-t1 
Z(f) = U zi(f)uR (2.1) 
i=O 
Dann gilt mit d > 0 fir jedes x E [a, b] mit 
inf I x - z / 3 i. d 
EZ(f) 
(2.2) 
die Abschtitzung 
) f (i’(x)\ < 9 fur i = 0, l,..., n. (2.3) 
LEMMA 2. Es sei f eine Funktion aus C”+l[a, b]. Zhre (n + l)te Ableitung 
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midge hiichstens n - 1 Nullstellen besitzen oder identisch verschwinden. Dann 
gilt mit 
K := o~g, max{lfW>l, IfW)l~ (2.4) 
fiir jeden Punkt x E [a, b] die Abschiitzung 
If’(x)1 < K f (b - a)~‘. 
j=O 
(2.5) 
Beweis. Unter der Annahme des Gegenteils gibt es ein x0 E (a, b), sodab 
mit d := b - a gilt 
) f ‘(x,)1 > & := K i dj. 
j=O 
(2.6) 
Definiert man rekursiv Ki = (Kim, - K)/d, i = 2 ,..., n, so ist fur i = I ,..., n 
n-i+1 
Ki = K 1 d’ 2 K. 
j=O 
(2.7) 
Durch Induktion wird mm fur 2 < i < n + 1 die folgende Aussage bewiesen: 
Im Interval1 (a, b) besitzt fti) i - 1 Nullstellen x1” < xzi < *.* < xiel , 
und fur die Punkte xii und xi-, gilt: 
1 f+l’(xri)l > K,el r = I,i- 1. 
Da I f’(x)/ nach Voraussetzung in den Punkten a und b durch K beschrankt 
ist, aber nach Annahme (f ‘(x0)/ > Kl > K gilt, gibt es mindestens einen 
Punkt xl2 E (a, b) mit ( f’(x12)( > Kl und f”(x12) = 0. Die zu beweisende 
Aussage gilt also fur i = 2. Sie gelte nun fur ein i < n. Nach dem Satz von 
Rolle hat dann fci+l) in (xii, x:-J mindestens (i - 1) - I = i - 2 Null- 
stellen. Nach dem Mittelwertsatz gilt fur eine gewisse Zwischenstelle 
x E (a, x1”) 
~f'i-lyxli)l - ~f'"-"(~)l 
I Xii - a I 
. (2.8) 
Nach Induktionsannahme ist lf(i-l)(xli)i > Ki-1 , und nach Voraussetzung 
gilt [f’i-l’(a)j < K. Daraus folgt wegen I xii - a / < d weiter 
If’iyx)[ > “‘-Id- K = Ki 3 K. (2.9) 
Ferner istf’i)(x,i) = 0 und If’“‘(a)l < K. 
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Hieraus folgt mit (2.9), da13 es mindestens einen Punkt xi” E (a, xii) mit 
If(i)(xi+l)l > K, und f(i+l)(~i:l) = 0 gibt. Das gleiche Argument fur das 
andere Ende des Intervalls vervollstandigt den Induktionsbeweis. 
Die soeben bewiesene Aussage besagt speziell fiir i = n + 1, dal3 die 
Funktion ftn+l) mindestens n Nullstellen besitzt. Da sie wegenf(“)(xT+l) > 
K, 3 K 3 0 und f(n)(~ln) = 0 nicht identisch verschwindet, liegt ein 
Widerspruch zur Voraussetzung vor. 
SATZ 1. Es sei M C P+l[a, b] eine Menge, fiir deren Elemente gelten 
moge: 
(1) /I h 11 < K < 00 fiir alle h E M. 
(2) Fur jedes h E M besitzt die (n + I)-te Ableitung hiichstens n - 1 
Nullstellen oder verschwindet identisch. 
Dann gibt es eine Folge von Elementen aus M, die gleichm@%g im Innern 
von (a, b) konvergiert. 
Beweis. Unabhangig von der speziellen Wahl der Funktion existiert fur 
jedes Element h von M eine Schranke fur die Summe der Nullstellenanzahlen 
von hci), i = O,..., n + 1, wenn man hierbei hci) 3 0 unberiicksichtigt 133t, 
namlich 
n+1 
s:= C (2n-ii)= 
i=O 
+ (3n - 1). 
Es sei nun ein Interval1 [a, , b,] C (a, b) vorgegeben. Setzt man 
do := min{/ a - a, 1 , ( b - b, I>, 
dann gibt es zu jedem Element h E M zwei Teilintervalle I1,h und 12,h von 
[a, a,] bzw. [b, , b], welche je die Lange d1 = d,/(s + 1) haben und- 
sofern hti) nicht identisch verschwindet-keine Nullstelle von hti), i = O,..., 
n + 1, enthalten. Die Intervallmitten von II,* bzw. I,,, seien mit ah* bzw. 
bh* bezeichnet. Nach Lemma 1 gelten dann fiir i = O,..., n die Abschatzungen 
Setzt man 
K* := min 
O<i<n 
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und wendet man Lemma 2 auf [ah*, bh*] und h an, so gilt fiir alle 
x E [ah*, bh*], also insbesondere fur alle x E [al , b,], die Ungleichung 
(2.13) 
d.h. auf dem Interval1 [a, , 6,] sind die 1. Ableitungen aller Funktionen aus 
M gleichmaBig beschrankt. Nach dem Satz von Ascoli enthalt M daher eine 
auf [a, , b,] gleichmabig konvergente Teilfolge. Da das Teilintervall [a, , b,] 
beliebig vorgegeben war, gilt das erhaltene Resultat such fur jedes Glied der 
AusschSpfungsfolge ([ua, &I}, mit 
b-u 
% :=a+-, 11+1 
bU:=b-s, p = 2, 3 ,... . (2.14) 
Mit dem Diagonalverfahren kann man eine Teilfolge auswahlen, welche auf 
jedem Interval1 [a, , b,], E.L E N, also auf jedem abgeschlossenen Teilintervall 
von (a, b) gleichmal3ig konvergiert. 
Jede nicht identisch verschwindende Exponentialsumme vom Grade 12 
besitzt hijchstens IZ - 1 Nullstellen (vgl. etwa [3, l]), und mit h E E, liegen 
such samtliche Ableitungen von h in E, . Somit gilt das 
KOROLLAR 1. Jede Menge 
E n,K = {A E En > I/ h lj[a,b] d K < a> (2.15) 
enthtilt eine Teilfolge, die gleichmti&g im Innern von (a, b) konvergiert. 
Zum Nachweis, dal3 die Menge E, unter gleichmabiger Konvergenz 
abgeschlossen ist (vgl. [5]), untersucht man zweckmal3igerweise das Konver- 
genzverhalten der zugehiirigen charakteristischen Polynome. Bekannlich 
l&t die Exponentialsumme h vom Grad k eine lineare Differentialgleichung 
mit konstanten Koeffizienten 
x(D)h = i AiDjh = 0, 
j=O 
(2.16) 
und die Exponenten ti sind Nullstellen des charakteristischen Polynoms x(x). 
Im weiteren sei das einer Exponentialsumme vom Grad k zugeordnete 
charakteristische-Polynom dasjenige mit dem Polynomgrad k und dem zu 1 
normierten hiichsten Koeffizienten. Es sei angenommen, da13 die Nullstellen 
ti der BetragsgraDe nach geordnet sind. Uber die Abgeschlossenheit hinaus 
la& sich eine Aussage iiber die Gradreduktion angeben. 
LEMMA 3. Die Forge {h,} C E, m6ge auf [a, b] gleichmci;6g gegen h kon- 
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vergieren, und es seien x,,, die zugehorigen charakteristischen Polynome. Es sei 
d die Anzahl der Nullstellenfolgen 
~4n,iL mit I L,i I --+ *. (2.17) 
Dann stimmt die Grenzfunktion h auf [a, b] mit einem Element von E,-, 
iiberein.l 
Beweis. Ohne Einschrankung der Allgemeinheit darf man annehmen, 
da13 alle X~ den gleichen Polynomgrad k < n besitzen. Weiter darf man fiir i 
mit k - d + 1 < i < k wegen / t,,i 1 --f co voraussetzen: t,,i f 0. Durch 
Auswahl einer Teilfolge kann man erreichen, da0 fur 1 < i < k - d die 
Nullstellenfolgen {tm,i} konvergieren; die Grenzwerte seien mit ti bezeichnet. 
Da jedes h, such der Differentialgleichung 
vUD) hm =[E CD - tm) tji+l ($ - l)] h, = o (2.18) 
gentigt und alle Ableitungen im lnnern von (a, b) gleichmafiig konvergieren, 
gilt dort 
k-d 
lim yGm(D) h, = n (D - ti)h = 0. 
i=l 
(2.19) 
Also ist h in (a, b), und wegen der Stetigkeit such in [a, b], identisch mit einer 
Exponentialsumme vom Grad k - d, also einem Element von Enmd . 
Als Zusammenfassung der Resultate von Korollar 1 und Lemma 3 besteht 
somit der 
SATZ 2. Die beschrtinkten Teilmengen von E, 
E n,K = {h E En > II h II < K -c C-Q> 
sind quastfolgenkompakt. 
Die entsprechende Aussage gilt nicht fur E,O, hingegen fur E,+. 
(2.20) 
KOROLLAR 2. Die Mengen EzSK sind quasifolgenkompakt. 
Beweis. Wegen der Nichtnegativitat der Koeffizienten kann man von der 
gleichmabigen Beschdnktheit der Summen 
(2.21) 
auf die gleichmaBige Beschranktheit der Summanden a,,+etm.cx schlieBen. 
1 I& m6ge die Menge bezeichnen, die nur aus der Funktionf(x) = 0 besteht. 
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Fur eine gewisse Indexmenge I C N konvergiert nach Korollar I jede der 
Summandenfolgen 
i = l,..., n, (2.22) 
gleichm5iBig im Innern von (a, b), und zwar im Fall / t,,i ) ---f cc nach 
Lemma 3 gegen die identisch verschwindende Funktion, sonst gegen eine 
Funktion aietix mit ai 3 0. Die Menge E,+ ist also unter gleichmaljiger 
Konvergenz abgeschlossen. Mit Satz 2 folgt daraus die Behauptung. 
3. Mit Hilfe von Satz 2 1aDt sich zeigen, dab die Tschebyscheffsche 
Approximationsaufgabe beziiglich der Menge E, stets eine LGsung besitzt, 
d.h. da13 zu jeder gegebenen Funktion f~ C[a, b] ein Element h* E E, 
existiert mit 
llf- h* II = &f- IV- h II. (3.1) 12 
Hierzu vergleiche man [4] und [5]. 
SATZ 3. Zu jeder Funktion f E C[u, b] existiert eine Liisung des Tscheby- 
scheffschen Approximationsproblems beziiglich E, . 
Beweis. Es sei (h,} C E, eine Minimalfolge, d.h. es gelte 
lim Ilf - h, II = $i Ilf - h Il. (3.2) n 
Mit einem beliebigen 6 > 0 ist dann II h, 11 < 2 ilfll + 8 fiir geniigend groDes 
m. Nach Satz 2 existiert daher eine Teilfolge, die gleichm%Big m Innern von 
(a, b), also punktweise fur jedes x E (a, b) gegen ein Element h* von E, 
konvergiert. Fur alle x E (a, b) folgt aus 
IfW - L(x)l G Ilf- hm II (3.3) 
durch Grenziibergang m --f cc 
If(x) - h*(x)l d lim IIS- h, II = isf IV- h II. n (3.4) 
Daher ist such 
(3.5) 
Hierbei ist wegen der Stetigkeit vonfund h* die linke Seite gleich IIf - h* 11, 
woraus die Behauptung folgt. Wegen Korollar 2 kann man den gleichen 
SchluB such auf die Menge E,+ anwenden, und es gilt (vgl. [I]) 
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KOROLLAR 3. Zu jeder Funktion f E C[a, b] existiert eine Lijsung des 
Tschebyschefschen Approximationsproblems beziiglich E,f. 
Unter einer Voraussetzung iiber die Gradreduktion kann man bei einer 
Folge von Exponentialsummen von der gleichmaljigen Konvergenz im 
Innern eines Intervalls auf die gleichmagigen Konvergenz such auf dem 
abgeschlossenen I terval1 schliegen. 
SATZ 4. Die Folge {h,} C E, midge gleichmti#ig im Innern von (a, b) 
gegen h konvergieren, und es gelte fiir die Grade: k(hJ < k(h). Dann konver- 
giert die Folge {h,} such auf dem abgeschlossenen Interval1 [a, b] gleichmtiflig 
gegen h. 
Beweis. Da wegen k(hm) < k(h) keine Gradreduktion vorliegt, gibt es 
nach Lemma 3 eine von m unabhangige Schranke fur die Betrage der Null- 
stellen der zu h, gehiirenden charakteristischen Polynome. Nach [2] ist 
dann die Folge der 1. Ableitungen von h, gleichmaDig auf [a, b] beschrankt. 
Mit der gleichmaDigen Konvergenz von {h,} im Innern von (a, b) folgt 
daraus die Behauptung. 
Es ist klar, da0 die Menge E, - E,-, offen in E, ist, denn E,-, ist abge- 
schlossen. Dartiberhinaus kann man zeigen, dafi such E,O - El-, offen in 
E, ist. Hierbei wird die bekannte Tatsache benutzt, da13 eine Exponential- 
summe aus E, genau dann in En0 liegt, wenn die Nullstellen des ihr zugeord- 
neten charakteristischen Polynoms paarweise verschieden sind. 
SATZ 5. Die Menge E,O - Ez-, ist offen in E, . 
Beweis. Unter der Annahme, daD die Behauptung falsch ist, gibt es ein 
h E E,O - Ez-, und eine gleichmal3ig egen h konvergente Folge von Expo- 
nentialsummen h, E E, mit h, # E,O oder k(h,J < n - 1. Letzteres kann 
ausgeschlossen werden, da E, - En-l offen in E, ist. Nach dem Beweis von 
Lemma 3 konvergieren dann die zu h, gehijrenden charakteristischen 
Polynome x,,, gegen dasjenige von h, und dieses besitzt wegen h E En0 keine 
mehrfachen Nullstellen. Daher sind fiir geniigend groges m such die Null- 
stellen von xm getrennt, d.h. es ist h, E E ,O. Mit dem erhaltenen Widerspruch 
ist die Behauptung bewiesen. 
Diese Arbeit ist Teil meiner am Rechenzentrum der Universitat Miinster angefertigten 
Dissertation. Herrn Prof. Dr. H. Werner danke ich fiir die Farderung der Arbeit und 
Herrn Dr. D. Braess fiir zahlreiche Diskussionen. 
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