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Resumo. O problema de quadrados mínimos possui várias apliações no ampo de
otimização. No presente trabalho, abordamos duas estratégias para sua resolução:
Levenberg-Marquardt e Gradientes Conjugados. Cada uma explora araterístias
próprias do problema, e ambas usam regiões de onança para a globalização. Nossa
ontribuição está na implementação de ambos os métodos no CAS Maxima e na
análise omparativa do desempenho desses métodos na resolução de uma família de
problemas de quadrados mínimos da literatura.
Palavras-have. Quadrados mínimos, regiões de onança, implementação om-
putaional.
1. Introdução





‖F (x)‖2 ≡ f(x), (1.1)
sendo F : Rn → Rm a função residual, ao menos duas vezes ontinuamente di-
fereniável, F (x) o resíduo do problema em x e ‖ · ‖ a norma Eulidiana. No
ampo de otimização, quadrados mínimos tem várias apliações, destaando-se seu
uso para ajustar parâmetros de modelos frente a onjuntos de dados oletados em
experimentos, e neste ontexto m ≫ n. Para um reente panorama do estado da
arte deste problema, tanto do ponto de vista teório quanto prátio, veja [14℄ e suas
referênias.
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Na próxima seção, apresentamos dois métodos para resolução de (1.1): o al-
goritmo de Levenberg-Marquardt (LMA) e o método de Gradientes Conjugados
(MGC). Em seguida, destaamos os detalhes da implementação e os resultados dos
experimentos numérios que a validam e ilustram o desempenho omparativo das
duas abordagens distintas. Finalizamos o texto om uma breve onlusão.
2. Métodos de Regiões de Conança para Quadra-
dos Mínimos
Métodos de regiões de onança para minimização irrestrita, min f(x) s.a. x ∈ Rn,
são estratégias iterativas baseadas em modelos quadrátios para a função objetivo f
em torno de um dado ponto [2℄. Em geral, seja xc ∈ Rn o ponto orrente, dene-se
um modelo quadrátio qc para f em torno de xc e o subproblema é formulado omo
min
p∈Rn
qc(p) s.a. ‖p‖ ≤ ∆c, (2.1)
em que 0 < ∆c ∈ R é o raio da região de onança. A solução pc, exata ou
aproximada, deste problema é usada para obter um ponto andidato xn = xc + pc.
O bom desempenho de regiões de onança está ligado ao ontrole do tamanho
do raio, que determina a região em que o modelo é onável para se aproximar
a função objetivo. Nesta abordagem, vamos determinar o tamanho deste raio de
aordo om o derésimo que a solução de (2.1) ausou no problema original que
aproxima. Para isto, vamos avaliar a razão entre o derésimo no modelo e na




f(xc)− f(xc + p)
qc(0)− qc(p)
. (2.2)
No Algoritmo 1, página 71, apresentamos o algoritmo básio de regiões de on-
ança. Os parâmetros κ, η1 e η2 são determinados experimentalmente, embora haja
algumas esolhas lássias na literatura [2, 11℄. Sob esta ótia, esolhemos κ = 10−3,
η1 =
1
4 e η2 =
3
4 . Para resolver o subproblema (linha 2), implementamos LMA e
MGC. Uma breve desrição destes dois métodos é apresentada a seguir.
2.1. Método de Levenberg-Marquardt
A prinipal araterístia deste método é ataar a estrutura partiular do pro-
blema (1.1). Originalmente, esta estratégia foi proposta por Levenberg [6℄ e Mar-
quardt [8℄, e foi onsiderada preursora da ténia de regiões de onança (ver
também [7℄). Moré [9℄ props uma série de partiularidades para implementação,
que foram exploradas neste trabalho.







em torno de xc, sendo Fc ∈ Rm o resíduo em xc e Jc ∈ Rm×n a jaobiana da função
residual avaliada em xc. Deste modo, o subproblema de região de onança (2.1) é
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Algoritmo 1: Regiões de Conança
Entrada: Ponto iniial x0 ∈ Rn, raio iniial da região de onança ∆0,
onstantes κ ∈ [0, 14 ], 0 < η1 ≤ η2 < 1.
1 para k = 0, 1, . . . haer
2 Enontre pk omo solução (aproximada) do subproblema (2.1)
3 xk+1 ← xk + pk
4 Avalie o quoiente de redução relativa ρ(pk) (2.2)
5 se ρ(pk) > κ então
6 Aeite o ponto andidato xk+1 e avalie ritérios de parada
senão
7 Desarte o ponto andidato e onsidere xk+1 = xk
m
8 se ρ(pk) ≤ η1 então Obtenha ∆k+1 reduzindo ∆k
9 senão
10 se ρ(pk) ≥ η2 então Obtenha ∆k+1 aumentando ∆k
11 senão ∆k+1 ← ∆k
m
n
um problema de quadrados mínimos lineares om passo restrito, ujas ondições de
otimalidade são dadas por
(JTc Jc + λ
∗I)p∗ = −JTc Fc (2.3a)
λ∗(‖p∗‖ −∆c) = 0 (2.3b)
λ∗ ≥ 0, ‖p∗‖ ≤ ∆c. (2.3)
O sistema linear (2.3a) está bem denido somente se (JTc Jc + λ
∗I) for denida
positiva. Como JTc Jc é ao menos semidenida positiva, então (J
T
c Jc + λ
∗I) será
denida positiva sempre que λ∗ > 0. Em partiular, podemos ter diuldades
numérias, por mal ondiionamento ou por singularidade, quando λ∗ = 0. Neste
aso, de aordo om (2.3b), temos que a solução de (2.1) pode ser interna, ou seja,
‖p∗‖ < ∆c. O resultado a seguir estabelee ondições para que a solução de (2.1)
seja interior à região de onança.
Proposição 2.1. O problema (2.1) não possui solução global na fronteira se, e
somente se, JTc Jc é denida positiva e o passo de Newton é interior, ou seja,
‖(JTc Jc)−1JTc Fc‖ < ∆c.
Demonstração. Ver [4, Corolário 1℄.
Por outro lado, aso o problema possua solução na fronteira, é sempre possível
enontrar λ∗ que satisfaça ‖p∗‖ = ∆c. Assim sendo, onsideramos
p(λ)
def
= −(JTc Jc + λI)†JTc Fc,
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em que † é a pseudoinversa de Moore-Penrose, e queremos enontrar λ∗ ≥ 0 tal que
‖p(λ∗)‖ = ∆c. (2.4)
A equação (2.4) é hamada de equação seular. Por onseguinte, nosso problema
se reduz a enontrar um zero de uma equação em uma variável. Para tal, usaremos
o Método de Newton, om algumas salvaguardas que serão apresentadas na Seção 3.
Notemos que λ∗ atua omo um regularizador, ou seja, ele ajusta o sistema (2.3a)
para que sempre exista uma solução p∗. É justamente essa a onexão de LMA om
regiões de onança. Originalmente [6, 8℄, o parâmetro λ∗ era omputado de forma
heurístia. Com regiões de onança, busamos o multipliador de Lagrange da
restrição quadrátia λ∗ ≥ 0 de tal maneira que ‖p∗‖ = ∆c, salvo o aso partiular
em que a solução seja interna e então λ∗ = 0.
2.2. Método de Gradientes Conjugados
Neste método, vamos ataar o problema (1.1) omo um problema geral de minimiza-
ção irrestrita, e resolvê-lo usando a estratégia de região de onança, onsiderando,









o modelo quadrátio de f em torno de um ponto orrente xc, om Hc ∈ Rn×n,
gc ∈ Rn e fc ∈ R, respetivamente, a matriz hessiana, o vetor gradiente e a função
objetivo f , todos avaliados em xc.
Para um estudo mais detalhado sobre a estratégia de gradientes onjugados,
veja [5, Seção 3℄. Para a resolução do subproblema, a ideia é produzir uma sequênia
{di} de direções onjugadas e enontrar a solução para (2.1) iterativamente, por
meio de pi+1 = pi+αidi. MGC seria uma estratégia natural se Hc fosse uma matriz
denida positiva, mas, na prátia, nada sabemos sobre ela. É justamente neste
ponto que as regiões de onança tornam-se esseniais. As ondições neessárias e
suientes de otimalidade de (2.1) são dadas por
(Hc + λ
∗I)p∗ = −gc, (2.5a)
λ∗(‖p∗‖ −∆c) = 0, (2.5b)
λ∗ ≥ 0, ‖p∗‖ ≤ ∆c, (2.5)
(Hc + λ
∗I) é semidenida positiva. (2.5d)
Toint [13℄ e Steihaug [12℄ propuseram algumas modiações no MGC original de tal
maneira que se ‖gc+Hcpi‖ for menor que dada tolerânia, então temos uma solução
interna, pois pi satisfaz aproximadamente a ondição (2.5a) om λ
∗ = 0. Por outro
lado, se ‖pi+1‖ > ∆c, então basta enontrar τ de forma que ‖pi + τdi‖ = ∆c. Por
m, se Hc não é denida positiva, então existe uma direção de urvatura negativa
ou nula a partir de pi. Assim sendo, se enontrarmos uma tal direção di, basta
denir um passo que atinja a borda da região de onança. Em outras palavras, se
dTi Hcdi ≤ 0, omputamos τ tal que ‖pi + τdi‖ = ∆c.
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Deste modo, MGC atua omo GC lássio quando Hc é denida positiva. Caso
ontrário, se for enontrada uma direção de urvatura negativa, determina-se um
passo que atinja a borda da região de onança. De qualquer forma, o passo tem
seu tamanho restrito e essa também é uma ondição de parada do método. No
Algoritmo 2 desrevemos MGC.
Algoritmo 2: Gradientes Conjugados om Regiões de Conança
Entrada: Ponto orrente xc ∈ Rn, a matriz hessiana Hc ∈ Rn×n e o
gradiente gc ∈ Rn da função objetivo avaliados em xc, ∆c o raio
da região de onança, ε > 0 uma tolerânia para o erro de
otimalidade.
Saída: p direção para omputar o novo ponto andidato xn = xc + p.
1 p0 ← 0, r0 ← gc, d0 ← r0
2 para i = 0, 1, . . . haer
3 se dTi Hcdi ≤ 0 então
4 Enontre τ tal que ‖pi + τdi‖ = ∆c
5 retorna pi + τdi
m
6 αi ← (rTi ri)/(dTi Hcdi)
7 pi+1 ← pi + αidi
8 se ‖pi+1‖ > ∆c então
9 Enontre τ tal que ‖pi + τdi‖ = ∆c
10 retorna pi + τdi
m
11 ri+1 ← ri + αiHcdi
12 se ‖ri+1‖ ≤ ε então retorna pi+1
13 βi ← (rTi+1ri+1)/(rTi ri)
14 di+1 ← ri+1 + βidi
n
3. Implementação Computaional
Nesta seção, apresentamos os detalhes de implementação do LMA que, por explorar
as peuliaridades do problema (1.1), possui mais partiularidades de implementação
que o Algoritmo 2, que é um método para resolução do subproblema de regiões de
onança no aso de minimização irrestrita geral.
3.1. Álgebra matriial empregada na solução do subproblema
A equação (2.3a) pode ser vista omo um sistema de equações normais para o
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Tal equivalênia permite resolver o problema sem avaliar o produto JTc Jc, reduzindo






















A matriz que resulta de (3.2) possui uma estrutura partiular: Rc é uma matriz
triangular superior, enquanto
√
λI é uma matriz esalar. Diante disto, é possí-
vel obter uma matriz triangular superior equivalente eliminando-se os n termos
não-nulos da matriz
√
λI om uma sequênia de n(n + 1)/2 rotações de Givens
apliadas em ada linha i de
√
λI, simultaneamente a ada linha i+ j de Rc, para
j = 0, . . . , (n − i), omeçando da linha n. Expressando tais rotações em uma

















Disto, obtemos a matriz triangular superiorRλ, de modo que R
T
λ Rλ = J
T
c Jc + λ I.
Por onseguinte, o sistema (2.3a) torna-se menos ustoso de ser resolvido para di-
ferentes valores de λ. De fato, a fatoração QR de Jc é alulada uma únia vez, no
iníio da iteração interna, enquanto, para ada valor de λ, obtém-se Rλ por (3.3),
que onsiste em um proedimento mais barato que o álulo da fatoração QR pro-
priamente dita.
3.2. Raiz da equação seular
O problema (2.4) onsiste em enontrar λ∗ ≥ 0 tal que ‖p(λ∗)‖ = ∆c. Então, se
denimos δ(λ)
def
= p(λ)−∆c, estamos interessados em enontrar uma raiz para δ(λ).
Todavia, uma análise mais apurada [4, Seção 3.2℄ nos mostra que a função δ pode
possuir polos nos autovalores da matriz JTc Jc +λI e pode não possuir zeros nitos.









que, por ser a reíproa de δ, não possui polos nitos e suas raízes aonteem nos
valores negativos dos autovalores da matriz JTc Jc+λI. Deste modo, para enontrar
λ∗ ≥ 0 que satisfaça (2.3a), avaliamos primeiro o aso partiular em que λ∗ = 0
(solução interna). Se (2.3a) não possui solução neste aso, busamos uma raiz
positiva para a equação seular usando o método de Newton.
O método de Newton apliado ao problema (3.4) gera uma sequênia {λj} tal
que
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Em ontrapartida, seria interessante reduzir o usto do álulo de λj+1 e ainda obter
uma expressão numeriamente mais estável. Isso é possível, onforme estabelee o
resultado a seguir.
Teorema 3.1. Considere o problema (3.4) de enontrar a raiz da equação seu-
lar. Seja Rλ a matriz triangular alulada em (3.3), tal que R
T
λRλpj = −JTc Fc e
RTλ qj = pj e seja ∆c o raio da região de onança orrente. A sequênia {λj}
gerada pelo método de Newton denida em (3.5) é equivalente a:







Demonstração. Ver [4, Lema 1℄.
Por m, para que o método de Newton não onvirja para uma raiz indesejada
de φ(λ) (pois estamos interessados em raízes positivas), usamos uma salvaguarda
de modo que, a ada iteração, impomos λj ∈ [ℓj , uj], sendo ℓ0 = 0 a estimativa para
o menor autovalor de JTc Jc + λI e u0 obtido pelo quoiente de Rayleigh
(µ1 + λ)
2 ≤ p
T (JTc Jc + λI)
T (JTc Jc + λI)p
pT p
≤ (µn + λ)2,
sendo µ1, µn o menor e o maior autovalores de J
T
c Jc, respetivamente. Como zero






O intervalo da salvaguarda é atualizado a ada iteração da seguinte maneira:
se δ(λj) ≥ 0, então ℓj+1 = λj +
‖qj‖2
‖pj‖
, aso ontrário uj+1 = λj .
Para maiores detalhes, ver [4, Seção 4.2.1℄.
3.3. Quoiente de redução relativa
Nesta subseção, nosso objetivo é eliminar a oorrênia de underows e overows no
álulo de (2.2). Usando LMA, podemos alular o quoiente omo
ρ(p) =
‖Fc‖2 − ‖Fn‖2
‖Fc‖2 − ‖Fc + Jcp‖2
, (3.7)
em que Fn = F (xc + p). De (2.3a), temos que
JTc Jcp = −JTc Fc − λp (3.8a)
−FTc Jc = λpT + pTJTc Jc. (3.8b)
Algumas manipulações om (3.8) em (3.7) impliam que
‖Fc‖2 − ‖Fc + Jcp‖2 = ‖Jcp‖2 + 2λ‖p‖2.
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Portanto, podemos reesrever o quoiente (3.7) dividindo todos os termos por ‖Fc‖2













Deste modo, o denominador de (3.9) será sempre não-negativo e não irá gerar
overows. Por outro lado, o numerador de (3.9) jamais gerará overows a não ser
que ‖Fn‖ ≫ ‖Fc‖. Neste aso, temos que o modelo não foi reduzido om relação à
função objetivo, portanto não é neessário alular ρ(p).
3.4. Atualização do raio da região de onança
Utilizamos a aproximação iniial ∆0 = ‖JT0 F0‖/10, lássia da literatura [2℄. O
ontrole do raio da região onsiste em três instânias: manter, aumentar ou reduzir.
Os asos em que ada uma é adotada são expostos no Algoritmo 1. Para aumentar
o tamanho do raio, fazemos ∆n = 2‖p∗‖. Para reduzir o tamanho do raio, fazemos
∆n = ϑ
∗∆c. A m de denir um valor para ϑ
∗
, seguimos Moré [9℄: denimos
γ(ϑ)
def




= [γ(1)− γ(0)− γ′(0)]ϑ2 + γ′(0)ϑ+ γ(0).
Como mq é suave e onvexa, então temos que m
′
q(ϑ
∗) = 0, ou seja,
ϑ∗ = − γ
′(0)
2[γ(1)− γ(0)− γ′(0)] = −
(p∗)T JTc Fc
‖Fn‖2 − ‖Fc‖2 − 2(p∗)TJTc Fc
. (3.10)
Pré-multipliando (2.3a) avaliado em p∗ por (p∗)T , temos















Dividindo todos os termos de (3.10) por ‖Fc‖2, multipliando o numerador e o














Pelos mesmos motivos expostos na seção anterior, (3.11) é uma expressão numeri-
amente estável, e (3.12) é onável e barata para enontrar ϑ∗ e denir ∆n.
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4. Experimentos Numérios
Ambos os métodos foram implementados no CAS Maxima [1, 15℄. O Maxima é
um sistema algébrio omputaional livre de ódigo aberto. Possui uma linguagem
própria, interpretada, além de exeutar programas esritos em Lisp. Esolhemos o
Maxima por ser um sistema gratuito e livre, além de não possuir ferramentas de
otimização implementadas, omo é o aso do Matlab
R©
. Os testes foram rodados
num omputador Intel Dual-Core T3400 2.16 GHz e sistema operaional Windows 7
Professional 64 bits. Os problemas-teste foram extraídos de [10℄ e estão numerados
de aordo om a referênia original, bem omo as dimensões e os pontos iniiais
adotados (ver detalhes em [4, 5℄).
Como ritérios de parada, adotamos a satisfação relativa das ondições de pri-






∣ ≤ 10−6 e em
MGC se ‖gk‖/‖g0‖ ≤ 10−6. Além disso, em LMA impusemos parada se o resíduo
fosse pequeno, ou seja, ‖Fk‖ ≤ 10−6. Por m, usamos ritérios que impliam pa-
rada se a variação entre os iterandos fosse da ordem de 10−12 e se a quantidade de
iterações ultrapassasse 200 para LMA e 300 para MGC, todavia nos testes efetuados
nenhum problema parou por tais ritérios.
Os resultados dos experimentos são expostos na Tabela 1, enquanto os pers
de desempenho [3℄ na Figura 1. Neles, onsideramos VF a função objetivo avaliada
na solução, AH a quantidade de avaliações da matriz hessiana (para o MGC), AJ a
quantidade de avaliações da matriz Jaobiana (para o LMA), ITE a quantidade de
iterações externas, ITI a quantidade de iterações internas (isto é, para resolução
dos subproblemas de regiões de onança) e EI o esforço interno por problema,
dado pela razão entre a quantidade de iterações internas e avaliações matriiais. A
quantidade de avaliações da função objetivo é igual à quantidade de ITE aresida
de um. Os problemas marados om ∗ são aqueles que pararam pelo tamanho do
resíduo em LMA; os demais pararam por satisfazer ondições de primeira ordem.
As avaliações matriiais representam quantos dos pontos gerados foram aeitos.
Deste modo, o número de pontos rejeitados, para ada problema, é dado pela dife-
rença entre a quantidade de avaliações de funções e matriiais. Neste ontexto, o
esforço interno por problema representa quantas iterações internas foram despendi-
das, em média, para ada ponto aeito.
Aera dos resultados apresentados, notamos que LMA é mais eiente em ava-
liações de função, avaliações matriiais e quantidade de iterações internas, enquanto
MGC, apenas em quantidade de iterações internas despendidas. Do ponto de vista
de robustez, LMA se sobressai na quantidade de iterações internas, enquanto MGC
em termos de avaliações, tanto de função quanto matriiais, e de iterações externas.
Isto se deve ao fato de que LMA, por aproveitar melhor a estrutura do problema,
trabalha mais internamente, onsumindo menos iterações internas porém mais ava-
liações que MGC. Considerando-se, problema a problema, o número de iterações
internas despendido para gerar a sequênia de pontos aeitos, o esforço interno
de LMA é inferior ao de MGC. Com relação ao número de pontos rejeitados, no
entanto, o resultado se inverte: MGC rejeita menos pontos que LMA.
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Figura 1: Pers de desempenho dos algoritmos LMA e MGC.
Tabela 1: Quadro omparativo entre os resultados das rotinas LMA e MGC.
MGC LMA
Função
VF AH ITE ITI EI VF AJ ITE ITI EI
1
∗ 0.34654 E-08 22 22 43 2.0 0.0 14 18 51 3.6
2 0.69988 E 01 8 7 14 1.8 0.69988 E 01 28 40 95 3.4
6 0.11151 E 02 9 8 16 1.8 0.11151 E 02 9 19 49 5.4
8 0.90635 E-01 14 14 42 3.0 0.90635 E-01 6 5 5 0.8
10 0.93779 E 01 199 216 826 4.2 0.93779 E 01 124 143 299 2.4
12
∗ 0.92759 E-04 13 13 34 2.6 0.62754 E-10 12 12 34 2.8
13 0.75374 E-03 13 12 48 3.7 0.19361 E-03 9 8 8 0.9
15 0.17535 E-01 11 11 35 3.2 0.17536 E-01 11 12 43 3.9
16 0.29295 E 03 8 7 33 4.1 0.29295 E 03 24 40 127 5.3
17 0.73924 E-02 34 40 201 5.9 0.73924 E-02 16 18 35 2.2
19 0.20034 E 00 19 22 179 9.4 0.20034 E 00 14 14 38 2.7
20 0.22180 E-03 13 12 149 11.5 0.38213 E-04 5 4 6 1.2
27
∗
0.89312 E-05 7 6 13 1.9 0.19146 E-09 11 14 23 2.1
32 0.67082 E 01 4 3 3 0.8 0.67082 E 01 5 4 7 1.4
33 0.34826 E 01 2 2 1 0.5 0.34826 E 01 3 2 6 2.0
34 0.36917 E 01 2 2 1 0.5 0.36917 E 01 2 1 2 1.0
Média  23.6 24.8 102.4 3.5  18.3 22.1 51.8 2.6
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5. Conlusão
O algoritmo LMA é uma proposta atraente para a resolução de (1.1), por ser um
método mais barato, se omparado ao método de Newton. Em LMA, as informações
de segunda ordem da função residual são substituídas pelo termo regularizador λI.
Em ontrapartida, o método perde desempenho em problemas extremamente não
lineares ou se o resíduo for muito grande na solução x∗.
Em omparação om MGC, LMA aproveita a estrutura do problema (2.3a) e é
mais eiente em alguns quesitos. Todavia, exige muitas fatorações de matrizes, e
trabalha mais internamente, o que pode ser ruim em alguns asos. Em vista disso,
MGC é um método ompetitivo, mostrando-se mais robusto que LMA em parte dos
quesitos analisados. Gradientes onjugados é bem onheido por ser uma boa estra-
tégia para resolução de sistemas lineares om matrizes denidas positivas, todavia
aliado à estratégia de regiões de onança pode ser uma alternativa interessante
também para problemas não onvexos.
Abstrat. The least squares problem has many appliations in the eld of opti-
mization. In the present work, we use two strategies for its resolution: Levenberg-
Marquardt and Conjugate Gradients. Eah one exploits some problem features,
and both are globalized by the trust-region strategy. Our ontribution onsists in
the implementation of both methods using the CAS Maxima and in the ompara-
tive analysis of these methods in the resolution of a family of least squares problems
from the literature.
Keywords. Least squares, trust region, omputational implementation.
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