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Introduction
In this note we study the entire solutions of the problem
with q > 0. This problem was studied in [2] and [7] . In both references the authors study the existence and properties of solutions of (1), but we found a few incorrect statements that we would like to clarify. First, in [2] , it is stated that if 1 < q 7, and u ∈ C 4 is a positive solution of (1) with exactly linear growth uniformly at infinity, that is, lim x→∞ u(x)/|x| = α 1 uniformly for some constant α 1 > 0, then q = 7. This result turns out to be incorrect as we shall see below. On the other hand, in [7] , is stated that for 4 < q < 7 no solution with linear growth exists, which is also not true. Basically the mistake is in the proof of certain properties that are related with the next term in the asymptotic behaviour at infinity of entire solutions with linear growth. We shall see that there is a change in the behavior of that term in q = 7 and q = 4. Note that q = 7 can be seen as the critical exponent for this problem, in fact (N + 2)/(N − 2) = −7 for N = 3.
We know from [2] and [7] , that the following results hold: Theorem 1.1. (See [2] .) Let u ∈ C 4 be a solution of (1) . [2] .) There are no entire solutions of (1) for 0 < q 1. [7] .) For q 7 there exists a unique radially symmetric entire solutions of (1) with linear growth. For q = 7 the solution is given by (2) .
Theorem 1.3. (See
The following theorem gives a complete description of entire radially symmetric solutions of (1) for q > 1. 
We call the solutions from this theorem typical growth entire solutions. It was proved in [7] , that for q > 1 there exist infinitely many entire solutions of (1) with quadratic growth, that is,
Thus a typical growth entire solution is in the borderline of entire solutions and compact support solutions.
In the case of exactly linear growth α can be computed by the formula
Note that solutions in (a) are of the form u(x) = α 
Moreover we have
where α is given by (3) .
Note that (4) is formula (4.42) in [2] . We point out that formula (4.42) was correctly derived in [2] inside the proof of Lemma 4.9, which is not valid as we shall explain later in Section 5.
Note that this theorem does not contradict the result of [9] , see an extension in [6] and [10] . There, it was proved that if u is a C 4 positive solution of
with q > 0, then q = 7 and up to translation a dilations u takes the form (2).
Finally to complement the above result we prove the following result. 
The plan of the paper is as follows. In Section 2 an initial value problem is studied for radial solutions of (1). In Section 3 the asymptotic behavior of solutions is studied using the phase-space analysis and a change of variables introduced in [5] . In Section 4, we give the proof of the theorems and finally in Section 5 we make some comments on the mistakes of proofs found in [2] , and [7] .
Initial value problem
We consider the initial value problem
Here [0, R max (β)) is the interval of existence of the solution. The main result here is the following.
Proposition 2.1. Assume q > 1. Then there is a unique β * > 0 such that:
Proof. Parts (a) and (b) can be found in [7] .
Part (c). For any β > 0, from the formula
we deduce that 
for some c > 0. Also, integrating once Eq. (5) we see that for all r 2:
In [7] , it was found that w(r) = (1 + (br)
2 )
1−ε/2 satisfies 2 w −w −q for all r 0, whenever ε < 2(q − 1)/(q + 1) and b is chosen sufficiently large.
Now from (7) and (8) there exists r 0 > 0 such that
. By the continuous dependence of the solution to (5) there is 
Asymptotic behaviour
For the study of the asymptotic behaviour, we write u = U β with β β * which satisfies the system
Following the ideas in [5] , we now set
Since u is positive and increasing, see [2, 7] , we have x > 0 for all t > −∞. By Proposition 2.1, we found that v is positive and decreasing, so y < 0 for all t > −∞. We also have that z > 0 and w > 0 for all t > −∞. In addition by Lemma 2.2 a simple calculation gives z > 2x for all t ∈ (−∞, ∞).
The system is transformed in a 4-dimensional quadratic system of the form
where = d/dt. The critical points of this system are
where a = 4/(q + 1).
The entire solutions from Proposition 2.1 are in this quadratic system heteroclinic orbits. In fact an entire solution emanates from p 0 and lies on the two-dimensional unstable manifold. For the point where the heteroclinic orbits end, we have the following cases:
(i) for q 3 the typical growth entire solution ends at p 1 ,
(ii) for 1 < q < 3 the typical growth entire solution ends at p 3 , (iii) entire solutions with quadratic growth end at p 2 .
The following is an important property of the heteroclinic orbits. Lemma 3.1. Let q > 1. The entire solution satisfies either 0 < x < 1 for all t ∈ R, and then lim t→∞ x(t) = 1, or there exists t 0 such that x > 1 for any t > t 0 .
Proof. Using that z > 2x, we have that x > x(1 − x), so when x < 1, x increases and if the first alternative holds then lim t→∞ x(t) = 1. If not there exists t 0 such that x(t 0 ) = 1 and x (t 0 ) > 0. Arguing by contradiction, if a time t 1 > t 0 such that x(t 1 ) = 1 exists, this point must satisfy x (t 1 ) 0, which is impossible by the inequality for x at the beginning of the proof. 2
Note that if q > 3 then 0 < a < 1 and so p 3 cannot be the end point of an entire solution since variable w is negative. For the same reason p 4 cannot be an end point of an entire solution. We can also discard by the sign of the first component the points p 6 , p 7 , p 8 . On the other hand, the point p 5 cannot be an end point of an entire solution, since the first component cannot be zero by Lemma 3.1.
Note also that for q = 3, we have p 3 = p 1 .
In the following we prove (i). The proof of (ii) can be found in [3, proof of Proposition 8] and (iii) is similar to (i) and is left to the reader. Since we are in case (i), we assume from now on that
Using (10), we have u(r) ar + b, r > 1 and q 3 we find that t 2 u −q → 0 as t → ∞ and then
Finally we have
We compute now the inverse of y, 
We can write On the other hand, we write u(r) 
For q = 3 we have to use the Center Manifold Theory [1, 8] , to find the asymptotic behavior of the entire solution. Set X = x − 1, Y = y + 1, Z = z − 2 and W = w. To proceed we make the following change of variables
Proofs of the theorems
Before to give the proofs we write, combining (20) and (18), the formula
This expression is valid for q > 1 and for u a typical growth entire solution. Note that in the case 1 < q < 3 the behavior of the typical growth entire solution is given by Theorem 1.4(c) as it was proven in [3, Proposition 8] , and so the integral (26), we obtain the result. When q = 4 the constant is found computing the contribution of the second integral in (26), and when 3 < q < 4 is found by the contribution of the four integrals. 2
Comments on the papers [2] and [7]
The proof of Theorem 1.2 in [2] is based in Lemma 4.7 which is not valid. In fact, in the proof of Lemma 4.7 formula (4.24) is correct, so lim inf |x|→∞ {− (u −1 (x))} 0, but if we have equality then is not true in general that lim inf |x|→∞ |x| 5 {− (u −1 )(x)} 0 since |x| 5 → ∞. So (4.26) cannot be concluded and Lemma 4.7 is not valid. We observe also that Lemma 4.9 in [2] uses Lemma 4.7 to conclude, so Lemma 4.9 is also not true.
In [7] , Lemma 4.7 says that x 1 when q > 4. But the conclusion in case (a) of the proof is not correct. So this lemma is not valid in general. In this note we showed Lemma 3.1 instead.
