An algorithm of the inductive model generation and model selection is proposed to solve the problem of automatic construction of regression models. A regression model is an admissible superposition of smooth functions given by experts. Coherent Bayesian inference is used to estimate model parameters. It introduces hyperparameters, which describe the distribution function of the model parameters. The hyperparameters control the model generation process.
Introduction
The model selection problem is one of the most important problems, especially for data mining in the financial sector. To solve it one must find an optimal model in the set of models. This set could be defined either directly or inductively. The inductive model generation methods for the linear models are described in papers [1, 2] by A. Ivakhnenko. He proposed to generate models as linear combinations of monomials of the Kolmogorov-Gabor polynomial. The methods of nonlinear model generation are described by J. Koza and I. Zelinka in [3, 4] . They proposed to generate models as arbitrary superpositions of a given set of the primitive functions using genetic programming algorithms. E. Vladislavleva in the papers [5, 6] suggested to use the Pareto-optimal front as a model selection technique. She investigated two selection criterions: model complexity and model quality.
The quality criterion is defined by the data generation hypothesis: our assumptions about the target variable distribution. An approach to model structure modification using the criterion of quality was proposed by Y. LeCun and B. Hassibi. According to [7, 8] , one could prune those elements of a model, which have too small values of saliency function. So, the inductive model generation algorithms invoke the problem of estimation the model elements importance. C. Bishop suggested a method [9] [10] [11] [12] of evaluation of model parameters using probability distribution function. The parameters of this function are called hyperparameters. For each element of a regression model, one must to estimate the probability distribution function and make a decision on whether particular element of the model is important or not. The problem of the model comparison using hyperparameters was advanced by D. MacKay and Y. Nabney. The papers [13] [14] [15] [16] , and [17] investigate hyperparameter optimization algorithms.
In this paper an inductive model generation algorithm is described. It develops the technique, suggested in [18] [19] [20] . The main idea is to perform an analysis of the model elements to control the model generation process.
The algorithm consists of the following steps. A data set, namely the values of several independent variables, and one target variable are given. A set of primitive functions is given. The model parameters and hyperparameters are tuned with an optimization algorithm iteratively one-by-one. For each model, the importance of superposition elements is evaluated. The importance is defined by the values of the hyperparameters. Several best generated models are selected according to the target function. The selected models are modified and new models are generated according to the generation rules. The hyperparameter values bring the information how to modify the models to improve them.
Problem statement
of the independent variables x ∈ R P and the corresponding target variable
is given. The vector b corresponds to parameters. This set is called the set of primitive functions. The set G inductively defines the set of superpositions Consider the following data generation hypothesis for the regression y = f (w, x) + ν. March 11, 2010 Let the random variable ν has the normal distribution N(0, σ 2 ν ) with zero expectation and variance of σ 2 ν , which does not depend on the independent variable x. Then, according to the maximum likelihood method, the target function is
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where
is the squared sum of residuals. The model parameters w MP , which brings the maximum to the target function are called the most probable parameters.
Inductive model generation
The models are generated with the set of the primitive functions G as following. Let the indices v of the functions g v be in the set V = {1, . . . , V}. The mapping V r → A is given. The elements A ι ∈ A are the every admissible combinations of K from V, where K = 1, . . . , R. The elements of the set A ι = {a ι (k)} have the indexes k = 1, . . . , K ι . Since a ∈ V, the elements a ι (k) correspond to the functions g v ∈ G. For each A ι consider the set of the incidence matrices
The index i of the matrix ρ defines a unique superposition f i of the functions g; denoted as ρ i = ρ i (A ι ). The number of the elements of this superposition equals K ι . The incidence matrix ρ : {1, . . . , K ι } 2 → {0, 1} defines an oriented graph and a superposition f i . The superposition is called acceptable if the following conditions are held.
1. The oriented graph ρ i is acyclic. 2. The oriented graph is one-connected, subject to 
The number of oriented graph's vertices adjoined to the k-th node is the number s(a ι (k)) of arguments of the function g v , where v = a ι (k).
Estimation of the model hyperparameters
To select models and to control the model generation process we will use coherent Bayesian inference. Consider a finite set of competitive models f 1 , . . . , f M . Each of these models approximate the data D. Denote the probability of i-th model by P( f i ).
When the data have come, the posterior probability P( f i |D) of the model could be defined with the Bayes theorem
where p(D| f i ) are predictions, which model can make about the data:
It is called the evidence of the model. The denominator of (1) provides
Compare two models using their posterior probabilities
If we assume the ratio P( f i )/P( f j ) equals one (for example there is no reason to prefer one model to another), there we can use the model evidence ratio p(D| f i )/p(D| f j ) to select the best model. Since the models f from F depends on parameters, we represent the model evidence (2) as integral over parameter space (the lower index i of the model will be omitted). The posterior probability of the model parameters w, given sample set D, equals
where p(w| f ) is the prior probability of the parameters of the initial distribution and p(D|w, f ) is the likelihood function of the model parameters. The expressions (1) and (4) are called the fist and the second level of the Bayesian inference. For some given model f the probability distribution of data is
and the coefficient Z D is needed to normalize this function according to the normal distribution
In details,
The function of the regression residuals, according to the data generation hypothesis, equals
Denote the the vector of the target samples by y = [y 1 , . . . , y N ]
T and the recovered regression by
where A -covariance matrix of the random variable w. The normalizing constant Z w (A) equals
where W -number of parameters of the model f . The error function according to the normal distribution equals
Given model f and given values of A and β the posterior probability of the model parameters (4) is
Write the error function as
and obtain instead of (11) the following expression
where Z S -is a normalizing constant.
Hyperparameters optimization
To estimate the model parameters we must to estimate the distribution p(w|A, β, D),
(we omit the model f for simplicity). Obviously, one must to separate the model parameters and the model hyperparameters and estimate them iteratively. For each iteration given hyperparameters we estimate model parameters by optimization of (12) .
To to that we use the Levenberg-Marquardt algorithm [21] . Obtain w and calculate the hyperparameters. So, after an iteration step we know the local maximum (12) and it corresponds to the point w 0 . To find the hyperparameters approximate (11) by the Laplace approximation. To perform that, we use the Taylor power series of second degree for the numerator of (11) in the neighbourhood of w 0 ,
where ∆w = w − w 0 . In the expression (13) there is no the first degree term, since we assume that w 0 brings the local maximum to the error function ∂S (w) ∂w w=w 0 = 0.
The matrix H is the Hessian of the error function
Apply the exponent to both parts of (13) and obtain the required approximation of the numerator (11) exp(−S (w)) ≈ exp(−S (w 0 )) exp(− 1 2 ∆w T H∆w).
Since the integral of the expression (11) must be equal to one, the normalizing constant is
The general form of the obtained approximation is
The denominator (11) is the numerator of (1). It defines selection of the most probable model. To find the hyperparameters maximize the function p(D|A, β) with respect to A and β. Represent this function as
From (8) and (11) it follows
. Use the expression (5) and (8) rewrite (18) as
.
From (6), (9)and (16), by logarithm (18), obtain 
The derivative of the last term equals
where λ j -are eigenvalues of the matrix H. Since the error function is not a quadratic one, the direct optimization of the function resect to A is impossible; the hessian is not a constant. It depends on the parameters w. Since we assume A = H + αI for the vector w m , which depends on A, then eigenvalues of H depends indirectly on A, too. Make the last equation equal to zero obtain
To find the hyperparameters β consider similar optimization problem. Denote the eigenvalues of the matrix
It follows
Similar to the previous case, obtain β
The hyperparameters α and β is calculated iteratively by
The error functions E w and E D are optimized with respect to A, β after each oprimization with respect to parameters w.
Model generation using hyperparameters
The algorithm of model generation runs iteratively. The set of the measured data D and the set of the smooth functions G are given. The initial set of the competitive models { f i |i = 1, . . . , M} is given. Each model f i is a superposition of the functions g i j , j = 1, . . . , r i , r R. The hyperparameter α i j corresponds to the element g i j of the model f i . It describes the initial probability distribution of the parameters b i j of this function. The hyperparameter β i corresponds to the model f i itself. The initial values of the hyperparameter for i-th model are predefined according to the prior noise probability distribution of the parameters. When the algorithm starts the following sequence of steps is executed.
1. Minimize the error function S i (w) for each model f i using the Levenberg-Marquardt algorithm. Estimate the model parameter.
Define new values of the hyperparameters α
D( f i ) using initial values of the hyperparameters. Repeat the steps 1 and 2 until the parameters and hyperparameters will be converged.
Select
4. Use the selected and the modified models in the next iterations.
Illustrate the iterative convergency of the parameters and hyperparameters using a test regression model. with the Figure 1 . The independent variables of the model x 1 , x 2 ∈ {0, 0.1, . . . , 1}. The target variable is y = f 0 (w, x) + ν 0 , where ν 0 ∼ N(0, π/2). The figure shows parameters (weights) w 1 , w 2 , w 3 , hidden parameter γ and hyperparameter β. X-axis represent the iteration number. Y-axis represent the normalized valued of the parameters and hyperparameters. The parameters and hyperparameters converge after 10 runs. 
Practice
As a practical example we consider a model of a European option. An option is a contract between a buyer and a seller that gives the buyer of the option the right (but not the obligation) to buy or to sell a specified asset on or before the option's expiration time, at an agreed price (strike price) [22] . The underlying asset in this example is Brent Crude Oil (symbol NYM).
The theoretical option price is calculated with the BlackScholes formula [23] . It includes estimation of the volatility of the underlying asset. Volatility is a standard deviation of the continuously compounded returns of the asset within its expiration time. In the practice it depends on the time to expiration and on the strike price. The implied volatility σ imp is calculated with respect to the absolute difference between the historical and the theoretical price of the option:
where C hist is the historical price of the option, C is its theoretical price, P is the underlying asset price, B is the bank rate, K is the strike price and t is the time to expiration. Our goal is to recover the model σ(K, t) of the volatility smile. We must to specify the expert-given mathematical model
Source data and primitives
The source data is the half-year historical data of the Brent Crude Oil option. Type of the option is put, symbol CLG01. The underlying asset is oil, symbol NYM. The strike prices are K = {13.5, 13.0, 12.5, 12.0, 11.5, 11.0}.
The underlying asses has low volatility, so it has small value of the noise ν in σ imp (K, t) and has no outliers. The sample set is D = {(x n , y n )} = {([K n , t n ], σ n )} is constructed using historical option prices C K,t and underlying asset prices P t , where K ∈ K, t ∈ T . For each value of K ∈ K t ∈ T calculate the value of implied volatility as
where the theoretical option price C is calculated with the BlackScholes formula. The time to expiration t = τ/365, where τ is number of days to expiration. For the source data τ = 112. To set the index n of the sample set elements use bijection (t, K) → n. The historical bank ratio for this period B = 0.075.
The primitive functions, shown in the table 1, were assigned by experts. As the initial model set the following models were 
The results
The obtained model is f best = (w 1 + w 2 K + w 3 exp(−w 4 K 2 ))(w 5 t 3 + w 6 t 2 + w 7 t + w 8 ).
Three good models are shown in the The complexity (number of primitive functions) of the obtained models are comparable with expert-given model while the obtained models have excellent squared sum error. Figure 2 shows the source data (dots) and the obtained model (surface). X-axis represents strike price, Y-axis -time to expiration and Z-axis -implied volatility.
Conclusion
The method of the inductive generation of the parametric regression models is described. The models are superpositions of given primitive functions. According to coherent Bayesian inference, the model generation algorithm uses hyperparameters to control the model modification process. The hyperparameters show the importance of the models elements. The parameters and the hyperparameters are estimated with LevenbergMarquardt optimization algorithm. The suggested method is intended to construct nonlinear regression models . The models of optimal complexity fit measured data well and could be interpreted by experts in the field of application at the same time. As a practical example, a model of the European option volatility smile was created.
