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Summary: 
Biotrickling filtration (BTF) of malodours from Sewage Treatment Works, is investigated in detail, as 
the most economical and environmentally friendly air treatment option. Experimental data were 
produced on the removal of H2S and VOCs by a Biotrickling filter (BTF) demonstration plant, namely a 
SULPHUSTM, which was installed by Thames Water in late 2015. 
The two widely used models of Ottengraf and van den Over (1983) for BTFs were found to be 
inadequate with Root Mean Squared Errors (RMSE) of 22 and 4.8 mg m-3 of H2S respectively. These 
models are based on zero-order kinetics in the biofilm. Neither of these two existing models accounts 
for the possibility of diffusion limitation emerging at a point within the bed height; therefore, a novel 
hybrid model was developed for this possibility, which failed to improve the fit provided by the 
existing zero-order models. This confirms that the zero-order kinetics assumption is main source of 
error. The Michaelis Menten (M-M) kinetic model, predicts that zero-order is likely to be inaccurate 
at low pollutant concentrations when the kinetics should asymptote to fist order kinetics. However, 
first-order kinetics, which is found in the literature on BTFs, also fails to follow the trend of the data 
with RMSE of 0.36 mg m-3. A novel derivation based on the M-M kinetics is found to fit the data 
better the rest of the models with RMSE of 0.26 mg m-3. All models were also compared to the total 
VOC removal for the SULPHUSTM trial, and the M-M equation was also found to provide the best fit. 
In the SULPHUSTM unit used in the trials, the product of the retention time and the specific surface 
area was higher than typically practiced. Thus, whilst the inlet concentration reached values too high 
for the first-order model, the concentration in most of the bed had been reduced low enough to 
render the zero-order model inaccurate. 
The zero-order models provide a good fit to some of the laboratory H2S data by others at lower 
Empty Bed Retention Times (EBRT) and higher inlet concentrations than our case study. The zero 
order model fitting results of these data sets and the model fitting of the M-M model to our data all 
produced reaction rate constants of about 0.3 g/m3/s. This advance in the mathematical modelling of 
bio-tricking filtration has made it possible to demonstrate consistency in a seemingly disparate sets 
of experimental data within the biological air pollutant removal literature. 
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1. Introduction  
1.1. Odour in context 
Odours from sewage treatment works have the potential to raise public concern wherever in the 
world they are found. Due to housing development around existing STWs or building of new works, 
an increasing number of people are potentially exposed to odours. As a result, the treatment of 
odorous air is one of the challenges in the water industry in most developed countries. For example, 
Thames Water, the largest water company in the UK, implements a range of practices to minimise 
odour in sewage treatment, as outlined in Appendix A.  
There is a demand within the water industry for a holistic set of practicable solutions to manage 
odour emission, in an economically, environmentally and socially viable manner. To that end, this 
EngD project has been set to identify and justify some of the means of reducing costs and 
environmental impacts of odour treatment, whilst maintaining satisfactory performance indicators 
for odour treatment. 
The design and operation of some of the sewage treatment facilities can be altered to minimise the 
need for odour removal processes. When practical, the most sustainable way to manage odour is by 
avoiding the need for odour removal. However, research with respect to improved management and 
operation of STWs towards odour prevention may require extensive field work. 
Cover and Treat (C&T) is the main standard response for mitigating odour in densely populated 
urban areas; it involves containing a source of odour within a structure and ventilating the 
malodorous air from this structure into an Odour Control Unit (OCU), where the odorous compounds 
are either removed or turned to odourless compounds Sivil and Hobson (2009). Appendix E provides 
a table of such odorants as well as their characteristics and odour thresholds. The focus of this EngD 
is the treatment of the odour within the C&T option.  
 
1.2. The aims of the project 
The original aim of this EngD was to evaluate the methods for the covering and the treatment of 
sources of odorous air within Sewage Treatment Works (STW) through the lens of sustainability and 
thereby identify appropriate methods, or selection of appropriate methods, for future investment by 
Thames Water and other water companies. The objectives set out at the time of the confirmation 
report that were to satisfy the aim were as listed below.  Those which have been completed are 
shown in bold: 
• Odour Treatment Technologies: 
o Compare the performance of different OCU types (simple technical and financial 
comparison). 
o Conduct a literature review and market survey for novel OCU types. This is to identify 
possible new research pursuits targeted at the aim of the EngD. 
o Conduct trials on a demonstration plant of the novel OCU, SULPHUSTM biotrickling filter 
(BTF), and verify whether it could eliminate the need for secondary odour treatment. 
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o Compare existing biochemical kinetic models of BTFs with the SULPHUSTM BTF and if they 
are not a good fit with the behaviour of the trials at Thames Water, develop a new model. 
o Assess the water and chemical consumption required by chemical scrubber OCUs with the 
view to assess economic and environmental impacts. 
o Develop an OCU inventory in Thames Water. 
• Measurement and characterisation of odour: 
o Investigate instruments for measuring H2S levels in air. Where necessary, compare 
different instruments for their accuracy, precision, sensitivity, robustness, and cross-
sensitivity to other molecules emitted from STWs. 
o Investigate instruments for measuring the levels of other odour constituents in air, such as 
dimethyl sulphide, ammonia, mercaptans. 
o Reconcile Olfactometry tests conducted on SULPHUSTM with H2S measurements (e.g. by 
investigating the possibility of correlating the number of odour units to the pollutant levels 
from different sources of odour. This facilitates the simulation of the odour concentration 
in the treated air using the simulated pollutants’ concentrations in an odour treatment 
case study.) 
• Comparison of the costs and environmental impacts: 
o Conduct an economic comparison of SULPHUSTM, existing BTFs, activated carbon and 
chemical scrubber OCUs. 
o Review available published Life Cycle Assessments (LCA) on OCUs. Conduct LCA on 
SULPHUSTM and compare the results against those of other OCUs for which LCA has been 
conducted. 
o By considering the results of the LCA and economic analysis results for the different OCUs, 
determine if one of the OCUs proves to be holistically the best option. 
• Covering and ventilation systems: 
o Describe a Thames Water’s cover and treat scheme in terms of air flow rates, load to OCUs, 
cost benefits etc. Use the investigation to determine whether the OCU is likely to be the 
main contributor to the overall costs and environmental impacts in a cover and treat 
scheme. 
 
1.3. Outline of the methodology and the structure of the thesis 
The literature review starts by laying out the main technological options for air treatment. The 
literature is the further investigated to establish bio trickling filtration (BTF) as the most technically 
and environmentally attractive option. A literature review is then conducted on the working 
principles behind gas detectors that the author used for testing of malodour levels in the air. The 
experiments and experimental data by others are also introduced in the literature review.  
With respect to methodology, the structure of the thesis is unconventional. This is because in 
Chapter 4 the models for biofilms found in the literature are first stated in a way more accurate than 
that found in the original and subsequent publications. To keep all the theory in one place, some 
novel models are also developed in Chapter 4. However, the need for a novel model is not fully 
justified until the data from the full-scale unit found in Chapter 3 is compared with all of the models 
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in Chapter 5. The conclusion that one of the novel models fits the full-scale data best then compels 
re-evaluation of the data previously published in the literature for BTFs absorbing the same pollutant 
(H2S), which is the purpose of Section 0. In Sections 6.2 and 6.3  the underlying assumptions behind 
the best model are verified. The highlights of the novel findings and conclusions are summarised in 
Chapter 7. 
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2. Literature Review  
2.1. Cover and treat 
In this section, the advantages and challenges with C&T are discussed; these are then used to in part 
justify the direction chosen for this EngD. 
C&T solutions are often effective means for managing odour. However, they often require high 
Operational Expenditure (OpEx) due to maintenance of the equipment and the consumption of 
energy and materials. Also, the installation of the covers, covering structures, ventilation networks, 
fans and odour treatment equipment require a significant Capital Expenditure (CapEx). C&T also 
inflicts additional burdens on operations such as (Cranshaw 2016): 
• The loss of sight of the processes and assets, which obstructs the visual detection of 
abnormalities in operations. 
• Constrained access to processes and assets makes maintenance more difficult, time 
consuming and costly. 
• The covered areas are often more prone to rusting. 
Furthermore, there are environmental impacts associated with C&T, due to the power consumption 
of the air fans, the chemical consumption in the case of chemical odour scrubbers and the change of 
media in the case of activated carbon and biofiltration (more details are available in Section 2.2). 
However, the financial and environmental costs associated with C&T can be divided into cover, which 
is almost the same in all versions and treat for which there are many options known as Odour Control 
Units (OCU). 
 
2.2. Odour treatment technologies 
Three main categories of OCUs most frequently used in STWs are described in this section. These 
technologies are often used in series, where there is diversity of odour. 
2.2.1. Chemical scrubbing 
In chemical scrubbers, aqueous solutions of chemicals are put in contact with the odorous air stream 
in a packed bed, where the chemicals react with the malodours to form odourless reaction products. 
The chemicals in question are dosed, in concentrate form, into the recycle stream, shown in Figure 1. 
The chemical concentration in the recycle stream entering the bed is controlled by a Concentration 
Controller (CC), which is provided with the required concentration data from an appropriate 
Concentration Transmitter (CT), as shown in Figure 1. 
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Figure 1: Schematics of an alkali chemical scrubber 
 
For the removal of amines and ammonia from air, sulphuric or nitric acid is used. These gases 
dissolve in the aqueous acidic solution and react with the acid to produce salts such as ammonium 
sulphate. 
For the removal of molecules containing sulphur atoms, such as H2S and mercaptans, from the air, an 
“alkali” chemical scrubber may be prescribed, a diagram for which is shown in Figure 1. Here, sodium 
hydroxide is dosed to elevate the pH to the value of 9, and thereby increase the solubility of the air 
contaminants in question. Sodium hypochlorite is also dosed to maintain redox potential of about 
700 mV in the recycle stream. In the pilot case study described in Chapter 3, the main contributor to 
odour was established to be H2S. The following equation has been proposed by Tchobanoglous et al. 
(2014) as the primary overall reaction at the chemical scrubber: 
H2S + 4NaOCl + 2NaOH → Na2SO4 + 2H2O + 4NaCl 
This stoichiometry, alone, must not be used to predict the chemical consumption rate of the 
scrubber, as there are many other gases in the odorous air that would consume one, or both, of 
these chemicals (e.g. CO2). 
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Chemical scrubbers are more robust to sudden changes in odour loads than biological OCUs, as they 
almost immediately adjust to sudden changes in odour loads by adjusting the chemical dosing rate, 
as shown in Figure 1. Chemical scrubbers can be selective regarding the category of chemicals they 
remove. For example, an alkali scrubber would remove sulphurous gases whilst leaving behind any 
amines. 
 
2.2.2. Biodegradation of the odour molecules in packed beds 
Biological OCUs consist of a type of packed bed, where a thin layered bacterial colony, known as 
biofilm, has been grown on the surface of the packing/support media and consumes substrate 
molecules in the gas passing through the BTF e.g. the odour molecules in the air being ventilated 
from wastewater treatment processes. In a STW, odorous air may be fed from the bottom of a BTF in 
a continuous flow and the cleaned air escape at the top. The biofilm can and must be kept wet for 
example: by spraying water onto the top of the bed or by humidifying the inlet air.  
The bio-chemistry is complex. The main chemical reaction to remove H2S is (Zdeb et al. 2008): 
 H2S + 2O2  →  SO42- + 2H+ 
There are distinctive differences among installations of this type, some of which are shown in Figure 
2. The term used to describe these different types of air treatment units can vary within the 
literature. For example, the word “biofilter” is used for two different designs: 
• In the design described by Figure 2:b, the inlet air to the biofilter is humidified to prevent the 
biofilm from drying. 
• In the design described by Figure 2:c, the water is supplied by irrigation from the top of the 
bed. 
Figure 2:c shows biofilters with bed height of generally no more than one meter. This is because the 
packed bed medium used in these biofilters is generally made of biomass (e.g. wood chip and bark), 
which would exert too much resistance to air flow heights any higher than about a meter. The term 
“biotrickling filter”, as depicted by Figure 2:e, is generally used for a similar design to that of Figure 
2:c; except, a packed bed media is selected that would allow several meters of bed height without 
exerting an impractically high resistance to the air flow (Lafita et al. 2012, Burgess et al. 2001). 
In contrast to Lafita et al. (2012) and Burgess et al. (2001), the term “biotrickling filter” was used by 
Estrada et al. (2011) to describe the design shown in Figure 2:d, where a fraction of the outlet liquid 
from the packed bed is recycled to merge the liquid stream upstream of the backed bed. However, 
this design is referred to as “bioscrubber” by Koe and Yang (2000) and Moussavi et al. (2007). Kennes 
and Thalasso (1998), however, used the term “bioscrubber” for the design, shown in Figure 2:a, 
where the liquid outlet from the packed bed is sent to a bioreactor for treatment, and some the 
treated liquid is recycled back to irrigate the packed bed. 
These air treatment units are primarily designed to reduce the concentration of undesired gasses in 
the air. Thus, the inclusion of the word “filter” in the terminologies of Figure 2 is a somewhat 
misleading use of this word. However, to maintain consistency within the literature, the vocabulary 
will not be changed in this thesis. 
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Figure 2: Designs of biological OUCs adopted by the author; a) bio-scrubber with bioreactor (Kennes and 
Thalasso 1998), b) bio-filter with a humidifier (Stuetz and Frechen 2001), c) bio-filter without a humidifier 
(Burgess et al. 2001), d) bio-scrubber without a bioreactor and e) Biotrickling filter (Lafita et al. 2012) 
 
2.2.3. Adsorption of the pollutants on activated carbon 
Some odour molecules in air put in contact with a suitable solid surface will accumulate on the 
surface of the solid; this is referred to as adsorption in chemical engineering literature. The adsorbed 
gas molecules are commonly referred to as “adsorbates”, and the solid providing the area for 
adsorption is termed adsorbent (Richardson et al. 2002, p. 971 - 974). 
Granular Activated Carbon (GAC) is a suitable solid with a large surface area that can be packed into 
vessels and installed at STWs for several purposes including (1) the capture of humic material in 
water supply and (2) the capture of odour molecules from sludge treatment facilities etc. Stuetz and 
Frechen (2001) described three zones within the GAC bed, which is a helpful simplification for 
understanding the behaviour of adsorption beds including those filled with GAC; these zones are 
schematically illustrated in Figure 3. After a period of odour removal, up to a point within the air flow 
path the activated carbon has lost its capacity to remove any more odour molecules; this section 
within the bed is referred to as the spent, saturated or exhausted zone. After the spent zone, is the 
section in which almost all the odour is being removed; this is referred to as the active zone. Beyond 
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the active zone, the remainder of the GAC bed has seen little or no odour and so is referred to as the 
fresh zone. The length of the active zone is typically a small fraction of the total GAC bed depth; 
however, the concentration marking the interface between the active zone and the fresh zone is 
somewhat arbitrary (Stuetz and Frechen 2001). In reality, even at the beginning of the bed life, some 
odour molecules are being removed throughout the so-called fresh zone (Ibid); but this is negligible. 
 
 
Figure 3: Schematic illustration of the three zones within the flow path in GAC beds 
 
Stuetz and Frechen (2001) reported Equation 1 to approximately predict the service life 𝑡, i.e. the 
length of time a GAC1 bed would last when used for odour removal, using 𝑊 as the mass of the GAC 
bed in kg, 𝑄 as the air flow rate in L/s, and 𝐶 as the total pollutant concentration in ppmv, averaged 
during the period 𝑡. 
 
𝑡 ≅  
6700𝑊
𝑄𝐶
 Equation 1 
 
Adsorption processes behave differently depending on the characteristics of the adsorbates and 
adsorbents involved; Figure 4 shows some examples, where the amounts of sorbate stored in the 
sorbent per unit mass of the sorbent are sketched against the sorbate concentration in the 
continuous phase  (e.g. the air) in dynamic equilibrium with the sorbent.  
 
 
 
1 The authors are not clear as to whether this is standard GAC or impregnated GAC or both. However, since 
they discourage impregnated GAC in most STW scenarios, it is likely that the equation pertains to standard GAC 
without impregnation.  
Spent zone 
Active 
zone 
Fresh zone Inlet Outlet 
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Figure 4: Graphic illustration of some of the theoretical isotherm behaviours 
 
The non-porous adsorption curve (Richardson et al. 2002, p. 971 - 974) shows a behaviour far from 
that anticipated from GAC, which has a highly porous surface. In an ideal isotherm, the amount of 
sorbate adsorbed onto the surface of the sorbent is directly proportional to the concentration of the 
sorbate in the air in equilibrium with the sorbent. If GAC behaved as an ideal isotherm, the service 
life of the isotherm would become approximately constant irrespective of the concentration of the 
sorbate (e.g. doubling the concentration would double the capacity of the GAC). In the case of the 
irreversible adsorption, the sorbent would continue to adsorb until a fixed amount of sorbate is 
accumulated on the surface of the sorbent (creating a total surface coverage or a total coverage of 
active sites equivalent to running out of reactant in bulk chemistry) irrespective of how high or low 
the pollutant concentration may be. Equation 1 is accurate for irreversible adsorption. However, all 
physical or chemical interactions are somewhat reversible, and the behaviour shown in Figure 4 for 
the irreversible adsorption never takes place exactly. 
In general, standard GAC adsorption behaves as a Langmuir isotherm (Richardson et al. 2002, p. 985 - 
986). Depending on the design and operation in question, the curvature of the Langmuir isotherm 
may be similar to that of the ideal isotherm, irreversible adsorption or anywhere between the two 
ends of the spectrum. Since odour removal with GAC in STWs behaves approximately according to 
Equation 1, most of the malodours must behave as a Langmuir isotherm with an approach to the 
irreversible extreme. 
The reasons for this behaviour of the GAC OCU can be explained by the way it is manufactured and 
the mechanisms by which it removes malodours: The main constituent of GAC is carbon, which can 
be cheaply sourced by pyrolysis of natural materials such as wood or coconut shells. The high 
temperature used in pyrolysis results in the emission of methane and other fuel molecules, which are 
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then utilised or marketed. The remaining solid matter is an inexpensive by-product, which 
constitutes about 20 % of the feed and consists mainly of carbon and some ash residue. This solid 
matter is compressed into pellets, which are then “activated” by passing carbon dioxide and steam 
over them at about 800 ֯C (Arriagada et al. 1997). 
This activation of the carbon pellets creates slit-like pores of 0.52 nm width available to the sorbates 
(Everett and Powl 1976); this provides multiple surfaces for each sorbate molecule to form van der 
Waals bonds to. Thus, even relatively non-reactive VOCs, such as butyric acid, are adsorbed in a near 
irreversible way, as they tend to become trapped in the slit-like pores (Stuetz and Frechen 2001). 
According to Stuetz and Frechen (2001, p. 346), other malodours “such as reduced sulphur 
compounds, including hydrogen sulphide, are more or less rapidly oxidised to products that are 
frequently less odorous, and sometimes not odorous at all”. They reported this oxidation to be 
catalytic; “The activated carbon surface is known to catalyse various chemical reactions, particularly 
oxidation in the presence of air” (Ibid, p 350). Such reactions are not readily reversible, which 
contributes to the near irreversible behaviour with respect to the Langmuir isotherm model 
discussed above. The fact that these oxidation products are less odorous or non-odorous is a moot 
point as they tend to be less volatile than their reactants and tend to bind to the surface of the GAC. 
The product of 𝑄 and 𝐶, in Equation 1, is widely referred to as the odour load or pollution load. The 
approximation that the service life is inversely proportional to the average odour load is valid even at 
high fluctuations of the odour load. The fluctuations in the odour loads would only slow down or 
speed up the rate of expanding the spent zone. The average rate of expanding the spent zone 
remains proportional to the average odour load. This is good news for the BTF-GAC combination 
approach because any odour molecules captured by the BTF lengthen the life of the GAC bed. Thus, 
the GAC bed in the BTF-GAC combination will be much smaller, cheaper and more environmentally 
friendly than a stand-alone GAC unit. 
The, GAC can be impregnated with a reactant to enhance the capacity for the removal of a malodour 
or a category of malodours. “For practical deodorization objectives in wastewater applications, 
adsorbent impregnations are a mixed blessing: the total capacity for physical adsorption of the usual 
wide range of odorous vapours is reduced by the sacrifice of surface area and pore volume occupied 
by the impregnant. The net result is usually disadvantageous” (Stuetz and Frechen 2001). The case 
for impregnation would therefore seem equivocal. 
The reactants used include sodium hydroxide, potassium hydroxide and metallic salts such as copper 
sulphate or lead acetate. However, the metal impregnated GACs cannot be directly disposed to 
landfill as they are typically classified as hazardous materials due to their content of heavy metals 
(Stuetz and Frechen 2001). 
Calgon Carbon Corp patented a GAC type suitable for regeneration on site. Here, the GAC is 
immersed in a urea solution to impregnate the GAC with 4% urea, on dry basis. The impregnated GAC 
at room temperature is then rapidly heated to 900 ֯C (Matviya and Hayden 1994). This introduces 
nitrogen into the carbon matrix; which gives the GAC catalytic properties. For example, reduced 
sulphides such as H2S and mercaptans are catalytically oxidised to sulphate, which unfortunately 
then blocks the catalytic site. This type of GAC can be regenerated by water-washing the 
accumulated sulphate (Hayden and Butterworth 1996). In STWs, the H2S concentration is not thought 
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to be high enough to make these GACs more favourable than the conventional GACs (Stuetz and 
Frechen 2001). 
The removal of gases in GAC beds is achieved by chemical or physical interactions that are generally 
exothermic; when readily combustible gasses such as VOCs are removed, if the VOC concentration is 
high enough to (a) support combustion (b) provide enough heat of adsorption to rise the 
temperature beyond the autoignition temperature, then the contents of the GAC bed would ignite 
(Zerbonia et al. 2001). This, in principle, could make GAC adsorption a potential fire risk. 
Furthermore, in GAC impregnated with potassium hydroxide, secondary catalytic exothermic 
reactions may occur, producing small areas of high temperature. To address this risk, some suppliers 
have replaced caustic impregnation with copper impregnation (Lyon 2017). 
Some fire incidents have been reported associated with the GAC adsorption; none that have been 
reported have taken place inside an STW. A GAC bed deodorizing the air from three crude sulphate 
turpentine tanks, caught fire and exploded in 1995 (EPA 1997). In another incident, the GAC bed 
desulphurizing the air to CHP engine was taken out, exposing the methane in the GAC to the ambient 
air (Lyon 2017). In a third incident, oxygen was injected to a GAC bed to increase its service life; 
within a day, the GAC tank caught fire (Ibid). 
It is difficult to see how the normal use of GAC for air treatment in STWs, could produce heat nearly 
rapidly enough for auto combustion. Any heat produced by gas absorption is generated over the 
months of GAC service life. There is a huge throughput of air at near outdoors temperature, and no 
significant rise of temperature is therefore expected.  The only scenario that could lead to a fire, 
would be absorption over a significant proportion of the bed followed by rapid combustion of all of 
this adsorbed material, initiated by a hot spot.  How such a hot spot could arise is unclear. Even then 
the carbon, being a good conductor of heat would tend to quench the hot spot. 
GAC beds are usually used in STWs, where the pollution concentration is extremely low, yet it must 
be further reduced. A common example is the outlet air from biological OCUs, in which most of the 
pollutants are removed, yet, due to the extremely low concentration consents, further treatment is 
achieved in a GAC bed (Burgess et al. 2001). The extremely low concentration consent is often due to 
the high odour sensitivity in urban areas and the extremely low odour threshold of many malodours. 
This secondary odour treatment is often referred to as “carbon polishing” of the air. As explained 
earlier, there are no sources of high enough VOCs in air within STWs for to cause a fire hazard. 
However, in industries with considerably higher concentration of VOCs, carbon polishing rather than 
a standalone GAC would avoid the fire hazard.  
 
2.2.4. Hybrid OCU systems  
Often different technologies are used in series to achieve the desired outlet air characteristics, in a 
practical manner. One example is the carbon polishing of partially treated air, as described in the 
previous section. Another example is the chemical scrubbing of air containing a combination of 
amine group molecules and sulphur volatile compounds. The sulphur compounds such as H2S and 
mercaptans would have to be removed in an alkali scrubber. The partially treated air would then 
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have to be sent to an acid scrubber where the amine group pollutants such as ammonia and triethyl 
amine in the air are reacted with sulphuric or nitric acid. 
BTF+GAC is the main hybrid OCU option for STWs, as discussed in Sections 2.3 and 2.4. The BTF+GAC 
option is further deliberated in Sections 2.4, 3.5 and 0.  
 
2.3. Air Treatment at Thames Water 
Thame Water operates a range of OCUs. Therefore, as part of this project an interactive inventory 
(spread sheet) of the OCUs was developed and used to categorise the OCUs; a subset of this 
spreadsheet is shown in Appendix A. Some of the data was obtained from existing spread sheets 
made available by the companies OSIL and Thames Water. Other documents, site visits and personal 
communications with operation staff were used to corroborate the inventory data and fill 
information gaps, where possible. 
The existing spread sheets provide descriptions of entire OCU systems in series at each STW, which 
has been designed to suit decision making for asset management purposes. As opposed to these 
existing spreadsheets, the author allocated a row to each individual vessel. For each row, there are 
numerous subsequent interactive columns, where for each cell there are appropriate options to 
select from (e.g. the packing media used or whether a GAC bed is stand-alone or polishing). This data 
sheet would inform detailed information about current practices. For example, the number of 
packed beds made of a specific material could be obtained with a press of a button.  
Figure 5 demonstrates an example of ways in which the interactive spread sheet can be used to 
classify OCUs in Thames Water. If an extensive LCA and economical assessment work had been 
chosen as the main part of this project, individual design options could have then been compared to 
identify the design hotspots for improvement. The author recommends this for possible future 
doctorate research projects.  
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Figure 5: Summary of OCU inventory within Thames Water as of August 2016 (based on the number of vessels) 
 
This OCU inventory developed has some flaws: The information with respect to some classifications 
could not be found for some OCU vessels. Also, the reference documents used in producing the OCU 
inventory spread sheet, had been produced by different personnel and based on personal 
communications with different operators. Thus, the terminologies for describing different types of 
biological OCUs (Figure 2) have been used interchangeably. For example, 8 lava rock bio-scrubbers 
are in the spread sheet, whilst lava rock is usually used in biofilters or biotrickling filters. In the odour 
management reports, however, 8 of the lava rock beds had been identified as “bioscrubbers”. The 
data in the interactive data sheet are included in Appendix A. 
Whilst the inventory developed still has limitations (see the previous paragraph), it reliably showed 
that as of August 2016, there were about 100 biological OCUs, 60 of which were carbon polished.  
Therefore, the correct modelling of such units is of interest to Thames Water and, by extension, 
other water treatment corporations round the world. 
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2.4. Comparison of types of odour control units  
2.4.1. Technical comparison 
The technical advantages and disadvantages of OCU options, most frequently used within STWs, are 
listed in Table 1, with reference. Some highlights and rationale can be drawn from Table 1: Chemical 
scrubbers are more robust to sudden changes in odour loads than biological OCUs, as they are 
normally designed to almost immediately adjust to sudden changes in odour loads by adjusting the 
chemical dosing rate. However, the control systems are not always operational, which can lead to 
significant over-dosing. Due to requiring low EBRTs, they can provide an advantage when space is a 
constraint. Also, their start up is swift compared to biological options. The rate of chemical 
consumption in these devices is the main source of operational costs, which depending on the 
contaminant loads could become significantly more expensive than biological options (Estrada et al. 
2011). 
GAC beds remove odour reliably up to the point in time when they are saturated, at which point the 
GAC bed in the vessel must be replaced. This makes stand-alone GAC beds economically and 
practically unsound in most scenarios. Therefore, this option is most frequently used for polishing an 
air stream that is mostly treated from another type of OCU. GAC upstream of a biological OCU is 
encouraged particularly when odour levels in the inlet air is expected to fluctuate rapidly and 
substantially. 
As alluded to in Section 2.2.2, biological OCUs can be more diverse with respect to their design 
requirements. Biofilters and Bio-Trickling Filters (BTF) are two of the most frequently adopted 
designs, although the choice of design options and terminologies are somewhat varied. Biofilters are 
the earlier adoptions of biological OCUs; they are not typically carbon polished. A biomass-based 
compressible packing media is typically used, which would justify the frictional pressure losses 
reaching up to 3 times that of BTFs. 
BTFs on the other hand, use non-biodegradable media, such as crushed rocks and moulded plastic 
media. This results in a more consistent performance, whilst reducing the added fanning cost, caused 
by the higher frictional pressure losses. In biofilters, the packed bed is often made of biomass and 
must be replaced frequently, whilst in the case of BTFs, the media lasts as long as the entire OCU 
system. In odour sensitive areas, a stand-alone BTF may not be adequate for meeting the emission 
limits, in which case the outlet from the BTF can be carbon polished. Whilst GAC OCUs are costly, in 
general, when used for polishing the BTF air, they can afford to have a lower bed depth and retention 
time. This would also moderate the frictional pressure loss and power consumption associated with 
this secondary OCU. Furthermore, a well-designed and well-managed BTF would ensure that the GAC 
bed would require a low frequency of replacement. 
This basic comparison of OCUs makes a strong case for the use of BTFs in most cases. However, a 
better understanding of these OCUs, for example by testing and mathematically modelling their 
performance, would make it clear as whether they are adequate for delivering the required outlet air 
characteristics, in each individual scenario. 
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Table 1: Highlights of OCU options most frequently considered within STWs 
Treatment 
option  
Advantages  Disadvantages and limitations  Frictional 
pressure loss 
Load range  Other information 
Bio-
filtration 
Low cost and environmental 
impact (Deshusses 1997, Van 
Harreveld 2007). Any 
combination of lava rock, bark, 
wood chip or sea shells could be 
used (Kennes and Thalasso 
1998), which can be renewably 
and, except for lava rock, usually 
locally sourced. 
Design limit of 3000 OUE.m-3 at the 
outlet (Frederickson et al. 2013). High 
annual material consumption and 
high land occupation (Estrada et al. 
2011). High maintenance cost due to 
frequent media replacement (Burgess 
et al. 2001). EBRT of 45 to 60 s (Easter 
et al. 2005). 
1000 to 1500 Pa 
(Estrada et al. 
2011). Open 
compost 
biofilters require 
250  - 500 Pa 
(Schafer 1995). 
105 to 106 OUE.m-3 
(Van Harreveld 
2007). No more than 
15 ppm H2S (Vincent 
and Hobson 1998). 
Optimum pH 6 to 8 and 
usually the conductivity 
should be kept below 1000 
μS/cm (Van Harreveld 
2007). Annual energy 
consumption = 15 ± 3 MJ 
(m3/h)-1air treated (Estrada et 
al. 2011) 
Biotrickling 
filtration 
Low cost and environmental 
impact (Deshusses 1997, Van 
Harreveld 2007). Low OPEX 
(Estrada et al. 2011). Suitable for 
volatile organic sulphur 
compounds (Smet et al. 1998). 
High CAPEX (Estrada et al. 2011). 400 – 500 Pa per 
vessel (Dorado et 
al. 2009). 
 Annual energy consumption 
= 7 ± 1 MJ (m3/h)-1air treated 
(Estrada et al. 2011). 
Biotrickling 
filtration + 
Activated 
carbon 
Minimised risk of odour escape. Highest overall head loss. High cost 
(NPV) (Estrada et al. 2011). 
1800 – 2250 Pa 
(Estrada et al. 
2011). 
 
  
Acid 
chemical 
scrubbing 
Rapid start up, more experience 
in design and operation (Gabriel 
and Deshusses 2004). Can adapt 
quickly to changes in load. 
High environmental impacts 
associated with consumption of 
chemicals and potable water 
(Alfonsín et al. 2013). 
400 – 500 Pa 
(Burgess et al. 
2001). 
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Treatment 
option  
Advantages  Disadvantages and limitations  Frictional 
pressure loss 
Load range  Other information 
Alkaline 
chemical 
scrubbing 
Rapid start up, better experience 
in design and operation (Gabriel 
and Deshusses 2004). Frictional 
pressure loss as little as 200 Pa 
per metre of packed bed (Estrada 
et al. 2011). 3 to 5 s EBRT 
(Burgess et al. 2001). Can adapt 
quickly to changes in load. Suited 
to low odour concentrations 
(Brockett 2019). 
Also, at abnormally high H2S levels 
such as 100ppm Scrubbers can be the 
most expensive alternative (Estrada 
et al. 2011). Biological H2S removal 
was evaluated to be 62 % cheaper 
(Comas et al. 1999). High 
maintenance with purge of chemicals 
(Burgess et al. 2001). High 
environmental impacts associated 
with consumption of chemicals and 
potable water (Alfonsín et al. 2013). 
400 – 500 Pa 
(Burgess et al. 
2001). 
   Annual energy consumption 
= 15 ± 3 MJ (m3/h)-1air treated 
(Estrada et al. 2011). 
Adsorption 
(stand-
alone 
activated 
carbon) 
Rapid start up, better experience 
in design and operation (Gabriel 
and Deshusses 2004). EBRT of 2 
to 3 s. Low CAPEX (Estrada et al. 
2011). 
Frictional pressure loss of 1400 to 
1750 Pa at depth of only 0.5m and 
stand-alone lasts only 3 to 9 months. 
Also, the spent carbon must be 
treated as hazardous waste. 
Therefore, this has the highest OPEX 
and the highest overall cost (NPV) 
amongst conventional OCUs (Estrada 
et al. 2011). 
1400 - 1750 Pa 
(Estrada et al. 
2011) 
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2.4.2. Environmental comparison 
Alfonsín et al. (2015) conducted a comparative environmental impact assessment on several OCU 
options for STWs. The highlights of their research are described in this section, to identify the most 
environmentally friendly OCU option(s). The favoured OCU option is investigated in detail in the 
following chapters of this thesis. 
Alfonsín et al. (2015) used the LCA framework as outlined by ISO 14040, to conduct their analysis, as 
described in the coming paragraphs. They considered (1) not treating the air (2) biofiltration (3) BTF 
(4) stand-alone GAC (5) alkali chemical scrubbing and (6) GAC polished BTF. They based their analysis 
on the Functional Unit (FU) of 1 m3 of outlet air, treated or otherwise.  
The system boundaries are drawn such that the flows in and out are (1) the air emissions in the 
outlet air, (2) any waste water discharged, (3) the material used in the equipment as well as the 
consumption of (4) water, (5) chemical and (6) power and (7) transportation. The disposal of the OCU 
at the end of life (20 years) as well as all other waste material is also taken to account. For example, 
the BTF packing media is assumed to be replaced every 10 years whilst the biofilter packing media is 
assumed to be replaced every 2 years. The system boundaries include all life cycle stages of 
construction, operation and end of life; this is widely known as the “cradle to grave” system 
boundaries. 
Alfonsín et al. (2015) explained that the impact from the leachate produced from the BTFs is 
negligible for two reasons. Firstly, the leachate is typically added to the sewage upstream of the STW. 
Thus, most of its nutrients are removed before discharge to the environment. Secondly, the amount 
of leachate is negligible compared to other contributors to environmental impacts. 
Alfonsín et al. (2015) assumed the pollution composition in the untreated air as reported by Zarra et 
al. (2008). Based on water solubility of each pollutant, they crudely assumed a removal efficiency to 
approximate the composition in the released air. For example, they reported 20.9 mg/m3 of H2S in 
the untreated air and 0.209 mg/m3 in the outlet air (i.e. in the stack) of all five investigated OCU 
systems. This represents 99 % H2S removal for all OCUs. For some other pollutants they assumed 90% 
removal due to being hydrophobic. This approximation only pertains to the environmental impacts 
associated with release of air pollutants at the stack, which is negligible compared to the total 
environmental impacts. Thus, the crudeness does not disqualify the environmental impact 
assessment results. 
Alfonsín et al. (2015) also reported the rest of the adopted lifecycle inventories, to cover the entirety 
of the system boundaries, based on published case studies. For example, they referred to a chemical 
scrubbing case study by Gabriel and Deshusses (2004), who reported air flow of 50 000 m3/h and 
sodium hypochlorite  (25 % w/w) consumption rate of 28.85 L/h. Dividing the consumption rate by 
the air flow rate provides the consumption rate of 5.77 × 10-4 L sodium hypochlorite solution for the 
FU of 1 m3 treated air. 
Alfonsín et al. (2015) entered all the obtained life cycle inventories in the software SimaPro, using the 
Ecoinvent data base and reported the simulated environmental impact potential values for each of 
the OCU systems. For example, climate change potential is calculated by aggregating all gas 
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emissions within the life cycle of the OCU to carbon dioxide equivalent and reporting the sum of 
these aggregated values. For example, emitting one gram of methane would contribute to climate 
change as much as 86 grams of carbon dioxide, within 20 years of the emission (Myhre et al. 2013). 
Alfonsín et al. (2015) reported the simulated values of climate change potential, freshwater 
eutrophication potential, photochemical oxidant formation potential, freshwater ecotoxicity 
potential, marine ecotoxicity potential, terrestrial environments ecotoxicity and human toxicity 
potential associated with the OCU options; Figure 6 illustrates the results corresponding to the 
climate change potential, as an example. 
 
 
Figure 6: The Climate change potential associated with the treatment of 1 m3 of air with different OCU options - 
simulated in SimaPro by Alfonsín et al. (2015) 
 
Chemical scrubbing and the GAC option were reported to have an environmental impact significantly 
higher than the biological options, with respect to all environmental impact categories. Based on the 
whole life cost analysis (Brockett 2019), BTF is the preferred option, except for high flow rate and low 
odour load cases, where chemical scrubbing may offer a lower cost solution. Depending on the 
characteristics of the odorous air and the stack air quality requirements, a standalone BTF may not 
be adequate, as discussed in 2.4.1. In such cases, the BTF’s outlet air is carbon polished to meet 
stringent odour removal requirements. This poses a significantly smaller environmental impact than 
standalone GAC and chemical scrubbing. 
The author undertook 12 modules, as a part of his EngD project, most of which were from the 
master’s degree programmes offered at the Centre for Environment and Sustainability (CES) at the 
University of Surrey. They included the modules: Life Cycle Thinking (LCT) and Life Cycle Assessment 
(LCA). For the LCA module assignment in 2018, instead of the offered case studies, the module 
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coordinator agreed for the author to define a case study for air treatment. The author inserted the 
life cycle inventories by Alfonsín et al. (2015) for the BTF and chemical scrubbing options, considered 
in their paper, into the SimaPro software, which led to almost identical simulation results to those of 
Alfonsín et al. (2015). This suggests that any updates to the Ecoinvent data base did not have a 
substantial impact. The author changed the location specified in SimaPro from Spain to the UK, which 
changes the assumed source of electric power and fuel for transport. The change of the case study 
from Spain to the UK also had a negligible impact. 
2.4.3. Considerations arising from Section 2.4.2 and 2.4.1 
From the discussions in Sections 2.4.2 and 2.4.1 it can be concluded that the most economically, 
operationally and environmentally viable option is usually the standalone BTF, if and when it proves 
adequate to address the problem of odour. This can be attributed, at least partially, to the following 
characteristics of BTFs: 
• No chemicals used; 
• Lower head loss than biofilters; 
• No need for frequent replacement of the packing media. 
However, in many cases, stand-alone BTFs cannot reduce the odour levels to stringent outlet 
requirements, without becoming very large.  In these cases, a BTF+GAC system may prove cost 
effective without a significantly large additional environmental impact. 
In carbon polished OCU systems, the design of the BTF process can significantly affect the service life 
of the GAC process. Thus, where carbon polishing is inevitable, a better understanding of the 
behaviour of BTFs can help optimising the BTF part to minimise the costs and environmental burdens 
of the overall OCU system, whilst achieving the air quality requirements. 
In this doctorate, an improved understanding of the performance of BTFs is developed by pilot 
testing and mathematical modelling of the performance of the BTF technology.  
 
2.5. Gas detection technologies and olfactometry tests 
The levels of odour and malodours in the air inlet to an outlet from a pilot BTF are measured and 
discussed, in Chapter 3, using different gas detection technologies. In this section the scientific 
working principles behind these gas detection technologies are critically reviewed. The highlights of 
this critical review will prove instrumental in identifying an appropriate and reliable gas detection 
technology. 
2.5.1. Electrochemical gas detectors  
Electrochemical gas detectors are commended for their competitive price and selectivity for H2S 
detection (Park et al. 2009, Zeng et al. 2016). Electrochemical gas detectors do not require an air 
pump to draw an air sample of known volume. Instead they are simply put in contact with the air, 
from which the gas to be detected naturally diffuses into the detector. Due to this feature, 
electrochemical detectors continuously project a measurement and can be set to keep recordings at 
any set frequency (e.g. every 10 seconds). 
Page | 33  URN: 6111100 
The gas to be detected contributes to an oxidation or reduction reaction in an electrolytic cell, the 
electric current from which is used as a measure of the gas concentration (Kroll and Smorchkov 
1996). The working principles of electrochemical gas detectors are schematically illustrated in Figure 
7. 
 
Electrolyte Reservoir
Counter Electrode
Reference Electrode
Sensing Electrode
Membrane
O-Ring Seal
Resistor
Source of 
fixed voltage
Nozzle exposed to the sample air
 
Figure 7: A schematic illustration of the working principles behind electrochemical gas detectors 
 
An electrochemical sensor consists of a reservoir of electrolyte, continually exposed to the ambient 
air via a nozzle. The nozzle is covered with a hydrophobic membrane to prevent the electrolyte from 
escaping. When the sensor is exposed to the air sample, some of the molecules of the gas to be 
detected diffuse into the electrolyte solution. 
The electrolyte reservoir contains an anode and a cathode to make up an electrolytic cell. In the case 
of H2S detection, the oxidation reaction takes place on the surface of the anode, which is often 
referred to as the “working electrode” or the “sensing electrode” (Zeng et al. 2016), according to the 
following stoichiometry: 
H2S + 4H2O → SO42- + 10H+ + 8e- 
This reaction is balanced by a reduction reaction taking place in the cathode, also known as the 
“counter electrode”, stoichiometry for which was given incorrectly (it was not balanced) by Zeng et 
al. (2016). The corrected version for the reduction reaction is shown below: 
2O2 + 8H+ + 8e- → 4H2O 
With reference to electrochemical H2S sensors, Zeng et al. (2016) recommends an electrolyte with 
10% to 28% sulfuric acid, 1% to 3% glycerine, 0.5% to 1.5% sodium chloride and 0.1% to 0.5% 
hexamethylenetetramine, without specifying if the basis for this composition range is the mass or the 
number of moles. The above composition of the electrolyte has been found to maximise the 
selectivity to the gas in question as much as possible. 
Page | 34  URN: 6111100 
The electrodes are developed by the manufacturers to catalyse the reactions pertaining to the 
detected gas. It is possible that the developed electrodes, catalyse the reactions pertaining to gasses 
other than the one the detector is calibrated for, in which case the manufacturer must provide the 
extent of the cross sensitivity of the detector with other gases.  
Wiring the anode and cathode to one another leads to a flow of electrons from the anode to the 
cathode. This electric current has been shown to be proportional to the H2S concentration in the air 
and is therefore used as a measure of H2S concentration in electrochemical sensors (Zeng et al. 
2016). Bates (2017) reported a current of 0.35 µA for every ppmv of H2S in the air. The positive ions 
generated on the surface of the anode in the electrolyte travel to the surface of the cathode and 
react to balance the overall stoichiometry. Combining the oxidation and reduction reactions provides 
the following overall stoichiometry:  
H2S + 2O2 → H2SO4 
The overall equation shows that the H2S molecules diffusing into the electrolyte react with oxygen to 
produce sulphuric acid, which adds slightly to the amount of sulphuric acid inside the reservoir. The 
build-up of the sulphuric acid would eventually drift the detector out of calibration. Whilst 
electrochemical detector providers recommend periodic calibration, the cause of the drift from 
calibration was not found in the literature. 
Electrochemical H2S detectors are typically sensitive to ppm levels, with one notable exception, 
designed to detect 10 ppbv of H2S; this will be discussed in Section 3.4.1. Designing electrochemical 
sensors for lower concentrations requires larger nozzles and more porous membranes; beyond a 
limit this can compromise the resilience and longevity of a sensor (semanticscholar.org 2019).  
 
2.5.2. Gold film gas detectors  
Gold film can be used in high sensitivity gas sensors for detecting some reactive gasses such as 
mercury (McNerney 1973) and H2S (Bell and McNerney 1988), as implemented by Arizona 
Instruments LLC. In their instrument, an air sample of fixed volume is automatically pumped into a 
chamber, where it is put in contact with a gold film of 400 to 800 nm (Bell and McNerney 1988). The 
irreversible chemical reaction of the pollutant molecules on the gold film increases the electrical 
resistance of the gold film, proportional to the number of pollutant molecules adsorbed (Stuetz and 
Frechen 2001). The gold molecules react with H2S molecules and form AuS, which is significantly 
resistant to electric current (Li et al. 2016). 
The accumulation of the chemisorbed H2S results in the saturation of the gold film.  This accumulated 
H2S is eliminated entirely by heating the gold film to 256 ֯C. The gold film is then cooled back down to 
room temperature, which takes 45 minutes, during which period the detector cannot be used. 
As mentioned above, mercury vapour and H2S are two of the gasses that significantly increase the 
resistivity of the gold film. If both mercury and H2S were present in the air sample, it would become 
impossible to ascertain the concentration of either of the pollutants from the change in the electrical 
resistance. To avoid interference from the mercury vapour in H2S gold film detectors, the air sample 
Page | 35  URN: 6111100 
is first passed through a mercury filter. The original patent for this gold film technology 
recommended a filter of cadmium-coated glass wool (Bell and McNerney 1988). 
Vinegar (1984) reported cross sensitivity of up to 45% to mercaptans and 7% to dimethyl sulphide (by 
volume). This must be considered when these gases are present at levels comparable to H2S. 
Hypothetically, a gold film detector could be designed with H2S, mercaptan, dimethyl sulphide and 
mercury filters to detect the levels of each gas separately. However, this would add to the purchase 
and maintenance costs and reduce the portability of the detector. In section 3.4.2, H2S is establish as 
the main volatile sulphurous compound for the pilot study that is the focus of this thesis. 
Due to their design principle, gold film detectors do not typically loose calibration upon use, as the 
gold film returns to its original condition every time it is regenerated. The manufacturer however 
recommends annual maintenance in which the equipment is calibrated, and its air pump and filter 
are tested and replaced, if necessary. 
The high cost of manufacture is to a large extent due to the complexity of production of gold film 
with less than a micrometre thickness that will last for years, despite regular temperature changes by 
hundreds of degrees Celsius. So far, Arizona Instruments LLC has been the only manufacturer of this 
technology. Because of their bondability, high electrical conductivity and resistance to corrosion and 
oxidation gold films have been used in a range of in microelectronic applications (Mattox 1973, 
Rairden et al. 1971), which had created a significant technological advancement towards overcoming 
challenges against manufacturing and operating extremely low gold films. 
One of many manufacturing challenges overcome by Arizona Instruments LLC is the gold film used in 
these detectors would not adhere well on the commonly used support media such as silicon oxide 
and alumina. To ensure the longevity and durability of the gold film, an adhesive layer of chromium, 
titanium, lead or nickel can be used in between the gold film and the support medium (Rairden et al. 
1971, Mattox 1973, Sorensen and Giaunsinger 1994). Such extremely thin metallic films can be 
manufactured and mounted on one another, without susceptibility to detachment caused by the 
extreme temperature changes, according to the method described by Sorensen and Giaunsinger 
(1994). In this method, the metal intended for the first layer is evaporated under extremely high 
temperatures provided by a “tungsten boat” in a “high-vacuum resistance heating evaporator”, 
providing an absolute pressure of less than 1 micro torr (Sorensen and Giaunsinger 1994). This vapor 
is then deposited onto the surface of an alumina substrate forming a metallic film. The thickness of 
this metallic film is monitored, electronically and the vapour deposition is stopped automatically 
upon achieving the intended film thickness. The subsequent layer or layers of metallic films are 
deposited on top of the exposed surface, using the same methodology. 
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2.5.3. Photoionization total VOC detectors   
Photo-Ionization Detectors (PID) are used for detecting the mole fraction of Volatile Organic 
Compounds (VOC) and other gases in and air sample. In this device, an Ultra Violet (UV) lamp emits 
photons that pass through the air sample (Dong et al. 2013). If a photon collides with an electron and 
has enough energy to remove the electron from its molecular orbit, the gas molecule becomes 
ionised (Ibid). In a PID instrument these charged molecules are attracted to a collector electrode to 
create an electric current proportional to the concentration of the gas to be detected (Ibid). For each 
gas molecule, there is a minimum energy necessary for the ionisation to take place, which is 
commonly referred to as the Ionisation Energy (IE) for the gas in question. The PID detector is only 
sensitive to gases with IE values, smaller than that of the UV lamp used. 10.0, 10.6 and 11.7 eV lamps 
are typically used in hand-held PID devices to emit the required UV; 10.6 eV lamps are the most 
frequently used option which generally last between 1 to 3 years depending on the frequency of use 
(RAE Systems 2018).  
Isobutylene is the industry standard VOC used for the calibration of handheld, PID detectors. The 
calibrated PID can then be used to make a detection from a sample of a known concentration of a 
single gas. The actual concentration divided by the detection concentration is calculated as the 
correction factor for the gas examined. Due to the working principles behind this technology, the 
correction factor is a constant at all gas concentration levels. However, the correction factors depend 
on the energy carried by each photon emitted from the UV lamp. Thus, the published values of the 
correction factor are specific to the photon energy of the UV lamp used in the device. A user manual 
published by the company RAE Systems (2018), includes a library of correction factors based on the 
reference gas of isobutylene, and for the 10.6 eV UV lamps. The Correction Factors (CF) are provided 
in this table for individual compound detection. For example, if the detector reads 1 ppmv from an 
air sample known to have contained only toluene, the actual level of toluene can be estimated to 
have been 0.45 ppmv based on the CF of 0.45 published for 10.6 ev lamp (RAE Systems 2018). In the 
case of the data survey conducted by the author (see Chapter 3), the unit was set to report readings 
in toluene equivalent. 
The air pollutants in the case study reported by Alfonsín et al. (2015) are considered here as an 
approximate composition of air pollution emitted from STWs. The gases with top 13 highest 
concentrations were found to constitute 99.3% by mass of the total pollutants and were isolated for 
further analysis. Out of these 13 compounds Benzaldehyde and Acetophenone had to be excluded as 
the photoionization data could not be found for these gases. Also, acetic acid could not be detected 
with the 10.6 eV UV lamp, as the acetic acid molecules require slightly more energy than the photons 
from a 10.6 eV UV lamp could provide (minimum of 10.66 eV). Table 2 contains the IE values for the 
remaining 10 gases, all of which have IE values below the 10.6 eV of energy provided by phonons 
emitted by the UV lamp.  
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Table 2: A list of the primary air pollutants emitted form STWs reported by (Alfonsín et al. 2015) – The Ionisation 
Energy (IE) values are as published by RAE Systems (2018). The Correction Factors (CF) are based on the 10.6 eV 
lamp.  
Gas component 
Gas 
concentration 
(mg/m3) 
Molar 
mass 
(g/mol) 
Gas 
concentration 
(ppmv)  
𝑿𝒊 𝑪𝑭 IE (ev) 𝑿𝒊 ÷ 𝑪𝑭𝒊 
Hydrogen sulphide 20.91 34.1 14.94 0.834 3.3 10.45 0.253 
Butanone 4.54 72.11 1.53 0.086 1 9.51 0.086 
Methanethiol 1.97 48.11 1.00 0.056 0.54 9.44 0.103 
Toluene 0.509 92.14 0.13 0.008 0.45 8.82 0.017 
Acetone 0.462 58.08 0.19 0.011 0.9 9.71 0.012 
Dimethyl disulphide 0.213 94.19 0.06 0.003 0.2 7.4 0.015 
Limonene 0.115 136.24 0.02 0.001 0.33 8.2 0.003 
2-Butoxyethanol 0.0963 118.17 0.02 0.001 1.2 <10 0.001 
D-limonene 0.023 136.24 0.00 0.000 0.33 8.2 0.001 
Benzene 0.0219 78.11 0.01 0.000 0.47 9.25 0.001 
SUM N/A N/A N/A 1 N/A N/A 0.492 
 
The VOC levels2 in Table 2 are converted to the units of ppmvs, assuming ideal gas law, 20ᵒC 
temperature and absolute pressure of 1 bar. The value of 𝑋𝑖  is then estimated for each pollutant 
according to Equation 2, using 𝑦𝑖  as the mole fraction of the individual VOCs (Coy et al. 2000). Here, 
values of ppmv are used, which provide identical answers, as the factors of one million cancel out 
from the numerator and the denominator. 
 
𝑋𝑖 = 𝑦𝑖 ÷ ∑(𝑦𝑖)
𝑛
1
 Equation 2 
 
These values of 𝑋𝑖  are then used in Equation 3, to calculate the correction factor, on a molar/volume 
basis, for the entire mixture 𝐶𝐹𝑚𝑖𝑥, using 𝐶𝐹𝑖 as the correction factor for individual gasses (Coy et al. 
2000). 
 
𝐶𝐹𝑚𝑖𝑥 = 1 ÷ ∑ (
𝑋𝑖
𝐶𝐹𝑖
)
𝑛
1
 Equation 3 
 
According to Table 2 the correction factor of the mixture can be calculated to be 2.03 
(𝐶𝐹𝑚𝑖𝑥=1÷0.492=2.03). If the ratio of different VOCs is known and constant, the correction factor of 
 
2 Whether or not H2S is a VOC, is a moot point. See https://en.wikipedia.org/wiki/Organic_compound 
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the mixture can be used to accurately measure the total VOC levels in ppmv in real-time with a PID 
instrument. The problem is that the literature shows a significant variation in the composition of 
VOCs emitted in STWs, as described in the next few paragraphs. 
Gas Chromatography–Mass Spectrometry (GC-MS) is an accurate and reliable method for detecting 
individual VOCs in a mixture. In a GC-MS investigation of sewage sludge emissions in Turkey, Dincer 
and Muezzinoglu (2008) reported monoaromatic VOCs to constitute 69% of the mass concentration 
of the total VOCs. These monoaromatic VOCs primarily consisted of toluene, p-xylene, m-xylene and 
o-xylene, all of which have similar photoionization properties. Therefore, in this thesis, the total VOC 
measurements will be used for model fitting in toluene equivalent, as reported by the detector. 
Although toluene has been chosen as plausible basis for reporting of the total VOCs, it must be noted 
that the composition of the VOCs is dependent on the characteristics of the sewage sludge and 
sewage. For example, another GC-MS analysis of air emission from sewage sludge at a Polish STW, 
indicated that the aliphatic VOCs constituted between 39 and 59% of the total VOCs each (2012). In 
another GC-MS analysis, Zarra et al. (2008) found ketones alcohols to constitute most of the VOCs, 
emitted from the sludge at an Italian STW. The VOC compositions in these three papers are 
contradictory. 
The table of pollutant compositions reported by Alfonsín et al. (2015) is the only reference found for 
odorous air composition that included H2S. Considering the fact that the PID detector being used 
responded to H2S, the suspicion arose that most of the “VOC” readings may have been that of H2S. 
The subset of the H2S and VOC recordings made by the author will be used to indicate that the PID 
detector is mainly detecting VOCs with little influence from H2S in the last paragraph of Section 
3.4.4.1. 
 
2.5.4. Photochemical tubes 
This method of detection is based on the reaction of a pollutant gas present in a fixed volume of the 
air with a chemical, leading to a change in colour. An inert support media is coated with the reactant 
chemical and packed inside a glass tube. The amount of reactant per millimetre of packing is kept 
constant as much as possible. A known volume of the air sample is passed through the glass tube; the 
pollutant reacts with the reactant on the surface of the packing’s support media.  The concentration 
of the pollutant to be measured in the air is proportional to the length of the packing that undergoes 
the colour change. If the entire length of the tube undergoes colour change, a tube with a higher 
reactant content must be used instead (Draeger 2017). 
The air is sucked into the gas tube, using a hand-held pump. Many companies such as Gastec, 
Uniphos, REA and Draeger manufacture gas tubes and pumps. These pumps are universally designed 
to draw 100 ± 5 ml per pump stroke. Some suppliers, including Uniphos and Gastec, offer gas pumps 
that allow half a stroke (50 ml intake). There are minor differences between different products, such 
as the number of pump strokes the products are designed for, as well as the units of gas 
concentration by which the tubes are calibrated (i.e. mass concentration or mole fractions). 
One example is the mercuric chloride gas tube, used to detect mercaptans according to the following 
stoichiometry (written out for the case of methyl mercaptan): 
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2 CH3SH + HgCl2 → Hg(CH3S)2 + 2 HCl 
HCl + pH indicator → Pink reaction product 
 
Mercuric chloride also reacts with H2S based on a similar stoichiometry. To prevent cross sensitivity 
with H2S, mercaptan gas tubes are equipped with H2S filters. For example, the filter provided by 
Draeger (2017) is designed to filter out up to 30 ppmv of H2S. The chemical used in such filters that 
would react with H2S and not with mercaptans was not found in the literature. 
For the detection of dimethyl sulphide, potassium permanganate, which is a purple die, reacts with 
dimethyl sulphide; this leads to the discolouration of the die. Potassium permanganate also reacts 
with H2S and mercaptans in a similar chemical reaction. H2S is, therefore, filtered out, as explained 
above. However, the mercaptans remain and react with double the sensitivity (Ibid). As a result, 
these gas tubes can only be used reliably, in parallel with mercaptan detection. 
 
2.5.5. Olfactometry  
Olfactometry is the method of using the human sense of smell to determine the odour concentration 
in an air sample. Thames Water asset standards typically require for the stack air of the newly 
installed OCUs’ to be sampled for olfactometry. Over the decades, different conventions have been 
proposed to describe a unit for odour concentration (Tchobanoglous et al. 2014, Stuetz and Frechen 
2001). Here, only olfactometry according to the European Standard (BS EN 13725), as published in 
English by the British Standards Institution (BSI), is described. This is because the asset standards 
require the olfactometry service provider to be UKAS accredited, and UKAS accreditation requires 
compliance with the European Standard. 
One European Odour Unit (OUE) is the “amount of odorant(s) that, when evaporated into 1 cubic 
metre of neutral gas at standard conditions, elicits a physiological response from a panel” (defra 
2010).To measure the odour concentration, the air sample in question is diluted with 
uncontaminated air or an odour neutral gas at different “dilution factors”. For example, if one part by 
volume of the air sample is diluted with 99 parts by volume of uncontaminated air, the dilution factor 
is 100. The dilution factor corresponding to the odour being detectable by 50% of the panel is the 
number of odour units per m3 of air (OUE/m3). 
The panel are an even number of persons sniffing the dilutions of the air sample, with a mechanism 
that does not allow further dilution or contamination by the ambient air. The European standard 
requires that “Odour panellists are pre-screened for both the sensitivity and repeatability of their 
responses to a test gas (n-butanol) and odour analysis has to be undertaken in a low odour 
environment” (defra 2010). It also requires a panel of no less than four persons, but encourages a 
larger panel (European Standard: BS EN 13725). Hangartner et al. (1989) recommends eight 
panellists, whilst defra (2010) recommends six. 
The sample bags are typically filled with a sample air and sent to an olfactometry service provider. 
The sample bags are required to be made of either tetrafluoroethylene hexafluoropropylene 
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copolymer, polyvinylfluoride or polyethyleneterephthalate, to prevent the sample bags from 
interfering with the air quality (European Standard: BS EN 13725). 
In order for the sample bags to be filled, the air pressure at the entry must be higher than in the air 
pressure surrounding the bag. If necessary, this can be achieved by placing the sample bags in an air-
tight chamber, pumping air out of the chamber, and connecting the odour source to the sample bag 
with a sample tube, as illustrated in Figure 8.  
 
 
Figure 8: Schematics of an air sampling mechanism to prevent the sample air from passing the air pump 
 
2.6. H2S removal data published by others 
Within the literature, several laboratory experiments on biological removal of H2S from odorous air 
have been reported and the data generated therefrom used for model fitting; the experimental data 
from these studies are presented in this section and used for comparative model fitting in Sections 0 
and 5.3.  
Yang and Allen (1994) collected data from a biofilter with air flow rate of 68 L/m and total bed 
volume of 0.018 m3, with total bed height of 1 m. They measured H2S levels in the inlet and outlet 
streams under steady state conditions, as well as from 4 intermediate sample points. Yang and Allen 
(1994) presented three graphs with data points corresponding to their measurements; the data was 
not tabulated.  
All data points reported by Yang and Allen (1994) have been converted to values of inlet and outlet 
H2S concentrations in the air, and their corresponding Empty Bed Retention Times (EBRT) are 
presented in Table 3. 
  
Air pumped out of the chamber 
Odorous air entering the bag  
Sample bag 
Sampling chamber 
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Table 3: Data extracted from Yang and Allen (1994) 
EBRT (s) Inlet H2S 
concentration (ppmv) 
Oulet H2S concentration 
(ppmv) 
3.23 206 113 
6.42 206 2.53 
9.62 206 2.71 
12.81 206 0.08 
16.00 206 0.04 
3.24 309 233 
6.44 309 117 
9.64 309 33.5 
12.88 309 1.41 
16.08 309 0.79 
3.21 434 381 
6.45 434 297 
9.70 434 182 
12.91 434 101 
16.12 434 2.72 
 
Dumont (2017) conducted a similar laboratory experiment to that of Yang and Allen (1994), where 
the air flow rate was maintained at 1.5 m3/h through a tubular bed of 8 cm internal diameter and 160 
cm height. Data for 6 inlet concentrations was reported, each data set including the inlet and outlet 
concentrations as well as the measurements from 7 intermediate sample ports. With 7 intermediate 
ports the bed can be divided into a series of 8 segments, where the outlet from each segment is the 
inlet to the following segment, which amounts to a total of 48 (6 × 8 = 48) data points as shown in 
Table 4. 
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Table 4: H2S removal data in a BTF by Dumont (2017) 
EBRT 
(s) 
𝑪𝒈,𝒊𝒏 
(mg/m3) 
𝑪𝒈,𝒐𝒖𝒕 
(mg/m3) 
EBRT 
(s) 
𝑪𝒈,𝒊𝒏 
(mg/m3) 
𝑪𝒈,𝒐𝒖𝒕 
(mg/m3) 
2.4 136 118 12.1 136 26.3 
2.4 148 120 12.1 148 37.3 
2.4 161 142 12.1 161 45.2 
2.4 203 163 12.1 203 88.9 
2.4 218 200 12.1 218 99.9 
2.4 308 261 12.1 308 134 
4.8 136 91.5 14.5 136 12.7 
4.8 148 98.9 14.5 148 24.3 
4.8 161 117 14.5 161 31.9 
4.8 203 145 14.5 203 76.1 
4.8 218 168 14.5 218 80.3 
4.8 308 222 14.5 308 112 
7.2 136 63.1 16.9 136 6.3 
7.2 148 70.9 16.9 148 7.5 
7.2 161 87.4 16.9 161 19 
7.2 203 119 16.9 203 62.1 
7.2 218 140 16.9 218 61 
7.2 308 179 16.9 308 84.9 
9.7 136 45.9 19.3 136 0.6 
9.7 148 52.3 19.3 148 1.5 
9.7 161 63.5 19.3 160 11.6 
9.7 203 104 19.3 203 53.9 
9.7 218 120 19.3 218 44.8 
9.7 308 162 19.3 308 68.1 
 
Inoculation is an industry standard technique for starting up BTFs, whereby some of the activated 
sludge produced at the secondary sewage treatment within the STW is trickled at the top of the BTF. 
As a rich source of live biomass, this aids the formation of biofilm on the surface of the support 
media. Dumont (2017) used the activated sludge produced at the STW in the city of Nantes (France) 
for inoculation. 
Romero Hernandez et al. (2013) collected H2S removal data from a similar laboratory set-up to that 
of Dumont (2017), where tap water was used to irrigate the BTF from the top, and data with and 
without micronutrient dosing was published. A subset of the experimental data by Romero 
Hernandez et al. (2013) is included in Table 5; it has been isolated for analysis later conducted in this 
thesis. The exclusion of some of the experimental data by Romero Hernandez et al. (2013) is justified 
next. 
Romero Hernandez et al. (2013) used tap water to irrigate the BTF; only some of the experiments 
included micronutrient dosing. Treated sewage is the source of water fed to biofilters in STWs, which 
carries some, perhaps sufficient, micronutrients as opposed to pure tap water, which lacks most of 
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nutrients added by Romero Hernandez et al. (2013). Table 5 only includes the data with 
micronutrient dosing to aid a realistic representation of industrial BTFs. 
Only some of the experiments by Romero Hernandez et al. (2013) were from an inoculated bed. To 
maintain consistency with the experiments by Dumont (2017) and the experiments conducted by the 
author, as described in chapter 3, only the data from inoculated beds are included in Table 5. 
The subset of the data by Romero Hernandez et al. (2013) under both bed inoculation and 
micronutrient dosing included three experiments, where the inlet concentration was gradually 
increased over a period of 10 days in each case. During each experiment, the flow rates was 
maintained constant corresponding to 16 s, 24 s and 35 s EBRT. The experiment under 24 s EBRT 
showed a decline of elimination capacity at gas phase H2S concentrations higher than about 100 
ppmv. Romero Hernandez et al. (2013) attributed this to H2S inhibition. The exploration of whether 
this observation is caused by inhibition is not within the scope of this thesis, but this inhibition seems 
not to occur at high H2S concentrations in other experiments in the same set. Therefore, only the 
data for 16 s and 24 s EBRT are included in Table 5. Romero Hernandez et al. (2013) reported the 
experimental data in graphic form; these are converted to tabular format in Table 5, so that they 
could be used for model fitting later in the thesis. 
 
Table 5: A subset of the data published by Romero Hernandez et al. (2013) for H2S removal in an inoculated 
laboratory biofilter with micronutrient dosing 
EBRT = 16 s EBRT = 35 s 
𝑪𝒈,𝒊𝒏 (mg/m
3) 𝑪𝒈,𝒐𝒖𝒕 (mg/m
3) 𝑪𝒈,𝒊𝒏 (mg/m
3) 𝑪𝒈,𝒐𝒖𝒕 (mg/m
3) 
33.0 0.57 178 0.39 
34.4 0.18 179 0.57 
64.4 3.02 214 0.40 
66.8 3.24 215 0.89 
80.2 7.75 252 0.40 
81.2 8.33 270 1.26 
96.2 9.54 287 4.82 
99.3 13.1 340 40.3 
113 22.3 325 2.01 
114 23.1 375 48.7 
125 25.8 346 3.61 
133 33.3 425 73.8 
173 49.9 395 35.3 
172 47.7 453 48.5 
198 72.6 
  
204 77.7 
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2.7. Summary of the conclusions arising from the literature review 
There is some evidence that Biotricking filters (BTF) can be the most environmentally friendly option 
among odour control units; also, they are relatively economical. In odour sensitive locations, 
standalone BTFs are often deemed inadequate, even though they do remove the majority of the 
odour; in such cases the BTF outlet is passed through a GAC bed. 
BTF+GAC is significantly more environmentally friendly than standalone GAC beds and chemical 
scrubbers. Optimally designing the BTF part of the BTF+GAC solution can further reduce the 
environmental impacts significantly, due to the following reasons:  
• The pollution load entering the GAC bed is approximately proportional to the frequency at 
which it must be replaced. 
• Usually most of the environmental burdens and costs of BTF+GAC emanate from the GAC 
part; this is because the GAC bed must be replaced periodically, and manufacturing GAC is 
environmentally burdensome. 
In both cases of standalone BTFs and BTF+GAC, reliable prediction of the performance of BTFs is 
highly valuable to the industry, which is pursued by testing and mathematically modelling the 
performance of BTFs in the rest of this thesis. 
H2S is one of the primary malodours within STWs, it coincides with many other malodours, and some 
H2S detectors have cross sensitivity with many other malodours. Thus, H2S is often measured as an 
odour indicator. Three experimental H2S removal data sets are introduced from the literature, so that 
they could later be used for model fitting and comparison. These data sets do not include sufficiently 
low outlet concentrations. This gap in the experimental literature is addressed in the experiments of 
the next chapter. 
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3. SULPHUSTM Pilot BTF Experiment 
3.1. Context 
Amongst conventional biological solutions for odour treatment, Bio-Trickling Filters (BTF) are 
considered by some to be the most appropriate option for removing H2S (Cox and Deshusses 1998, 
Lafita et al. 2012). Thus, when H2S is the primary contributor to the odour, BTFs are a suitable choice. 
SULPHUSTM is a relatively new design of BTF, offered by Pure Air Solutions (PAS), with the premise of 
removing almost all of the H2S and removing the VOCs more effectively than existing BTFs. Thames 
Water had a SULPHUSTM BTF unit installed at Maidenhead STW, and the author was assigned as part 
of this EngD to monitor and assess its performance in winter, spring and summer of 2016. 
 
3.2. Description of the SULPHUSTM OCU 
SULPHUSTM BTFs are cylindrical vessels filled with cylindrical packed beds of one-metre height, 
named odour packs, which are stacked on top of each other. Odour packs contain polypropylene 
strings, which are moulded in a structure that keeps the strings mostly apart. This coupled with low 
string thickness of one or two millimetres, provides a high surface area of 400 m2/m3 at a high 
voidage of 95% (Schoonhoven 2014)3. The bacterial colony, grown on the surface provided by the 
packing material, metabolises the malodourous molecules. 
A schematic depiction of the SULPHUSTM OCU is shown in Figure 9. The odour packs are irrigated 
from the top of the vessel, whereby final effluent water is sprayed periodically at a frequency set 
using the control panel. This irrigation provides the bacteria with water and some micronutrients; it 
also causes the odour packs to expand into any gaps between the odour packs and the internal wall 
of the column, preventing the odorous air from channelling round the edges of the packs. 
The odorous air carries several volatile compounds containing sulphur, such as H2S, mercaptans and 
dimethyl sulphide (Nie et al. 2019, Zhu et al. 2016). These compounds are aerobically metabolised, 
whereby the sulphur in the compounds removed from the odorous air is turned to dissolved sulphate 
which exits with the produced wastewater (‘filtrate’). The generation of sulphate reduces the pH of 
the liquid stream. Reducing the rate of irrigation and therefore the amount of available water for 
diluting the sulphate reduces the pH. Based on this principle, SULPHUSTM is equipped with a control 
mechanism that adjusts the water throughput by maintaining the drain pH at a set value, adjusted to 
2 in this case study. The final effluent sprayed from the top is approximately pH neutral and 
maintains a neutral pH at the top odour pack. Thus, the control system ensures a pH profile, ranging 
between 2 at the bottom and 7 at the top of the OCU. There was no nutrient dosing during the 
 
3 Furthermore, the way the media is configured in odour packs prevents most of the packing surface from 
forming a high angle with the direction of the average air velocity. This in principle helps reducing the head loss 
due the same mechanism as the structured packing tends to (i.e. a higher Reynold’s number would be required 
to shift from laminar to turbulent mode). However, SULPHUSTM odour packs do not classify as structured 
packing because a randomly selected segment of the odour packs (including more than one layer of strings) do 
not usually overlap other parts of the odour pack. 
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experimental work reported in this thesis. The wastewater stream exits from the bottom of the 
vessel and is released to the drain, which feeds back to the headworks of the STW. 
 
Odorous air 
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Spray final effluent
(Sampled)
pH = 2
pH = 7
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Clean air (Sampled)
Odour
Pack
Odour
Pack
Odour
Pack
Odour
Pack
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Odour
Pack
 
Figure 9: Schematics of the SULPHUSTM BTF 
 
Chitwood et al. (1999) suggests that the ‘heterotrophic’ bacteria flourish at neutral pH favouring the 
biodegradation of VOCs (e.g. the top of SULPHUSTM); Martinez et al. (2008) suggests that low pH (e.g. 
at the bottom of SULPHUSTM), the ‘autotrophic’ bacteria flourish and favour the H2S biodegradation. 
Both types of metabolisms (heterotrophic and autotrophic) require oxygen as their electron acceptor 
(Elenter et al. 2007) which is supplied by the air. Both metabolisms also require a source of carbon. 
The heterotrophic bacteria receive their carbon uptake from organic carbon, provided by the VOCs in 
the odorous air, whilst the autotrophic bacteria metabolise the carbon dioxide (Hogg 2013). 
The literature regarding the impact of pH is by no means consistent. For example, Jin et al. (2005) 
reported maximum biodegradation of H2S at pH of 6, whilst Ben Jaber et al. (2016) varied pH levels 
between 3 and 9 and reported negligible impact on the H2S biodegradation. Therefore, although 
some of the work reported in the previous paragraph would suggest two different colonies of 
bacteria with different kinetic parameters, this observation supports the use of one set of kinetic 
parameters for modelling BTFs. 
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In the case study considered in this doctorate project, the SULPHUSTM bed contains an eight-metre-
tall cylindrical vessel of three metres internal diameter, filled with 5 odour packs of three metres 
diameter and one metre height each. The remaining three metres of the vessel height not allocated 
to the odour packs is mainly the empty space at the top of vessel, where the water spray is allowed 
enough distance to disperse throughout the cross-section area of the vessel. A very small fraction of 
the vessel height is allocated to an empty space at the bottom of the vessel, which acts as a sump, 
gathering the drain water for discharge. The BTF was inoculated with activated sludge produced on 
site several months before the measurements that are reported were taken. An air EBRT of 50s was 
maintained by controlling air flow rate at the design value of 2550 m3/h, which was fixed for 
operational reasons. The air treated by the SULPHUSTM was then fed to a downstream Granular 
Activated Carbon (GAC) bed, trademarked ACTUS, as shown in Figure 10. 
 
 
Figure 10: Maidenhead STW: SULPHUSTM BTF (the larger vessel) followed by activated carbon bed (the smaller 
vessel) 
 
3.3. Maidenhead site description  
Figure 11 shows a bird’s eye view photograph of the Maidenhead STW, where the SULPHUSTM BTF 
was installed. This project was part of Thames Water’s strategy to reduce customer impact and, in 
this case, to achieve a maximum discharge concentration of 1,000 OUE·m–3 after the activated carbon 
filter. 
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Figure 11: A bird’s eye view photograph of the Maidenhead STW (courtesy of Thames Water) - Tags are added 
by the author. 
 
Figure 12 is the process flow diagram pertaining to the odour treatment scheme within the sludge 
handling area of Maidenhead STW. In Figure 12,  The following four process tanks/buildings within 
the STW are ventilated, using four ducts that merge to constitute the air stream entering the 
SULPHUSTM OCU: 
• Sludge Holding Tank (SHT)-1 
• SHT-2 
• Sludge drainage sump 
• SAS thickening building 
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Figure 12: Flow diagram associated with the SULPHUSTM experiments
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The main source of the odour was the air from two SHTs, which had been equipped with sludge 
mixing facilities as a part of the standard operation of the STW. The sludge mixing was provided by 
surging air from the bottom of the SHT, usually 3 times a day and for 2 hours each time. The air 
bubbles travel through the sludge height of up to 6 metres before reaching the surface. This method 
of sludge mixing was found to elevate the emission load to the BTF significantly, which facilitated 
data collection from the BTF at a wide range of H2S and VOC loads. Outside the sludge mixing events, 
the levels of H2S and VOCs were relatively low and consistent. 
There are several sample points to take air and liquid samples for analysis, upstream, downstream 
and within the BTF; these are detailed in Figure 12. 
 
3.4. Air sampling and measurements  
It should be noted that the BTF’s ‘outlet concentrations’ in the following chapters are not emitted to 
atmosphere but pass through an activated carbon filter for further treatment 
3.4.1. H2S and VOC concentrations under steady state operation  
For the measurement of the H2S concentration in the treated air, a detector designed for sensitivity 
to the ppbv range must be used. Pollution Monitor (PM) Element electrochemical H2S detectors are 
designed to detect a significantly smaller concentrations than typical for electrochemical H2S 
detectors (see section 2.5.1). A PM Element detector was installed to log H2S concentrations in the 
treated air by SULPHUSTM BTF. This detector has a cross sensitivity of about 10% to dimethyl sulphide 
and about 50% to mercaptans (Pollutionmonitors 2015), it is “accurate to ±5 % based on test gas fill 
tolerance”, it has a lower detection level of 10 ppbv and resolution of 1 ppbv (PM 2019). It is 
designed for a maximum of 500 ppbv H2S (Ibid). As will be demonstrated in this chapter, the H2S 
concentration in the BTF outlet has the potential to significantly exceed this upper limit. Therefore, 
the PM Element monitor was placed at the GAC bed outlet. 
Gold film is the only H2S detection technology, the author could find that is sensitive to low ppbv 
concentrations of H2S, yet able to make detections at the ppmv range. Jerome 631-X (Arizona 
Instruments), is the model primarily used to report H2S levels in this thesis; it has a detection range 
between 3 ppbv and 50 ppmv, with 5 % standard deviation (AZI 2014). 
At the beginning of summer 2016, the levels of H2S entering and escaping the SULPHUSTM BTF were 
logged every 15 minutes on daily basis, for one month. An example is shown in Figure 13 for a period 
of time during which sludge mixing was not undertaken, which confirms that, in the absence of 
sludge mixing, the levels of the inlet and outlet H2S concentrations to the SULPHUSTM BTF do not 
change significantly during the day. The VOC data also confirm this, an example for which is shown in 
Figure 14. 
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Figure 13: SULPHUSTM trial - H2S levels manually recorded using Jerome 631-X - 13 June 2016 – No event to 
disrupt steady state operation of SULPHUSTM 
 
 
Figure 14: SULPHUSTM trial - VOC levels manually recorded using a PID detector - 13 June 2016 – No event to 
disrupt steady state operation of SULPHUSTM 
 
3.4.2. Air from individual tanks 
Detecting ammonia, dimethyl sulphide and mercaptans in the air streams entering and escaping 
SULPHUSTM proved impractical, due to the concentrations being too low compared to the sensitivity 
of the gas test tubes used; more sensitive tubes were not found. The air streams downstream of the 
two SHTs had higher pollutant concentrations than the inlet stream to the BTF, and as such provide a 
higher likelihood of measuring the levels of mercaptan and dimethyl sulphide. The data from one of 
the SHTs collected during spring 2016 is shown in Figure 15. The levels of ammonia are not included 
in Figure 15, as the author consistently measured zero ammonia during spring 2016.  
The tanks received thickened Surplus Activated Sludge (SAS) from a surface aeration activated sludge 
plant and raw primary sludge from conventional primary settlement tanks. The SAS was thickened by 
a gravity belt thickener. The tanks were dedicated for the respective sludge; however, in reality both 
tanks contained an unknown mixture of sludge due to pipe interconnections. The measurements 
indicated that the air from SHT-2 emitted most of the H2S in the ingress to SULPHUSTM, whilst SHT-1 
accounted for most of the VOCs.  
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Figure 15: Spring logged data (not during sludge mixing4) from the SHT labelled as SHT-2 (Sample point 3) 
 
As shown in Figure 15, the level of total VOCs was about 5 ppmv. Mercaptans were found on average 
to constitute only about 3% on molar basis of the total VOCs in the ingress to SULPHUSTM.  
The levels of dimethyl sulphide were measured to as high as 1 ppmv, which is significantly higher 
than that of mercaptans. However, as explained in Section 2.5.4, mercaptans register on the 
dimethyl sulphide tube with double the cross sensitivity and the gas tube is also sensitive to other 
molecules with double bonds between carbon atoms (Draeger 2017). Thus, the actual levels of 
dimethyl sulphide are likely even lower than those of mercaptans. 
Only 0.01 ppmv of H2S escapes the BTF in Figure 13, which contributes to very little odour. If 
mercaptans and dimethyl sulphide were the main constituents of the measured total VOCs, then at 
half a ppmv of VOCs at the outlet of the BTF, as shown in Figure 14, the odour levels would have 
been substantial, in which case the GAC ACTUS adsorption unit would have removed this odour from 
the air stream. However, as established above, only a small fraction of the VOCs is that of dimethyl 
sulphide and mercaptans in the untreated air. If these gases were known to constitute a similar 
fraction of the total VOCs in the BTF treated air, then about 0.02 ppmv of mercaptans and dimethyl 
sulphide would be expected in the BTF output. Unfortunately, H2S is the only malodour that the 
author could detect at the low concentrations of the BTF treated air. Therefore, the analysis of the 
VOCs remains informative yet inconclusive. The analysis of the olfactometry results in Section 3.4.5 
will expand on these observations. 
An OdaLog® detector was placed inside the head space of each SHT and was set to log the 
temperature and the H2S level every minute. These are moisture resistant modules with no external 
wires; they are powered with a battery that lasts about a year and an adequate internal memory, the 
data from which was transferred to a laptop and deleted form the module using the wireless 
Bluetooth capability of the module. 
These detectors cover a range that is suitable for untreated air in confined spaces. They can detect 
H2S concentrations as little as 0.1 ppmv; the accuracy at low ppmv levels has not been specified by 
 
4 Sludge mixing and its effect on the H2S concentration in the inlet to the BTF is described in Section 3.4.4.1. 
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the manufacturer. However, when measuring one hundred ppmv of H2S, the accuracy is reduced to 
±2 ppm (App-Tek 2016). The manufacturer claims negligible cross sensitivity with other gases (Priest 
2017); however, it is not specified as to which gases have been tested for cross-sensitivity with H2S, 
in the OdaLog® detector (Ibid). This lack of cross sensitivity may or may not be the result of the 
catalyst used in the electrolyte, as explained in 2.5.1. Whilst the electrochemical detectors’ working 
principles are described in this thesis, design details of individual models from individual 
manufacturer could not be accessed by the author. 
Assuming that the air in the head space of the SHTs is homogeneous, the H2S concentrations from 
these detectors can be used as the H2S levels of the air streams downstream of the SHTs.  The 
positions of these detectors with respect to their corresponding inlet and outlet air streams are 
shown in Figure 16. With respect to the height dimension, not shown in Figure 16, the inlets and 
outlets of air are at the covers of the SHTs (i.e. the top of the head space); the detectors were hung 
near the top of the head space. 
 
 
Figure 16: Birds eye view diagram of sludge holding tanks, showing the approximate position of the H2S 
detectors with respect to the points of air intake and output – The positions are indicated by the centres of the 
boxes in each case. The air inlet and outlet are at the roof of the tanks. The detectors are hung about 30 cm 
from the ceiling of the tanks. 
 
Since under normal circumstances the SHTs are the only sources of H2S, the data can be used in a 
mass balance exercise, to predict the H2S levels in the inlet to the SULPHUSTM BTF. The air speed (as 
well as temperature and relative humidity) at SP1, SP2, SP3, SP4, SP5 and SP 6 have been logged 
repeatedly during winter, spring and summer 2016, using the Testo 435-1 anemometer (TESTO 2019) 
with the “thermal velocity probe” (part number 0635 1535). The air flowrates at these sample points 
showed little fluctuation with time, as the opening of the valves and the fan speed was not changed 
during the research period. As shown in Figure 17, the flow rate values discussed in the previous 
paragraph along with the data have been used to predict H2S concentrations in the air entering the 
BTF. 
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Figure 17: H2S concentration of the air ingress to SULPHUSTM – Direct measurements versus mass balance 
results – 31/05/2016 – Hourly average values for the data logged every few seconds. 
 
Figure 17, also includes H2S measurements from an electrochemical detector (ATI-Q45S). This 
detector was placed inside the air duct upstream of the BTF, by a contractor and assembled with 
monitoring and logging systems. The H2S levels of the air upstream of the BTF detected using these 
two methods are in agreement and corroborate one another. ATI H2S detectors have cross sensitivity 
of about 30 % with methyl mercaptan (McTear 2016), which is not usually regarded as a 
disadvantage, since mercaptans are also sulphur based odour gases.  
 
3.4.3. The temperature inside SULPHUSTM 
One of the factors expected to impact on the performance of SULPHUSTM is the temperature 
experienced by the bacteria; the enzymatic reaction rates tend to speed up as the temperature rises 
but only up to a point as is described by Daniel and Danson (2013). On the other hand, a pollutant’s 
solubility declines with temperature (Gevantman 2000), which can be unfavourable to its 
biodegradation rate. Under small fluctuations in temperature these two impacts might well be 
negligible as the two effects partially counteract one another. On the other hand, if the bacteria are 
expected to experience highly variable temperature, it may prove necessary to account for the 
impact of temperature when modelling the performance of BTFs, as reported later in the thesis. 
As the surface of the biofilm is wet, the biofilm experiences a temperature known as the wet bulb 
temperature. This is often a lower temperature than that of the air entering the BTF, due to the loss 
of heat to evaporation of water. At 100% relative humidity, the wet bulb temperature is equal to the 
air temperature (aka the dry bulb temperature). Low relative humidity increases the extent to which 
the wet bulb temperature is lower than the actual temperature of an air sample. Stull (2011) 
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developed an empirical equation to describe the wet bulb temperature 𝑇𝑤 as a function of the air 
temperature 𝑇 and the relative humidity of the air 𝑅, as shown in Equation 4. 
 
𝑇𝑤 = 𝑇 atan [0.151977(𝑅 + 8.313659)
1
2] + atan(𝑇 + 𝑅) 
– 𝑎𝑡𝑎𝑛(𝑅 − 1.676331) + 0.00391838𝑅3/2 𝑎𝑡𝑎𝑛(0.023101𝑅)– 4.686035 
Equation 4 
 
Stull (2011) published the correlation constants with five or more significant figures. However, the 
predictions are not accurate to so many significant figures; Stull (2011) reported the mean absolute 
error of 0.28  ֯C for the correlation’s predictions.  
Using the temperature and relative humidity of the air entering SULPHUSTM in Equation 4, the values 
of wet bulb temperature are estimated for the data logged manually by the author, during spring and 
summer 2016; the results are shown in Figure 18. 
 
 
Figure 18: Wet bulb temperature estimation – a) spring 2016 – b) summer 2016 
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The temperature experienced by the bacteria is approximately equal to the wet bulb temperature, 
shown in Figure 18, from which the following observations can be made: 
• The wet bulb temperatures are lower than the temperatures of the inlet air steam to 
SULPHUSTM; the inlet temperatures have an average of 23 ֯C, whilst the wet bulb 
temperatures are 18 ֯C in average. 
• The wet bulb temperature fluctuates to a lesser extent than the inlet air temperature; in fact, 
the inlet temperature values have a standard deviation of 4 ֯C, whilst the wet bulb 
temperatures have a standard deviation of 2 ֯C. 
The smaller variation of wet bulb temperature is due to the fact that high ambient temperatures 
often coincide with low values of relative humidity. This is demonstrated for the data used to 
produce Figure 18, as shown in Figure 19, where for 10  ֯C increase in temperature, the relative 
humidity is shown to decline by 34%, in average. 
 
 
Figure 19: Relative humidity versus the temperature of the air stream entering the SULPHUSTM BTF during the 
spring and summer of 2016 
 
Using an activation enthalpy of 5 kJ/mol as a possible value, the Arrhenius equation can be used to 
approximate the increase in rate of reaction as a function of temperature; the results are shown in 
Figure 20. The fraction in Figure 20 is proportional to the reaction rate, which in the context of this 
thesis refers to the enzymatic biodegradation reaction of odour molecules in the biofilm. 
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Figure 20: Rate of reaction versus temperature assuming activation energy of 5 kJ/mol 
 
Whilst Figure 20 shows a significant potential for temperature to pose an impact on the reaction 
rate, the standard deviation of 2 degrees Celsius for the wet bulb temperature amounts to only 
about one percent impact on the reaction rate constant. 
The rise of the temperature beyond a limit inhibits the enzymatic reaction, counteracting the impact 
of the Arrhenius equation on the reaction rate. There is a temperature for each enzymatic reaction at 
which a maximum reaction rate is observed. For most enzymes and microorganisms this occurs at 
temperatures higher than the wet bulb temperature of about 20 ֯C for odour removal. If this peak 
temperature is beginning to be approached, the rate of reaction will increase by less than that 
indicated in Figure 20  and may even reduce with temperature.  
From the analysis in this section so far, it can be concluded that at small variations of temperature 
experienced by the bacteria inside the BTF, there is no need to account for the impact of 
temperature when modelling the performance of the BTF, especially since the data sets used for 
model fitting in Section 5 have all been retrieved at near room temperature. 
The models considered for H2S removal are all on the basis of mass concentrations (e.g. g/m3). Thus, 
the H2S recordings were converted from ppmv to mole fraction and then to mass concentration, 
using the ideal gas law and the value of molar mass for air and H2S. Most of the air in the BTF is at a 
temperature close to the outlet temperature, as most of the bed is expected to have air with high 
relative humidity. 
Unfortunately, during the collection of the data used for model fitting, the outlet temperature was 
not recorded, as the author did not have the foresight to know measurements that needed to 
accompany one another. To address this problem, the outlet temperatures during July 2016, are 
correlated to the temperatures logged inside the SHTs, as shown in Figure 21.  
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Figure 21: H2S levels in the SHTs correlated to the SULPHUSTM BTF’s outlet air temperature – Measurements 
taken on July 2016 
 
Most of the measurements used for model fitting were taken on 9th and 15th of August 2016. During 
the data collection period on the 9th of August, the SHT temperature was stable at 30 ֯C. During the 
data collection period on the 15th of August, the SHT temperature was stable at 34 ֯C. According to 
Figure 21, on the 9th of August the outlet air temperature should have been about 21 ֯C, and on the 
15th of August the outlet air temperature should have been about 23 ֯C. A single representative value 
of 22 ֯C is used in the ideal gas law, to estimate that every ppmv of H2S is equal to 1.39 mg/m3. This 
conversion factor is not very sensitive to the likely range at which the outlet temperature would 
fluctuate during the summer; it is therefore extended to all summer data collections from 
SULPHUSTM. 
 
3.4.4. Air samples used for model fitting 
3.4.4.1. Sludge mixing data 
The levels of total VOCs and H2S in the air upstream and downstream of the BTF were measured and 
logged during two sludge mixing episodes. The H2S and VOC levels were elevated to a peak caused by 
sludge mixing, and they would decline from the peak values upon stopping of the sludge mixing. The 
first sludge mixing data collection took place on 9th August 2016 and the second one took place on 
the 15th August 2016. Each data collection episode lasted about four hours. The levels of H2S and 
VOCs in the inlet and outlet of SULPHUSTM during the experiment on the 15 August 2016 are 
represented graphically in Figure 22 and Figure 23, respectively. As shown in both figures, the 
pollutant levels of both inlet and outlets streams started to rise dramatically after the mixer started; 
the rate of this increase slowed as the system approached a new steady state mode. When the mixer 
stopped, the pollutant levels decline quickly at first; the rate of this decline slowed until it 
approached a new lower steady state value.  
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Figure 22: H2S removal during a sludge mixing episode on 15 August 2016 - H2S levels in the inlet air were 
detected by ATI-Q45S. H2S levels in the outlet air were detected using Jerome 631-X. 
 
 
Figure 23: VOC removal during a sludge mixing episode on 15 August 2016 - VOC levels are detected by the 
PhoCheck Tiger PID detector. 
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The data from the two sludge mixing episodes are combined, as shown in Table 6, to be used for 
model-fitting exercises discussed in Chapter 5. The outlet concentrations in Table 6 are those of the 
air fed to the granular activated carbon bed as shown in Figure 12. Table 6 excludes the stack 
concentrations which are much lower than the BTF outlet values. 
 
Table 6: Pollution concentration data, from SULPHUSTM during sludge mixing, considered for model-fitting - 50 s 
EBRT and 22 ᵒC outlet temperature - VOCs are reported in toluene equivalent. 
Time 
& 
date 
Pollutant concentration 
(ppmv) Time 
& 
date 
Pollutant concentration 
(ppmv) 
Inlet Outlet Inlet Outlet 
H2S VOC H2S VOC H2S VOC H2S VOC 
09/08/2016 11:30 3.4 2.5 0.01 0.1 15/08/2016 14:30 4.6 3.1 0.012 0.1 
09/08/2016 11:35 3.4 2.5 0.01 0.1 15/08/2016 14:34 4.7 3.1 0.013 0.1 
09/08/2016 11:43 3.3 2.2 0.01 0.1 15/08/2016 14:41 5.2 3.7 0.013 0.1 
09/08/2016 11:49 6.6 4.1 0.032 0.2 15/08/2016 14:47 9.3 5.9 0.028 0.1 
09/08/2016 11:54 7.2 5.4 0.037 0.3 15/08/2016 14:50 13.4 8.2 0.079 0.2 
09/08/2016 12:00 8.7 10.7 0.054 0.4 15/08/2016 14:55 15.7 10 0.19 0.3 
09/08/2016 12:06 16.8 12.5 0.13 0.9 15/08/2016 15:00 19 11 0.27 0.6 
09/08/2016 12:13 19.2 20.3 0.23 1.6 15/08/2016 15:05 26.3 15 0.41 0.8 
09/08/2016 12:56 44 27.5 1.4 3.9 15/08/2016 15:13 31.8 18 0.55 1.2 
09/08/2016 13:06 42 26.9 1.6 3.9 15/08/2016 15:19 35.8 19.6 0.77 1.6 
09/08/2016 13:12 42.8 24.5 1.6 3.9 15/08/2016 15:25 42 23.5 0.86 1.9 
09/08/2016 13:19 39.1 19 1.5 3.4 15/08/2016 15:35 45.8 24.3 1.2 2.2 
  
 
 
 15/08/2016 15:52 49 26.5 1.5 3 
  
 
 
 15/08/2016 16:08 48.7 27.5 1.6 3.1 
  
 
 
 15/08/2016 16:29 48.3 27.2 1.8 3.4 
  
 
 
 15/08/2016 16:54 47.9 27.7 1.9 3.6 
  
 
 
 15/08/2016 17:02 46.5 26.7 1.7 3.6 
  
 
 
 15/08/2016 17:18 43.4 22.8 1.7 3.2 
  
 
 
 15/08/2016 17:35 30 15.5 0.85 1.5 
  
 
 
 15/08/2016 17:45 25 12.7 0.59 1.1 
  
 
 
 15/08/2016 17:51 20.3 11.1 0.49 0.8 
  
 
 
 15/08/2016 18:05 15.6 8.3 0.32 0.5 
  
 
 
 15/08/2016 18:20 11.4 6.3 0.18 0.4 
  
 
 
 15/08/2016 18:37 9.3 5.3 0.016 0.2 
 
To use these data sets, which might be regarded as being transient, for the testing of steady-state 
models may be questioned. However, how long is needed before a steady-state is reached is system 
dependent. Courtois et al. (2015) reported that natural fluctuations in temperature could result in up 
to 15 % error in measurements. To minimise this effect, Dumont (2017) reduced his data collection 
duration to 2 hours in which the inlet concentration was held constant after being changed. This data 
was then used for model fitting. The implication is that steady state was reached within two hours. 
On the other hand, sudden peaks lasting for example tens of seconds, would render the steady state 
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assumption inaccurate. In such scenarios a transient model is required to account for the non-zero 
accumulation term in the mass balance conducted on the biofilm5. 
The elevation and decline of the H2S and VOC levels entering the BTF, in this study was conducted at 
the rate naturally caused by operating the sludge mixers. If these changes in concentration are slow 
enough to render the steady state assumption accurate, the data points before and after the peak 
will lie on the same curve. 
To examine this graphic deviation from the steady state behaviour, the inlet and outlet H2S 
concentrations from Table 6 for both 9th and 15th August 2016 were combined in Figure 24, where 
the data points before the inlet peak and after the inlet peak are distinguished. Although there is 
some hysteresis between the data collected before and after the peaks, it is not crucial to the 
conclusions to be drawn in this thesis, and the difference between before and after the peak is 
accepted as a form of experimental error/imperfection. The errors from the instruments are 
negligible compared to the ‘errors’ in behaviour of the biofilm and the approximation to steady state. 
 
 
Figure 24: SULPHUSTM experimental H2S data from Table 6 – Data logged on the 9th and the 15th August 2016, 
combined 
 
The removal efficiency can be calculated for the experimental data as the fraction of the pollutant 
removed in the BTF. Removal efficiencies for VOCs and H2S for the experimental data from 
SULPHUSTM are demonstrated in Figure 25. 
 
 
 
5 Section 4.1.3 provides a more detailed understanding of a mass balance through the biofilm. 
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Figure 25: The impact of pollutant concentration on removal efficiency for A) H2S and B) VOCs – 15/08/2016 
 
As shown in in Figure 25, the removal efficiency of H2S is significantly higher than that of VOCs across 
a range on inlet concentration, which is consistent with the findings of Lafita et al. (2012). As the inlet 
levels rise, the efficiency drops for both H2S and more significantly for VOC. As described in Section 
3.4.2, most of the VOCs are expected to not be malodourous at low concentrations. Therefore, the 
apparently poorer removal efficiency for VOCs does not necessarily correspond to high odour levels 
in the BTF outlet air.  
A pollutant’s loading rate is the inlet concentration divided by the retention time. The Elimination 
capacity is the difference between the inlet and outlet concentrations divided by the retention time. 
Elimination capacity is plotted against loading rate for H2S removal in SULPHUSTM, as shown in Figure 
26. 
 
 
Figure 26: Elimination capacity versus the loading rate of H2S removal in SULPHUSTM – 15 August 2016 
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As demonstrated in Figure 26, there is slight reduction in H2S removal efficiency after the mixer stops 
for the same level of H2S entering SULPHUSTM. Although this difference is clear, it is marginal. Thus, 
the H2S elimination capacity against the H2S load falls approximately on the same line for the 
measurements taken both before and after the mixer stops. 
Table 6 can be used to indicate that the PID detector readings are not primarily influenced by the H2S 
concentrations in the samples. Table 6 contains H2S and VOC levels from 72 air samples. For each 
sample, the PID recording is converted from toluene-equivalent to the baseline isobutylene-
equivalent by dividing the values by the CF value of 0.45 (see Table 2). These values are then 
converted to H2S-equivalent by multiplying them by the CF of 3.3 (see Table 2). For each sample the 
H2S-equivalent PID recording is then divided by the actual H2S recording. For the 72 samples, it has 
been estimated that the H2S-equivalent values from the PID recordings are on average 18 times 
greater than the actual H2S values. The ratio of 18 is significantly greater than one, which indicates 
that most of the measured response from the PID is due to actual VOCs and not H2S. 
 
3.4.4.2. Steady state intermediate samples 
An automatic sampling system was installed by the manufacturer to pump air from between the five 
odour packs, using tubes of 6 mm internal diameter. The automated system was adjusted to spray 
final effluent water from the top of the BTF. After a lag time, the automated system would then 
pump air from the top sample point for 3 minutes, before switching to the next sample point. This 
would continue until the last sample point. Only one sample is recorded from each sample point 
during each spray cycle. The air pumped out of the sample points is passed through an ATI-F12 
electrochemical detector. The automated sampling unit switches between data points by adjusting 
the opening of on/off automatic valves as shown in Figure 27. 
The sampling tubes start from the sample points within the BTF; they are extended to the top of the 
BTF from the inside of the vessel, where they are clustered together and run down to the ground 
level, where the automatic sampling unit is situated.  
The H2S levels from ATI-Q45S (inlet stream) and ATI-F12 (intermediate sample ports) are logged 
automatically every 10 seconds along with the automatic valve settings. The valve settings can then 
be used to allocate the ATI-F12 detector readings to an intermediate sample port, at each point in 
time. An example is provided in Figure 28 for a sludge mixing episode on the 29th July 2016. 
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Figure 27: Automatic air sampling unit – SULPHUSTM BTF 
 
 
Figure 28: Automatically logged intermediate H2S levels from SULPHUSTM– 29 July 2016 
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When the valve settings change to switch to a new intermediate sample port, the tube selected is 
filled with old air. Thus, the first few logged data points for each new valve reading are discarded by 
the author to ensure the detected gas is sourced from the intended sample port. 
There are five odour packs of one metre height each inside SULPHUSTM. With air traveling up the BTF 
at velocity of 0.1 m/s, each odour pack provides 10 s of Empty Bed Retention Time (EBRT), totalling 
an EBRT of 50 s. As shown in Figure 28, at 20 s EBRT (i.e. downstream of the second odour pack) the 
H2S level peaks to about 6 ppmv. Strangely upon further treatment and at EBRT of 30 s an even 
higher H2S level can be seen. Further treatment at EBRT of 40 s shows concentrations declining to 
almost that of the outlet concentration. This would indicate that almost all of the H2S is removed in 
the first and the fourth odour pack, which is highly unlikely. Therefore, the intermediate sample port 
readings automatically logged, are not adequate for model fitting exercise of this thesis and are not 
used in this thesis. 
The tube originally connected to the sample point at EBRT = 10 s was connected temporarily to the 
BTF’s outlet air duct. Thus, Figure 28 excludes measurements for EBRT=10 s; the data from this valve 
setting is that of the full EBRT of the BTF (i.e. EBRT = 50 s), which are shown in Figure 29.  
The BTF’s outlet H2S concentrations in Figure 29 show a peak of about 2 ppmv, which is consistent 
with the data shown in Figure 22 measured using the more accurate gold film detector. This hints 
that the discrepancies shown in Figure 28 are likely related to the intermediate sampling technology. 
The measurements at the start and the end of the mixing episode are much higher than the gold film 
detector (on another day) and may indicate that the accuracy of the electrochemical detector is 
about 0.5 ppmv at these low concentrations.  
 
 
Figure 29: Automatically logged outlet H2S levels from SULPHUSTM– 29 July 2016 – an intermediate sample tube 
was connected to the outlet air stream for these measurements. 
 
The pressure drops between these odour packs were measured. It was learnt that there was only 
about 2 Pa frictional pressure loss between the following pairs of consecutive sample points, 
illustrated in Figure 12: 
• SP7 and SP8 
• SP8 and SP9 
• SP9 and SP10 
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As mentioned in the literature review, biofilters and BTFs tend to have frictional pressure losses of 
hundreds of Pa. Even the frictional pressure loss across the entire SULPHUSTM BTF was measured to 
be just under one hundred Pa. Poling et al. (2008, 14-58) provides an empirical model to predict the 
frictional pressure loss in a counter current packed bed (e.g. scrubbers and BTFs). This model was 
used by the author to estimate the head loss in SULPHUSTM, which demonstrated that the SULPHUSTM 
has an unusually low head loss, presumably due to the high voidage of 95% and the extremely low 
irrigation rate achieved by the pH control mechanism. 
The automatic air sampling unit provided by PAS, is equipped with the options to bypass the built-in 
H2S detector and provide a sample for external detectors. The total VOC levels were recorded from 
this air sample source using the PID VOC detector. 
At first, connecting the PID detector to the sample tube from the auto sampler’s pump proved 
unsuccessful as the detector would switch off upon providing an alarm. This alarm is due to the 
pressure build up in the device caused by the flow of the auto sampler being different to that of the 
detector. This flow rate was matched to that of the detector’s intake by adjusting a manual valve 
opening, upstream of the detector; the valve opening was altered again and again, until the 
detector’s alarm was no longer triggered. This exercise was conducted several times in May 2016, the 
results for which are presented in Figure 30 and Table 7. 
 
 
Figure 30: VOC profile inside SULPHUSTM - Each 10 seconds accounts for one odour pack. 
 
As shown in Figure 30, most of the total VOCs are removed in the first odour pack, where the 
concentration is at its highest. The main visually apparent discrepancy in this data set is that the third 
odour pack appears to consume VOCs at a lower rate on average than the forth and the fifth odour 
packs. This discrepancy is not as severe as that reported with respect to Figure 28, where the third 
odour pack appeared to generate H2S. Therefore, the data in Table 7 has been considered for model 
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fitting in this thesis (see Section 5.4), with the caveat that the model fitting results from Table 7 are 
to be rejected, if they do not match the model fitting results from the VOC removal data of Table 6. 
 
Table 7: Toluene equivalent VOC levels from intermediate air samples under steady state conditions, considered 
for model-fitting - SULPHUSTM unit case study 
Time 
& 
date 
EBRT 
(s) 
VOC levels in 
air (ppmv) 
Time 
& 
date 
EBRT 
(s) 
VOC levels in 
air (ppmv) 
Inlet outlet Inlet outlet 
12/05/2016 12:00 50 2 0.1 16/05/2016 10:00 50 2.9 0.1 
12/05/2016 12:00 40 2 0.1 16/05/2016 10:00 40 2.9 0.3 
12/05/2016 12:00 30 2 0.3 16/05/2016 10:00 30 2.9 0.9 
12/05/2016 12:00 20 2 0.5 16/05/2016 10:00 20 2.9 1 
12/05/2016 12:00 10 2 0.7 16/05/2016 10:00 10 2.9 1.3 
12/05/2016 13:00 50 2 0.1 16/05/2016 11:00 50 3.1 0.2 
12/05/2016 13:00 40 2 0.2 16/05/2016 11:00 40 3.1 0.3 
12/05/2016 13:00 30 2 0.4 16/05/2016 11:00 30 3.1 0.9 
12/05/2016 13:00 20 2 0.4 16/05/2016 11:00 20 3.1 0.9 
12/05/2016 13:00 10 2 0.8 16/05/2016 11:00 10 3.1 1.1 
12/05/2016 14:00 50 1.5 0.1 27/05/2016 18:00 50 4 0.4 
12/05/2016 14:00 40 1.5 0.1 27/05/2016 18:00 40 4 0.6 
12/05/2016 14:00 30 1.5 0.2 27/05/2016 18:00 30 4 1 
12/05/2016 14:00 20 1.5 0.4 27/05/2016 18:00 20 4 1 
12/05/2016 14:00 10 1.5 0.6 27/05/2016 18:00 10 4 1.1 
    27/05/2016 19:00 50 4.1 0.5 
    27/05/2016 19:00 40 4.1 0.7 
    27/05/2016 19:00 30 4.1 1.1 
    27/05/2016 19:00 20 4.1 1.1 
    27/05/2016 19:00 10 4.1 1.2 
 
Simultaneous to the above data collection exercise, H2S data were collected for each air sample using 
the gold film detector, Jerome 361-X. These recordings are graphically shown in Figure 31, 
demonstrating little difference between the intermediate concentrations and the outlet 
concentrations.  
Unlike the case of VOC detection, in the case of the gold film detector air sample flow control is not 
an option, as the gold film detector does not take its air sample continuously. This inevitably leads to 
a differential pressure between inside and outside of the detector. Since according to the 
manufacturer, the Jerome H2S detector can only be used under neutral pressure, the intermediate 
H2S recordings are unreliable and will not be used for model fitting. 
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Figure 31: H2S profile inside SULPHUSTM - Each odour pack corresponds to 10 seconds retention time. 
 
3.4.5. Olfactometry test results 
Polyvinylfluoride air sample bags were filled with air samples by H&M Environmental Ltd and sent to 
Silsoe Odours, a UKAS accredited olfactometric laboratory. A sample point between the air pump and 
the GAC provided sufficient positive gage pressure, to fill sample bags corresponding to BTF outlet 
air, the test results from which are provided in Table 8. 
 
Table 8: Olfactometry test results of the outlet air from the SULPHUSTM BTF  
Date and time 
Total VOC levels 
(ppmv) 
H2S levels 
(ppmv) 
Odour concentration 
(OUE/m3) 
10/02/2016 10:15 1.6 0.44 7345 
10/02/2016 11:00 0.3 0.18 1758 
10/02/2016 11:50 0.2 0.015 306 
08/06/2016 11:05 1.6 0.18 2197 
08/06/2016 12:25 1.3 0.14 1234 
07/07/2016 10:30 1.4 0.02 1084 
07/07/2016 11:50 1.1 0.0145 703 
16/08/2016 11:20 2.6 0.266 4636 
16/08/2016 13:55 2.2 0.3 6839 
28/09/2016 10:45 0.4 0.032 2880 
28/09/2016 11:05 0.3 0.016 3249 
25/10/2016 12:10 0.8 0.409 7810 
25/10/2016 12:10 1.2 0.435 6127 
30/11/2016 09:55 1.7 0.315 14971 
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Until September 2016, the author was stationed at Thames Water and observed the air sampling 
episodes. The author measured the VOC levels directly from the sample points and compared them 
to measurements from their corresponding sample bags. Occasionally these did not match, due to 
the connectors not forced in place adequately, in which case the author requested for the bags to be 
refilled, thereby ensuring the integrity of the air samples. 
Sample bags were filled with the air inlet to the BTF and the stack air (i.e. past the GAC); a low-
pressure chamber had to be used, as illustrated in Figure 8, the results for which are shown in Table 9 
and Table 10, respectively. As shown in Table 10, the secondary air treatment with the GAC bed had 
ensured satisfactory released air quality, which would have been breached without6. 
 
Table 9: Olfactometry test results of the inlet air to the SULPHUSTM BTF 
Date and time 
Total VOC levels 
(ppmv) 
H2S levels 
(ppmv) 
Odour concentration 
(OUE/m3) 
10/02/2016 10:15 5.4 8.05 80664 
10/02/2016 11:00 2.6 2.3 37872 
10/02/2016 11:50 1.3 1.3 13476 
08/06/2016 11:05 3.4 2.25 8215 
08/06/2016 12:25 3.7 2.4 7445 
07/07/2016 10:30 4.5 4.65 6534 
07/07/2016 11:50 4.3 4.95 8409 
16/08/2016 11:20 7.5 12.5 17886 
16/08/2016 13:55 11.4 23 38106 
28/09/2016 10:45 20.3 28 120072 
28/09/2016 11:05 13.7 18 131769 
25/10/2016 12:10 15.8 50 76236 
25/10/2016 12:10 15.8 50 57035 
30/11/2016 09:55 17.2 27 196647 
30/11/2016 10:10 18.4 28.5 163317 
30/11/2016 10:20 19.4 29.5 243309 
30/11/2016 11:10 21.4 46 184426 
30/11/2016 10:30 20.2 27.5 315524 
30/11/2016 11:20 21.3 43.5 179982 
 
6 The data reported for 8th Jun 2016 are duplicate, i.e. two olfactometry samples collected, essentially at the 
same time, from the source in question. For duplicate samples, the upper limit is 1752 for a true value of 1000 
OUE/m3 within 95 % confidence interval (Stuetz and Frechen 2001 p. 144). Thus, the values still show 
compliance.  
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Table 10: Olfactometry test results of the stack air (i.e. downstream of the GAC) of the SULPHUSTM OCU system 
Date and time 
Total VOC levels 
(ppmv) 
H2S levels 
(ppmv) 
Odour concentration 
(OUE/m3) 
10/02/2016 10:15 0.1 0.003 95 
10/02/2016 11:00 0.1 0.001 87 
10/02/2016 11:50 0.1 0.001 51 
08/06/2016 11:05 1 0.021 1486 
08/06/2016 12:25 1.1 0.042 1010 
07/07/2016 10:30 1.4 0.0065 155 
07/07/2016 11:50 1.5 0.007 125 
16/08/2016 11:20 0.6 0.025 620 
16/08/2016 13:55 0.4 0.017 323 
28/09/2016 10:45 0.5 0.002 271 
28/09/2016 11:05 0.7 0.003 231 
25/10/2016 12:10 0.2 0 176 
25/10/2016 12:10 0.2 0.004 110 
 
Olfactometry tests are very expensive and are not typically conducted at a high frequency. 
Furthermore, they usually cannot be used to measure the air quality immediately. To address these 
problems with olfactometry, Gostelow et al. (2001) recommends correlating the odour levels to a 
single main malodour level using a power law. Future measurements of this malodour concentration 
could then be used to provide an approximation for the odour concentration immediately. Equation 
5 shows this adaptation of the power law for odour concentration prediction using 𝐶𝑂𝑈 as the odour 
concentration, 𝑤 and 𝑝 are the constants of the power law and 𝐶𝑔 is the malodour concentration, for 
example H2S. 
 
𝐶𝑂𝑈 = 𝑤𝐶𝑔
𝑝  Equation 5 
 
In the absence of mathematical models constructed based on physical first principles, a power law is 
frequently adopted in engineering, as a quick way of curve-fitting, and make forecasts. If a 
hypothetical air sample contains only one malodour, the value of 𝑝 becomes unity, and the value of 
𝑤 becomes equal to the malodour concentration divided by the odour threshold of the malodour, as 
required by the definition of the European Odour Units. The value of 𝑝 is also one if there is a mix of 
malodours with known and unchanging ratio. Neither of these conditions are met in the STW 
context, and so the power law cannot be simplified. 
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The odour concentrations were correlated to levels of H2S and VOCs, by adjusting the values of 𝑝 and 
𝑤 to minimise the Root Mean Squared Error (RMSE) in predicting the odour concentration. This is 
known as “root mean square fitting”, and it has been done for the BTF’s inlet and outlet air 
individually, the results for which are shown in Table 11. 
 
Table 11: Root mean squared fitting results for correlating the odour units to pollutant concentrations  
 
Inlet air to the BTF Outlet air from the BTF 
 
H2S VOCs H2S VOCs 
𝑝 0.509 1.78 0.834 0.387 
𝑤 2.38 × 104 9.17 × 102 1.42 × 104 3.57 × 103 
RMSE (OU/m3) 7.06 × 104 4.80 × 104 1.35 × 103 2.37 × 103 
 
In the case of the untreated air, the RMSE is considerably smaller for the correlation with the VOC 
levels. This suggests that, even though H2S is the malodour with by far the highest concentration, it is 
not the largest contributor to odour. This is because there are VOCs with significantly lower odour 
thresholds than H2S. For example, the odour threshold of H2S is 0.5 ppbv, whilst that of methyl 
mercaptan can be as little as 0.0014 ppbv (Vincent and Hobson 1998). The concentration of H2S must 
be significantly more than 350 times that of methyl mercaptan for H2S to be a primary contributor to 
odour compared to methyl mercaptan. Detection of such VOCs at their extremely low concentrations 
is only possible with Gas Chromatography Mass Spectrometry (GC-MS) analysis. However, the use of 
a GC-MS laboratory was not practical in this doctorate. 
A check has been made that the poor fit of the H2S correlation is not caused by local minimums. All 
model fitting results in this thesis have been verified with different solvers and varied options within 
the solvers, to ensure the minimum RMSE is not local. The power law is not causing the inaccuracy 
wither, as both the constant parameters are permitted to adopt any positive or negative value. The 
problem is the data; for H2S levels around 30 ppm there is wide range of odour units measured. For 
example, one sample at about 28 ppmv of H2S contains about 120 thousand odour units, once 
another sample at the same H2S level contains 316 thousand odour units. This problem with 
correlating the odour units in the untreated air to the H2S levels is illustrated graphically in Figure 32, 
where six data points with almost identical H2S levels have a wide range of corresponding odour 
units. 
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Figure 32: A parity line graph of odour units predicted versus odour units measured - predictions by the power 
law calibrated with H2S data from air samples from the air inlet to the SULPHUSTM BTF case study- dotted line 
around data with H2S levels ranging between 23 and 30 ppmv 
 
For the correlation of the VOC data to the odour units, the correlation follows the shape of data 
much better, despite the considerable scatter (Figure 33). 
  
 
Figure 33: A parity line graph of odour units predicted versus odour units measured- predictions by the power 
law calibrated with VOC data from air samples of the air inlet to the SULPHUSTM BTF case study 
 
In contrast, for the air outlet from the BTF, the H2S data provide a considerably better fit. This is 
demonstrated by the RMSE values in Table 11, as well as the parity line graphs, shown in Figure 34 
and Figure 35. 
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Figure 34: A parity line graph of odour units predicted versus odour units measured- predictions by the power 
law calibrated with VOC data from air samples from the air outlet from the SULPHUSTM BTF case study 
 
 
Figure 35: A parity line graph of odour units predicted versus odour units measured- predictions by the power 
law calibrated with H2S data from air samples from the air outlet from the SULPHUSTM BTF case study 
 
From Figure 34 it can be deduced that the odour units have a more considerable variation compared 
to the VOC levels, which is not the observation in Figure 35. The coefficient of variation in the VOC 
levels for the outlet air samples from the BTF is 59 %, whilst it is considerably higher for H2S at 80 % 
and odour units at 88 %. So far, the main conclusion drawn in this section is that the odour units are 
better correlated to the H2S levels for the untreated air, whilst they are better correlated to the VOC 
levels in the biotrickling filtered air. This suggests the non-H2S malodour accounting for most of the 
odour in the untreated air is removed more effectively than H2S, and H2S is a good indicator for the 
odour levels in a biotrickling filtered air. 
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3.5. Summary of the conclusions from the SULPHUSTM trial  
In the absence of sludge mixing and at EBRT of 50 s, SULPHUSTM BTF showed the potential to remove 
odour adequately, upstream of the GAC bed. However, during sludge mixing episodes the GAC bed 
proved necessary, in this case study. Irrespective of whether or not sludge mixing episodes are 
conducted, GAC is necessary during the BTF start-up period. 
The temperature analysis indicates that the temperature experienced by the bacteria fluctuates 
significantly less than the temperature of the inlet air to the BTF. The temperature experienced by 
the bacteria was 21 ֯C on one sludge mixing episode and 23 ֯C on another. An average of 22 ֯C is 
assumed so that the two data sets could be combined; this amounts to only 1 ֯C error in the assumed 
temperature. Thus, the two data sets were combined for future model fitting analysis in future 
chapters without taking the impact of temperature to account. No sludge mixing data is available 
from the cold season. 
The levels of H2S and VOCs were logged during the two sludge mixing episodes. The changes in the 
concentrations were argued to be too slow for reliable model fitting to a transient model. For model 
fitting purposes, the available experimental data is unsuitable for accounting for temperature 
dependence or any deviations from the steady state assumption.  
The Olfactometry results are corelated to their corresponding H2S and VOC concentrations for both 
BTF outlet air and untreated air samples. The odour in the BTF outlet air is better correlated to the 
H2S levels than it is to the VOC levels; this correlation could be used to as an inexpensive 
approximation for the odour levels. This adds to the practical value of a mathematical model that 
predicts the H2S removal performance of a BTF, more accurately, which is pursued in the following 
chapters. 
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4. Development of Biokinetic Models  
4.1. Common bases for the model development 
All mathematical models considered in this thesis are developed from a common set of assumptions 
and mathematical bases, which are described in this section. The derivation of each individual model 
relies on some additional assumptions, specific to the individual model. In the subsequent sections of 
Chapter 4, these model-specific assumptions are laid out for each model, followed by their 
corresponding complete model derivation. 
Some of these biokinetic models have already been published by others, which are described in 
Section 4.2. Other models have been developed for the first time as part of this doctorate and will be 
described in Section 4.3. 
  
4.1.1. Assumptions behind all biokinetic models considered in this thesis 
In biological air treatment, the air is exposed to the biofilm; the pollutant(s) in the air are dissolved in 
and consumed by the biofilm. Ottengraf and van den Oever (1983) proposed a set of assumptions 
pertaining this journey of pollutants and used them to derive two mathematical models to fit to their 
experimental data  for the removal performance of a biofilter. These assumptions are reviewed in 
this section. 
The SULPHUSTM Biotrickling Filters (BTF) and all other designs of biological OCUs have biofilms on a 
support medium with air passing over them. The models discussed in this thesis, can be tried against 
the data from most biological OCUs often referred to in the literature as “BTFs”, “biofilters” and 
"bioscrubbers", because the assumptions discussed later in this section are valid for these variations 
of biological air pollution removal systems (Van Harreveld 2007, Deshusses 1997, Kennes and 
Thalasso 1998, Frederickson et al. 2013, Schafer 1995, Vincent and Hobson 1998, Stuetz and Frechen 
2001). The assumptions are: 
1. The air behaves as an ideal gas except in that it provides adequate amounts of chemical 
oxygen. 
2. The gas phase flows in a plug flow regime. 
3. The entire system is at steady state conditions. 
4. “Equilibrium occurs at the gas-biofilm interface” (Ben Jaber et al. 2016) and is described by 
Henry’s Law. 
5. The biofilm is thin compared to the particles/strands etc. that comprise the medium to which 
it is attached.  
6. The biofilm has a constant thickness with respect to bed height and covers the entire 
external surface of the support medium. 
7. There is negligible mass transfer resistance in the gas phase (This is verified in Section 6.3 for 
the H2S removal case study reported in this thesis). 
The first four of these are standard assumptions in chemical engineering textbooks for packed 
columns and trickle bed reactors in continuous operation, of which a BTF is a minor variant. 
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Kim and Deshusses (2003) experimentally determined the biofilm thickness of 23 µm for H2S 
biodegradation, which is two orders of magnitude smaller than the average size of the packing 
support medium. Thus, the fifth assumption is reasonable; most of the mass transfer of the pollutant 
takes place through the biofilm depth, and not the two remaining length dimensions. The mass 
transfer will be described in a single dimension perpendicular to the biofilm surface. 
The sixth assumption has been unchallenged and widely adopted within the literature since its 
proposal by Ottengraf and van den Oever (1983) and will be adopted here as such. Challenging this 
assumption is not within the scope of this doctorate, as it would require microscale analysis of the 
biofilm by accessing the support media inside of the equipment. However, this doctorate focuses on 
macroscale analysis, namely the modelling of the pollutant removal of the equipment. Nonetheless if 
the pollutant runs out, there is no food and so no film will grow.  Running out of ‘food’ is a feature of 
zero-order kinetics (see Section 4.2.1), which is the one assumption made by Ottengraf and van den 
Oever (1983) which will not be adopted throughout. 
 
4.1.2. Baseline mass balance equation 
Based on the assumptions laid out in the previous section, the BTF is modelled as a Plug Flow Reactor 
(PFR) containing a flat surface of biofilm. As shown in Figure 36, a layer of the BTF at height 𝑧 and 
thickness 𝛥𝑧 is considered for mass balance analysis. 
 
𝑧 = 𝑍  & 𝐶𝑔 = 𝐶𝑔,𝑍 = 𝐶𝑔,𝑜𝑢𝑡  
𝑧 = 𝑧 + 𝛥𝑧 & 𝐶𝑔 = 𝐶𝑔,𝑧+𝛥𝑧  
𝛥
𝑧 
𝑧 = 𝑧  & 𝐶𝑔 = 𝐶𝑔,𝑧  
𝑧 = 0  & 𝐶𝑔 = 𝐶𝑔,0 = 𝐶𝑔,𝑖𝑛  
 
Figure 36: Schematics of a Plug Flow Reactor for mass balance  
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A mass balance is then considered around the bed layer in question with respect to the pollutant to 
be removed as shown in Equation 6: 
 
Inlet + generation – outlet – consumption – accumulation = 0 Equation 6 
 
Here, the accumulation term is equal to zero, due to the steady state assumption. Even if there is a 
generation rate of the pollutant, the consumption rate is assumed to be a net value, and as such, the 
generation term is safely assumed to be zero. Using 𝑁 as the flux of the pollutant into the biofilm, 
and 𝐴𝑠 as the biofilm area per bed volume, the consumption rate per unit bed volume is 𝑁𝐴𝑠. This 
multiplied by the volume of the bed layer in question, amounts to the pollutant consumption rate in 
the layer, using 𝐴 as the superficial cross section area7 to the air flow as shown in the following: 
 
Consumption rate in the bed layer = 𝐴𝛥𝑧𝑁𝐴𝑠 Equation 7 
 
Using 𝑈𝑔 as the superficial air velocity along the length of the PFR, the volumetric air flow rate in the 
PFR, can be described as 𝐴𝑈𝑔. This multiplied by concentration of the pollutant in the gas phase 𝐶𝑔 
equals to the amount of pollutant carried by the air, at each point within the bed height, which 
amounts to the inlet and outlet rate of the pollutant at the bottom and the top of the layer 
respectively. These convective transfer rates are described by Equation 8 and Equation 9.  
 
Pollutant entering the bed layer = 𝐴𝑈𝑔𝐶𝑔,𝑧 Equation 8 
 
Pollutant escaping the bed layer = 𝐴𝑈𝑔𝐶𝑔,𝑧+𝛥𝑧 Equation 9 
 
Equation 7, Equation 8 and Equation 9 are then substituted for in Equation 6 as shown in Equation 
10. 
 
𝐴𝑈𝑔𝐶𝑔,𝑧 + 0 − 𝐴𝑈𝑔𝐶𝑔,𝑧+𝛥𝑧 − 𝐴𝛥𝑧𝑁𝐴𝑠 − 0 = 0  Equation 10 
 
Both sides of Equation 10 are divided by 𝐴, as shown in Equation 11. 
 
7 In cylindrical vessels, this is calculated as the area of a circle with internal diameter of the vessel used as a 
PFR.  
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𝑈𝑔𝐶𝑔,𝑧 − 𝑈𝑔𝐶𝑔,𝑧+𝛥𝑧 − 𝛥𝑧𝑁𝐴𝑠 = 0  Equation 11 
 
Equation 11 is then rearranged as shown in Equation 12. 
 
𝐶𝑔,𝑧+𝛥𝑧−𝐶𝑔,𝑧
𝛥𝑧
= −
𝑁𝐴𝑠
𝑈𝑔
  Equation 12 
 
The limits of Equation 12 are then taken for the thickness of the bed layer approaching zero, leading 
to a differential equation, as shown in the Equation 13. 
 
𝑑𝐶𝑔
𝑑𝑧
= −
𝑁𝐴𝑠
𝑈𝑔
  Equation 13 
 
This method of developing a differential equation based on a mass balance is widely available in 
chemical engineering text books. However, the exact differential equation resulted may vary 
depending on the underlying assumptions behind its derivation. Ottengraf and van den Oever (1983) 
published Equation 13 without including its derivation. In fact, the derivation leading to Equation 13 
was not found in the literature. Thus, the above derivation is developed to test and confirm that the 
equation matches the set of assumptions described in Section 4.1.1. 
Equation 13 is the baseline mass balance for all derivations considered in this thesis, and it can be 
integrated with respect to vertical co-ordinate 𝑧 from the bottom of the bed (𝑧=0) to the top (𝑧 = 𝑍) 
as follows, assuming that all parameters are constant with respect to 𝑧, except for the pollutant 
concentration. First, the two variables in Equation 13 are separated, as shown in  Equation 14. 
 
1
𝑁
𝑑𝐶𝑔 = −
𝐴𝑠
𝑈𝑔
𝑑𝑧  Equation 14 
 
Integration can then be performed on both sides of Equation 14, from the bottom to the top of the 
BTF, as shown in Equation 15, using 𝐶𝑔,𝑖𝑛, as the concentration of the pollutant in the inlet air, 𝐶𝑔,𝑜𝑢𝑡 
as the concentration of the pollutant in the outlet air and 𝑍 as the full bed height. 
 
∫
1
𝑁
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
𝑑𝐶𝑔 = ∫
−𝐴𝑠
𝑈𝑔
𝑍
0
𝑑𝑧 Equation 15 
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Depending on the way the flux of the pollutant into the biofilm 𝑁 is defined, this integral equation 
may or may not lead to an analytical solution. In this thesis, the existing and novel definitions of 𝑁 
that would lead to an analytical solution are studied in detail. These analytical solutions predict the 
outlet pollution concentrations as a function of the inlet concentration and the Empty Bed Retention 
Time (EBRT).  
 
4.1.3. Engineering principles of mass transfer and biokinetics 
To model the performance of the BTFs, a rate equation must be assumed to describe the rate of 
substrate consumption by the bacteria inside the biofilm. Equation 16  is one such relation, proposed 
by Henri (1903) and Menten and Michaelis (1913).  In this equation, 𝑟 is the volume-specific reaction 
rate, 𝐶𝑙 is the substrate’s concentration, 𝑉𝑚𝑎𝑥 is the maximum reaction rate constant and 𝐾𝑚 is the 
half saturation constant. 
 
𝑟 =
𝑉𝑚𝑎𝑥 𝐶𝑙
𝐾𝑚+𝐶𝑙
  Equation 16 
 
In this thesis the symbol 𝐶, however subscripted, refers to mass concentration only. Equation 16 is 
commonly known as the Michaelis Menten relation, and it has been widely adopted to describe the 
catalytic behaviour of enzymes and the consumption of substrate by single cell organisms (Bailey and 
Ollis 1986). Equation 16 has the property that at high enough substrate concentrations (𝐶𝑙≫𝐾𝑚), the 
reaction rate becomes approximately independent of the substrate concentration in the biofilm; this 
behaviour is referred to as the zero-order kinetics in chemical engineering. The biofilm is widely 
modelled, assuming these kinetics (see Section 4.2.1). On the other hand, Equation 16 stipulates that 
at low enough substrate concentrations (𝐶𝑙≪𝐾𝑚), the reaction rate becomes proportional to the 
substrate concentration, which is known as first order kinetics. First-order models for biofilms are 
also referred to in the literature, as described in Section 4.2.2. 
Figure 37 shows the generic schematic of the concentration profile through the flow path of the 
pollutant in the direction perpendicular to the biofilm/air interface. Throughout this thesis, “biofilm 
thickness” refers to the full thickness of the biofilm, which is a constant of the mathematical models, 
symbolised by 𝛿. The word “depth” within the biofilm is a Cartesian coordinate ranging between zero 
and the biofilm thickness symbolised by 𝑥 (i.e. 0 > 𝑥 > 𝛿).  
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Figure 37: A schematic illustration of concentration profile in the direction of the biofilm depth. 
 
The pollutant dissolves from the gas phase at the biofilm/gas interface, and it diffuses through the 
biofilm. The rate of mass transfer due to diffusion varies along the biofilm depth. It is described by 
Fick’s law of diffusion, shown in Equation 17, where 𝐽 is the flux of the pollutant through the biofilm, 
𝐷 is the diffusion coefficient, 𝐶𝑙 is the concentration of the pollutant in the biofilm, and 𝑥 is the 
distance from the biofilm/air interface, inside the biofilm. 
 
𝐽 = −𝐷
𝑑𝐶𝑙
𝑑𝑥
  Equation 17 
 
The dissolved pollutant is consumed in the biofilm at a rate that varies, as a function of the pollutant 
concentration along the biofilm depth, as described by Equation 16. 
 
𝛥𝑥 
𝑥 𝑥 + 𝛥𝑥 
𝐽(𝑥) 𝐽(𝑥 + 𝛥𝑥) 
 
Figure 38: A schematic illustration of a layer within the biofilm of thickness 𝛥𝑥, where 𝛥𝑥 ≪ 𝛿  
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The mass balance shown in Equation 6 can be applied again, this time in the direction of the biofilm 
depth instead of the bed height. 
 
𝐴𝑠𝐽(𝑥) + 0 − 𝐴𝑠𝐽(𝑥 + 𝛥𝑥) − 𝑟𝐴𝑠𝛥𝑥 − 0 = 0  Equation 18 
 
The zero terms are removed from the equation and 𝑟𝐴𝑠𝛥𝑥 is added to both sides, as shown in 
Equation 19.  
 
𝐴𝑠𝐽(𝑥) − 𝐴𝑠𝐽(𝑥 + 𝛥𝑥) = 𝑟𝐴𝑠𝛥𝑥  Equation 19 
 
Both sides of Equation 19 are divided by 𝐴𝑠𝛥𝑥, as shown in Equation 20. 
 
𝐽(𝑥)−𝐽(𝑥+𝛥𝑥)
𝛥𝑥
= 𝑟  Equation 20 
 
The flux terms in Equation 20 are then replaced with their definitions according to Fick’s first law of 
diffusion, as shown in Equation 21. 
 
(−𝐷
𝑑𝐶𝑙(𝑥)
𝑑𝑥
)−(−𝐷
𝑑𝐶𝑙(𝑥+𝛥𝑥)
𝑑𝑥
)
𝛥𝑥
= 𝑟  Equation 21 
 
𝐷, in Equation 21 is then factorised, as shown in Equation 22. 
 
𝐷(
𝑑𝐶𝑙(𝑥+𝛥𝑥)
𝑑𝑥
−
𝑑𝐶𝑙(𝑥)
𝑑𝑥
)
𝛥𝑥
= 𝑟  Equation 22 
 
The limits of 𝛥𝑥 approaching zero are then taken, which results in the second order differential 
equation, described by Equation 23. 
 
𝐷
𝑑𝐶𝑙
2
𝑑2𝑥
= 𝑟  Equation 23 
 
As shown in Equation 24, 𝑟 can then be subtracted from both sides of Equation 23. 
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𝐷
𝑑𝐶𝑙
2
𝑑2𝑥
− 𝑟 = 0  Equation 24 
 
The description for the reaction rate shown in Equation 16, is substituted for the reaction rate in 
Equation 24, as shown in Equation 25.  
 
𝐷
𝑑𝐶𝑙
2
𝑑2𝑥
−
𝑉𝑚𝑎𝑥 𝐶𝑙
𝐾𝑚+𝐶𝑙
= 0  Equation 25 
 
There is no analytical solution for Equation 25. However, if the reaction rate term in Equation 25 is 
approximated to be either zero-order or first order, Equation 25 can be integrated twice, with 
respect to the biofilm depth. In such a case, two boundary conditions must be used to arrive at an 
analytical solution for Equation 25. 
Potential boundary conditions can be identified, based on the underlying assumptions in Section 
4.1.1, as shown in Equation 26. For example, Ottengraf and van den Oever (1983) defined the 
pollutant concentration in the biofilm at the air/biofilm interface, as a function of the pollutant 
concentration in the air outside the biofilm 𝐶𝑔, using Henry’s law. This is shown in Equation 26-b, 
where 𝑚 is the unitless Henry’s law constant, based on mass concentration.  
There is no mass transfer of the pollutant in the biofilm past the support medium. Thus, at the 
biofilm/medium interface, there is no flux of pollutant (𝐽 = 0, where 𝑥 = 𝛿). According to Equation 
17, where the flux is zero, the value of 𝑑𝐶𝑙 𝑑𝑥⁄  must also be equal to zero, as shown in Equation 26-c. 
 
𝐷
𝑑𝐶𝑙
2
𝑑2𝑥
− 𝑟 = 0  Equation 26-a 
𝐶𝑙 =
𝐶𝑔
𝑚
            𝑎𝑡           𝑥 = 0  Equation 26-b 
𝑑𝐶𝑙
𝑑𝑥
= 0             𝑎𝑡           𝑥 = 𝛿  Equation 26-c 
 
4.2. Biokinetic models published by others 
4.2.1. Published zero order kinetics models  
Ottengraf and van den Oever (1983) published two mathematical derivations for prediction of the air 
pollution removal in biofilters. They relied on all assumptions laid out in Section 4.1.1. They also 
assumed that the concentration of the pollutant dissolved in the biofilm is high enough to satisfy the 
assumption of zero order kinetics for the biodegradation of the pollutant. Based on these 
assumptions they developed two mathematical models to describe the performance of their 
biofilter. 
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The concentration profile within the biofilm for the first model is schematically represented by the 
continuous line in Figure 39. This model is based on the assumption that there is some substrate in 
the entire biofilm depth. The consumption rate of the substrate depends only on the zero-order 
reaction constant, and the corresponding model is widely known as the “zero-order reaction 
limitation” model, as originally named by Ottengraf and van den Oever (1983). 
 
 
Figure 39: The concentration profiles implied by the biophysical models of Ottengraf and van den Oever (1983) 
for BTFs, assuming zero-order reaction kinetics 
 
The other model by Ottengraf and van den Oever (1983), for which the concentration profile is 
shown in Figure 39 by the dotted line, assumes that the resistance to diffusion in the biofilm is high 
enough, and the pollution concentration is low enough for the substrate concentration to be entirely 
consumed at a depth smaller than the biofilm thickness. Thus, only a fraction of the biofilm would be 
used for substrate consumption, which is determined by the biofilm’s resistance to substrate 
diffusion. Although in such a case the pollution removal is controlled by both reaction and diffusion, 
it has been misleadingly referred to as the “diffusion limitation model” within the literature, and it 
will be referred to as such in this thesis for simplicity. 
 
4.2.1.1. Derivation of the zero-order reaction limitation equation published by Ottengraf and 
van den Oever (1983) 
As shown in Figure 39, the substrate concentration in the biofilm is at its highest at the air/biofilm 
interface, and it declines through the depth of the biofilm. In the case depicted by the solid line in 
Figure 39, the substrate removal rate per unit volume of the biofilm is given throughout the biofilm 
by the zero-order reaction rate constant 𝑘0. Using 𝐴𝑠 as the air/biofilm interface area per unit 
volume of the packed bed and 𝛿 as the biofilm thickness, the pollutant consumption rate per 
bed volume can be described as 𝑘0𝛿𝐴𝑠. Due to the steady state assumption there is no 
pollutant accumulation in the biofilm. Therefore, the consumption rate per bed volume is 
𝐶𝑔/𝑚
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equal to the mass transfer rate of the pollutant into the biofilm per bed volume, as shown in 
Equation 27, where 𝑁 is the flux of the pollutant into the biofilm. 
 
𝑘0𝛿𝐴𝑠 = 𝑁𝐴𝑠  Equation 27 
 
Both sides of Equation 27 can be divided by 𝐴𝑠, as shown in Equation 28 
 
𝑁 = 𝑘0𝛿  Equation 28 
 
In Equation 15, 𝑁 can now be replaced with 𝑘0𝛿, as shown in Equation 29. 
 
∫
1
𝑘0𝛿
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
𝑑𝐶𝑔 = ∫
−𝐴𝑠
𝑈𝑔
𝑍
0
𝑑𝑧 Equation 29 
 
With no variables present in Equation 29, the integration has the simple solution, show in 
Equation 30.   
 
1
𝑘0𝛿
(𝐶𝑔,𝑜𝑢𝑡 − 𝐶𝑔,𝑖𝑛) =
−𝐴𝑠
𝑈𝑔
(𝑍 − 0)  Equation 30 
 
Both sides in Equation 30 are then multiplied by 𝑘0𝛿, as shown in Equation 31. 
 
𝐶𝑔,𝑜𝑢𝑡 − 𝐶𝑔,𝑖𝑛 =
−𝑍𝑘0𝛿𝐴𝑠
𝑈𝑔
  Equation 31 
 
𝐶𝑔,𝑖𝑛 is then added to both sides of Equation 31, as shown in Equation 32. 
 
𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔,𝑖𝑛 − 𝑘0𝛿𝐴𝑠
𝑍
𝑈𝑔
  Equation 32 
 
The Empty Bed Retention Time (EBRT) can be described by Equation 33, using 𝑡𝐸𝐵 as the EBRT. 
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𝑡𝐸𝐵 =
𝑍
𝑈𝑔
  Equation 33 
 
According to Equation 33, 𝑡𝐸𝐵 can replace 
𝑍
𝑈𝑔
 in Equation 32, as shown in Equation 34. 
𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔,𝑖𝑛 − 𝑘0𝛿𝐴𝑠𝑡𝐸𝐵  Equation 34 
 
Equation 34 can be used to predict the outlet concentration. However, with three variable 
terms, it cannot be used for linear regression. To reduce the number of the variable terms in 
Equation 34, both sides are divided by 𝐶𝑔,𝑖𝑛, as shown in Equation 35. 
 
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
= 1 − 𝑘0𝛿𝐴𝑠
𝑡𝐸𝐵
𝐶𝑔,𝑖𝑛
  Equation 35 
 
Equation 35 has the form of the equation of a straight line, where 𝑡𝐸𝐵/𝐶𝑔,𝑖𝑛 is the independent 
variable, 𝐶𝑔,𝑜𝑢𝑡/𝐶𝑔,𝑖𝑛 is the dependent variable, −𝑘0𝛿𝐴𝑠 is the slope, and the vertical axis inter sept 
is equal to one. 
 
4.2.1.2. Derivation of the zero-order diffusion limitation equation published by Ottengraf and 
van den Oever (1983) 
Here, it is assumed that the diffusion rate of the substrate through the biofilm is slow, compared to 
the metabolism rate of the substrate inside the biofilm; the substrate is fully consumed without 
diffusing through the entire thickness of the biofilm. The substrate diffuses through the biofilm and 
runs out at the depth 𝜆 inside the biofilm, where 𝜆 ≤ 𝛿, as shown in Figure 39.   
Under steady-state conditions, the rate of substrate consumption per unit volume of the bed 
(𝑘0𝜆𝐴𝑠) is equal to the rate of the flux into the biofilm per unit volume of the bed (𝑁𝐴𝑠) as follows: 
 
𝑘0𝜆𝐴𝑠 = 𝑁𝐴𝑠  Therefore:      𝑘0𝜆 = 𝑁 Equation 36 
 
Next, the zero-order reaction rate 𝑘0 is substituted for 𝑟 in  Equation 26-a, as an approximation for 
the volume specific reaction rate, as shown in Equation 37-a. Equation 26-b is used as a boundary 
condition, as shown in Equation 37-b. At point 𝜆 within the biofilm depth, there is no substrate left. 
Therefore, there is no flux of substrate at this point, and according to Equation 17, 
𝑑𝐶𝑙
𝑑𝑥
 must be equal 
to zero, as shown in Equation 37-c. 
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𝐷
𝑑2𝐶𝑙
𝑑𝑥2
− 𝑘0 = 0  Equation 37-a 
𝐶𝑙 =
𝐶𝑔
𝑚
             𝑎𝑡           𝑥 = 0  Equation 37-b 
𝑑𝐶𝑙
𝑑𝑥
= 0             𝑎𝑡           𝑥 = 𝜆  Equation 37-c 
 
Since 𝑘0 and 𝐷 have been assumed to be constants with respect to 𝑥, Equation 37-a can be 
integrated with respect to 𝑥, as shown in Equation 38. 
 
𝑑𝐶𝑙
𝑑𝑥
=
𝑘0
𝐷
𝑥 + 𝐶′  Equation 38 
 
The integration constant  𝐶′ is then found by applying Equation 37-c to Equation 38, as shown in 
Equation 39, where 𝜆 is substituted for 𝑥 and zero is substituted for 
𝑑𝐶𝑙
𝑑𝑥
 . 
 
0 =
𝑘0
𝐷
𝜆 + 𝐶′  Equation 39 
 
Equation 39 is then rearranged to provide a description for the integration constant, as shown in 
Equation 40. 
 
𝐶′ = −
𝑘0
𝐷
𝜆  Equation 40 
 
In Equation 38, 𝐶′ is then replaced with −
𝑘0
𝐷
𝜆, as shown in Equation 41. 
 
𝑑𝐶𝑙
𝑑𝑥
=
𝑘0
𝐷
𝑥 −
𝑘0
𝐷
𝜆   Equation 41 
 
Equation 41 is then integrated again, with respect to 𝑥, as shown in Equation 42. 
 
𝐶𝑙 =
𝑘0
2𝐷
𝑥2 −
𝑘0
𝐷
𝜆𝑥 + 𝐶′′  Equation 42 
 
The integration constant 𝐶′′  is found using the boundary condition described in Equation 37-b, as 
shown in Equation 43. 
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𝐶𝑔
𝑚
=
𝑘0
2𝐷
(0)2 −
𝑘0
𝐷
𝜆(0) + 𝐶′′  Equation 43 
 
In Equation 43, the terms that are equal to zero are removed, as shown in Equation 44. 
 
𝐶′′ =
𝐶𝑔
𝑚
  Equation 44 
 
𝐶′′ can now be replaced with 
𝐶𝑔
𝑚
  in Equation 42, as shown in Equation 45. 
 
𝐶𝑙 =
𝑘0
2𝐷
𝑥2 −
𝑘0
𝐷
𝜆𝑥 +
𝐶𝑔
𝑚
  Equation 45 
 
𝜆 has been defined as the biofilm depth at which 𝐶𝑙 arrives at zero (𝐶𝑙 = 0 𝑤ℎ𝑒𝑛 𝑥 = 𝜆). Based on 
this definition, in Equation 45, 𝐶𝑙 is replaced with zero, and 𝑥 is replaced with 𝜆, as shown in Equation 
46. 
 
0 =
𝑘0
2𝐷
𝜆2 −
𝑘0
𝐷
𝜆𝜆 +
𝐶𝑔
𝑚
  Equation 46 
 
Equation 46 is then rearranged as shown in Equation 47. 
 
𝑘0
2𝐷
𝜆2 −
𝑘0
𝐷
𝜆2 +
𝐶𝑔
𝑚
= 0  Equation 47 
 
𝜆2 is then factorised as shown in Equation 48. 
 
−
𝑘0
2𝐷
𝜆2 +
𝐶𝑔
𝑚
= 0  Equation 48 
 
Equation 48 is then rearranged in terms of 𝜆2 as shown in Equation 49. 
 
𝜆2 =
2𝐷𝐶𝑔
𝑘0𝑚
  Equation 49 
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According to Equation 49, there are two values for 𝜆. However, since the negative value is not 
physically possible, the positive value is considered as shown in Equation 50. 
 
𝜆 = +√
2𝐷𝐶𝑔
𝑘0𝑚
  Equation 50 
 
√
2𝐷𝐶𝑔
𝑘0𝑚
 replaces 𝜆 in Equation 36, as shown in Equation 51.  
 
𝑁 = 𝑘0√
2𝐷𝐶𝑔
𝑘0𝑚
= √
2𝑘0𝐷𝐶𝑔
𝑚
  Equation 51 
 
√
2𝑘0𝐷𝐶𝑔
𝑚
 replaces 𝑁 in Equation 13, as shown in Equation 52. 
 
𝑑𝐶𝑔
𝑑𝑧
= −
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷𝐶𝑔
𝑚
  Equation 52 
 
To facilitate the construction of an integral equation, Equation 52 should be rearranged in a way that 
each of the two variables are positioned at only one side of the equation, which is achieved by 
dividing both sides of Equation 52 by √𝐶𝑔 and multiplying them by 𝑑𝑧, as shown in Equation 53. 
 
1
√𝐶𝑔
𝑑𝐶𝑔 = −
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
𝑑𝑧  Equation 53 
 
Equation 53 is then integrated from the bottom to the top of the bed, as shown in Equation 54, 
where all parameters at the Right Hand Side (RHS) of Equation 53 are assumed to be constant with 
respect to the bed height, and as such could come out of the integral. 
 
∫
1
√𝐶𝑔
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
𝑑𝐶𝑔 = −
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
∫ 𝑑𝑧
𝑍
0
 Equation 54 
 
Equation 55 is the analytical solution to Equation 54; it can be expanded as shown in Equation 56. 
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[2√𝐶𝑔]𝐶𝑔,𝑖𝑛
𝐶𝑔,𝑜𝑢𝑡
= −
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
[𝑧]0
𝑍  Equation 55 
 
2(√𝐶𝑔,𝑜𝑢𝑡 − √𝐶𝑔,𝑖𝑛) = −
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
𝑍  Equation 56 
 
Both sides of Equation 56 are then divided by 2√𝐶𝑔,𝑖𝑛, and the expression 𝑍 𝑈𝑔⁄  is replaced with the 
retention time 𝑡𝐸𝐵, as shown in Equation 57. 
 
√
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
− 1 = −
𝑡𝐸𝐵
√𝐶𝑔,𝑖𝑛
𝐴𝑠√
𝑘0𝐷
2𝑚
  Equation 57 
 
Finally, Equation 57 is rearranged to form an equation of a straight line, where √
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
 is the vertical 
axis, 
𝑡𝐸𝐵
√𝐶𝑔,𝑖𝑛
 is the horizontal axis, −𝐴𝑠√
𝑘0𝐷
2𝑚
 is the slope, and the vertical axis intercept is equal to one, 
as shown in Equation 58. 
 
√
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
= 1 − 𝐴𝑠√
𝑘0𝐷
2𝑚
𝑡𝐸𝐵
√𝐶𝑔,𝑖𝑛
  Equation 58 
 
Equation 58 was first derived and used for model fitting by Ottengraf and van den Oever (1983), in 
the form shown in Equation 59. However, they mistakenly omitted the power of two from the right-
hand side of Equation 59 from the equation printed in their paper, possibly due to a typing error.  
 
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
= (1 − 𝐴𝑠√
𝑘0𝐷
2𝑚
𝑡𝐸𝐵
√𝐶𝑔,𝑖𝑛
)
2
  Equation 59 
 
Ottengraf and van den Oever (1983) also failed to address the problem that the RHS of the equation 
becomes a negative value at high enough retention times. This problem will be addressed in Section 
4.3.2. 
 
4.2.2. First order kinetics with diffusion limitation 
As described in Section 4.1.3, the first-order reaction kinetics is the other extreme special case of the 
Michaelis Menten relation, in which the substrate concentration in the biofilm is low enough 
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everywhere (Equation 16: 𝐶𝑙 ≪ 𝐾𝑚). The M-M relation can be approximated by the first order 
kinetics as shown in Equation 60. 
 
𝑟 =
𝑉𝑚𝑎𝑥 
𝐾𝑚
𝐶𝑙  Equation 60 
 
Using 𝑘1 as the first order reaction rate constant, Equation 60 can be written in the classic form of a 
first order chemical reaction, as shown in Equation 61. 
 
𝑟 = 𝑘1𝐶𝑙  Equation 61 
 
Ottengraf (1986) used this rate equation, along with the set of assumptions listed in Section 4.1, for a 
material balance through the biofilm thickness, using Fick’s law, as shown in Equation 62-a, the 
boundary conditions for which are shown by Equation 62-b and Equation 62-c. 
 
𝑑2𝐶𝑙
𝑑𝑥2
=
𝑘1
𝐷
𝐶𝑙  Equation 62-a 
𝐶𝑙 =
𝐶𝑔
𝑚
             𝑎𝑡           𝑥 = 0  Equation 62-b 
𝑑𝐶𝑙
𝑑𝑥
= 0             𝑎𝑡           𝑥 = 𝛿  Equation 62-c 
 
A differential equation with respect to the variable 𝑥, would normally have to be written as a 
function of 𝑥, so that an analytical solution could be pursued. In Equation 62-a, on the other hand, 
the Right Hand Side (RHS) is written in terms of 𝐶𝑙, which is the function being differentiated, and not 
the independent variable 𝑥, upon which the differentiation is based. This problem is next solved by 
finding a description of 𝐶𝑙 as a function of 𝑥. 
To examine this possibility of an analytical solution for Equation 62-a achieve this, Equation 63 is 
arbitrarily adopted to describe 𝐶𝑙 as a function of 𝑥, where 𝐴, 𝐵 and Ω are assumed to be constants. 
These constants will be proved to be functions of the characteristics of the BTF in the derivation 
below.  
 
𝐶𝑙 = 𝐴𝑒
Ω𝑥 + 𝐵𝑒−Ω𝑥  Equation 63 
 
To validate Equation 63, it is differentiated with respect to 𝑥 twice as shown in Equation 64 and 
Equation 65. 
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𝑑𝐶𝑙
𝑑𝑥
= 𝐴Ω𝑒Ω𝑥 − 𝐵Ω𝑒−Ω𝑥  Equation 64 
 
 
𝑑2𝐶𝑙
𝑑𝑥2
= Ω2(𝐴𝑒Ω𝑥 + 𝐵𝑒−Ω𝑥)  Equation 65 
 
Based on Equation 63, 𝐶𝑙 replaces 𝐴𝑒
Ω𝑥 + 𝐵𝑒−Ω𝑥 in Equation 65, as shown in  Equation 66. 
 
𝑑2𝐶𝑙
𝑑𝑥2
= Ω2𝐶𝑙  Equation 66 
 
Since Equation 66 has the same form as Equation 62-a, the original assumption of Equation 63 must 
have been correct and the constant terms of Equation 66 and Equation 62-a must be equal, as shown 
in Equation 67. 
 
Ω2 =
𝑘1
𝐷
  Equation 67 
 
Both sides of Equation 67 are then square rooted to provide an explanation for the constant Ω, as 
shown in Equation 68. 
 
Ω = √
𝑘1
𝐷
  Equation 68 
 
Now that the constant Ω has been described as a function of the characteristics of the system, the 
same can be done for the constants 𝐴 and 𝐵, by applying the boundary condition demonstrated by 
Equation 62-b to Equation 63, as shown in Equation 69. 
 
𝐶𝑔
𝑚
= 𝐴𝑒Ω×0 + 𝐵𝑒−Ω×0 = 𝐴 + 𝐵  Equation 69 
 
The boundary condition demonstrated by Equation 62-c is then applied to Equation 64, as shown in 
Equation 70. 
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𝑑𝐶𝑙
𝑑𝑥
= 𝐴Ω𝑒Ω𝛿 − 𝐵Ω𝑒−Ω𝛿 = 0  Equation 70 
 
Both sides of Equation 70 are then multiplied by 𝑒Ω𝛿, as shown in Equation 71. 
 
𝐴Ω𝑒2Ω𝛿 − 𝐵Ω𝑒0 = 0  Equation 71 
 
Equation 71 is then written in terms of 𝐵, as shown in Equation 72. 
 
𝐵 = 𝐴𝑒2Ω𝛿  Equation 72 
 
𝐵 in Equation 69 can now be replaced with its equivalent according to Equation 72, as shown in 
Equation 73. 
 
𝐶𝑔
𝑚
= 𝐴 + 𝐴𝑒2Ω𝛿  Equation 73 
 
As shown in Equation 74, 𝐴 is then factored from the RHS of Equation 73, so that the relation could 
be described in terms of 𝐴, as shown in Equation 75. 
 
𝐶𝑔
𝑚
= 𝐴(1 + 𝑒2Ω𝛿) Equation 74 
 
𝐴 =
𝐶𝑔
𝑚(1 + 𝑒2Ω𝛿)
 Equation 75 
 
𝐴 in Equation 72 is then replaced with its description according to Equation 75, as shown in Equation 
76. 
 
𝐵 =
𝐶𝑔 𝑒
2Ω𝛿
𝑚(1 + 𝑒2Ω𝛿)
 Equation 76 
 
The denominator and numerator of the RHS of Equation 76 are then multiplied by 𝑒−2Ω𝛿, as shown 
in Equation 77. 
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𝐵 =
𝐶𝑔
𝑚(1 + 𝑒−2Ω𝛿)
 Equation 77 
 
Equation 75 and Equation 77 provide tangible descriptions for the constants 𝐴 and 𝐵. These 
descriptions can replace 𝐴 and 𝐵 in Equation 63, as shown in Equation 78. 
 
𝐶𝑙 =
𝐶𝑔
𝑚(1+𝑒2Ω𝛿)
𝑒Ω𝑥 +
𝐶𝑔
𝑚(𝑒−2Ω𝛿+1)
𝑒−Ω𝑥  Equation 78 
 
A single value of 𝐶𝑔 is assumed for every single bed height and Equation 78 applies to any single 
height of the bed. 𝐶𝑔 is constant with respect to the biofilm depth (𝑥), and so are all other 
parameters Equation 78. As a result, Equation 78 can be differentiated with respect to 𝑥, as shown in 
Equation 79. 
 
𝑑𝐶𝑙
𝑑𝑥
=
Ω𝐶𝑔
𝑚(1 + 𝑒2Ω𝛿)
𝑒Ω𝑥 −
Ω𝐶𝑔
𝑚(𝑒−2Ω𝛿 + 1)
𝑒−Ω𝑥 Equation 79 
 
The flux of the pollutant through the biofilm/air interface 𝑁 can be described by the Fick’s law of 
diffusion at the biofilm/air interface (𝑥 = 0), as shown in Equation 80. 
  
𝑁 = −𝐷
𝑑𝐶𝑙
𝑑𝑥
|
𝑥=0
  Equation 80 
 
In Equation 80, 𝑑𝐶𝑙 𝑑𝑥⁄  is replaced with its description according to Equation 79, and zero replaces 𝑥, 
as shown in Equation 81. 
 
𝑁 = −𝐷 (
Ω𝐶𝑔
𝑚(1+𝑒2Ω𝛿)
𝑒Ω0 −
Ω𝐶𝑔
𝑚(𝑒−2Ω𝛿+1)
𝑒−Ω0)  Equation 81 
 
The two expressions with a power of zero in Equation 81, are equal to one and can be removed from 
the equation, as shown in Equation 82. 
 
𝑁 = −𝐷 (
Ω𝐶𝑔
𝑚(1+𝑒2Ω𝛿)
−
Ω𝐶𝑔
𝑚(𝑒−2Ω𝛿+1)
)  Equation 82 
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Equation 82 is then factorised as shown in Equation 83. 
 
𝑁 = −
𝐷Ω𝐶𝑔
𝑚
(
1
(1+𝑒2Ω𝛿)
−
1
(𝑒−2Ω𝛿+1)
)  Equation 83 
 
Both the numerator and the denominator of the expression 1/(𝑒−2Ω𝛿 + 1) in Equation 83 are 
multiplied by 𝑒2Ω𝛿 to yield a common denominator, as shown in Equation 84. 
 
𝑁 = −
𝐷Ω𝐶𝑔
𝑚
(
1−𝑒2Ω𝛿
1+𝑒2Ω𝛿
)  Equation 84 
 
Equation 84 is already simplified. However, it can be turned into a hyperbolic equation by multiplying 
both the numerator and the denominator by 𝑒−Ω𝛿, as shown in Equation 85. 
 
𝑁 = −
𝐷Ω𝐶𝑔
𝑚
(
𝑒−Ω𝛿−𝑒Ω𝛿
𝑒−Ω𝛿+𝑒Ω𝛿
)  Equation 85 
 
Equation 86 is the hyperbolic form of Equation 85. 
 
𝑁 =
𝐷Ω𝐶𝑔
𝑚
𝑡𝑎𝑛ℎ(Ω𝛿)  Equation 86 
 
The flux term in Equation 13 is then replaced with its description according to Equation 86, as shown 
in Equation 87. 
 
𝑑𝐶𝑔
𝑑𝑧
= −
𝑁𝐴𝑠
𝑈𝑔
= −
𝐷Ω𝐶𝑔
𝑚
𝑡𝑎𝑛ℎ(Ω𝛿)
𝐴𝑠
𝑈𝑔
 Equation 87 
 
Equation 87 is then rearranged to allocate the LHS to concentration and the RHS to the bed height, as 
shown in Equation 88. 
 
1
𝐶𝑔
𝑑𝐶𝑔 = −
𝐷Ω𝐴𝑠
𝑚𝑈𝑔
𝑡𝑎𝑛ℎ(Ω𝛿)𝑑𝑧  Equation 88 
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Equation 88 is then integrated from the bottom to the top of the bed, as shown in Equation 89. 
Based on the underlying assumptions behind the model, the expression −(𝐷Ω𝐴𝑠 𝑚𝑈𝑔⁄ )𝑡𝑎𝑛ℎ(Ω𝛿), is 
constant with respect to concentration and the bed height and is therefore left out of the integrals.  
 
∫
1
𝐶𝑔
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
𝑑𝐶𝑔 = −
𝐷Ω𝐴𝑠
𝑚𝑈𝑔
𝑡𝑎𝑛ℎ(Ω𝛿) ∫ 𝑑𝑧
𝑍
0
 Equation 89 
 
The solution of this integration is shown in Equation 90.  
 
ln 𝐶𝑔,𝑜𝑢𝑡 − ln 𝐶𝑔,𝑖𝑛 = −
𝐷Ω𝐴𝑠
𝑚
𝑡𝑎𝑛ℎ(Ω𝛿)
𝑍
𝑈𝑔
  Equation 90 
 
The LHS of Equation 90 is then written in the form of a single logarithm and 𝑍 𝑈𝑔⁄  is replaced with 
𝑡𝐸𝐵, as shown in Equation 91. 
 
ln (
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
) = −
𝐷Ω𝐴𝑠
𝑚
𝑡𝑎𝑛ℎ(Ω𝛿)𝑡𝐸𝐵  Equation 91 
 
Equation 91 is then converted to the exponential form, as shown in Equation 92. 
 
𝑒(−
𝐷Ω𝐴𝑠
𝑚
𝑡𝑎𝑛ℎ(Ω𝛿)𝑡𝐸𝐵) =
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
  Equation 92 
 
In Equation 92, Ω is then replaced with its description according to Equation 68, as shown in Equation 
93. 
 
𝑒
(−
𝐷𝐴𝑠√𝑘1 𝐷⁄
𝑚
𝑡𝑎𝑛ℎ(𝛿√𝑘1 𝐷⁄ )𝑡𝐸𝐵) =
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
  Equation 93 
 
Equation 93 is then rearranged slightly, for better presentation, and the power term is both 
multiplied and divided by 𝛿, as shown in Equation 94. 
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𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
= 𝑒
(−
𝐷𝐴𝑠𝛿√𝑘1 𝐷⁄
𝑚𝛿
𝑡𝑎𝑛ℎ(𝛿√𝑘1 𝐷⁄ )𝑡𝐸𝐵)
 Equation 94 
 
Thiele modulus is a parameter widely used in the literature as a performance indicator of catalyst 
particles, originally introduced by Thiele (1939). Ottengraf (1986) used the description of the Thiele 
modulus for the first order kinetics 𝜙1 in the biofilm, as shown in Equation 95. 
 
𝜙1 = 𝛿√
𝑘1
𝐷
  Equation 95 
 
In Equation 94, 𝜙1 can replace its description according to Equation 95, as shown in Equation 96. 
 
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
= 𝑒
(− 
𝐷𝐴𝑠𝜙1
𝑚𝛿
𝑡𝑎𝑛ℎ(𝜙1)𝑡𝐸𝐵) Equation 96 
 
Whilst Equation 96, has been published by Ottengraf (1986), its derivation could not be found within 
the literature. Equation 96 has therefore, been validated by the derivation laid out in this section. 
Furthermore, this full derivation has provided a description for the concentration of the pollutant in 
the biofilm, which will later prove crucial for examining the impact of resistance to mass transfer 
within the biofilm. 
Equation 96 can be rearranged to predict the outlet pollutant concentration in the air, as shown in 
Equation 97. 
 
𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔,𝑖𝑛 𝑒
(− 
𝐷𝐴𝑠𝜙1
𝑚𝛿
𝑡𝑎𝑛ℎ(𝜙1)𝑡𝐸𝐵)  Equation 97 
 
Equation 96 has been reported to successfully fit against experimental data for the removal of a 
number of air pollutants: In laboratory experiments on VOCs, Mathur and Majumder (2008) fitted 
the first order model against the data on the removal of methyl ethyl ketone (MEK), toluene, n-butyl 
acetate and o-xylene (MTBX) emitted from the paint manufacturing industry. They did not report any 
statistical parameters for the goodness of the fit provided by the first order model. They did, 
however, graphically present the experimental data against the first order model for both total MTBX 
loading rate of 14 g/m3/h and 272 g/m3/h. At loading rate of 14 g/m3/h, the first order model graph 
showed a good fit for the data for all four VOC components. At 272 g/m3/h, however, the fit was 
rather poor for each VOC, which hints at the need for a behaviour such as the M-M relation at 
intermediate concentrations. 
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Rahul et al. (2013) fitted the first order model against the data on the removal of benzene, toluene, 
ethyl benzene and o-xylene, all of which also fall into the VOC category. They reported r2 values of no 
less than 0.97 and concluded that “the main difference between the experimental data and the 
model predictions occurred when high loads and short contact times were applied”. This is consistent 
with the real kinetics being M-M. 
In a laboratory experiment, Morgan-Sagastume et al. (2003) reported a H2S data set produced under 
“conventional operation” conditions with a poor fit against this first order model. In a similar lab 
experiment Yang and Allen (1994) reported that a subset of their data showed linear behaviour 
according to Equation 96, but the remainder of their experimental data did not. 
 
4.2.3. Inappropriate use of Michaelis Menten kinetics in the literature 
There are a number of publications on biofilm reactors that advocate use of the M-M relations, but 
none give a source for the equation they use. In his textbook, Levenspiel (1999, p. 614) gives 
Equation 98 to describe substrate removal according to M-M kinetics in a Plug Flow Enzyme 
Fermenter (PFF), into which liquid is fed, containing aqueous enzyme, and substrate at concentration 
of 𝐶𝑖𝑛. 
 
𝑡𝐸𝐵
𝐶𝑖𝑛−𝐶𝑜𝑢𝑡
=
𝐾𝑀
𝑉𝑚𝑎𝑥
 
1
(
𝐶𝑖𝑛−𝐶𝑜𝑢𝑡
ln(
𝐶𝑖𝑛
𝐶𝑜𝑢𝑡
)
)
+
1
𝑉𝑚𝑎𝑥
  
Equation 98 
 
This derivation relies on the assumption that the enzyme concentration is constant along the PFR, 
which is not appropriate if the enzyme is present in live growing biomass an example of which is the 
Activated Sludge (AS) process. In this case the Monod equation is used to estimate biomass 
concentration profile the algorithm for which can only be solved numerically (Fan et al. 2009, 
Ghorbani and Eskicioglu 2011). 
Although Equation 98 is for a specific type of liquid-phase enzyme reactor, it has been used in the 
literature for air treatment by a BTF by erroneously assuming that inlet and outlet concentrations are 
those in air rather than water. For example, Chung et al. (2000) and Hirai et al. (1990) used Equation 
98 for the removal of volatile sulphur compounds such as H2S, methyl mercaptan and DMS, but 
reported no statistical parameters and did not present the data in tabular format. They both 
provided some data in graphic form which showed reasonably good fit against this misinterpreted 
version of Equation 98.  
Equation 98 as it stands, cannot be appropriately used for air treatment in a Biotrickling Filter (BTF) 
for two reasons. Firstly, the equation does not account for the substrate having to dissolve into the 
biofilm, which must introduce the solubility parameter, sometimes known as the Henry’s law 
constant. Also, the equation assumes that the enzyme is spread through the whole volume of the 
fermenter, whilst in a BTF, the enzymes are only available in the biofilm which constitutes a very 
small fraction of the BTF volume. In the next section, these deficiencies will be rectified. 
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4.3. Novel biokinetic models developed in this doctorate 
4.3.1. Model fitting approach 
The researchers, whose work was discussed in Section 4.2, used linear regression for model fitting. In 
this subsection, a major inaccuracy caused by linear regression is addressed, which partially informs 
the novel models derived in subsequent subsections of Section 4.3. 
As described in 4.2, to facilitate linear regression, the equations within the literature have been 
derived in the form of a straight line. Linear regression is the method of finding the equation for the 
best fit straight line, by minimising either the Sum of Squares of the Errors (SSE) or the Root Mean 
Squared Error (RMSE) in predicting the vertical axis values; minimising the SSE provides an identical 
answer to minimising the RMSE (Kreyszig 1993). In all air treatment applications, the variable of 
ultimate interest is the outlet concentration. The problem with the existing approach is that the 
vertical axes in the existing equations are not usually proportional to the outlet concentration, and as 
such, minimising the SSE in predicting the vertical axes values, via linear regression, often does not 
equate to minimising the SSE in predicting the outlet concentration. 
To avoid the error associated with this misplaced application of linear regression, the SSE in 
predicting the outlet concentration can be calculated again and again for different values of the lump 
parameters, to iteratively determine the lump parameter corresponding to the lowest SSE. This is a 
widely adopted model fitting method, referred to as Root Mean Square (RMS) fitting in the 
engineering literature and will be used as the primary model fitting method in this thesis. To facilitate 
this RMS fitting approach, the models derived in the subsequent subsection are written as functions 
describing the outlet concentration.  
Unlike SSE values, RMSE values have the same units as the measured quantity, providing a more 
tangible representation for the extent of a model’s inaccuracy. Thus, the minimised RMSE values will 
be reported instead of SSE values when comparing models against data sets. 
 
4.3.2. Modified zero order kinetics models 
One of the potentially major problems with the two zero-order equations by Ottengraf and van den 
Oever (1983) will be addressed in this section. These equations can be used to calculate the Empty 
Bed Retention Time (EBRT) that would lead to the prediction of zero outlet concentration for any 
specified inlet concentration. At all EBRT values longer than this, the equations predict non-zero 
outlet concentrations. In the SULPHUSTM case study, the EBRT was relatively long, and the inlet 
concentrations were relatively low, which amplifies the potential error discussed above. 
This problem is first addressed for the zero-order reaction limitation model, using the fact that the 
outlet concentration as described by Equation 34 cannot adopt negative values, as shown in 
Equation 99.8 
 
8 Inequalities will be referred to as “Equations” for simple communication. 
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𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔,𝑖𝑛 − 𝑘0𝛿𝐴𝑠𝑡𝐸𝐵 ≥ 0  Equation 99 
 
𝑘0𝛿𝐴𝑠𝑡𝐸𝐵 is added to both sides of this inequality, which is then used as a condition for the reaction 
limitation equation, as shown in Equation 100-a. Where this condition is not met, an outlet 
concentration of zero is reported instead, as shown in Equation 100-b.  
 
𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔,𝑖𝑛 − 𝑘0𝛿𝐴𝑠𝑡𝐸𝐵  if 𝐶𝑔,𝑖𝑛 ≥ 𝑘0𝛿𝐴𝑠𝑡𝐸𝐵 Equation 100-a 
𝐶𝑔,𝑜𝑢𝑡 = 0    if  𝐶𝑔,𝑖𝑛 < 𝑘0𝛿𝐴𝑠𝑡𝐸𝐵 Equation 100-b 
 
Equation 100 is referred to as the “modified reaction limitation model” in this thesis. The same logic 
is next applied for the diffusion limitation model. The lump parameter in Equation 57 is first 
considered as a single constant 𝛼, for simpler representation of the equation, as shown in Equation 
101. 
 
𝛼 = 𝐴𝑠√
𝑘0𝐷
2𝑚
 Equation 101 
 
The lump parameter in Equation 57 is then replaced with 𝛼, as shown in Equation 102. 
 
√
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
= 1 − 𝛼
𝑡𝐸𝐵
√𝐶𝑔,𝑖𝑛
 Equation 102 
 
Both sides of Equation 57 are then multiplied by √𝐶𝑔,𝑖𝑛, as shown in Equation 103. 
 
√𝐶𝑔,𝑜𝑢𝑡 = √𝐶𝑔,𝑖𝑛 − 𝑡𝐸𝐵𝛼  Equation 103 
 
Both sides of Equation 103 are then squared to arrive at a description for the outlet concentration, as 
shown in Equation 104. 
 
𝐶𝑔,𝑜𝑢𝑡 = (√𝐶𝑔,𝑖𝑛 − 𝑡𝐸𝐵𝛼)
2
  Equation 104 
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Equation 103 is valid only when its RHS is not a negative value, as shown in Equation 105.  
 
√𝐶𝑔,𝑖𝑛 − 𝑡𝐸𝐵𝛼 ≥ 0  Equation 105 
 
𝑡𝐸𝐵𝛼 is added to both sides of this inequality, which is then used as a condition for the use of the 
diffusion limitation equation, as shown in Equation 106-a. Where this condition is not met, an outlet 
concentration of zero is reported instead, as shown in Equation 106-b.  
 
𝐶𝑔,𝑜𝑢𝑡 = (√𝐶𝑔,𝑖𝑛 − 𝑡𝐸𝐵𝛼)
2
 if √𝐶𝑔,𝑖𝑛 ≥ 𝑡𝐸𝐵𝛼  Equation 106-a 
𝐶𝑔,𝑜𝑢𝑡 = 0   if √𝐶𝑔,𝑖𝑛 < 𝑡𝐸𝐵𝛼 Equation 106-b 
 
Equation 106 will be referred to as the “modified diffusion limitation model” in this thesis. 
 
4.3.3. Hybrid model 
4.3.3.1. Transition equation  
The models by Ottengraf and van den Oever (1983) assume that the entire bed operates either with 
or without diffusion limitation. It is conceivable that the pollution concentration fed to a BTF is high 
enough to avoid diffusion limitation at the inlet of the bed, whilst the EBRT is high enough to reduce 
the pollution concentration sufficiently to render diffusion limitation at some point within the bed 
height. In such a scenario, the lower section of the bed would obey the reaction limitation, whilst the 
remaining bed volume would obey diffusion limitation. This situation is termed the “transition 
regime”, and the concentration inside the BTF at which transition between the reaction limitation 
and diffusion limitation occurs is termed the “critical concentration” in this thesis. 
The derivations by Ottengraf and van den Oever (1983) and their underlying assumptions are 
proposed as the basis for the novel mathematical derivations made in this section. Only the 
assumption by Ottengraf and van den Oever (1983) that the entire bed operates under either the 
diffusion limitation or the reaction limitation regime is replaced. 
To describe the concept of critical concentration more clearly, the concentration profile in the biofilm 
shown in Figure 39 is presented with more detail in Figure 40, where according to the zero-order 
kinetics assumption at low enough pollutant concentrations, the substrate would run out at the 
biofilm depth of 𝜆, without utilizing the entire biofilm depth. 
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Figure 40: The concentration profile according to the biophysical models by Ottengraf and van den Oever (1983) 
for BTFs, in the biofilm - 𝑥 = 0 represents the air/biofilm interface, and 𝑥 = 𝛿 represents the biofilm/medium 
interface. 
 
If the air pollutant concentration is then elevated to the critical concentration 𝐶𝑔,𝑐𝑟𝑖𝑡, the substrate 
becomes zero at the full biofilm depth 𝛿, in which case 𝜆 becomes equal to 𝛿. In other words, 𝐶𝑔 =
𝐶𝑔,𝑐𝑟𝑖𝑡 when 𝜆 = 𝛿. Thus, the critical concentration can be defined by replacing 𝜆 with 𝛿 and 𝐶𝑔 with 
𝐶𝑔,𝑐𝑟𝑖𝑡 in Equation 50, as shown in Equation 107.  
 
𝛿 = √
2𝐷𝐶𝑔,𝑐𝑟𝑖𝑡
𝑘0𝑚
  Equation 107 
 
Both sides of Equation 107 are then squared and then multiplied by 𝑘0𝑚, as shown in Equation 108. 
 
𝛿2𝑘0𝑚 = 2𝐷𝐶𝑔,𝑐𝑟𝑖𝑡  Equation 108 
 
Both sides of Equation 108 are then divided by 2𝐷 to arrive at a mathematical description for the 
critical concentration, as shown in Equation 109. 
 
𝐶𝑔,𝑐𝑟𝑖𝑡 =
𝑘0𝑚𝛿
2
2𝐷
  Equation 109 
 
Assuming that the inlet concentration is greater than this critical concentration, the flow path within 
the BTF begins with reaction limitation behaviour. The as the concentration declines along the air 
Reaction limitation
Critical point
Diffusion limitation
𝐶𝑙 = ⁄𝐶𝑔,𝑐𝑟𝑖𝑡 𝑚
𝐶𝑙 = 0
Reaction limitation: 
𝐶𝑙 = ⁄𝐶𝑔 𝑚
𝑥 = 0 𝑥 = δ𝑥 = 𝜆
Diffusion limitation: 
𝐶𝑙 = ⁄𝐶𝑔 𝑚
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flow path, the reaction limitation behaviour is maintained up to the critical height within the BTF 
where the pollutant concentration becomes equal to the critical concentration. To obtain a 
mathematical account for this reaction limitation segment of the bed, 𝑁 in Equation 13 is replaced 
with 𝑘0𝛿, according to Equation 28, as shown in Equation 110. 
 
𝑑𝐶𝑔
𝑑𝑧
= −
𝑘0𝛿𝐴𝑠
𝑈𝑔
  Equation 110 
 
Equation 110 is then rearranged as shown in Equation 111. 
 
𝑑𝐶𝑔 = −
𝑘0𝛿𝐴𝑠
𝑈𝑔
𝑑𝑧  Equation 111 
 
In the transition model, Equation 111 is valid only for the reaction limitation zone, which is from the 
bottom of the bed to the critical height. Therefore, integration is performed on Equation 111 from 
the bottom of the bed to the critical height 𝑧𝑐𝑟𝑖𝑡, as shown in Equation 112. 
 
∫ 𝑑𝐶𝑔
𝐶𝑔,𝑐𝑟𝑖𝑡
𝐶𝑔,𝑖𝑛
= ∫ −
𝑘0𝛿𝐴𝑠
𝑈𝑔
𝑧𝑐𝑟𝑖𝑡
0
𝑑𝑧 Equation 112 
 
Equation 112 consists of constants only, and as such it has the simple solution described in Equation 
113. 
 
[𝐶𝑔]𝐶𝑔,𝑖𝑛
𝐶𝑔,𝑐𝑟𝑖𝑡 = −
𝑘0𝛿𝐴𝑠
𝑈𝑔
[𝑧]0
𝑧𝑐𝑟𝑖𝑡  Equation 113 
 
The limits of Equation 113 are applied, as shown in Equation 114. 
 
𝐶𝑔,𝑐𝑟𝑖𝑡 − 𝐶𝑔,𝑖𝑛 = −
𝑘0𝛿𝐴𝑠
𝑈𝑔
𝑧𝑐𝑟𝑖𝑡  Equation 114 
 
 
𝛿2𝑘0𝑚
2𝐷
 then replaces 𝐶𝑔,𝑐𝑟𝑖𝑡  in Equation 114, based on Equation 109, as shown in Equation 115. 
 
Page | 103  URN: 6111100 
𝛿2𝑘0𝑚
2𝐷
− 𝐶𝑔,𝑖𝑛 = −
𝑘0𝛿𝐴𝑠
𝑈𝑔
𝑧𝑐𝑟𝑖𝑡  Equation 115 
 
To arrive at a description for 𝑧𝑐𝑟𝑖𝑡, both sides of Equation 115, are then divided by −𝑘0𝛿𝐴𝑠/𝑈𝑔, as 
shown in Equation 116. 
 
𝛿2𝑘0𝑚𝑈𝑔
−𝑘0𝛿𝐴𝑠2𝐷
−
𝑈𝑔𝐶𝑔,𝑖𝑛
−𝑘0𝛿𝐴𝑠
= 𝑧𝑐𝑟𝑖𝑡  Equation 116 
 
Equation 116 is then rearranged and simplified, as shown in Equation 117. 
 
𝑧𝑐𝑟𝑖𝑡 =
𝑈𝑔𝐶𝑔,𝑖𝑛
𝑘0𝛿𝐴𝑠
−
𝛿𝑚𝑈𝑔
2𝐴𝑠𝐷
  Equation 117 
 
For the diffusion limitation zone of the transition, integration is then performed on Equation 53, from 
the critical point to the top of the bed, as shown in Equation 118, where all parameters at RHS of 
Equation 53 are assumed to be constant with respect to the bed height, and as such could come out 
of the integral. 
 
∫
1
√𝐶𝑔
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑐𝑟𝑖𝑡
𝑑𝐶𝑔 = −
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
∫ 𝑑𝑧
𝑍
𝑧𝑐𝑟𝑖𝑡
 Equation 118 
 
Equation 119 is the analytical solution to Equation 118; it can be expanded as shown in Equation 120. 
 
[2√𝐶𝑔]𝐶𝑔,𝑐𝑟𝑖𝑡
𝐶𝑔,𝑜𝑢𝑡
= −
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
[𝑧]𝑧𝑐𝑟𝑖𝑡
𝑍   Equation 119 
 
2√𝐶𝑔,𝑜𝑢𝑡 − 2√𝐶𝑔,𝑐𝑟𝑖𝑡 = −
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
(𝑍 − 𝑧𝑐𝑟𝑖𝑡)  Equation 120 
 
𝑈𝑔𝐶𝑔,𝑖𝑛 (𝑘0𝛿𝐴𝑠)⁄ − 𝛿𝑚𝑈𝑔 (2𝐴𝑠𝐷)⁄  then replaces 𝑧𝑐𝑟𝑖𝑡 in Equation 120, based on Equation 117, as 
shown in Equation 121. 
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2√𝐶𝑔,𝑜𝑢𝑡 − 2√𝐶𝑔,𝑐𝑟𝑖𝑡 = −
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
(𝑍 −
𝑈𝑔𝐶𝑔,𝑖𝑛
𝑘0𝛿𝐴𝑠
+
𝛿𝑚𝑈𝑔
2𝐴𝑠𝐷
)  Equation 121 
 
The bracket in Equation 121 is then expanded, and both sides are divided by two, as shown in 
Equation 122. 
 
√𝐶𝑔,𝑜𝑢𝑡 − √𝐶𝑔,𝑐𝑟𝑖𝑡 = −
𝐴𝑠
2𝑈𝑔
√
2𝑘0𝐷
𝑚
𝑍 +
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
𝑈𝑔𝐶𝑔,𝑖𝑛
2𝑘0𝛿𝐴𝑠
−
𝐴𝑠
𝑈𝑔
√
2𝑘0𝐷
𝑚
𝛿𝑚𝑈𝑔
4𝐴𝑠𝐷
  Equation 122 
 
√𝐶𝑔,𝑐𝑟𝑖𝑡 is then added to both sides of Equation 122, followed by some algebraic simplification, as 
shown in Equation 123. 
 
√𝐶𝑔,𝑜𝑢𝑡 = √𝐶𝑔,𝑐𝑟𝑖𝑡 −
𝑍
𝑈𝑔
𝐴𝑠√
𝑘0𝐷
2𝑚
+ √
2𝐷
𝑚𝑘0𝛿2
𝐶𝑔,𝑖𝑛
2
−
1
2
√
𝑘0𝑚𝛿2
2𝐷
  Equation 123 
 
In Equation 123, 
𝑘0𝑚𝛿
2
2𝐷
 then replaces 𝐶𝑔,𝑐𝑟𝑖𝑡, based on  Equation 109, and 𝐴𝑠√
𝑘0𝐷
2𝑚
 replaces 𝛼, based 
on Equation 101, as shown in Equation 124. 
 
√𝐶𝑔,𝑜𝑢𝑡 = √𝐶𝑔,𝑐𝑟𝑖𝑡 −
𝑍
𝑈𝑔
𝛼 +
1
√𝐶𝑔,𝑐𝑟𝑖𝑡
𝐶𝑔,𝑖𝑛
2
−
1
2
√𝐶𝑔,𝑐𝑟𝑖𝑡  Equation 124 
 
In Equation 124, 𝑡𝐸𝐵 then replaces 𝑍 𝑈𝑔⁄ , followed by further simplification and rearrangements, as 
shown in  Equation 125. 
 
√𝐶𝑔,𝑜𝑢𝑡 =
𝐶𝑔,𝑖𝑛
2√𝐶𝑔,𝑐𝑟𝑖𝑡
− 𝑡𝐸𝐵𝛼 +
1
2
√𝐶𝑔,𝑐𝑟𝑖𝑡  Equation 125 
 
To arrive at a description for 𝐶𝑔,𝑜𝑢𝑡, both sides of Equation 125 are then squared, as shown in 
Equation 126. This equation is published by the author for the first time 
 
𝐶𝑔,𝑜𝑢𝑡 = (
𝐶𝑔,𝑖𝑛
2√𝐶𝑔,𝑐𝑟𝑖𝑡
+
√𝐶𝑔,𝑐𝑟𝑖𝑡
2
− 𝑡𝐸𝐵𝛼)
2
 Equation 126 
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Equation 126 can only be used at EBRT values smaller or equal to the EBRT, corresponding to zero 
outlet concentration. In other words, the expression squared in Equation 126 must not be negative, 
as shown in Equation 127. 
 
𝐶𝑔,𝑖𝑛
2√𝐶𝑔,𝑐𝑟𝑖𝑡
− 𝑡𝐸𝐵𝛼 +
√𝐶𝑔,𝑐𝑟𝑖𝑡
2
≥ 0 Equation 127 
 
𝑡𝐸𝐵𝛼 can then be added to both sides of this inequality, and since 𝛼 can only be positive, both sides 
can also be divided by 𝛼, as shown in Equation 128. 
 
𝐶𝑔,𝑖𝑛
2𝛼√𝐶𝑔,𝑐𝑟𝑖𝑡
+
√𝐶𝑔,𝑐𝑟𝑖𝑡
2𝛼
≥ 𝑡𝐸𝐵 Equation 128 
 
As explained above, when the condition shown in Equation 128 is met, Equation 126 must be used, 
as shown in Equation 129-a. Otherwise, outlet concentration of zero must be reported, as shown in 
Equation 129-b. 
 
𝐶𝑔,𝑜𝑢𝑡 = (
𝐶𝑔,𝑖𝑛
2√𝐶𝑔,𝑐𝑟𝑖𝑡
− 𝑡𝐸𝐵𝛼 +
√𝐶𝑔,𝑐𝑟𝑖𝑡
2
)
2
 if 𝑡𝐸𝐵 ≤
𝐶𝑔,𝑖𝑛
2𝛼√𝐶𝑔,𝑐𝑟𝑖𝑡
+
√𝐶𝑔,𝑐𝑟𝑖𝑡
2𝛼
 
Equation 
129-a 
𝐶𝑔,𝑜𝑢𝑡 = 0    if 𝑡𝐸𝐵 >
𝐶𝑔,𝑖𝑛
2𝛼√𝐶𝑔,𝑐𝑟𝑖𝑡
+
√𝐶𝑔,𝑐𝑟𝑖𝑡
2𝛼
 
Equation 
129-b 
 
Equation 129 is the transition model and can only be used in the transition regime; this is where the 
critical concentration lies between the inlet and outlet concentrations. 
 
4.3.3.2. Reaction-limitation equation for the hybrid model 
Equation 129 is written as a function of only two constant lump parameters, 𝛼 and 𝐶𝑔,𝑐𝑟𝑖𝑡. To avoid 
relying on any other constants, the reaction limitation model will also be described as a function of 
only these two constants. The lump parameter of Equation 100 is first multiplied and divided by two, 
and 𝑘0𝛿 is squared and then square rooted, as shown in Equation 130
9. 
 
 
9 Here the RHS of the equation is not changed; it is simply written in a different form, so that it could be 
transformed into a function of the lump parameters of the transition regime. 
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𝑘0𝛿𝐴𝑠 =
2
2
𝐴𝑠√(𝑘0𝛿)2 = 2𝐴𝑠√
𝑘0
2
√𝑘0𝛿
2
2
  Equation 130 
 
The RHS of Equation 130 is then both multiplied and divided by √𝐷 and √𝑚, as shown in Equation 
131. 
 
𝑘0𝛿𝐴𝑠 = 2𝐴𝑠√
𝑘0𝐷
2𝑚
√𝑘0𝑚𝛿
2
2𝐷
  Equation 131 
 
In Equation 131, 𝐶𝑔,𝑐𝑟𝑖𝑡  then replaces 
𝑘0𝑚𝛿
2
2𝐷
, based on  Equation 109, and 𝛼 replaces 𝐴𝑠√
𝑘0𝐷
2𝑚
, based 
on Equation 101, as shown in Equation 132. 
 
𝑘0𝛿𝐴𝑠 = 2𝛼√𝐶𝑔,𝑐𝑟𝑖𝑡  Equation 132 
 
Based on Equation 132, 2𝛼√𝐶𝑔,𝑐𝑟𝑖𝑡  then replaces 𝑘0𝛿𝐴𝑠 in Equation 100-a and Equation 100-b, as 
shown in Equation 133-a and Equation 133-b respectively. 
 
𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔,𝑖𝑛 − 2𝛼√𝐶𝑔,𝑐𝑟𝑖𝑡  𝑡𝐸𝐵  if 𝐶𝑔,𝑖𝑛 ≥ 2𝛼√𝐶𝑔,𝑐𝑟𝑖𝑡  𝑡𝐸𝐵 Equation 133-a 
𝐶𝑔,𝑜𝑢𝑡 = 0     if  𝐶𝑔,𝑖𝑛 < 2𝛼√𝐶𝑔,𝑐𝑟𝑖𝑡  𝑡𝐸𝐵 Equation 133-b 
 
 
4.3.3.3. Hybrid model algorithm 
By this point, the outlet concentration can be predicted as a function of only the two constants 
𝐶𝑔,𝑐𝑟𝑖𝑡 and 𝛼, irrespective of whether there is reaction-limitation, diffusion-limitation or a transition 
between the two. 
In this section, a hybrid model is proposed, which identifies the appropriate zero-order regime. The 
equations corresponding to this identified regime can then be used to predict the outlet 
concentration. The hybrid model’s analytical process is graphically described in Figure 41. The only 
two constants are the lump parameters 𝐶𝑔,𝑐𝑟𝑖𝑡  and 𝛼, which are inserted into the model, along with 
the inlet concentration and the EBRT. These values are used in either the reaction limitation equation 
or the transitional equation, to predict the outlet concentration10. 
 
10 The choice of either of the two equations will be discussed extensively, upon the full description of the 
process. 
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If this predicted outlet concentration is greater than the critical concentration, then the entire bed 
behaves according to reaction-limitation kinetics; therefore, the outlet concentration according to 
Equation 133 must be reported. 
If the outlet concentration is smaller than the critical concentration, but the inlet concentration is 
greater than the critical concentration, there is a regime transition; therefore, the outlet 
concentration according to Equation 129 must be reported. 
If the inlet concentration is smaller than the critical concentration, the entire bed behaves according 
to diffusion-limitation kinetics; therefore, the outlet concentration according to Equation 106 is 
reported. 
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Figure 41: A schematic representation for the process of selecting the appropriate zero-order regime, based on 
mass concentrations 
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The inequality 𝐶𝑔,𝑐𝑟𝑖𝑡 < 𝐶𝑔,𝑖𝑛 − 2𝛼√𝐶𝑔,𝑐𝑟𝑖𝑡 𝑡𝐸𝐵 in Figure 41 compares the critical concentration with 
the predicted outlet concentration according to the reaction-limitation model. This inequality could 
have been replaced with the inequality based on the transition equation, as shown in Equation 134. 
 
𝐶𝑔,𝑐𝑟𝑖𝑡 < (
𝐶𝑔,𝑖𝑛
2√𝐶𝑔,𝑐𝑟𝑖𝑡
+
√𝐶𝑔,𝑐𝑟𝑖𝑡
2
− 𝑡𝐸𝐵𝛼)
2
  Equation 134 
 
Both sides of Equation 134 are then square rooted, assuming that the expression in brackets is non-
negative, as shown in Equation 135. The retention time at which this expression equates to zero 
corresponds to consuming all of the substrate, and a negative value for this expression would imply 
consuming more than the entire substrate. A negative value for the expression in question would 
yield an inequality different to that of Equation 135. However, since it does not correspond to the 
physical reality, it will not be considered, even though it is an algebraic possibility. 
 
√𝐶𝑔,𝑐𝑟𝑖𝑡 <
𝐶𝑔,𝑖𝑛
2√𝐶𝑔,𝑐𝑟𝑖𝑡
+
√𝐶𝑔,𝑐𝑟𝑖𝑡
2
− 𝑡𝐸𝐵𝛼  Equation 135 
 
Both sides of Equation 135 are multiplied by the positive quantity of 2√𝐶𝑔,𝑐𝑟𝑖𝑡 , as shown in Equation 
136. 
 
2𝐶𝑔,𝑐𝑟𝑖𝑡 < 𝐶𝑔,𝑖𝑛 + 𝐶𝑔,𝑐𝑟𝑖𝑡 − 2√𝐶𝑔,𝑐𝑟𝑖𝑡𝑡𝐸𝐵𝛼  Equation 136 
 
𝐶𝑔,𝑐𝑟𝑖𝑡 is then subtracted from both sides of Equation 136, as shown in Equation 137.  
 
𝐶𝑔,𝑐𝑟𝑖𝑡 < 𝐶𝑔,𝑖𝑛 − 2√𝐶𝑔,𝑐𝑟𝑖𝑡𝑡𝐸𝐵𝛼  Equation 137 
 
The inequality in Equation 137 is identical to the inequality at the top left of Figure 41, which is 
because the transition model and reaction limitation model overlap, when the outlet concentration is 
equal to the critical concentration. 
The analysis laid out in Figure 41 is then transformed into an algorithm, as shown in Figure 42, which 
has been used by the author in MS Office Excel to make predictions of the outlet concentration, 
using several “If loop” commands within one another.
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Start
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No
𝐶𝑔,𝑐𝑟𝑖𝑡 < 𝐶𝑔,𝑖𝑛 − 2𝛼𝑡𝐸𝐵√𝐶𝑔,𝑐𝑟𝑖𝑡  
𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔 ,𝑖𝑛 − 2𝛼𝑡𝐸𝐵√𝐶𝑔 ,𝑐𝑟𝑖𝑡  
𝐶𝑔,𝑖𝑛 ≥ 𝐶𝑔,𝑐𝑟𝑖𝑡  
𝐶𝑔 ,𝑜𝑢𝑡 = (
𝐶𝑔,𝑖𝑛
2√𝐶𝑔,𝑐𝑟𝑖𝑡
+
√𝐶𝑔,𝑐𝑟𝑖𝑡
2
− 𝑡𝐸𝐵 𝛼)
2
 
√𝐶𝑔,𝑖𝑛 ≥ 𝑡𝐸𝐵𝛼 𝐶𝑔 ,𝑜𝑢𝑡 = (√𝐶𝑔,𝑖𝑛 − 𝑡𝐸𝐵𝛼)
2
 
𝐶𝑔,𝑜𝑢𝑡 = 0 
Enter 𝐶𝑔,𝑐𝑟𝑖𝑡 , 𝛼, 𝐶𝑔,𝑖𝑛  and 𝑡𝐸𝐵  
𝐶𝑔,𝑖𝑛 − 2𝛼𝑡𝐸𝐵√𝐶𝑔,𝑐𝑟𝑖𝑡 ≥ 0 
Yes
𝐶𝑔,𝑜𝑢𝑡 = 0 
No
𝐶𝑔 ,𝑖𝑛
2√𝐶𝑔 ,𝑐𝑟𝑖𝑡
+
√𝐶𝑔 ,𝑐𝑟𝑖𝑡
2
< 𝑡𝐸𝐵𝛼 
Yes
No
End
Report 𝐶𝑔 ,𝑜𝑢𝑡  
 
Figure 42: Hybrid model algorithm, based on Figure 41
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4.3.4. A novel use of the first order kinetics model 
Ottengraf (1986) solved the second order differential equation, described by Equation 62-a, with two 
boundary conditions shown in Equation 62-b and Equation 62-c. The boundary condition shown in 
Equation 62-c is based on the assumption that there is no flux in the direction of the biofilm depth 
past the full biofilm depth. This is because beyond the full depth of the biofilm there is no capacity to 
consume the pollutant in the support medium. Even if there are some pores on the media, there is 
no pollutant consumption inside them, if the pores are too small for the bacteria of the biofilm. If the 
pores are big enough, a false biofilm depth will result from the analysis. According to Equation 
17, 𝑑𝐶𝑙 𝑑𝑥⁄  is equal to zero, where there is no flux, which reflected in Equation 62-c. 
On the other hand, the biofilm depth is difficult to measure and so may not be known. However, a 
bound can be put on this lack of information by assuming that the biofilm depth is infinity. The mass 
balance in Equation 62-a is used again, as shown in Equation 138-a. This time, however, the 
boundary condition in Equation 62-c is replaced with Equation 138-c. 
 
𝑑2𝐶𝑙
𝑑𝑥2
=
𝑘1
𝐷
𝐶𝑙  Equation 138-a 
𝐶𝑙 =
𝐶𝑔
𝑚
             𝑎𝑡           𝑥 = 0  Equation 138-b 
𝑑𝐶𝑙
𝑑𝑥
= 0             𝑎𝑡           𝑥 = ∞  Equation 138-c 
 
As proved before, 𝑑𝐶𝑙 𝑑𝑥⁄  has the same form as that described in Equation 64, with new constants 𝐴′ 
and 𝐵′ as shown in Equation 139. The definition of Ω remains as described by Equation 68. 
 
𝑑𝐶𝑙
𝑑𝑥
= 𝐴′𝑒
Ω𝑥
− 𝐵′𝑒−Ω𝑥  Equation 139 
 
As required by the boundary condition shown in Equation 138-c, the value of 𝑑𝐶𝑙 𝑑𝑥⁄  in Equation 139 
is substituted with zero and that of 𝑥 is substituted with infinity, resulting in Equation 140.  
 
0 = 𝐴′𝑒
Ω∞
− 𝐵′𝑒−Ω∞  Equation 140 
 
Equation 140 can be simplified as shown in Equation 141, considering that any number to power of 
infinity is infinite, and any number to power of minus infinity is equal to zero. 
 
0 = 𝐴′∞ + 0  Equation 141 
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From Equation 141, 𝐴′ is found to be equal to 0, as shown in Equation 142. 
 
𝐴′ =
0
∞
= 0  Equation 142 
 
Next, the values of 𝐶𝑙 and 𝑥 from the boundary condition shown in Equation 138-b are substituted 
into Equation 139, as shown in Equation 143. 
 
𝐶𝑔
𝑚
= 𝐴′𝑒Ω0 + 𝐵′𝑒−Ω0  Equation 143 
 
Any number to power of zero is equal to one. Such factors of one in Equation 143 can be removed, as 
shown in Equation 144. 
 
𝐶𝑔
𝑚
= 𝐴′ + 𝐵′  Equation 144 
 
𝐴′ is substituted for into Equation 144 from Equation 142, as shown in Equation 145. 
 
𝐶𝑔
𝑚
= 0 + 𝐵′  Equation 145 
 
Equation 145 is then written in terms of 𝐵′, as shown in Equation 146. 
 
𝐵′ =
𝐶𝑔
𝑚
  Equation 146 
 
𝐴′ is then substituted for from Equation 142 and 𝐵′ is substituted for from Equation 146 into 
Equation 139, as shown in Equation 147. 
 
𝐶𝑙 = 0𝑒
Ω𝑥 +
𝐶𝑔
𝑚
𝑒−Ω𝑥 =
𝐶𝑔
𝑚
𝑒−Ω𝑥  Equation 147 
 
Both sides of Equation 147 are then differentiated with respect to 𝑥, as shown in Equation 148. 
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𝑑𝐶𝑙
𝑑𝑥
=
−Ω𝐶𝑔
𝑚
𝑒−Ω𝑥  Equation 148 
 
To find the flux of the pollutant into the biofilm, 𝑑𝐶𝑙 𝑑𝑥⁄  is substituted for from Equation 148, into 
Equation 80, as shown in Equation 149. 
 
𝑁 = −𝐷
𝑑𝐶𝑙
𝑑𝑥
|
𝑥=0
= −𝐷
−Ω𝐶𝑔
𝑚
𝑒−Ω0   Equation 149 
 
Equation 149 is simplified as shown in Equation 150, considering that any number to power of zero is 
equal to one. 
 
𝑁 = 𝐷
Ω𝐶𝑔
𝑚
  Equation 150 
 
The flux term in Equation 13 is then substituted for from Equation 150, as shown in Equation 151. 
 
𝑑𝐶𝑔
𝑑𝑧
= −
𝑁𝐴𝑠
𝑈𝑔
= −𝐷
Ω𝐶𝑔
𝑚
𝐴𝑠
𝑈𝑔
  Equation 151 
 
Equation 151 is then rearranged to allocate the LHS to concentration and the RHS to the bed height, 
as shown in Equation 152. 
 
1
𝐶𝑔
𝑑𝐶𝑔 = −
𝐷Ω𝐴𝑠
𝑚𝑈𝑔
𝑑𝑧  Equation 152 
 
Equation 152 is then integrated from the bottom to the top of the bed, as shown in Equation 153. 
Based on the underlying assumptions behind the model, the expression − 𝐷Ω𝐴𝑠 (𝑚𝑈𝑔)⁄  is constant 
with respect to concentration and the bed height and is therefore left out of the integrals.  
 
∫
1
𝐶𝑔
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
𝑑𝐶𝑔 = −
𝐷Ω𝐴𝑠
𝑚𝑈𝑔
∫ 𝑑𝑧
𝑍
0
 Equation 153 
 
The solution of this integration is shown in Equation 154. 
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ln 𝐶𝑔,𝑜𝑢𝑡 − ln 𝐶𝑔,𝑖𝑛 = −
𝐷Ω𝐴𝑠𝑍
𝑚𝑈𝑔
  Equation 154 
 
The LHS of Equation 154 is then written in the form of a single logarithm and the retention time (𝑡𝐸𝐵) 
is replaced with the expression (𝑍 𝑈𝑔⁄ ), as shown in Equation 155. 
 
ln (
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
) = −
𝐷Ω𝐴𝑠
𝑚
𝑡𝐸𝐵  Equation 155 
 
Equation 155 is then converted to the exponential form, as shown in Equation 156. 
 
𝑒(−
𝐷Ω𝐴𝑠
𝑚
𝑡𝐸𝐵) =
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
  Equation 156 
 
As shown in Equation 157, Ω is then substituted for from Equation 68 into Equation 156. 
 
𝑒
(−
𝐴𝑠𝐷√
𝑘1
𝐷
𝑚
𝑡𝐸𝐵)
=
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
  
Equation 157 
 
Equation 157 is then rearranged slightly, for better presentation, as shown in Equation 158. 
 
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
= 𝑒
(−
𝐴𝑠√𝐷𝑘1
𝑚
𝑡𝐸𝐵)  Equation 158 
 
Equation 158 can be rearranged to predict the outlet pollutant concentration in the air, as shown in 
Equation 159. 
 
𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔,𝑖𝑛𝑒
(− 
𝐴𝑠√𝐷𝑘1
𝑚
𝑡𝐸𝐵)  Equation 159 
 
Equation 159 and Equation 97 have the same form, and they can make identical predictions of the 
outlet concentration to fit with any experimental data. However, these two equations would predict 
different values for 𝑘1 as they are based on a different biofilm depth. We therefore have an upper 
bound on the value of 𝑘1 when the biofilm depth is uncertain. 
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4.3.5. Michaelis Menten kinetics  
In previous sections, the reaction rate per unit volume of biofilm has been described by either zero-
order or first-order kinetics, as approximations of Equation 16, in order to permit an analytical 
solution to Equation 13. In this section, the assumptions in Section 4.1.1 are maintained and 
Equation 16 is adopted to describe the reaction rate per unit volume. Since there is no analytical 
solution for Equation 25, the diffusivity is assumed to be so high that the concentration through the 
depth of the biofilm remains approximately constant (Figure 43) such that the substrate 
consumption rate per volume of the biofilms is independent of the biofilm depth. This assumption is 
made to enable an analytical solution to the modelling; it not from true conviction, and it represents 
a weakness in the model that will be discussed in due course. Analytical models have considerable 
strengths when it comes to analysing experimental data. 
 
 
Figure 43: The biophysical model, assuming the Michaelis-Menten reaction kinetics and very high diffusivity in 
the biofilm 
 
A mass balance is next conducted around the biofilm, assuming steady state. As shown in Equation 
160, the rate of pollutant consumption per volume of the bed, described as 𝑟𝛿𝐴𝑠, is equal to the 
pollutant mass transfer rate at the air/biofilm interface, described as 𝑁𝐴𝑠. 
 
𝑟𝛿𝐴𝑠 = 𝑁𝐴𝑠  Equation 160 
 
Both sides of Equation 160 are then divided by 𝐴𝑠, as shown in Equation 161. 
 
𝑁 = 𝑟𝛿  Equation 161 
𝐶𝑔/𝑚
𝑥=0 𝑥=𝛿
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𝑁 in Equation 13, then replaces  𝑟𝛿, as shown in Equation 162. 
 
𝑑𝐶𝑔
𝑑𝑧
= −
𝑟𝛿𝐴𝑠
𝑈𝑔
  Equation 162 
 
In Equation 162, 
𝑉𝑚𝑎𝑥 𝐶𝑙
𝐾𝑚+𝐶𝑙
 replaces 𝑟, based on Equation 16, as shown in Equation 163. 
 
𝑑𝐶𝑔
𝑑𝑧
= −
𝑉𝑚𝑎𝑥 𝐶𝑙
𝐾𝑚+𝐶𝑙
(
𝛿𝐴𝑠
𝑈𝑔
)  Equation 163 
 
Due to the assumption of high diffusivity, 𝐶𝑙 is assumed to be constant with respect to the bed 
height, and equal to the value of 𝐶𝑔/𝑚, as shown in Equation 164. 
 
𝑑𝐶𝑔
𝑑𝑧
= −
𝑉𝑚𝑎𝑥 𝐶𝑔/𝑚
𝐾𝑚+𝐶𝑔/𝑚
(
𝛿𝐴𝑠
𝑈𝑔
)  Equation 164 
 
Both sides of Equation 164 are then multiplied by 𝑑𝑧𝑈𝑔(𝐾𝑚 + 𝐶𝑔/𝑚), as shown in Equation 165. 
 
(𝑈𝑔𝐾𝑚 +
𝑈𝑔𝐶𝑔
𝑚
) 𝑑𝐶𝑔 =
−𝛿𝐴𝑠𝑉𝑚𝑎𝑥𝐶𝑔
𝑚
𝑑𝑧  Equation 165 
 
As shown in Equation 166, both sides of Equation 165 are then multiplied by 
𝑚
𝑈𝑔𝐶𝑔
. 
 
(
𝑚𝐾𝑚
𝐶𝑔
+ 1) 𝑑𝐶𝑔 = −
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
𝑈𝑔
𝑑𝑧  Equation 166 
 
In Equation 166, common denominator is taken for the term in bracket, as shown in Equation 167. 
 
𝑚𝐾𝑚+𝐶𝑔
𝐶𝑔
𝑑𝐶𝑔 = −
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
𝑈𝑔
𝑑𝑧  Equation 167 
 
Both sides of Equation 167 are then integrated from the bottom to the top of the bed, as shown in 
Equation 168. 
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∫
𝑚𝐾𝑚 + 𝐶𝑔
𝐶𝑔
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
𝑑𝐶𝑔 = ∫ −
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
𝑈𝑔
𝑍
0
𝑑𝑧 Equation 168 
 
Equation 168 is then solved as shown in Equation 169. 
 
[𝑚𝐾𝑚 ln 𝐶𝑔 + 𝐶𝑔]𝐶𝑔,𝑖𝑛
𝐶𝑔,𝑜𝑢𝑡 = −
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
𝑈𝑔
[𝑧]0
𝑍  Equation 169 
 
The limits of the integral are inserted, as shown in Equation 170. 
 
𝑚𝐾𝑚 ln 𝐶𝑔,𝑜𝑢𝑡 + 𝐶𝑔,𝑜𝑢𝑡 − (𝑚𝐾𝑚 ln 𝐶𝑔,𝑖𝑛 + 𝐶𝑔,𝑖𝑛) = −
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
𝑈𝑔
𝑍  Equation 170 
 
Equation 170 is then rearranged and 𝑍/𝑈𝑔 is replaced with 𝑡𝐸𝐵, as shown in Equation 171. 
 
𝐶𝑔,𝑜𝑢𝑡 − 𝐶𝑔,𝑖𝑛 + 𝑚𝐾𝑚(ln 𝐶𝑔,𝑜𝑢𝑡 − ln 𝐶𝑔,𝑖𝑛) = −𝛿𝐴𝑠𝑉𝑚𝑎𝑥𝑡𝐸𝐵  Equation 171 
 
In Equation 171, the term in bracket is written as a single logarithm as shown in Equation 172. 
 
𝐶𝑔,𝑜𝑢𝑡 − 𝐶𝑔,𝑖𝑛 + 𝑚𝐾𝑚 ln (
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
) = −𝛿𝐴𝑠𝑉𝑚𝑎𝑥𝑡𝐸𝐵  Equation 172 
 
Both sides of Equation 172 are then divided by 𝛿𝐴𝑠𝑉𝑚𝑎𝑥(𝐶𝑔,𝑜𝑢𝑡 − 𝐶𝑔,𝑖𝑛), as shown in Equation 173. 
 
1
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
+
𝑚𝐾𝑚
𝛿𝐴𝑠𝑉𝑚𝑎𝑥(𝐶𝑔,𝑜𝑢𝑡−𝐶𝑔,𝑖𝑛)
ln (
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
) =
−𝑡𝐸𝐵
−(𝐶𝑔,𝑖𝑛−𝐶𝑔,𝑜𝑢𝑡)
  Equation 173 
 
Finally, Equation 173 is rearranged, as shown in Equation 174. 
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𝑡𝐸𝐵
𝐶𝑔,𝑖𝑛 − 𝐶𝑔,𝑜𝑢𝑡
=
𝑚𝐾𝑚
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
 
ln (
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
)
𝐶𝑔,𝑜𝑢𝑡 − 𝐶𝑔,𝑖𝑛
+
1
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
 
Equation 174 
 
The Elimination Capacity 𝐸𝐶, as defined by Equation 175, and the logarithmic mean pollutant 
concentration 𝐶𝑙𝑛 in the air inside the BTF, as defined by Equation 176, are two of the variables often 
used in the literature for reporting biofiltration experimental data (Deshusses and Johnson 2000). 
 
𝐸𝐶 =
𝐶𝑔,𝑖𝑛−𝐶𝑔,𝑜𝑢𝑡
𝑡𝐸𝐵
  Equation 175 
 
𝐶𝑙𝑛 =
𝐶𝑔,𝑜𝑢𝑡−𝐶𝑔,𝑖𝑛
ln(
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
)
  
Equation 176 
 
Using Equation 175 and Equation 176, Equation 174 can be described more simply as shown in 
Equation 177. 
 
1
𝐸𝐶
=
𝑚𝐾𝑚
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
 
1
𝐶𝑙𝑛
+
1
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
 Equation 177 
 
Equation 177 is derived to form an equation of a straight line, where 1/𝐸𝐶 is the vertical axis, 1/𝐶𝑙𝑛 
is the horizontal axis, 𝑚𝐾𝑚/(𝛿𝐴𝑠𝑉𝑚𝑎𝑥) is the slope, and 1/(𝛿𝐴𝑠𝑉𝑚𝑎𝑥) is the vertical axis intercept. 
Equation 177 can now be tested against experimental data by plotting 1/𝐶𝑙𝑛, against 1/𝐸𝐶. 
Unfortunately, this is the same test as the one implied by Equation 98, which does not account for 
the substrate solubility and the fact that the substrate consumption takes place only in the biofilm, 
which constitutes a very small fraction of the bed volume. Equation 98 excludes a unitless factor of 
𝛿𝐴𝑠, which introduces an error of about two orders of magnitude to the reported value of 𝑉𝑚𝑎𝑥. The 
exclusion of Henry’s law constant can add several orders of magnitude of error to the value of 𝐾𝑚. 
For example, the value of 𝑚 for acetic acid is approximately 5 × 10-5. The impact of the exclusion of 
𝑚 on the value of 𝐾𝑚 would be partially countered by the impact of the exclusion of 𝛿𝐴𝑠. 
Nevertheless, 𝐾𝑚 would be reported with an error of at least two orders of magnitude, if Equation 98 
was to be used for the removal of acetic acid, instead of Equation 177. 
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4.3.6. Total VOC model development for all models discussed 
The total VOC measurements from Table 6 and Table 7 cannot be tested against the models 
discussed so far, because those models are based on the units of mass concentration, such as g/m3. 
The VOC detector used by author, on the other hand, could only measure the total level of VOCs in 
toluene equivalent mole fractions (i.e. ppmv) and not the composition of the VOCs. Since different 
VOCs have different molar masses, the units of concentration could not be converted from mole 
fractions to g/m3, as was done for the H2S analysis. 
To address the problem of not knowing the concentrations of individual pollutants, new quantities of 
Henry’s law constant and reaction kinetics constants are considered that are representative of the 
entire mixture of VOCs. These mixture-representative constants are then used to model for the 
removal of total VOCs without knowing the composition. If most of the VOCs in the mixture have 
similar solubilities and reaction kinetics, the added error from this lumping of the VOC mixture into a 
representative VOC becomes negligible. 
Using 𝑚′ as the unitless Henry’s law constant on mole fraction basis, representing the VOC mixture, 
Equation 178 correlates the mole fraction of the total VOCs in the biofilm 𝑥 to the mole fraction of 
the total VOCs in the gas phase 𝑦 in equilibrium with the biofilm.  
 
𝑚′ =
𝑦
𝑥
  Equation 178 
 
Both Henry’s law constants 𝑚′ and 𝑚 are dimensionless; 𝑚′ is defined based on mole fractions, 
whilst 𝑚 is defined based on mass concentrations. For hydrogen sulphide, 𝑚 is equal to 0.387 (Ben 
Jaber et al. 2016), whilst the unitless Henry’s law constant on mole fraction basis is equal to 563 
(Stuetz and Frechen 2001). The values of these two dimensionless Henry’s law constants are three 
orders of magnitude apart, which shows the potential error caused by incorrect use of Henry’s law. 
A material balance is conducted around the bed layer shown in Figure 36  with respect to the 
pollutant to be removed as shown in Equation 6. The mole fraction of the pollutant in air 𝑦 is 
approximated as the volume fraction, based on the ideal gas law. Using 𝑈𝑔 as the superficial air 
velocity along the length of the PFR, the volumetric air flow rate in the PFR can be described as 𝐴𝑈𝑔. 
This multiplied by volume fraction of the pollutant equals to the volume of pollutant carried upwards 
by the air at each point within the bed height, which amounts to the inlet and outlet rate of the 
pollutant at the bottom and the top of the layer respectively. These convective transfer rates are 
described by Equation 179 and Equation 180, based on gas volume.  
 
Pollutant entering the bed layer = 𝐴𝑈𝑔𝑦𝑧 Equation 179 
 
Pollutant escaping the bed layer = 𝐴𝑈𝑔𝑦𝑧+𝑑𝑧 Equation 180 
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Since the inlet and outlet flow rates are expressed in units of volume, the pollutant consumption rate 
must also be in units of volume. Using 𝑁′ as the volumetric flux of the pollutant into the biofilm, and 
𝐴𝑠 as the biofilm/air interface area per bed volume, the volumetric consumption rate per unit bed 
volume is 𝑁′𝐴𝑠. This multiplied by the volume of the bed layer in question amounts to the pollutant 
consumption rate in the bed layer, using 𝐴 as the superficial cross section area to the air flow, as 
shown in the following: 
 
Consumption rate in the bed layer =𝐴𝑑𝑧𝑁′𝐴𝑠 Equation 181 
 
The inlet, outlet and consumption terms in Equation 6 are then replaced with their mathematical 
descriptions from Equation 179, Equation 180 and Equation 181, as shown in Equation 182. 
 
𝐴𝑈𝑔𝑦𝑧+𝑑𝑧 − 𝐴𝑈𝑔𝑦𝑧 = −𝐴𝑑𝑧𝑁
′𝐴𝑠  Equation 182 
 
Both sides of Equation 182 are divided by 𝐴𝑑𝑧, as shown in Equation 183. 
 
𝑈𝑔𝑦𝑧+𝑑𝑧−𝑈𝑔𝑦𝑧
𝑑𝑧
= −𝑁′𝐴𝑠  Equation 183 
 
Limits of 𝑑𝑧 approaching zero are taken, which leads to Equation 184. 
 
𝑑𝑦
𝑑𝑧
= −
𝑁′𝐴𝑠
𝑈𝑔
  Equation 184 
 
Although Equation 184 has an expectedly identical form to Equation 13, it had to be derived by 
appealing to the first principles, to ensure an appropriate definition for 𝑁′. Here, 𝑁′ is the volume 
flux of the pollutant into the biofilm, whilst 𝑁 in Equation 13 was the mass flux. Prior to the above 
detailed derivation, the appropriate units for the flux term based on the total VOCs was not clear to 
the author. 
A new version of the M-M model is rewritten based on mole fractions, where the molar consumption 
rate of the substrate per volume of the biofilm 𝑟′ can be defined as shown in Equation 185, using 
𝑉𝑚𝑎𝑥
′  and 𝐾𝑚
′  as the M-M equation constants on the molar basis and 𝑥 as the mole fraction of the 
substrate in the biofilm.  
 
𝑟′ = 𝑉𝑚𝑎𝑥
′ 𝑥
𝐾𝑚
′ +𝑥
  Equation 185 
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Both the numerator and denominator in fraction 
 𝑥
𝐾𝑚
′ +𝑥
 are mole fractions per moles of biofilm. Thus, 
the moles of biofilm cancel out, and the fraction becomes moles of pollutant in one scenario divided 
by moles of pollutant in another scenario. If instead of mole fraction mole concentration was to be 
used, the volumes of biofilm would cancel out, instead of the moles of biofilm, which leaves the 
exact same fraction behind. Thus, 
 𝑥
𝐾𝑚
′ +𝑥
 is equal to its equivalent fraction based on mole 
concentrations. Consequently, Equation 185 remains valid, even though the units of mol/m3/s for 𝑟′ 
and 𝑉𝑚𝑎𝑥
′  necessitate units of mol/m3 instead of mole fractions. 
The molar consumption rate per unit volume of the biofilm 𝑉𝑚𝑎𝑥
′ , multiplied by 𝛿𝐴𝑠is equal to the 
molar consumption rate per bed volume. This can then be converted from molar to volumetric 
consumption rate per unit volume of the bed, using the ideal gas law. This transfer rate can then be 
equated to 𝑁′𝐴𝑠, as the volumetric transfer of the pollutant into the biofilm per unit volume of the 
bed. This is shown in Equation 186.  
 
𝛿𝐴𝑠𝑟
′ 𝑅𝑇
𝑝
= 𝑁′𝐴𝑠  Equation 186 
 
Both sides of Equation 186 are then divided by 𝐴𝑠, as shown in Equation 187. 
 
𝛿𝑟′
𝑅𝑇
𝑝
= 𝑁′  Equation 187 
 
𝑁′  in Equation 184 is then replaced with its equivalent from Equation 187, as shown in Equation 
188. 
 
𝑑𝑦
𝑑𝑧
= −𝛿𝑟′
𝑅𝑇𝐴𝑠
𝑝𝑈𝑔
  Equation 188 
 
𝑟′ in Equation 188 is then replaced with its equivalent from Equation 185, and 𝑥 is replaced with 
𝑚′ 𝑦⁄ , as shown in Equation 189. 
 
𝑑𝑦
𝑑𝑧
= −𝛿
𝑅𝑇𝐴𝑠
𝑝𝑈𝑔
𝑉𝑚𝑎𝑥
′  𝑚′ 𝑦⁄
𝐾𝑚
′ +𝑚′ 𝑦⁄
  Equation 189 
 
Equation 189 and Equation 164 have identical mathematical forms, and as such their solutions will 
also have identical forms. The only difference is that one of the two constant lump parameters have 
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changed from 𝛿𝐴𝑠𝑉𝑚𝑎𝑥 to 
𝑅𝑇
𝑝
𝛿𝐴𝑠𝑉𝑚𝑎𝑥
′ . This will also appear in the final solution, as shown in 
Equation 190. 
 
𝑡𝐸𝐵
𝑦𝑖𝑛 − 𝑦𝑜𝑢𝑡
=
𝑝𝑚′𝐾𝑚
′
𝑅𝑇𝛿𝐴𝑠𝑉𝑚𝑎𝑥
′  
ln (
𝑦𝑜𝑢𝑡
𝑦𝑖𝑛
)
𝑦𝑜𝑢𝑡 − 𝑦𝑖𝑛
+
𝑝
𝑅𝑇𝛿𝐴𝑠𝑉𝑚𝑎𝑥
′  
Equation 190 
 
In the above exercise, the 𝑉𝑚𝑎𝑥 factor in the lump parameter is replaced with 
𝑅𝑇
𝑝
𝑉𝑚𝑎𝑥
′ , and the inlet 
and outlet concentrations are replaced with their corresponding mole fractions. For all other models 
derived on mass concentration basis, there is a mole fraction version, with a rate constant in terms of 
molar concentration and bearing a factor of 
𝑅𝑇
𝑝
, as described in the following paragraphs. 
Using 𝑘0
′  as the zero order reaction rate constant on the basis of molar concentration, the modified 
zero-order reaction limitation model, shown in Equation 100, can be written on the basis of mole 
fractions, as shown in Equation 191. 
 
𝑦𝑜𝑢𝑡 = 𝑦𝑖𝑛 −
𝑘0
′ 𝑅𝑇
𝑝
𝛿𝐴𝑠𝑡𝐸𝐵  if 𝑦𝑖𝑛 ≥
𝑘0
′ 𝑅𝑇
𝑝
𝛿𝐴𝑠𝑡𝐸𝐵 
Equation 
191-a 
𝑦𝑜𝑢𝑡 = 0    if  𝑦𝑖𝑛 <
𝑘0
′ 𝑅𝑇
𝑝
𝛿𝐴𝑠𝑡𝐸𝐵 
Equation 
191-b 
 
Based on the same rationale, Equation 101 is used to express the lump parameter of the diffusion 
limitation model, based on mole concentrations, as shown in Equation 192. 
 
𝛼′ = 𝐴𝑠√
𝑘0
′ 𝐷𝑅𝑇
2𝑚′𝑝
 Equation 192 
 
Using this lump parameter along with Equation 106, the diffusion limitation model can then be 
written for mole fractions, as shown in Equation 193. 
 
𝑦𝑜𝑢𝑡 = (√𝑦𝑖𝑛 − 𝑡𝐸𝐵𝛼
′)
2
 if √𝑦𝑖𝑛 ≥ 𝑡𝐸𝐵𝛼
′  Equation 193-a 
𝑦𝑜𝑢𝑡 = 0   if √𝑦𝑖𝑛 < 𝑡𝐸𝐵𝛼
′ Equation 193-b 
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Using the definition of the critical concentration shown in Equation 109, the critical mole fraction 
𝑦𝑐𝑟𝑖𝑡  can be defined as shown in Equation 194. 
 
𝑦𝑐𝑟𝑖𝑡 =
𝑘0
′ 𝑚′𝑅𝑇𝛿2
2𝐷𝑝
  Equation 194 
 
Using Equation 129, the transition model can then be expressed in terms of mole fractions, as shown 
in Equation 195. 
 
𝑦𝑜𝑢𝑡 = (
𝑦𝑖𝑛
2√𝑦𝑐𝑟𝑖𝑡
− 𝑡𝐸𝐵𝛼
′ +
√𝑦𝑐𝑟𝑖𝑡
2
)
2
 if 𝑡𝐸𝐵 ≤
𝑦𝑖𝑛
2𝛼′√𝑦𝑐𝑟𝑖𝑡
+
√𝑦𝑐𝑟𝑖𝑡
2𝛼′
 Equation 195-a 
𝑦𝑜𝑢𝑡 = 0    if 𝑡𝐸𝐵 >
𝑦𝑖𝑛
2𝛼′√𝑦𝑐𝑟𝑖𝑡
+
√𝑦𝑐𝑟𝑖𝑡
2𝛼′
 Equation 195-b 
 
Using Equation 133, the reaction limitation model can be written as a function of 𝛼′ and 𝑦𝑐𝑟𝑖𝑡, as 
shown in Equation 196. 
 
𝑦𝑜𝑢𝑡 = 𝑦𝑖𝑛 − 2𝛼
′√𝑦𝑐𝑟𝑖𝑡  𝑡𝐸𝐵  if 𝑦𝑖𝑛 ≥ 2𝛼
′√𝑦𝑐𝑟𝑖𝑡 𝑡𝐸𝐵 Equation 196-a 
𝑦𝑜𝑢𝑡 = 0    if  𝑦𝑖𝑛 < 2𝛼
′√𝑦𝑐𝑟𝑖𝑡 𝑡𝐸𝐵 Equation 196-b 
 
A hybrid model based on mole fractions can now be summarised, as shown in Figure 44. 
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Figure 44: A schematic representation for the process of selecting the appropriate zero-order regime, based on 
mole fractions 
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Using Equation 95, the lump parameter of the first order model by Ottengraf (1986) can be written 
based on mole concentrations, as shown in Equation 197, where 𝑘1
′  is the first order reaction 
constant in units of s-1, based on mole concentrations.  
 
𝜙1
′ = 𝛿√
𝑅𝑇𝑘1
′
𝑝𝐷
  Equation 197 
 
Using Equation 97, the first order model by Ottengraf (1986) can then be written in terms of the 
mole fractions, as shown in Equation 198. 
 
𝑦𝑜𝑢𝑡 = 𝑦𝑖𝑛  𝑒
(− 
𝐷𝐴𝑠𝜙1
′
𝑚𝛿
𝑡𝑎𝑛ℎ(𝜙1
′ )𝑡𝐸𝐵)
 
Equation 198 
 
Using Equation 159, the novel adaptation of the first order model in this thesis can also be expressed 
in terms of the mole fractions, as shown in Equation 199. 
  
𝑦𝑜𝑢𝑡 = 𝑦𝑖𝑛  𝑒
(− 
𝐴𝑠
𝑚′
√
𝐷𝑅𝑇𝑘1
′
𝑝
𝑡𝐸𝐵)
  
Equation 199 
 
4.4. Summary of the conclusions from the mathematical derivations 
The baseline engineering principles and mass balances though biofilm depth and along the air flow 
path in bed are laid out, and the assumptions behind the already published BTF models are listed 
from the literature. Based on these baseline principles and assumptions, the existing models are 
rederived, which consist of the first-order assumptions with diffusion control, and zero-order 
assumption with and with and without diffusion control. These derivations perform two functions: 
• They verify the correctness of the derivations; in the case of the diffusion limitation zero-
order model, a typing error is pointed out. 
• As a part of the derivations, the equations describing the concentration profiles within the 
biofilm had to be derived. These equations, describing the concentration profiles, will be 
utilised in Section 6.2 to review the impact of diffusion control on the performance of the 
biofilm. 
Two major gaps in mathematical derivations for BTFs within the literature were addressed: 
• An equation is derived to describe the performance of BTFs, assuming pollutant consumption 
rate per unit volume of the biofilm, based on the Michaelis Menten equation. 
• For the two zero-order models already published, a novel equation is derived to account for 
the possible transition from the reaction limitation to the diffusion limitation model, as the 
concentration declines within the bed.  
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5. Comparison of Models with Experimental Data 
In this section, all models are fitted against the data from the SULPHUSTM OCU to identify the model 
providing the best fit. This model-fitting exercise is then repeated for experimental data sets 
published by others, as introduced in Section 2.6. As justified in Section 4.3.1, in this thesis the RMS 
fitting will be used for model fitting rather than linear regression. The one exception is the hybrid 
model, where both linear regression and RMS fitting prove inadequate; this problem is laid out in 
Section 5.3 and addressed by introducing a third model fitting method. 
5.1. Model fitting of SULPHUSTM H2S data  
In this section, all models based on mass concentration discussed in this thesis are tested against the 
H2S removal data collected from SULPHUSTM OCU. The values of H2S concentration were first 
converted from ppmv to g m-3, assuming the ideal gas law and an average air temperature of 22ᵒC. 
5.1.1. Zero order kinetics against the SULPHUSTM H2S removal data 
5.1.1.1. Models by Ottengraf and van den Oever (1983) versus zero-order models, as modified 
by the author 
In Figure 45, the zero-order reaction limitation model by Ottengraf and van den Oever (1983) is 
tested using linear regression based on Equation 35. As explained in Section 4.3.2, linear regression 
based on Equation 35 could allow negative concentration values; this accounts for the poor fit. 
Equation 100, which avoids negative H2S concentrations, is also tested as shown in Figure 45, 
whereby the lump parameter 𝑘0𝛿𝐴𝑠, is adjusted to minimize the RMSE in calculating the outlet 
concentrations. In doing so, the model predicts that no H2S escapes the BTF for most data points, 
whereas non-zero positive values were measured for all data points. 
 
 
Figure 45: Testing Ottengraf and van den Oever’s reaction limitation model against SULPHUSTM experimental 
H2S data 
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The vertical axis in Figure 45 has been magnified to better show the deviation of the data points from 
the model, as shown in Figure 46. The lump parameter determined is very sensitive to the highest 
values of 𝐶𝑔,𝑖𝑛 within the data set, which is somewhat arbitrary. The model follows the shape of the 
data only in the crudest way. 
 
 
Figure 46: Figure 45, with the vertical axis magnified near the data points 
 
The diffusion limitation model of Ottengraf and van den Oever (1983), as shown in Figure 47, shows a 
marginally better fit than the reaction limitation model. However, the fit with the shape of the data 
remains poor. 
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Figure 47: Testing Ottengraf and van den Oever’s diffusion limitation model against the experimental H2S data 
 
 
Figure 48: Figure 47, with the vertical axis magnified near the data points 
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5.1.1.2. Stand-alone unconstrained transition equation 
Before the hybrid model was constructed within this doctorate, a transition equation had been 
derived, as shown in Equation 125, initially without any of the constraints or caveats that were later 
developed for the hybrid model.  
 
√𝐶𝑔,𝑜𝑢𝑡 =
𝐶𝑔,𝑖𝑛
2√𝐶𝑔,𝑐𝑟𝑖𝑡
+
√𝐶𝑔,𝑐𝑟𝑖𝑡
2
− 𝑡𝐸𝐵𝛼 Equation 125 
 
Since the EBRT was maintained at 50 s in the SULPHUSTM case study, 
√𝐶𝑔,𝑐𝑟𝑖𝑡
2
− 𝑡𝐸𝐵𝛼 is a constant, and 
√𝐶𝑔,𝑜𝑢𝑡 can be plotted against 𝐶𝑔,𝑖𝑛 for the data in  Table 6, as shown in Figure 49. This provides a 
better fit than any other model discussed in this thesis.  
 
 
Figure 49: Testing of Equation 125 against the SULPHUSTM data in Table 6 
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However, using Equation 125 fitted to the SULPHUSTM data, proved to lead to clearly wrong 
predictions for other values of EBRT, as shown in Figure 50. For example, for EBRT of 30 s and inlet 
concentration of zero, a non-zero positive value of outlet concentration is predicted. Also, for EBRT 
of 70 s, the outlet concentration abruptly arrives at zero, for inlet concentrations smaller than 0.2 
g/m3.  
 
 
Figure 50: Predictions by Equation 125at different EBRTs - Model calibrated with the sludge mixing SULPHUSTM 
data at 50 s EBRT 
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value of critical concentration of over 300 ppmv is not reliable. This problem was then resolved by 
developing the hybrid model algorithm as summarised in Figure 42, which will be tested against the 
SULPHUSTM data in the next section. 
 
5.1.1.3. Zero-order hybrid model  
When conducting RMS fitting of the hybrid model (Figure 42) against the data in Table 6, the RMSE 
was minimised to 0.386 ppmv, for any critical concentration equal to or greater than 49 ppmv. This 
was the highest level of H2S entering the SULPHUSTM BTF measured by the author, as shown in Table 
6. Furthermore, the RMS fitting of the diffusion limitation model results in the same value of RMSE as 
that of the hybrid model. This suggests that the actual critical concentration must be equal to or 
greater than 49 ppmv, causing the hybrid model to predict only diffusion limitation behaviour for all 
data points within the data set. 
To graphically demonstrate this observation, the predictions of the diffusion limitation model and the 
hybrid model at different critical concentrations are shown in Figure 51 against their corresponding 
data set, assuming a constant EBRT of 50 s, as was maintained during the experimental data 
collection. 
 
 
Figure 51: Comparison of the hybrid model predictions at constant EBRT of 50 s, based on the inlet and outlet 
concentrations in Table 6 
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critical concentration will be ascertained in later sections from data covering a much wider 
concentration range. 
Since having accounted for the possibility of a transition from one zero-order kinetics regime to 
another has failed to improve the fit to the SULPHUSTM data, the zero-order assumption must be 
challenged by testing the first-order and M-M kinetics models against the SULPHUSTM data, as 
explained in the following sections.   
  
5.1.2. First order kinetics  
First order kinetics assume that the consumption rate in the biofilm is proportional to the 
concentration of the dissolved pollutant, which varies at different depths within the biofilm. Equation 
97 by Ottengraf (1986) assumes that the flux arrives at zero, at full depth of the biofilm. Equation 159 
is the novel adaptation of the first-order kinetics, which assumes that the biofilm depth is infinite. 
 
𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔,𝑖𝑛 𝑒
(− 
𝐷𝐴𝑠𝜙1
𝑚𝛿
𝑡𝑎𝑛ℎ(𝜙1)𝑡𝐸𝐵)                
(where 𝜙1 = 𝛿√𝑘1/𝐷)   
Equation 97 
 
𝐶𝑔,𝑜𝑢𝑡 = 𝐶𝑔,𝑖𝑛𝑒
(− 
𝐴𝑠√𝐷𝑘1
𝑚
𝑡𝐸𝐵)  Equation 159 
 
Both first-order equations show the same behaviour, with the only difference being the description 
of their lump parameter. In this section, the value of the lump parameter providing the smallest 
RMSE is identified, and the goodness of the fit against the SULPHUSTM data is noted for model 
comparison. In Section 6.2, this lump parameter is used to estimate both the reaction rate constant 
and the concentration profile along the biofilm depth, according to each of the two descriptions for 
the lump parameter. 
To test the fit provided by these first order models to the SULPHUSTM data, the outlet H2S 
concentrations of Table 6 are plotted against their corresponding inlet concentrations, as shown in 
Figure 52.  
According to the first order equations, these data points should fall near a straight line passing 
through the origin, in Figure 52. The trend of the data in Figure 52 shows a better fit for the first-
order model than for the zero-order models, as shown in Figure 47 and Figure 45. 
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Figure 52: First order equations fitted to SULPHUSTM experimental H2S data in Table 6 
 
However, the deviations from the straight line passing through the origin (the model) are larger than 
the hysteresis deviations between the data before and after the peak. Therefore, the first-order 
model does not provide a truly good fit for the data. This deviation of the prediction from the data 
trend may be remedied by assuming Michaelis Menten kinetics instead of the first-order kinetics, 
and this will be explored in in Section 5.1.3. 
 
5.1.3. High diffusion M-M kinetics 
The Michaelis Menten (M-M) model is given in Equation 177; it can be tested against the H2S data of 
Table 6 by plotting the data as 1/𝐸𝐶 against 1/𝐶𝑙𝑛, as shown in Figure 53, which exhibits a good fit. 
This suggests that the main cause of the decline in the rate of pollution removal along the bed is 
substrate starvation, according to the Michaelis Menten relation. 
 
 
Figure 53: High diffusion coefficient M-M model, fitted to the H2S data of Table 6 via linear regression 
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Most of the model equations discussed in this thesis contain one lump parameter, whilst the novel 
model based on the M-M relation contains two lump parameters. A higher number of adjustable 
constants in a fitting equation often provides a better fit against the data. The best model is the 
model with fewest number of lump parameters, that provides a satisfactory fit for the data. In other 
words, a model with higher number of lump parameters is preferred only if it provides a significantly 
smaller RMSE value and/or an improvement in the shape of the model predictions against the data 
trend. 
So far, the data has been plotted in a form that tests whether the shape of the data matches the 
shape of the model. As explained in detail in Section 4.3.1, linear regression associated with these 
plots do not give a proper RMSE, because it is not the actual measurement that is being plotted but a 
manipulated form thereof. 
To illustrate the potential for inaccuracy associated with linear regression in such cases, the data in 
Table 6 is used to plot 1/𝐸𝐶 against 1/𝐶𝑙𝑛 according to Equation 177. The equation of the best fit 
straight line from linear regression is then used to calibrate Equation 177. For every data point in 
Table 6, an outlet concentration is predicted by Equation 177, calibrated by linear regression. These 
predicted outlet concentrations are plotted against their corresponding measured outlet 
concentrations, as shown in Figure 54-A. Here, the parity line is the line representing predictions 
exactly equal to the measured values, and as such predictions of an accurate model would not fall far 
from this line. The predictions in Figure 54-A, however, drift away from the measured values at 
higher concentrations, due to the inappropriate use of linear regression. 
Figure 54-B, on the other hand, represents predictions by Equation 177 calibrated by RMS fitting, 
which boast an improved agreement between the measured and predicted outlet concentrations 
compared to Figure 54-A. The two lump parameters in Equation 177, ascertained from RMS fitting, 
were estimated to be 3.50 mg m-3 s-1 for 𝛿𝐴𝑠𝑉𝑚𝑎𝑥 and 33.7 mg m
-3 for 𝑚𝐾𝑚. These values, used in 
Equation 177 provide a much more reliable prediction for the outlet concentration shown in Figure 
54-B, where the data points are much nearer the parity line than in Figure 54-A and show a fairly 
random set of deviations from the parity line. Whether the RMSE for this fit has the lowest value of 
all fits to the data is discussed in Section 0.  
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Figure 54: Predicted outlet concentrations against measured outlet H2S concentrations A) Linear regression 
according to axes suggested by Equation 177 B) Minimised RMSE in predicting 𝐶𝑔,𝑜𝑢𝑡. 
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5.1.4. Comparison of the models tested against SULPHUSTM experimental data  
One way to compare the fit different models provide is to include the experimental data and the 
predictions of different models all in one graph and deduce from this visual representation if one 
model is clearly more in line with the data. To achieve this, Figure 47 was used as a “base graph”; it 
contains the data points as well as some model predictions, using the inlet and outlet H2S levels 
during the sludge mixing peaks. The best predictions from the rest of the equations are also included, 
as shown in Figure 55. 
 
 
Figure 55: Comparison of models against the H2S data from SULPHUSTM, based on Figure 47 
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In Figure 55, Equation 177 appears to provide the best fit for the data, which is the novel model 
derived in this thesis based on M-M reaction kinetics. The first-order equations approximately match 
both the data and the M-M model only at very low H2S concentrations. Figure 55 excludes the hybrid 
model predictions, as this model could not be fitted to the data of Table 6. 
The primary intended outcome of the above comparative model fitting exercises is to make it 
possible to best predict the outlet concentration. However, the vertical axis in Figure 55 is 
proportional to the square root of the outlet concentration and not the outlet concentration itself. As 
a result, Figure 55 does not clearly demonstrate the extent to which Equation 177 is superior to the 
other models. The RMSEs in predicting the H2S outlet concentrations are summarised in Table 12 as 
the most meaningful numerical representation for the goodness of the fit for each model.  
 
Table 12: RMSEs in predicting the outlet H2S concentrations for the experimental data of Table 6  
Equations Description 
RMSE in calculating 
𝑪𝒈,𝒐𝒖𝒕 (mg m
-3) 
Equation 35 Reaction limitation 22 
Equation 58 Diffusion limitation  4.8 
Equation 100 
Modified reaction 
limitation 
1.1 
Equation 106 
Modified diffusion 
limitation 
0.54 
Equation 97 and 
Equation 159 
First-order kinetics 
0.36 
Equation 177 
Michaelis Menten 
kinetics 
0.26 
 
The Michaelis-Menten model, as described by Equation 177 has the lowest RMSE, and it has the 
most superior fit by shape. This unambiguously establishes it as the most accurate model for 
predicting the H2S removal for the SULPHUSTM data, where the H2S levels had been reduced to 
unusually low levels. 
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5.2. Comparison of the models against H2S removal data by other 
researchers 
5.2.1. Data by Yang and Allen (1994) 
The experimental data set by Yang and Allen (1994), as laid out in Table 3,  almost perfectly fits the 
modified zero-order reaction limitation model, as shown in Figure 56. With outlet H2S concentrations 
as high as 381 ppmv, the other models could not compete with the modified zero-order reaction 
limitation model. This is evidenced as shown in Figure 57, Figure 58 and Figure 59. 
 
 
Figure 56: Zero-order reaction limitation model predictions (Equation 100) against the data by Yang and Allen 
(1994) 
 
 
Figure 57: Zero-order diffusion limitation model predictions (Equation 106) against the data by Yang and Allen 
(1994) 
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Figure 58: First-order model predictions (Equation 97 and Equation 159) against the data by Yang and Allen 
(1994) - Both equations have the same form, and they overlap.  
 
 
Figure 59: M-M model predictions (Equation 177) against the data by Yang and Allen (1994) 
 
It proved impossible to appropriately fit the data by Yang and Allen (1994) to the zero-order hybrid 
model. In Figure 56, the three data points situated at the top are above the reaction limitation model 
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data trend from the modified reaction limitation model is contradictory to the deviation of the hybrid 
model from the reaction limitation model; a schematic form is shown in Figure 60. As a result, the 
best fit the hybrid model can provide is to make identical predictions to the modified reaction 
limitation model, within the experimental data range the models are fitted to. To achieve this, the 
critical concentration must be any value between zero and smallest measured outlet concentration 
of the data shown in Table 3. Here, instead of a single value for 𝐶𝑔,𝑐𝑟𝑖𝑡, a range has been identified; 
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Figure 60: Schematic representation of the distinction between the pattern expected by the hybrid model versus 
that of the modified reaction limitation model 
 
The minimised RMSE values for the models fitted to the data by Yang and Allen (1994) are listed in 
Table 13, where the smallest value is shown to be that of Equation 100, confirming it as the model 
providing the best fit for the data by Yang and Allen (1994).  
It may appear unexpected that the zero-order model has provided a better fit than the M-M model, 
since the M-M reaction limitation equation turns into the zero-order reaction limitation equation, if 
the zero-order reaction limitation equation is a perfect fit for the data. The reason for this zero-order 
model providing a better fit is that the data follows the zero-order reaction limitation trend at high 
concentrations, and at lower concentrations the outlet concentrations become very close to zero, 
almost abruptly. Unlike the M-M model, Equation 100 can match this abrupt descend to zero outlet 
concentration by the data set, and as such it better fits the data on this occasion.  
 
Table 13: Minimised RMSE values for the models fitted to the data by Yang and Allen (1994) 
Model description Equation  RMSE 
(mg/m3) 
Modified zero-order reaction limitation model Equation 100 22 
Modified zero-order diffusion limitation model Equation 106 49 
High diffusion M-M model Equation 177 26 
First order kinetics model Equation 97 and Equation 159 80 
 
5.2.2. Data by Dumont (2017) 
All models are fitted to the data by Dumont (2017), shown in Table 4; the results are discussed in this 
section. The minimised RMSE values obtained from this model fitting exercise are shown in Table 14, 
where the smallest minimised RMSE value is that of the modified diffusion limitation model, followed 
closely by that of the M-M model. 
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Table 14: Minimised RMSE values for the models fitted to the data by Dumont (2017) 
Model description Equation  RMSE 
(mg/m3) 
Modified zero-order reaction limitation model Equation 100 22 
Modified zero-order diffusion limitation model Equation 106 11 
High diffusion M-M model Equation 177 12 
First order kinetics model Equation 97 and Equation 159 16 
 
As shown in Figure 61, the data follows the trend predicted by the modified zero-order diffusion 
limitation model, despite the wider scatter at higher EBRTs.  
 
 
Figure 61: The zero-order diffusion limitation model predictions (Equation 106) against the Data by Dumont 
(2017) 
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smaller. In Section 5.3, the methodology for model fitting of the hybrid model is critically reviewed, 
which leads to a more realistic value of critical concentration. 
The other models as plotted in Figure 62, Figure 63 and Figure 64 do not follow the trend of the data 
points. However, Figure 63 and Figure 64 can be misleading due to their logarithmic axes. For 
example, where there is significant error, the data points appear to be close to the model 
predictions; the models appear to deviate from the data the most, where there is little error in 
estimating the outlet concentration. 
 
 
Figure 62: The zero-order reaction limitation model (Equation 100) against the data by Dumont (2017) 
 
 
Figure 63: The first-order model predictions (Equation 97 and Equation 159) against the data by Dumont (2017)  
Both equations have the same form, and they overlap. 
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Figure 64: The M-M model predictions (Equation 177) against the data by Dumont (2017) 
 
5.2.3. Data by Romero Hernandez et al. (2013) 
The models are fitted to the data in Table 5; the minimised values of RMSE for each model are listed 
in Table 15, which are similar to the values shown in Table 14 for data by Dumont (2017). The hybrid 
model could not be used as it would not provide a better fit than the modified diffusion limitation 
model; this behaviour has been analysed in Section 5.2.2 for the model fitting of the data by Dumont 
(2017). 
 
Table 15: Minimised RMSE values for the models fitted to the data by Romero Hernandez et al. (2013) 
Model description Equation  
RMSE 
(mg/m3) 
Modified zero-order reaction limitation model Equation 100 21 
Modified zero-order diffusion limitation model Equation 106 9 
High diffusion M-M model Equation 177 10 
First order kinetics model Equation 97 and Equation 159 17 
 
The four models in Table 15 rank in the same order as those shown in Table 14 for the minimised 
RMSE values they provide. Figure 65 to Figure 68 show the predictions of these models against the 
experimental data in Table 5. All the previously discussed rationales concerning the graphic 
representations for model fitting of the data in Table 4 also apply here.  
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Figure 65: Equation 106 against the Data by Romero Hernandez et al. (2013) 
 
 
Figure 66: Equation 100 against the data by Romero Hernandez et al. (2013) 
 
 
Figure 67: Equation 97 and Equation 159 against the data by Romero Hernandez et al. (2013) 
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Figure 68: Equation 177 against the data by Romero Hernandez et al. (2013) 
 
5.3. Further analysis of the hybrid model against experimental data 
In Section 0, the model fitting of the zero-order hybrid model proved impossible, for two reasons. 
Firstly, as the hybrid model could not provide a better fit than either the reaction limitation or the 
diffusion limitation model against the data sets from either of the four case studies. Secondly, the 
value of critical concentration was not determined, as the RMS fitting attempts forced the transition 
zone of the hybrid model to fall outside the experimental data range in all data sets. This failure of 
the hybrid model is investigated by further analysis of the data by Dumont (2017) and Romero 
Hernandez et al. (2013) in this section. 
5.3.1. Hybrid model versus the data by Dumont (2017) 
Figure 61 includes a combination of data from 6 different experiments, each corresponding to a 
different inlet concentration, as shown in Table 4. Dumont (2017) plotted the data from each 
experiment on the axes of the reaction limitation model graph; in each case he determined the 
critical concentration as the point within the graph at which the data points started to deviate from a 
linear trend. The critical concentration values reported by Dumont (2017) are included in Table 16. 
This model-fitting method adopted by Dumont (2017) is somewhat crude and approximate. 
However, in the absence of the hybrid model developed in this doctorate project, it has been the 
only option for determining the critical concentration. The critical concentration values ascertained 
by the hybrid model are also included in Table 16, which are broadly in agreement with the values 
published by Dumont (2017).  
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Table 16: Root-mean-square fitting of the hybrid model to the data in Table 4 
* Critical concentration is higher than highest inlet concentration, rendering the diffusion limitation 
trend from the hybrid model 
Experiment as numbered by 
Dumont (2017) 
1 2 3 4 5 6 
Inlet concentration (ppmv) 98 107 116 146 157 222 
Hybrid model’s Cg,crit (mg/m3) 64 98 88 * 148 * 
Dumont’s Cg,crit (mg/m3) 47 70 49 126 131 185 
Hybrid model’s Cg,crit (ppmv) 46 70 63 * 106 * 
Dumont’s Cg,crit (ppmv) 34 50 35 91 94 133 
α (g1/2/m-3/2s-1) 0.019 0.017 0.017 * 0.014 * 
𝒌𝟎 (g/m
3/s) 0.491 0.391 0.372 * 0.243 * 
δ (µm) 33 46 44 * 71 * 
Hybrid model RMSE (mg/m3)  2.33 2.50 2.81 8.12 2.82 7.12 
Diffusion RMSE (mg/m3) 4.66 2.83 4.85 8.12 3.92 7.12 
Reaction RMSE (mg/m3) 4.76 6.91 7.61 14.80 6.02 17.33 
Hybrid RMSE (ppmv) 1.68 1.80 2.02 5.84 2.03 5.13 
Diffusion RMSE (ppmv) 3.35 2.04 3.50 5.84 2.82 5.13 
Reaction RMSE (ppmv) 3.43 4.98 5.48 10.66 4.33 12.47 
 
Figure 69 shows the data points from the 6 experiments in Table 2 individually, along with their 
corresponding predictions from the diffusion limitation model and the hybrid model, based on the 
axes of the diffusion limitation model graph. 
Figure 69 and Table 16 both indicate that the improvements by the hybrid model (if any) are 
marginal in the case of the experiment by Dumont (2017). Also, the model fitting of the hybrid model 
for experiments 4 and 6 was unsuccessful, as previously explained in Section 5.2.2. 
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Figure 69: Diffusion limitation model predictions versus hybrid model predictions from root-mean-square fitting 
against data by Dumont (2107), shown on the axis of the diffusion limitation model 
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The value of 𝛼 obtained from the model-fitting of the hybrid model can now be used to find the zero-
order reaction constant 𝑘0 as the performance indicator of the biofilm. To do so, a description of 𝑘0 
is derived by squaring both sides of Equation 101, as shown in Equation 200, and multiplying both 
sides of Equation 200 by (
2𝑚
𝐷𝐴𝑠
2), as shown in Equation 201. 
 
𝛼2 = 𝐴𝑠
2 𝑘0𝐷
2𝑚
 Equation 200 
 
𝑘0 =
2𝑚𝛼2
𝐷𝐴𝑠
2  Equation 201 
 
The value of 𝑘0 can now be calculated using Equation 201: the unitless Henry’s constant on the basis 
mass concentration is 0.387 (Perry et al. 1997), which can be inserted in Equation 201 for 𝑚. Dumont 
(2017) reported the 𝐴𝑠 of 600 m
2/m3 for these experiments, which can also be inserted in the 
equation. The H2S diffusivity in water has been experimentally determined to be 1.61 × 10-9 m2/s by 
Halmour and Sandall (1984), and it can be substituted for 𝐷. The values of 𝛼 are ascertained by RMS 
fitting of the data, as shown in Table 16. For each value of 𝛼 in Table 16, a value of 𝑘0 is calculated, 
also shown in Table 16, where surprisingly 𝑘0 values appear to decline with the rise of inlet 
concentration. The M-M relation, in contrast, predicts that the reaction rate rises with the pollutant 
concentration. 
The value of 𝐶𝑔,𝑐𝑟𝑖𝑡 obtained from the model-fitting of the hybrid model can now be used to 
determine the biofilm thickness 𝛿, using Equation 107. The values of 𝐶𝑔,𝑐𝑟𝑖𝑡  are ascertained from 
RMS fitting of the data and listed in Table 16. Values of 𝑘0 have been calculated, as described in the 
above paragraph. Since all parameters in Equation 107 are known, the values of 𝛿 are calculated for 
each experiment; the results are shown in Table 16. 
In Table 16, it is demonstrated that the values of biofilm thickness rise significantly with inlet 
concentration, which is contrary to the assumption behind the hybrid model that the biofilm 
thickness remains constant. Although both sets of values of 𝛿 and 𝑘0 appear to violate some of the 
underlying assumptions of the hybrid model, the product of 𝛿 and 𝑘0 remains almost exactly 
constant for all experiments, which suggests that the surprising trends reported earlier do not 
challenge the validity of the experiments by Dumont (2017).  
The values of the critical concentration in Table 16 appeared to significantly rise with inlet 
concentration, which violates the underlying assumption behind the hybrid model that the critical 
concentration is constant. If the RMS fitting of the hybrid model to all individual experimental data 
sets in Table 16 were possible, and individual experiments provided identical values for the hybrid 
model’s lump parameters, it would become feasible to use the entirety of the data by Dumont (2017) 
for the RMS fitting of the hybrid model. 
Before the root cause of the problem associated with RMS fitting can be identified, the hybrid model 
predictions against the six different data sets laid out in Table 4 can be shown on a single graph with 
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the scales of the diffusion limitation model, which is only possible if either the inlet concentration or 
the EBRT is kept constant. Thus, the data in Table 4 is converted to that of constant EBRT of about 2.4 
s, by considering the outlet concentration from each segment to be the inlet concentration to the 
next, as shown in Table 17. This was possible to do, because Dumont (2017) had placed the 
intermediate sample points at equal distance from one another. As a result, each consecutive 
intermediate sample port is set apart at almost constant EBRT of 2.4 or 2.5 s, as shown in Table 17. 
 
Table 17: H2S removal data by Dumont (2017), converted to constant EBRT equivalent for individual 
intermediate sampling segments 
EBRT 
(s) 
𝑪𝒈,𝒊𝒏 
(mg/m3) 
𝑪𝒈,𝒐𝒖𝒕 
(mg/m3) 
EBRT 
(s) 
𝑪𝒈,𝒊𝒏 
(mg/m3) 
𝑪𝒈,𝒐𝒖𝒕 
(mg/m3) 
2.5 63.1 45.9 2.4 6.3 0.6 
2.5 70.9 52.3 2.4 7.5 1.5 
2.5 87.4 63.5 2.4 19 11.6 
2.5 120 104 2.4 62.1 53.9 
2.5 140 120 2.4 61 44.8 
2.5 179 162 2.4 84.9 68.1 
2.4 91.5 63.1 2.4 12.7 6.3 
2.4 98.9 70.9 2.4 24.3 7.5 
2.4 117 87.4 2.4 31.9 19 
2.4 145 120 2.4 76.1 62.1 
2.4 168 140 2.4 80.3 61 
2.4 222 179 2.4 112 84.9 
2.4 118 91.5 2.4 26.3 12.7 
2.4 120 98.9 2.4 37.3 24.3 
2.4 142 117 2.4 45.2 31.9 
2.4 163 145 2.4 88.9 76.1 
2.4 200 168 2.4 99.9 80.3 
2.4 261 222 2.4 134 112 
2.4 136 118 2.4 45.9 26.3 
2.4 148.4 120 2.4 52.3 37.3 
2.4 161 142 2.4 63.5 45.2 
2.4 203 163 2.4 104 88.9 
2.4 218 200 2.4 120 99.9 
2.4 308 261 2.4 162 134 
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The RMS fitting of the outlet concentrations in Table 17 results in the hybrid model providing the 
same fit as the diffusion limitation model; this finding was reported earlier for the RMS fitting of the 
data in Table 4. The diffusion limitation model predictions and their corresponding data are shown in 
Figure 70. 
In Figure 70, the data of Table 17 are plotted according to the axes of the diffusion limitation model 
graph; the predictions of the diffusion limitation model fitted to the data in Table 17 via RMS fitting 
are also included. 
 
 
Figure 70: Data in Table 17 on the axes of the diffusion limitation model and their corresponding predictions 
from the diffusion limitation model fitted to the data by RMS fitting 
 
In Figure 70, the straight line representing the diffusion limitation model fits the data for the higher 
inlet concentrations, whilst it starts to deviate from the data at lower concentrations, where the 
diffusion limitation behaviour is expected. The data shows a trend with the slope of the line 
becoming more negative as the concentration declines, which is a trend expected by the hybrid 
model, whereas RMS fitting of the data has failed to bring the hybrid model to show this pattern.  
This model fitting discrepancy is due to RMSE being minimised. For example, 1% error in predicting 
the largest outlet concentration in Table 17 contributes to RMSE more than 400% error in predicting 
the smallest value. In other words, the RMS fitting exercise is mainly influenced by the data outside 
the diffusion limitation zone. RMS fitting in published models is appropriate as they rely on a single 
regime.  
However, in the case of the hybrid model, which combines two regimes, the data in the diffusion 
limitation zone are almost ignored, which has a devastating impact on the parameters of the model. 
To address this problem caused by using RMSE, an alternative error function should be minimised 
which would allow significant influence from both the reaction limitation zone and the diffusion 
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different data sets are evaluated, Hanke and Wichern (2009, p. 83) suggest that the Mean Absolute 
Percentage Error (MAPE) is a more accurate representation of error. 
When calculating the MAPE for a data set, the magnitude of the deviation of the model prediction 
from each measurement is divided by its corresponding measurement; these fractions for each of 
the measurements within the data set are then averaged and represented in percentage format as 
the MAPE. Using 𝑌 to represent each measurement, Ŷ to represent its corresponding estimated 
value, 𝑖 as the number of the measurement ranging from the first to the 𝑛th measurement, MAPE for 
the data-set of a total of 𝑛 measurements can be calculated according to Equation 202. 
 
𝑀𝐴𝑃𝐸 =
1
𝑛
∑
|𝑌𝑖 − Ŷ𝑖|
𝑌𝑖
𝑛
1
 Equation 202 
 
The data by Dumont (2017) is used again for model fitting against the hybrid model, this time using 
MAPE instead of RMSE. The results of this model fitting exercise are shown in Figure 71. 
 
 
Figure 71: Data in Table 17 and their corresponding hybrid model predictions on the axes of the diffusion 
limitation model - Model fitted to the data in Table 17 by minimising MAPE 
 
In Figure 71, the model appears to follow the trend of the data in the diffusion limitation zone better 
without a visible compromise in the reaction limitation zone. Therefore, it is concluded that, whilst 
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RMSE is the conventional measure of error for model fitting in engineering, due to the hybrid 
model’s transitional properties, MAPE can be justified for use for the hybrid model and yields more 
helpful results. 
 
5.3.2. Hybrid model versus the data by Romero Hernandez et al. (2013) 
As discussed in Section 5.2.3, the RMS fitting of the hybrid model against the data in Table 5 proved 
unsuccessful. The model fitting results of the hybrid model against this data set via minimising the 
MAPE are discussed in this section. 
Minimising MAPE for the entirety of the data in Table 5 leads to a critical concentration of 226 ppmv, 
which is lower than the highest value in Table 5. Since a single value for each lump parameter is 
obtained, rather than the range resulted from RMS fitting, the model fitting has been successful from 
a mathematical perspective. However, the value of the critical concentration is significantly higher 
than 45 ppmv, determined by model fitting of the data by Dumont (2017). This is unfortunate, as an 
underlying assumption of the hybrid model is that the critical concentration is constant for any single 
air pollutant, irrespective of the physical characteristics of the BTF. 
To further investigate the discrepancy between these critical concentration values, the data in Table 
5, corresponding to the EBRTs of 16 s and 35 s are model fitted separately; the results are shown 
separately in Table 18 and Figure 72. Both tabular and graphic representations of the fit indicate that 
the hybrid model provides the best fit followed by the diffusion limitation model and the reaction 
limitation model. However, this provides only a sliver of justification for the necessity of the hybrid 
model as the zero-order diffusion limitation model is nearly as good (see the last two rows in Table 
18). 
 
Table 18: Model fitting results for the H2S removal data in Table 5 - MAPE minimised for EBRT of 16s and 35s 
individually and combined 
EBRT 16s 35s 16s & 35s 
𝐶𝑔,𝑐𝑟𝑖𝑡 from minimising MAPE 
(ppmv H2S) 
75 96 226 
𝛼 from minimizing MAPE in the hybrid 
model (g1/2m-3/2s-1) 
0.0124 0.0166 0.0138 
Minimised MAPE from the zero-order 
reaction limitation model (%) 
61 80 85 
Minimised MAPE from the zero-order 
diffusion limitation model (%) 
22 78 64.2 
Minimised MAPE from the hybrid model 
(%) 
21 72 63.8 
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Figure 72: Predictions made by the diffusion limitation model and the hybrid model, fitted against the data in 
Table 5 by minimizing MAPE for constant EBRTs of (A) 16 s and (B) 35 s separately, based on scales of the 
diffusion limitation model  
 
The lump parameters of the hybrid model shown in Table 18 are close to one another and to those 
derived from the data by Dumont (2017), when models are fitted to the data sets individually. 
However, when the data at 16 s EBRT is combined with those of 35 s EBRT, the critical concentration 
rises significantly, whilst the value of α is between those derived at 16 s and 35 s EBRT. This 
observation, surprising though it may seem, can be justified by appealing to the theory behind the 
hybrid model. As long as 𝐴𝑠 remains constant and the consumption rate is not significantly altered, 
for example by inhibition of the biofilm with unforeseen toxins, the value of 𝛼 is expected to be 
constant for any single pollutant. The values of 𝛼 in the two experiments in Table 18 are slightly 
different. This slight difference has an impact on the three-dimensional11 curvature of the data 
 
11 In the case of the two experimental data sets represented in Figure 72, a constant EBRT has been maintained 
constant, whilst in the case of the data sets represented in Figure 69, the inlet concentration was kept 
constant. Since in these examples either the inlet concentration or the EBRT are kept constant whilst changing 
the other, the model predictions could be presented by a curve in two dimensions. If predictions are made at a 
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according to the hybrid model. The value of the critical concentration is highly sensitive to such shifts 
in the curvature of the data trend. 
This high sensitivity of the critical concentration can also be justified by considering the definitions of 
the critical concentration and 𝛼: as shown in Equation 101, 𝛼 is proportional only to the square root 
of the reaction rate constant, whilst the critical concentration, as described in Equation 107, is 
proportional to the reaction rate constant and the thickness of the biofilm squared. Thus, small 
variations in the biofilm thickness and reaction rate constant have the potential of having a much 
greater impact on the critical concentration than on the value of 𝛼. The other constants in Equation 
101 and Equation 107 are expected to vary much less than the biofilm thickness and the reaction 
rate constant. 
 
5.3.3. Hybrid model fitted to the combination of different data sets 
Different model fitting attempts in Sections 5.3.1 and 5.3.2 resulted in different values of the hybrid 
model’s lump parameters. A set of values for these lump parameters is reported to fit the 
experimental results published by Dumont (2017) and those published by Romero Hernandez et al. 
(2013). The lump parameters obtained from minimising the MAPE in the case of three data sets are 
laid out in Table 19; an average of these three values is also included in the same table for both lump 
parameters. The coefficient of variation of 18 % for the value of 𝛼 suggests that the three 
experiments are broadly in agreement. The coefficient of variation of 29 % for the critical 
concentration is also promisingly low, considering that the critical concentration has a much higher 
potential for volatile changes. 
 
Table 19: Fitting the hybrid model to the combined data by Dumont (2017) and Romero Hernandez et al. (2013), 
by minimising the MAPE 
Data used 
𝑪𝒈,𝒄𝒓𝒊𝒕 
(ppmv H2S) 
𝜶   
(g1/2m-3/2s-1) 
 
EBRT = 16s (subset of Table 5)  
data by Romero Hernandez et al. (2013) 
75 0.0124 
 
 
EBRT = 35s (subset of Table 5)  
data by Romero Hernandez et al. (2013) 
96 0.0166 
 
 
Table 4 data by Dumont (2017) 45 0.0193 
 
 
Average of the above three values 72 0.0161 
 
 
Coefficient ofvariation 29% 18%  
Model fitting results from the three 
data sets combined. 
68 0.0182  
 
variation of both EBRT and inlet concentration, the predictions would have to be presented in three-
dimensional form. 
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Alternatively, all data sets can be combined into one for model fitting; the results are also shown in 
Table 19. If there were data sets from media of different 𝐴𝑠 values, the lump parameter 𝛼/𝐴𝑠 would 
have to be adjusted for model fitting, with the corresponding 𝐴𝑠 value taken into account for each 
data point. This was unnecessary in this case, since all data sets were from a media with 𝐴𝑠 value of 
600 m2/m3. 
Due to the variation of both the inlet concentration and the EBRT, the hybrid model could not be 
compared to the models by Ottengraf and van den Oever (1983) graphically on a two-dimensional 
plane. However, their corresponding values of MAPE are provided in Table 20 for comparison, where 
the hybrid model provides the smallest MAPE. 
 
Table 20: Model comparison - models fitted to the data combined from Table 2 and Table 3, by minimising the 
MAPE 
Model description Mathematical form Minimised MAPE (%) 
Reaction limitation model Equation 100 52 
Diffusion limitation model Equation 106 49 
Hybrid model Figure 42 42 
 
In Section 5.3.1, MAPE was established as a more appropriate measure of the error than RMSE for 
the hybrid model. However, MAPE could lead to misleading interpretations, if there are a significant 
number of measurements close to zero. For example, in Table 20 the hybrid model does not appear 
to provide a significantly better fit to the data than the other two zero-order models. This is because, 
as shown in Figure 72, there are eight data points for which the outlet concentration is predicted to 
be zero. For these data points the maximum absolute percentage error of 100 % is calculated, 
adversely affecting the value of MAPE, which is also the case for the other models in Table 20. If the 
data points outside the zero-order regime were discarded from the data set, all MAPE values in Table 
20 would become smaller, and the MAPE value for the hybrid model would become more 
significantly smaller than those of the other two zero-order models. There is no such potential for the 
misinterpretation when comparing minimised RMSE values. Therefore, for all models other than the 
hybrid model, RMSE is preferred to MAPE. 
As shown in Table 19, the average values of the lump parameters are very close to the values from 
the combined data sets, on this occasion. But, as explained earlier, combining different data sets has 
the potential to inappropriately alter the value of critical concentration. Therefore, the author 
recommends reporting the average of the lump parameters from individual experiments, especially 
where the combination of data sets provides significantly different results. 
Equation 201 and Equation 107 were then used to estimate the zero-order reaction rate constant of 
348 mg/m3/s and biofilm thickness of 49 µm. At 𝐴𝑠 of 600 m
2/m3, this amounts to less than 3 % of 
the bed volume. This biofilm thickness is too small to justify the possibility of the biofilm build-up 
clogging the BTF. The biofilm thickness here is a hypothetical concept, pertaining only to the H2S gas. 
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The biofilm thickness obtained in this way does not rule out the possibility of an additional layer of 
biomass that has a much smaller biological activity, at least with respect to the H2S. 
This is the first time an analytical method has made it possible to estimate biofilm thickness from the 
pollution removal data. Others can fit the hybrid model to removal data for other air pollutants; this 
may result in significantly higher values of the biofilm thickness for some pollutants. Predicting the 
thickness of the biofilm may inform the researcher to consider designing a bed at a greater porosity 
and smaller 𝐴𝑠 value, when designing BTFs for industrial applications, to prevent the BTF from 
clogging. 
Kim and Deshusses (2003) are the only researchers to date, who have directly measured the biofilm 
thickness regarding the biodegradation of H2S gas; they reported a biofilm thickness of 23 µm by 
removing and measuring the biofilm. However, they did not provide any details of their 
methodology. The biofilm thickness reported by them is half as thick as the one mathematically 
derived by the author from the lump parameters of the hybrid model. Depending on their 
methodology, this may have been caused by evaporation of water from the biofilm before 
measurement or by failure to remove all of the biofilm from the porous surface of the biofilm 
support medium. However, the author’s methodology relies on the diffusivity and Henry’s law 
constant which have been accurately measured and reported in the literature. 
Despite the above account defending the hybrid model, the model has a major potential for error as 
it assumes zero-order even at low concentrations. Only at H2S concentrations significantly higher 
than the half saturation constant (40 ppmv H2S in the air) the zero-order assumption is expected to 
be accurate. The critical concentration of 68 ppmv determined in this thesis is close to the half 
saturation constant of 40 ppmv, which suggests that the ascertained value of critical concentration is 
affected by the deviation from zero-order kinetics. This limitation of the hybrid model could not be 
addressed, as the concept of critical concentration relies on the zero-order kinetics assumption. Also, 
challenging the zero-order kinetics assumption would require assuming that the substrate could 
never run out within the biofilm depth, which would render arriving at a critical concentration 
impossible. 
 
5.3.4. The hybrid model's potential 
In the model fitting exercises, it was apparent that some data followed a trend close to either the 
reaction limitation or the diffusion limitation model. Depending on the EBRT and the inlet 
concentration range, the hybrid model may predict a trend that is not significantly different to that of 
one of the models by Ottengraf and van den Oever (1983). In such cases, the hybrid model does not 
provide an advantage over the existing models by Ottengraf and van den Oever (1983). 
To demonstrate the potential of the hybrid model to improve on the diffusion limitation model and 
the reaction limitation model, the EBRT and concentration range in which the hybrid model deviates 
most from the models by Ottengraf and van den Oever (1983) is defined. Based on the transition 
equation, 17 s is the smallest EBRT that would predict the outlet concentration of zero at an inlet 
concentration that is equal to the critical concentration. Also based on the transition equation, at this 
EBRT, the inlet concentration providing the outlet concentration equal to the critical concentration is 
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equal to 204 ppmv. These calculation results show that the hybrid model predictions at EBRT of 17 s 
and inlet concentrations between 72 and 204 ppmv would provide maximum deviation from the 
models by Ottengraf and van den Oever (1983). These hybrid model predictions are graphically 
demonstrated on the axes of the reaction limitation model (Figure 73-A) and the diffusion limitation 
model (Figure 73-B). 
 
 
Figure 73: The hybrid model’s predictions. Axes according to the:  
A) reaction limitation model  B) diffusion limitation model  
EBRT = 17 s     𝐶𝑔,𝑐𝑟𝑖𝑡  = 72 ppmv ≤ 𝐶𝑔,𝑖𝑛 ≤ 204 ppmv      𝛼 = 0.0182 g
1/2m-3/2s-1   
 
The values of EBRT and inlet concentration range shown in Figure 73 ensure that: (1) all included 
predictions fall within the transition zone, (2) the inlet concentration range includes all inlet 
concentrations that would fall in the transition zone and (3) only a single outlet concentration is 
calculated to be zero within the inlet concentration range. These three conditions ensure that the 
predictions of the hybrid model are as far apart as possible from both models of Ottengraf and van 
den Oever (1983). 
The trend from the hybrid model predictions in Figure 73 show a significant deviation from both 
models by Ottengraf and van den Oever (1983). In Figure 73, the hybrid model approaches diffusion 
limitation behaviour at the lowest inlet concentration within the range, as shown in Figure 73-B, 
whilst it approaches reaction limitation behaviour at the highest inlet concentration value within the 
range, as shown in Figure 73-A. 
Changing the EBRT or concentration range to provide further deviation from one of the models by 
Ottengraf and van den Oever (1983) would bring the hybrid model closer to the other model by 
Ottengraf and van den Oever (1983). 
In Figure 73-B, as the inlet concentration at EBRT of 35 s declines, the hybrid model switches from 
the reaction limitation equation into the transition equation. Further decline of the inlet 
concentration results in outlet concentration predictions of zero within the transition zone. As a 
0
0.05
0.1
0.15
0.2
0.25
0.3
60 80 100 120 140 160
C
g,
o
u
t/
C
g,
in
tEB/Cg,in (sg
-1m3)
A) Hybrid model predictions
0
0.1
0.2
0.3
0.4
0.5
30 35 40 45 50 55
(C
g ,
o
u
t/
C
g,
in
)1
/2
tEB/(Cg,in)
1/2 (sg-1/2m3/2)
B) Straight lines crossing (0,1)
Page | 158  URN: 6111100 
result, at EBRTs as high as 35 s, it is impossible to have non-zero predictions from the hybrid model’s 
diffusion limitation zone. 
At long enough EBRTs, all concentrations within the bed heights corresponding to diffusion limitation 
lead to the transition equation predicting zero. Thus, under such high EBRTs, the hybrid model and 
the reaction limitation model make identical predictions. In contrast, as shown in Figure 71, under 
very small EBRTs, the transition regime will account for a small fraction of the hybrid model. 
To summarize these observations, whilst under a specific set of circumstances, the hybrid model may 
show little or no improvement on the existing models by Ottengraf and van den Oever (1983). 
Practical scenarios can arise in circumstances when all or most of the bed height falls in the transition 
regime, for all or most of the data points. In such cases, the hybrid model would provide a very 
different and potentially much better fit than the models of Ottengraf and van den Oever (1983). 
 
5.3.5. Attempts by others towards the hybrid model  
The concept of critical concentration has been acknowledged by Ottengraf and van den Oever 
(1983); attempts by several researchers to ascertain or mathematically describe the critical 
concentration have been reported ever since. These attempts are described and shown to be 
unsuccessful in this section. Now that a deep understanding of the hybrid model has been 
established, the attempts by others can be critically reviewed more easily. 
Jiang et al. (2012) falsely described the “critical concentration” as the inlet concentration beyond 
which a reaction limitation regime turns into diffusion limitation regime abruptly. Jiang et al. (2012) 
defined the critical concentration as a function of EBRT and a number of constants, whilst the critical 
concentration is a constant as defined in this thesis; thus it cannot be defined as a function of the 
variable EBRT. Therefore, the definition of the critical concentration by Jiang et al. (2012) is refuted 
by the underlying assumptions of the model. Jiang et al. (2012) also described the diffusion limitation 
lump parameter, shown in Equation 15, incorrectly, whilst attributing it to Ottengraf and van den 
Oever  (1983). 
Saravanan et al. (2013) mistakenly described the critical concentration as a function of EBRT, and 
they also failed to include a power of two in the diffusion limitation equation model, which had been 
missing from the equation originally published by Ottengraf and van den Oever (1983), possibly due 
to a printing error. 
Dumont (2017) equated the two right hand sides of Equation 35 and Equation 59. This relies on the 
wrong assumption that both reaction limitation regime and the diffusion limitation regime apply 
simultaneously, which becomes accurate only as the EBRT approaches zero and the concentration 
approaches the critical concentration. 
Dumont (2017) also took H2S recordings from 9 equally spaced air sampling ports within the air flow 
path. He then started the analysis by considering data from different consecutive ports. He assumed 
reaction limitation at the inlet concentration up to different sample points, to find the bed height at 
which the reaction limitation would cease to provide the best fit. Via trial and error in model fitting of 
the data, he reported the bed height at which transition took place from reaction limitation to 
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diffusion limitation and reported the concentration at that bed height to be the critical 
concentration. Dumont (2017) had relied on an appropriate definition of critical concentration. 
However, his methodology was somewhat crude and impossible to apply to data set where both 
EBRT and inlet concentration are varied. 
 
5.4. Model fitting of SULPHUSTM VOC data 
Next, the VOC data from the sludge mixing events (Table 6) are combined with the steady state data 
from intermediate sample points (Table 7), and the lump parameters for the equations based on 
mole fractions are determined by minimizing the RMSE in predicting the values of mole fractions of 
VOCs in the outlet from the BTF. The results for the diffusion limitation zero-order kinetics model are 
presented in Figure 74, which does not show a good fit, except for the sludge mixing peak data and 
the steady state data collected at 10s EBRT, all of which fall near the line passing point (0,1). The 
reaction limitation zero-order model was found to provide a much poorer fit than the diffusion 
limitation zero-order model and will not be discussed in any more detail in this thesis. The model 
fitting of the hybrid model to the VOC measurements of the SULPHUSTM was unsuccessful, as it was 
for the H2S data also and simultaneously collected by the author. 
 
 
Figure 74: Molar Equivalent for the models, fitted against VOC data at varied EBRTs and inlet concentrations 
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The first order model was also used to make predictions against the experimental data. The 
prediction lines, in this case, change with EBRT; these are produced individually, for each EBRT, as 
shown in Figure 75 to Figure 79. 
 
 
Figure 75: Predictions of the first-order model at EBRT=50s and the best zero-order model – Models fitted 
against all VOC data on mole fraction basis 
 
 
Figure 76: Predictions of the first-order model at EBRT=40s and the best zero-order model – Models fitted 
against all VOC data on mole fraction basis 
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Figure 77: Predictions of the first-order model at EBRT=30s and the best zero-order model – Models fitted 
against all VOC data on mole fraction basis 
 
 
Figure 78: Predictions of the first-order model at EBRT=20s and the best zero-order model – Models fitted 
against all VOC data on mole fraction basis 
 
 
Figure 79: Predictions of the first-order model at EBRT=10s and the best zero-order model – Models fitted 
against all VOC data on mole fraction basis 
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From these figures it can be inferred that at EBRTs smaller than 50s, the first-order model makes high 
predictions (i.e. predicted outlet concentrations are higher than the measured values). Using the 
model to make predictions at concentrations higher than the experimental range would likely lead to 
low predictions. 
In Figure 80, the steady state VOC data from intermediate sample points are used for linear 
regression, according to Equation 190 (the rapid diffusion M-M model). The sludge mixing data are 
separately used for linear regression. The pollutant concentration may be slightly different at 
different locations within the same bed height, which may be caused by non-uniform channelling of 
air and water. This would explain the greater scatter of the intermediate sample data in Figure 80. 
 
 
Figure 80: Equation 190 based on mole fractions fitted against VOC data 
 
As shown in Figure 80, Equation 190 provides a good fit for both VOC data sets; the linear regression 
of the two data sets result in approximately the same best fit line, which indicates two conclusions: 
firstly, the M-M model fits both the sludge mixing and the steady-state intermediate sample data for 
the VOCs. Therefore, variation in inlet concentration associated with sludge mixing appears to be 
slow enough for the steady state assumption to be a reasonable approximation. Secondly, both the 
intermediate sample data and the sludge mixing outlet data follow a model that assumes constant 
biofilm thickness. This can be argued to support the assumption that the biofilm thickness does not 
change significantly with pollutant concentration or the bed height. 
With respect to the VOC data measured by the author from the SULPHUSTM BTF, the M-M is reported 
as the best model for two reasons: firstly, the M-M model provides the smallest value of RMSE, as 
shown in Table 21. Secondly, it shows a superior fit to the shape of the data, as shown in Figure 81. 
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Table 21: RMSE values in predicting the outlet VOC concentrations – Data from Table 6 and Table 7 combined 
Equations Model description 
RMSE in predicting 
𝒚𝒐𝒖𝒕 (ppmv) 
Equation 191 Modified zero-order reaction limitation 0.96 
Equation 193 Modified zero-order diffusion limitation 0.57 
Equation 198 and Equation 199 First-order kinetics 0.54 
Equation 190 Michaelis Menten kinetics 0.40 
 
 
Figure 81: Measurements and model predictions at 50 s EBRT- Models are fitted to all of the VOC removal data 
in Table 6 and Table 7 
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In Figure 81, model predictions and the data are all at EBRT of 50 s. However, the models are 
calibrated against all of the data in Table 6 and Table 7 combined, which includes a range of EBRTs. If 
only the data in Figure 81 was used for model fitting, the model predictions would fall slightly closer 
to the data. Nevertheless, the models calibrated against a more diverse data set are more reliable. 
In Table 21 the models are ranked based on their RMSE values, in the same order as for the H2S 
removal data measured in the same case study, as shown in Table 12. 
With the M-M model established to provide the best fit to the SULPHUSTM total VOC removal data, 
the lump parameters from RMS fitting are further investigated. The inverse of the intercept in 
Equation 190 is 𝑅𝑇𝛿𝐴𝑠𝑉𝑚𝑎𝑥
′ /𝑝 = 1.337 × 10-6 s-1. Assuming a temperature of 22 ֯C, atmospheric 
pressure and the ideal gas law, 𝛿𝐴𝑠𝑉𝑚𝑎𝑥
′  = 5.45 × 10-5 mol m-3 s-1 can be calculated, which is the 
Michaelis Menten constant per unit volume of the bed. 𝛿𝐴𝑠𝑉𝑚𝑎𝑥
′  divided by 𝛿𝐴𝑠 is the Michaelis 
Menten constant per unit volume of the biofilm, and it could be used to make predictions for other 
BTFs with very different 𝐴𝑠 values. Since 𝛿 is not known
12, 𝛿𝐴𝑠 cannot be calculated. Instead, the 
𝐴𝑠 value of 400 m
2/m3 is used to calculate 𝛿𝑉𝑚𝑎𝑥
′  = 1.36 × 10-7 mol m-2 s-1. This value can be used to 
make predictions for BTF beds with different 𝐴𝑠 values, if a similar source of air pollution is treated. If 
a considerably different mixture of VOCs is treated, the value of 𝛿 may vary significantly. The RMS 
fitting of Equation 190 resulted in a dimension-less mole fraction of 2.10 × 10-5 for 𝑚′𝐾𝑚
′ . 
 
5.5.  Summary of conclusions from model fitting to different data sets 
Finding a good fit to the SULPHUSTM BTF’s H2S removal data is the primary intended outcome. The 
existing zero-order models provide a poor fit; the zero-order hybrid model also provided a poor fit, 
which indicates that the zero-order assumption must be challenged. The first order model also 
provided an inadequate fit. The best fit was provided by the novel M-M model. The novel M-M 
model is also the only equation providing a good fit to all three laboratory data sets published by 
others. 
All models are written based on the number of moles, rather than mass, so that model fitting could 
be conducted without having to assume an actual value for the representative Henry’s law constant 
of the mixture. i.e. the model fitting provides lump parameters without determining their constituent 
constants. Amongst the equations on molar basis, the M-M model also provided the best fit to the 
total VOC removal data. 
  
 
12 The value of 𝛿 pertaining to H2S removal cannot be used for other pollutants. It may not even be universal 
for H2S but is unlikely to have changed over the timescale of the sludge mixing events or even the whole 
SULPHUS trial. 
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6. Discussion 
So far, all models considered in this thesis have been evaluated for the fit they provide against the 
four data sets included. These model fitting results are critically reviewed and summarised into a 
model selection toolkit in this chapter. 
It is possible for a mathematical derivation to have been based on a number of highly inaccurate 
underlying assumptions, in a way that the inaccuracies cancel out one another and the model 
provides a good fit to the data. Two such equations are already identified in Section 5.1.1.2 and 
Section 4.2.3 and discarded from further analysis. This, and the desire to have a rigorous approach 
inspired the author to examine the underlying assumptions beyond any prior attempts within the 
literature. 
 
6.1. Consolidation of model-fitting results from different case studies 
Chung et al. (2000) and Hirai et al. (1990) fitted Equation 98 to experimental results from H2S 
removal in a laboratory BTF; their experimental data were given neither in tabular nor graphical 
form. Chung et al. (2000) conducted linear regression with respect to Equation 98 and reported a 
correlation coefficient of 0.9976. 
Although Equation 98 and Equation 177 have the same form, their lump parameters are described 
differently. Only Equation 98 is considered for model-fitting in their papers (Chung et al. 2000, Hirai 
et al. 1990), but Equation 98 is not for air treatment in BTFs, as described in Section 4.2.3. Here, the 
values of 𝑉𝑚𝑎𝑥 and 𝐾𝑚 published by Chung et al. (2000) and Hirai et al. (1990) are substituted with 
𝛿𝐴𝑠𝑉𝑚𝑎𝑥 and 𝑚𝐾𝑚 respectively, so that that they could be used in Equation 177. Chung et al. (2000) 
and Hirai et al. (1990) used the results of linear regression corresponding to Equation 98. Due to the 
logarithmic nature of this equation, the use of linear regression may have significantly affected the 
obtained lump parameters compared to the ones obtained by RMS fitting for the other experiments. 
Table 22 contains all obtained values of the lump parameters of Equation 177 for the biological H2S 
removal experiments by the author, as well as those published in prior research papers by others.  
With 𝑚 being roughly the same value for all datasets, the values of 𝐾𝑚 for the studies in Table 22 
vary significantly, but within an order of magnitude. The three case studies with a single asterisk 
provide the best fit to one of the zero order kinetics regimes. The remaining three case studies are 
better suited to the M-M model and yield an average of about 40 ppmv for 𝑚𝐾𝑚. 
At liquid phase concentrations significantly smaller than 𝐾𝑚, which corresponds to a concentration of 
𝑚𝐾𝑚 in the gas phase, the first order equation is an approximation for the M-M equation. This is 
consistent with Figure 55, where the data points corresponding to inlet concentrations smaller than 
𝑚𝐾𝑚, show a near horizontal trend. In the case of the model fitting to the data of SULPHUS
TM, the 
value of 33.7 mg m-3 or 24 ppmv was determined for 𝑚𝐾𝑚. 
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Table 22: Results of fitting Equation 177 to H2S removal data for SULPHUSTM and other BTFs  
Data from references with * follow zero-order models better than the M-M model. 
Data from references with ** resulted from linear regression rather than RMS fitting. 
Reference 
𝜹𝑨𝒔𝑽𝒎𝒂𝒙  
(mg m-3 s-1) 
𝒎𝑲𝑴  
(mg m-3) 
𝒎𝑲𝑴 
(ppmv) 
SULPHUSTM  3.50 33.7 24 
*Dumont (2017) 21.0 121 86 
*Romero Hernandez et al. (2013) 15.9 91.0 65 
*Yang and Allen (1994) 40.0 21.0 15 
**Chung et al. (2000) 1.06 48.1 34 
**Hirai et al. (1990) 7.01 76.4 55 
 
On the other hand, at values significantly higher than 40 ppmv, zero-order kinetics becomes a good 
approximation. Many practical scenarios, however, include data points with outlet H2S levels 
significantly lower than 40 ppmv and inlet H2S levels significantly higher. In such cases, the M-M 
equation, if valid, must be used. 
Comparison of 𝛿𝐴𝑠𝑉𝑚𝑎𝑥 values is generally misleading, as 𝐴𝑠 values can be wide ranging, depending 
on the size and shape of the support media. In contrast, 𝑉𝑚𝑎𝑥 is a kinetics parameter, which is a 
characteristic of the biofilm that biodegrades H2S. It is therefore a preferred parameter for 
comparison between data sets and can be derived from the 𝛿𝐴𝑠𝑉𝑚𝑎𝑥 values, if the values of 𝛿 and 
𝐴𝑠 are known. 𝛿 of 23 µm is used here, as experimentally ascertained by Kim and Deshusses (2003), 
who are the only researchers who report the biofilm thickness pertaining to H2S consumption. For 
the case studies published by Dumont (2017) and Romero Hernandez et al. (2013) 𝐴𝑠, is equal to 600 
m2/m3. However, 𝐴𝑠 is equal to 400 m
2/m3 for the SULPHUSTM BTF bed. The 𝑉𝑚𝑎𝑥 values for the 
remaining three studies in Table 22 could not be estimated, as their 𝐴𝑠 values had not been 
reported. 𝑉𝑚𝑎𝑥 is calculated to be 380 mg/m
3/s for the SULPHUSTM case study, based on the 𝛿𝐴𝑠𝑉𝑚𝑎𝑥 
value shown in Table 22, as well as the values of 𝛿 and 𝐴𝑠, as described in the previous paragraph. 
For the data published by Dumont (2017) and Romero Hernandez et al. (2013), the modified zero 
order diffusion limitation model was found to provide the best fit. The zero-order reaction constant 
is calculated from the lump parameter of Equation 106, and it is adopted as an approximation for 
𝑉𝑚𝑎𝑥, as shown in Table 23. To estimate the zero-order reaction rate constants for the data by 
Dumont (2017) and Romero Hernandez et al. (2013), 0.387 is substituted for unitless Henry’s 
constant (Perry et al. 1997) and 1.61 × 10-9 is substituted for diffusivity (Halmour and Sandall 1984) 
inside the lump parameter described in Equation 106. 
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Table 23: 𝑉𝑚𝑎𝑥  values approximated from the best model for each data set 
Data 
source 
SULPHUSTM Dumont (2017) 
Romero Hernandez 
et al. (2013) 
Approximated 𝑉𝑚𝑎𝑥 (mg/m
3/s) 380 280 190 
Model parameter Equation 177 Equation 106 Equation 106 
𝐴𝑠 (m
2/m3) 400 600 600 
𝐷 (m2/s) Not used 1.61 × 10-9 1.61 × 10-9 
𝑚  Not used 0.387 0.387 
𝛿 (µm) 23 Not used Not used 
 
The values of 𝑉𝑚𝑎𝑥 in Table 23 are remarkably consistent with one another, averaging about 0.3 
g/m3/s. The SULPHUSTM case study yields a value for 𝑉𝑚𝑎𝑥 that is consistent with those obtained from 
the model providing the best fit for the experimental data sets in the existing literature. 
The analysis in this thesis is based on the assumption that 𝑉𝑚𝑎𝑥 is constant. However, high enough 
variations in temperature have the potential to significantly change 𝑉𝑚𝑎𝑥. Romero Hernandez et al. 
(2013) reported temperatures ranging from 14 to 22 ֯C for the air entering the BTF without discussing 
its impact on the performance of the BTF. Dumont (2017) reported temperatures ranging from 17 to 
22 ֯C, and he attributed the rises in the zero-order reaction rate constant to the rise of temperature 
without substantiating that claim. Nonetheless the assumption that 𝑉𝑚𝑎𝑥 is constant is 
approximately valid, firstly because the temperature experienced by the biofilm is less varied than 
the temperature of the air entering the BTF , as explained in Section 3.4.3, and secondly the variation 
in the temperatures between the experiments reported by the author and those of Dumont (2017) 
and Romero Hernandez et al. (2013) is small enough.  
So far, the M-M model has made it possible to establish a form of agreement between the 
SULPHUSTM case study reported by the author and the H2S removal literature. The main distinction 
between these studies is the explored H2S concentration range, which is discussed next. 
The model fitting results of the H2S removal data from different case studies have been reported in 
Chapter 5, where, except for the data by Dumont (2017) and Romero Hernandez et al. (2013), a 
different model has been found to best fit each data set. This can be investigated by considering the 
concentration range explored in each study. For each case study, the average of all H2S concentration 
measurements are reported in Table 24, as well as the averages of only outlet concentration 
measurements. 
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Table 24: Arithmetic average of all H2S concentrations in the air reported for each study 
Source Authorship 
Average of concentrations (ppmv) 
All measurements Outlet measurements 
Table 6 Published here 13 0.66 
Table 3 Yang and Allen (1994) 207 98 
Table 4 Dumont (2017) 102 64 
Table 5 Romero Hernandez et al. (2013) 80 16 
 
As shown in Table 24, the data by Yang and Allen (1994) contains by far the highest H2S 
concentrations. As a result, most data points follow the zero-order reaction limited regime. The data 
by Dumont (2017) and Romero Hernandez et al. (2013) are gathered at concentrations less than half 
those of Yang and Allen (1994), causing most data points to follow the diffusion limited regime, 
whilst the concentrations remain high enough to maintain the zero-order kinetics as a good 
approximation. 
The concentrations published by the author, however, are two orders of magnitude smaller than 
those published in the other studies. As a result, the concentrations in the biofilm are so small that 
the starvation of the bacteria, described by the M-M equation, has become a rate limiting factor. 
Here, despite the low average concentration, for one third of the data points, the inlet concentration 
was higher than the 𝑚𝐾𝑚 value of about 40 ppmv, rendering the first order model less accurate than 
the M-M model. 
 
6.2. The M-M model’s lack of resistance to mass transfer in the 
biofilm 
Using the Michaelis Menten relation to describe reaction rate per volume of the biofilm 𝑟 makes an 
analytical solution for Equation 24 impossible. Thus, the adaptation of the Michaelis Menten model 
assumes that there is no resistance to mass transfer in the biofilm (the so-called high diffusion case). 
The error caused by this assumption can be estimated at low concentrations, where the first order 
model is a good approximation, by using the first order model, which includes the diffusivity in the 
biofilm. 
At this first order concentration range, the pollutant concentration profile along the biofilm depth 
can be predicted, based on the two first order equations described in this thesis. If this concentration 
profile shows a significant decline in the pollutant concentration along the biofilm depth, neglecting 
the resistance to mass transfer in the M-M model will have proved to be an inappropriate 
assumption.  
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Equation 78 provides a mathematical description for the biofilm concentration as a function of the 
biofilm depth, based on the assumption by Ottengraf (1986) that there is no flux past the full depth 
of the biofilm. Figure 82 shows the concentration profile within biofilm thickness, assuming 1 ppmv 
of H2S in the air surrounding the biofilm. The area under the curve divided by thickness of the biofilm 
is used as a representative concentration in the biofilm, for its corresponding air concentration. If this 
representative concentration is close to the concentration at the air/biofilm interface, neglecting the 
resistance to mass transfer is proved to introduce an acceptably low error. As shown in Figure 82, the 
concentration profile is reasonably close to the average concentration. This suggests that at low 
concentrations neglecting the resistance to mass transfer in the biofilm has been an acceptable 
assumption for the M-M model.  
 
 
Figure 82: H2S concentration profile along the biofilm depth estimated using Equation 78 – first order reaction 
rate constant is obtained from fitting Equation 97 to the data in Table 6 - 1 ppmv of H2S in the air 
 
Due to the mathematical characteristics of the first order model by Ottengraf (1986), the calculated 
ratio of the average concentration to the concentration at the air/biofilm interface remains constant 
at different values of H2S concentration in the air. By the way of an example, the above exercise 
repeated for H2S concentration of 20 ppmv in the air provides the same results, as shown in Figure 
83. 
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Figure 83: H2S concentration profile along the biofilm depth estimated using Equation 78 – 20 ppmv of H2S in 
the air – first order reaction rate constant is obtained from fitting Equation 97 to the data in Table 6 
 
Since Equation 78 does not have an analytical integral form, the area under the curve in Figure 83 
had to be estimated numerically. In contrast, the description of the concentration in the biofilm, 
shown in Equation 14713, can be integrated with respect to the biofilm depth. Here, the area under 
the curve is the integral of Equation 147, with respect to the bed depth, with boundary conditions 
from the air/biofilm interface to the full depth of the biofilm, as shown in Equation 203. 
 
∫ 𝐶𝑙
𝛿
0
𝑑𝑥 =
𝐶𝑔
𝑚
∫ 𝑒−Ω𝑥
𝛿
0
𝑑𝑥 Equation 203 
 
The solution to this integral equation is shown in Equation 204. 
 
∫ 𝐶𝑙
𝛿
0
𝑑𝑥 =
𝐶𝑔
𝑚
[
−𝑒−Ω𝑥
Ω
]
0
𝛿
 Equation 204 
 
The limits of this integral are applied, as show in Equation 205. 
 
∫ 𝐶𝑙
𝛿
0
𝑑𝑥 =
𝐶𝑔
𝑚
(
−𝑒−Ω𝛿
Ω
−
−𝑒−Ω0
Ω
) Equation 205 
 
13 This novel mathematical derivation was made assuming first order kinetics and infinite biofilm depth. 
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Since any quantity to the power of zero is equal to one, Equation 205 can be simplified as shown in 
Equation 206. 
 
∫ 𝐶𝑙
𝛿
0
𝑑𝑥 =
𝐶𝑔
𝑚
(
−𝑒−Ω𝛿
Ω
+
1
Ω
) Equation 206 
 
The common denominator in Equation 206 is taken, as shown in Equation 207. 
 
∫ 𝐶𝑙
𝛿
0
𝑑𝑥 =
𝐶𝑔
𝑚
(
1 − 𝑒−Ω𝛿
Ω
) Equation 207 
 
This area under the curve divided by the biofilm thickness is the average concentration 𝐶𝑙,𝑎𝑣 within 
the biofilm, as shown in Equation 208. 
 
𝐶𝑙,𝑎𝑣 =
𝐶𝑔
𝑚
(
1 − 𝑒−Ω𝛿
𝛿Ω
) Equation 208 
 
As shown in Equation 209, the ratio of the average concentration to the concentration at the 
air/biofilm interface is described by dividing both sides of Equation 208 by 𝐶𝑔/𝑚. 
 
𝐶𝑙,𝑎𝑣
𝐶𝑔/𝑚
=
1 − 𝑒−Ω𝛿
𝛿Ω
 Equation 209 
 
As shown in Equation 209, this ratio of the average concentration to the interface concentration does 
not depend on the air phase concentration for the novel adaptation of the first-order kinetics. This 
observation was also reported with respect to Figure 82 and Figure 83 for the first order model by 
Ottengraf (1986). 
In order for Equation 209 to be used for subsequent calculations, Ω is then replaced with its 
equivalent description according to Equation 68, as shown in Equation 210. 
 
𝐶𝑙,𝑎𝑣
𝐶𝑔/𝑚
=
1 − 𝑒
−𝛿√
𝑘1
𝐷
𝛿√
𝑘1
𝐷
 Equation 210 
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Equation 159 calibrated to the sludge mixing SULPHUSTM H2S removal data in Table 6 provides a 𝑘1 
value of 2.837 s-1. This value of 𝑘1 is then used to predict the ratio described in Equation 210, for 
biofilm thickness values of up to 40 µm, as shown in Figure 84. 
 
 
Figure 84: The ratio of the average concentration throughout the biofilm to the biofilm/air interface 
concentration, based on the novel adaptation of the first order kinetics (Equation 159) – Model calibrated 
against the H2S removal data of Table 6 
 
From Figure 84 it is concluded that the error from neglecting the resistance to mass transfer is 
substantial but not likely to be devastating to the outcome in the first order concentration range. 
This ratio is slightly more promising assuming the model by Ottengraf (1986), as it is closer to the 
value of one; an example is provided in Table 25. 
 
Table 25: Kinetics comparison of the first-order model by Ottengraf (1986) to the novel adaptation of the first-
order model, as shown in Equation 159 - Model constants found by calibration of the individual models to the 
data in Table 6 
First order model equation by Ottengraf (1986) Novel derivation 
𝑘1 (s
-1) 4.2 2.8 
Ratio in Equation 210 for δ = 23 µm 0.72 0.64 
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The error caused by neglecting the resistance to mass transfer at higher concentrations than the half 
saturation constant is evaluated next, using the zero-order model. Based on the zero-order model, 
neglecting the resistance to mass transfer is entirely accurate at the reaction limitation zone, where 
the air concentration is greater than the critical concentration. Neglecting the resistance to mass 
transfer causes the error to increase with the decline of the concentration at concentrations lower 
than the critical concentration. The concentration at which half of the biofilm volume is in use 𝐶𝑔,ℎ𝑎𝑙𝑓 
is arbitrarily nominated as the concentration below which the zero-order model predicts significant 
deviation from the reaction limitation regime. This is mathematically described using Equation 50, as 
shown in Equation 211. 
 
𝛿 = 2𝜆 = 2√
2𝐷𝐶𝑔,ℎ𝑎𝑙𝑓
𝑘0𝑚
  Equation 211 
 
Both sides of Equation 211 are then squared and multiplied by 
𝑘0𝑚
8𝐷
 to provide a description for 
𝐶𝑔,ℎ𝑎𝑙𝑓, as shown in Equation 212. 
 
𝐶𝑔,ℎ𝑎𝑙𝑓 =
𝑘0𝑚𝛿
2
8𝐷
 Equation 212 
 
Using Equation 109, Equation 212 can be expressed in terms of the critical concentration, as shown 
in Equation 213. 
 
𝐶𝑔,ℎ𝑎𝑙𝑓 =
𝐶𝑔,𝑐𝑟𝑖𝑡
4
  Equation 213 
 
Based on Equation 213, the concentrations at which neglecting the impact of the resistance to mass 
transfer add an unacceptable error are lower than the 𝑚𝐾𝑚 value in the M-M model for H2S 
removal. Under such low concentrations, the first order kinetics is more accurate than the zero-order 
kinetics, in which case neglecting the resistance to mass transfer is acceptable for reasons expressed 
earlier, based on the first order models (see Table 25). 
The M-M model provided a 𝑉𝑚𝑎𝑥 value from the model fitting to the SULPHUS
TM data that is similar 
to zero-order hybrid model’s 𝑘0 value when fitted to the data at higher concentrations than the 
SULPHUSTM study. However, this finding is not transferable to any pollutants other than H2S, as the 
biofilm thickness, reaction kinetics and diffusivity of other pollutants may vary to the extent that 
would result in a different conclusion altogether.  
In Section 6.1, 𝑚𝐾𝑚 between different studies averaged to about 40 ppmv for H2S removal, which is 
not far from the critical concentration in the zero-order critical concentration. This not a coincidence, 
as both models describe the deviation from the zero-order reaction limitation behaviour at 
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concentrations lower than about 40 or 70 ppmv. The hybrid model only accounts for the impact of 
the resistance to mass transfer in the biofilm, whilst the M-M model only accounts for the impact of 
the substrate starvation. 
In this section, I reasoned that the pollutant removal rate is controlled by the reaction rate more 
than it is by diffusivity. This, to some extent, supports the assumption of no resistance to mass 
transfer in the M-M model. Whilst the zero-order diffusion limitation model predicts a decline in the 
H2S flux at the air/biofilm interface at concentrations below the critical concentration, most of this 
decline is likely due to the decline of the reaction rate per unit volume of the biofilm, according to 
the Michaelis Menten equation. 
 
6.3. Mass transfer in liquid and gas films 
All models discussed in this thesis are based on a set of common assumptions described in Section 
4.1.1. One of these assumptions was to neglect the resistance to mass transfer exerted by the air film 
and the liquid film between the bulk air and the biofilm. These assumptions have been widely 
adopted by others for biological air treatment systems without verification. However, Kim and 
Deshusses (2003) reported that at high enough H2S concentrations and low enough gas phase 
velocities, the mass transfer coefficient on the gas film could become rate limiting. 
Kim and Deshusses (2003) used a mathematical model originally introduced by Onda et al. (1968) to 
estimate the fraction of the surface that is wetted as well as the mass transfer coefficient at the gas 
and liquid films in a vertical packed bed with counter current flow of gas and liquid. This 
experimental correlation, commonly known as Onda’s method, has been widely adopted since, for 
example by Sinnott and Towler (2009), and it is used here to investigate the importance of mass 
transfer control outside of the biofilm in the SULPHUSTM pilot experiment. 
To compare the impact of resistance to mass transfer outside the biofilm, the H2S flux into the 
biofilm is compared for three assumed scenarios, all based on an H2S level of 50 ppmv in the air and 
the SULPHUSTM experimental conditions, including average spray rate of 150 L/h, bed diameter of 1.5 
m, air flow of 2550 m3/h and specific area of 400 m2/m3: Scenario (1) assumes negligible resistance to 
mass transfer at all phases. Scenario (2) assumes the gas film to be the only rate limiting phase. 
Scenario (3) assumes that the only rate limiting phase is the spray water cascading down as a liquid 
film between the biofilm and the air. 
To calculate the flux in scenario (1), the values of 𝑚𝐾𝑚 and 𝑉𝑚𝑎𝑥 obtained from the model fitting of 
the M-M model are used in Equation 16 to estimate the consumption rate per unit volume of the 
biofilm. The flux in scenario (1) is then calculated to be 6 µg/m2/s by multiplying the consumption 
rate per unit volume of the biofilm by volume of a biofilm with one m2 area and 23 µm thickness. The 
value of flux in scenario (1) is the baseline for the analysis, and as such it is compared against the 
remaining two scenarios. 
Sinnott and Towler (2009) provides a working example for Onda’s method, which was reproduced by 
the author to ensure the correct implementation of the model. The case-specific values were then 
changed to those of the SULPHUSTM case study, which resulted in the gas film mass transfer 
coefficient of 5.71 mol/s/m2/bar. Assuming this value of mass transfer coefficient and the 
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concentration gradient of 50 ppmv, the flux in scenario (2) is crudely calculated to be about 10000 
µg/m2/s, which is orders of magnitude greater than that of Scenario (1). Since the H2S flux in scenario 
(2) is found to be significantly higher than that of the first scenario, the air film is demonstrated to 
exert negligible resistance to mass transfer. 
Using Onda’s method, 4 % of the biofilm surface was estimated to be wetted in scenario (3). Here, 
the wetted fraction of the biofilm surface refers to the surface of the biofilm covered with a mobile 
liquid film that does not contain live biomass. However, all of the biofilm is wet at all times. The 
biofilm is the immobilised bacteria immersed in an aqueous inter-cellular gel. This gel constitutes 
most of the biofilm volume; but it is immobile and does not count as part of the cascading liquid film, 
as described by Omda’s method. 
The models fitted to the SULPHUSTM data are based on the assumption that, either most of the 
biofilm is not covered by a water film or that the film is very thin, if most of the surface is covered. If 
Onda’s method’s prediction that most of the biofilm is not wetted is not true, ignoring the resistance 
to mass transfer in liquid film will have been inappropriate. The main sources of inaccuracy with 
Onda’s method must be acknowledged: Firstly, Onda’s method is typically used for gas scrubbers, 
where the liquid throughput is considerably higher than that of BTFs.  
Secondly, the critical surface tension of the packing media (e.g. plastic) is typically used in Onda’s 
method. However, in the case of BTFs, the liquid film is in direct contact with the biofilm rather than 
the packing media. Therefore, instead of the critical surface tension of plastic, that of water was used 
to represent the biofilm. Unlike plastic and ceramic material, the accuracy of Onda’s method for 
biofilm surfaces has not been verified in the literature.  
Thirdly, Onda’s method is based on the assumption that water flow rate is constant, whilst in the 
SULPHUSTM BTF, water is sprayed every 30 minutes at a duration controlled to maintain a constant 
pH of 3 at the drain. The periodic spraying of water could cause a substantial fraction of the biofilm 
to be wetted upon a spray episode for a duration of time, whilst leaving most of it non-wetted for 
the remainder of the spray cycle. This would (A) disqualify the Onda’s method, which assumes steady 
state, and (B) result in a periodic drainage of liquid from the BTF every 30 minutes. To examine this 
implication with the use of Onda’s method, the changes in drain rate was investigated. The author 
repeatedly collected the drain water for one or two minutes for over an hour on 15th July 2016. Each 
time, the exact duration of drain water collection and the exact volume of drain water collected was 
recorded. The drain volume and time values were used to calculate the drain flow rate; the results 
are graphically illustrated in Figure 85. 
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Figure 85: Flow rate of the drain water from the SULPHUSTM BTF – 15th July 2016 
 
Figure 85 covers two spray cycles. Yet it shows little variation in drain flow rates, which averaged 2.4 
l/min and ranged between 2.1 and 2.8 l/min, with coefficient of variation of 8 %. Figure 85, however, 
illustrates the flow rate pattern at the bottom of the BTF. The wetted fraction at the top of the bed 
oscillates around a figure probably rather greater than 4 % every 30 minutes. At the very top of the 
bed, most of the biofilm will be fully wetted during the spray episodes. But soon after the end of the 
spray episodes the surface may ‘dry out’ (i.e. lose its film of free water) until the next spray episode. 
Evaporation rate of about 0.1 l/min was estimated based on the values of temperature, relative 
humidity and flow rate of air measured during the drain flow rate measurements; the evaporation 
rate was negligible compared to the drain rate.   
A small fraction of the biofilm being covered with a liquid film does not compromise the biofilm’s 
longevity, because the liquid film is mobile and probably takes random paths, and so it passes all 
biofilm surfaces. Upon this contact, the biofilm is replenished with water, and the waste by-products, 
such as sulphate, diffuse from the biofilm into the liquid film. At the top of the BTF, the biofilm would 
not come to contact with a liquid film for most of each spray cycle. But at that point in the bed, the 
air is saturated with water and does not dry the biofilm. 
Assuming all of the biofilm is wetted, H2S flux through a liquid film, cascading laminarly from a 
vertical surface, was estimated to be 18 µg/m2/s for scenario (3), using a hydromechanics model by 
Sinkunas et al. (2005). This is of the same order of magnitude as the flux in scenario (1), and it shows 
that the liquid film has the potential to limit the performance of a BTF if much of the biofilm is 
covered with a liquid film. Thus, elevating the water throughput enough to cover much of the 
packing area with a liquid film (e.g. by continuous spraying of water in the SULPHUSTM installation) 
would render all of the kinetic models derived in Chapter 4 inaccurate, due to neglecting the 
resistance to mass transfer in the liquid film. 
  
0
1
2
3
15:15 15:30 15:45 16:00 16:15 16:30
D
ra
in
 f
lo
w
 r
at
e 
(l
/m
in
)
Page | 177  URN: 6111100 
6.4. Practitioners’ guide 
The novel derivation based on the M-M model, shown in Equation 174 (for a single pollutant) and 
Equation 190 (for total VOCs), is the only model, considered in this thesis, that can make reliable 
predictions at concentration ranges both significantly higher and significantly lower than 𝑚𝐾𝑚. 
 
𝑡𝐸𝐵
𝐶𝑔,𝑖𝑛 − 𝐶𝑔,𝑜𝑢𝑡
=
𝑚𝐾𝑚
𝛿𝑉𝑚𝑎𝑥𝐴𝑠
 
ln (
𝐶𝑔,𝑜𝑢𝑡
𝐶𝑔,𝑖𝑛
)
𝐶𝑔,𝑜𝑢𝑡 − 𝐶𝑔,𝑖𝑛
+
1
𝛿𝑉𝑚𝑎𝑥𝐴𝑠
 
Equation 174 
 
𝑡𝐸𝐵
𝑦𝑖𝑛 − 𝑦𝑜𝑢𝑡
=
𝑝𝑚′𝐾𝑚
′
𝑅𝑇𝛿𝑉𝑚𝑎𝑥
′ 𝐴𝑠
 
ln (
𝑦𝑜𝑢𝑡
𝑦𝑖𝑛
)
𝑦𝑜𝑢𝑡 − 𝑦𝑖𝑛
+
𝑝
𝑅𝑇𝛿𝑉𝑚𝑎𝑥
′ 𝐴𝑠
 Equation 190 
 
The value of 𝐴𝑠 typically varies between 100 and 800 m
2/m3, depending on the packing media used 
(Smith 2013), and it must be determined by the practitioner. The remainder of the constants in the 
above equations are the model fitting results, which were ascertained in chapter 5 and summarised 
in Table 26. 
 
Table 26: M-M model recommendations for practitioners - The values involving 𝑉𝑚𝑎𝑥  are probably temperature 
dependent. These values are for internal BTF temperature of 22 ֯C in the UK during the summer, which is 
consistent with the temperatures of laboratory experiments by others discussed in this thesis.  
Units of pollutant 
concentration in air 
Lump 
parameter 
Units 
Values to insert in 
the equations 
mg-H2S/m3  
𝑚𝐾𝑚 mg-H2S/m
3 34 
𝛿𝑉𝑚𝑎𝑥 mg-H2S /m
2/s 0.00875 
Mole fractions of 
total VOCs 
𝑚′𝐾𝑚
′  mole fractions 2.1 × 10-5 
𝛿𝑉𝑚𝑎𝑥
′  mol-VOC/m2/s 1.38 × 10-7 
ppmv of total VOCs 
𝑚′𝐾𝑚
′  ppmv of total VOCs 21 
𝛿𝑉𝑚𝑎𝑥
′  µmol-VOC/m2/s 0.138 
 
As implied in Table 26, the total VOC levels inserted in or predicted by Equation 190 can be in either 
ppmv or mole fractions. However, in either case, the lump parameters with matching units must be 
inserted, which are also specified in Table 26.  
Between the following three variables, the model can be fed two and made to predict the third one: 
1. Inlet concentration 
2. Outlet concentration 
3. Empty Bed Retention Time (EBRT) 
These are discussed, next. 
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6.4.1. Use of the model as a design tool: 
If the inlet and outlet concentrations are specified, the model can be used to predict the required 
EBRT (i.e. the required volume or the number of odour packs). If the design temperature is 
significantly different to that of the experimental data used for the model fitting, the temperature 
must be adjusted for. This is the use of the model as a design tool for BTFs, for example, when a new 
OCU system is to be installed or an existing one is to be replaced. The source of odour is to be 
investigated to estimate the emission concentrations: 
• If designing for a BTF, to be further treated by a Granular Activated Carbon (GAC) bed, the 
expected average emission rate must be used. 
• If designing for a standalone BTF, the highest expected emission rate must be used 
Predicting the emission rates from an odour source that is yet to be covered and treated, is outside 
the scope of this doctorate.  
The desired outlet concentration is determined as follows and inserted in the model: 
• If designing for a BTF, to be further treated by a GAC bed, an average BTF outlet 
concentration must be determined that would ensure an optimal, or at least competitive, 
service life for the GAC bed. As a rough estimate, Equation 1 can be fed with the sum of 
predicted outlet concentrations of H2S and the total VOCs in ppmv units. 
• If designing for a standalone BTF, the highest expected emission rate must be used. 
The design bed volume is equal to the design air flow rate multiplied by the required EBRT, as 
determined from the above model. The determined bed volume informs the sizing of the BTF vessel.  
 
6.4.2. Use of the model to advise the operators: 
Depending on the country at which the BTF is to be installed, the water company responsible for the 
operation of the STW may not oversee the design and installation of the BTF. In such cases, the water 
company may still use the model to advise decision making. 
Where the EBRT and the required outlet concentration are specified, the model can be adjusted for 
temperature by measurement, and then used to predict the inlet concentration above which the 
required outlet concentration is exceeded. This can then advise the operations upstream of the BTF 
to ensure the emission rates are low enough for the BTF to cope with. 
If a BTF is designed at a specific EBRT, based on the design inlet concentration, the water company 
can use the model to make a prediction for the outlet concentration, to validate the supplier’s 
design. 
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6.5. Recommendations for future research 
6.5.1. Numerical method for BTFs 
The outcome of this thesis is a significant breakthrough in mathematical modelling based on 
analytical solutions. As explained in the practitioner’s guide section, the findings of this doctorate can 
be used by the practitioners, time-efficiently. 
For many practitioners, there is simply not enough time and resource to go beyond analytical 
solutions. However, for future research projects, analytical solutions can make it possible to better 
account for parameters that had been neglected or assumed to be constant in the analytical 
solutions. The baseline for numerical modelling for BTF performance is the solution to Equation 25. 
Appendix G provides some guidelines for future researchers towards model fitting and simulation for 
this baseline scenario. Depending on the computational time required, it may be possible to account 
for additional factors in the model, which are briefly mentioned next. 
Instead of inserting an arbitrary biofilm thickness (e.g. 23 µm), the biofilm thicknesses can be 
adjusted along with 𝑉𝑚𝑎𝑥 and 𝐾𝑚 to minimise RMSE in predicting the outlet concentrations. Also, the 
constant biofilm thickness assumption can be challenged by assuming monod equation for the 
growth of the biofilm and a dissociation rate equation, which could be a power law. The equations 
used must be such that the biofilm thickness approaches zero as the pollutant concentration does, 
and it asymptotically approaches a constant maximum biofilm thickness as the pollution 
concentration approaches very high values. 
The concentration profiles of the sulphate, carbon dioxide and ammonium ions can then be used to 
predict the pH profile along the bed height. The pH profile could then be used to estimate the 
concentration profile of HS- and S-2 ions in equilibrium with the dissolved H2S. The sum of 
concentration of HS- and S-2 and H2S could then be used in the Michaelis Menten equation, instead of 
just the value of dissolved the dissolved H2S, which has been the assumption of this thesis and all 
preceding literature for BTF modelling. 
Transient modelling can be conducted by relaxing the assumption of zero accumulation in the 
biofilm. Here, reliable model fitting can be conducted for an experimental data set recorded from a 
mode of operation that sufficiently deviates from steady state. 
6.5.2. Biotrickling filtration experiments 
The modelling nuances, laid out in the above, may require new experimental data, including 
measurements of CO2 and NH3 levels for modelling pH dependence, in the case of H2S 
biodegradation, or transient experimental data for a time dependent model.  
The models discussed in this thesis apply to all biodegradable gases. Some may be odorous; others 
may be toxic or harmful to the environment. The models in this thesis can be tested in industries 
outside of odour treatment or the water industry. 
Experiments to establish how 𝑉𝑚𝑎𝑥 varies with temperature would be very valuable. 
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6.5.3. Computational Fluid Dynamics 
The following, are amongst the desirable factors when designing a BTF: 
• Reducing the air head loss 
• Minimising the surface area with inadequate frequency of wetting to sustain an active 
biofilm 
• Maximising the specific surface area of the packing media  
These desirable design variables compromise one another. However, Computational Fluid Dynamics 
(CFD) can be used to obtain a design/operation with an overall optimal performance of the BTF. 
Furthermore, a kinetics model can be integrated into a CFD model to add the desirable factor of 
reducing the resistance to mass transfer outside of the biofilm to the above bullet points. 
6.6. Summary of the chapter’s conclusions 
Consistency is shown for 𝛿𝑉𝑚𝑎𝑥 and 𝑚𝐾𝑚 values, between the SULPHUS
TM BTF’s H2S removal data 
and those of the experimental literature. 
Neglecting the resistance to mass transfer in the novel M-M model is argued for, based on the 
following: 
• At concentrations small enough for the first-order assumption, the average concentration 
through the biofilm is reasonably close to the concentration at the air interface. From this 
observation it can be argued that the pollutant consumption rate must have been slow 
enough, and the biofilm thin enough for the assumption of constant concentration through 
the biofilm to have been reasonable, at least at the first-order concentration range.   
• Based on the zero-order assumption the concentration at which half of the biofilm volume is 
in use, is a quarter of the critical concentration, which is smaller than the M-M model’s half 
saturation constants. This means that in the zero-order regime, significant deviation from the 
reaction limitation model, requires concentrations so low that challenges the zero-order 
assumption itself. This, in turn, indicates that the deviation of the diffusion limitation model 
from reaction limitation model is, to an extent, due to the substrate starvation according to 
the M-M equation, rather than the resistance to mass transfer. 
The assumption of negligible resistance to mass transfer in the liquid and gas films are argued for, 
based on Onda’s method.  
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7. Conclusions 
The two zero-order reaction kinetics models by Ottengraf and van den Oever (1983) are the most 
widely referenced models in the literature; these models failed to provide a good fit to the H2S 
removal data collected from the SULPHUSTM case study. The following are two of the underlying 
assumptions behind the derivation of the models by Ottengraf and van den Oever (1983), and they 
had to be replaced in this thesis to provide a good fit to the data: 
1. Either the reaction limitation or the diffusion limitation regime applies to the entire bed 
volume for all data points. 
2. The kinetics for odour removal is zero-order. 
The first assumption was replaced by developing the hybrid model which failed to fit the SULPHUSTM 
data. To replace the second assumption, the Michealis Menten relation was assumed instead of the 
zero-order kinetics. This novel model provided the best fit to the SULPHUSTM data.  
The two models by Ottengraf and van den Oever (1983) were modified to avoid non-zero outlet air 
concentration predictions at EBRTs long enough to predict that all the substrate has been removed, 
something that is curiously ignored in the literature. 
Since the biofilm depth is difficult to measure, a novel interpretation of the first order model has 
been adopted, which assumes a biofilm depth equal to infinity. This removes the biofilm depth from 
the analytical solution to the model. The first order model as published by Ottengraf (1986), 
assuming 23 µm and fitted to the data from the SULPHUSTM case study provided reaction rate 
constant of 4.2 s-1 for H2S removal. The novel interpretation of the first order model, assuming 
infinite biofilm depth, provided a rate constant of 2.8 s-1. These two first-order rate constants are not 
far apart, because even in an infinite biofilm most of the substrate is removed in the first 23 µm of 
the biofilm depth. 
The total VOC removal data from SULPHUSTM were also measured in mole fractions (reported in 
ppmv) with reasonable accuracy. Unlike the H2S data, the mole fractions could not be converted to 
mass concentrations due to the unknown VOC composition. To facilitate the model fitting of the 
available VOC removal data, the mass transfer and consumption kinetics equations were recast in 
units of moles rather than mass. These were then used in the material balances through the biofilm 
and across the bed to provide the total VOC removal equations equivalent to each of the six 
equations that had already been described on mass basis and fitted to the H2S removal data.  
In principle, there is some resistance against the mass transfer of the pollutant in the air film, liquid 
film and the biofilm. The M-M model neglects the resistance to mass transfer outside the biofilm, 
which is commonly done and within the biofilm, which is not, to make an analytical solution possible. 
The resistance to mass transfer in these three layers were demonstrated to be less rate-limiting than 
the consumption rate according to the Michaelis Menten relation for the H2S removal in the 
SULPHUSTM case study, rendering the novel M-M model a reasonable approximation and the most 
accurate model yet. 
The two 𝑘0 values from fitting the modified zero order diffusion limitation model to the data by 
Dumont (2017) and Romero Hernandez et al. (2013) were used as approximations for 𝑉𝑚𝑎𝑥. These 
two values are not far from the 𝑉𝑚𝑎𝑥 value obtained by fitting the M-M model to the SULPHUS
TM 
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data. These three 𝑉𝑚𝑎𝑥 values, ascertained from three independent case studies, yield an average of 
about 0.3 g/m3/s, for H2S. This has been the first attempt to consolidate air pollution removal data 
from independent experiments published by different researchers. This agreement between the 
SULPHUSTM case study and those of the laboratory experimental data by others represents an 
attempt to harmonise a literature that was previously disparate; therefore, it represents novelty, 
beyond the novel experimental data and mathematical derivations, also included in this thesis. 
The experimental data of the SULPHUSTM case study is the first data set from a full scale BTF used for 
model fitting. Consequently, its consolidation with the model fitting results of the existing 
experimental laboratory data has additional merit. 
Based on the three case studies with the experimental data that follow the trend of the M-M model, 
𝑚𝐾𝑚 was found to average about 56 mg-H2S/m
3 (40 ppmv). This is reasonably harmonious with the 
observation that the zero order models by Ottengraf and van den Oever (1983) provide the best fit 
for the data sets with higher average concentrations than 40 ppmv i.e. 𝑚𝐾𝑚. 
At inlet concentrations higher than 𝑚𝐾𝑚, the first order assumption is inaccurate. However, due to 
the unusually high product of EBRT and 𝐴𝑠 (400 m
2/m3 × 50 s = 20000 s m2/m3) in the SULPHUSTM 
installation, much of the bed has low enough concentrations for the zero-order kinetics not to apply. 
In such a case, both the zero-order and the first-order kinetics assumptions in the existing literature 
are found to be too inaccurate, and the novel M-M model is required. In the SULPHUSTM case study, 
the first order models are unable to compete with the M-M model for the fit they provided, because 
the inlet concentrations for over a third of the experimental data points are higher than 𝑚𝐾𝑚. 
In this thesis, six models and four experimental data sets are considered. The M-M model is the best 
fit for only three of the experiments; those were used to obtain an average 𝑚𝐾𝑚 value. Only for 
three of the above experiments the corresponding value of 𝐴𝑠 is known; those were used to obtain 
an average value of 𝑉𝑚𝑎𝑥. 
Although the novel zero-order hybrid model failed to fit the SULPHUSTM data, it proved useful for 
experimental data produced at the zero-order concentration range published by Dumont (2017) and 
Romero Hernandez et al. (2013). The hybrid model made it possible to estimate a biofilm thickness of 
49 µm pertaining to H2S removal by these authors. No previous attempts to analytically estimate the 
biofilm thickness have been found in the literature. 
In Section 6.2, it is argued that the H2S removal rate is controlled more by the reaction rate than by 
diffusivity. Also, for H2S removal, the critical concentration from the zero-order hybrid model is 
similar to the 𝑚𝐾𝑚 from the M-M model. These two facts combined suggest that whilst the zero-
order diffusion limitation model predicts a decline in H2S removal at concentrations below the critical 
concentration, most of this decline is likely due to the decline of the reaction rate, according to the 
Michaelis Menten equation. 
The models developed to describe the total VOC removal in an unknown mixture of VOCs are 
another novel scientific contribution from this EngD. The M-M kinetics model provided the best fit to 
the SULPHUSTM VOC removal experimental data. The constant values of 𝛿𝑉𝑚𝑎𝑥
′  of 1.36 × 10-7 mol m-2 
s-1 and 𝑚′𝐾𝑚
′  of 2.10 × 10-5 are obtained from the RMS fitting of this model to the total VOC removal 
data. These values applied to M-M kinetics model (Equation 190) may be used to make predictions in 
future projects, even where different beds with highly different 𝐴𝑠 values are used. 
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Nomenclature 
Parameter SI Units Description 
𝐴𝑠 m
2/m3 
Surface area of biofilm/gas interface per unit volume of packed 
bed. 
𝐶𝑔 kg/m
3 Mass concentration of pollutant in the gas phase in the BTF 
𝐶𝑔,𝑖𝑛 kg/m
3 
Mass concentration of pollutant in the gas phase at inlet to the 
BTF 
𝐶𝑔,𝑜𝑢𝑡 kg/m
3 Outlet air mass concentration from the BTF 
𝐶𝑔,𝑐𝑟𝑖𝑡 kg/m
3 Zero order transition model’s critical concentration 
𝐶𝑙𝑛 kg/m
3 Logarithmic mean pollutant concentration in air 
𝐷 m2/s Substrate diffusivity in the biofilm. 
𝐸𝐶 kg/m3/s Elimination capacity 
𝐽  Kg/m2/s Pollutant flux in the biofilm 
𝑘0 kg/m
3/s Zero order reaction rate constant on mass basis 
𝑘0
′  mol/m3/s Zero order reaction rate constant on mole basis 
𝑘1 s
-1 First order reaction rate constant on mass concentration basis 
𝑘1
′  s-1 First order reaction rate constant on mole fraction basis 
𝐾𝑚 kg/m
3 Michaelis Menten’s half saturation constant on mass basis 
𝐾𝑚
′  mol/m3 Michaelis Menten’s half saturation constant on mol basis 
𝑚 Unitless 
Unitless Henry’s law constant (mass concentration over mass 
concentration) 
𝑚′ Unitless Unitless Henry’s law constant (mole fraction over mole fraction) 
𝑁  Kg/m2/s Pollutant flux at the biofilm/air interface 
𝑝 Pa Absolute pressure 
𝑟 kg/m3/s Enzymatic reaction rate by mass per unit volume of biofilm 
𝑟′ mol/m3/s Enzymatic molar reaction rate per unit volume of biofilm 
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Parameter SI Units Description 
𝑅 J/mol/K Ideal gas law constant 
𝑇 K Temperature 
𝑡𝐸𝐵 S Empty Bed Retention Time 
𝑈𝑔 m/s Superficial velocity of air traveling up the BTF 
𝑉𝑚𝑎𝑥 kg/m
3/s 
Maximum reaction rate by mass per unit volume of biofilm in M-M 
equation 
𝑉𝑚𝑎𝑥
′  mol/m3/s 
Maximum molar reaction rate per unit volume of biofilm in M-M 
equation 
𝑥 m Biofilm depth (i.e. the distance from the air/biofilm interface). 
𝑦 Unitless The mole fraction of pollutant(s) in the gas phase 
𝑦𝑖𝑛 Unitless The mole fraction of pollutant(s) in the inlet gas phase of the BTF 
𝑦𝑜𝑢𝑡 Unitless The mole fraction of pollutant(s) in the outlet gas phase of the BTF 
𝑦𝑙𝑛 Unitless Logarithmic mean pollutant mole fraction in air 
𝑦𝑐𝑟𝑖𝑡  Unitless Zero order transition model’s critical mole fraction  
𝑧 m 
Vertical Cartesian co-ordinate measured upwards from the 
bottom of the BTF. 
𝑍 m Total height of the BTF 
𝑧𝑐𝑟𝑖𝑡 m Zero order transition model’s critical height 
   
𝛼  kg1/2/m3/2/s Zero-order diffusion limitation model’s lump parameter 
𝛿 m Thickness of the biofilm 
𝜆  m Depth inside the biofilm at which the substrate runs out 
𝜙  Unitless Thiele modulus 
Ω  m 
Square root of the ratio between the first-order reaction rate 
constant and diffusivity 
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Acronyms 
BTF Biotrickling Filter 
EBRT Empty Bed Retention Time 
CapEx Capital Expenditure 
CC Concentration Controller 
CES Centre for Environment and Sustainability 
CF Correction Factor 
CFD Computational Fluid Dynamics 
CT Concentration Transmitter 
C&T Cover and Treat 
EC Elimination Capacity 
eV Electron Voltes 
IE Ionisation Energy 
LCA Life Cycle Analysis 
LCT Life Cycle Thinking 
LHS Left Hand Side 
M-M Michaelis-Menten 
OCU Odour Control Unit 
OU Odour Unit 
OpEx Operational Expenditure 
PAS The company Pure Air Solutions 
RHS Right Hand Side 
RMSE Root Mean Squared Error 
RMS Root Mean Square 
SAS Surplus Activated Sludge 
SHT Sludge Holding Tank 
SSE Sum of Squares of Errors 
STW Sewage Treatment Works 
UV Ultra Violet  
VOC Volatile Organic Compounds 
WWTP Waste Water Treatment Plant 
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Appendix A: OCU inventories  
In this appendix a subsection of the OCU data tabularised by the author are included. The inventory depicts the inventories as of 2016. 
 
Site 
(anonymised) 
Assets/Process 
Method 
of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 01 SHT Biological Biofilter 
Not 
known 
N/A First 1 
1500- 
5000m3/h 
(SMS 2015) 
Site 01 SHT Carbon N/A N/A N/A Second 2 
1500- 
5000m3/h 
(SMS 2015) 
Site 02 SHT Biological Bioscrubber Plastic N/A First 1 
2000 m3/h (OSL 
2006) 
Site 02 SHT Biological Biofilter Wood chip N/A Second 1 2000 m3/h 
Site 03 PFT and part of inlet Biological Biofilter Shells N/A First 2  
Site 03 PFT and part of inlet Biological Biofilter 
Heather & 
Peat 
N/A Second 1  
Site 04 PFT Biological Biofilter 
Heather & 
Peat 
N/A Stand alone 1  
Site 04 SHT, Sludge Imports Biological Biofilter 
Heather & 
Peat 
N/A Stand alone 1 1616 m3/h 
Site 05 Enhanced Digestion Facilities Biological 
Biotrickling 
filter 
Lava 
rock/Pumice 
N/A First 1  
Site 05 Inlet Biological Biofilter 
Not 
known 
N/A First 2  
Site 05 
PFT, sludge blending tanks, sludge buffer tanks, sludge thickening plant, 
temporary lime plant, Riverside pumping station 
Biological Biofilter 
Not 
known 
N/A First 1  
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Site 
(anonymised) 
Assets/Process 
Method 
of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 05 PST feed channel Biological Biofilter 
Not 
known 
N/A First 1  
Site 05 PSTs Biological Biofilter 
Lava rock/ 
Pumice 
N/A First 1  
Site 05 Settled sewage channel Biological Biofilter 
Not 
known 
N/A First 1  
Site 05 Storm chamber area Biological Biofilter 
Not 
known 
N/A First 1  
Site 05 Enhanced Digestion Facilities Carbon N/A N/A N/A Second 2  
Site 05 Inlet Carbon N/A N/A N/A Second 1  
Site 05 
PFT, sludge blending tanks, sludge buffer tanks, sludge thickening plant, 
temporary lime plant, Riverside pumping station 
Carbon N/A N/A N/A Third 1  
Site 05 PSTs Carbon N/A N/A N/A Second 1  
Site 05 Lee Tunnel connection chamber and Overflow shaft Carbon N/A N/A N/A Not known 2  
Site 05 4 biofilters Carbon N/A N/A N/A Second 4  
Site 05 
PFT, sludge blending tanks, sludge buffer tanks, sludge thickening plant, 
temporary lime plant, Riverside pumping station 
Chemical 
scrubbing 
N/A N/A 
Not 
known 
Second 1  
Site 06 Raw SHT, drum thickeners, thickened sludge holding tank, sludge screens Biological Biofilter 
Lava rock/ 
Pumice 
N/A First 1  
Site 06 Raw SHT, drum thickeners, thickened sludge holding tank, sludge screens Carbon N/A N/A N/A Second 1  
Site 07 SHT & Raw sludge thickener Biological Biofilter 
Lava rock/ 
Pumice 
N/A Stand alone 1  
Site 08 Raw SHT Biological Biofilter 
Lava rock/ 
Pumice 
N/A First 1  
Site 08 Raw SHT Carbon N/A N/A N/A Second 1  
Site 09 Dewatering Building and cake storage Biological Biofilter 
Lava rock/ 
Pumice 
N/A First 1  
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Site 
(anonymised) 
Assets/Process 
Method 
of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 09 PFT, digester feed tank, sludge screens and imported sludge tank  Biological Biofilter Shells N/A Stand alone 1  
Site 09 Dewatering Building and cake storage Carbon N/A N/A N/A Second 2  
Site 09 SHTs Other 
Spray on 
tanks 
N/A N/A Stand alone 1  
Site 10 Dewatering plant Biological Biofilter 
Lava 
rock/Pumice 
N/A First 1  
Site 10 Raw SHT Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 1  
Site 10 Return liquor pumping station Biological Biofilter Shells N/A Stand alone 1  
Site 10 Dewatering plant Carbon N/A N/A N/A Second 2  
Site 11 Dewatering plant Biological Biofilter Not known N/A First 1  
Site 11 THP Biological Biofilter Plastic N/A First 1  
Site 11 THP Biological Biofilter Wood chip N/A Second 1  
Site 11 Inlet Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 1 
275 m3/hr in and 
347 m3/hr out 
Site 11 Dewatering plant Carbon N/A N/A N/A Second 1  
Site 12 Inlet works and inlet chamber Biological Biofilter 
Heather & 
Peat 
N/A Stand alone 1  
Site 12 SHT Biological Biofilter 
Heather 
& Peat 
N/A Stand alone 1  
Site 13 Dewatering plant Biological Biofilter 
Not 
known 
N/A First 1  
Site 13 Dewatering plant Carbon N/A N/A N/A Second 1  
Site 14 
Dewatering belts, sludge liquor buffer tank and pumping station, drainage 
pumping station, pre-dewatering sludge buffering, sludge cake storage building 
Biological Biofilter 
Lava 
rock/Pumice 
N/A First 1  
Site 14 New PFT Biological Biofilter 
Not 
known 
N/A First 1  
Page | 197  URN: 6111100 
Site 
(anonymised) 
Assets/Process 
Method 
of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 14 
SAS SHT, sludge screens and skips, screened SAS storage tank, blending tank, 
dewatering feed tank, Belt thickeners, cake import building and hopper, THP 
feed silo 
Biological Biofilter 
Not 
known 
N/A First 1  
Site 14 
Dewatering belts, sludge liquor buffer tank and pumping station, drainage 
pumping station, pre-dewatering sludge buffering, sludge cake storage building 
Carbon N/A N/A N/A Second 2  
Site 14 New PFT Carbon N/A N/A N/A Second 2  
Site 14 
SAS SHT, sludge screens and skips, screened SAS storage tank, blending tank, 
dewatering feed tank, Belt thickeners, cake import building and hopper, THP 
feed silo 
Carbon N/A N/A N/A Second 1  
Site 15 New preliminary treatment works (new fine screens and grit removal plant) Biological Biofilter Not known N/A First 1  
Site 15 PFT Biological Bioscrubber Not known N/A Not known 1  
Site 15 Blending tanks 3&4 for SAS and thickened raw sludge Biological Biofilter 
Calcified 
seaweed  
N/A Second 1  
Site 15 Buffer Tanks for Sludge Power Generation Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 2  
Site 15 New preliminary treatment works (new fine screens and grit removal plant) Carbon N/A N/A N/A Second 2  
Site 15 Raw Sludge PS, PSTs 17-24 and PSTs distribution chamber Carbon N/A N/A N/A Stand alone 2  
Site 15 PSTs 1-16 and raw sludge wet wells Carbon N/A N/A N/A Stand alone 4  
Site 15 Temporary Lime Treatment Plant 
Chemical 
scrubbing 
N/A N/A Acid  1  
Site 15 Blending tanks 3&4 for SAS and thickened raw sludge Other 
Water 
scrubber 
N/A N/A First 1  
Site 16 Raw sludge thickeners & Sludge HT Biological Biofilter Not known N/A Stand alone 1  
Site 17 SHT & Sludge imports Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 1  
Site 18 Sludge treatment plant and storage Biological Biofilter 
Calcified 
seaweed  
N/A Second 1  
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Site 
(anonymised) 
Assets/Process 
Method 
of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 18 Sludge treatment plant and storage 
Chemical 
scrubbing 
N/A N/A Acid nitric First 1  
Site 18 Utilised on cake loading chute and enclosure, and outlet stacks of OCU Other 
masking 
spray 
N/A N/A Stand alone 1  
Site 19 Sludge Imports Biological Biofilter 
Heather & 
Peat 
N/A Stand alone 1  
Site 19 PFTs & Sludge HTs Biological Bioscrubber Not known N/A Stand alone 1  
Site 20 Lime treatment plant, sludge blending and holding tanks.  Biological Biofilter Not known N/A Second 1 3980 m3/hr 
Site 20 Lime treatment plant, sludge blending and holding tanks.  Carbon N/A N/A N/A Third 1 3980 m3/hr 
Site 20 Lime treatment plant, sludge blending and holding tanks Other N/A N/A 
Water 
scrubber 
First 1 3980 m3/hr 
Site 21 SHT & imports Biological Biofilter Not known N/A First 1  
Site 21 SHT & imports Carbon N/A N/A N/A Second 1  
Site 22 Sludge buffer tanks Other 
Catalytic 
iron passive 
filter 
N/A N/A Stand alone 1  
Site 23 Raw sludge import tank, beltpress and sludge blending tanks Biological Biofilter Wood chip N/A Stand alone 1 3888 m3/hr 
Site 23 Dewatering and lime plant (including lorry loading) Other 
Airborne 10 
APPS spray 
system 
N/A N/A Stand alone 1  
Site 24 PFT and blending tanks Biological Biofilter Shells N/A Stand alone 1 
1378 m3/hr at 
the inlet and 
1767 m3/hr at 
the outlet 
Site 24 Inlet Works Other 
Ion 
exchange 
N/A N/A Stand alone 2  
Site 25 
Centrifuges hall, centrifuges feed tanks, storm water tanks, return pumping 
station 
Biological Biofilter Not known N/A First 1  
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Site 
(anonymised) 
Assets/Process 
Method 
of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 25 
Centrifuges hall, centrifuges feed tanks, storm water tanks, return pumping 
station 
Carbon N/A N/A N/A Second 1  
Site 26 
Kew PS, storm tanks, storm screens, Balancing Tank, Conditioning Tank, 
Biothane reactors 
Carbon N/A N/A N/A Stand alone 1  
Site 27 Inlet Works & Cess reception. Biological Bioscrubber 
Lava rock/ 
Pumice 
N/A Stand alone 1  
Site 27 Raw Sludge thickening & HTs. Biological Bioscrubber 
Lava rock/ 
Pumice 
N/A Stand alone 1  
Site 27 Compost building Carbon N/A N/A N/A Second 1  
Site 27 Compost building 
Chemical 
scrubbing 
N/A N/A Acid First 1  
Site 28 Sludge blending tank   Biological Biofilter Not known N/A First 1  
Site 28 Sludge import tank, PFTs 1,3&4, PFT distribution chamber Biological Biofilter Not known N/A First 1  
Site 28 Sludge import tank, PFTs 1,3&4, PFT distribution chamber Carbon N/A N/A N/A Second 1  
Site 28 Sludge blending tank   Carbon N/A N/A N/A Second 1  
Site 29 Sludge HTs, SAS thickener Biological 
Biotrickling 
filter 
Sulphus N/A Stand alone 1  
Site 29 Inlet Works Carbon N/A N/A N/A Stand alone 1  
Site 30 Cess import at Maple Lodge PS Biological Biofilter 
Heather & 
Peat 
N/A Stand alone 1  
Site 31 SHTs, Sludge Buffer and Blending Tank, Belt Thickeners Biological Biofilter Not known N/A Stand alone 1  
Site 32 
East inlet including grit handling plant, PSTs 1-8, storm tanks 4 and 5, screen 
house 
Carbon N/A N/A N/A Second 2 150120 m3/h 
Site 32 
East inlet including grit handling plant, PSTs 1-8, storm tanks 4 and 5, screen 
house 
Chemical 
scrubbing 
N/A N/A 
Hypochlorite 
/Caustic 
First 2 150120 m3/h 
Site 32 Imported sludge facility and Sludge Buffer Tank Carbon N/A N/A N/A Standby 2 360 m3/h ? 
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Site 
(anonymised) 
Assets/Process 
Method 
of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 32 
New west inlet area including grit handling, PSTs 13-25, new west screens and 
new west pumping stations 
Biological Biofilter Not known N/A Second 1 81000 m3/h 
Site 32 
New west inlet area including grit handling, PSTs 13-25, new west screens and 
new west pumping stations 
Chemical 
scrubbing 
N/A N/A 
Hypochlorite 
/Caustic 
First 2 81000 m3/h 
Site 32 
Pasteurisation plant, raw sludge holding tanks, new sludge screen house and 
imported sludge facility 
Biological Biofilter Not known N/A Second 8 8640 m3/h 
Site 32 
Pasteurisation plant, raw sludge holding tanks, new sludge screen house and 
imported sludge facility 
Carbon N/A N/A N/A Fourth 4 8640 m3/h 
Site 32 
Pasteurisation plant, raw sludge holding tanks, new sludge screen house and 
imported sludge facility 
Chemical 
scrubbing 
N/A N/A 
Hypochlorite 
/Caustic 
Third 1 8640 m3/h 
Site 32 
Pasteurisation plant, raw sludge holding tanks, new sludge screen house and 
imported sludge facility 
Other 
Quenche 
tower 
N/A N/A First 2 8640 m3/h 
Site 32 Pumping station 14 and digested sludge buffer tank Biological Biofilter Shells N/A First 1  
Site 32 Pumping station 14 and digested sludge buffer tank Carbon N/A N/A N/A Second 1  
Site 32 
Thickening building containing drum thickeners and centrifuges, Thickened 
sludge balancing tank 
Biological Biofilter Not known N/A First 1 6480 m3/h 
Site 32 
Thickening building containing drum thickeners and centrifuges, Thickened 
sludge balancing tank 
Carbon N/A N/A N/A Second 2 6480 m3/h 
Site 32 West inlet including grit handling and pre-aeration channels Biological Biofilter 
Heather 
& Peat 
N/A First 1  
Site 32 West inlet including grit handling and pre-aeration channels Carbon N/A N/A N/A Second 1  
Site 32 Wet well Biological Biofilter 
Lava 
rock/Pumice 
N/A Stand alone 1 2880m3/h 
Site 33 PFT & Sludge HT Biological Biofilter Not known N/A Stand alone 1  
Site 34 PFTs & Sludge HTs Biological Bioscrubber Plastic N/A Stand alone 1 3435 m3/hr 
Site 34 PILS plant, centrate buffer tank, cake conveyors and skip building Carbon N/A N/A N/A Second 1  
Site 34 PILS plant, centrate buffer tank, cake conveyors and skip building 
Chemical 
scrubbing 
N/A N/A 
Acid 
sulphuric 
First 1  
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(anonymised) 
Assets/Process 
Method 
of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 35 Building, septic tanks, settled sewage and biological tank Biological Biofilter Not known N/A First 1  
Site 35 Building, septic tanks, settled sewage and biological tank Carbon N/A N/A N/A Second 1  
Site 36 Imported cake, pre-THP dewaterers, silos Biological 
Biotrickling 
filter 
Plastic N/A First 1 
Fan designed for 
1620 m3/h & 
1900 Pa with a 
2.2 kW motor 
Site 36 Imported liquid sludge and Sludge Buffer Tank Biological Bioscrubber Not known N/A Stand alone 1  
Site 36 Inlet works Biological Biofilter 
Heather 
& Peat 
N/A Stand alone 1  
Site 36 Liquor treatment plant wet well.+ Bucher Biological 
Biotrickling 
filter 
Plastic N/A First 1 
Fan designed for 
1620 m3/h & 
1900 Pa with a 
2.2 kW motor 
Site 36 Raw sludge - PFT, Blending tank. Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 1  
Site 36 Imported cake, pre-THP dewaterers, silos Carbon N/A N/A N/A Second 1 
Fan designed for 
1620 m3/h & 
1900 Pa with a 
2.2 kW motor 
Site 36 Liquor treatment plant wet well.+ Bucher Carbon N/A N/A N/A Second 1 
Fan designed for 
1620 m3/h & 
1900 Pa with a 
2.2 kW motor 
Site 37 Lemmellar, Screens Carbon N/A N/A N/A Standby 1 86,356 m3/h  
Site 37 sludge Carbon N/A N/A N/A Standby 1 45,663 m3/h  
Site 37 Lemmellar, Screens 
Chemical 
scrubbing 
N/A N/A 
Hypochlorite 
/Caustic 
Stand alone 1 86,356 m3/h  
Site 37 sludge 
Chemical 
scrubbing 
N/A N/A 
Hypochlorite 
/Caustic 
Stand alone 1 45,663 m3/h  
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of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 38 Raw sewage channels, PST desludging chambers Biological Bioscrubber 
Lava rock/ 
Pumice 
N/A First 1  
Site 38 
Reception tanks, sludge storage silos, sludge buffer tanks and centrate 
chamber, centrifuges, belt presses, thickened sludge and dewatered sludge 
conveyors 
Biological Bioscrubber 
Lava rock/ 
Pumice 
N/A First 1  
Site 38 Sludge consolidation tanks and buffer tank Biological Bioscrubber 
Not 
known 
N/A First 1  
Site 38 
Reception tanks, sludge storage silos, sludge buffer tanks and centrate 
chamber, centrifuges, belt presses, thickened sludge and dewatered sludge 
conveyors 
Carbon N/A N/A N/A Second 1  
Site 38 Raw sewage channels, PST desludging chambers Carbon N/A N/A N/A Second 1  
Site 38 Sludge consolidation tanks and buffer tank Carbon N/A N/A N/A Second 1  
Site 39 Sludge Imports & Sludge HT Biological Biofilter 
Lava rock/ 
Pumice 
N/A Stand alone 1  
Site 40 Raw Sludge HTs Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 2  
Site 40 Works Inlet & Western Area PS Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 2 732 m3/h 
Site 40 High Level PS Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 2 1266 m3/hr 
Site 40 PFTs, SAS and Imports Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 2 
603m3/h at the 
inlet and 362 
m3/h at the 
outlet 
Site 41 SAS thickener building Biological Bioscrubber Plastic N/A Stand alone 1 
1355m3/hr at 
inlet - 286m3/hr 
at outlet 
Site 41 Sludge blending tanks Biological Bioscrubber Plastic N/A Stand alone 1  
Site 41 Digested sludge beltpress building Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 1  
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(anonymised) 
Assets/Process 
Method 
of odour 
control 
Design Medium Chemical Series order 
Number 
of 
Vessels 
Air flow rate  
Site 41 Inlet channel to the screens Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 1 
651 m3/hr at the 
inlet and 507 
m3/hr at the 
outlet 
Site 41 Raw sludge drum thickeners Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 1  
Site 41 Inlet screen house Carbon N/A N/A N/A Stand alone 1  
Site 42 SHT Biological Biofilter Not known N/A Stand alone 1  
Site 43 Raw sludge thickeners & SHT Biological Biofilter 
Heather & 
Peat 
N/A Stand alone 1  
Site 43 Inlet works Carbon N/A N/A N/A Stand alone 1 
41 m3/hr at inlet 
- 34 m3/hr at 
outlet 
Site 44  Inlet works Biological Biofilter 
Calcified 
seaweed  
N/A Stand alone 1 
113 m3/hr at 
inlet - 174 m3/hr 
at outlet 
Site 45 SHT Biological Biofilter Not known N/A Stand alone 1  
Site 46 Inlet works, screening area and grit removal plant Biological Biofilter Not known N/A First 1  
Site 46 
Sludge Blending Tank No.1, Sludge Blending Tank No.2, SAS Sludge Tank, 
Centrifuge and manholes on associates effluent discharge line, Picket Fence 
Thickeners (PFTs) No.1 & 2, Distribution Chamber for PFTs, Sludge Import Tank 
Biological Biofilter Not known N/A First 1  
Site 46 
Sludge Blending Tank No.1, Sludge Blending Tank No.2, SAS Sludge Tank, 
Centrifuge and manholes on associates effluent discharge line, Picket Fence 
Thickeners (PFTs) No.1 & 2, Distribution Chamber for PFTs, Sludge Import Tank 
Carbon N/A N/A N/A Second 1  
Site 46 Inlet works, screening area and grit removal plant Carbon N/A N/A N/A Second 1  
Site 47 Raw sludge beltpress and conveyor Other Fan & stack N/A N/A Stand alone 1  
Site 47 Strategic sludge storage tanks Other 
Spray on 
SHT 
N/A N/A Stand alone 1  
Site 48 Sludge Holding tanks Biological Biofilter Not known N/A Stand alone 1  
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Appendix B: H2S and VOC levels (no sludge mixing)   
The levels of H2S and VOCs were measured in the absence of sludge mixing on several days in 2016. 
The results show minor fluctuations and gentle trends, which when viewed, as a whole, shows 
approximate steady state operation, when compared to sludge mixing events. 
 
 
Figure A 1: H2S levels in the air inlet to SULPHUS, measured by Jerome 631X - H2S levels in the air outlet from 
SULPHUS measured by Jerome J605 – 17 May 2016  
 
Figure A 2: H2S levels in the air inlet to SULPHUS, measured by Jerome 631X - H2S levels in the air outlet from 
SULPHUS measured by Jerome J605 – 18 May 2016 
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Figure A 3: H2S levels in the air inlet to SULPHUS, measured by Jerome 631X - H2S levels in the air outlet from 
SULPHUS measured by Jerome J605 – 20 May 2016 
 
 
Figure A 4: H2S levels in the air inlet to SULPHUS, measured by Jerome 631X - H2S levels in the air outlet from 
SULPHUS measured by Jerome J605 – 26 May 2016 
 
 
Figure A 5: H2S levels in the air inlet to SULPHUS, measured by Jerome J605 - H2S levels in the air outlet from 
SULPHUS measured by Jerome 631X – 27 May 2016 
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Figure A 6: H2S levels in the air inlet to SULPHUS, measured by Jerome 631X - H2S levels in the air outlet from 
SULPHUS measured by Jerome 631X – 02 June 2016 
 
 
Figure A 7: H2S levels in the air inlet to SULPHUS, measured by Jerome 631X - H2S levels in the air outlet from 
SULPHUS measured by Jerome 631X – 03 June 2016 
 
 
Figure A 8: H2S levels in the air inlet to SULPHUS, measured by Jerome 631X - H2S levels in the air outlet from 
SULPHUS measured by Jerome 631X – 06 June 2016 
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Figure A 9: H2S levels in the air inlet to SULPHUS, measured by Jerome 631X - H2S levels in the air outlet from 
SULPHUS measured by Jerome 631X – 13 June 2016 
 
 
Figure A 10: VOC levels in the inlet and outlet air of SULPHUS, measured by PhoCheck Tiger PID – 10 June 2016 
 
 
Figure A 11: VOC levels in the inlet and outlet air of SULPHUS, measured by PhoCheck Tiger PID – 13 June 2016 
 
0
1
2
3
4
0.00
0.01
0.02
0.03
0.04
06:00 09:00 12:00 15:00 18:00
H
2S
 le
ve
l (
p
p
m
v)
H
2S
 le
ve
l (
p
p
m
v)
Air outlet from SULPHUS
Air ingress to SULPHUS
0
2
4
6
8
10
0.0
0.2
0.4
0.6
0.8
1.0
06:00 09:00 12:00 15:00
V
O
C
 le
ve
l (
p
p
m
v)
V
O
C
 le
ve
l (
p
p
m
v)
Air outlet from SULPHUS
Air ingress to SULPHUS
0
1
2
3
4
5
0.0
0.2
0.4
0.6
0.8
1.0
06:00 09:00 12:00 15:00 18:00
V
O
C
 le
ve
l (
p
p
m
v)
V
O
C
 le
ve
l (
p
p
m
v)
Air outlet from SULPHUS
Air ingress to SULPHUS
Page | 208  URN: 6111100 
 
 
Figure A 12: VOC levels in the inlet and outlet air of SULPHUS, measured by PhoCheck Tiger PID – 14 June 2016 
 
 
Figure A 13: VOC levels in the inlet and outlet air of SULPHUS, measured by PhoCheck Tiger PID – 15 June 2016 
 
 
Figure A 14: VOC levels in the inlet and outlet air of SULPHUS, measured by PhoCheck Tiger PID – 17 June 2016 
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Appendix C: Liquid measurements during SULPHUSTM case study  
Sampling start 
time and date 
Sampling 
Duration 
Liquid 
sample 
point 
Volume 
sampled 
(L) 
Drain 
flow 
rate 
(L/h) 
COD 
(mg/l) 
Sulphide 
(mg/l) 
Ammoniacal 
Nitrogen 
(mg/l) 
Sulphate 
as SO4 
(mg/l) 
Carbon 
Total 
Organic 
(mg/l) 
Alkalinity 
as CaCO3 
(mg/l) 
Chloride 
as Cl 
(mg/l) 
P SOL 
Reactive 
(mg/l) 
pH (Drain 
water) 
NO3 
(mg/l) 
NO2 
(mg/l) 
01/07/2016 14:19 00:06:00 LSP4 5.6 56 84.1 0.03 37.74 493.7 19.3 24 163 0.09 4.6 <0.9 0.22 
01/07/2016 16:53 00:03:47 LSP4 3.35 53 81.8 0.35 37.09 494.8 19 23 164 0.09 4.6 <0.9 0.22 
01/07/2016 17:12 N/A LSP1 N/A N/A 30.1 0.02 0.6 66.4 5.8 297 155 <0.04 7.7 35.4 0.42 
01/07/2016 18:20 N/A LSP4 N/A N/A 86.2 0.02 37.19 490.5 20.7 28 164 0.08 5 <0.9 0.23 
01/07/2016 18:30 N/A LSP1 N/A N/A 38.2 <0.02 1.53 66.2 6.6 301 157 <0.04 7.8 36.8 0.67 
04/07/2016 14:14 00:01:10 LSP4 0.88 45 71.7 0.04 37.5 609.2 N/A <7 163 0.21 2.9 <0.9 <0.03 
04/07/2016 14:40 N/A LSP1 N/A N/A 27.5 0.03 0.09 66.9 N/A 303 156 0.16 7.7 15.2 0.14 
04/07/2016 16:41 00:01:10 LSP4 1.08 56 74.1 0.03 37.91 624.5 N/A <7 163 0.22 2.8 <0.9 <0.03 
04/07/2016 16:45 N/A LSP1 N/A N/A 54.3 0.04 2.46 68.4 N/A 303 153 0.07 7.8 25.8 0.89 
04/07/2016 18:00 00:00:52 LSP4 0.84 58 86.6 <0.02 38.35 635.5 N/A <7 167 0.25 2.9 <0.9 <0.03 
04/07/2016 18:20 N/A LSP1 N/A N/A 40.2 <0.02 2.67 68.5 N/A 306 154 0.04 7.8 29 0.82 
04/07/2016 19:01 00:01:10 LSP4 0.92 47 82.9 <0.02 39.91 645.1 N/A <7 169 0.25 2.8 <0.9 <0.03 
06/07/2016 10:30 06:30:00 LSP2 N/A N/A 57.3 <0.03 <0.02 85.9 13.7 309 155 0.11 8.4 <0.9 <0.03 
06/07/2016 10:30 06:30:00 LSP3 N/A N/A 83.5 <0.03 0.39 157.4 15.8 245 156 0.14 8.3 <0.9 <0.03 
06/07/2016 10:50 N/A LSP1 N/A N/A 28.6 <0.03 1.19 65.6 6.3 292 158 0.13 2.5 32.7 1.16 
06/07/2016 10:57 00:01:00 LSP4 1.11 67 59.6 <0.03 31.48 687.2 16.1 
 
165 0.23 2.5 <0.9 <0.03 
06/07/2016 14:20 N/A LSP1 N/A N/A 27.2 <0.03 0.51 66.3 5.8 298 154 0.11 8 36.4 0.91 
06/07/2016 14:32 00:01:05 LSP4 1 55 65.4 <0.03 30.24 704.2 16.3 
 
165 0.21 2.5 <0.9 <0.03 
06/07/2016 15:40 N/A LSP1 N/A N/A 50.8 <0.03 0.89 66.1 6.4 299 156 0.12 7.9 37.3 1.07 
06/07/2016 15:57 00:01:15 LSP4 N/A N/A 64.6 <0.03 30.32 709.2 17 
 
168 0.17 2.5 <0.9 <0.03 
06/07/2016 19:00 20:00:00 LSP2 N/A N/A 79.3 <0.10 0.1 135.7 17.6 267 156 0.11 8 <0.9 <0.03 
06/07/2016 19:00 20:00:00 LSP3 N/A N/A 73.5 <0.01 0.09 101.8 
 
288 159 0.11 8.1 <0.9 <0.03 
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Sampling start 
time and date 
Sampling 
Duration 
Liquid 
sample 
point 
Volume 
sampled 
(L) 
Drain 
flow 
rate 
(L/h) 
COD 
(mg/l) 
Sulphide 
(mg/l) 
Ammoniacal 
Nitrogen 
(mg/l) 
Sulphate 
as SO4 
(mg/l) 
Carbon 
Total 
Organic 
(mg/l) 
Alkalinity 
as CaCO3 
(mg/l) 
Chloride 
as Cl 
(mg/l) 
P SOL 
Reactive 
(mg/l) 
pH (Drain 
water) 
NO3 
(mg/l) 
NO2 
(mg/l) 
07/07/2016 15:00 N/A LSP1 N/A N/A 28.3 <0.10 0.66 65.2 6.4 294 156 0.23 7.6 36.5 0.7 
07/07/2016 15:00 23:30:00 LSP2 N/A N/A 76.1 <0.10 0.09 84.7 17.3 299 159 0.11 8.2 <0.9 <0.03 
07/07/2016 15:00 23:30:00 LSP3 N/A N/A 94.2 <0.05 0.2 164.4 20.1 229 158 0.16 8.1 <0.9 <0.03 
07/07/2016 15:26 00:01:50 LSP4 0.91 30 70.7 <0.05 27.24 768.9 19.7 <7 170 0.17 2.3 <0.9 <0.03 
08/07/2016 11:10 00:04:00 LSP4 3.5 52 77.5 <0.05 31.73 943.4 22.1 <7 168 0.16 2.1 <0.9 <0.03 
08/07/2016 11:15 00:04:30 LSP4 2.9 39 76.2 <0.10 31.72 925.7 21.7 <7 168 0.18 2.1 <0.9 <0.03 
08/07/2016 11:22 00:02:00 LSP4 1.8 54 75.7 <0.05 32.43 939.1 21.5 <7 173 0.23 2.1 <0.9 <0.03 
08/07/2016 11:25 00:01:50 LSP4 1.6 52 80.1 <0.05 31.97 941.2 21.8 <7 168 0.17 2.1 <0.9 <0.03 
08/07/2016 11:29 00:00:03 LSP4 5 6000 81.5 <0.05 31.83 931.4 22 <7 170 0.18 2.1 <0.9 <0.03 
08/07/2016 11:35 N/A LSP1 N/A N/A 34.5 <0.05 0.44 65.8 6.8 298 161 0.16 7.8 30.2 0.54 
15/07/2016 11:45 05:00:00 LSP2 N/A N/A 106 <0.10 0.25 353.8 
 
32 N/A 0.39 5.4 <0.9 0.06 
15/07/2016 11:45 05:00:00 LSP3 N/A N/A 136 <0.10 0.52 383.1 
 
<7 191 0.46 2.8 1.9 <0.03 
15/07/2016 15:29 00:01:45 LSP4 4.3 147 87.8 <0.01 7.03 945.1 
 
<7 162 0.14 2.1 13 <0.03 
15/07/2016 15:39 00:01:39 LSP4 3.7 135 89.1 <0.01 7.08 959.4 
 
<7 162 0.12 2.1 9.4 <0.03 
15/07/2016 15:43 00:01:45 LSP4 3.9 134 85.7 <0.01 7.16 914 
 
<7 N/A 0.11 2.1 9.4 <0.03 
15/07/2016 15:50 00:01:42 LSP4 4.7 166 88.2 <0.10 6.99 972.2 
 
<7 168 0.12 2.1 9.4 <0.03 
15/07/2016 15:58 00:01:30 LSP4 3.4 136 85 <0.01 7.01 960.8 
 
<7 165 0.12 2.1 9.3 <0.03 
15/07/2016 16:00 00:01:30 LSP4 3.2 128 86.5 <0.10 6.87 964 
 
<7 N/A 0.12 2.1 9.2 <0.03 
15/07/2016 16:09 00:01:35 LSP4 4.1 155 86 <0.01 7.03 959.1 
 
<7 163 0.13 2.1 9 <0.03 
15/07/2016 16:18 00:01:30 LSP4 3.9 156 84.4 <0.01 7 902.9 
 
<7 162 0.09 2.1 9.5 <0.03 
15/07/2016 16:24 00:01:46 LSP4 4.3 146 85.1 <0.10 6.99 969.3 
 
<7 164 0.11 2.1 11.9 <0.03 
15/07/2016 16:45 N/A LSP1 N/A N/A 28.7 0.02 1.1 63.9 
 
279 N/A 0.36 7.4 37.9 0.73 
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Appendix D: Methodology for accurate data retrieval from 
H2S removal graphs in the literature  
Data the by Yang and Allen (1994) and Romero Hernandez et al. (2013) were not provided in tabular 
format. The experimental data had to be extracted from these graphs.  
Pictures of a ruler and vertical horizontal lines were used on pictures of the graphs; the ration of the 
length of a data point coordinate to the full length its corresponding axis multiplied by the full range 
of the axis provides an accurate measure of the coordinate of the data point. Pictures of the graphs 
were magnified to cover the entire page, whilst extracting the data. This made it possible to ensure 
that the horizontal and vertical lines passed exactly through the middle of the data points. 
 
 
Figure A 15: Data extraction from the graph by Yang and Allen (1994) under constant inlet H2S concentration of 
206 ppmv and varied EBRT 
 
 
Figure A 16: Data extraction from the graph by Yang and Allen (1994) under constant inlet H2S concentration of 
309 ppmv and varied EBRT 
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Figure A 17: Data extraction from the graph by Yang and Allen (1994) under constant inlet H2S concentration of 
435 ppmv and varied EBRT 
 
 
Figure A 18: Data extraction from the graph by Romero Hernandez et al. (2013) under constant EBRT of 16 s 
and varied inlet H2S concentration 
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Appendix E: Table of odour thresholds  
The following is a table of odour thresholds for a range of odorous gasses associated with sewage 
treatment processes, as published by Vincent and Hobson (1998). 
 
Substances    Compound Odour description Odour threshold (ppb) 
Sulfurous 
  
  
  
  
  
  
 Hydrogen sulphide Rotten eggs 0.5 
Methyl mercaptan  Decayed cabbage, garlic  0.0014–18 
Ethyl mercaptan  Decayed cabbage  0.02 
Sulfur dioxide Pungent, acidic Not provided 
Dimethyl sulphide  Decayed vegetables  0.12–0.4 
Dimethyl disulphide Putrefaction 0.3–11 
Thiocresol Skunk, rancid Not provided 
Nitrogenous 
  
  
  
  
  
  
Ammonia Sharp, pungent 130–15300 
Methylamine Fishy, rotten 0.9–53 
Ethylamine Ammonical 2400 
Dimethylamine Fish 23–80 
Pyridines Disagreeable, irritating Not provided 
Scatole  Faecal, repulsive  0.002–0.06 
Indole  Faecal, repulsive  1.4 
Acids  
  
  
Acetic  Vinegar  16 
Butyic  Rancid  0.09–20 
Valeric  Sweat  1.8–2630 
Aldehydes and 
Ketones  
  
  
  
  
  
  
Formaldehyde Acrid, suffocating  370 
Acetaldehyde  Fruit, apple  0.005–2 
Butyraldehyde  Rancid, sweaty  4.6 
Isobutyaldehyde   Fruit 4.7–7 
Valeraldehyde  Fruit, apple  0.7–9 
Acetone  Fruit, sweet  4580 
Butanone  Green apple  270 
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Appendix F: Measurement equipment 
For the sake of reproducibility, the name and address of the companies, manufacturing the equipment are summarised here. 
 
Equipment 
name 
Equipment description  Manufacturer  Contacts 
PhoCheck Tiger Handheld photoionisation 
detector, measuring the total 
volatile organic compounds in air 
Ion Science Ltd The Hive,Butts Lane, Fowlmere, Royston, SG8 7SL, UK 
+44 1763 208503 
Jerome 631-X Gold film H2S detector AMETEK Arizona 
Instrument 
ABLE Head Office, Cutbush Park, Danehill, Lower Earley, Reading, 
Berkshire, RG6 4UT, UK 
+44 118 9311188, info@able.co.uk 
ATI-Q45S 
ATI-F12 
Electrochemical H2S detector  ATI Technology House, Gatehead Business Park, Delph, Saddleworth, 
OL3 5DE, UK 
+44 1457 873 318, sales@atiuk.com 
Gas tubes Used for detecting ammonia, 
mercaptans, dimethyl sulphide and 
hydrogen sulphide levels in air 
Uniphos Envirotronic 
Pvt Ltd 
P.O Nahuli, Tal. Umbergaon, Dist. Valsad, Gujarat – 396108, INDIA 
+91 9909 994, gasdetection@uniphos-envirotronic.com 
435-1 
anemometer 
Used for measuring air velocity, 
temperature and relative humidity. 
Testo Limited www.testo.com 
Olfactometry UKAS accreditation odour testing 
services 
Silsoe 
 
Building 42, Wrest Park, BEDFORD, MK45 4HP, UK 
01525 860222, info@silsoeodours.co.uk 
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Appendix G: Numerical solution for biotrickling filtration 
The outlet concentration is estimated form the integration of Equation 13 with respect to the bed 
height, as is done analytically in this thesis.  
 
𝑑𝐶𝑔
𝑑𝑧
= −
𝑁𝐴𝑠
𝑈𝑔
  Equation 13 
 
In Equation 13, 𝑁 can be written as the flux according to Fick’s law, at the air interface (𝑥 = 0), as 
shown in Equation 214. 
 
𝑑𝐶𝑔
𝑑𝑧
=
𝐴𝑠
𝑈𝑔
𝐷 (
𝑑𝐶𝑙
𝑑𝑥
)
𝑥=0
  Equation 214 
 
This flux term in Equation 214 is found from the integration of Equation 25. 
 
𝐷
𝑑𝐶𝑙
2
𝑑2𝑥
−
𝑉𝑚𝑎𝑥 𝐶𝑙
𝐾𝑚+𝐶𝑙
= 0  Equation 25 
 
The boundary conditions are shown in Equation 215: 
 
𝑑𝐶𝑙
𝑑𝑥
= 0   at  𝑥 = 𝛿 Equation 215-a 
𝐶𝑙 = 𝐶𝑔,𝑖𝑛/𝑚   at  𝑧 = 0 Equation 215-b 
𝐶𝑙 = 𝐶𝑔,𝑜𝑢𝑡/𝑚   at  𝑧 = 𝑍 Equation 215-c 
 
Equation 25 can only be numerically solved. There are software packages that provide such 
numerical solutions. The software used must provide additional options for programming, so that the 
Michaelis Menten equation constants could be automatically adjusted for model-fitting. 
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If a numerical solution software is found to be unaffordable, an open access programming tool can 
be used as explained in the rest of this appendix. As shown in Figure 86, the biofilm throughout the 
bed is divided into concentration nodes in two directions: 
• One length direction is along the bed height (i.e. the air flow path), where the total bed 
height of 𝑍 is divided into 𝑀 segments, each with equal heights of 𝛥𝑧 = 𝑍/𝑀. The 
concentration nodes, as they pertain to the bed height, are specified by the subscript 𝑖, 
ranging from 0 to 𝑀. 
• The other length direction is through the biofilm depth, where the biofilm thickness is 
divided into 𝑁 layers, each with equal thickness of 𝛥𝑥 = 𝛿/𝑁. The concentration nodes, as 
they pertain to the biofilm depth, are specified by the superscript 𝑗, ranging from 0 to 𝑁. 
This, as shown in Figure 86, divides the entire biofilm volume into 𝑀. 𝑁 segments of equal volume  
 
Figure 86: A schematic diagram for the numerical modelling of the BTFs – The upper edge of the diagram 
represents the very top of the bed, the lower edge is the very bottom of the bed, the left edge is the biofilm/air 
interface and the right edge is the biofilm/packing interface.  
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The segments at the right edge of the diagram (𝑖 = 𝑀) do not have a substrate flux to their right. The 
mass balance for these segments are derived, by equating the inlet mass transfer at the right edge of 
the segment to the consumption rate in inside the segment, as shown in Equation 216, where the 
rates of accumulation, generation and outlet are assumed to be zero. As shown in Equation 216, the 
concentration in each section is assumed to be approximately equal to the concentration at the node 
at the right of the segment. 
 
𝐷𝐴𝑠(𝐶𝑀−1
𝑗 − 𝐶𝑀
𝑗
)
𝛥𝑥
= 𝛥𝑥𝐴𝑠
𝑉𝑚𝑎𝑥𝐶𝑀
𝑗
𝐶𝑀
𝑗 + 𝐾𝑚
 Equation 216 
 
Equation 216 is then rearranged to describe the concentration at the nodes next to the edge of the 
biofilm (𝑖 = 𝑀 − 1), as shown in Equation 217. 
 
𝐶𝑀−1
𝑗 = 𝐶𝑀
𝑗 + 𝛥𝑥2
𝑉𝑚𝑎𝑥𝐶𝑀
𝑗
𝐷(𝐶𝑀
𝑗 + 𝐾𝑚)
 Equation 217 
 
Next, a mass balance is conducted on each biofilm segment, except the ones adjacent to the packing 
support medium, as shown in Equation 218, where the substrate consumption rate is assumed to be 
equal to the substrate transfer rate to the segment minus the substrate transfer rate from the 
segment; also, the concentration in each section is assumed to be approximately equal to the 
concentration at the node at the right of the segment. 
 
𝐷𝐴𝑠(𝐶𝑖−1
𝑗 − 𝐶𝑖
𝑗
)
𝛥𝑥
−
𝐷𝐴𝑠(𝐶𝑖
𝑗 − 𝐶𝑖+1
𝑗
)
𝛥𝑥
= 𝛥𝑥𝐴𝑠
𝑉𝑚𝑎𝑥𝐶𝑖
𝑗
𝐶𝑖
𝑗 + 𝐾𝑚
 Equation 218 
 
Equation 218 can then be rearranged, as shown in Equation 219.  
 
𝐶𝑖−1
𝑗 = 2𝐶𝑖
𝑗 + 𝐶𝑖+1
𝑗 −
𝛥𝑥2
𝐷
𝑉𝑚𝑎𝑥𝐶𝑖
𝑗
𝐶𝑖
𝑗 + 𝐾𝑚
 Equation 219 
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Two of the nodes shown in Figure 86 can be known from the inlet and outlet concentrations, as 
shown in Equation 220 and Equation 221. 
 
𝐶𝑔,𝑖𝑛 = 𝑚𝐶0
0             or            𝐶0
0 =
𝐶𝑔,𝑖𝑛
𝑚
    Equation 220 
 
𝐶𝑔,𝑜𝑢𝑡 = 𝑚𝐶0
𝑁          or            𝐶0
𝑁 =
𝐶𝑔,𝑖𝑛
𝑚
    Equation 221 
 
The air is also divided into 𝑁 segments, each with heights of 𝛥𝑧, each with a corresponding adjacent 
biofilm segment. A mass balance is then conducted on these air segments, using 𝐹 as the air flow 
rate and 𝐴 as the cross-section area of the bed, as shown in Equation 222, where for each air 
segment, the pollutant diffusion rate into the air segment’s adjacent biofilm segment is equated to 
the rate of pollutant entering the segment, minus the rate of the pollutant exiting the segment. 
 
𝐴𝛥𝑧𝐴𝑠
𝐷(𝐶0
𝑗−1 − 𝐶1
𝑗−1
)
𝛥𝑥
= 𝐹𝑚𝐶0
𝑗−1 − 𝐹𝑚𝐶0
𝑗
 Equation 222 
  
In Equation 222, the concentration of a segment is assumed to be approximately equal to the 
concentration of the node at the lower edge of the segment. Equation 222 can be rearranged as 
shown in Equation 223. 
 
𝐶0
𝑗 = 𝐶0
𝑗−1 − 𝐴𝛥𝑧𝐴𝑠
𝐷(𝐶0
𝑗−1 − 𝐶1
𝑗−1
)
𝐹𝑚𝛥𝑥
 Equation 223 
 
The algorithm for predicting the outlet concentration is as follows: 
1. Assume an arbitrary value for 𝐶𝑀
0  
2. Estimate 𝐶𝑀−1
0  based on Equation 217 
3. Estimate all subsequent 𝐶𝑖
0 values based on the above two steps and using Equation 219. The 
final estimated node is 𝐶0
0 
4. Repeat all above steps to iteratively to arrive at a 𝐶𝑀
0  value that provides the correct 𝐶0
0, as 
required by Equation 220. 
5. Find 𝐶0
1 using Equation 223, and use the above iterative approach to find 𝐶1
1. Repeat this for 
the corresponding air segments until the value of 𝐶0
𝑁 is found. 
6. Calculate the outlet concentration, using Equation 221. 
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The mode fitting algorithm is as follows: 
1. Nominate values of 𝑁 and 𝑀 
2. Repeat the above steps in the above algorithm to predict outlet concentrations for all data 
points, based on arbitrary values of  𝑉𝑚𝑎𝑥 and 𝐾𝑚. 
3. Estimate the RMSE value for the above exercise 
4. Repeat the above steps for a variation of 𝑉𝑚𝑎𝑥 and 𝐾𝑚 values to minimise the RMSE value.  
5. Significantly increase the values of 𝑁 and 𝑀 (e.g. by a factor of 5), and repeat the above 
steps. 
6. If elevation of 𝑁 and 𝑀 has had negligible impact on the model fitting results the model 
fitting has been successful, and the obtained values of 𝑁 and 𝑀 can be used for future 
predictions. Otherwise elevated the values of 𝑁 and 𝑀 and repeat the above steps until 
increases in the values of 𝑁 and 𝑀 have little impact on the model fitting results. 
 
