Abstract. We discover geometric properties of certain definable sets over non-Archimedean valued fields with analytic structures. Results include a parameterized smooth stratification theorem and the existence of a bound on the piece number of fibers for these sets. In addition, we develop a dimension theory for these sets and also for the formulas which define them.
Introduction
There has been a number of model theoretic investigations of analytic theories of non-Archimedean valued fields in the recent past. Among the best known are [8] by Denef and van den Dries, [11] by Lipshitz and [15] by Schoutens. Most often model theoretic results and methods have implications in the geometry of definable sets and that is also the case with the above. Therefore, not surprisingly, the above and similar works in turn lead to investigations of geometric properties of certain definable sets over non-Archimedean fields. Some examples of such work are [12] , [13] by Lipshitz and Robinson, [10] by van den Dries, Haskell and Macpherson and [2] and [5] by the author.
In the analytic model theory of non-Archimedean fields, the source of analytic functions is some power series which converge on a bounded domain, which usually is a power of the valuation ring of the field. In the classical analytic study of the nonArchimedean fields, above mentioned works included, one would assume to have a field K which is complete in the non-Archimedean norm and then would proceed to choose a suitable subring of K [[x] ] for the source of analytic functions. From a model theoretic point of view this approach is limited, as being complete is not a first order property and the first treatment to go outside of the classical framework was [9] by van den Dries. More recently it was followed by [6] by Cluckers, Lipshitz and Robinson. In the latter, the assumption of completeness on K was dropped and power series which come from a suitable subring of E [[x]] for some certain ring E were used as the source of analytic functions. The valued fields where the members of such a ring can be interpreted as functions satisfying some properties are said to have an E-analytic structure. Our aim here is to develop the geometry of quantifier-free and existentially definable sets over fields with E-analytic structure in a setting which is similar to but more general than that of [6] .
Among our main results are a uniform parameterized smooth stratification theorem (Theorem 3.6), a bounded piece number theorem (Theorem 5.8) and several results developing the dimension theory of the quantifier-free definable and existentially definable sets. In addition, we develop a dimension theory for the equivalence classes of formulas, called assignments, similar to the way it was done in [7] by Cluckers and Loeser. Note that some of the geometric results here have their analogs in the classical setting of [11] , as reported in [2] and [5] , where the objects of study were complete valued fields. However, working with analytic structures allows us to consider all models of our theory at once, which is not possible in the setting of [11] . Therefore in the setting of this article we are able to investigate another kind of uniformity, the uniformity over all fields with an E-analytic structure. This ability in turn allows us to investigate the geometry of certain assignments in addition to definable sets.
On the other hand, as the coefficients of the power series representing our analytic functions are from the ring E rather than the field K over which we consider the definable sets, in our current setting the connection between the algebra and geometry is not as straightforward as it was in the classical setting. However such a connection, which mimics the classical tools of algebraic geometry, proved extremely useful for the results in [2] and [5] , and we spend some considerable time to develop it for our setting also. The commutative algebraic tools we need to establish this connection come from [4] by the author as well as [6] . We will also use some model theoretic results from [3] by the author.
Preliminaries
Here we discuss the main objects of our study. At the center is the nonArchimedean valued fields, and we start by recalling the definition for them. Definition 2.1. A field K is called a (non-trivially valued) non-Archimedean field if there is an ordered group (Γ, +, <) and a function ord : K → Γ ∪ {∞} such that when + and < are extended to Γ ∪ {∞} in the usual way, the following hold (i) ord (x) = ∞ if and only if x = 0, (ii) ord (xy) = ord (x) + ord (y) for all x, y ∈ K, (iii) ord (x + y) ≥ min{ord (x), ord (y)}.
For such a field K, it is customary to use the notation K
• for the valuation ring of K and K
•• for the maximal ideal of K • . In other words, we are setting K • := {p ∈ K : ord (p) ≥ 0}, and
As we mentioned before, over the non-Archimedean fields, we are interested in sets defined by analytic functions. For us, analytic functions are certain power series and next we define the class of power series which will be our primary source of analytic functions, following [6] . Definition 2.2. Let E be a Noetherian domain of finite Krull dimension which is complete and separated in the I-adic topology for some ideal I. Let x denote the multi variable (x 1 , ..., x m ), then the ring of strictly convergent power series in x over E is defined as where the limit is taken in the I-adic topology. Let ρ = (ρ 1 , ..., ρ n ) be another multi variable. Then the ring of separated power series in (x, ρ) over E is defined to be the ring S m,n (E) :
Unlike polynomials, not all power series can be considered as functions over an arbitrary non-Archimedean field. We have to have restrict our domains and the field itself for such a consideration. We next describe which non-Archimedean fields enable us to work with the above defined power series as functions and how we restrict our domains. In that we follow [6] and [9] . Definition 2.3. Let E be as in Definition 2.2. A non-Archimedean valued field K is said to have a (separated) E-analytic structure if there is a collection of homomorphisms σ m,n from S m,n (E) into the ring of
extends σ m,n , where we identify the functions on (
n+1 that do not depend on the last coordinate in the obvious way, and σ m+1,n extends σ m,n similarly.
We can also make a more model theoretic description of a valued field with an analytic E-structure by referring to an analytic language and models of certain theories in this language. We describe this language and the theories below. The following definition is also from [6] .
sep (E) we denote the multi-sorted language which consists of (i) Four sorts K, K • , K •• , and V; (ii) A function ord : K → V; (iii) The symbols {0, +, −, <, ∞} belonging to the sort V; (iv) The symbols {0, 1, +, −, ·} to act on the sort K and a function symbol for each member of S m,n (E) for all m, n ≥ 0 to act on (
Of this language L D sep (E), we are primarily interested in the quantifier-free formulas whose variables range over K
• and K •• . As a notational tool we adopt the convention of using x 1 , x 2 , ... and y 1 , y 2 ... for variables which range over the sort K
• and ρ 1 , ρ 2 , ... and λ 1 , λ 2 , ... for variables that range over K •• . We next describe the first order theory of L D sep (E) which will provide us with a model theoretic frame for working with analytic structures. Definition 2.5. The theory of valued fields with E-analytic structure, which we denote with T an (E), consists of sentences which describe the fact that K is a field, the sort V is an ordered group; ord is a non-Archimedean valuation which is nontrivial; K
• is a valuation ring; K •• is the set of elements of valuation greater than 0;
and
as in [11] ; and all of the identities of the form
where F ∈ S m,n (E) and g 1 , ..., g m ∈ S M,N (E), h 1 , ..., h n ∈ (λ)S M,N (E) for some separated power series ring S M,N over the variables y and λ.
It is easy to see that a valued field K has an E-analytic structure if and only if
Observe that as a significant departure from the classical setting of working with complete non-Archimedean valued fields, a valued field K which has an E-analytic structure does not necessarily have a value group of rank 1.
We now go over a number of facts about analytic E-structures proved in [6] , which we will use without further reference. For example, [6] , Lemma 2.12 and Theorem 2.13 guarantee that if E ′ is a σ(E)-subalgebra of K • , generated by a 1 , ..., a m , and if
is independent of the choices for a and b. Moreover, E
σ,E ′ is Noetherian, complete and separated with respect to the J-adic topology where J = σ(I) · E σ,E ′ , and {σ m,n } induces a unique E σ,E ′ -analytic structure {τ m,n } on K. Furthermore σ m,n and τ m,n agree on S m,n (E) and each τ m,n is injective. For the rest of this paper, whenever τ m,n are as above, we will abuse the notation by substituting σ for τ .
In addition by [4] , Proposition 2.5 guarantees that for m, M, n, N ∈ N the natural inclusion map S m,n (E) → S m+M,n+N (E) is faithfully flat. Also, by [4] , Theorem 2.6 E σ,E ′ is of Krull dimension at most d + m + n where d denotes the Krull dimension of E. Using the above facts, we can now give the definition of another class of power series, which were originally introduced in [6] . Definition 2.6. Let K be a valued field with an E-analytic structure σ, and let us write F (σ, K) to denote the collection of all finitely generated E-subalgebras of K
• . With the notation of the above paragraph, we set
and define the rings of separated power series with parameters from K as
is called a ring of strictly convergent power series with parameters from K, and a more customary notation of T m (σ, K) is used to denote it. Similarly, forp ∈ (K • ) m and for ε ∈ K, we write T m,p,ε (σ, K) to denote the image of T m (σ, K) under the map
We next generalize the earlier concept of generalized rings of fractions (cf. [13] , [2] ) to our setting. The role of these objects and their quotients in our study is somewhat analogous to the role of the coordinate rings in algebraic geometry. Definition 2.7. A generalized ring of fractions (shortened to GRF henceforth) over S m,n (E) is inductively defined as follows: i) A = S m,n (E) is a generalized ring of fractions over S m,n (E). ii) Let f, g ∈ S m+s,n+t (E),
) be a generalized ring of fractions over S m,n (E) and letf ,ḡ denote the images of f and g in A. Then both of the algebras
are generalized rings of fractions over S m,n (E).
Let A be a GRF as in (2.1) and let K be a valued field with E-analytic structure, then the K-domain of A is the projection of
Note that a relation of the form g(p)x − f (p) = 0 defines x as the quotient of f (p) and g(p) as long as g(p) = 0. Thus, intuitively a GRF over S m,n (E) is the algebra of functions that we obtain by an application of restricted division operations D 0 and D 1 on two members f and g of S m,n (E), then by substituting
) in some element from S m+1,n (E) or S m,n+1 (E) and then by continuing inductively a bounded number of steps. Furthermore if g(p) = 0 and if
n where the denominators of these restricted division operations does not vanish and the order of the numerators are greater than (or greater than or equal to) the order of the denominators. We will elaborate more on this point a little later.
Note also that, as we did in the definition of the K-domain of a GRF, we consider a GRF as an object with a particular construction, and do not necessarily identify the members of an isomorphism class of algebras as one. Note also that the members of a GRF A over S m,n (E) can be interpreted as L D sep (E)-terms constructed only using the variables x 1 , ..., x m and ρ 1 , ..., ρ n , and also as functions over the K-domain of A for any valued field K in a natural way.
In our coming discussions we are going to work with GRFs extensively. While doing that, we will often designate some variables as parameters. Suppose we designate x 1 , ..., x m and ρ 1 , ..., ρ n as parameters and y 1 , ..., y M and λ 1 , ..., λ N as other variables. In considering a GRF A over S m+M,n+N (E), say we adopt the convention that at each inductive step in the construction of A as in (ii) of Definition 2.7, if the series f and g that appear depend only on x or ρ variables, then we adjoin a new x or a ρ otherwise a new y or λ variable in (2.2). So we can write
where f and g have only x and ρ variables. Then we call
), which is a GRF over S m,n (E) the parameter ring of A. Also, when working with parameters we adopt the notational convention that if α is an object (formula, GRF, term, etc.) that involves variables x, ρ, y and λ, andp
n then α(p) denotes the object we obtain by substituting the coordinates ofp for the variables x 1 , ..., x m , ρ 1 , ..., ρ n . Next we observe the relation between the members of a GRF A, K-domain of A and L D sep (E)-terms in more detail. It is easy to see that every quantifier-free formula ψ(x, ρ) (whose variables range over the sorts
sep (E) can be written as a finite disjunction of formulas of the form ϕ 1 ∧ ϕ 2 where ϕ 1 is of the form
and ϕ 2 is of the form
Observe that for such a ϕ := ϕ 1 ∧ ϕ 2 we can assume that for any
ρ)) appears in ϕ 1 . Then we associate ϕ to a GRF A which is the final output of the following process.
(i) Start with A 0 = S m,n (E) and adjoin a fraction for each occurrence of a
) in ϕ as follows: at the k-th step take an innermost occurrence of either of the D-functions in ϕ which is not yet processed and, depending on it being
and substitute a new variable of the correct type for that D-function in ϕ. (ii) After the above process is complete, at the k-th step, consider the ordinequalities in ϕ 1 in any order. For each inequality
This way, at the end we end up with a GRF A such that for any L D sep (E)-term appearing in ϕ, there is a member of A which agrees with it over the set defined by ϕ 1 over any field K with E-analytic structure. Now if we set J to be the ideal generated by the elements of A which correspond to the h i in ϕ 2 , then the algebra A/J helps us understand the properties of the sets defined through ϕ over valued fields with E-analytic structure.
We now introduce some more notation to facilitate further discussion in this direction.
Convention 2.8. We adopt the following notational conventions.
sep (E)-formula and let K be a valued field with Eanalytic structure. Then with ϕ(K) we denote the set
sep (E)-terms constructed from the variables x 1 , ..., x m and ρ 1 , ..., ρ n . Then with ϕ A,J we denote the formula
and note that the truth of this formula is independent of the choices for the generators of J.
Although as in the study of algebraic varieties, the relation between the geometric properties of the sets defined by ϕ A,J and the algebraic properties of A/J is strong, this relation is much stronger if J is chosen carefully.
′ for any i. We define the restricted radical RR(J) of J to be the intersection of all minimal prime divisors of J which are restricted.
To illustrate the significance of working with restricted radicals and restricted minimal prime divisors we give Lemma 2.10 below. First notice that if A is a GRF and J is an ideal such that the Krull dimension of A/J is d, then the Krull
are easily seen to be at most d + 1, by [4] , Theorem 2.6. However Lemma 2.10, which is proved exactly as Lemma 3.6 of [2] , guarantees that for a restricted radical ideal, we have a sharper bound. Lemma 2.10. Let A be a GRF over S m,n (E), J ⊂ A be an ideal and let f, g ∈ A.
Then the Krull dimension of A f /g /RR(J · A f /g ) is less than or equal to that of A/J. The same is also true for
Note that from a model theoretic and geometric point of view, by [3] , Lemma 2.2, an ideal J and its restricted radical RR(J) are interchangeable as we have
Normalization and Stratification
In this section we start the investigation of geometric properties of quantifier-free definable sets in the language L D sep (E) over valued fields with E-analytic structure. The main result of this section is the Uniform Parameterized Smooth Stratification Theorem, whose proof is linked to a version of the Parameterized Normalization Lemma from [2] . Parameterized Stratification is breaking a set into smooth manifolds and we start by first clarifying what we mean by an analytic manifold in our context. For the rest of this paper K always denotes a valued field of characteristic 0 with an analytic E-structure.
is the graph of (g 1 , ..., g m−d ).
While establishing a definable set is in fact a manifold, a suitable version of the Implicit Function Theorem is often a crucial tool. As with most of the cases involving valued fields, the version here follows from a suitable Weierstrass Division Theorem, namely [4] , Theorem 3.4, through a standard argument. Note that the following holds without a restriction on the characteristic of the field K.
For us, the Implicit Function Theorem is most useful when it is combined with normalization. This involves utilization of certain E-algebra automorphisms of S m,n (E). We are often interested in the following situation. Let
) be a GRF over S m,n (E), J ⊂ B be an ideal and let C be a subring of S m+s,n+t (E). LetJ denote the ideal of S m+s,n+t (E) which corresponds to J and φ be an Ealgebra automorphism of S m+s,n+t (E) such that φ(C ∩J) = C ∩J and the natural map C/J ∩ C → S m+s,n+t (E)/φ(J ) is a finite inclusion. In this case, to simplify the terminology, we say that φ is an automorphism which normalizes B/J over C/J ∩C. We also often omit mentioning that φ is an E-algebra automorphism of S m+s,n+t (E). Furthermore, we say that a formula of the form ϕ B,J is normalized if there is an E-algebra automorphism φ, and m ′ , n ′ ∈ N such that φ normalizes B/J over S m ′ ,n ′ (E/J ∩ E). For our purposes, a family of E-algebra automorphisms stands out among all of the E-algebra automorphisms of the rings S m,n (E). A Weierstrass change of variables among z = (z 1 , ..., z k ) is a composition of E-algebra automorphisms of the form
and φ| E[ρ] are Weierstrass changes of variables for E[x] and E[ρ] respectively, then the extension of φ to S m,n (E) is also an E-algebra automorphism. In this case we say that φ is a Weierstrass change of variables among x and ρ separately. When we use the same Weierstrass change of variables over different but related objects, we identify the corresponding automorphisms with the same symbol. An indispensable tool for the discussions in this paper is the Uniform Parameterized Normalization Theorem for quantifier-free definable sets of analytic Estructures. This is [3] , Theorem 2.4 and due to its importance we repeat its full statement below. Theorem 3.3 (Uniform Parameterized Normalization). Let B be a GRF over S m+M,n+N (E) and let J ⊂ B be an ideal. Then there are GRFs B 1 , ..., B k over S m+M,n+N (E) with parameter rings A 1 , ..., A k (which are GRFs over S m,n (E)), restricted prime ideals J i ⊂ B i , integers M 1 , ..., M k and N 1 , ..., N k with M i + N i ≤ M +N , and Weierstrass changes of variables φ 1 , ..., φ k among the y and λ variables separately such that
, and for all i, φ i normalizes
Observe that Theorem 3.3 guarantees that every L D sep (E)-formula is T an (E)-equivalent to a disjunction of normalized formulas. However this statement is weaker than the statement of Theorem 3.3 as it does not at all refer to the parameterized nature of the theorem. That nature will be crucial later. For the moment we improve on Theorem 3.3 in the following sense. 
Ai,Ji∩Ai , the statement of Theorem 3.3 is satisfied, and
Proof. Let B, A, J be as above. By Theorem 3.3 we may assume that J is a restricted prime ideal of B and that there are integers 
We apply the non-parameterized version of Theorem 3.3 to A and J ∩A, to obtain GRFs A 1 , ..., A k , restricted prime ideals J i ⊂ A i , integers m i , n i with m i + n i ≤ m + n and Weierstrass changes of variables ψ i among x and ρ, such that
i=N +1 ) and put
The statement is immediate if for any i and any restricted minimal prime p of (J i ∪ J) · B i , the map
is a finite injection. The finiteness of ψ i is easily seen to hold. If we also have
then we are done as S m,n (E) → S m+M,n+N (E) is faithfully flat by [4] , Proposition 2.5. Else, we have
and the statement then follows by the inductive hypothesis.
We now start the main discussion of stratification.
Proposition 3.5. Let B be a GRF over S m+M,n+N (E), A be its parameter ring and let J ⊂ B a prime ideal. Assume that there are Weierstrass changes of variables φ among y and λ and ψ among x and ρ separately such that
Then there is a ∆ ∈ B \ J such that for any valued field K,
Proof. In case E = J ∩ E we just set ∆ = 1 and observe that in this case we have ϕ B,J (K) = ∅ for any valued field K. Else, we proceed as follows. Write
.., M + S, and ℓ = N ′ + 1, ..., N + T . Consider the Jacobian matrix
, and notice that it is upper triangular. As we assumed that T an (E) has only models of characteristic 0 and E ∩ J = E, none of the
and observe that it is of the form
where M 1 is a matrix of rank (m + s Choose an a ∈ E \ J ∩ E such that ap i , aq i , aP i and aQ i are in S m+s+M+S,n+t+N +T (E) for all i, and set
.
Note that the matrix in Equation (3.3) is of a similar block-diagonal form as in(3.2), with fewer rows. We now set ∆ to be the image of δ in B and observe that, by construction ∆ ∈ J.
To prove the assertions of the proposition, we take a valued field K whose Eanalytic structure is given by σ K and make use of the following projection maps
and letq
Note that, as we assumed ϕ B,J ∧ (∆ = 0)(K) = ∅, we have σ K (J ∩ E) = 0 and therefore, by Nullstellensatz ( [4] , Theorem 3.8) there is an ε ∈ K
• such that
Now, because σ K (δ)(q ′ ) = 0 and because of the block diagonal form of the matrix in (3.3), by a standard application of Weierstrass Preparation Theorem ( [4] , Theorem 3.4), we see that there is an ε
where (3.6)
and because π 1 | V (J)K \V (G)K is an analytic diffeomorphism, statement (i) of the proposition is established.
To prove (ii), it is enough to take aq as before and putp := π 4 (q), and show that the specialization
Let us write (·)p′ to denote specialization at the pointp ′ and observe that by (3.6) above, there is an ε ∈ K
• \ {0} such that inside the (ord ε)-neighborhood of (q ′ )p′ , (V (J ) K \ V (G · δ) K )p′ is given by the equations
N be the projection map and observe that
Now the assertion follows as
From the above proposition the following theorem follows easily. 
is either empty or an analytic manifold.
Proof. We may assume that ϕ is of the form ϕ B,J and, by Corollary 3.4, we may also assume that B and J satisfy the conditions of Proposition 3.5. Let ∆ be also as in Proposition 3.5. Then ϕ ∧ (∆ = 0) satisfies the conditions (i) and (ii) above and the Krull dimension of B/(J ∪ {∆}) is less than that of B/J. Thus, the theorem follows by induction.
The notion of dimension
We start this section by defining two notions of dimension for subsets of (K • )m. Note that similar definitions are very common in the literature about definable sets over valued fields.
Definition 4.1. For a non-empty X ⊂ (K
• ) m we define the dimension of X, denoted dim X, to be the greatest d such that the projection of X onto a d-dimensional coordinate hyperplane is dense in some neighborhood; we define the manifold dimension of X, denoted mdim X to be the greatest d such that X contains a ddimensional analytic manifold. We also define dim ∅ := mdim ∅ := −∞.
For quantifier-free definable subsets of (K • ) m we will also be working with another notion of dimension. In order to introduce that notion, we first define the T an (E)-assignments as it was done in [7] and [6] . Definition 4.2. Let L be a language extending L D sep (E), and T be an extension of the theory T an (E), then we define a T -assignment of L-formulas to be an equivalence class of L-formulas under the relation ϕ(x, ρ, ξ) ≡ ψ(x, ρ, ξ) if and only if T ⊢ ϕ(x, ρ, ξ) ⇔ ψ(x, ρ, ξ).
We write [ϕ] T for the assignment containing ϕ, and say that [ϕ] T is a quantifier-free assignment if there is a quantifier-free formula ψ of L such that ψ ∈ [ϕ] T .
Also, for a formula ϕ(x, ρ, z) of L, where z is a free multi variable ranging over sorts of L which are distinct from K
• and K •• , we set
where K ranges over all models of T . In this and the following sections we omit the subscript T , and write [ϕ] for the T an (E)-assignment containing ϕ.
Although the definitions above are designed for formulas of a rather general form, in this section and also in the next one, we will only be interested in quantifier-free formulas and T an (E)-assignments of L D sep (E). Next we define an algebra oriented notion of dimension for those. Proof. Let B, J, J ′ be as above, then by Corollary 3.4 we know that there are GRFs B 1 , ..., B k over S m,n (E) and ideals J i ⊂ B i , which satisfy J i = RR(J i ), such that the formulas ϕ Bi,Ji are normalized and
It is easy to see that
Therefore it is enough to show that, for each i, there are normalized formulas ϕ Bi1,Ji1 , ..., ϕ B ik i ,J ik i such that
with kdim ϕ Bij ,Jij ≤ kdim ϕ Bi,Ji for all 1 ≤ j ≤ k i . We now fix an i 0 ∈ {1, ..., k} and explain how to construct such formulas ϕ Bi 0 j ,Ji 0 j . Write
), and let φ be an E-algebra automorphism normalizing B i0 /J i0 over S m ′ ,n ′ (E/J ∩ E) for some m ′ , and n ′ . LetJ andJ ′ denote the ideals corresponding to J · B i0 and J ′ · B i0 in S m+s,n+t (E) respectively. Then it is easy to see that the map
is finite. If it is also the case thatJ
and we are done. So we assume the contrary, and apply Corollary 3.4 by substituting S m ′ ,n ′ (E) for B, andJ ′′ for J to obtain GRFs B i01 , ..., B i0ℓ over S m ′ ,n ′ (E), ideals J i0j ⊂ B ij , integers m j , n j satisfying m j + n j ≤ m ′ + n ′ , and Weiertrass changes of variables φ j such that for each 1 ≤ j ≤ ℓ, φ j normalizes B i0j over S mj,nj (E/J i0j ∩ E) and for any valued field K we have
Let us write
and clearly the map
is the ideal which corresponds to J i0j in S m+s+sj ,n+t+tj (E). Now, observe that it might still be the case that for some j 0 , B
Therefore, we see that a repeated application of the above process terminates at normalized formulas, satisfying the condition above and having dimension at most m ′ + n ′ .
To state our next lemma, we need some new terminology. For a quantifier-free assignment [ϕ] we say that the disjunction 
such that each J i is prime and for each i there is a valued field
Proof. Let B 1 , ..., B k be GRFs and J i ⊂ B i be ideals such that (4.2) gives a standard decomposition of ϕ. Let p 1 , ..., p ℓ denote the restricted minimal prime divisors of J i0 for some 1 ≤ i 0 ≤ k. Then the argument in the proof of Corollary 3.4 shows that for each j, ϕ Bi 0 ,pj has a decomposition into normalized formulas
Therefore we see that we can guarantee the primality of J i by replacing each ϕ Bi,Ji in (4.2) with a disjunction of normalized formulas as in (4.3) . Now assume that (4.2) is a standard decomposition and each J i is prime. To see that the part about the manifolds of the assertion holds, we first observe that by Proposition 3.5, for any i, there is a ∆ i ∈ B i \ J i such that for any valued field K, the set (ϕ Bi,Ji ∧ (∆ i = 0))(K) is either empty or is an analytic manifold of dimension kdim ϕ Bi,Ji . Therefore if for each i there is a valued field
is not empty, then we are done. Suppose this does not hold for some i 0 . Then we have 
, and hence after a finite number of steps this process stops yielding a decomposition as in the statement of the proposition.
The following theorem easily follows from Lemma 4.5 and the easy to prove fact that a d-dimensional manifold can not be written as a finite union of lower dimensional manifolds. 
From which follows:
Corollary 4.7. Let ϕ 1 , ..., ϕ k be quantifier-free formulas, then
We now prove results for about dim X when X is a quantifier-free definable set. 
n is the projection map.
Claim. There are GRFs B 1 , ..., B k over S m+M,n+N (E) and ideals J i ⊂ B i such that, if A i denotes the parameter ring of B i , when x and ρ are the parameter variables, then there are Weierstrass changes of variables φ i such that for all i, φ i normalizes
and for each i, mdim ϕ Bi,Ji (K) = m i + M i + n i + N i . To prove the claim we start with a decomposition of ϕ into normalized formulas,
Bi,Ji , such that the statement of Corollary 3.4 is satisfied. Let ∆ i ∈ B i \ J i be as in Proposition 3.5. For those i where
we first note that, by Proposition 3.5, it must be the case that ϕ Bi,Ji (K) = ϕ Bi,(Ji∪{∆i}·Bi (K). Utilize Corollary 3.4 to obtain GRFs B i,1 , ..., B i,ki and prime ideals J i,j ⊂ B i,j such that
where each B i,j /J i,j satisfies the normalization conditions of the claim above. For those i where mdim ϕ Bi,Ji (K) = m i + M i + n i + N i , we set k i = 1 and ϕ Bi,1,Ji,1 := ϕ Bi,Ji and thus have
Note that, it may still be the case that for some (i 0 , j 0 ), mdim ϕ Bi 0 j 0 ,Ji 0 j 0 (K) < m i0j0 + M i0j0 + n i0j0 + N i0j0 , but then we can continue the same way as above by finding a ∆ i0j0 ∈ B i0j0 \ J i0j0 as in Proposition 3.5 and using Corollary 3.4 for ϕ Bi 0 j 0 ,(Ji 0 j 0 ∪{∆i 0 j 0 })·Bi 0 j 0 . By Lemma 2.10, in such case we have dim B i0j0 /J i0j0 < dim B i /J i and therefore this process stops after a finite number of steps. As a ddimensional manifold can not be written as a finite union of lower dimensional manifolds, Proposition 3.5 guarantees that when this process stops, mdim ϕ Bi,Ji (K) = m i + M i + n i + N i for all i, proving our claim. Now let B 1 , ..., B k , and J i ⊂ B i be as in the claim above. As we assumed that π(ϕ(K)) is dense in an open neighborhood, it must be the case that for some i 0 , π(ϕ Bi 0 ,Ji 0 (K)) must be dense in an open neighborhood. But then ϕ Ai 0 ,Ji 0 ∩Ai 0 (K) must also be dense in the same neighborhood as it contains π(ϕ Bi 0 ,Ji 0 (K)). Thus, we have m i + n i ≥ m + n as otherwise we would have a dense subset of an (m + n)-dimensional open ball equal to a finite union of manifolds of dimension less than m+ n. This proves the theorem as we had already guaranteed that dim
The above theorem, in conjunction with Lemma 4.5, immediately gives us the following.
Combining with Lemma 4.5 we also get: Corollary 4.10. Given a quantifier-free assignment [ϕ] and a valued field K, there is a quantifier-free formula
Further results in dimension theory and geometry
We start by introducing some notation. Let
n . In this case we adopt the notation
With this notation we can state and prove:
Proof. As a finite union of nowhere dense sets is nowhere dense, we may assume that ϕ is of the form ϕ B,J where B is a GRF over S m+M,n+N (E) and J is a prime ideal of B. Furthermore, by Corollary 3.4, we may assume that through a Weierstrass change of variables φ, B/J is normalized over some S m ′ +M ′ ,n ′ +N ′ (E/J ∩ E) and A/J ∩ A is normalized over S m ′ ,n ′ (E/J ∩ E), where A is the parameter ring of B. Moreover, by Lemma 4.5, we may also assume that dim ϕ B,J = dim ϕ(K). Note that π (d) (ϕ(K)) is contained in ϕ A,J∩A (K) and therefore by Theorem 4.9, it must be the case that m ′ + n ′ ≥ m + n. Also, it must be the case that
The proofs of the next two statements generally follow the ideas set in the proofs of analogous statements in [5] . We follow the notational convention that, for a subset X of (K
n , X denotes the closure of X in the ord-topology.
Proposition 5.2. Let ϕ be quantifier-free. Then for any valued field K,
Proof. We first assume that K is algebraically closed. Note that the theory of algebraically closed valued fields with an E-analytic structure admits elimination of quantifiers in L D sep (E) by [3] , Theorem 2.6 and therefore, in this case, the set ϕ(K) \ ϕ(K) is quantifier-free definable. Thus, as finite union of nowhere dense sets is nowhere dense, it is enough to consider the case when ϕ is of the form ϕ B,J , and by Lemma 4.5 we may assume that dim ϕ B,J = dim ϕ(K) for some GRF B over S m,n (E) and prime ideal J ⊂ B.
Write
), and letJ ⊂ S m+s,n+t (E) denote the ideal which corresponds to J. Note that we have dim
n is the projection map. Observe that such aq has to be in
On the other hand, we observe that
finishing the proof for an algebraically closed K. Now to handle an arbitrary valued field K, let K alg denote the algebraic closure of K. Note that by [6] , Theorem 2.18, K alg is also a valued field with an E-analytic structure. Note also that dim ϕ(K) = dim ϕ(K alg ). As explained above, we know that ϕ(K alg )\ϕ(K alg ) is quantifier-free definable. Let ψ be a quantifier-free formula such that ψ(K alg ) = ϕ(K alg ) \ ϕ(K alg ) and dim ψ = dim ϕ(K alg ) \ ϕ(K alg ). Such ψ is guaranteed to exist by Corollary 4.10. Then it is clear that ψ(K) ⊃ ϕ(K) \ ϕ(K) and that dim ψ(K) < dim ϕ(K), proving the statement.
Proof. As a finite union of nowhere dense sets is nowhere dense, we may assume that ψ is (∃y∃λ)ϕ B,J for some GRF B over S m+M,n+N (E) and prime ideal J ⊂ B. Let A denote the parameter ring of B when the space corresponding the x and ρ variables is considered to be the parameter space. Using Corollary 3.4 and arguing as in Lemma 4.5, we may also assume that dim ϕ B,J (K) = dim ϕ B,J , and that there exists a Weierstrass change of variables which normalizes B/J over
Let ∆ ∈ B \ J and let 
We are going to show that, in the situation described above, we indeed have m ′ + n ′ = d. It follows then that we can take ψ ′ to be ϕ A,J∩A . Write B as in Equation (3.1) in the proof of Proposition 3.5 and setJ to be the ideal corresponding J in S m+s+M+S,n+t+N +T (E). Observe that, if G is as in Equation (3.5), then
where π 2 and π 3 are the projection maps in Diagram (3.4). Now let δ be as in Equation (3.3) and notice that in the situation described above, there must be ā
Then it is easy to see that in an ε-neighborhood of p, V (J) K is given by the relations as in Equation (3.6). Thus, in an ε-neighborhood
Thus, one can find an ε ′ ∈ K • \ {0} with ord ε ′ > ord ε, and µ m+1 , ..., µ m+s and ν n+1 , ..., ν n+t in T m+n,π3•π2(p),ε ′ (σ, K) such that in the ε ′ -ball around π 2 (p), V is given by
Observe that
and T ℓ (σ, K) is a regular ring by Proposition 3.8 of [4] . Letᾱ i andβ i denote the images of α i and β i in T m+n,π3•π2(p),ε ′ (σ, K) for all i. Then by Theorem 14.2 of [14] , there are Y ⊂ {1, ..., m} and Y ′ ⊂ {1, ..., n} such that |Y| + |Y ′ | = m + n − (m ′ + n ′ ) and
Now notice that
Therefore, through another standard application of the Implicit Function Theorem (Theorem 3.2), we see that π 2 (V (J) K ) around π 2 (p) is given by relations of the form
Thus we see that the projection of
This proves both of the assertions of this proposition at the same time, as it implies m ′ + n ′ ≤ d.
The following corollaries follow the same way as their analogues in [5] .
Proof. Let ψ ′ be the quantifier-free formula as in Proposition 5.3 so that ψ
is also dense in a neighborhood and therefore by Theorem 5.
n be such that for allp ∈ X, the set
is non-empty and finite. If the set
contains a d-dimensional manifold whose charts are given by coordinate projections. Thus clearly, if d > dim X, then there must be ap ∈ X such that
is not finite.
Corollary 5.6. Let K and L be valued fields with E-analytic structure and assume that K ⊂ L is a valued field extension and that the E-analytic structure on L is compatible with the one on
n and let the quantifier-free formula ϕ be such that ψ is (∃y, ∃λ)ϕ(x, ρ, y, λ). Notice that, as the analytic structures are compatible, ϕ(L) ⊃ ϕ(K), and therefore π K (ψ(K)) ⊂ π L (ψ(L)). Thus, it is easy to see that π L (ψ(L)) can not be contained in a set of the form ψ ′ (L) where ψ ′ is quantifier-free and is of dimension less than m ′ + n ′ . Now the statement follows from Proposition 5.3.
We now discuss the concept of the piece number of quantifier-free definable sets, which is an adaptation of the concept of piece number for analytic varieties in [1] by Bartenwerfer. As explained there, piece number is more useful for approximating the usual concept of number of connected components of a variety than the number of Zariski irreducible components, and hence the interest.
Definition 5.7. Let ϕ(x, ρ) be a quantifier-free L D sep (E) formula and let K be a valued field. We say that the piece number of ϕ(K) over E is ℓ and write
if ℓ is the smallest number such that there is a break-up of the form
where each B i is a GRF over S m,n (E), J i ⊂ B i is an ideal, for all i, the set (ϕ Bi,Ji ∧ (∆ i = 0))(K) is an analytic manifold and the sum of number of all minimal prime divisors of all J i is ℓ.
As a corollary to Theorem 3.6, given a quantifier-free formula ϕ, we immediately see that there is a bound for the needed number of varieties described by prime ideals of GRFs to cover ϕ(K) as K ranges over valued fields with E-analytic structure. We can strengthen this observation by proving the existence of a bound for the piece number of fibers of a quantifier-free definable set which is also uniform over the valued fields. Note that to state this result, we are using the notation explained in the discussion following Definition 2.7. 
Proof. First observe that, by Proposition 3.5, it is enough to prove this theorem for the case when ϕ is of the form ϕ B,J ∧ (∆ = 0) where B, J and ∆ are such that for any valued field
For this, we start by observing that the map
is finite. Also, observe that there is nothing to prove if ϕ B,J ∧ (∆ = 0) is empty. Otherwise, by Theorem 4.6, it must be the case that the kernel of the map above is generated by φ(J) ∩ E ′ = J ∩ E ′ . Thus the number of minimal prime ideals of B(p)/φ(J(p)) is bounded by the number of elements needed to generate the
, which is clearly in turn bounded by
where P i and Q i are the minimal polynomials as in the proof of Proposition 3.5.
Extending the Language
Here we discuss how we can extend the results of the previous section to the sets defined by the formulas of certain extensions of L D sep (E) over the models of certain extensions of T an (E). First is our new extended languages. which z 1 , . .., z k range over S 1 , ..., S k ∈ G and for every collection of terms
, the sentence which describes the property "the set defined by
is open in the topology induced by ord" is in T , then we say that T is topological.
Our inspiration for the definition above is the language used in [6] which was obtained from L D sep (E) by adding sorts for various residue rings of K
• and function symbols which pick the residues of elements of K
• . Although, for the purpose of obtaining cell decomposition and quantifier elimination working with that particular language is crucial, for the purpose of having a well-behaved dimension theory of certain types of definable sets a language and a theory as in Definition 6.1 suffices. Here note that T an (E) of our earlier discussions is topological in the sense above. [ϕ] respectively. Also, from now on, we call K a valued field if K is a valued field which is a model of T top . As usual, x and y denote multi variables ranging over K
• , ρ and λ denote multi variables ranging over K •• , and z denotes a collection of variables ranging over sorts other than the valued field sorts K
• and
Our focus is on the formulas of L se which do not involve quantifiers acting on the variables that range over the valued field sorts. Note that such a formula can be written as a disjunction of formulas of the form
where ψ is a quantifier-free formula of L D sep (E) and θ is a formula of L se such that z 1 , ..., z k and the multi variable z ′ range over sorts other than
se -terms. Moreover, by breaking into further disjunctions and conjunctions we may clearly assume that ψ(x, ρ) is ϕ B,J for some GRF B and prime ideal J, and f 1 , ..., f k ∈ B \ J. By Corollary 3.4, we can further assume that B/J is normalized. With this observation we can easily prove a version of the parameterized smooth stratification. Proof. Clearly we can assume that ϕ is of the form in (6.1), without the free z We next extend the definition of the Krull dimension of an assignment to T topassignments. Now we relate the algebraic and geometric notions of dimension.
Proposition 6.5. Let K be a valued field. For a formula ϕ(x, ρ) without quantifiers of the valued field sorts, there exists a formula ϕ ′ (x, ρ), again without quantifiers of the valued field sorts, such that ϕ(K) = ϕ ′ (K) and kdim ϕ ′ = dim ϕ(K).
Similarly,, we can also generalize the concept of the piece number to sets X ⊂ (K • ) m which is definable by a formula of L se which does not contain quantifiers in the valued field sort. We just define it to be the minimum of the piece numbers of sets Y which are quantifier-free definable in L D sep (E) such that there is an open set U with X = Y ∩ U . Then Theorem 5.8 immediately yields the following.
Corollary 6.7. Given a formula ϕ(x, ρ, y, λ) of L se without valued field quantifiers, there is a bound Λ such that for any valued field K and anyp = (p 1 , ...,p m+n )
where E ′ = E σ,E[p1,....,pm+n] .
Let ϕ be an L se -formula without valued field quantifiers and let K ⊂ L be a valued field extension. Then even when the E-analytic structure on L extends the one on K, we are not guaranteed to have ϕ(K) ⊂ ϕ(L) as ϕ is not quantifier-free. Therefore some of the results from the previous section, such as Corollary 5.6, do not have complete analogs. Yet, we still can prove some results with model theoretic flavor. f ij (x, ρ) = 0) , we easily guarantee that ϕ ′ ∈ [ϕ]. Note that because kdim ϕ ′ = max i∈S kdim B i /J i , and because the sets defined in (6.3) are analytic manifolds of dimension kdim B i /J i , we are done by Theorem 6.6.
To finish, we turn our attention to the existentially definable sets. The arguments in the proof of Proposition 5.3 easily prove the following result for the projections of the sets we have so far been discussing. Theorem 6.9. Let ϕ(x, ρ, y, λ) be a formula of L se without valued field quantifiers, then for any valued field K, (i) mdim (∃y∃λ)ϕ(K) = dim(∃y∃λ)ϕ(K),
(ii) there is a quantifier free L D sep (E)-formula ϕ ′ (x, ρ) whose Krull dimension is dim(∃y∃λ)ϕ(K) such that ϕ ′ (K) ⊃ (∃y∃λ)ϕ(K).
Then, there follows a couple of corollaries which can be proved just the same way as Corollary 5.4 and Corollary 5.5.
Corollary 6.10. Let all the valued field quantifiers of the L se -formula ψ(x, ρ, y, λ) be existential and let π (d) (ψ(K)) be dense in a neighborhood. Then dim ψ(K) ≥ d + m + n.
is non-empty and finite. If the set R ∩ (X × (K
is definable by an L se -formula with only existential quantifiers of the valued field sorts, then
