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Abstract
Automatic human pose estimation is one of the major topics in computer vision. This is a chal-
lenging problem, with applications to gaming, human computer interaction, markerless motion
capture, video analysis, action and gesture recognition. This thesis addresses the problem of
automatically estimating the two dimensional articulated pose of a human in static range im-
ages. Implicit models of pose are trained to efficiently predict body part locations of humans
in static images based on easily computed depth features. While most prior work has focused
on pose estimation in RGB images, range data is used as the basis for this approach because
it provides additional information and invariances that can be leveraged to improve estimation
accuracy. Three main contributions are each described in their own chapter.
The first contribution proposes a novel method to estimate articulated pose by detecting pose-
lets and accumulating predictions from the detections. A basic assumption throughout part-
based pose estimation literature is that a “part” should correspond closely to an anatomical
subdivision of the body such as “hand” or “forearm”, but this is not necessarily the most salient
feature for visual recognition. If the part corresponds to a highly deformable anatomical part
it becomes even more difficult to detect reliably, making it susceptible to high levels of false
positive detections. By contrast, a description such as “half a frontal face and shoulder” or
“legs in a scissor shape” may be far easier to detect reliably. The concept of a poselet, defined
as a set of parts that are “tightly clustered in configuration space and appearance space” is em-
ployed as the representation, and detectors are trained on poselets extracted from the dataset.
Meta-data such as the direction and distance from each poselet to each landmark is stored in a
database. At test time the method works by applying a multiscale scanning window over the
image, and trained poselet detectors activate and predict offset meta-data into Hough accumu-
lator images of the landmark locations. Furthermore, by employing an inference step using the
natural hierarchy of the body, limb estimation is improved.
The second contribution of this thesis is to cast the pose estimation task as a continuous non-
linear regression problem. It is demonstrated that this problem can be effectively addressed by
Random Regression Forests. This approach differs from a part-based classification approach
in that there are no part detectors at any scale. Instead, the approach is more direct, with binary
comparison features computed efficiently on each pixel which are used to vote for body parts.
The votes are accumulated in Hough accumulator images and the most likely hypothesis is
taken as the peak in a winner-takes-all approach. A new dataset of aligned range and Red,
Green, Blue (RGB) data with annotations of 25,000 images over 12 subjects is contributed.
The final chapter of this thesis describes a novel conditional regression model based on poselet
detectors. A second contribution of this chapter is the development of a geodesic based method
that, combined with estimates of rigid parts, delivers significantly higher predictive accuracy
on deformable parts. Intuitively, deformable parts such as the hands correspond to geodesic
extrema which can be found using geodesic distances, leading to a further improvement in
the accuracy of the model. A geodesic mesh is constructed from the underlying range data
and labels are assigned to geodesic extrema. The method proposed exploits the complemen-
tary characteristics of rigid and deformable parts resulting in a significant improvement in the
predictive accuracy of the limbs.
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Chapter 1
Introduction
One of the central aims of the field of computer vision is understanding activity of humans
in video. While humans themselves possess a remarkable ability to accurately estimate the
pose of objects including other humans, computer vision algorithms face many challenges
in the form of variations in ethnicity, clothing, orientation, background and occlusion. Over
the course of the last 20 years, hundreds of papers have been published on pose estimation
and activity recognition. This research focus is motivated by the many potential applications,
both scientific and commercial, and has the potential to revolutionise the way we interact with
technology, monitor behaviour and analyse visual footage of humans.
This thesis began with the goal of developing algorithms to aid Sign Language Recognition
(SLR) [4]. A working system would have significant social benefit in bringing together deaf
and speaking communities that in most cases are separated from each other. While automatic
speech recognition is now accepted as a largely solved problem with systems commercially
available, SLR for commercial and private use is all manual and provided by skilled and expe-
rienced personnel. The cost of translation services and scarcity of interpreters further serves to
motivate interest in SLR. Many of the approaches to SLR treat the problem as if it is simply
Gesture Recognition without considering the linguistics of manual features and non-manual
features such as expression and pose and finger spelling. While some methods for SLR are not
tracking-based, it is accepted that accurate and robust pose estimation especially of the hands
would significantly assist in the task of SLR, providing motivation for the contributions of this
thesis to automatic pose estimation.
1
2 Chapter 1. Introduction
Applications of pose estimation can be broadly grouped into three categories; surveillance,
control and analysis. Surveillance applications generally cover unconstrained scenarios where
automatic monitoring of numerous people is required. Typical questions that such applications
seek to address include people counting, flow dynamics, and security issues such as suspicious
or abnormal behaviour. Applications where the estimated pose or motion is used to control a
device are termed control applications and can include gaming, gesture recognition and Human
Computer Interaction (HCI). Finally, analysis covers a range of applications where the goal is
to understand aspects of the underlying activity, such as pose estimation to localise a treatment
in medical imaging or compression of video content for saving or transmission. Some examples
of applications are shown in Figure 1.1.
(a) Surveillance. (b) Control. (c) Analysis.
Figure 1.1: Applications of pose estimation range from (a) surveillance here depicted in footage
from a cctv camera, (b) control of a HCI interface through gesture recognition and (c) analysis
of human motion and capture.
The task of pose estimation remains a difficult one, primarily because the human body is such
a highly deformable object, able to take on a widely diverse range of poses. Additionally, there
is large variability in body shape and clothing among the population. Image capture conditions
such as lighting, shadows, camera viewpoint and scale also vary considerably, body parts may
be occluded (including self-occlusion) and the image background is often complex. Examples
of some of these challenges can be seen in Figure 1.2.
Recently, static pose estimation has attracted much attention, with the release of the Kinect
TM
by Microsoft Research demonstrating that discriminative pose estimation is capable of being
both robust and operating in real-time in Shotton et al [5]. The fact that this research has
matured into a viable commercial product within such a short timeframe is a testament to the
progress made by the computer vision community over the past few years. A review of the
3(a) Variability in occlusion. (b) Variability in body shape.
(c) Variability in clothing. (d) Variability in lighting.
Figure 1.2: Challenges of pose estimation include (a) occlusion, (b) variability in body shape,
(c) variability in clothing and (d) variability in lighting.
literature on static pose estimation reveals that the state-of-the-art on Red, Green, Blue (RGB)
data is the Pictorial Structures (PS) approach, whereas on range data the state-of-the-art is the
implicit model approach presented in this thesis and by Shotton et al. However, since various
methods operate on different modalities and the datasets on which they are evaluated are not
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published, it is difficult to compare their accuracy and robustness.
Existing approaches to automatic pose estimation can broadly be categorised into three meth-
ods, namely model-based such as Pons-Moll et al [6], example-based such as Sminchisescu
et al [7] and part-based methods, mostly based on the PS model such as Felzenszwalb and
Huttenlocher [8]. Model-based approaches are well suited to accurately recovering pose at
the expense of long optimisation procedures and complex kinematic models. Example-based
methods are generally fast, but require a significant amount of data to produce mappings that
can generalise to unseen images. Part-based methods deal with the complexity of deformable
articulated objects through a bottom-up approach that detects body parts and assembles them
into a model that best fits the data.
While developments in all three lines of research are ongoing, a fourth approach based on
implicit models has recently shown to achieve promising results. This approach holds the
promise of speed as with example-based approaches but the flexibility of part-based methods
to deal with complex deformable parts. It is within this relatively new area that this thesis
proposes and develops novel approaches to automatic pose estimation.
Implicit models share similarities with example-based approaches in that an appropriate fea-
ture descriptor and large amounts of training data are required, but the functional mapping is
not learned from a single descriptor computed over the entire image. Instead, like part-based
methods, features are computed over local regions, however, unlike part-based models there is
no explicit assembly stage. The responses from predictors contain implicit contextual informa-
tion that is combined to yield an overall prediction. This thesis argues that the implicit model
approach is novel in the context of automatic pose estimation and that it is competitive in terms
of predictive accuracy, robustness to failure and speed of estimation.
This research is inspired by the success of a number of diverse techniques and technologies.
First and foremost the Implicit Shape Model (ISM) of Liebe and Schiele [9] serves as the direct
inspiration. Their work showed that parts can be associated with meta-data, such as the location
of the centroid of the object to which they belong. When a part is detected, typically by the
standard scanning window approach, the detection can vote for the object centroid location.
Votes are accumulated and the peaks of the distribution serve as candidate object centroids.
One of the main insights presented in this thesis is that a part can vote for multiple “centroids”,
5where a centroid corresponds to a body part. A second inspiration is the success of Random
Decision Forests (RDFs) for large-scale machine learning and fast prediction. Finally, range
data offers invariances such as scale and illumination that other image modalities cannot while
providing additional spatial information about the scene. Initially the research for this thesis
began on range data captured from a Point-Grey Bumblebee stereo camera, however the range
resolution was very low with many undefined areas. The availability of range information from
low cost real-time range cameras such as the Kinect
TM
has been an enabling technology for
this thesis.
The task that this thesis sets out to achieve is to develop novel contributions that advance the
state-of-the-art in articulated pose estimation of humans in static range images. While much
research has been done with RGB images and silhouettes, the focus of this research is on range
data. The training and test data for this work is real and not synthetic data and is made available
to the community for comparative evaluations. An additional constraint is that the computing
hardware available for this work is limited to the resources of the Centre for Vision Speech and
Signal Processing at the University of Surrey. Ten 16 core Intel Xeon-based servers, each with
32GB RAM are provided for jobs that are CPU intensive, and four slower AMD-based servers
with 128GB RAM are available for memory intensive computing. The nature of the computing
environment is that jobs are run on a single machine and only the long-term storage is shared
over all machines via NFS. This differs from other environments such as Microsoft where all
cores within a cluster are shared and allocated based on demand. In my informal discussions
with Microsoft about their work I learned that they have a 1000-core cluster that they used to
train their decision trees. With so much computing power available, they took the decision
to compute their binary features on demand within the tree training algorithm, which meant
their algorithm required very little memory. I attempted this approach but found that training
individual trees on our fastest servers would take weeks and forests months. Practically this
constraint has meant that training decision trees have been limited to a subset of data that fits
within memory (considering that the algorithm used makes copies at each split) and that can
be trained within a reasonable timescale, that I considered to be days. These constraints serve
to limit the scope of the work and allow for meaningful comparisons to the state of the art.
During the writing of this thesis other labs have also made contributions toward this new line
of research, most notably Microsoft Research Cambridge. The field of pose estimation is a
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very active area of research which has made it challenging to distinguish my work published
concurrently with theirs. Throughout this thesis I will discuss their contributions and relate my
work to theirs. This thesis consists of three core chapters, each of which proposes and evaluates
a contribution to the field of computer vision.
Chapter 5 proposes to use the poselet as a novel feature representation for static pose estima-
tion, bridging the gap between example-based and part-based pose estimation. An implicit
model is learned by extracting poselets on training data and storing the offset distances and di-
rections to body part centroids. At test time, a multi-scale scanning window is applied over an
image, and trained poselet detectors activate and vote according to their stored meta-data into
Hough accumulator images for each of the body part locations. Furthermore, by employing an
inference step using the natural hierarchy of the body, limb estimation is improved.
In Chapter 6, the pose estimation task is cast as a continuous non-linear regression problem that
can be effectively solved by RDFs. This approach differs from a part-based approach by having
no part detectors at any scale. The approach instead computes features efficiently on each pixel
and uses the responses of the regression trees to vote directly for joint locations. These votes
are then accumulated in Hough accumulator images with the most likely pose configuration
hypothesis corresponding to the maxima in the parameter space. It is demonstrated that this
method outperforms the poselets approach. A new multi-modal dataset is introduced, much
larger than existing datasets and allowing for a comparison of RGB based methods against
methods based on range data.
In the final technical chapter, Chapter 7, a conditional regression method is proposed that uses
trained poselet detectors as the expert for the gating function and then applies regression forests
trained conditionally for the detected poselet. This serves as a conditional mixtures of experts
model. The votes from each regression forest are accumulated as before. Finally, a method
is proposed to address the low predictive accuracy on deformable parts (hands). Deformable
body parts correspond to the geodesic extrema which can be found using geometric methods.
Rigid and deformable parts exhibit complementary characteristics. The Hungarian algorithm
can be used to label the extrema by aligning them with rigid joint predictions to form an overall
prediction for the pose.
Chapter 2
Review of Pose Estimation
This chapter presents an overview of the main approaches to pose estimation in static images
with a special focus on pose estimation in static depth images. For a comprehensive survey the
reader is directed to the many survey papers that cover this topic [10, 11, 12, 13, 14, 15]. The
chapters in the specialist publication of Moeslund et al [13] on figure-ground segmentation and
part-based pose estimation are particularly relevant to this work.
Understanding humans is a fundamental aspect of computer vision and human pose estimation
has been an actively researched topic since the beginnings of the field starting with the work
of O’Rourke and Badler [16] and Hogg [17]. The past 30 years have seen hundreds of papers
published, yet only recently have robust solutions to the unconstrained problem become attain-
able with advances to the Pictorial Structures (PS) model, and increased computational power
coupled with better hardware such as the Kinect
TM
camera and associated software [5] and
OpenNI with NITE
TM
[18].
This thesis focuses on the challenging problem of recovering the configurations of people in
static images, often called articulated pose estimation. This task is related closely to the task of
recovering the configuration of humans over a sequence of images named articulated tracking
but differs in that temporal information is not available. The techniques applied to finding
solutions to both problems fall into the same broad categories. In many cases estimation of
pose in a single image is used as an initialisation or reinitialisation step during tracking, or is
used repeatedly within a filtering framework to avoid drift during tracking. In this chapter these
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categories of techniques will be reviewed as they apply to both problems with a focus on static
estimation.
Approaches to pose estimation can be considered on a linear scale ranging from purely genera-
tive top-down model based approaches, through part-based models, implicit models and finally
to approaches that are purely feature-based and discriminative with no model. Top-down model
based approaches start with an explicit model of the human body and seek to optimise the pa-
rameters of the model to best fit the data. Part-based models define the relationship between
parts and apply this model to find the most likely overall configuration of detected parts. A
more recent approach to pose estimation learns implicit models from the data which are ap-
plied to unseen images at test time to recover pose. Feature-based discriminative methods find
a mapping from the feature space to a high dimensional pose vector and recover the pose di-
rectly. This thesis seeks to develop techniques for learning and applying implicit models to the
pose estimation task.
2.1 Model-based Pose Estimation
Model-based pose estimation methods seek to recover the pose of a human from one or more
camera views given a model, a parametrisation scheme and an optimisation technique. The
parameters of the model are estimated by defining and minimising an error function that mea-
sures the degree of fit between the model and the data. To account for all the complexity in
appearance, shape and motion that sensors of the real world observe would require a perfect
model, but practical constraints such as finding the model parameters efficiently limit the de-
velopment of such a rich model. The model therefore needs to be simplified, typically by
assuming statistical independence between various underlying processes. With these simplify-
ing assumptions the model is made tractable but is weakened and unable to generate realistic
images. Model-based pose estimation must determine how to represent and parametrise the
model and how to optimise the model parameters. It must also consider which features are best
suited to estimating the model parameters. These aspects are discussed in the remainder of this
section.
A variety of models have been used to represent the human body shape, from basic geometric
primitives to detailed range scans of a given individual. The simplest models represent limbs
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as 2D or 3D cylinders such as Binford et al [19]. More complex models build the human
body from ellipsoids like Sminchisescu et al [20] and many Gaussian blobs in Plankers and
Fua [21]. In Cardboard People, Ju et al [22] represent parts with set of connected planar
patches. More detailed body models representing both articulated and non-rigid deformations
of the human body are described in Balan et al [23]. A specific model can be created (rigged)
for an individual from a range scan by fitting a template mesh to the scan, creating a skeleton
and finally skinning (fixing a texture map to the model mesh) the model to approximate realistic
animations.
After the model, which is typically a set of rigid connected parts, is selected the kinematic
parametrisation describing the articulated motion of these connected parts must be chosen.
Since human motion is mostly articulated, it can be expressed as a series of local rigid body
motions (a kinematic chain).
Four main parametrisations have been proposed, namely rotation matrices, Euler angles, quater-
nions and exponential maps. Details about the advantages and disadvantages of each parametri-
sation are discussed in detail in Pons-Moll and Rosenhahn [24]. The exponential map is the
parametrisation of choice for many because rigid body motions can be computed in closed
form, only three parameters are required and derivatives are very easily computed. In their in-
fluential work Bregler and Malik [25] used exponential maps to represent the kinematic chain,
updating the model from joint angles tracked with optical flow.
Given a model and a kinematic parametrisation, the final task is to find the set of parameters that
best explain the data in a given image (or multi-view images). This task is typically approached
by defining and minimising an error function that measures the degree of fit between the model
and the data, such as the Chamfer distance. Optimisation strategies can be broadly classed into
local approaches (such as gradient descent) or particle-based approaches. Local approaches
tend to be fast and accurate but are prone to fall into local minima making initialisation partic-
ularly important. Where this is used for tracking only a single hypothesis is propagated making
tracking prone to unrecoverable failures. Particle-based optimisation attempts to approximate
the likelihood of an image given the pose parameters with a set of weighted samples (parti-
cles). At a new image, a new set of particles are sampled with probability equal to the weights.
Because the number of particles required grows exponentially in the number of degrees of free-
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dom, annealed particle filtering of Deutscher et al [26] can be used to reduce the number of
particles. Alternative strategies include stochastic search approaches such as Gall et al [27] and
Markov Chain Monte Carlo (MCMC) based approaches that sample the solution space such as
Lee and Cohen [28] and Siddiqui and Medoni [29].
Included within model-based pose estimation are approaches that register a point cloud to a
given reference cloud with a known pose. The Iterative Closest Point (ICP) registration method
of Besl and Mackay [30] is often used as the starting point for such an approach. Knoop et
al [31] fit a cylindrical 3D upper body model using ICP to range data. Grest et al [32] also fit
a model to range data using ICP but in their formulation pose parameters are updated using
inverse kinematics based on model vertices found by nearest neighbour association and dense
correspondences between sampled depth observations. Ye at al [33] match a range data image
to a set of pre-captured images with a nearest neighbour search in a low dimensional subspace
and then refine the estimate with a non-rigid registration step.
Generative approaches to human pose estimation have the potential to generalise to complex
motions better than discriminative approaches and in multi-view settings the accuracy is often
much higher. However, monocular pose estimation and tracking remains an ambiguous prob-
lem. Furthermore, the iterative optimisation process can be computationally intensive making
real-time solutions harder to achieve.
2.2 Part-based Models
Part-based approaches address the pose estimation problem by decomposing the object into a
set of rigid parts connected by a high level model. By using parts, a (exponentially) large set
of deformed templates is made possible to be indexed. The approach generally works in two
stages: firstly the detection of possible locations for individual parts followed by an assembly
step that arranges the detected parts into a global configuration based on a predefined model.
A part is typically represented as a fixed size image patch template which is searched for in
a novel image using a scanning window to find high-scoring patches. Detections at multiple
scales can be achieved by searching over an image pyramid. The patches are then assembled
bottom-up into the most likely configuration based on geometric rules and prior information on
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the relationship of parts to each other. Examples of these models include constellation models
used in object detection by Burl et al [34], Fergus et al [35] where parts are defined at landmark
locations, Body Plans [36], Cardboard People by Ju et al [22] and Active Appearance Models
by Cootes et al [37].
While most part-based approaches apply a second assembly step after part detection, usually
because of high numbers of false positive detections, some approaches rely on strong detections
of parts alone to estimate the pose.
Plagemann et al [38] construct a graph mesh from range data for detection of anatomical land-
marks. They extract interest points with maximal geodesic distance from the body centroid
which are then classified as head, hands or feet using classifiers trained on range data patches.
The problem of occlusion is not addressed, although the authors report that their method has
difficulty in such situations. Ganapathi et al [39] build on this interest point detection approach
to estimate pose with a dynamic Bayesian probabilistic model. Schwarz et al [40] similarly
extract landmark positions using geodesic extremal points, which they then fit into a skeleton
model using inverse kinematics. Bakken and Hilton [41] skeletonise a visual hull and construct
a tree structure. Extremities are found in the pose tree are then labelled by a heuristic method.
Shotton et al [5] detect body parts in range images by classifying each pixel as belonging to
one of 32 categories using RDF classifiers. In their formulation each category corresponds to a
body part. The estimated location of each part is determined by applying a mean shift step on
all pixels that belonging to that part. The part classifiers are trained on large amounts of data
and labels are generated from proprietary motion capture models.
Approaches assemble the part detections into likely configurations using a variety of different
methods. Micilotta et al [42] train adaBoost detectors for head, torso and hands. Random
Sample Consensus (RANSAC) is used to assemble body part detections, with weak heuristics
used to eliminate obvious invalid configurations. The likelihood of a particular configuration
being a valid upper body pose is determined by comparing the configuration to an a priori
mixture model. The final likelihood for each configuration is computed by combining the a
priori model with the evidence of body part detections. Ioffe and Forsyth [43] apply tree-
based inference to detect parts. They recognise that a weakness of the tree-based model is the
inability to deal with occlusion and aspect variation and therefore propose to use mixtures of
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Figure 2.1: The original Pictorial Structures model of Fischler and Elschlager [1] showing the
relative locations of parts (eyes, nose, mouth etc.) that comprise the face. Deformations are
represented as springs.
trees. Body parts are detected using template matching. Mori et al [44] apply sophisticated low
level processing to segment body parts using normalised cuts. They then solve the body part
assembly step using a brute force approach. Ren et al [45] improve on this by employing an
integer quadratic program to solve the body part assignment problem which they claim to be
able to evaluate arbitrary pairwise constraints between parts.
2.2.1 Pictorial Structures
The most successful part-based model has undoubtedly been the influential Pictorial Structures
(PS) model proposed by Fischler and Elschlager [1] more than 40 years ago. They proposed it
for the original purpose of object localisation within an image, but the approach has proven to
be extremely effective for the task of pose estimation. Their original representation applied to
a human head is shown in Figure 2.1 with springs connecting parts of the face.
Under this formulation, parts typically correspond to anatomical body parts such as the head,
torso, upper and lower arms and upper and lower legs. The spatial relationship between parts
is modelled by a spring deformation model that encodes the rest position relative to the parent
and the ease with which it can be moved away from that rest position, either vertically or hor-
izontally. The score of a part can then be computed as the sum of a unary term describing the
response at a given location for that template and a binary pairwise term for the spatial relation-
ship with the parent. The overall score of the image is found by using an energy minimising
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formulation over all the parts in the image The model is appealing because of its generality. All
that is required to apply this model to find new objects is to define new part appearance models
and the deformation costs between parts.
Although the model gained much interest, it was not widely used because there was no obvi-
ous way of determining the many parameters of the model and the overall minimisation score
calculation is difficult and computationally expensive. Interest in this approach was rekin-
dled when Felzenszwalb and Huttenlocher [46, 8] proposed two restrictions that led to the
widespread adoption of this model. They proposed firstly to restrict the connection structure
between each part to a directed tree, i.e. a part is labelled as the root and all other parts descend
from this node with no cycles between connections. This restriction allows for the energy
minimisation problem to be computed by exact inference in polynomial time using a form
of Dynamic Programming called Belief Propagation (BP). The second restriction was on the
form of the deformation cost function to be of a certain type characterised by a Mahalanobis
distance between discrete translated locations. Distance transforms have been demonstrated as
a very efficient technique to do inference on this type of model where message passing is used
and it also allows for the parameters of the model to be estimated efficiently. The algorithm
works by independently estimating the best part location for each candidate torso (the root of
the tree) which, when combined with the distance transform is in practice no more expensive
than scoring each part independently.
Improvements to this PS model are often in the form of better appearance models for the
part detections, or variations on the structure or parametrisation of the deformation model.
The initial approach of [8] encoded the appearance with a priori models of each part with a
foreground rectangle set within a background rectangle. This allowed the easy use of back-
ground/foreground segmentation on which to score part location. Ronfard et al [47] learn body
part detectors using Support Vector Machines (SVMs). Andriluka et al [48] improved on these
simple appearance models by discriminatively training part boosted part detectors based on
the shape context descriptor. Kumar et al [49] use a combination of multiple heterogeneous
part detectors with parameters trained as an optimisation problem to improve detection accu-
racy. Detectors are applied in order, progressively refining the detection accuracy at each step.
Johnson and Everingham [50] learn gradient based descriptors combined with segmentation
cues for better appearance models. Eichner et al [51] build appearance models by learning the
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relative locations of parts and transfer appearance models between symmetrical parts. John-
son and Everingham [52] address the problem of self occlusion by clustering poses to improve
appearance models yielding a mixture of trees approach. Yang and Ramanan [53] account for
rotations and foreshortening of parts by modelling a family of affine warped templates as a
mixture of parts. Tian et al [54] also use a mixture of templates to model part appearance, but
include higher order relationships using the hierarchical structure and latent nodes. Charles
and Everingham [55] learn mixture models of shape based on range data. Poselets are used as
the parts by Wang et al [56] who extend the representation to a hierarchy of poselets.
Ramanan [57] describe an iterative parsing approach that improves the estimate by building
better features for each subsequent iteration. The first step estimates body part locations by
matching an edge-based deformable model to the image. These generally poor estimates are
used to build region-based deformable models for each part. Estimates from the region models
are used iteratively to build more accurate region models for the part until convergence. Ferrari
et al [58] build on this approach and reduce the search space by a progressive approach that
detects bounding boxes for humans, highlights the foreground, estimates an initial parse and
exploits temporal continuity to build strong appearance models for subsequent parses. Sapp
et al [59] improve appearance models by learning a course-to-fine cascade that is used to pro-
gressively filter the pose space. While the traditional PS model uses a covariance and mean
to parametrise the pairwise deformation cost, Sapp et al [60] allow parameters to be estimated
from a global estimate of pose that produces priors from a small subset of training images.
In the traditional formulation of the PS model [8] high level information about the configuration
could not be encoded within the model because only pairwise relationships are used, with the
advantage that exact inference was possible using a belief propagation. However, this model
suffers from the double counting problem where a strong response for a part may be used
more than once and does not deal well with occlusion. To overcome these limitations, some
approaches have added additional high level constraints such as symmetry between parts or
additional spatial constraints, creating loopy graphs. Allowing a non-tree structure enables the
encoding of high level information, but requires the use of alternative inference approaches.
Lan and Huttenlocher [61] augment the tree structure with latent variables to model pairwise
kinematic relationships between limbs identified through common factor analysis. Sigal and
Black [62] develop an occlusion sensitive likelihood that explains image evidence by adding
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additional edges to the tree model and accounting for occlusions explicitly during approximate
Bayesian inference. While this approach captures important non-local dependencies, it makes
inference intractable. Ren et al [45] and Jiang and Martin [63] augment tree graphs with useful
pairwise constraints and solve the approximate inference problem with Integer Programs [45]
and Integer Quadratic Programs [63]. These methods do not scale well and limit the total
number of candidate locations for each part to 500 to avoid the combinatorial complexity. Tian
and Sclaroff [64] show how branch and bound can be used to limit the search space with loopy
graphs allowing for exact inference when the appearance constraints between parts supplies the
model with strong enough bounds. Singh et al [65] break up the loopy graph into trees using
dual decomposition, and then use branch and bound to generate a strong lower bound from
the trees. Wang and Mori [66] use multiple tree models to allow for higher order relationships
while still achieving the fast exact inference that tree models provide. Tran and Forsyth [67]
describe a fully connected model that may yield better estimation results but requires alternative
less efficient approaches for inference.
2.3 Implicit Models
A third approach to pose estimation is the one developed in this thesis, implicit models. Im-
plicit models learn geometric relationships between body parts without the need to assemble
detections directly. The idea of an implicit model can be traced back to the Implicit Shape
Model (ISM) of Liebe and Schiele [9, 68]. Their approach consists of a codebook of local
features (or visual words) which each maintain a store of the object centre location relative to
itself. For object detection, the features that are computed at each image location are matched
to the codebook and if a match is found it then casts votes for the object centroid. This approach
is a probabilistic extension of the Generalised Hough Transform.
The idea of learning a codebook of body parts that maintain a store of the relative body part
locations as a method for estimating human pose is the subject of Chapter 5. Published con-
currently with the content of Chapter 6 in Holt et al [69] was the work of Gershick et al [70]
where a model of human pose is learned from training data, and predictions are made based
on local parts or features. This work is in many ways similar to mine and will be discussed in
more detail in Chapter 6. Sun et al [71] extend this approach by including a latent variable that
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encodes aspects of the global pose such as orientation, upon which they can make conditional
estimates of the body part locations at test time.
2.4 Feature-based Methods
Some methods have been proposed that learn the relationship between image features and sub-
ject pose directly, requiring a well crafted feature descriptor, a large amount of representative
training data and a mapping capable of relating a high dimensional input space to the pose
space. Discriminative, feature-based or example-based approaches learn a complex mapping
between a feature representation of image exemplars and a parametrisation of the underlying
pose. These methods offer the promise of speed by moving the computationally expensive
task of learning offline. At test time an image descriptor is evaluated by the predictor directly
making it very fast, but the method is heavily dependent on training data and the ability to
predict a high dimensional vector. Because there is no system that is currently able to pro-
vide accurate 3D ground-truth for humans in unconstrained scenes (this is the problem that is
to be solved), training datasets are often generated using animated motion capture sequences
such as the Poser dataset [72, 73], or commercial motion capture systems are used in engi-
neered environments [74]. In both cases there is the question whether synthetic data is realistic
enough for learned predictors to generalise well to real data. The many degrees of freedom in
the human body means that a large training set containing all the expected poses is required,
making it infeasible to cover the entire pose space. Furthermore, the restrictions on achievable
kinematic configurations coupled with the many degrees of freedom mean that interpolation
between poses is a very challenging task.
Brand [75] demonstrated one of the first example-based approaches, learning a mapping be-
tween silhouettes and 3D pose by modelling the manifold of human and velocity configurations
with a Hidden Markov Model (HMM) and entropy minimisation. Because this method mod-
els the dynamics of human poses over time it requires significantly more data to create a well
populated manifold than if it was only modelling single configurations. In their discussion they
acknowledge that to scale their approach to more varied data will require more HMM states
and by implication more training data to populate the manifold. Rosales and Sclaroff [76] learn
a mapping from Hu moment descriptors to 2D joint positions. The Hu moments are calculated
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from silhouette, but the task is simplified by clustering 2D joint positions of the training data
using a Gaussian Mixture Model (GMM). The mappings within each cluster are then learned
using an Artificial Neural Network (ANN). At test time every cluster is evaluated on the sil-
houette and the best resultant pose is selected by computing the Hu feature descriptor on the
output pose and comparing to the original feature. Rosales et al [77] extend and generalise
this work to multiple uncalibrated views using a statistical inference method called Special-
ized Mapping Architecture (SMA). The SMA provides several pose hypotheses, each one with
correspondences of 2D joint locations across frames and views. From the set of pose hypothe-
ses, 3D pose can be recovered via multiple-view geometry and an Expectation Maximisation
algorithm.
Mori and Malik [78, 79] use Shape Context features and a deformable matching procedure to
align a given image to a stored set of exemplars. They recognise that the matching process is
computationally expensive, and so propose a pruning step to reduce the number of exemplars
to the most likely candidates. They consider using exemplars on parts to avoid the exponential
explosion required of full exemplars, but find that a further inference step is required to enforce
consistency of the final configuration.
Agarwal and Triggs [72, 80] apply the Bag of Visual Words representation popular in object
categorisation to the task of recovering body pose. A codebook of visual words is created from
local image features and the image is described by a sparse vector of occurrence counts of
these visual words. The codebook is often the cluster centres of a clustering step over all local
features. One disadvantage of this feature descriptor is that it ignores the spatial relationships
between local image features. For a test silhouette shape context descriptors are computed at
regular intervals on the silhouette boundary and a histogram over the codebook is generated
to form the final feature. The Relevance Vector Machine (RVM) is used to find parsimonious
solutions to the regression problem.
Also using RVMs is the pose estimation and tracking approach of Thayananthan et al [81]
who extend traditional RVM regression to multiple outputs, allowing them to learn one-to-
many mappings from feature space to pose space. Bissacco et al [82] use Haar features on
appearance and motion and develop a multiple output gradient boosted regression approach
that is fast since it simply evaluates a very short tree for each patch.
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Shakhnarovich et al [73] use a parameter sensitive variant of Locality Sensitive Hashing and
locally weighted regression to efficiently lookup and interpolate between similar poses. By
generating a huge synthetic dataset using the Poser software package, they are able to populate
the pose space sufficiently to enable retrieval of similar configurations for their test set. The
features used by Shakhnarovich et al were multilevel edge histograms, in principle very sim-
ilar to Histogram of Oriented Gradients (HOG) features by Dalal and Triggs [83]. The main
advantage of this method is that it can find a similar pose in sub linear time, however a vast
quantity of data is required to generalise to this approach to unconstrained settings.
Baak et al [84] follow on from Shakhnarovich et al [73] with a k-Nearest Neighbours (k-NN)
method that looks up similar poses in a database based on geodesic features. Their method
extracts the 5 geodesic extrema from a graph mesh and use their relative positions as an index
into a database from which they lookup the pose. The ability to identify extrema efficiently is
complementary to implicit models that have been shown to perform well on rigid body parts
but tends to have difficulty with highly deformable parts, which invariably are the extremal
points. After a similar configuration is found, their method applies a generative optimisation
procedure to refine the estimate. This allows the reduction of risk of getting stuck in local
minima for the generative step without time intensive demands of global optimisation.
The choice of feature is a crucial aspect of example-based pose estimation. Features can be
seen on a scale of no spatial constraints such as a bag of visual words to the other extreme of a
regular grid of local descriptors that rigidly enforces spatial relationships with no invariance to
translation, scale or rotation. Kanaujia et al [85] propose Multilevel Spatial Blocks that extend
the block of Scale Invariant Feature Transform (SIFT) Features descriptor by increasing the
SIFT descriptor cell size at subsequent layers. The features are used within a metric learning
approach called correlation analysis to enforce invariance within the same classes of 3D poses.
Other manifold learning approaches include Rogez et al [86] who condition a Random Forest
model by clustering similar poses hierarchically. Similarly, Elgammal and Lee [87] learn a
manifold representation for silhouette inputs of activities with non linear dimensionality reduc-
tion and mapping functions to move from feature space to the manifold and from the manifold
to the 3D pose space. This approach is only suitable to learn on data provided by activity
sequences making it difficult to generalise to unseen images. In Sminchisescu et al [88] silhou-
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ette ambiguity is addressed by clustering the silhouette feature space following which these are
split into sub-clusters conditioned on their poses. Conditional mixtures of experts are learned
to model different areas of the input space, with experts selected by a gating function.
Latent variable approaches are a powerful technique to condition the model based on the in-
put. This technique can be applied with a wide range of predictive models such as Gaussian
processes. Ek et al [89] learn a shared latent representation that relates corresponding pairs of
feature and pose using a Gaussian Process Latent Variable Model (GP-LVM). Inference of the
pose from this model firstly finds positions in the latent space most likely to have generated ob-
served features and mapping the point in latent space back to pose space. Bo et al [90, 91] use
Gaussian processes to model the global pose within a structured prediction framework. Other
structured prediction approaches include Sminchisescu et al [92, 93]. Spectral Latent Variable
Models have been suggested by Bo [94].
Each of the approaches described here have advantages and drawbacks. Some researchers
have suggested that a combination of discriminative and generative approaches would result in
faster, more robust and more accurate results. The argument is typically that the example-based
method provides a good initial estimate of the human configuration from which an explicit
model can be iteratively refined using model-based techniques.
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Chapter 3
Random Decision Forests
The premise of this thesis is that implicit models can be learned to predict the pose of humans
in static images. Random Decision Forests (RDFs) are used as the learning technique because
they are among the best performing methods for classification and regression for non-linear
problems and scale well to large numbers of features and samples. Importantly they are fast
at making predictions by traversing nodes from the root node to a leaf where a prediction is
made, with trees typically less than 20 nodes deep.
The Random Decision Forest (RDF) is a non-parametric learning framework that can be ap-
plied to both the classification and regression of supervised learning problems. A RDF is an
ensemble of decision tree classifiers, that makes predictions by combining the predictions of
the individual trees. Each decision tree can be trained to predict categorical or continuous out-
put labels from a given set of data. The intuition behind the approach is to partition the data
space into a number of regions and to fit a model for each region.
Since a globally optimal partitioning of the entire space in computationally infeasible, a greedy
strategy is adopted that recursively partitions the current region based on an information gain
measure. Another way of thinking about this is to consider that the goal of predicting the labels
is best achieved by finding splits that reduce the average uncertainty about the predictive target
in the training set. The highest scoring split is selected and the training set is partitioned into
left and right subsets, on which this procedure is again performed, thereby growing the tree.
While individual decision trees are prone to over fitting, they are a remarkably robust machine
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learning technique when combined within an ensemble (a forest). Training time is in many
cases faster than alternative learning techniques and prediction from an unseen sample is also
efficient.
This chapter is presented as a tutorial on RDFs and to introduce terminology and notation
which will be used throughout this thesis. More information on the statistical theory behind
trees can be found in Hastie et al [95], and a helpful tutorial on decision trees can be found in
Criminisi et al [96].
3.1 Classification and Regression Trees
The Classification and Regression Trees (CART) algorithm by Breiman et al [97] creates a
binary decision tree structure consisting of internal (split) nodes and leaf nodes. The internal
nodes store the decision plane coefficients and the threshold that describe the partitioning of
the input space into sub regions. The tree makes a prediction based on an input datum by
successively applying the decisions at internal nodes to traverse the tree until a leaf node is
reached. Each leaf node stores a predictive model for the region of the input space described
by the leaf node. The predictive model is applied to the datum to return a prediction.
To fit the tree model to the training data, a recursive partitioning strategy is applied to split
the training examples into two subsets. At each partition, a decision plane and a threshold are
chosen that maximises the information gain ( i.e. minimises the entropy) in the node under
consideration. An information gain criterion is often used because it finds the partition where
the labels at each subset are the most pure.
Decision trees are often used to solve the problem of classification where the task is to deter-
mine which class a given test data point belongs to. An example is shown in Figure 3.1 where
pairs of features from the Iris dataset 1 are used to train a decision tree and the resulting decision
boundaries separating the regions are shown. As the figure implies, the same predictor function
is applied to all points within a given region. So all setosa data points shown in dark blue lead
the decision tree algorithm to construct a decision boundary which classifies all points within
the light blue areas as setosa.
1The Iris dataset and many others are available at from UCI Machine Learning repository
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Figure 3.1: The decision tree classifier applied to the Iris dataset. For each pair of features, the
decision tree learns decision boundaries from the training samples.
Decision trees can also be used to predict an output variable that is not categorical but contin-
uous. An example of this is shown in Figure 3.2 where the house price (in thousands of USD)
is estimated based on a feature such as crime rate (CR), proportion of residential areas zoned
over 25,000 sq ft (ZN) etc.. Full details of the Boston House price dataset is also available from
the UCI repository. The algorithm partitions the feature space and learns a predictor for each
region. The target can be estimated on new data points by applying the predictor.
These two simple examples of classification and regression show that Classification and Re-
gression Trees (CART) is a very powerful learning approach that has wide application.
3.1.1 Training
Given a supervised training set S consisting of N F -dimensional vectors paired with N 1-
dimensional labels (Xi, yi) where Xi ∈ <F , i = 1, ..., N and yi ∈ <1, a decision tree
recursively partitions the data such that impurity in the node is minimised, or equivalently the
information gain is maximised through the partition.
http://archive.ics.uci.edu/ml/datasets.html
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Figure 3.2: The decision tree classifier applied to the Boston house price dataset. For each
feature, the decision tree learns a predictor for each region from the training samples.
Let the data at node m be represented by Q. For each candidate split θ = (j, τm) consisting of
a feature j ∈ [0, F ) and threshold τm, partition the data into Qleft(θ) subset
Qleft(θ) = (x, y)|xj ≤ τm (3.1)
and Qright(θ) subset (using set exclusion)
Qright(θ) = Q \Qleft(θ) (3.2)
The impurity over the data Q at node m is computed using an impurity function H(Q(θ)).
There are Nm data points in Q, nleft data points in Qleft and nright data points in Qright.
The choice the impurity function H(Q(θ)) depends on the task being solved (classification or
regression).
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H(Q(θ)) =
nleft
Nm
H(Qleft(θ)) +
nright
Nm
H(Qright(θ)) (3.3)
Select for each node m the splitting parameters θ that minimise
θ∗ = arg min
θ
H(Q(θ)) (3.4)
The partitioning of the data is most simply done using axis-aligned splits, where the partition
is created perpendicular to the chosen axis. More complicated split strategies can be imple-
mented such as linear combination (multivariate) splits where the decision boundary is a linear
combination over a number of axes. Although it is possible to train shallower trees with more
complex decision boundaries, the gain achieved comes at the expense of longer training times,
and less redundancy in the tree as Brodley and Utgoff [98] found. Optimal decision boundaries
can be achieved by training an ensemble of trees even with axis-aligned splits.
Classification
If the target y is a classification outcome taking on values 0, 1, ..., K-1, for nodem, representing
a region Rm with Nm observations, let
pmk =
1
Nm
∑
xi∈Rm
1k(yi) (3.5)
be the proportion of class k observations at node m. 1k(yi) represents the indicator function to
sum the number of yi = k.
Common criteria H(Q(θ)) to measure the impurity in the node are Gini
H(Q(θ)) =
∑
k
pmk(1− pmk) (3.6)
Cross-Entropy
H(Q(θ)) =
∑
k
pmklog(pmk) (3.7)
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Figure 3.3: Prediction with a decision tree. The tree is traversed by successively applying the
decisions stored at each node until a leaf node is reached. The predictive model is applied to
the input to yield a prediction for the tree.
and misclassification
H(Q(θ)) = 1−max(pmk) (3.8)
criteria.
Regression
Given a continuous target y, for node m, representing a region Rm with Nm observations,
a common criterion H() to minimise is the Mean Squared Error (MSE) criterion. Initially
calculate the mean yˆm over a region
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yˆm =
1
Nm
∑
i∈Nm
yi (3.9)
The MSE is the sum of squared differences from the mean
H(Q(θ)) =
1
Nm
∑
i∈Nm
(yi − yˆm)2 (3.10)
Recurse for subsets Qleft(θ∗) and Qright(θ∗) until the maximum allowable depth is reached,
Nm < min samples or Nm = 1.
3.1.2 Prediction
The predictive model Pm() stored at a leaf node can be a function of the input data Q at a
leaf node m. Most commonly however, the predictive model for classification is simply the
histogram of class labels Pm() = pmk, and for regression is Pm() = yˆm.
Predicting the tree response to a new data point x ∈ RF is achieved by applying at each internal
node m the decision stored by parameters θ = (j, τm)
left = xj ≤ τm (3.11)
to yield a Boolean variable that determines whether to traverse the left or right sub-tree, until
a leaf node is reached. The result returned by the tree is then Pm(x). An example of this
prediction is shown in Figure 3.3 where the nodes traversed are shown in green until a leaf
node containing the model of the region is reached.
3.1.3 Tree Parameters
Several parameters governing the training of the tree impact both the duration of training and
the accuracy of the tree. The two main tools available to prevent over fitting of the tree to a
given data set are to limit the maximum depth to which a tree can be trained, and to require
that there be at least a minimum number of samples present at a leaf node. A balanced binary
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tree requires 2d samples, where d is the depth, to populate all leaf nodes with at least 1 sample.
A useful rule of thumb, assuming an even split of the data at each internal node, is that a tree
should be expected to train to a maximum depth of log(n) samples.
3.1.4 Discussion of Decision Trees
The advantages of decision trees are that they are simple to understand, to interpret and to
visualise. The model is transparent and is easily explained by Boolean logic, whereas some
other techniques, like an artificial neural network, are more difficult to interpret. There is very
little preprocessing of data required where other techniques often require data normalisation,
creation of dummy variables or the removal of blank values. The cost of using the tree (i.e.,
predicting data) is logarithmic in the number of data points used to train the tree. Trees are
able to handle both numerical and categorical data where some other techniques are often
specialised for one type of variable. The tree is also capable of generalising well even if its
assumptions are somewhat violated by the true model from which the data were generated.
Disadvantages of decision trees include over fitting of the model to the data. Mechanisms
such as pruning, setting the minimum number of samples required at a leaf node or setting the
maximum depth of the tree are necessary to avoid this problem. Trees can be unstable because
small variations in the data might result in a completely different tree being generated, however
this problem is mitigated by using decision trees within an ensemble. The problem of learning
an optimal decision tree is known to be NP-hard as Hastie et al [95] describe. Consequently,
practical decision-tree learning algorithms are based on heuristic algorithms such as the greedy
algorithm where locally optimal decisions are made at each node. Such algorithms cannot
guarantee to return the globally optimal decision tree. There are concepts that are hard to learn
because decision trees do not express them easily, such as XOR, parity or multiplexer problems.
All of these problems can be mitigated by training multiple trees in an ensemble learner.
3.1.5 Alternative Decision Tree models
The first Decision Trees appeared in the mid 80’s with Iterative Dichotomiser 3 (ID3) by Quin-
lan [99]. ID3 is perhaps the simplest algorithm to understand and appears frequently in tutorials
on decision trees. The algorithm creates a multi-way tree (i.e. more than 2 children at each
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Figure 3.4: Random Forest Regression. A forest consists of a number of decision trees. The
input subregion at each leaf node (shown with rectangles) is approximated with a constant
value that minimises the squared error distance to all labels within that subregion. In this toy
example, the single dimension function f(x) is approximated by constant values (shown in
different colours) over various regions of the input space.
internal node), finding (in a greedy manner) the categorical feature for each node that will yield
the largest information gain for strictly categorical targets. Trees are grown to their maximum
size and then a pruning step is usually applied to improve the ability of the tree to generalise to
unseen data.
C4.5 by Quinlan [100] is the successor to ID3 and removed the restriction that features must
be categorical by dynamically defining a discrete attribute (based on numerical variables) that
partitions the continuous attribute value into a discrete set of intervals. C4.5 converts the trained
trees (i.e. the output of the ID3 algorithm) into sets of if-then rules. The accuracy of each rule
is then evaluated to determine the order in which they should be applied. Pruning is done by
removing the precondition from a rule if the accuracy improves without it.
C5.0 is Quinlan’s latest version release under a proprietary license. It uses less memory and
builds smaller rule sets than C4.5 while being more accurate.
30 Chapter 3. Random Decision Forests
Figure 3.5: Random Forest Classification. The class distribution over a region is stored at
the leaf node described by it. Classification of a novel sample is done by aggregating the
distributions for all trees to produce a final prediction.
3.2 Forests: Ensemble of Decision Trees
Bootstrap aggregation or bagging is a technique used to reduce the variance of a predictor. The
idea is deceptively simple; average the response of a predictor that is trained over bootstrapped
samples of the training data. Breiman [101] demonstrated that an ensemble of multiple trees
trained by bootstrap aggregation of the dataset yields a superior classifier to individual trees.
Examples of RDF classification and regression are shown in Figure 3.5 and Figure 3.4
yˆ =
1
T
T∑
t=0
yˆt (3.12)
to form a final prediction with lower generalisation errors.
3.2.1 Forest Model Parameters
There are 3 main strategies to inject the randomness required to generalise well to unseen
data. The first approach, termed bagging by Breiman [102], trains each tree on a different
subset of the samples, usually by sampling with replacement. The second strategy is to train
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Figure 3.6: Randomness in classification. In the first column the decision boundaries between
classes for a single decision tree classifier are shown. The second column shows the decision
boundaries for Random Forests and Extremely Randomised Trees are shown in the third col-
umn. Note how the decision boundaries become progressively softer as more randomness is
injected into the training process.
each tree on a different subset of the features first suggested in Ho [103]. A third approach is
to train each tree on a random subset of the samples and of the features, termed ’Extremely
Randomised Trees’ by Geurts et al [104]. Recent work by Louppe and Geurts [105] has shown
that training a large number of trees each on small randomly sampled subsets of samples and
features consistently outperforms other strategies and enables learning in scenarios where the
dataset cannot fit into available memory.
The model parameters of a Random Forest are therefore the number of trees in the ensemble,
the percentage of samples to use and the percentage of features to use when constructing each
tree. These parameters should be tuned based on validation data for each problem.
32 Chapter 3. Random Decision Forests
Figure 3.7: Randomness in regression. Three tree models trained to various depths are shown
regressing a sine wave. In the first column a single decision tree regressor is used, in the second
a Random Forest and in the third Extremely Random Trees. The estimate is smoother and more
closely correlated where more randomness is used in the process.
In Figure 3.6 three tree models are shown classifying the common Iris dataset. This shows the
effect of randomness on decision boundaries and provides a visualisation of the result that more
randomness leads to better probabilistic classification. The effects of randomness in regression
are shown in Figure 3.7 with a similar result of better predictive power as more randomness is
introduced.
3.3 Conclusion
RDFs are a very powerful machine learning tool with many positive properties including speed
of both training and prediction, robustness to various types of data and simplicity of model. The
interpretability of the generated trees make them especially attractive for application where an
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understanding of the basis for predictions is important. Although individual trees are known
to over fit to the data, this can be addressed directly by restricting or pruning the trees or by
fitting trees within an ensemble. Predictive accuracy is comparable and in many cases superior
to other learning techniques, and prediction is fast requiring at most as many simple decisions
as the tree is deep.
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Chapter 4
Datasets
While significant progress has been made in the field of automatic pose estimation, it is not
currently possible to accurately compare methods given the wide range of datasets on which
results in the literature are reported. Given the many possible configurations that the human
body is capable of taking, no dataset could possibly aim to represent them all. A number of
datasets exist, each focusing a particular aspect of the pose estimation problem with simpli-
fying assumptions. The result is that the datasets differ in terms of input modalities, level of
annotation, types of body configurations, scenarios and the level of precision required as out-
put. The goal of this section is to highlight the relevant datasets and describe the performance
metrics established by the community to quantify pose estimation accuracy. A summary of
publicly available datasets relevant to the problem of articulated pose estimation is presented
in Table 4.1. A new dataset containing a variety of subjects recorded with both depth and RGB
data is presented on which the methods described in this thesis are evaluated.
4.1 Image Sensors
A basic problem of human pose estimation is the large number of modalities underlying the
task, such as visual and range sensors, and the number of cameras ranging from a single camera
to in excess of 10.
Reconstruction of human motion from monocular intensity image sequences is still an open
problem largely because the problem is under constrained, meaning that additional information
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is required in the form of a prior model to make accurate estimates. On the other hand, multi-
view tracking requires the solution of challenging non-linear optimisation problems. Depth
sensors provide 3D measurements from a single viewpoint, bridging the gap between single
and multi-view systems.
RGB Appearance images (RGB) are ubiquitous yet the most difficult to work on because of
the large variability of clothing colour and texture, backgrounds and skin colour make robust
and accurate estimation of pose from appearance images only a very difficult problem. How-
ever, it is possible to detect faces, classify skin pixels and segment the foreground, making an
appearance-based approach more feasible.
Silhouettes Silhouettes [89, 80, 106, 93] are a useful basis for image features because they
can be extracted reliably from images assuming robust background segmentation methods are
available, they are insensitive to irrelevant surface attributes such as clothing colour and texture,
and they encode useful information about the 3D pose without the requirement of additional
annotation. Ambiguities inherent in the representation lead to a one-to-many mapping from sil-
houette to pose, affecting both horizontal mirroring (limb-flipping) and out-of-plane rotations.
Unfortunately shadow attachment and poor segmentation tends to create local distortions to the
silhouette. Balan et al [107] showed that lighting and shadows provides additional information
that can be exploited to constrain the pose recovery problem. A comparison of silhouette shape
descriptors can be found in Poppe [108].
Range data Range images display all the advantages of silhouettes without the problem of
shadow attachment and provide the additional information of the distance from the sensor to
points in the scene. Range images can be acquired using stereo matching, time-of-flight or
structured light, each of which have advantages and disadvantages. With the release of the
Microsoft XBox Kinect TM, a lost cost consumer range imaging camera, 3D scene geometry
can be acquired at video frame rates at Quarter Video Graphics Array (QVGA) (320 × 240)
pixels resolution. This data holds the promise of reliable 3D pose reconstruction from a single
viewpoint. Range images have been used as the basis for static pose dating back to 1994
by Simon et al [109] to estimate 3D pose and have been used more recently by a number of
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researchers including Fujimura and Hing [110], Plagemann et al [38], Zhu and Fujimura [111]
Ganapathi et al [39] and Shotton et al [5].
4.2 Evaluation of Existing Datasets
The objective of this thesis is to develop a method for static pose estimation based on a rela-
tively small training set of range images. While there exist databases for the task of static pose
estimation (see Table 4.1), none are suitable for this thesis. The Buffy dataset [58] contains
annotated upper body poses, but consists entirely of appearance data. Similarly, the Image
Parse dataset [57] is appearance only, and consists of full body images. The Stanford Time of
Flight (ToF) database [39] consists of depth data, with 2284 frames at a resolution of 144x176
for a single subject, making it difficult to test how the estimation technique generalises to
unseen data. The author is currently unaware of any dataset of depth images available for com-
parison of static pose estimation techniques. A contribution of this thesis is therefore to capture
and make available to the public a dataset consisting of aligned RGB and range images along
with 2D and 3D annotations from the KinectTMon which to develop and test pose estimation
approaches.
Table 4.1 lists the datasets commonly used for human pose estimation. The data format spans
images generated using the POSER software program, RGB data, multi-view images, Time
of Flight (ToF) and Structured Light (SL) depth. Annotations are Motion Capture (MoCap)
marker points, and 2D or 3D full-body pose (FP) or upper-body pose (UP). The error metric is
typically Percentage of Correctly-matched Components (PCP) but occasionally Average Joint
Angle Error (AJA) or Average Joint Position Error (AJP). Error metrics are discussed in more
detail in Section 4.4.
It can be seen that most of the datasets used to benchmark automatic pose estimation ap-
proaches are concerned with RGB images. This is understandable given that the vast majority
of real world image data is captured in RGB, but a significant amount of additional information
about scene geometry is present in depth data. However, progress on automatic pose estima-
tion research is hampered by the lack of a benchmark dataset for which both depth and RGB
are available. This thesis therefore presents two new datasets (annotated by a *) to investi-
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gate and evaluate the performance of depth-based approaches to pose estimation and to enable
cross-method evaluation.
4.3 New Datasets
Figure 4.1: The CDC4CV Poselets dataset is annotated with 10 landmark points for the head,
neck, left and right shoulders, left and right elbows, left and right hands and left and right hips.
CDC4CV Poselets The first new dataset is named CDC4CV Poselets after the IEEE Work-
shop on Consumer Depth Cameras for Computer Vision at ICCV at which it was presented.
The dataset consists of range data and landmark points in the 2D image plane of three partici-
pants performing a range of motions in front of the camera. Landmarks were labelled by hand.
The goal is to ensure that the upper body of each subject remains within the VGA (640× 480)
window. The dataset is partitioned into training (with 345 images) and test (347 images) sub-
sets (which is approximately the same size as the Buffy (748), Image Parse (305) and ETHZ
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Stickmen (549) datasets). The data was annotated by hand using a custom program written in
Python that registers mouse clicks as landmarks and saves these values to file. An example
with annotation labels is shown in Figure 4.1 and further examples of this dataset are shown
in Figure 4.3. This dataset is used to evaluate the Poselets technique developed in Chapter 5,
where the size of training data is doubled by flipping the images and groundtruth horizontally
prior to extracting Poselets.
CVSSP Pose Realising that the CDC4CV Poselets is still a relatively small dataset, and that
there has been no work comparing RGB based pose estimation methods with depth base tech-
niques, a second database was captured. This dataset, named CVSSP Pose after the research
centre at which it was captured, consists of 19000 training frames and 6500 test frames over 12
subjects. The data consists of QVGA (320x240) RGB images aligned with the 3D pointcloud
map and a usermask for background segmentation. The subjects are always in frame and are
free to perform any movement including turning around. The data is captured against a varied
office background. Landmark annotations of 11 upper body parts, head, neck, left and right
shoulders, left and right elbows, left and right hands, left and right hips and torso were labelled
manually using predictions from OpenNI NITE TMto bootstrap the process. In the chapters
that follow the torso is not included in the set of landmarks on which predictive models are
trained because localisation is difficult given that the point has little support in terms of visual
features. Every frame was evaluated for accuracy and incorrect annotations were either cor-
rected by hand where possible or the frame was discarded from the dataset. Landmarks are
provided both in the 2D image plane and in 3D real-world coordinates. Examples from Sub-
jects 1 through 4 from the dataset are shown in Figure 4.4, Subjects 5 to 8 in Figure 4.5 and
Subjects 9 to 12 in Figure 4.6.
4.4 Performance Metrics
A number of different performance metrics have been proposed to report accuracy, both quan-
titative and qualitative.
The AJA assumes that the skeleton can be parameterised as joint angles in space, and measures
the average error over each joint. This metric benefits from its independence of limb lengths or
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actual location in space.
AJP metric computes the average error of joint locations in space.
EAJP (x, xˆ) =
1
N
N∑
i=1
||Ji(x)− Ji(xˆ)|| (4.1)
where Ji(x) is a set of functions that map the body pose x and the estimated pose xˆ for each
of N joints i to either 2D or 3D space. Andriluka et al [3] note that the measure contains an
obvious flaw by assuming that skeletal proportions are known or can be estimated from the
image. Any mis-estimation of these skeletal parameters would lead to large reported errors
even if the pose is estimated accurately.
Figure 4.2: Example to illustrate the PCP method. Landmark data is shown with a black line
and the prediction is shown with yellow. The circles originating from the endpoints of the
landmark meet halfway, where r = 0.5.
Probably the most common metric used currently for 2D pose estimation, the PCP measure,
seeks to quantify the fraction of body parts that are correctly localised within an accuracy
bound. First proposed in [58] for use on the Buffy dataset, the original description of the
metric reads: “A body part is considered as correctly matched if its segment endpoints lie within
r = 50% of the length of the ground-truth segment from their annotated location.” Reporting
of performance under this metric is often done per body-part at the threshold r = 50% with
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overall PCP computed as the percentage of these correct matches. It is however often more
useful to see the curve produced by plotting the PCP as a function of r to gain insight into the
underlying technique. Examples of the 50% error threshold for the PCP metric is shown in
Figure 4.2.
Throughout this thesis, results are reported using the PCP error metric.
4.5 Discussion
This chapter considered the datasets available to evaluate pose estimation techniques and intro-
duced two new datasets. The technical contributions in the remaining chapters will be evaluated
on these datasets.
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Figure 4.3: Examples from the CDC4CV Pose dataset.
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Figure 4.4: CVSSP Pose Dataset Examples for Subjects 1 through 4 taken from the CVSSP
Pose dataset showing the complexity of poses against a cluttered background.
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Figure 4.5: CVSSP Pose Dataset Examples for Subjects 5 through 8 taken from the CVSSP
Pose dataset.
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Figure 4.6: CVSSP Pose Dataset Examples taken from Subjects 9 through 12 the CVSSP Pose
dataset.
Chapter 5
Estimating Upper Body Pose with
Connected Poselets
This chapter proposes a novel method called Connected Poselets for articulated human pose
estimation. The method combines the ideas of an Implicit Shape Model (ISM) of Liebe and
Schiele [9, 68] and the poselet proposed by Bourdev and Malik [2]. The ISM maintains of
a codebook of local features (or visual words) and meta-data associated with these features,
such as the object’s centroid location relative to itself. This provides an effective framework
for the task of object detection, by separating the detection of parts from the localisation of the
centroid. Features are computed for image patches and matched to the codebook. If a match
is found, votes are cast into an accumulator space for the location of the object centroid. The
ISM approach can be seen as a probabilistic extension of the Generalised Hough Transform by
Ballard [113]. This chapter proposes the novel idea to create a map of poselets to meta-data
consisting of offsets to landmark locations, which can be used efficiently to estimate human
pose within a Hough voting framework.
Related to the approach proposed is the Hough Forests work of Gall et al [114, 115] who tightly
integrate Hough voting with RDFs for the tasks of object detection and action recognition.
Maji et al [116] propose to learn the weights of a discriminative Hough transform based object
detector using a max-margin framework to improve object detection accuracy.
A basic assumption through part-based pose estimation literature, reviewed in Chapter 2, is that
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Figure 5.1: Example poselets from H3D dataset captured by Bourdev [2].
a “part” should correspond closely to an anatomical subdivision of the body such as “hand”
or “forearm”. However, this division is not necessarily the most salient feature for visual
recognition, especially if the part is highly deformable, making it susceptible to high levels
of false positive detections. A similar challenge is identified within part-based approaches to
object detection by Sivic and Zisserman [117], who suggest that parts must be small enough to
be matchable in a reasonably-sized database, but large enough to encode specific objects, not
generic visual words. This applies equally to parts of the human body.
Poselets are presented by Bourdev et al [118, 2] as a representation of human body parts
through which the problems of human detection and segmentation are addressed. A key con-
tribution of Bourdev et al [2] is the insight that a description such as “half a frontal face and
shoulder” or “legs in a scissor shape” presents a part that may be far easier to detect reliably.
A poselet, by the definition of Bourdev et al , is a set of parts that are “tightly clustered in
configuration space and appearance space”. The name poselet reflects the fact that it is related
to concept of a pose, defined as a specific configuration of the human body, but is only a subset
of the overall configuration. Examples of the poselets that Bourdev extracted can be seen in
5.1. Proposed Approach 49
Figure 5.1. While [118] proposed poselets for human detection within the traditional HOG
and SVM detector framework on RGB images, this chapter proposes to apply the concept of a
poselet to pose estimation using RDF classifiers trained on binary image features from range
image patches. The poselet representation provides a way to vary the size of parts since it no
longer relies on anatomical subdivisions of the human body thereby bridging the gap between
example-based and part-based pose estimation.
An overview of the approach proposed in this chapter is shown in Figure 5.2. A multi-scale
scanning window is applied over the test image. From positive detections by trained poselet
detectors, the meta-data consisting of offsets to landmarks is looked up and predictions are
made into Hough accumulator maps of landmark locations. Some further improvement is
found by applying an inference step using the natural hierarchy of the body.
5.1 Proposed Approach
The aim of the proposed approach is to find the set of poselets that maximally span configu-
ration space with the minimum number of poselets. Each new poselet is found by randomly
choosing a seed window and then finding candidates that are close in terms of configuration,
but may be different in terms of appearance. In this chapter the measure of closeness is a
Euclidean distance between each corresponding landmark. Once all instances of a poselet are
extracted, the distribution of landmarks relative to the centroid of a poselet is stored for the
prediction step.
Given that the definition of poselet covers any subset of configurations of the human body,
the term could be applied to a part described by a single joint or to the configuration of the
entire body and anywhere in between. Using just the smallest poselets (anatomically defined
parts) corresponds to the traditional part-based pose estimation approach, whereas using the
entire configuration corresponds to the example-based approach to pose estimation. The use of
poselets can be seen as a hybrid between these two major approaches.
A poselet is the semantic class. Each poselet consists of a seed and any number of instances.
Both the seed and instances are rectangular image patches that are extracted using an algorithm
described in the following section. A database is maintained to store the meta-data associated
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Figure 5.2: Overview. Features from a scanning window are evaluated using the poselet de-
tector and the meta-data from a match is voted into an accumulator image for each landmark.
Inference using the hierarchy of the body is used to improve predictions. The likely location of
each landmark is determined by find the peak (winner-takes-all) on the accumulator image.
with the instances of each poselet. The meta-data, extracted with the poselets during the first
step of this approach, consists of offsets from the centre of the instances to each of the body
parts from their image. These offsets are used at test time to vote for the location of the body
parts in the Hough accumulator images.
5.1.1 Extracting Poselets
Each poselet pi is treated as a semantic class. The goal is to find a minimal set of poselets
P from the training data that maximally span the configuration space. The algorithm used for
selecting poselets is as follows. A seed rectangle for poselet pi is randomly chosen within a
randomly selected training image, and other examples are found by searching each of the other
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training images for a patch where the local configuration of landmarks is similar to that in the
seed. A seed poselet must contain at least two landmarks to be considered valid. Candidate
poselets are compared to the seed by summing the Euclidean distance between corresponding
landmarks.
The Euclidean metric is used here because it was determined empirically that the extracted
poselets were distributed quite widely over the pose space, which introduced good variability
and prevented near-identical instances from crowding the around the seed poselet. A probabil-
ity distribution over the landmarks for each poselet is computed, which is used at test time to
make predictions of the locations of landmarks. Poselet extraction is essentially an unsuper-
vised clustering step in which the data is preprocessed for the classification task to follow.
The use of the Euclidean distance as a distance metric for poselets is based on a misunder-
standing of Bourdev’s method in [2] because of difficulty reproducing his algorithm based on
published work. Bourdev’s matlab code was released while the work in Chapter 7 was carried
out, which meant that the method for extracting poselets matches Bourdev’s algorithm much
more closely. Candidate poselets are found by transforming each set of coordinates through
unit space to target space and then selecting candidates with a low Procrustes distance in unit
Figure 5.3: Example poselets. Each row contains representative examples of a poselet from the
CDC4CV dataset.
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space. More detail on this method is provided in Chapter 7.
5.1.2 Training Poselet Detectors
Many part detection approaches make use of a HOG feature descriptor [83] within a SVM
classifier. While this has been demonstrated to work well, computation of the descriptor is time
consuming and it is not clear from the literature that this descriptor will generate a meaningful
description on range data.
Given that the image is derived from a range camera, the pixel relationships within a local
window contain sufficient information to efficiently discriminate between poselets, especially
with a tree based learner. Shotton et al [5] showed how decision trees can be very effective to
predict class (body part) distributions using a binary feature centred on the pixel under evalua-
tion. Binary pixel comparisons present an effective measure where the underlying image data
Aij is depth pixel intensities, but the approach presented in this chapter differs from [5] in that
the pair of pixels under evaluation for a given window is not required to include the pixel on
which the window is centred.
The feature vectors are computed for each poselet by random binary pixel differences on the
range data for the seed and all instances of each poselet. These feature vectors are stacked
vertically to form a matrix A, and the poselet labels corresponding to each feature vector are
stacked to form the labels `. Given a labelled dataset (A, `), Classification and Regression
Trees (CART) learners approach the learning task recursively by finding at each node m a
dimension l ∈ 1, ..., D on which to split the input data A that minimises some measure of
entropy. The CART learning algorithm described in Chapter 3 is applied to the poselet data
and labels.
This algorithm is applied recursively until all the class distribution at a node is pure (Qm(θ) =
0) or until the maximum allowable depth of the tree is reached.
5.1.3 Test
A multi-scale sliding window paradigm utilising a RDF classifier is used to detect activations
of poselets in a test image. For a given window position and scale, extract a binary pixel
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comparison feature descriptor X around pixel x. Evaluating the RDF on X with P poselets,
each tree returns a probability distribution over the poselet set αti = (αt1, . . . , αtP ), where∑P
i=1 αti = 1. αti is therefore probability that the i
th is activated at the window centred on x.
The output of the decision is averaged to yield the final output for the RDF.
P (α|X) = 1
T
T∑
t=1
αti (5.1)
A poselet pi∗ is considered as detected if
i∗ = argmax
i
αi and αi∗ > c (5.2)
where c is an empirically determined threshold.
5.1.4 Predictions and Inference
Let C(x, I) be a function that describes the RDF poselet classifier that returns the detected
poselet p. If no poselet matches then C(x, I) returns 0 to denote no poselet.
p = C(x, I) (5.3)
Let Dip represent the meta-data stored for each poselet p and each body part i. The offsets
stored in this meta-data is accessed using the following equation
o = Dip[j] (5.4)
A space with the same dimensions congruent to the two dimensional image plane is used the
output space for Hough voting. The input image and Hough accumulators are designed so
that they can be overlaid onto one another. For each body part q ∈ Q a Hough accumulator
Hq,∀q ∈ Q is defined, where the dimensions of the accumulator correspond to the dimensions
of the input image I: H ∈ <Iw ×<Ih ,H initialised to 0 for all pixels.
The following algorithm is applied to populate the Hough accumulatorHq∀q ∈ Q.
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Algorithm 1 Compute probability distributionHq
Input: Image I ,
for each pixel x ∈ I do
for each label qi ∈ Q do
p = C(x, I)
if p 6= 0 then
for each j ∈ Dip do
o1i ⇐ round(D1ip[j])
o2i ⇐ round(D2ip[j])
increment Hqi(x+ o
1
i , x+ o
2
i )
end for
end if
end for
end for
The key idea is that for each pixel in a test image, a RDF poselet classifier will be evaluated
to determine which poselet (if any) is detected. If a poselet is detected, then the meta-data
associated with that poselet (the offsets) for each body part will be voted into corresponding
accumulator. After all pixels have been evaluated, the global maxima for each accumulator is
taken as the prediction.
Since the aim is to improve the accuracy of the models on a relatively small dataset, it is
expected that leveraging the natural hierarchy of body parts might yield an improvement in
this regard. Predictive quality is improved by introducing a graphical model to represent the
relationship between upper body anatomical parts. Rigid parts like the neck and head and
shoulders show high accuracy whereas the hands and elbows have lower accuracy. By using
more accurate predictions from the shoulder to constrain predictions for the elbow, and the
shoulder and elbow to constrain the hand, the elbow and hand localisation accuracy improves.
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5.2 Evaluation
The approach presented in this chapter is evaluated on the CDC4CV Poselets dataset described
in Chapter 4. In the evaluation of this approach, there are numerous parameters to be decided
and tuned. Some of these have been set by definition such as the choice of feature to use (bi-
nary comparison), but this in turn generates more parameters such as the window size and the
number of possible comparisons comprising the feature descriptor. For the RDF classifier, pa-
rameters to tune are the number of trees in the forest and the maximum depth to train the trees.
Finally, for this method, there is the question of the optimal number of poselets. Experiments
could be undertaken to generate optimal values for each of these, but such is the parameter
space that the assumption would have to be made that the parameters themselves are indepen-
dent of each other which is not necessarily true. This work uses generally accepted values and
heuristics to empirically derive values for many of these parameters.
Results are reported using the Percentage of Correctly-matched Components (PCP) measure
described in Chapter 4 at r = 50% in Table 5.1. The variable r is used by the PCP measure to
describe a circle around groundtruth segments, with r = 0.5 being a circle with a radius half
the size of the segment. Figure 5.4 shows the effect of varying r in the PCP calculation. A low
value for r expects a very high level of accuracy in the estimation of both endpoints and relaxes
this requirement as r increases to its highest value. The method is 67% accurate overall on the
CDC4CV Poselets data, consisting of 345 training and 347 test images, showing very high
accuracy on the torso, with accuracy decreasing from torso to hand where the benefits of the
inference process can clearly be seen. These results are comparable in terms of overall accuracy
to the results of [58, 60, 51, 48]. However, as the underlying datasets are different, further
comparisons are not possible. Importantly these results are achieved without any kinematic
constraints on the estimate. Inference doesn’t provide fine corrections to posture, but is a
strong prior that reduces false positive detections in favour of more likely poses.
For each body part qi ∈ Q, a probability distribution is computed for that body part using Al-
gorithm 1. Figure 5.5 shows the raw probability maps of the left/right elbow/hand respectively
as well as the maximum a posterior body part configuration overlaid on the depth image. The
4 body part distributions that are affected by the graphical model are shown. Figure 5.6 shows
the same body part distributions with the inclusion of the graphical model. The reduced am-
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Head Shoulders Side Waist Upper arm Forearm Average
Without inference 0.99 0.78 0.93 0.73 0.65 0.52 0.58 0.14 0.21 0.61
With inference 0.99 0.78 0.93 0.73 0.65 0.69 0.66 0.22 0.33 0.67
Table 5.1: Percentage of Correctly-matched Components (PCP) at r = 0.5 of proposed method
on CDC4CV Poselets dataset. Where two number are present in a cell, they refer to left/right
respectively.
Figure 5.4: PCP error curve comparing poselet approach, with and without the inference step,
on the CDC4CV Poselets dataset. Inference results in slightly improved predictive accuracy
for larger values of r.
biguity in the distributions is an important result that justifies this approach since it leads to a
better final estimate of the pose.
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Figure 5.5: Qualitative example of not using inference to improve predictions. The 4 inset
images show a heat map representation of the accumulator images of the left elbow, right
elbow, left hand and right hand.
5.3 Discussion
In this chapter a new method called Connected Poselets has been developed for human pose
estimation in static depth images, using poselets as a representation for semantically similar
body parts. Each poselet is a class of semantically related parts, extracted by clustering image
patches containing similar joint configurations. At its coarsest level a poselet may correspond
to the entire body and at the finest level may correspond to an anatomically defined part. RDF
classifiers are trained as part detectors and the offsets from poselets to landmarks of interest are
stored in a database. At test time a scanning window is applied to an image and for each poselet
detection the associated offsets are voted into a Hough accumulator images. The estimate for
each part is then found by identifying the peak in the accumulator images using winner-takes-
all. A further inference step making use of the natural hierarchy of the body is employed to
improve results.
Poselets for pose estimation present a method to bridge the gap between part-based and example-
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Figure 5.6: Qualitative example of using inference. The 4 inset images show a heat map
representation of the accumulator images of the left elbow, right elbow, left hand and right
hand.
based pose estimation. The results of this chapter have shown that it is possible to estimate with
a high degree of accuracy the locations of the rigid body parts with a small training set. The
estimation results for highly deformable parts such as the arms and hands are relatively poor,
but with the inference step based on kinematic constraints results are improved. Examples of
pose estimation on the CDC4CV Pose dataset can be seen in Figures 5.7,5.8 and 5.9. In Chap-
ter 6 the challenge of improving the accuracy of estimation is addressed by learning the offsets
from a patch to the landmarks directly using a RDF regressor.
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Figure 5.7: Example predictions on Subject 1 of CDC4CV Poselets dataset. Left side: Predic-
tions using the proposed method without inference. Right side: Predictions with inference.
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Figure 5.8: Example predictions on Subject 2 of CDC4CV Poselets dataset. Left side: Predic-
tions using the proposed method without inference. Right side: Predictions with inference.
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Figure 5.9: Example predictions on Subject 3 of CDC4CV Poselets dataset. Left side: Predic-
tions using the proposed method with inference. Right side: Predictions without inference.
62 Chapter 5. Poselets
Chapter 6
Estimating Upper Body Pose with
Random Regression Forests and
Hough Voting
The pose estimation approach presented in the previous chapter applied the idea of the Implicit
Shape Model (ISM) Liebe and Schiele [9] to learn an implicit model of the human pose based
on poselet detectors. However, this approach is effective only so far as poselets are able to
be extracted from the dataset and be detected with low false positive and false negative rates.
The approach presented in this chapter continues to build on the ISM by learning an implicit
model using RDF regressors. This approach differs from a part-based approach by having no
part detectors at any scale. Instead, a feature descriptor is computed for a given patch around
each foreground pixel and the responses of the regression trees are used as votes for landmark
locations. The votes are accumulated in Hough accumulator images with the most likely pose
configuration hypothesis corresponding to the maxima in the parameter space.
This method of direct regression is novel in the context of human pose estimation, but recent
work has seen similar approaches used within other contexts such as the estimation of head
pose [119], anatomy detection and localisation [120, 121], estimation of age based on facial
features [122] and improving time-of-flight depth map scans [123]. The work of Gershick
et al [70] was published within a few weeks of Holt and Bowden [69] on which this chapter
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Figure 6.1: Overview. Given a single input depth image, evaluate a bank of RDFs regressors
for every pixel. The output from each RDF regressor is accumulated in a Hough-like accumu-
lator image. Peaks in the accumulator images are taken as the estimate for that landmark.
is based with no real difference in the method presented, and apparently equivalent results
in different datasets. Gershick et al [70] apply their method on a generated dataset of 100K
images rendered from mocap data. Similar to the work presented in this chapter, they note that
accuracy remains relatively poor on deformable parts.
6.1 Proposed Approach
As with the previous chapter, the goal of this chapter is to estimate the configuration of a person
in the 2D image plane parameterised by B body parts as defined in Section 5.1 of Chapter 5.
The novelty in the approach presented here is twofold. Firstly, this approach is able to learn
the relationship between the context around a point x in a training image and the offset to a
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body part bi. Given a new point x′ in a test image, the learned context can be used to predict
the offset from x′ to bi. The second contribution is to use Hough accumulators as body part
likelihood distributions where the most likely hypothesis bˆi is found using winner-takes-all.
6.1.1 Image Features
A central requirement of the proposed approach is to compute a feature from a depth image
patch around a foreground pixel. The offset from the central pixel to each of the landmarks
(body parts) is calculated and stored as meta-data associated with each feature. It is however
not immediately obvious what the optimal feature descriptor would be for this task. The ideal
feature descriptor should be very fast to compute, able to encode the context around the pixel
and be invariant to the depth and scale of the subject. A variety of feature descriptors have been
used successfully in computer vision and this thesis will draw upon that work and not seek to
develop a new descriptor.
The feature used in this chapter is the Binary Random Comparison descriptor first described
in Amit and Geman [124] and subsequently used in Lepetit and Fua [125], and Shotton et al
[5] to range images. While this is an inherently weak feature, it is easy to visualise how the
feature relates to the image. Furthermore, with a simple feature such as this, it is possible to
move the complexity tradeoff on to the machine learning algorithm. Even though the feature is
weak, some discriminative power is found in the relative angles and distances encoded by the
feature. An important attribute of this feature is invariance to the distance from the camera and
therefore the scale of the subject. The binary features are taken from a large, virtually infinite
family of possible comparisons.
Given a current pixel location x and random offsets φ = (u,v) |u| < w, |v| < w at a
maximum window size w, define the feature as
fφ(I, x) = I(x+
u
I(x)
)− I(x+ v
I(x)
) (6.1)
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Figure 6.2: Image features. The most discriminative feature φ is that which yields the greatest
decrease in mean squared error, and is therefore by definition the feature at the root node of the
trained decision tree. In (a) the pixel x is shown with these offsets φ = (u,v) that contribute
most to heady (the row) and in (b) the offsets φ that contribute most to headx (the column).
where I(x) is the depth value (the range from the camera to the object) at pixel x in image I
and φ = (u,v) are the offset vectors relative to x. As described in Shotton et al [5], the offset
vectors are scaled by a factor 1I(x) to ensure that the generated features are invariant to depth.
Similarly, define I(x′) to be a large positive value when x′ is either background or out of image
bounds.
To illustrate the Binary Comparison feature, two figures are shown in Figure 6.2. These figures
are the two most discriminative features that were found to predict the head, overlaid onto test
images. These features make sense intuitively, because in Figure 6.2(a) the predictions of the
row location of the head depend on features that compute the presence or absence of support
in the vertical direction and similarly for Figure 6.2(b) in the horizontal direction.
6.1.2 Hough Voting
Hough voting is a technique that has proved very successful for identifying the most likely
hypotheses in a parameter space. It is a distributed approach to optimisation, by summing
individual responses of an input in parameter space. The maxima are found to correspond to
the most likely hypotheses.
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(a) Overall estimate. (b) Hough accumulator for left shoulder.
(c) Hough accumulator for left elbow. (d) Hough accumulator for left hand.
Figure 6.3: Hough accumulator images. The Hough image is a probabilistic parameterisation
that accumulates votes cast by the RDFs. The maxima in the parameterised space correspond
to the most likely hypotheses in the original space. The overall estimate is shown in (a). Each
Hough accumulator shows the concentration of votes cast for the (b) left shoulder, (c) left elbow
and (d) left hand.
A space with the same dimensions congruent to the two dimensional image plane is used the
output space for Hough voting. The input image and Hough accumulators are designed so
that they can be overlayed onto one another. For each body part q ∈ Q a Hough accumulator
Hq,∀q ∈ Q is defined, where the dimensions of the accumulator correspond to the dimensions
of the input image I: H ∈ <Iw ×<Ih ,H initialised to 0 for all pixels.
An example of the Hough voting step in this system can be seen in Figure 6.3 where the
final configuration is shown alongside the accumulator images for the left shoulder, elbow
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and hand. Note that the left shoulder predictions are tightly clustered around the groundtruth
location, whereas the left elbow is less certain and the left hand even more so. Nevertheless,
the weight of votes in each case are in the correct area, leading to successful predictions shown
in Figure 6.3(a).
After voting into accumulator images is completed, the maxima needs to be found. The sim-
plest option is take the largest value as the peak. If there are few votes (i.e. a sparse accu-
mulator) the peak is not likely to correspond well to the actual landmark location, however if
there are a large number of votes, and the landmark estimated is rigid, then the votes tend to
cluster around the actual landmark location. A second option is to apply a smoothing kernel to
the accumulator and then to extract the coordinates of the maximum. A third option is to treat
the points in the accumulator as though they were generated from an underlying multivariate
normal distribution which allows the mean-shift algorithm to be used as is done in Shotton et
al [5]. Experiments on all three options revealed that there was no noticable increase in pre-
dictive accuracy using a smoothing kernel or mean-shift over simply taking the peak using a
winner-takes-all approach.
6.1.3 Training
Prior to training, it is necessary to extract features and labels from the training data. The first
step is to generate a dictionary of F random offsets φj = (uj ,vj)
F
j=1. Secondly, construct the
training data with associated labels as follows: for each image in the training set, a random
subset of example pixels is chosen to ensure that the distribution over the various body parts is
approximately uniform. For each training pixel x in this random subset, the feature vector S is
computed as
S = fφj (I, x)
F
j=1
(6.2)
and the offset oi ∈ <2 from every x to every body part bi is
oi = x− bi (6.3)
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The training set is then the set of all training vectors and corresponding offsets. With the
training dataset constructed, train B RDFs R1i i ∈ 1..B, to estimate the offset to the row of
body part bi and B RDFs R2i i ∈ 1..B, to estimate the offset to the column of body part bi.
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Figure 6.4: Parameter tuning on CDC4CV Poselets. Average PCP as a function of the
maximum tree depth.
6.1.4 Test
Since the output of a RDF is a single valued continuous variable, let f(R1i , I, x) be a function
that evaluates the RDF R1i on image I at pixel x and f(R
2
i , I, x) be a function that evaluates
the RDF R2i on image I at pixel x.
The following algorithm is applied to populate the Hough accumulatorHq∀q ∈ Q.
The key idea is that for each pixel in a test image, each RDF will be evaluated to estimate the
location of the body part by adding the prediction (which is the offset) to the current pixel.
Finally, the global maxima is taken as the prediction.
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Figure 6.5: Parameter tuning on CDC4CV Poselets. Average PCP as a function of the the
window size. CVC4CV Poselets dataset images are 640x480.
Algorithm 2 Compute probability distributionHq
Input: Image I ,
for each pixel x ∈ I do
for each label qi ∈ Q do
o1i ⇐ round(f(R1i , I, x))
o2i ⇐ round(f(R2i , I, x))
incrementHqi(x+ o
1
i , x+ o
2
i )
end for
end for
6.2 Evaluation
In this section the experimental setup is described and the proposed method is evaluated. Re-
sults are shown on a publicly available dataset.
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There are a number of hyperparameters to evaluate while considering their computational re-
quirements and limited computing resources available. The first hyperparameter to choose is
the number of training samples. As with all machine learning algorithms, RDFs prediction
accuracy increases with additional data. Secondly the number of features to be used for each
sample. Thirdly the choice of optimal window size, the depth of the trees, the number of trees
per forest.
For each body part qi ∈ Q, a Hough accumulator likelihood distribution is computed using
Algorithm 2. From experiments done to determine the optimal depth and window size, in
Figures 6.4 and 6.5 best results were obtained using 1000 random pixels x per training image
I . Similar to Shotton et al [5] each sample is chosen to use F = 2000 features fφ(I, x). This
provides sufficient random combinations to provide even coverage over the window, resulting
in a training set of 5.2GB.
6.2.1 CDC4CV Poselets
Head Shoulders Side Waist Upper arm Forearm Average
Poselets 0.99 0.78 0.93 0.73 0.65 0.69 0.66 0.22 0.33 0.67
Direct regression 0.97 0.81 0.82 0.83 0.71 0.74 0.72 0.28 0.37 0.69
Table 6.1: PCP at r = 0.5 compared to the poselet method of Chapter 5 on the CDC4CV
Poselets dataset. Where two numbers are present in a cell, they refer to left/right respectively.
In Figure 6.4 the effect of varying the maximum depth of the trees is shown. Note how the
Random Decision Forest trained on the training set with less data (10 pixels per image) tends
to overfit to the data on deeper trees. Figure 6.5 shows the effect of varying the maximum
window size w for the offsets φ. Intuitively it makes sense that a small image patch provides
too little context to make an accurate prediction, whereas a large patch has too much context
covering a larger set of configurations which reduces performance. On the CDC4CV Poselets
dataset the optimal window size is found to be 100x100 pixels on a 640x480 image.
Example predictions on the CDC4CV Poselets database showing accurate estimates are found
in Figure 6.13 and Figure 6.14, and failure modes are shown in Figure 6.15.
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6.2.2 CVSSP Pose
Results on the CVSSP Pose dataset, shown in Table 6.2 and Figure 6.7, show a much more
significant difference in the performance of the direct regression approach presented in this
chapter and the poselets approach of Chapter 5. This is partly because in these experiments
fewer poselets were used due to time constraints, but also because the CVSSP Pose dataset
consists of far more subjects, is orders of magnitude larger in terms of the number of images and
the variation in pose also presents far more of a challenge. The ability of the direct regression
approach to deal with variability is far superior to the poselets approach.
To establish whether the proposed method generalises to unseen images, the protocol for eval-
uation is K-Fold cross validation. The CVSSP Pose dataset contains 12 subjects. 4 folds were
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Figure 6.6: PCP error curve against poselet method of Chapter 5 on the CDC4CV Poselets
dataset. Direct regression is superior for all values of r, even though there is no kinematic
model applied to constrain predictions.
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Head Shoulders Side Waist Upper arm Forearm Average
Poselet (unseen) 0.74 0.75 0.88 0.92 0.46 0.16 0.53 0.01 0.01 0.49
Poselet (seen) 0.64 0.73 0.94 0.86 0.32 0.56 0.45 0.01 0.00 0.50
Reg. (unseen) 0.93 0.96 0.97 0.98 0.90 0.82 0.80 0.04 0.02 0.71
Reg. (seen) 0.96 0.95 0.98 0.98 0.87 0.72 0.71 0.05 0.10 0.71
Table 6.2: PCP at r = 0.5 compared to the poselet method of Chapter 5 on the CVSSP Pose
dataset. Where two numbers are present in a cell, they refer to left/right respectively.
chosen for cross validation using data from 9 subjects for the training set and holding 3 unseen
subjects out for test purposes. Additionally, for each fold, 10% of the images were from the
9 subjects were not included in the training data, but were used for testing, referred to as seen
data in the results. If results on unseen data is within an acceptable range of seen data, then the
method is successfully generalising the implicit learned model to unseen images.
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Figure 6.7: PCP error curve against poselet method of Chapter 5 on the CVSSP Pose dataset.
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Selecting values for the many hyperparameters of this model can be difficult. If they are all
tuned concurrently there is an exponential rise in the number of experiments required to find
optimal values for this model. Some investigation was done into the selection of optimal values.
Figures 6.8 to 6.12 show the overall accuracy levels per landmark as the window size for Binary
Comparison features is varied. In these figures the y-axis shows the average pixel error so lower
values are better. Error bars are shown at 1 standard deviation. From the figures the optimal
value is a window size of 200x200, which is quite large relative to the image size of 320x240
on the CVSSP Pose dataset. What this indicates is that more context is helpful to generate
accurate predictions. Similar experiments could, but have not for lack of time, been done on
the number of trees within the forests, and on the depth to which the trees are trained. Instead,
values of 10 trees per forest and a maximum depth of 20 nodes were chosen based on the results
from empirical observation.
Figure 6.8: Window size 50x50 with Binary Comparison features.
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Figure 6.9: Window size 100x100 with Binary Comparison features.
Figure 6.10: Window size 150x150 with Binary Comparison features.
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Figure 6.11: Window size 200x200 with Binary Comparison features.
Figure 6.12: Window size 250x250 with Binary Comparison features.
6.3. Discussion 77
6.3 Discussion
The work in this chapter is in many ways similar to Gershick et al [70]. The two main differ-
ences between the work presented in this chapter and theirs are firstly the size and variability
of the datasets used for training, and the infrastructure available to undertake machine learning
on this sort of scale. Both of these approaches were published within weeks of each other.
One of the major challenges is the amount of data required in training to generate high accuracy
joint estimates. The recent work of Shotton et al [5] constructs a training set of approximately
two billion samples from one million computer generated depth images. If each value is stored
in a 32 bit floating point number, the size of their training set would be 14TB, which is beyond
the reach of what most researchers could store or process. Shotton et al make use of a propri-
etary distributed training architecture using up to 1000 cores to train their decision trees. The
goal of this chapter was to demonstrate that more accurate pose estimation could be achieved
with a smaller training set by constructing a more intelligent algorithm that relies less on a
brute force approach. Given that Shotton et al have not made their dataset public it is difficult
to compare the method presented in this chapter to theirs, but since it is so similar to Gershick
et al [70], this chapter’s goal is satisfied by noting that Gershick et al progresses the work of
Shotton et al, and concludes that a training set of 300K images with the regression method
yields better results.
This implementation in python runs at ∼ 4 seconds per frame on a single core modern desktop
CPU. The memory consumption is directly proportional to the number of trees per forest and
the maximum depth to which each tree has been trained. At 10 trees per forest and a maximum
depth of 20 nodes, the classifier bank uses approximately 4 gigabytes of memory. The code is
not optimised, meaning that further speedups could be achieved by parallelising the prediction
process since the estimates of each pixel are independent of each other, by reimplementing the
algorithm in C/C++, or by making use of an off the shelf graphics card that supports CUDA to
run the algorithm in parallel in the GPU cores.
This proposed method has been shown to work well with the Binary Depth Comparison feature
descriptor, but it remains an assumption that this is the most appropriate feature descriptor
for this method. Further work would entail evaluating this approach on other richer feature
descriptors such as Shape Contexts [118], Histogram of Oriented Gradients [83] and Local
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Binary Patterns.
This chapter has shown how RDF Regressors can be combined with a Hough voting frame-
work to achieve robust body part localisation with minimal training data. Data is captured
with consumer depth cameras and efficiently compute depth comparison features that support
the approach of non-linear regression. RDF regressors are trained, and then subsequently ap-
plied to a given test image and voting the predicted offsets into Hough accumulator images
to accurately predict joint locations. The approach is demonstrated to achieve high accuracy
on a state-of-the-art publicly available dataset. Even though this system is implemented in an
unoptimised high level language, it runs in seconds per frame on a single core.
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Figure 6.13: Example predictions using the proposed method on CDC4CV Poselets.
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Figure 6.14: Example predictions using the proposed method on CDC4CV Poselets.
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Figure 6.15: Failure modes on CDC4CV Poselets.
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Chapter 7
Pose Estimation with Conditional
Random Regression Forests and
Dijkstra Heuristics
This chapter brings together key aspects of the previous two chapters and introduces a heuristic
for improving estimation accuracy of non-rigid body parts. In Chapter 5 it was argued that
an implicit model could be learned from image patches and offsets to landmarks that could
be utilised at run-time to estimate body pose using a Hough voting framework. It was noted
that this approach relies on the ability of the detectors to limit false positive detections to avoid
spurious estimates, and also false negative detections in which case the object wouldn’t be lo-
calised. These weaknesses were addressed in Chapter 6 where an approach was proposed that
estimated the landmark locations directly without any dependency on part detectors by employ-
ing RDF regressors for each landmark, resulting in improved landmark localisation accuracy.
However, in both approaches presented, the implicit models learned the global relationship be-
tween a patch and the offsets. In this chapter these approaches will be combined to improve
pose estimation accuracy by using a poselet detection step as an expert on which to condition
the RDF regression step for landmark localisation. The poselet detection can then be seen as
providing a prior to constrain the posterior. A second contribution of this chapter is to show that
a heuristic approach to finding extremal points using Dijkstra’s algorithm is complementary to
the implicit models learned and that the combination of the approaches results in significantly
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Figure 7.1: Overview. Given a single input depth image, features from a scanning window are
evaluated using the poselet detector. The features are then evaluated a bank of RDFs regressors
conditioned on the detected poselet. The output from each RDF regressor is accumulated in a
Hough-like accumulator image. The final estimate is taken from the peaks of the accumulator
images.
improved hand localisation.
7.1 Conditional Regression using Poselets
Conditional regression was proposed in Sminchisescu et al [7] for feature-based pose estima-
tion based on Conditional Random Fields (CRFs) for human motion recognition. Zhao et al
[126] combine temporal and spatial information in an online sparse Gaussian Process (GP)
regression model to learn local experts for specific regions. Sun et al [71] is the closest work
to this chapter using RDF regressors with a global latent variable to model dependency rela-
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tionships between output variables. The work of this chapter is novel in that it uses the poselet
representation as the basis for the experts on which to condition regression.
In Chapter 6, the estimation of the body part locations were achieved by training forests of
regression trees, where two separate regression forests are trained for each body part, one for
predicting the row coordinate offset and another for the column coordinate offset. This chapter
however proposes to a train a set of RDFs conditioned on the detection of a poselet. Poselets
are extracted using a variation of the method described in Chapter 5 that are found to yield
better clusters in pose configuration.
Given a positive detection of a poselet, a bank of conditional regression forests is then applied
to predict the offsets from the current pixel and to accumulate these predictions. The same non
maximal suppression is applied to identify the peaks in the Hough space which are taken as the
final predictions.
7.1.1 Pose Estimation using Conditional Random Decision Forests
The first step is to find poselets. The extraction method computes the Procrustes distance
between the seed poselet and a candidate image after aligning their projections in unit space.
Procrustes analysis takes its name from the bandit in Greek mythology that forced his victims
to fit his bed by stretching or cutting their legs. The analysis applies to shapes by translating,
rotating and scaling shapes into a common unit space where they can be superimposed. The
Procrustes distance describes the distance between two superimposed shapes in the unit space.
Candidate poselets are ranked according to this distance to the seed poselet and only candidates
with an error lower than a chosen threshold (chosen by visual inspection) are included in the
poselet. Furthermore, the approach of applying a single classifier to classify given image patch
as a poselet is found to be sub-optimal because it forces a positive decision for a poselet even
in ambiguous cases, and places an unreasonable expectation on the classifier to learn complex
decision boundaries. Instead, a bank of binary classifiers is trained to identify an image patch
as belonging to that poselet or not. Each poselet then consists of a number of instances, and
from each instance, a feature descriptor is extracted for a number of window sizes. The offsets
from the origin are also extracted and stored in a database.
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7.1.2 Training RDF Detectors
From the set of extracted poselets, a bank of detectors can be trained, each one a binary RDF
classifier. From the poselets, positive features are extracted from each image patch according
to Eq. 6.1, reusing the dictionary of F random offsets φj = (uj ,vj)
F
j=1. Negative patches for
the training set are found at random, balancing the number of positive and negative data points.
A detector is trained for each of P poselets.
7.1.3 Training Conditional RDF Regressors
Next, the training data and labels for the bank of conditional RDF regressors is as follows. For
each poselet, the training data is the positive features extracted above and the labels are the
offset from oi ∈ R2 from every x to every body part bi is:
oi = x− bi (7.1)
The training set is then the set of all training vectors and corresponding offsets for a given
poselet. For each poselet p train p× B RDFs R1ip i ∈ 1..B, to estimate the offset to the row
of body part bi and p × B RDFs R2ip i ∈ 1..B, to estimate the offset to the column of body
part bi.
7.1.4 Test
Let g(x, I) be a gating function over the set of poselet detectors that returns the detected poselet
p
p = g(x, I) (7.2)
Algorithm 3 uses regression forests associated with the detected poselet to populate the Hough
accumulatorHq, ∀q ∈ Q.
Hough voting has been described in detail in Chapter 5 and Chapter 6. From previous results
it was observed that estimates for rigid body parts tend to be accurately clustered around the
ground truth locations whereas estimates for highly deformable parts are distributed far more
widely, making any prediction very difficult.
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Algorithm 3 Compute probability distributionHq
Input: Image I ,
for each pixel x ∈ I do
for each label qi ∈ Q do
p = g(I, x)
if p 6= 0 then
o1i ⇐ round(f(R1ip, I, x))
o2i ⇐ round(f(R2ip, I, x))
incrementHqi(x+ o
1
i , x+ o
2
i )
end if
end for
end for
7.2 Finding Geodesic Extrema with Dijkstra’s Algorithm
The methods described in Chapter 5 using poselets, in Chapter 6 using direct regression and
in Section 7.1.2 using conditional regression all suffer in that they are relatively poor at local-
ising hands. All the results demonstrated so far show that Implicit Models are very effective
at estimating the accuracy of rigid body parts such as the head and shoulders and results pro-
gressively worsen as the parts become more deformable. The results from Table 6.2 on the
CVSSP Pose dataset show this in a stark light. All the body parts are localised with a Percent-
age of Correctly-matched Components (PCP) of greater that 70% at r = 0.5, except hands that
have an accuracy of 5% on average. A difference of 65% between the elbows and the hands
is an astonishingly large drop. In this section a complementary approach to Implicit Models is
proposed with the goal of improving the localisation of hands.
The basic idea is to treat the point cloud data as a geodesic mesh and to find the extremities. The
geodesic mesh is constructed from the range data by treating each point in 3D space from the
pointcloud map as vertices in a graph. Intuitively, the extremities will in most cases correspond
to the head, hands and feet. The extrema are extracted efficiently using Dijkstra’s algorithm,
and then an assignment step is applied to determine the label of an extremal point. The locations
for the hands can then be returned as the predicted locations for the overall hybrid approach.
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Figure 7.2: Overview. Given a single input depth image, features from a scanning window are
evaluated with a bank of RDFs regressors. The output from each RDF regressor is accumulated
in a Hough-like accumulator image. All landmark estimates except hands are taken from the
peaks of the accumulator images. Geodesic extrema are found and labelled, yielding new
location estimates for hands.
The use of geodesic distances has become popular with the commercial availability of range
cameras from which a geodesic mesh can be constructed. Schwartz et al [40] detect anatomical
landmarks on the geodesic mesh which are fitted into a skeletal model using inverse kinemat-
ics. Plagemann et al [38] find the geodesic extrema of the mesh and classify the image patch
around the extremal points as head, hands and feet. Baak et al [84] use the relative locations of
geodesic extrema as keys in a database to provide an initial pose estimate prior to a model-based
refinement step.
Given the pointcloud map χ we construct a graph G = (V,E) where V = xp are the vertices
and E ⊂ V ×V are the edges . Two vertices share an edge if they lie on 8-neighbouring pixels
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and if the spatial distance between them is less than an empirically determined threshold δ. The
set of edges is given by
E ={x(i,j), x(k,l) ∈ V × V | ‖ x(i,j) − x(k,l) ‖2< δ
∧ ‖ (i, j)− (k, l) ‖∞≤ 1}
where ‖ · ‖2 is the Euclidean distance and ‖ · ‖∞ is the maximum norm, and (i, j), (k, l) are
2D coordinates of x(i,j),x(k,l) of the pointcloud map. At every edge e = (x(i,j), x(k,l)) ∈ E
we store a weight w(e) =‖ x(i,j) − x(k,l) ‖2
A path is defined as a set of connected vertices. The shortest path between any 2 vertices is
computed using Dijkstras algorithm. Define the vertex closest to the centre of mass of the 3D
pointcloud as the origin. Using Dijsktra’s algorithm, compute the shortest path to every other
vertex in the graph and then define the geodesic extremum as the vertex at the end of the longest
shortest path on this graph. Multiple extrema are found by adding a zero-cost edge from the
origin to the recently found extremum and repeating the process.
Figure 7.3 shows both Dijkstra’s algorithm applied to the geodesic mesh and the labelling result
from the Hungarian algorithm. The colour coding shows shortest path distances marked from
very short (dark blue) to the furthest point away (red). Starting with the origin (blue zone in
the centre), the algorithm to identify the extremal points finds the first longest shortest path.
This is the first extremal point. A zero-cost edge is then made to connect the origin to this
extremum and the process is repeated until all 5 extrema are found. The final extremal point is
still coloured red because it is the furthest point from the origin and no further zero cost edges
are to be added.
7.2.1 Body Part Assignment
Given a set of extremal points, it is possible to recover the body part labels by finding the
lowest cost assignment from each of the extrema to the rigid landmark on the torso. Assuming
only one extremum, this heuristic has an intuitive understanding. Consider the example of
recovering the label associated with an extremum found on the left hand. The shortest path
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Figure 7.3: Body part assignment. Examples of optimal assignment by applying the Hungar-
ian algorithm. Black lines indicate which extremum is assigned to which body part.
from this extremum is calculated to each of the left shoulder, right shoulder, left hip and right
hip. The expectation in most circumstances would be that the shortest of these paths would be
from the left hand to the left shoulder. While this approach works for an individual assignment,
a more robust method is required to handle ambiguous situations.
The Hungarian algorithm [127] has a rich history in operations research where it is used to cal-
culate the optimal distribution of tasks among a pool of workers. More generally, the algorithm
can be used to solve any assignment problem in polynomial time. The assignment problem is
formulated as a minimisation task by creating a n × n cost matrix C representing the costs of
each of n workers to perform any of n jobs and then finding minimum total cost incurred by
assigning a worker to a task.
The problem of labelling the geodesic extrema extracted from the graph representation of the
pointcloud is a bipartite graph matching problem and is ideally suited to the Hungarian al-
gorithm. Construct a cost matrix C where Ci,j = dijkstra(Ei, Bj) where E is the set of
extrema points, B is the set of body parts (head, left elbow, right elbow, left hip, right hip) and
dijkstra(E,B) is the length of the shortest path in undirected graphG from vertex E to vertex
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B.
The result of this algorithm is the alignment of the extrema with the predicted rigid points from
which labels can be assigned to the extrema. The labelled extremal points are found to be more
reliable estimates of the true location of the hands than the other methods presented in this
thesis, but depend on the accurate predictions of rigid landmarks.
This can be seen in Figure 7.3 where all extremal points except one are blue, showing that they
have been connected by a zero-cost edge to the origin. The black lines show the labelling of
extrema to body part after the Hungarian algorithm has been applied. Intuitively it makes sense
to see the left hip associated with the extremum at the left leg and the extremum at the head
associated with the head body part.
7.3 Evaluation
In this section the experimental setup is described and both the conditional regression and
geodesic extrema methods are evaluated.
For the conditional regression approach, the Hough accumulator likelihood distribution is com-
puted for each body part qi ∈ Q using Algorithm 3. The number of poselets used is the same
as for the poselets method, allowing a comparison of the relative accuracy of the two methods.
For the training of RDF regressors, a training set is constructed from 1000 random pixels x per
training image I (drawing on results in Section 6.2), where each sample has F = 2000 features
fφ(I, p).
The results of the poselets approach, conditional regression using poselets, regression and the
geodesic extrema extension are reported using the PCP metric in Figure 7.4 on the CVSSP Pose
dataset. The effect of varying r in the PCP calculation is shown, and the results at r = 50% are
reported in Table 7.1 for the various approaches presented in this thesis. The results are counter-
intuitive and some explanation for the poor results for the poselets and conditional regression
methods is required. Considering that only 12 poselet detectors were used for both of these
approaches given the constraints on time available to develop and run these experiments, the
accuracy does not seem excessively low. An increase in the number of poselets used for both
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Figure 7.4: PCP error curve comparing various methods on the CVSSP Pose dataset. This
graph shows improvement for all values of r on both seen and unseen data.
the poselets method and the experts for the conditional regression method would likely result
in an improvement in performance, with exponentially decreasing gains.
What is more concerning for this approach is that the conditional regression results show worse
performance than the poselets. The most likely explanation is that the winner-takes-all ap-
proach to extract peaks in the Hough accumulator images are especially susceptible to spurious
predictions when the total number of predictions is low. The poselets method of Chapter 5
always votes all of the offsets for a detected poselet into the accumulator images, yielding a
large number of votes that cluster around the actual prediction. For conditional regression only
a single vote from the conditional RDF is voted into an accumulator, leading to sparse Hough
spaces from which it is difficult to get an accurate estimate of the landmark. Increasing the
number of poselets would result in more votes, but probably not enough to make a signficant
impact. It is possible that an alternative to winner-takes-all such as the probabilistic framework
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Head Shoulders Side Waist Upper arm Forearm Average
Poselet (unseen) 0.74 0.75 0.88 0.92 0.46 0.16 0.53 0.01 0.01 0.49
Poselet (seen) 0.64 0.73 0.94 0.86 0.32 0.56 0.45 0.01 0.00 0.50
Cond. Reg. (unseen) 0.63 0.32 0.81 0.90 0.27 0.15 0.21 0.01 0.01 0.37
Cond. Reg. (seen) 0.55 0.41 0.75 0.85 0.10 0.22 0.20 0.04 0.05 0.35
Reg. (unseen) 0.93 0.96 0.97 0.98 0.90 0.82 0.80 0.04 0.02 0.71
Reg. (seen) 0.96 0.95 0.98 0.98 0.87 0.72 0.71 0.05 0.10 0.71
Geodesic (unseen) – – – – – – – 0.59 0.57 0.83
Geodesic (seen) – – – – – – – 0.62 0.65 0.81
Table 7.1: Percentage of Correctly-matched Components (PCP) at r = 0.5 of all approaches
presented in this thesis on CVSSP Pose dataset. Where two numbers are present in a cell,
they refer to left/right respectively. The geodesic extension does not affect landmarks other
than hands so results are marked with a ”–”. Note the dramatic improvement in hand location
accuracy with the geodesic method.
proposed by Barinova et al [128] would improve predictions from sparse Hough accumulator
images.
The results reported in Table 7.1 show all approaches presented in thesis compared on the
CVSSP Pose dataset. The improved accuracy of the geodesic extension shown in Table 7.1
is exclusively due to significantly higher accuracy localising hands. Taken with the already
accurate rigid part localisation of the regression approach this combined heuristic results in
higher accuracy overall even though the approach makes no use of kinematic constraints to
improve predictions.
Example predictions including accurate estimates are shown in Figure 7.5 and Figure 7.6 and
failure modes are shown in Figure 7.7. Like other geometric approaches, the method presented
here tends to work well when the limbs are not occluding other body parts or causing edges
between body parts that are not anatomically connected (such as the head and hands). Further
work will investigate how to detect and correct degenerate graphs.
This implementation in python runs at ∼ 3 seconds per frame on a single core modern desktop
CPU with most of the computation used to construct the graph G.
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7.4 Conclusions
This chapter proposes and evaluates two novel contributions. Firstly, RDF regressors are con-
ditioned on poselet detectors within a Hough voting framework and the results evaluated. The
second novel contribution in this chapter is the use of geodesic methods to improve pose es-
timation accuracy in conjunction with the proposed regression approaches. Rigid parts can
be accurately estimated using existing approaches, and deformable parts correspond to the
extrema which can be found using geodesic distances. Rigid and deformable parts exhibit
complementary characteristics and this chapter demonstrates how the Hungarian algorithm can
be used to align and label the extrema with rigid joint predictions.
7.4. Conclusions 95
Figure 7.5: Example predictions Assignment visualisations with corresponding final predic-
tions for a variety of subjects.
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Figure 7.6: More Example predictions Assignment visualisations with corresponding final
predictions for a variety of subjects.
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Figure 7.7: Failure modes Examples where the graph is degenerate leading to prediction fail-
ures.
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Chapter 8
Summary, Conclusion and Future
Work
Automatic Pose Estimation remains a challenging task. The advances presented in this thesis
go some way towards improving the state-of-the-art and the Red, Green, Blue, Depth (RGB-D)
dataset captured for this work will likely have a significant impact on future research allowing
approaches on different modalities to be compared directly. It is hard to understate the impor-
tance of such a direct comparison, given that technology is moving at such a rapid pace. A
better understanding of the limitations of each underlying modality would provide a significant
advantage in the field of consumer electronics where millions of devices, each with a sensor,
are sold every day.
The contributions of this thesis are each proposed and evaluated in their own chapter. In Chap-
ter 5 the poselet was used as a novel feature representation for static pose estimation, bridging
the gap between example-based and part-based pose estimation. An implicit model is learned
by extracting poselets on training data and storing the offsets to body part centroids. At test
time, a multi-scale scanning window is applied over an image, and trained poselet detectors
activate and vote according to their stored meta-data into Hough accumulator images for each
of the body part locations. Furthermore, by employing an inference step using the natural hi-
erarchy of the body, limb estimation is improved. The first large-scale RGB-D human pose
dataset is introduced, much larger than other existing datasets and allowing for a comparison
of RGB based methods versus methods based on depth data.
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Chapter 6 the pose estimation task was cast as a continuous non-linear regression problem that
can be effectively solved by RDFs. This approach differs from a part-based approach by having
no part detectors at any scale. The approach instead computes features efficiently on each pixel
and uses the responses of the regression trees to vote directly for joint locations. These votes
are then accumulated in Hough accumulator images with the most likely pose configuration
hypothesis corresponding to the maxima in the parameter space. It is demonstrated that this
method outperforms the poselets approach.
In the final technical chapter, Chapter 7, a conditional regression method is proposed that uses
trained poselet detectors as the expert for the gating function and then applies regression forests
trained conditionally for the detected poselet as in a conditional mixtures of experts model. The
votes from each regression forest are accumulated within Hough accumulator maps and pre-
dictions made by applying non-maximal suppression. Given that rigid parts can be accurately
estimated using the approaches proposed, a geodesic based method is proposed that further im-
proves estimation accuracy on deformable parts taking advantage of the insight that deformable
body parts correspond to the geodesic extrema. The Hungarian algorithm can be used to label
the extrema by aligning them with rigid joint predictions to form an overall prediction for the
pose. The complementary characteristics of rigid and deformable parts are exploited to yield a
more accurate overall prediction.
The advantages of the implicit models developed in this thesis are that they have reasonably
high predictive accuracy with relatively little data, however they are not very robust to catas-
trophic failure especially when localising deformable parts.
8.1 Future Work
Many research directions were possible for the task of human pose estimation, and this thesis
has taken only one by developing implicit models for pose estimation. Improvements and
future areas of research include using the estimates from the implicit model as the basis for a
part-based model refinement step, developing the implicit model for use on other modalities
and finding application for this work in gesture and Sign Language Recognition (SLR).
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8.1.1 Part-based Models
The implicit approach presented in this thesis started with some information about the pose,
namely the important joint locations that are provided as training data, but the contribution
of this approach is a method to learn a model of human configurations that can be efficiently
applied at test time. It would be a logical next step to consider these landmark estimates
as detections within a Pictorial Structures (PS) model to yield a more robust and accurate
final estimate without a significant speed penalty. Poselets have already been shown to be
effective when used within a PS model [56] as the parts to be detected. The discriminative part
detection step in successful approaches to PS inevitably generate false positive detections for
parts [57, 48]. Indeed it is the very strength of the PS model that it will efficiently find the most
likely configuration given all of the candidate locations. The Hough voting step seems ideally
suited to this because it is known to generate parameter spaces with multiple local maxima, all
of which can be considered as potential landmark locations within the PS model, as opposed to
the non-maximal suppression technique used in this thesis that discards all but one candidate
landmark.
8.1.2 Other Features and Modalities
Depth data requires an active sensor and these are available commercially and for private use,
but are relatively uncommon in comparison to the hundreds of millions of RGB cameras found
in web-cams, smart phones and other consumer electronics. While much pose estimation re-
search, particularly part-based models, has focused on RGB further research following this
thesis could incorporate other modalities into the pose estimation process. Features such as
Histogram of Oriented Gradients (HOG) have been used successfully for object detection [9],
poselet detection [118] and Shape Contexts have been used for part detection [48] suggesting
that it should be possible to develop implicit models in the RGB domain. One way to identify
the hands and face of a subject in an image is to classify pixels as skin or not skin. Of course
this relies on the somewhat strong assumption that the subject is wearing long sleeves and that
the subject’s clothing is sufficiently far in the chosen colour space from skin. Many different
techniques have been proposed for this task. At its most simple, a Gaussian distribution over
the colour space can be estimated, and then an unseen pixel classified if it lies inside a certain
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number of standard deviations from the mean. Alternatively machine learning can be employed
directly to classify skin versus non-skin as in Khan et al [129]. Recent work by Pfister et al
[130] showed that a background/foreground/skin segmentation is useful in estimating pose for
use within a long term hand tracking framework. Future research could investigate the use of
skin pixel detection as a prior within a Bayesian framework or part-based model to improve
hand localisation.
8.1.3 Applications
Gesture and Sign Language Recognition (SLR) present a number of very interesting avenues
for further lines of research. The task of SLR would be significantly aided by a marker-less
pose estimation system such as the one described in this thesis. Given that hand trajectories
carry a large proportion of the semantic content, the ability to localise hands and estimate
the orientation of the forearms would enable normalisation of the hand pose, leading to more
accurate hand shape classification. Together motion trajectories and hand shape contain the
majority of the content of communication between two people, and accurate estimates of these
in real time would facilitate the development of an automatic SLR system and pave the way for
research into the harder task of understanding of non-verbal communication. Furthermore, the
concept of implicit models presented in this thesis for human pose estimation could very easily
be applied to hand pose estimation as well.
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