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1. Introduction
Consider the following ﬁrst-order Hamiltonian system
u˙(t) = J Hu(t,u), t ∈R, (HS)
where u = (y, z) ∈R2N , J is the standard symplectic matrix in R2N , and H ∈ C1(R×R2N ,R) has the form
H(t,u) = 1
2
Lu · u + W (t,u)
with L being a 2N × 2N symmetric constant matrix, and W ∈ C1(R×R2N ,R). A solution u of (HS) is a homoclinic orbit if
u = 0 and u(t) → 0 as |t| → ∞.
To continue the discussion, we need the following notations
J =
(
0 −I
I 0
)
, A = −
(
J d
dt
+ L
)
.
As a special case of dynamical systems, Hamiltonian systems are very important in the study of gas dynamics, ﬂuid
mechanics, relativistic mechanics and nuclear physics. In past years the existence and multiplicity of homoclinic orbits for
the ﬁrst-order Hamiltonian systems have been studied extensively via modern variational methods under various hypotheses
on the functions L and W , see [1,3–13,15–17] and the references therein. We recall some of them as follows.
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118 J. Sun et al. / J. Math. Anal. Appl. 378 (2011) 117–127Case 1. L is constant such that sp(J L) ∩ iR = ∅, where sp(J L) denotes the set of all eigenvalues of J L. In this case, the
operator A : W 1,p(R,R2N ) → Lp(R,R2N) is a homeomorphism for all p > 1. Coti-Zelati, Ekeland and Séré [4] proved the
existence and multiplicity of homoclinic orbits for (HS) under the assumptions that W (t,u) is strictly convex in u and
satisﬁes the Ambrosetti–Rabinowitz (superquadratic) growth condition. Later Szulkin and Zou [16] obtained the existence of
a homoclinic orbit for (HS) when W (t,u) depends periodically on t and is asymptotically quadratic in u as |u| → ∞.
Case 2. L and W depend periodically on t and 0 lies in a gap of σ(A), the spectrum of A. In this and next cases, the
periodicity is used to control the lack of compactness due to the fact that (HS) is set on all R. Ding [8] obtained inﬁnitely
many homoclinic orbits for (HS) when W (t,u) satisﬁes super quadratic or asymptotically quadratic in u at inﬁnity.
Case 3. L and W depend periodically on t and 0 is a boundary point of a gap of σ(A). In this case, Ding and Willem [13]
obtained the existence of homoclinic orbit for (HS) under the assumptions that W (t,u) satisﬁes super quadratic in u at
inﬁnity. Ding and Girardi [9] got inﬁnitely many homoclinic orbits.
Case 4. L and W are nonperiodic on t and 0 lies in a gap of σ(A). Without assumption of periodicity the problem is quite
different in nature. Recently, Ding and Jeanjean [10] considered this case. In order to overcome the diﬃculty caused by
the nonperiodicity, they imposed a control on the size of W (t,u) with respect to the behavior of L(t) at inﬁnity in t to
recover suﬃcient compactness, and obtained certain existence and multiplicity results for (HS) when W (t,u) is asymptot-
ically quadratic in u at inﬁnity. Soon after, Ding and Lee [11] studied super quadratic case and obtained the existence of
homoclinic orbit for (HS) by considering certain auxiliary problem related to the “limit equation” which is autonomous and
whose least action solutions with least energy are known.
One of the remained cases is now that L is constant such that 0 is a boundary point of a gap of σ(A) and W is
nonperiodic on t . To the best of our knowledge, this case is only studied in [5]. They obtained the existence of homoclinic
orbit for (HS) under the assumptions that W (t,u) satisﬁes super quadratic in u at inﬁnity. Motivated by the above fact, in
this paper our aim is to study the existence and multiplicity results for (HS) when W (t,u) satisﬁes asymptotically quadratic
in u at inﬁnity. There are some diﬃculties to overcome. Firstly, in view of 0 ∈ σ(A) and W (t,u) being asymptotically
quadratic in u, we have to construct a new working space which is different from the usual one, and also different from the
one deﬁned in [5,13]. Secondly, since L is a symmetric constant matrix, we will use another approach to recover suﬃcient
compactness, which is different from that in [10].
Set
θ = (0,0, . . . ,0) ∈R2N , W˜ (t,u) = 1
2
Wu(t,u)u − W (t,u).
Given a 2N × 2N matrix w , we say that w  0 if and only if
inf
η∈R2N , |η|=1
wη · η 0.
Also letting I2N be the identity matrix in R2N and q ∈ R, we denote the matrix qI2N by q. Moreover, denote by σ(A) and
σcont(A) the spectrum and the continuous spectrum of the operator A, respectively.
We make the following assumptions:
(L1) L is a 2N × 2N symmetric constant matrix. 0 ∈ σ(A) and there exists β > 0 such that (0, β] ∩ σ(A) = ∅.
(H1) W (t,u) 0 and Wu(t,u) = o(u) uniformly in t as |u| → 0.
(H2) Wu(t,u) = w(t)u+ ru(t,u), here w(t) is a bounded, continuous symmetric 2N ×2N matrix-valued function, ru(t,u)/u
is bounded on R× (R2N \ {θ}), and ru(t,u) = o(u) as |u| → ∞ uniformly in t .
(H3) m0 := inft∈R[infη∈R2N ,|η|=1 w(t)η · η] > inf[σ(A) ∩ (0,∞)].
(H4)
w∗ := limsup
|t|→∞
sup
u =θ
|Wu(t,u)|
|u| < β.
(H5) Either (i) 0 /∈ σ(A − w) or (ii) W˜ (t,u)  0 for all (t,u) and W˜ (t,u)  δ0 for some δ0 > 0 and (t,u) with |u| large
enough.
Remark 1.1. We can easily check that the functions W (t,u) = d(t)|u|2(1 − 1ln(e+|u|) ) satisfy (H1)–(H5) provided that
inft∈R d(t) > 0.
Now we state an existence result.
Theorem 1.1. Assume that (L1), (H1)–(H5) hold. Then (HS) has at least one homoclinic orbit.
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theorems required. In Section 3, we discuss linking structure and the Cerami condition of the functional. In Section 4, we
prove Theorem 1.1. In the last section, a multiplicity result is obtained.
Notation. Throughout the paper we shall denote by c > 0 various positive constants which may vary from lines to lines and
are not essential to the problem.
2. Preliminaries
In what follows by | · |q we denote the usual Lq-norm, and by (·,·)2 the usual inner product of L2(R,R2N ). A standard
Floquet reduction argument shows that σ(A) = σcont(A) (see Proposition 2.2 in [13]).
Let {F (λ);λ ∈ R} be the spectral family of A. We have A = U |A|, called the polar decomposition, where U = I − F (0) −
F (−0). By (L1), L2 has an orthogonal decomposition
L2 = L2− ⊕ L2+,
where L2± := {u ∈ L2;Uu = ±u}.
Let E be the linear space of the completion of D(|A|1/2) under the norm
‖u‖0 :=
∣∣|A|1/2u∣∣2. (2.1)
Then E is a Hilbert space under the inner product
(u, v)0 :=
(|A|1/2u, |A|1/2v)2.
E possesses an orthogonal decomposition
E = E− ⊕ E+,
where E± ⊇ L2± ∩ D(|A|1/2), the corresponding projections being denoted by P+, P− .
By (L1), it is easy to check
E+ = L2+ ∩ D(|A|1/2), and ‖ · ‖0 ∼ ‖ · ‖H1/2 on E+, (2.2)
where “∼” means “equivalence”. Therefore, E+ can be embedded continuously into Lp(R,R2N ) for any p  2 and compactly
into Lploc(R,R
2N ) for any p ∈ [1,∞).
For any  > 0, set
L2− = F (−)L2
and E− = L2− ∩ D(|A|1/2) = L2− ∩ E− . Then on E− , we also have
‖ · ‖0 ∼ ‖ · ‖H1/2 on E− . (2.3)
Let L˜2− := L2−  L2− = L2− ∩ (clL2 (
⋃
λ<− F (λ)L2))⊥ , where clL2(M) denotes the closure of the set M in L2, and let E
−
,2 be
the completion of L˜2− under the norm
‖u‖ = (∣∣|A|1/2u∣∣22 + |u|22)1/2. (2.4)
Lemma 2.1. E−,2 ⊂ H1loc and is embedded compactly in L∞loc, and continuously in Lμ for all μ 2.
Proof. By the spectral theory of selfadjoint operators, L˜2− ⊂ D(A) = H1. Let {un} ⊂ L˜2− be a Cauchy sequence with respect
to ‖ · ‖. Then∣∣A(un − um)∣∣22 = (A(un − um), A(un − um))2
=
0∫
−
λ2 d
(
F (λ)(un − um), F (λ)(un − um)
)
2
=
0∫
−
λ2 d
∣∣F (λ)(un − um)∣∣22 −
0∫
−
λd
∣∣F (λ)(un − um)∣∣22
= ∣∣|A|1/2(un − um)∣∣2 → 0 (2.5)2
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I
|un − um|2 
∫
R
|un − um|2  ‖un − um‖2 → 0,
which, together with (2.5), shows that∫
I
|u˙n − u˙m|2 =
∫
I
∣∣A(un − um) + L(un − um)∣∣2
 2
∫
I
∣∣A(un − um)∣∣2 + 2
∫
I
∣∣L(un − um)∣∣2  2∣∣A(un − um)∣∣22 + 2
∫
I
∣∣L(un − um)∣∣2 → 0
as n,m → ∞. Therefore the limit u of {un} with respect to ‖ · ‖ belongs to H1(I). Moreover, since H1(I) is compactly
embedded in L∞(I) for any ﬁnite interval I , one sees that E−,2 is compactly embedded in L∞loc .
In view of (2.5), {Aun} is a Cauchy sequence in L2. Hence Aun → ν in L2. Since Aun → Au in L2loc , then ν = Au, i.e.,
Au ∈ L2. Note that for any ﬁnite interval I , we have∫
I
|u˙|2 =
∫
I
|Au + Lu|2  2
∫
I
(|Au|2 + |Lu|2) c(∫
I
|Au|2 +
∫
I
|u|2
)
. (2.6)
Assuming ξ ∈R and integrating the equality u(ξ) = u(t)+∫ ξt u˙(s)ds from ξ −1/2 to ξ +1/2, and using the Hölder inequality,
one has
∣∣u(ξ)∣∣
∣∣∣∣∣
ξ+1/2∫
ξ−1/2
u(t)dt
∣∣∣∣∣+
∣∣∣∣∣
ξ+1/2∫
ξ−1/2
ξ∫
t
u˙(s)dsdt
∣∣∣∣∣
( ξ+1/2∫
ξ−1/2
|u|2
)1/2
+
ξ+1/2∫
ξ−1/2
ξ∫
t
∣∣u˙(s)∣∣dsdt

( ξ+1/2∫
ξ−1/2
|u|2
)1/2
+
ξ+1/2∫
ξ−1/2
|u˙|
( ξ+1/2∫
ξ−1/2
|u|2
)1/2
+
( ξ+1/2∫
ξ−1/2
|u˙|2
)1/2
. (2.7)
Since u, Au ∈ L2, (2.6) and (2.7) show that∣∣u(ξ)∣∣→ 0 as |ξ | → ∞.
Therefore u ∈ L2 ∩ L∞ and so u ∈ Lμ for any μ  2. Replacing u by un − u in (2.6) and (2.7) one has that E−,2 ⊂ H1loc is
continuously embedded in L∞ and Lμ for all μ 2. This ﬁnishes the proof. 
Let E−2 denote the completion of D(A)∩ L2− with respect to the norm ‖ · ‖. Since H1/2 is continuously embedded in Lμ
for all μ 2, by (2.3), E− is a closed subspace of E−2 . Note that E
−
,2 ⊂ E− and is orthogonal to E− with respect to (·,·)0.
Then E−2 has the following decomposition
E−2 = E− ⊕ E−,2. (2.8)
Let E2 be the completion of D(A) under the norm ‖ · ‖. We have the following lemma.
Lemma 2.2. Suppose that (L1) is satisﬁed. Then E2 has the direct sum decomposition
E2 = E−2 ⊕ E+, (2.9)
and E2 is embedded continuously in Lμ for any μ ∈ [2,∞) and compactly in Lμloc for any μ ∈ [2,∞).
Proof. By (2.2), (2.3), (2.8) and Lemma 2.1, E−2 and E+ are closed, and using the decomposition of E , it is easy to check that
E−2 ∩ E+ = {0}, and so (2.9) holds. Using the same facts above and Lemma 2.1, one can obtain easily the desired conclusion
on embedding. 
It is easy to verify that E2 is a Hilbert space under the inner product (u, v) = (u, v)0 + (u, v)2, and ‖ · ‖ is its induced
norm. From now on, we consider the space E2 as our working space. Clearly, D(|A|1/2) ⊂ E2 ⊂ E and all norms ‖ · ‖0,
‖ · ‖H1/2 ,‖ · ‖ are equivalent on E+ . It is not diﬃcult to check that ‖ · ‖ is uniformly convex, so E2 is reﬂexive. We can also
obtain that E2 is separable. Set
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∫
R
W (t,u).
By the assumptions and Lemma 2.2, ϕ ∈ C1(E2,R) and
ϕ′(u) · v =
∫
R
Wu(t,u)v ∀u, v ∈ E2.
Consider the functional
Φ(u) = 1
2
(∥∥u+∥∥20 − ∥∥u−∥∥20)− ϕ(u)
for u = u− + u+ ∈ E2. Then Φ ∈ C1(E2,R) and a standard argument shows that critical points of Φ are homoclinic orbits of
(HS) (cf. [13]).
In order to study the critical points of Φ , we now recall some abstract critical point theory developed recently in [2].
Let E be a Banach space with direct sum decomposition E = X ⊕ Y and corresponding projections P X , PY onto X, Y , re-
spectively. For a functional Φ ∈ C1(E;R) we write Φa = {z ∈ E: Φ(z) a}, Φb = {z ∈ E: Φ(z) b} and Φba = Φa ∩Φb . Recall
that Φ is said to be weakly sequentially lower semi-continuous if for any zn ⇀ z in E one has Φ(z) lim infn→∞ Φ(zn). Φ ′
is said to be weakly sequentially continuous if limn→∞ Φ ′(zn)u = Φ ′(z)u for each u ∈ E . A sequence {zn} ⊂ E is said to be
a (C)c-sequence if Φ(zn) → c and (1+ ‖zn‖)Φ ′(zn) → 0. Φ is said to satisfy the (C)c-condition if any (C)c-sequence has a
convergent subsequence.
From now on, we assume that X is separable and reﬂexive, and ﬁx a countable dense subset S ⊂ X∗ . For each s ∈ S
there is a semi-norm on E deﬁned by
ps : E →R, ps(z) =
∣∣s(x)∣∣+ ‖y‖ for z = x+ y ∈ X ⊕ Y .
We denote by TS the induced topology. Let u∗ denote the weak∗-topology on E∗ .
Suppose:
(N0) For any c ∈R, Φc is TS -closed, and Φ ′ : (Φc,TS ) → (E∗,u∗) is continuous.
(N1) For any c > 0, there exists ζ > 0 such that ‖z‖ < ζ‖PY z‖ for all z ∈ Φc .
(N2) There exists ρ > 0 with κ := infΦ(SρY ) > 0 where SρY := {z ∈ Y : ‖z‖ = ρ}.
(N3) There are a ﬁnite-dimensional subspace Y1 ⊂ Y and R > ρ such that we have for EY1 := X ⊕ Y1 and B1 := {z ∈
EY1 : ‖z‖ R} that c¯ := supΦ(EY1 ) < ∞ and supΦ(EY1 \ B1) < infΦ(Bρ ∩ Y ).
The following two theorems are special cases of Theorems 4.4 and 4.6 of [2], respectively (see also [6]).
Theorem 2.1. Let (N0)–(N2) be satisﬁed and suppose that there are R > ρ > 0 and e ∈ Y with ‖e‖ = 1 such that supΦ(∂Q )  κ
where Q = {z = x + te: t  0, x ∈ X, ‖z‖ < R}. If Φ satisﬁes the (C)c-condition for all c  c¯ := supΦ(Q ), then Φ has a critical
point z with κ Φ(z) c¯.
Theorem 2.2. If Φ is even, satisﬁes (N0), (N2), (N3) and the (C)c-condition for all c ∈ [κ, c¯], then it has at least k := dim Y1 pairs of
critical points with critical values less or equal to c¯.
3. Linking structure and the (C)c -sequence
We now study the linking structure and the (C)c-sequence of Φ . Remark that under (H1)–(H2), given p  2, for any
ε > 0, there is Cε > 0 such that∣∣Wu(t,u)∣∣ ε|u| + Cε|u|p−1 (3.1)
and ∣∣W (t,u)∣∣ ε|u|2 + Cε|u|p (3.2)
for all (t,u).
Lemma 3.1. Assume that (H1)–(H2) hold. Then there is ρ > 0 such that κ := infΦ(S+ρ ) > 0 where S+ρ = ∂Bρ ∩ E+ .
Proof. Choose p > 2 such that (3.2) holds for any ε > 0. This yields
Ψ (u) ε|u|22 + Cε|u|pp  c
(
ε‖u‖2 + Cε‖u‖p
)
for all u ∈ E2. Now the lemma follows from the form of Φ . 
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such that λ < λ¯ <m0. Since σ(A) = σcont(A), the subspace Y0 := (F (λ¯) − F (0))L2 is inﬁnite-dimensional. Note that Y0 ⊂ E+
and
λ|u|22  ‖u‖20  λ¯|u|22 for any u ∈ Y0. (3.3)
For any ﬁnite-dimensional subspace Y1 of Y0 set EY1 = X ⊕ Y1.
Lemma 3.2. Suppose that (H1)–(H3) are satisﬁed and ρ > 0 be given by Lemma 3.1. Then for ﬁnite-dimensional subspace Y1 ⊂ Y0 ,
supΦ(EY1 ) < ∞, and there is RY1 > 0 such that Φ(u) < infΦ(Bρ ∩ E+) for all u ∈ EY1 with ‖u‖ RY1 .
Proof. It suﬃces to show that Φ(u) → −∞ as u ∈ EY1 ,‖u‖ → ∞. If not, we assume that for some sequence {u j} ⊂ EY1
with ‖u j‖ → ∞, there is M0 > 0 such that Φ(u j)  −M0 for all j. Deﬁne v j = u j/‖u j‖, we have ‖v j‖ = 1. Passing to
subsequence v j ⇀ v, v
−
j ⇀ v
− , v j → v in Lμloc for μ ∈ [2,∞), and v+j → v+ with respect to ‖ · ‖ and ‖ · ‖0. Then, by (H1)
we have
1
2
(∥∥v+j ∥∥20 − ∥∥v−j ∥∥20) 12
(∥∥v+j ∥∥20 − ∥∥v−j ∥∥20)−
∫
R
W (t,u j)
‖u j‖2 =
Φ(u j)
‖u j‖2 
−M0
‖u j‖2 . (3.4)
We claim that v+ = 0. Indeed, if not, it follows from (3.4) that ‖v−j ‖0 → 0. Also
∫
R
W (t,u j)
‖u j‖2 → 0.
Since v j → v in L2loc , for any a > 0, we have∫
R
|v j − v|2 = lim
a→∞
a∫
−a
|v j − v|2 → 0 as j → ∞. (3.5)
Recall that W (t,u) = 12w(t)u ·u+ r(t,u) and r(t,u)/|u|2 → 0 uniformly in t as |u| → ∞. Thus, since |u j(t)| → ∞ if v(t) = 0,
together with (3.5), one has∫
R
r(t,u j)
‖u j‖2 =
∫
R
r(t,u j)
|u j|2 · |v j|
2  2
∫
R
r(t,u j)
|u j|2 · |v j − v|
2 + 2
∫
R
r(t,u j)
|u j|2 · |v|
2
= o(1) + 2
∫
v(t) =0
r(t,u j)
|u j|2 · |v|
2 = o(1). (3.6)
Also, by (H3),
1
2
∫
R
w(t)u j · u j
‖u j‖2 =
1
2
∫
R
w(t)u j · u j
|u j|2 · |v j|
2  m0
2
|v j|22. (3.7)
From (3.6), (3.7) and
∫
R
W (t,u j)
‖u j‖2 → 0 it follows that |v j |2 → 0. In view of (2.4), (2.8) and (2.9), it is easy to see that |v j |
2
2 =
|v+j |22 + |v−j |22. So |v−j |2 → 0. Therefore, ‖v−j ‖ → 0. Since v+j → 0 with respect to ‖ · ‖ and ‖ · ‖0, one has ‖v j‖ → 0, which
contradicts with ‖v j‖ = 1. So v+ = 0.
By (H3), (3.3) and the fact that |v|22 = |v+|22 + |v−|22, one has∥∥v+∥∥20 − ∥∥v−∥∥20 −
∫
R
w(t)v2 
∥∥v+∥∥20 − ∥∥v−∥∥20 −m0|v|22 −(m0 − λ¯)∣∣v+∣∣22 − ∥∥v−∥∥20 < 0.
Then there exists R > 0 such that
∥∥v+∥∥20 − ∥∥v−∥∥20 −
R∫
−R
w(t)v2 < 0. (3.8)
It follows from (H2) and the fact |v j − v|L2(−R,R) → 0 that
lim
j→∞
R∫
−R
|r(t,u j)|
‖u j‖2 = limj→∞
R∫
−R
|r(t,u j)|
|u j|2 |v j|
2  2 lim
j→∞
R∫
−R
|r(t,u j)|
|u j|2 |v j − v|
2 + 2 lim
j→∞
R∫
−R
|r(t,u j)|
|u j|2 |v|
2
= 0. (3.9)
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0 lim
j→∞
(
1
2
∥∥v+j ∥∥20 − 12
∥∥v−j ∥∥20 −
R∫
−R
W (t,u j)
‖u j‖2
)
 1
2
(∥∥v+∥∥20 − ∥∥v−∥∥20 −
R∫
−R
w(t)v2
)
< 0,
which is a contradiction. 
As a special case we have
Lemma 3.3. Suppose that (H1)–(H3) are satisﬁed and ρ > 0 be given by Lemma 3.1. Then, letting e ∈ Y1 with ‖e‖ = 1, there is r1 > 0
such that supΦ(∂Q ) κ where Q := {u = u− + se: u− ∈ X, s 0, ‖u‖ r1}.
Lemma 3.4. Suppose that (H1)–(H5) are satisﬁed. Then any (C)c-sequence is bounded in E2 .
Proof. Let {u j} ⊂ E2 be such that
Φ(u j) → c and
(
1+ ‖u j‖
)
Φ ′(u j) → 0. (3.10)
Then, for C0 > 0,
C0 Φ(u j) − 12Φ
′(u j)u j =
∫
R
W˜ (t,u j). (3.11)
Suppose to the contrary that ‖u j‖ is unbounded. Setting v j = u j/‖u j‖, then ‖v j‖ = 1, |v j |μ  c‖v j‖ = c for all μ ∈ [2,∞).
Passing to subsequence, v j ⇀ v in E2, v j → v in Lμloc for μ ∈ [2,∞), and v j(t) → v(t) for a.e. t ∈ R. We consider the
following two cases: v(t) ≡ 0 and v(t) = 0.
If v ≡ 0, then v j ⇀ 0 in E2. Note that
o(1) = Φ ′(u j)
(
u+j − u−j
)= ‖u j‖20 −
∫
R
Wu(t,u j)
(
u+j − u−j
)
= ‖u j‖20 − ‖u j‖2
∫
R
Wu(t,u j)
u j
(
v+j − v−j
)
v j
= ‖u j‖2
(
‖v j‖20 −
∫
R
Wu(t,u j)
u j
(
v+j − v−j
)
v j
)
. (3.12)
Similar to the argument of [14,18], by (H5), we can take b > 0 such that
0 w∗ < b < β. (3.13)
Let P1 be the projection associated with (−∞,0], P2 associated with (0,b] and P3 associated with (b,∞). Then P1P− =
P1, P1P+ = 0, P3P− = 0, P3P+ = P3 and P1v j, P3v j ⇀ 0 in E2. Moreover, since the projection P2 has ﬁnite range, we have
P2P+v j → 0 and P2P−v j → 0. Consequently, in view of (H5), (3.12) and the fact that
‖v j‖20 =
∥∥P−v j∥∥20 + ∥∥P+v j∥∥20 = o(1) + ‖P1v j‖20 + ‖P3v j‖20, (3.14)
we have
o(1) = ‖v j‖20 −
∫
R
Wu(t,u j)
u j
(
v+j − v−j
)
v j
= o(1) + ‖P1v j‖20 + ‖P3v j‖20 −
∫
R
Wu(t,u j)
u j
[(
v+j
)2 − (v−j )2]
 o(1) + ‖P1v j‖20 + ‖P3v j‖20 −
∫
R
|Wu(t,u j)|
|u j|
∣∣(v+j )2 − (v−j )2∣∣
 o(1) + ‖P1v j‖20 + ‖P3v j‖20 −
∫
R
|Wu(t,u j)|
|u j|
(
v+j
)2 − ∫
R
|Wu(t,u j)|
|u j|
(
v−j
)2
 o(1) + ‖P1v j‖20 + ‖P3v j‖20 − w∗
∫
(P3v j)
2 − w∗
∫
(P1v j)
2. (3.15)R R
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o(1)
(
1− w
∗
b
)
‖P3v j‖20 +
(
1− w
∗
b
)
‖P1v j‖20,
which implies that ‖P3v j‖0 → 0 and ‖P1v j‖0 → 0. By (3.14), we get ‖v j‖0 → 0. Since v j → 0 in L2loc , for any a > 0, we
have
∫
R
|v j|2 = lim
a→∞
a∫
−a
|v j|2 → 0 as j → ∞.
So ‖v j‖ → 0, which contradicts with ‖v j‖ = 1. Therefore, the case v ≡ 0 does not happen.
If v = 0. For any ϕ ∈ C∞0 (R),
Φ ′(u j)ϕ =
(
u+j − u−j ,ϕ
)
0 −
∫
R
Wu(t,u j)ϕ
= (u+j − u−j ,ϕ)0 −
∫
R
w(t)u jϕ −
∫
R
ru(t,u j)ϕ
= ‖u j‖
((
v+j − v−j ,ϕ
)
0 −
∫
R
w(t)v jϕ −
∫
R
ru(t,u j)
|u j| |v j|ϕ
)
.
Hence, one has
(
v+j − v−j ,ϕ
)
0 −
∫
R
w(t)v jϕ −
∫
R
ru(t,u j)
|u j| |v j|ϕ = o(1).
Since, by (H2), ru(t,u) = o(|u|) as |u| → ∞ uniformly in t and |u j(t)| → ∞, we have
(Av,ϕ)2 −
(
w(t)v,ϕ
)
2 = 0.
Hence
Av = w(t)v, (3.16)
which is impossible if (i) of (H5) is satisﬁed. Thus we assume (ii) of (H5). Let Ω j(0, r) := {t ∈ R: |u j(t)| < r},Ω j(r,∞) :=
{t ∈R: |u j(t)| r}, and set for r  0,
g(r) := inf{W˜ (t,u): t ∈R and u ∈R2N with |u| r}.
By assumption there is r0 > 0 such that g(r0) > 0, hence one has by (3.11) that |Ω j(r0,∞)|  C0/g(r0). Since v satis-
ﬁes (3.16), it follows from Cauchy Unique Principle that v(t) = 0 a.e. on R. Therefore, there exist  > 0 and Ω ⊂R such that
|v(t)| 2 for t ∈ Ω and 2C0/g(r0) |Ω| < ∞. By Egoroff’s theorem we can ﬁnd a set Ω ′ ⊂ Ω with |Ω ′| > C0/g(r0) such
that v j → v uniformly on Ω ′ . So for almost all j, |v j(t)|  and |u j(t)| r0 in Ω ′ . Then
C0
g(r0)

∣∣Ω ′∣∣< ∣∣Ω j(r,∞)∣∣ C0
g(r0)
,
which gives a contradiction. Therefore, ‖u j‖ is bounded. The proof is completed. 
Lemma 3.5. Under the assumptions of Lemma 3.4, Φ satisﬁes the (C)c-condition.
Proof. Let {u j} ⊂ E2 be an arbitrary (C)c-sequence of Φ , then it is bounded by Lemma 3.4. Passing to subsequence, u j ⇀ u
in E2, u j → u in Lμloc for μ ∈ [2,∞), and u j(t) → u(t) for a.e. t ∈R.
Let x j = u j −u. Then x j ⇀ 0 in E2, x j → 0 in Lμloc for μ ∈ [2,∞). Let P+, P−, P1, P2, P3 be the projections as Lemma 3.4.
For any ϕ ∈ C∞0 (R), we have∫
R
Wu(t,u j)(x
+
j − x−j )
u j
ϕ 
( ∫
suppϕ
(
x+j − x−j
)2) 12 ∣∣∣∣Wu(t,u j)ϕu j
∣∣∣∣
2
→ 0
as j → ∞. Hence Wu(t,u j)(x
+
j −x−j ) ⇀ 0 in L2. Consequently, by (3.13), (3.14) and the fact that P1x j, P3x j ⇀ 0, one hasu j
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(
x+j − x−j
)= o(1) + ‖x j‖20 −
∫
R
Wu(t,u j)
(
x+j − x−j
)
= o(1) + ‖x j‖20 −
∫
R
Wu(t,u j)
u j
(
x+j − x−j
)
u j
= o(1) + ‖P1x j‖20 + ‖P3x j‖20 −
∫
R
Wu(t,u j)
u j
(
x+j − x−j
)
x j
 o(1) + ‖P1x j‖20 + ‖P3x j‖20 −
∫
R
|Wu(t,u j)|
|u j|
∣∣(x+j )2 − (x−j )2∣∣
 o(1) + ‖P1x j‖20 + ‖P3x j‖20 −
∫
R
|Wu(t,u j)|
|u j|
(
(P3x j)
2 + (P1x j)2
)
 o(1) + ‖P3x j‖20 − w∗
∫
R
(P3x j)
2 + ‖P1x j‖20 − w∗
∫
R
(P1x j)
2
 o(1) +
(
1− w
∗
b
)
‖P3x j‖20 +
(
1− w
∗
b
)
‖P1x j‖20, (3.17)
which implies that ‖P3x j‖0 → 0 and ‖P1x j‖0 → 0. By (3.14), we have ‖x j‖0 → 0. Since x j → 0 in L2loc , for any a > 0, we
have
∫
R
|x j|2 = lim
a→∞
a∫
−a
|x j|2 → 0 as j → ∞.
So ‖x j‖ → 0, i.e., u j → u strongly in E2, and this ﬁnishes the proof. 
4. Proof of Theorem 1.1
In order to apply the abstract Theorems 2.1 and 2.2 to Φ , we choose X = E−2 and Y = E+ . X is separable and reﬂexive
and let S be a countable dense subset of X∗ . First we have
Lemma 4.1. Φ satisﬁes (N0).
Proof. We ﬁrst show that Φa is TS -closed for every a ∈ R. Consider a sequence {u j} in Φa which TS -converges to u ∈ E2,
and write u j = u−j + u+j , u = u− + u+ . Observe that {u+j } converges to u+ in norm topology. Since W (t,u) 0, there exists
c > 0 such that
1
2
∥∥u−j ∥∥20 = 12
∥∥u+j ∥∥20 − Φ(u j) −
∫
R
W (t,u j) < c.
Therefore, ‖u−j ‖0 is bounded. So ‖u j‖0 is bounded. Now we claim that |u−j |2 is bounded. Assume by contradiction that
|u−j |2 is unbounded. Clearly, ‖u j‖ is also unbounded. Setting v j = u j/‖u j‖, then ‖v j‖ = 1. Passing to subsequence, v j ⇀ v
in E2, v j → v in Lμloc for μ ∈ [2,∞). Note that∫
R
W (t,u j) < −a + 12
∥∥u+j ∥∥20 − 12
∥∥u−j ∥∥20. (4.1)
Therefore,
∫
R
W (t,u j) is bounded and
∫
R
W (t,u j)
‖u j‖2 → 0. Similar to Lemma 3.2, we can obtain (3.6) and (3.7). From (3.6), (3.7)
and
∫
R
W (t,u j)
‖u j‖2 → 0 it follows that |v j |2 → 0. Since 1= ‖v j‖
2 = ‖v j‖20 + |v j |22, we obtain ‖v j‖0 → 1, which contradicts with
the fact that ‖v j‖0 = ‖u j‖0‖u j‖ → 0. So |u−j |2 is bounded. Therefore, {u−j } is bounded in E2, and we have u−j ⇀ u− . Therefore,
u j ⇀ u. It is easy to show that Ψ is weakly sequentially lower semi-continuous. Thus, from the form of Φ it follows that
Φ(u) lim infΦ(u j) a. So u ∈ Φa and Φa is TS -closed.
Next we show that Φ ′ : (Φc,TS ) → (E∗,u∗) is continuous. It is suﬃcient to show that Ψ ′ has the same property. Let
u j ⇀ u in E2. Then u j → u in Lμ (R) for μ ∈ [2,∞). It is obvious thatloc
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∫
R
W (t,u j)ϕ →
∫
R
W (t,u)ϕ = Ψ ′(u)ϕ, ∀ϕ ∈ C∞0 (R)
as j → ∞. Now using the density of C∞0 (R) in E2 one can obtain the desired conclusion. 
Lemma 4.2. Φ satisﬁes (N1).
Proof. We assume by contradiction that for some c1 > 0 there is a sequence {un} with Φ(un)  c1 and ‖un‖2  n‖u+n ‖2.
The form of Φ implies that
∥∥u−n ∥∥2  (n − 1)∥∥u+n ∥∥2  c(n − 1)∥∥u+n ∥∥20
 c(n − 1)
(
2c1 +
∥∥u−n ∥∥20 + 2
∫
R
W (t,un)
)
. (4.2)
Since c, c1 > 0,W (t,un) 0, it follows that ‖u−n ‖ → ∞ as n → ∞. Hence ‖un‖ → ∞. Set vn = un/‖un‖. Then ‖vn‖ = 1 and
‖v+n ‖2 = ‖u
+
n ‖2
‖un‖2 
1
n → 0. Therefore, vn ⇀ v = v− in E2. By (4.2) we have
1
∥∥v−n ∥∥2  c(n − 1)
(
2c1
‖un‖2 +
∥∥v−n ∥∥20 + 2
∫
R
W (t,un)
‖un‖2
)
. (4.3)
Thus ‖v−n ‖20  1c(n−1) → 0. Recall that W (t,u) = 12w(t)u · u + r(t,u) and r(t,u)/|u|2 → 0 uniformly in t as |u| → ∞. Thus,
since |un(t)| → ∞ if v(t) = 0, together with (3.5), one has∫
R
r(t,un)
‖un‖2 =
∫
R
r(t,un)
|un|2 · |vn|
2  2
∫
R
r(t,un)
|un|2 · |vn − v|
2 + 2
∫
R
r(t,un)
|un|2 · |v|
2
= o(1) + 2
∫
v(t) =0
r(t,un)
|un|2 · |v|
2 = o(1).
This implies
1
2c(n − 1) 
∫
R
W (t,un)
‖un‖2 =
1
2
∫
R
w(t)vn · vn +
∫
R
r(t,un)
‖un‖2 
m0
2
|vn|22 + o(1).
Consequently, |vn|2 → 0. By the fact that |vn|22 = |v+n |22 + |v−n |22, we have |v−n |22 → 0. Therefore, ‖v−n ‖2 → 0, and ‖vn‖2 → 0,
which is contradiction with ‖vn‖ = 1. The proof is complete. 
Now we give the proof of Theorem 1.1.
Proof. With X = E−2 and Y = E+ the condition (N0) holds by Lemma 4.1 and (N1) holds by Lemma 4.2. Lemma 3.1
implies that (N2) holds. Lemma 3.3 shows that Φ possesses the linking structure of Theorem 2.1. Finally, Φ satisﬁes the
(C)c-condition by virtue of Lemmas 3.4 and 3.5. Therefore, Φ has at least one critical point u with Φ(u) κ > 0. 
5. A multiplicity result
Let us choose a ﬁnite-dimensional subspace Y1 of Y0 with dim Y1 = k, where Y0 := (F (λ¯)− F (0))L2 deﬁned in Section 3.
Set EY1 = X ⊕ Y1. Then we have the following multiplicity result.
Theorem 5.1. Assume that (L1), (H1)–(H5) hold. Furthermore, if W (t,u) is even in u, then (HS) has at least k pairs of homoclinic
orbits.
Proof. Since W (t,u) is even in u, Φ is even. Lemma 3.2 shows that Φ satisﬁes (N3) with dim Y1 = k. Furthermore, the
conditions (N0) and (N1) hold by Lemmas 4.1 and 4.2, and Φ satisﬁes the (C)c-condition by virtue of Lemmas 3.4 and 3.5.
Then by Theorem 2.2, Φ has at least k pairs of nontrivial critical points with critical values less or equal to c¯ := supΦ(EY1 ) <∞. Therefore, (HS) has at least k pairs of homoclinic orbits. 
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