this article, a contribution-enabled congestion-aware (CECA) scheme is proposed to enhance the fairness and efficiency of content distribution, and improve the entire bandwidth utility for mesh peer-to-peer (P2P) real-time multimedia streaming systems. This is because the mesh P2P streaming system outperforms others in many aspects, but most content distribution mechanisms use only one of upload bandwidth and link latency as a factor that malfunctions the reward and punishment scheme. Besides, their congestion controls partially or mostly rely on the transport layer protocol such as transmission control protocol (TCP). Hence, the CECA dynamically adjusts a receiver peer's content window size (CWS) based on the contribution and packet loss rate of the receiver peer. Furthermore, the CECA is implemented in NS2 and experimental results show that the CECA could at the most shorten the receiving time about 20.78%, 32.26%, 30.74%, and 26.18%, and improve the entire performance about 11.42%, 18.87%, 14.55%, and 14.19% at the most, when it compares with the BLACE, the Coolstreaming, the Coolstreaming with bandwidth preference, and the Coolstreaming with latency preference, respectively.
I. INTRODUCTION
Peer-to-peer (P2P) networks have grown aggressively in Internet traffic and increased greatly in popularity over the past decade. File sharing and real-time multimedia streaming are common applications used in P2P networks. In addition, a P2P real-time multimedia streaming application needs to solve the timing issue because the users will feel uncomfortable when the contents do not arrive in time. Accordingly, several P2P streaming systems have been designed [1] - [8] and some of them [2] - [8] focus on the system structure and content distribution.
Existing P2P streaming systems can be classified into three models: single-tree, multi-tree, and mesh [9] . In single-tree, the peer having the original stream is both an initiator and the root of the tree [1] . On the other hand, other peers form remaining parts of the tree by some defined formation method and receive the contents of stream in order. Similar to the single-tree, there is only one initiator in the multi-tree. However, the initiator divides the stream into multiple sub-streams, other peers construct the corresponding multiple sub-trees, and one sub-stream is transmitted through one cyho@cs.nctu.edu.tw, mhhuang@cs.nctu.edu.tw, cctseng@cs.nctu.edu.tw).
sub-tree. Different from both single-tree and multi-tree, in mesh, the stream is divided into a lot of blocks with a defined size (called chunks), and each peer randomly connects to others and exchanges which chunks it owns with its connected peers (called neighbors) [4] , [5] , [8] .
Every model has its advantages and drawbacks, but R. Kumar et al. [10] proved that in theory, there is an upper bound for the performance of each P2P streaming model. N. Magharei et al. [11] further showed that the mesh has a better performance than trees. However, the mesh still has many issues, such as the limited availability of future content and in-time requirement of content delivery and hence, several mechanisms are proposed to solve these problems. For example, S. Xie et al. proposed Coolstreaming [2] , a sub-stream based mesh P2P streaming system, to solve in-time issue and reduce the content delivery delay and the number of exchanging messages.
Most proposed mechanisms used either upload bandwidth or link latency as a major factor to solve the mentioned problems and adjust the speed of content distribution. Furthermore, some researchers have similar ideas. After peers distribute contents, the mechanism periodically evaluates every peer's contribution. Based on the contribution, the mechanism either punishes selfish peers by degrading their orders [4] , [8] or promotes peers with larger contribution closer to the source peer [5] - [8] . Unfortunately, even their experiment results presented that the proposed mechanisms have better outcomes and work well; it still has room to further improve the whole P2P performance and efficiency. Therefore, BLACE [12] proposed a prevention way that considers every peer's upload bandwidth, link latency, and the maximum playing delay of a stream at the same time to evaluate whether this peer can be a possible contributor before the peer transmits contents to other peers.
Unfortunately, neither Coolstreaming nor BLACE focus on how to award more contents to the peer who distributes more, and punish the peer for its self-centeredness. Furthermore, both Coolstreaming's and BLACE's congestion controls rely on the transmission control protocol (TCP). This means that when the congestion occurs or a packet is lost, TCP will handle the corresponding actions so that Coolstreaming and BLACE neither know nor sense what happened in the network and would keep their content sending rates. Thus, many contents may be temporarily queued in a TCP buffer that will result in a longer delay and a lower throughput. In short, fairness and congestion unawareness are two issues of Coolstreaming and BLACE. Hence, in this article, a contribution-enabled congestion-aware (CECA) scheme is proposed to solve these two problems by dynamically adjusting a receiver peer's content window size (CWS) per round-trip time (RTT), equaling a content sending rate from the source peer to the receiver peer, based on the contribution and congestion status (e.g., packet loss rate) of the receiver peer.
The rest of the article is organized as follows. The proposed mechanism and its analysis are described in Section II. Section III shows experiment results and findings. Finally, the last section concludes this article and points out the future works.
II. CONTRIBUTION-ENABLED CONGESTION-AWARE SCHEME
The core idea of CECA is that a peer contributing more should be awarded more chunks, and on the other hand, the one giving less should be punished for its self-centeredness. In this section, the CECA's contribution-enabled part, the congestion-aware part, and the mathematical analysis are respectively described in the following sub-sections. Besides, the contribution-enabled part is in charge of the peer selection and the CWS increase while the congestion-aware part reacts to the congestion and decreases the CWS.
A. Contribution-Enabled Part of CECA
In CECA, it is assumed that every peer exchanges its upload bandwidth, link latency, and contribution information with its neighbors periodically. In practice, this assumption is similar to the information sharing between nodes in a reputation system [13] , [14] and can be realized by using the methods in [3] , [13] , [14] .
1) Peer selection
The concept of this part is that before a peer including the initiator distributes a chunk to other peers, it needs to calculate how many receiver peers it can support based on its available upload bandwidth, collects its neighbors' contributions, selects the receiver peers with larger contributions from the neighbors, and adjusts the CWSs of the selected receiver peers per RTT. The contribution of a peer P for a chunk means that the number of peers which receive that chunk directly from the peer P. In Fig. 1 , for example, the contributions of peer X for chunks 1 and 2 are 2 and 1, respectively, where the S denotes the source peer and the W, X, Y, and Z represent other peers. In addition, Fig. 2 demonstrates a case of contribution estimation by the peer S. The detailed descriptions are as follows. In the left side of Fig. 2 , the initiator is the peer S, other peers are receivers of the peer S, the circle size of a peer is the upload bandwidth size of that peer (i.e., the peer with a large circle has larger upload bandwidth than the peer with a small circle does), the length of dotted line with arrow means the link latency from a peer to another peer (e.g., the link latency from the peer S to the peer A is d), and the threshold of the maximum playing delay is T that is presented by the circle with dotted line. Furthermore, the circle size and the length of dotted line with arrow will be varied by the condition of the network and time.
Before the peer S sends a chunk to receivers, it first divides its available upload bandwidth by the chunk size and gets 2 (i.e., the peer S only can support 2 peers presently). Next, as shown in the right side of Fig. 2 , the peer S estimates every neighbor's contribution. The shadow of a circle is the possible contribution of a peer because it means that after a peer receives the chunk from the peer S, with enough upload bandwidth and before the delay exceeds the threshold T, how many receivers the peer can distribute that chunk to. In contrast to the possible contribution, the contribution is with the real available upload bandwidth. Moreover, the value of contribution is not greater than that of the possible contribution. For example, if the peer S transmits a chunk to the peer A, it will spend d time and the remained time for the peer A to distribute the chunk to other peers will be T-d time. Therefore, the peer A can send the chunk to both the peers B and F if it has enough upload bandwidth. In this case, the possible contributions of the peers A, B, and C are 2, 1, and 3, respectively. On the other hand, if the peer A's available upload bandwidth is only 1 chunk, it will send the chunk to either the peer B or the peer F. Suppose that, in this case, the contribution equals to the possible contribution. Finally, the peer S selects the peers having a larger contribution to be its receivers. Hence, in this case, the peer S will choose peers C and A.
Next, the peers C and A execute the same processes as the peer S did before to select their own receivers and the selected ones will repeat the processes until all peers have been selected or the delay exceeds the threshold T. Consequently, the CECA could be thought one kind of recursive mechanism. In the case of Fig. 2 , suppose that the peer A chooses peers B and F while the peer C selects peers D, E, and G to be their receivers. All peers in Fig. 2 have been selected, so the CECA has done its work for this chunk. 
2) CWS increase
The way for CWS adjustment is simple and its progresses are as follows. 1) Sort all selected receiver peers by contributions (e.g., from the smallest one to the largest one); 2) Label them and their contributions as R 1 , R 2 , …, R n and C 1 , C 2 , …, C n based on the result of step 1, respectively; and 3)
where max CWS is calculated by the bit-rate of sub-stream (or stream), chunk size, and chunk length, t means time, RB is the room between the available upload bandwidth (AUB) of source peer and the sum of all CWSs, P i is the percentage of R i 's contribution (i.e., C i ) to the sum of all receiver peers' contributions, and RTT i is the round-trip time of the connection between the source peer and R i . Equations (2) and (3) show the details of RB and P i , respectively. Moreover, CWS i (0) equals min CWS, whose value is 2; P i (0) equals 1/n since, in the initial stage, all peers' contributions are the same; and CWS i (t) equals max CWS when CWS i (t-1) plus INC i (t) is larger than max CWS.
Fig . 3 exhibits the relationship between two CWSs with different contributions when no congestion occurs. From Fig.  3 , the CWS of the peer with a larger contribution increases more than the other one with a smaller contribution. In the end, when the two peers arrive at a balance situation, the peer with a larger contribution will have a larger CWS and more contents. 
where DEC i is the decrease amount of the CWS i of the receiver peer R i , RB denotes the excess usage of upload bandwidth (i.e., the difference between the sum of all CWSs and the available upload bandwidth) of the source peer, and i P is the percentage of the reciprocal of R i 's contribution (i.e., 1/C i ) to the sum of all reciprocals of receiver peers' contributions. Equations (5) and (6) 
The reasons for designing this kind of method are that, if the TCP's decreasing way is used, 1) the CWS of the receiver peer with a larger contribution will be reduced more times than that with a smaller contribution, 2) the time for the receiver peer with a larger contribution to recover its CWS would be longer than that with a smaller contribution, and 3) the source peer cannot make significant rewards or punishments to the receiver peers with different contributions. Fig. 4 demonstrates an example of CWS adjustment flow. In Fig. 4 , the source peer knows that the 2 nd packet (no. 2) is lost according to the ACK at the 11 th second. Thus, the source peer retransmits the 2 nd packet and decreases the CWS of the corresponding receiver peer by the equation (4) . Similarly, at the 15 th second, the source peer knows that the 4 th packet (no. 4) is lost. Then, the source peer retransmits the 4 th packet, but it does not decrease the CWS this time. This is because the 4 th packet is sent at the 6 th second, which is before the last time that the CWS is decreased (at the 11 th second). Although the ACK received at the 15 th second contains the lost information of the 2 nd packet, the source peer will not retransmit the 2 nd packet. This is because this ACK is in reply to the 5 th packet (no. 5), which was sent at the 8 th second, earlier than the time (the 11 th second) to retransmit the 2 nd packet. In other words, this ACK cannot indicate the retransmitted 2 nd packet is lost. Different to the case at the 15 th second, at the 19 th second, the ACK still contains the lost information of the 2 nd packet, so the source peer knows that the retransmitted 2 nd packet is lost again. Therefore, the source peer retransmits the 2 nd packet and decreases the CWS again. 
2) Less contributions more penalties
Similarly, in the congestion-aware part, the CWS i decreases at a rate of DEC i /RTT i (equaling  
per second, for every R i . When C i ≤ C j , for any R i and R j , the decrease rate of CWS i is not slower than that of CWS j based on the equation (8) . Hence, it proves that less contributions more penalties.
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3) Bound for every second 1) In the contribution-enabled part, for every second, the sum of increments can be represented by ΣINC i /RTT i . Moreover,
second, RB is constant and
Hence, RB+n is the upper bound in the contribution-enabled part. 2) In the congestion-aware part, for every second, the sum of decrements can be represented by Σ DEC i /RTT i . Moreover,
Hence, RB n  is the lower bound in the congestion-aware part. From both 1) and 2), bound for every second is proved.
III. PERFORMANCE EVALUATIONS
To observe how much performance the CECA can improve in a P2P streaming system, we chose NS2 [15] [16] investigated many existing P2P simulators, such as PlanetLab and OverSim, and pointed out that only few simulators were designed for P2P streaming applications since most of them focused on providing a convenient user interface (UI) for either distributed hash table (DHT) or gossip-based searching algorithm; 2) NS2 has numerous networking modules including P2P streaming applications; 3) NS2 is a well-known network simulator in the academic community; 4) BLACE is a recent P2P mechanism using contributions to evaluate and select peers to accelerate the content distribution; and 5) Coolstreaming is not only the first mesh P2P streaming system with sub-streams but also widely used in today's Internet. Fig. 5 is a diagram of network topologies used in the following experiments. Every network topology is formed by 100 routers and 1001 peers (1 source peer and 1000 receiver peers) and follows a power-law degree structure [17] , [18] . The routers and the peers present the cores and the edges of the network, respectively. Furthermore, the link between two routers is called core link while the link between the peer and the router is called edge link. All links' latencies are from 0.001 to 0.1 seconds and all core links' bandwidths (full duplex) are from 100 to 1000 Mbps. The bandwidth of the edge link (full duplex) between the source peer to the router is 5 Mbps while the other edge links' download bandwidths are 500 Kbps and upload bandwidths are dispatched to three types: 1) from 800 to 1200 Kbps, 2) from 400 to 750 Kbps, and 3) from 100 to 300 Kbps. This is because when the source peer supports more receivers and the receiver peers have more different contributions, the CECA can more obviously demonstrate its characteristics and strengths. More parameter settings are illustrated in Table I . Furthermore, the peer joining/leaving rate (JLR) of every experiment is fixed (e.g., 1, 2, 3, and 4 per 10 seconds).
A. Experiment Environments and Parameter Settings

B. Experiment Results of Chunk Delay and Receiving Rate
In Fig. 6 , compared with the BLACE, Coolstreaming, Coolstreaming BP , and Coolstreaming LP , the CECA shortens the chunk delay (receiving time) about 19.53%, 31.71%, 30.74%, and 26.18%, respectively, when there is 1 peer joining/leaving the network every 10 seconds. In addition, when more peers join/leave the network, the receiving time will be naturally increased no matter which mechanism is used. However, the CECA still has the littlest chunk delay among these five mechanisms. For example, while the peer JLR is 4 peers per 10 seconds, the chunk delay of CECA, BLACE, Coolstreaming, Coolstreaming BP , and Coolstreaming LP are 7.45, 9.41, 11.0, 10.72, and 9.77 seconds. On the other point of view, as shown in Fig. 7 , the CECA has better performance for every sub-stream than others. For example, compared with the BLACE, the CECA improves the average chunk receiving rate about 8.58%, 9.03%, 10.61%, and 11.42% when the peer JLR is from 1 to 4 peers per 10 seconds, respectively. Similarly, CECA improves the average chunk receiving rate of Coolstreaming about 15.51%, 12.24%, 18.41%, and 18.87%, respectively. Even in the worst case (i.e., 2 peers join/leave the network every 10 seconds), for every sub-stream, the CECA respectively achieves 1.09, 1.12, 1.10, and 1.11 times higher average chunk receiving rate in comparison with BLACE, Coolstreaming, Coolstreaming BP , and Coolstreaming LP . Hence, the CECA can make the entire P2P system more efficient. 
C. Experiment Results of Fairness and Bandwidth Utility
To evaluate the fairness of the receiver peers in a P2P system, a fairness index function (9) [19] is used in this subsection. where n equals the number of receiver peers and 1, if bit rate of stream and bit rate of stream , otherwise
where γ i and ζ i respectively mean that the chunk receiving rate and chunk sending rate of the receiver peer i for a stream. In this article, n is 1000 and the bit-rate of stream is 384 Kbps. The result of fairness index function ranges from 1/n (worst case) to 1 (best case). Moreover, the result will be the maximum if all receiver peers have the same ratio of "how many chunks they get" to "how many chunks they contribute." In other words, when a content distribution mechanism has a well punishment method, it will let a peer get more when contributing more as well as a peer receive less while giving less, and the result of fairness index function tends towards 1. Table II , the CECA has the highest fairness index value among the five content distribution mechanisms. For example, the CECA increases the fairness index of the BLACE and Coolstreaming about 0.92% and 0.59%, respectively.
On the other point of view, as shown in Table III , the CECA can more efficiently use the upload bandwidth than the others. In practice, compared with the Coolstreaming, the CECA improves the upload bandwidth utility about 17.91% while the CECA adds the upload bandwidth utility of the BLACE about 9.61%. 
IV. CONCLUSIONS AND FUTURE WORKS
In this article, a content distribution mechanism, CECA, is proposed to enhance the fairness and efficiency of content distribution, and improve the entire bandwidth utility for a mesh P2P real-time multimedia streaming system by dynamically adjusting a receiver peer's content window size according to the contribution and packet loss rate of the receiver peer. Experiment results show that the CECA could really shorten the receiving time, enhance the reward and punishment scheme, and improve the bandwidth utility and the content distribution efficiency of the entire P2P streaming system when it compares with the BLACE, Coolstreaming, Coolstreaming BP , and Coolstreaming LP . However, the CECA cannot fully use the available bandwidth to make every receiver peer have a 100% of stream. Therefore, how to solve the problems to reach an ideal objective will be an issue for further study in the future.
