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1. INTRODUCTION 
We consider systems of partial differential equations of the form 
w-here u = (u’,..., u”) are dependent variables and K is .a q-tuple of “partial 
differential functions,“- i.e., smooth functions of x = (or ,..., x,) and, the 
various derivatives- z& = 8ui, .I =,(jr ,..., j,), 8 = (3, ,“., aP), ai = 3/L+. The 
system is autonomous: K does not depend on the time t explicitly. Our point 
of view is that of the formal variational calculus as in Gel’fand and Dikii 
[I--4], Gel’fand and Dorfman [5.], and Olver [7-IO]. The essential elements 
of this calculus will be set out in Section 2. 
A scalar partial differential function T (which may also depend explicitly 
on time) is conserved under the flow of u, = K if 
i T dx is independent of time, ” IPP 
This is formally equivalent to 
D, T = a divergence expression, 
say, D,P, + -.- + D,D,, where the (Pi) are partial functions and the {Di\ 
and D, are total derivatives. For example, 
whereas 
D,(tu’) = 2tuK + uJ, 
a&t’) = u2. 
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306 S. 1. ROSENCRANS 
The correspondence between symmetries of u, = K and conservation laws 
of ut = K-not a perfect correspondence without more assumptions on the 
form of K and of the symmetry-is known as Noether’s theorem, after the 
prototype [6]. This relationship has been analyzed extensively by 
Olver [7-lo], Wilson [12], and others. We give an outline of the 
fundamental facts in Section 3. 
We shall be concerned only with the systems u1 = K of Hamiltonian form 
K = &L?Z[L], the symbols to be defined in Section 2. This is a generalization 
to partial differential equations of the Hamiltonian form of ordinary 
differential equations. Symmetries u, = P may or may not be in Hamiltonian 
form themselves. A Hamiltonian symmetry generator P = GZE[ T] gives rise 
to a conserved functional T. A non-Hamiltonian symmetry does not. 
However, we prove that for any symmetries U, = P and u,.= Q, 
T = P . @-IQ is a conserved partial differential function. ’ This follows from 
a lemma of Olver [lo] and can be thought of as a concrete statement of the 
invariance of the symplectic form LI = - fdu A C9- ‘(au) associated with the 
Hamiltonian system uI = K. We show this in Section 5. But first a 
contravariant and direct proof is given in Section 4 for linear L?Z. 
If P and Q are themselves both Hamiltonian, then T is the conserved 
functional associated with their commutator. This is a consequence of the 
Gel’fand-Dikii formula stating the relation between the Poisson bracket and 
the commutator, as will be explained. 
Section 6 analyzes in some detail the special case of scaling symmetries, 
and the paper ends with a number of examples in Section 7. 
2. THE FORMAL VARIATIONAL CALCULUS 
Olver [ 8 ] is our source for this material. Define 
D = (0, ,..., DJ, 
a; = a/au: ) l<i<q. 
To P = (PI,..., P”) we associate the operator 
V(P) = c DJPi - a; 
i,J 
=cDJP- a,, 
.I 
‘A B=A’B’ + . . . +APB”. 
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which can act on scalar or vector partial differential functions.’ The 
components of P may depend explicitly upon time. 
The system of partial differential equations 
au/as = P 
is said to be a symmetry of the system au/at = K if 
aP/i?t = V(P)K - V(K)P; 
this is nothing more than the compatibility condition necessary and sufficient 
for the simultaneous satisfaction of u, = P and u, = K, i.e., D,P = D,K. It 
follows trivially that if a solution of u, = K is taken as data for u, = P the 
result remains a solution of ut = K. This intertwining property is the reason 
for calling u, = P a symmetry.3 
If P does not depend explicitly on time then the flows actually commute, 
and the condition for this is V(P)K = V(K)P. Using the fact that any V(A) 
commutes with any total derivative (see 191) one may, after a short 
computation, rewrite this as V(P) o V(K) = Y(K) o V(P). This is therefore a 
direct generalization of the commutativity of the flows of two systems of 
ordinary differential equations: the flows commute whenever the vector fields 
do. 
Partial differential functions P generating symmetries u, = P of u, = K 
comprise a formal Lie algebra under the commutator 
(P, Q) = V(P)Q - V(Q)P.’ 
The last paragraph implies V((P, Q)) = [V(P), V(Q)\. 
Given a scalar partial differential function L, define the Euler operator 
E’[L] =x (-D)J 0 &L, l<i<4, 
.I 
and 
E[L] = (E’(Lj,...,Eq[L]). 
The Euler operator is the formal variational derivative. It has the useful 
property [9\ that E[L] = 0 if and only if L is a divergence. Define Ti y T, if 
T, - T, is a divergence. Then formally j T, dx = j a(2 dx, and the condition 
’ Just as classical vector fields act on smooth functions of s, this vector field-on the jet 
space whose coordinates are xk, u&acts on partial differential functions. 
’ If the p.d.e. U, = P is first-order quasilinear, the symmetry is called classicni. 
4 The necessary and suffkient condition for the simultaneous validity of U, = P and U, = Q 
isO=D,Q-D,P=(P,Q). 
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for this is E[T, - T,] = 0. Note that since all V(A) commute with all D,; it 
also follows that T, - T, * V(A) T, - V(A) T;. 
Now let 5? be a skew-adjoint nonsingular nonlinear differential operator 
with matrix coefficients D = C R,DJ, where the R, are 9 x q matrices 
whose entries are partial differential functions independent of time. Skew- 
adjointness in this context means that 
for all vector-valued partial differential functions A and B. 
The Gel’fand-Dikii identity [IO] @E[A . BB] = (OA, G?B) is valid if A 
and B are in the range of E, and the fundamentai 2-form B = idu A CZ?-‘(du) 
is closed (see [ 101). From now on we shall abbreviate this condition by 
merely saying that %’ is closed.” If, for example, Q is a linear 
operator = CR,(x) DJ. then CZ is closed. 
3. NOETHER'S THEOREM (OLVER 19, 101) 
We assume now on that the system u, = K is Hamiltonian, which means 
that K = GE[L] for some scalar partial differential functions L and some 
closed, skew-adjoint, nonsingular a’. The inverse 9?-’ is a skew-adjoint, 
pseudo-differential operator [3]. A Hamiltonian symmetry of U, = OE[L] is 
a symmetry of the same form, i.e., U, = P = GE [ T]; P can depend upon t but 
not s. 
Such systems are generalizations of classical Hamiltonian ordinary 
differential equations, which correspond to q = 2n, 
As in the classical case, the condition for a functional T to be conserved 
flow is by the 
r3Tlat = {L, T), 
where { , } is the Poisson bracket; in this context 
(I= the n x IZ identity matrix), and a Hamiltonian functional L depending 
only upon u = (p, ,..., pn , q1 ,..., q”) and not on any spatial derivatives; x is 
absent. 
(L, T) = CSE[L] . E[T]. 
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Applying E to both sides and using the Gel’fand-D&ii identity, we show 
that T is conserved if and only if 
i.e., if and only if P = SE[T] generates a symmetry of U, = K. This is 
Noether’s theorem for conserved functionals. Olver [lOI proves both this and 
a generalization applying to non-Hamiltonian symmetries P. 
If P=ZZE[T,l and Q=C2E[T2j are Hamiltonian symmetries, then as 
classically, not only are T, and T2 conserved, but so is the Poisson brxket 
T, = {T,, T,] =GZE[T,] . EjTzj 
=p. a-IQ. 
Therefore, by the Gel’fand-Dikii identity 2E[P . g-‘Q] = (P, Q), this 
conserved functional r, is associated with the commutator of P and Q. The 
observation motivating this paper is that P . 273 -IQ is conserved even ly P 
and Q are not Hamiltonian. 
To summarize: If P and Q are symmetry generators, then so are (P, Q) 
and .GE[P. C2-‘Qj; but if P and Q are Hamiltonian, these coincide. The 
latter is a new product of symmetry generators, which we denote below as 
((P, Q)). This is always Hamiltonian whether or not P and Q are. 
The process an be repeated. The author in tends to study the structure of 
the set of such generators. 
4. LINEAR Y 
THEOREM. Suppose B is linear. Let P and Q be time-dependent 
symmetry generators of the Hamiltonial? system ut = K, Then 1 P . g- “Q dx 
is constant in n’me. 
LEMMA. QV(P) - PV(Q) - 0 on the range of E. 
ProoJ Let N = E[H] for some H. Since V(P) and V(Q) are derivations. 
V(P)(Q . N)- V(Q)(P .N)= {QV(P>-PV(Q)}N+ (P, Q) e N 
Integrating by parts, one finds that Q . N = Q . E\HJ - V(Q)H and also 
P * N - V(P)H, and (P, Q) . N - V((P, Q))H - [Vi(P), V(Q)\H. When these 
substitutions are made, the lemma follows. 
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Proof of Theorem. Note that D,P = 2P/at + V(K)P = V(P)K since P is a 
symmetry; also D,Q = V(Q)K. So 
D,(P4Z+Q)=V(P)K.W’Q+P.F1V(Q)K 
2 -Q4?-1V(P)K+P.G-‘V(Q)K 
“=* -Q. V(P)WIK+P. V(Q)W’K 
*** 
-0 
because (*)G-’ is skew-adjoint, (**)@‘-’ is linear and so commutes with 
any V(A), (***) Lemma. 
COROLLARY 1. Suppose K and a symmetry generator P are independent 
of u (i.e., depend only upon uJ, IJ/ > 0). Let R, be a constant matrix.’ Then 
all components of P are conserved. 
ProoJ: Let r+’ = (WI,..., wq) be any q-tuple of constants. Then it is easy to 
check that Q = gbv is a symmetry generator. For the same reason P and Q 
commute. Hence P . 62 -IQ = P . u’ is conserved. 
COROLLARY 2. P . E [L 1 is conserved. 
Proo$ Q = K is of course a symmetry generator. 
5. COVARIANT INTERPRETATION 
The necessary background and notation will be found in Olver’s paper 
[lo]. The symplectic form associated to the Hamiltonian system U, = K is 
J2 = -$du A @ -‘(du), 
where, by the wedge product of vectors of l-forms (Bi,..., 19,) A (t, ,..., rq), we 
mean C 0,A ri. 
Olver’s lemma 5.1 [ 10; p. 831 generalizes to this context the classical 
result that when v is a symmetry generating vector field and w an absolute 
integral invariant, then i(v)w is also an absolute integral invariant. Here i(v) 
is interior multiplication by v. It is a consequence of the Hamiltonian 
structure that R is an absolute integral invariant of the flow u, = K, just as in 
the classical case, where fi = C dpi A dq’. Hence we may take MI = J2 and 
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u = V(Q), where Q is a partial differential function generating a symmetry. A 
simple computation [ 101 shows that 
i(V(Q))Q - W’Q . du 
(to within divergence expressions). Apply the lemma again with 
~$7 = 9?-‘Q . du and u = V(P), where P is a second symmetry generator: we 
arrive at the invariant O-form 
i(V(P))[W’(Q) . du] =W’(Q) . V(P)(u) 
=P. W’(Q). 
Here is a second proof. The invariance of the 2-form B refers to the 
constancy in time of 
where C(t) is a a-chain moving along according to the flow U, = K. But in 
this context the integral has the following meaning. We must consider a 
family of solutions u depending on two parameters, s, r. The form B is 
reduced to a Euclidean 2-form 
f2=-qp / {a24 asds+ au/at- dr) A {au/as dss a2.qau dr) 65 
= F(r, s, t) ds A dr, 
which must be independent of t when integrated over any two-dimensionai 
region, e.g., {(r, s): 1 r/ < E, / s 1 < E }- It follows that F(0, O? t) is independent of 
t. Expanding the expression for B we find that two terms vanish by the skew 
adjointness of ~3 -I, 
juSA9-‘(uJdx= ju,A@-‘(u,.)d.y=O, 
and the other are equal for the same reason, so 
FE--- 1. u, . 23-‘(u,) dx. 
. PP 
Now take a farnib> of solutions written symbolically as 
u=e sQ rP e uo, 
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where uO is some solution of U, = K. (That is, Q and P are symmetry 
generators.) A trivial calculation with Frechet derivatives shows 
F(O,O,t)=l PG-‘(Q)dx. 
RP 
6. SCALING SYMMETRIES 
A scaling symmetry of u,= K = G?E[L] is given by 
lP(t, x) + Pu”‘(Pt, P’xl )...) rcpxp>, 1 <i<q. 
After the substitution II = exp(s) this becomes a local one-parameter group, 
and is generated by the partial differential function P = (P, ,..., P,), where 
Pi = aiuCi) - &K”) - i cjxjujr’) 1. 
j=l 
In this section we restrict attention to two particular Hamiltonian 
structures: 
S?=D,=D, P= 1, q> 1, 
I = n x n identity. 
These are important cases covering many examples of interest. In each case 
we work out the linear algebraic equations of which the coefficients are 
solutions, explicitly identify which of these make P Hamiltonian, compute 
the associated conserved functional in the Hamiltonian case, and finally 
explicitly compute ((P, Q)) f or scaling symmetry generators P and Q. 
As will be seen, whenever P and Q are scaling symmetry generators, 
((P, Q)) is another scaling symmetry generator, necessarily Hamiltonian. 
Thus for scaling symmetries the computation of ((P, Q)) is redundant and 
can lead to no new generators, as all Hamiltonian scaling symmetry 
generators have presumably already been identified by solving the linear 
algebraic equations referred to above. 
If A4 is a monomial partial differential function 
M = x’y(u:p . . . (dg~, 
we define w(M) = p, the lveight of u in M; w(uj, M) = pj is the weight of uj. 
Also d(M) = u - C /I$, the weight of x in M, dj is the weight of xj. 
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PROPOSITION 1. Define l,(P) = 2ai + 2c and &(P) = ai + ai+n + r c,~. 
Then P is a symmetry generator if and only if A(P) is independent of i and 
equal to B + a . w(E) + c . (d(Z) + l},” and this must be so for each 
monomial term 2 of L = ZZ. 
Proof (A). The equation reads &ci/&= DE’(L]. In order for it to be 
invariant under the substitution uti) + ;la%Ci), t + .A-“t, xj+iz-‘jxj, it is 
obvious that for each monomial term E of L, 
a;--= f’ aiw(uj,Ei[Z1)+cd(E’[E1)--. 
j=l 
A short calculation shows 
and 
w(d, E’[Z]) = w(uj, z), if j, 
= w(uj,Z) - 1, f I j, 
d(E’[L]) = d(Z), 
from which the result follows. 
Proof(B). It is convenient to define z’i = u!+‘, 1 <i< II, so that the 
equations become 
au/at = E”[L]. 
i?u/& = -E” [L 1 
in a self-explanatory notation; u = (u’,..., u”), etc. The invariance of the II- 
equation under the given scaling requires the scaling constraints 
+ 5 ckdk(E”‘[z]) 
k=l 
for j = I,..., PI and each monomial term z of L. Calculations similar to those 
in (A) show that 
W(Uil EL”[Z)) = M’(l.2, L); 
w(d, E”‘[E 1) = w(ui, x), i # j, 
= w(u’, 1) - 1, i=j; 
d,(E”‘[t 1) = d&. 
6 (d, + I, d? + I,..., d, + 1) in case (B). 
314 S.I.ROSENCRANS 
When these relations are inserted into the previous equation, the stated result 
follows. 
The same procedure has to be followed for the v-equations, but it turns out 
that they are redundant, i.e., the very same scaling constraints are required 
as for the u-equations. 
PROPOSITION 2. P is Hamiltonian if and only ifa = 0. The conserved 
functionals’ are 
TA = -&L - ++(‘)* + . . . + u(q)*}, 
TB = -8tL - C ap+nu(E)u(‘+n’ + C c~~~~(~)u,,(~ + n). 
l<l<Tl I<k<p 
l<f<n 
EXAMPLE. U, = UU, = DE[u3/6]. Scaling constraints are L(P) = 2a + 2c = 
8 + 3a + c. Hamiltonian constraint is 2a + 2c = 0. So the only conserved 
functional associated to scaling arises from, say, c = -2, a = 2, 0 = -4. It is 
T= ;tu3 + xu’. 
Remark. Since L is trivially conserved,’ it follows that U = T + BtL 
satisfies j U= 1 U,, + t0 s L,. In other words, j U is a linear function of t 
with constants depending on initial conditions and the scaling parameters. 
Thus scaling conservation laws generally result in functionals J’ U growing 
linearly in t, unless there is at least a two-parameter family of Ts and one 
can choose 0 = 0. Then j U is conserved itself. 
Proof of Proposition 2 
All that is needed for these calculations is the ability to recognize when a 
partial differential function is in the range of E. In (A) this is trivial. To do 
this in (B), one needs a result of Olver [lo] to the effect that R is in the 
range of E if and only if the matrix differential operator 
Eij= J- 
aRi T>J 
7 au:‘) 
is self-adjoint. We omit the details. 
THEOREM. Let P and Q both be scaling symmetry generators for the 
Hamiltonian system (A) or (B). Then 
’ If any: The scaling constraints may imply ai = 0 = cj = 0. 
’ K commutes with itself and does not depend explicitly on t, so K is a Hamiltonian 
symmetry generator associated with conserved functional L. 
CONSERVATION LAWS 315 
Remark. Hence the product ({P, Q)} of two scaling symmetry generators 
is a third such generator, necessarily Hamiltonian. If P and Q are 
Hamiltonian to begin with, then A(P) = A(Q) = 0 so ((P, Q> = 0. The real 
reason for this is that then the Gel’fand-Dikii identity implies 
((P,Q))= (P,Q), h h w ic vanishes because all scalings commute. 
Proof. The theorem will be proved for case (B); that of (A) is similar. 
It is now convenient to introduce diagonal matrices a = diag(a, ,,.., a,) and 
b = diag(a, + I ,..., ax,,). The generator P is now expressed as a 2-vector of ?I- 
vectors 
P= PU 
( 1 p, ’ 
where 
P, = au - etu, - 2 cixi24,., 
i=l 
p, = bV - &V, - i CiX$+ 
i=l 
A second generator Q will have coefficients a;, 8’, c;. The product 
= -P,Q, +P,Q, 
consists of 18 terms and is a quadratic polynomial in t. Since ultimately our 
aim is to compute ((P, Q)) = C2E [P . CZ3 - ‘Q 1, it is permissible to add 
divergence expressions, i.e., to replace the 18 terms by equivalent ones (w.r.t. 
the relation -). 
The terms contributing to the coefficient of t2 cancel out identically, i.e., 
-0. The terms contributing to the coefficient of 1 can be simplified by 
transforming to equivalent terms in which u appears undifferentiated. An 
example of the sort of manipulation required is 
C CiXiU,i . b’v - - C u ’ D,(CiXib’v) 
I I 
= -c ciu . b’v - 2 cixiu . b/v,;. 
1 I 
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The computation is long but trivial and results in 
coefficient of 1 - i {A(Q) bf - /l(P) b;} ufvf 
f= 1 
+ c (L(P) c; -A(Q) ci} xiufv&. 
I<i<p 
lSf<n 
The eight terms contributing to the coefficient of t require more 
elaboration. 
LEMMA. If z is a monomial partial differential function, then 
-5- %-. (JjvJ} = -dj(v,E)z, 
7 au, 
with similar expressions in which v is replaced by u; 
xj a,L.= d,(x, L”), 
dj(V, *) + dj(U, *) + dj(x, 0) = dj(*), 
D!“‘+D!“‘+a.=D. 
J J J J’ 
Explanation. Jj means the jth component of J, 1 < j < p. J + lj means 
the multi-index obtained by adding 1 to the jth slot of J. dj(v, z) means the 
partial weight of xj in ,? when only v-derivatives are taken into account. 
Specifically, if 
then 
dj(x, Z ) = aj ,, 
dj(u, z) = - c pi J;, 
dj(v, 1) = - c a&. 
Dj”’ is the “partial” xj-derivative resulting when only,the v-factors are taken 
into account. 
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We next list the eight terms contributing to the coefficient of t. 
(1) au . B’v, = -&au . E”[Ll, 
- -8’ G au, . a?‘(L), 
.I 
= -6’ c ii - w(u, Z)Z, 
where the sum is over all monomial terms z of L = c z. 
(2) Likewise 
eu, . b’ty N B 1 bi . w(v, f)Z, 
(3) likewise 
-bv . @ut - -6 c ii+. w(v, L)Z, 
(4) likewise 
-But . a’u - op. w(u,Z)Z., 
(5) -$u, * C c~~x~v~~~= -OE”IL\ . x CjXjv.xi 
j .i 
r 
- -6’ F7 f& - DJ(cjxjti,;) 
?j “.I 
(6) likewise 
=-6c~.c;(Jjv,+.u,c,+,i) z au, 
= 0 2 c;dj(v,z)~ -6x c;xjDj”‘(L), 
L,j .i 
-8’ z CjXjUXj . v, - 4’ c cjdj(u, z)z + 0’ x cjxjDj”‘(L), 
i i.j i 
(7) likewise 
&I, . c c;xjuxj - 8 c cjdj(u, z) - t? x c;xjD.;“‘(L), 
i,j j 
(8) likewise 
8’ C CjXjVxj ’ U, - -8’ E cjdj(u, z)z + 9’ s cjxjD;“‘(L). 
7’ j 
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When terms (l),..., (8) are summed and the result simplified by use of the 
lemma, the result is 
(I)+ --. + (8)=-e' T ajw(d,L)Z + 8 C qv(d,L)L 
i(j<2n,i: l<j<2n,Z 
+ 
I 
'C Cj - 8' C Cj L + C (BCj - e'Cj)Ldj(Z). 
j j j 
Cross-multiplying the scaling constraints 
qp)=eta. W(L) +c. (d(~) + I), 
A(Q)= 8' + a' . w(L)+ c' s (d(L)+ l), 
we find 
eqp) - eqQ) = (era’- eq . W(L) + (ek - ed) . d(L) 
+ 8’ C cj + e C c;. 
Multiply both sides of z and sum over 1. The result is 
{e’(P) - en(Q)jL = C (es e2) . w(L$ 
E 
SO 
+ F (ek - ecq . d@)L 
t e'&-ep 
I 
(1) + **a t (8) = (n(Q)e - A(P) ef }L. 
The grand total of all 18 items is 
T"=-[A(P)e'-l(Q)t9]tL -c [A(P)&-A(Q)b,]du 
+ C [A(P) cf - A(Q) Ci] xiuc~w~i 
=A(P)T'-I(Q)T, 
where T and T' are functionals associated to P and Q as if they were 
Hamiltonian. However, they are not conserved and P # rZE[T], etc. The 
theorem follows by applying C!?E to both sides. 
CONSERVATION LA\wS 219 
7. EXAMPLES 
EXAMPLE 1. Dt( : ) = DE[u,v,l. In component form. this system is 
u, = --u xxJ” v, = -u,,,. The scaling condition are a, - 0= a2 - 3c and 
u2 - B = a, - 3~. The Hamiltonian constraints are a, = a2 = -c. The 
solution of these equations is 13 = 3c, a, = a2 = --c, c arbitrary. Apart from 
scalar multiples, the only U is U = x(u’ + v’), which grows linearly. 
EXAMPLE 2. Letting G be the matrix (B), consider the system Di( t) = 
BE[u: -t 2~: + uzvz]. In component form 
u, = -6~7, vyy  - uzi , 
vt = 6u, u,, + v;, ~ 
These equations demand the constraints 
a,-9=2aZ-3c,=a,-2c,, 
a,-@=2a,-3c,=a,-2c,. 
When solved subject to a, + a1 = -c, - c, - cj, they result in 
aI = c2 - zc,, 
1 a, = -c2 - $3, 
e= -2c3, 
with cz and c3 arbitrary. Taking cj = 0, cz = 1, we find the conserved 
functional 
u, = -2lv + u{ --XL’, + 4’vy} 
and cX = 4, c, = 0 gives the linearly growing functional 
U, = juv + 3mv, + ~ZUC,. 
EXAMPLE 3. DI(~)=GE[--u,u,) is equivalent to ut=uXl, vI= -a,,. 
The process above yields the conserved functional U, = uu and the linearly 
growing functional U, = xv,u. Taking v = 1, x, X’ .- t, etc., one finds linear 
conservation laws for the heat equation alone. See Steinberg and Wolf [ 111. 
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EXAMPLE 4. Nonlinear wave equation. Let !S? be as in (B) with n = 1. 
Dt(::)=~‘E[~tl?+fIVul?+F(u)] . q is e uivalent to the wave equation 
Utt = Au + F’(u). 
This has a scaling symmetry only if F’(U) = const uk for some k. We omit 
writing down the p + 4 linear algebraic equations for a,, a,, 0, c, ,..., cP. It 
turns out that there is no solution unless either the nonlinear term is absent 
(F’ s 0), or k = (p + 3)/(p - 1). In either case, apart from a negligible 
multiplicative constant, the only solution is c, = c2 = ... = cP = 2, 0 = 2, 
a, = 1 - p, a, = -1 - p. Thus we find the linearly growing functional 
u= (p + 1) UU, + 224 5 XiU,,. 
i=l 
EXAMPLE 5. Nonlinear string. Let x(s, t) and y(s, t) be coordinates of a 
point (x, J)) on a string, with s measuring arc length. If the string is flat and 
unstretched, x(s, t) = s, y(s, t) = 0. Assume that the tension T is a function of 
the strain m = (xz + ye)“‘, and that the density p is a function of s. The 
equations are 
which can be written in Hamiltonian form in the following way. (Note that 
now .x and y are dependent variables; the independent variables are s and t,) 
This is of the type (B), with n = 2. There are scaling symmetries under 
certain conditions: 
(i) For p to scale, p(s) = p0 s4 for some p. 
(ii) For m to scale, a, = a, is required. 
(iii) For T to scale, T(m) = Tomat’ for some CL. 
One finds the following equations: 
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a,-8=a,, 
a,-@=a,, 
a,-0=-c/?-2c+a(a-c)ta,, 
a,-e=-cp-2c+a(a-c)+a,, 
a,+a,+c=O, 
a,+a,+c=O. 
To within a common scalar multiple, which we ignore, the only solution is 
a,=a,=a -i-P, 
a,=a,=-4-20-p, 
c=4ta, 
8=4+3a+2/3, 
which yields the linearly growing functional 
U= (4 + 2a + p){xx, + yyt} + (4 + a) six-x,, -I- YYls i. 
If a = ,G = 0, this agrees with the functional of Example 4 (p = 1). (In this 
case, x and y satisfy uncoupled linear wave equations,) The functionals also 
agree even if only a + p = 0. 
EXAMPLE 6. Korteweg-de Vries equation. Here 
u, = uu, t u,,, = DE(u3/6 - u5/2]. 
There are four classical symmetry generators [ 101. They are 
P, =xX = DE[u’/2], 
Pz = K itself, 
P, = 1 f tu, = DE(xu + tu*/2], 
P, = 224 + xu, + 3tz4,. 
Obviously, P,, P,, P, are Hamiltonian. The scaling P, is not Hamihonian. 
Hence 
((pjY pj)) = (pi9 pj>9 l<i ‘<3. \ I J \ 
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However, ((P, , Pj)) and (P4, Pj) are different, j = 1,2,3. 
j=l j=2 j=3 
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