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Companion matrix
Given an arbitrarymonic polynomial f over a field F of characteristic
0, we use companion matrices to construct a polynomialMf ∈ F[X]
such that for each root α of f in the algebraic closure of F , MF (α) is
equal to the multiplicity m(α) of α as a root of f . As an application
of Mf , we give a new method to compute each component of the
square-free factorization f = P1P22 · · · Pmm , where Pk ∈ F[X] is the
product of all X −α withm(α) = k for k = 1, . . . ,m = maxm(α).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We fix throughout the paper a field F of characteristic 0 and a monic polynomial f ∈ F[X] of
degree n. We say that f is square-free if for any monic polynomial g ∈ F[X]: g2|f implies g = 1, or,
equivalently, if gcd(f , f ′) = 1. We assume henceforth that n  1 and that f has prime factorization
f = f m11 · · · f mrr , (1.1)
so f is square-free if and only if each mj = 1. Set m = max1≤j≤r mj and collect in Pk all monic
irreducible factors fj of f having multiplicitymj = k in (1.1), that is,
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Pk =
∏
1≤j≤r
mj=k
fj, k = 1, . . . ,m.
Each Pk is square-free, yielding the so-called square-free factorization of f , namely
f = P1P22 · · · Pmm . (1.2)
Efficient algorithms to compute (1.2) were developed about forty years ago by Tobey [7], Horowitz
[4,5],Musser [6] andYun [8]. Amore recent algorithmcanbe found in [1]. The square-free factorization
(1.2) is usually utilized as a first step towards the computation of the full factorization (1.1) as well as
to integrate rational functions, following a method due to Hermite [3], as explained in [1].
Let us review the Tobey–Horowitz algorithm, one of the simplest known methods to obtain (1.2).
Let g = fj , where 1  j  r, and set k = mj as well as h = f /gk . We then have f = gkh with
gcd(g, h) = 1. Moreover,
f ′ = kgk−1g′h + gkh′.
As g is relatively prime to kg′h, the multiplicity of g in gcd(f , f ′) is k − 1. Hence
gcd(f , f ′) = P2P23 · · · Pm−1m .
Setting
D0 = f , D1 = gcd(D0,D′0), D2 = gcd(D1,D′1), . . .
a repeated application of the preceding discussion yields
Dk =
⎧⎨
⎩
Pk+1P2k+2 · · · Pm−km k = 0, . . . ,m − 1,
1 k  m,
whence
Dk−1
Dk
= PkPk+1 · · · Pm, k = 1, . . . ,m − 1. (1.3)
Therefore, not only m can be recognized as the smallest positive integer k such that Dk = 1, but we
also have
Pk = Dk−1
Dk
: Dk
Dk+1
= Dk−1Dk+1
D2k
, k = 1, . . . ,m.
In this paper we furnish an entirely new practical method to compute (1.2) by means of Lagrange
Interpolation Formula and companion matrices.
Let K be an splitting field of f over F and let S(f ) be the set of roots of f in K , whose size will be
denoted by s. For each α ∈ S(f ) letm(α) be the multiplicity of α as a root of f . Lagrange Interpolation
Formula ensures the existence and uniqueness of a polynomial Mf ∈ K[X] of degree less than s
satisfying
Mf (α) = m(α), α ∈ S(f ). (1.4)
The polynomial f0 = f1 · · · fr is called the square-free part of f . Clearly,
f0 =
∏
1js
(X − αj) = P1 · · · Pm.
Applying case k = 1 of (1.3) we obtain
f0 = f / gcd(f , f ′).
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Combining the two preceding equations we obtain
Pk =
∏
1≤j≤s
m(αj)=k
(X − αj) = gcd(Mf − k, f / gcd(f , f ′)), k = 1, . . . ,m. (1.5)
The practical use of (1.5) seems to be limited due to the mysterious nature ofMf . A closer look reveals
that
Mf =
∑
α∈S(f )
m(α)
f ′0(α)
f0
X − α , (1.6)
which can be verified by evaluating both sides at each α ∈ S(f ). This seems to confirm the ineffec-
tiveness of (1.5), as (1.6) requires the use of all roots of f in K . However, applying the Galois group
G = Gal(K/F) to (1.4) we see thatMf ∈ F[X]. Indeed, let σ ∈ G. Then
Mσf (α
σ ) = Mf (α)σ = m(α)σ = m(α) = m(ασ ) = Mf (ασ ),
so Mσf = Mf by uniqueness, whence Mf ∈ F[X], as claimed. The fact that Mf ∈ F[X] suggests that
there should be a rational procedure to obtainMf from f . This is exactly what we do in this paper, by
means of companion matrices.
The outcome is an efficient procedure to compute all components Pk of (1.2). Indeed, first compute
f0 = f/ gcd(f , f ′), thenMf , as indicated in §2, and thenproceed sequentially to find all P1, P2, . . . mak-
ing use of (1.5), stopping atm, namely the smallest positive integer k satisfying deg(P1)+ 2 deg(P2)+· · · + k deg(Pk) = n.
2. Using companion matrices to findMf from f
Given a monic polynomial g = g0 + g1X + · · · + gs−1Xs−1 + Xs ∈ F[X] of positive degree s, its
companion matrix Cg ∈ Ms(F) is defined
Cg =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 −g0
1 0 · · · 0 −g1
0 1 · · · 0 −g2
...
... · · · ... ...
0 0 · · · 1 −gs−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We will use below the well-known fact that g(Cg) = 0. Let Fs[X] be the subspace of F[X] with basis
1, X, . . . , Xs−1 and let [R] ∈ Fs stand for the coordinates of R ∈ Fs[X] relative to this basis. We will
also use the following formula from [2]:
R(Cg) = ([R] Cg[R] C2g [R] · · · Cs−1g [R]). (2.1)
Since the first column of a product of matrices, say AB, is equal to the product of A by the first column
of B, it follows from (2.1) that for any P,Q , T ∈ Fs[X],
P(Cg)Q(Cg) = T(Cg) ⇐⇒ P(Cg)[Q ] = [T]. (2.2)
Theorem 2.1. Let F be a field of characteristic 0 and let f ∈ F[X] be monic of degree n  1. Set f0 =
f / gcd(f , f ′), s = deg(f0) and P = f ′/ gcd(f , f ′). Let Mf , S(f ) and m(α) be as in the Introduction. Then
there exist unique g ∈ Fs[X] and h ∈ F[X] such that f ′0g + f0h = 1. Moreover, for such P, f0 and g,
[Mf ] = P(Cf0)[g].
Proof. Since f0 is the square-free part of f , it is clear that gcd(f0, f
′
0) = 1. This ensures the existence
and uniqueness of g and h. Let R be the remainder of dividing Mf f
′
0 by f0. By Lagrange Interpolation
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Formula, we have
R = ∑
α∈S(f )
R(α)
f ′0(α)
f0
X − α = f0
∑
α∈S(f )
m(α)
X − α = f0
f ′
f
= P.
Therefore,
Mf (Cf0)f
′
0(Cf0) = R(Cf0) = P(Cf0).
But f ′0(Cf0)g(Cf0) = Is, so
Mf (Cf0) = P(Cf0)g(Cf0),
which by (2.2) is equivalent to what we want to prove. 
Example 2.2. Let f = X4 − 4X + 3 ∈ Q[X]. Then
f ′ = 4X3 − 4 and gcd(f , f ′) = X − 1,
so
f0 = X3 + X2 + X − 3, f ′0 = 3X2 + 2X + 1 and P = 4X2 + 4X + 4.
We achieve f ′0g + f0h = 1 by taking
g = (1/72)X2 + (1/9)X + (1/24), h = (−1/24)X − (23/72).
Using
Cf0 =
⎛
⎜⎜⎜⎝
0 0 3
1 0 −1
0 1 −1
⎞
⎟⎟⎟⎠ , (2.3)
we obtain
[Mf ] = ([P] Cf0 [P] C2f0 [P])[g] =
⎛
⎜⎜⎜⎝
4 12 0
4 0 12
4 0 0
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
1/24
1/9
1/72
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
3/2
1/3
1/6
⎞
⎟⎟⎟⎠ ,
which means
Mf = 1
6
X2 + 1
3
X + 3
2
. (2.4)
Next we compute
P1 = gcd(Mf − 1, f0) = X2 + 2X + 3, P2 = gcd(Mf − 2, f0) = X − 1,
which yields the square-free factorization, f = P1P22 .
Remark 2.3. It is possible to find the degrees of the Pk ’s before actually computing these polynomials.
This can be done as follows. Suppose f0 has roots α1, . . . , αs in K . Then Cf0 is similar to the diago-
nal matrix Diag(α1, . . . , αs), so Mf (Cf0) is similar to Diag(m(α1), . . . ,m(αs)) and has characteristic
polynomial
CharMf (Cf0) =
∏
1≤i≤s
(X − m(αi)) =
∏
1≤k≤maxm(αi)
(X − k)deg(Pk).
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For instance, in Example 2.2 we can use (2.3) and (2.4) to obtain
Mf (Cf0) =
⎛
⎜⎜⎜⎝
3/2 1/2 1/2
1/3 4/3 1/3
1/6 1/6 7/6
⎞
⎟⎟⎟⎠ .
Therefore
CharMf (Cf0 )
= X3 − 4X2 + 5X − 2 = (X − 1)2(X − 2),
which indicates the square-free factorization f = P1P22 , with deg(P1) = 2 and deg(P2) = 1, in
complete agreement with what we found above.
Remark 2.4. Let R be an integrally closed domain of characteristic 0 with field of fractions F , and let
f ∈ R[X] be monic of degree n  1. Then the square-free components of f , as found above, will have
coefficients in R. Indeed, (1.2) shows that all αi, and hence the coefficients of all Pk , are integral over R.
But these coefficients are in F , and hence lie in R.
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