In this paper, we propose a reconstruction-based approach to classification rule hiding in categorical datasets. The proposed methodology modifies transactions supporting both sensitive and nonsensitive classification rules in the original dataset and then uses the supporting transactions of the nonsensitive rules to produce its sanitized counterpart. To further investigate some interesting properties of this methodology, we explore three variations of the main technique which differ in the way they select and sanitize transactions supporting sensitive rules. Finally, through extensive experimental evaluation, we demonstrate the effectiveness of the proposed algorithms towards effectively shielding the sensitive knowledge.
Introduction
untrusted entities, such as business competitors, can be deemed catastrophical for the data owner. Therefore, privacy preserving data mining approaches are essential to hide the sensitive knowledge prior to the sharing of the data.
In this paper, we propose an efficient approach for the hiding of sensitive classification rules in categorical datasets. Our proposed methodology uses a rule-based classifier to derive the classification rules for the original dataset, among which there exist rules that are considered as sensitive from the owner's perspective. Given the whole set of classification rules, the algorithm identifies the transactions of the dataset that support both sensitive and nonsensitive rules and modifies them in such a way that they no longer support the sensitive rules. The modification is focused on the attribute-value pair of the transaction that causes the least side-effects to the dataset. Finally, the transactions that support the nonsensitive rules are used to generate the sanitized version of the dataset that can be safely shared. The proposed methodology is simple, time efficient and with very satisfying results.
The remainder of this paper is organized as follows. In Sect. 2, we formalize the problem by providing some basic definitions that allow us to introduce the problem statement. Sect. 3 demonstrates the solution methodology that we followed and presents our basic classification rule hiding algorithm, along with three complementary implementations. In Sect. 4, we present the experimental evaluation of the proposed algorithms. Finally, Sect. 5 presents the related work, and Sect. 6 concludes this paper.
Problem Formulation
In this section we first provide some basic definitions that are necessary for the understanding of the proposed methodology, and then we introduce the problem statement.
Basic Definitions
• T is a nonempty finite set consisting of N transactions.
• A is a nonempty finite set consisting of M attributes, such that any attribute A m ∈ A has a domain of supported values V A m . Among the M attributes, one attribute C is designated as the class for dataset D and consists of a nonempty finite set of class labels.
• V is a nonempty finite set of values for all attributes, s.t. V A m ⊆ V and V Am = V .
• f is a function such that f : V × A −→ V A m , i.e. it assigns a value to an attribute of a given record.
Definition 2. (Classification
Having defined the notion of a classification rule, we state that a transaction supports a classification rule if all the attribute-value pairs (A m = f (A m )) of the classification rule (including the class label) appear in the transaction. Furthermore, we define the (supporting) size of a classification rule R i , and denote it as |R i |, to be the number of transactions from D that support the rule. Pertinent to the definition of a classification rule is the definition of a classification problem. 
Problem Statement
Given a dataset D, a class attribute C, a set of classification rules R over D, as well as a set of sensitive rules R S ⊂ R, we want to find a dataset D such that when mining D for classification rules using the same parameters as those used in the mining of D, only the (nonsensitive) rules in R−R S can be derived.
Solution Methodology
In this section we elaborate on the proposed methodology for classification rule hiding in categorical datasets. First, we present the main reconstruction-based approach 1 that we developed to solve this problem. Then, we introduce three complementary implementations that differ in the way they select and sanitize the transactions supporting sensitive rules.
Fig. 1
Rule generation by using a sequential covering algorithm like RIPPER [3] . R 1 and R 3 represent two regions covered by nonsensitive rules, while R 2 is a region covered by a sensitive classification rule.
The Least Supported Attribute Algorithm
Our proposed methodology, called the Least Supported Attribute (LSA) modification algorithm, uses the nonsensitive rules that are mined from the original database D to reconstruct its sanitized counterpart D . As a first step, LSA identifies the supporting transactions for each nonsensitive rule R i ∈ R in the original dataset. Then, among the supporting transactions for this rule, it selects the ones that are also supporting at least one sensitive rule. Fig. 1 provides an example of such a scenario, generated by a sequential covering algorithm like RIPPER [3] to discriminate between the positive and the negative examples of a two-class classification problem. As one can notice, the rule generation process allows the transactions of the database to support more than one rule, as is the case for rules R 1 and R 2 2 .
Fig. 2
An efficient data structure L used by LSA for the selection of the attribute-value pair that will be modified in a transaction to facilitate knowledge hiding.
For each transaction that supports both a nonsensitive and a sensitive classification rule, LSA modifies it appropriately so that it no longer supports the sensitive rule. The proposed modification affects only one attribute-value pair of the transaction, which is selected to be the one having the least support in D, among the attribute-value pairs of the supported sensitive rule. Furthermore, to minimize the side-effects in the sanitized outcome, the new value that will be assigned to the selected attribute will be the one that is supported the least by the transactions of the original dataset (different from the current value in the sensitive rule). By altering the value of the attribute to equal the one that is least supported in D, we manage to moderate the increment of the support of some attribute-value pairs and thus to minimize the probability of producing rules in D that were nonexistent in D. To make this possible, we employ a data structure that keeps track of the number of times that each attribute-value pair is met in the transactions of D, as shown in Fig.  2 . As one can notice, the proposed data structure L is a list of lists, the later of which holds the attribute-value pairs sorted in a descending order of support in dataset D.
Example An example will allow us to better demonstrate how this operation works. Consider the database of Table 1 that consists of four attributes A 1 , A 2 , A 3 , A 4 and a class attribute C with labels 0 and 1. We assume that in the given dataset, the counters for the various attribute-value pairs (as updated based on the support of the attributes-values in the dataset) are provided in Table 1 . Let b1, c2, d1, 1) and T 4 = (a1, b2, c3, d1, 1) be four transactions that support the rule (A 1 = a1) ∧ (A 4 = d1) −→ (C = 1). Among the four transactions, T 4 also supports the sensitive rule (A 2 = b2) ∧ (A 3 = c3) −→ (C = 1). In order to modify T 4 in such a way that it no longer supports the sensitive rule, LSA will choose to replace 7: foreach transaction T n ∈ S do 8:
if T n supports a sensitive rule R j ∈ R S then 9:
select the attribute-value from R j that has the minimum counter in L and does not appear in R i .
10:
replace the value of this attribute in T n with the one with the minimum counter in L.
11:
update list (L, selected attribute)
12: S ← S ∪ (S, |S|) 13: foreach pair (S, |S|) ∈ S do 14: Add |S| × N/|S| transactions from S to D in a round-robin fashion.
the value of attribute A 3 in T 4 , since (A 3 = c3) is less supported in D than (A 2 = b2). The new value of A 3 in T 4 will be the one from L that is minimally supported in the dataset; that is c1.
The rationale behind the modification of the transactions that support sensitive rules in D is as follows. In LSA (as in most of the currently proposed methodologies for classification rule hiding), we consider that the sanitized dataset D will consist of the same number of transactions N as the ones of dataset D. However, since the sensitive rules cover a set of transactions that are not covered by the nonsensitive rules, and since D is formulated only from the transactions supporting the nonsensitive rules, it is reasonable to expect that the transactions that support all the nonsensitive rules in D are less than N. Thus, LSA uses the transactions supporting the nonsensitive rules in a round-robin fashion in order to construct the sanitized outcome. However, we need to mention that LSA ensures that the representation of the nonsensitive rules in D is proportional to their representation in D. Algorithm 1 provides the details of our implementation.
Three Complementary Implementations of LSA
To experimentally investigate some of the properties of LSA, we implemented three variations of this algorithm. The first variation, called Naïve LSA (NLSA), differs from LSA in the way it selects the attribute-value pair of a transaction that supports a sensitive rule to facilitate knowledge hiding. Specifically, when a transaction is found to support both a nonsensitive and a sensitive rule, NLSA randomly selects an attribute-value pair of the supported sensitive rule and modifies the value of this attribute based on the counters in L.
The second variation, called TR-A (Transaction Removal for All transactions supporting sensitive rules) discards, instead of modifying, all the transactions that support both a nonsensitive and a sensitive rule, while the third variation, called TR-S (Transaction Removal for Selected transactions) is a combination of LSA and TR-A. For every nonsensitive rule, TR-S retrieves its supporting transactions in D. If some of these transactions also support a sensitive rule, then (i) if the number of transactions supporting the nonsensitive rule is greater than the number of instances that have to be generated for this rule in the sanitized dataset D , then any additional transactions from the ones supporting the sensitive rule are removed, and (ii) the remaining transactions that also support the sensitive rule are modified as LSA dictates. Otherwise, the algorithm operates the same way as LSA. 
Experimental Evaluation
To experimentally evaluate our proposed algorithms, we implemented the algorithms H(half), H(all), GR and LC, proposed in [5, 6] , and then evaluated all the eight methodologies (TR-A, TR-S, NLSA, LSA, H(half), H(all), GR and LC) along two principal dimensions: (i) the number of side-effects (in terms of lost rules, ghost rules and disclosed sensitive rules) caused to the original dataset due to the hiding of the sensitive knowledge, and (ii) the scalability of the approaches under different hiding scenarios. A lost rule is any nonsensitive rule from D that does not appear in D , while a ghost rule is any rule that did not exist in D but is produced for D . The properties of the categorical datasets that we used to conduct our experiments are shown in Table 2 . Both datasets were taken from the UCI machine learning repository (available at http://archive.ics.uci.edu/ml).
Figs. 3-5 present the observed results for the two datasets when a certain number of sensitive rules are hidden. In all cases we tested, both the initial and the final classification rule sets were produced with RIPPER [3] , while experiments were conducted with and without rule pruning. As one can notice, LSA and its variations typically achieve better results than their competitors in terms of side-effects caused to D by the sanitization process. Furthermore, the proposed algorithms achieved to appropriately cover-up the sensitive rules in D , in all tested settings.
In terms of scalability, Fig. 6 indicates that the time complexity of the proposed algorithms is kept low, even when the number of rules to be hidden increases. This outcome suggests that the proposed approaches are suitable to facilitate knowledge hiding in very large datasets.
Related Work
In the last decade, there has been a lot of active research in the field of privacy preserving data sharing. Vaidya et al. [8] tackle the problem of multiparty data sharing by proposing a distributed privacy preserving version of ID3. The proposed strategy assumes a vertical partitioning of the data where every attribute (including the class) has to be known only by one party. A distributed version of ID3 that is suitable in the case of a horizontal data partitioning scheme, can be found in [9] .
Chang and Moskowitz [1] were the first to address the inference problem caused by the downgrading of the data in the context of classification rules. Through a blocking technique, called parsimonious downgrading, the authors block the infer- ence channels that lead to the identification of the sensitive rules by selectively sanitizing transactions so that missing values appear in the released dataset. This has as an immediate consequence the lowering of the confidence of an attacker regarding the holding of the sensitive rules.
Chen and Liu [2] present a random rotation perturbation technique to privacy preserving data classification. The proposed methodology preserves the multidimensional geometric characteristics of the dataset with respect to task-specific information. As an effect, in the sanitized dataset the sensitive knowledge is protected against disclosure, while the utility of the data is preserved to a large extend.
Natwichai et al. [6] propose a reconstruction algorithm for classification rules hiding. The proposed algorithm uses the nonsensitive rules to build a decision tree from which the sanitized dataset will be generated. To produce the sanitized dataset, the algorithm traverses the paths of the decision tree that correspond to the same rule and repeatedly generates transactions that support this rule in the sanitized outcome. In [6] the decision tree is build based on the gain ratio of the various attributes. An alternative approach that builds the decision tree by using the least common attribute measure is presented in [5] . Finally, in [7] a data reduction approach is proposed, which is suitable for the hiding of a specific type of classification rules, known as canonical associative classification rules. Finally, Islam and Brankovic [4] present a noise addition framework for the hiding of sensitive classification rules. The suggested framework achieves to protect the sensitive patterns from disclosure, while preserving all the nonsensitive statistical information of the dataset.
Conclusions
In this paper, we presented a novel approach to classification rules hiding that guarantees the privacy of the sensitive knowledge, while minimizing the side-effects introduced by the sanitization process. Through a series of experiments, we demonstrated that our approach yields good results in terms of side-effects, while it keeps the computational complexity within reasonable bounds. Fig. 6 The scalability of the tested algorithms in the two datasets.
