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ABSTRACT. – a(ξ) is a 4×4 matrix, of real linear forms on a real vector space of finite
dimension. We state that, if the reduced dimention of a is superior or egal to 8 and a is
diagonalizable with respect to a vector N , the characteristic set: det a(ξ)= 0, has, at less,
a triple point different from 0. Ó 2000 Éditions scientifiques et médicales Elsevier SAS
RÉSUMÉ. – a(ξ) est une matrice 4 × 4 de formes linéaires réelles sur un espace
vectoriel réel de dimension finie. Nous démontrons que, si la dimension réduite de a
est supérieure ou égale à 8 et si a est diagonalisable par rapport à un vecteur N , la variété
caractérique, dét a(ξ) = 0, a au moins un point triple différent de 0. Ó 2000 Éditions
scientifiques et médicales Elsevier SAS
1. Introduction
Soit a une application linéaire d’un espace vectoriel réel E de
dimension n + 1 dans l’espace des applications linéaires d’un espace
vectoriel réel F de dimension m dans lui-même. Nous définissons, [5,
3], la dimension réduite d de a : d = dim(Ima)= Rang de a.
On considère en fait des applications linéaires de la forme :





Lorsque les matrices ak sont symétriques, S. Friedland et R. Loewy
[1] ont déterminé la dimension d0 telle que pour d > d0, dans l’espace
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vectoriel des matrices a(ξ ′), il existe au moins une matrice non nulle dont
la plus grande valeur propre est de multiplicité > r (26 r 6m).
Nous nous proposons de montrer que l’hypothèse de symétrie peut être
remplacée par l’hypothèse plus faible de diagonalisabilité :
(i) les zéros en ξ0 de det a(ξ0, ξ ′)= 0 sont tous réels, c’est-à-dire les
valeurs propres de a(ξ ′) sont réelles ;
(ii) a(ξ ′) est diagonalisable.
Nous démontrons ici que : si m = 4, si d > 8 et si a satisfait les
hypothèses (i), (ii), il existe un ξ ′ 6= 0 tel que la plus grande valeur propre
de a(ξ ′) soit triple.
Le cas général est en préparation. On doit remarquer que l’hypothèse
de diagonalisabilité conduit à des calculs plus complexes que celle de
symétrie.
Ce théorème s’applique naturellement à l’étude des systèmes différentiels
fortement hyperboliques à coefficients constants [5,4,3] et [6]. Il exprime
pour m= 4 l’existence d’un point triple de la variété caractéristique.
2. Dimension réduite. Notations. Théorème
E et F sont des espaces vectoriels réels, a est une application linéaire
de E dans l’espace vectoriel des applications linéaires de F dans F .
DÉFINITION 2.1 ([5,3]). – On appelle dimension réduite d de a le
rang de a : d = rang(a).
Dans la suite , E est de dimension n+ 1, ξ est un élément de E ; F est
de dimension m, la valeur en ξ de a est a(ξ).
DÉFINITION 2.2. – Soit N 6= 0, N ∈ E; on dit que N n’est pas
caractéristique pour a si et seulement si det a(N) 6= 0.
Posons : a# = a−1(N)a, la dimension réduite de a# est encore a ;
a#(ξ) est une application linéaire de F dans F . On suppose donc plus
simplement dans la suite que a est une application de dimension réduite
d , telle que a(N)= I , où I est la matrice unité m×m.
Si on choisit une base pour F , (aij (ξ)) est la matrice de a(ξ) par rapport
à cette base ; son rang est d . Si on choisit une base dans E de premier
vecteur N , on a aussi(
aij (ξ)
)= ξ0I + ∑
16k6n
aijkξk = ξ0I + a(ξ ′).
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Remarque 2.3. – (i) d est la dimension du sous-espace vectoriel des
matrices m × m engendré par I , a1, . . . , ak, . . . , an; a est de dimension
réduite d − 1.
(ii) d est la dimension du sous-espace vectoriel de l’espace des formes
linéaires sur E engendré par les formes :
ξ 7→ aij (ξ), 16 i, j 6m.
Remarque 2.4. – Il en résulte que l’on pourra choisir des bases de E
de premier vecteur N telles que :(
aij (η)
)= η0I + ∑
16k6d−1
aijkηk.
Cela revient à dire que l’on choisit pour base dans l’espace des formes
linéaires les formes : η 7→ η0 et η 7→ ηk , 16 k 6 d − 1, qui sont une base
de l’espace des formes engendrées par les ξ 7→ aij (ξ), et n+1−d formes
linéaires indépendantes des formes précédentes.
On pourra aussi choisir a11k = 0.
DÉFINITION 2.5. – a est diagonalisable par rapport à N si et
seulement si :
(i) les zéros en τ de det a(τN + ξ)= det(τI + a(ξ)) sont tous réels,
quel que soit ξ .
(ii) si µ est la multiplicité d’un zéro, la dimension du sous-espace
propre correspondant est µ.
Si on choisit N pour premier vecteur de base dans E, cela équivaut à
dire que :
(i) les zéros en τ de det(τI + a(ξ ′)) sont tous réels, c’est à dire que
les valeurs propres de a(ξ ′) sont réelles.
(ii) la dimension du sous-espace propre correspondant à une valeur
propre est égale à sa multiplicité.
PROPOSITION 2.6 ([5]). – Si a est diagonalisable par rapport à N ,
la dimension réduite de deta est égale à d .
PROPOSITION 2.7 ([5]). – Si a est diagonalisable par rapport à N et
si :
aij (ξ)= ξ0I + aij (ξ ′)
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alors pour i < j , aij appartient au sous-espace vectoriel de dimension
d − 1 engendré par les formes aij , i > j .
On suppose dans la suite que m= 4. Dire que λ est une valeur propre
réelle de a(ξ ′) de multiplicité µ, ξ ′ 6= 0, équivaut à dire que le point
(−λ, ξ ′) est un point de multiplicité µ de la variété caractéristique :






















]= λ2[a(ξ ′)]= λ3[a(ξ ′)]> λ4[a(ξ ′)].
Nous démontrons donc le
THÉORÈME 2.8. – Si a est diagonalisable par rapport à N et si la
dimension réduite d de a est supérieure ou égale à 4(4 + 1)/2 − 2 =
8, alors det a(ξ) admet au moins un point triple différent de 0 ; plus
précisément il existe un ξ ′ 6= 0 tel que la plus grande valeur propre de
a(ξ ′), ξ ′ 6= 0 soit triple.
3. Preuve du théorème
Nous démontrons d’abord le
LEMME 3.1. – Si d > 6, alors il existe ξ ′ 6= 0, tel que la plus grande
valeur propre de a(ξ ′) soit au moins double et égale à 1.
Preuve. – Soit η′ 6= 0 tel que λ1[a(η′)] > λ2[a(η′)], (S’il n’existe pas
de tel η′, le résultat est établi.) ; on peut supposer que λ1[a(η′)] = 1 ; on






1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4

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est un vecteur propre correspondant à la valeur propre λ1 = 1 : bX =X.




X = 0, soit : ∑
16k6n
ai1kξk = 0.
Comme d > 5, en utilisant la Remarque 2.4 on obtient que c’est un
système de 4 équations à au moins 5 inconnues, il admet donc une
solution non nulle χ ′ telle que : a(χ ′) 6= 0.
On pose : c = a(χ ′) ; on peut supposer λ1(c) > 0. b et c sont évidemment
linéairement indépendantes.
Considérons c(α)= b+αc ; c(α)X=X donc c(α) a une valeur propre
égale à 1.
Si |α| est assez petit, par continuité des racines, les autres valeurs





D’autre part les valeurs propres λ satisfont à :
det(−λI + b+ αc)= 0
ou, pour α 6= 0 :
det
(
(−λ/α)I + b/α+ c)= 0.
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Il existe α∗ tel que : λ1[c(α∗)] = λ2[c(α∗)] = 1, car sinon, par
continuité, pour tout α on a : λ2[c(α)]< 1, ce qui contredit (∗). 2
Remarque. – Il résulte de [2] que si d > 4, il existe un ξ ′ 6= 0 tel
que a(ξ ′) ait au moins une valeur propre double. D’autre part, par une
méthode analogue à celle que nous allons suivre pour démontrer le
théorème, on peut montrer qu’il suffit que d > 5 pour obtenir le résultat
du Lemme 3.1.
LEMME 3.2. – On suppose que d > 8. On suppose que, pour tout










Soit Y1, Y2 deux vecteurs linéairement indépendants. On considère le
système en (λ, ξ ′) :
a(ξ ′)Yi = λYi, 16 i 6 2.(2)
Il existe ξ ′ 6= 0 et λ tels que :
a(ξ ′)Yi = λYi, 16 i 6 2
et que :
λ= λ1[a(ξ ′)]= λ2[a(ξ ′)].
De plus, tout (λ, a(ξ ′)) vérifiant (2) est de la forme :
a(ξ ′)= αa(ξ ′), λ= αλ, α 6= 0.
Preuve. – Du Lemme 3.1 on déduit qu’il existe η′ 6= 0 tel que la plus
grande valeur propre de a(η′) soit double et égale à 1. Par un changement
de base de F , on peut supposer, sans changer les notations, que la matrice
a(η′) considérée est :
b =

1 0 0 0
0 1 0 0
0 0 λ3(b) 0
0 0 0 λ4(b)
 , avec λ3(b) < 1,
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On choisit d’abord Yi =Xi , 16 i 6 2.
Supposons qu’il existe c = a(ξ ′) linéairement indépendante de b telle
que :
cXi = µXi, 16 i 6 2.
Si µ= 0, on considère : c(α)= b+ αc ; on a :
c(α)Xi =Xi.
1 est valeur propre double de c(α), pour tout α. On raisonne ensuite
comme au Lemme 3.1. Si α est assez voisin de 0, les valeurs propres




]= λ2[c(α)]= 1> λ3[c(α)].
On peut choisir c tel que λ1(c) > 0 ; il existe un zéro λ de c(α) tel que :
λ[c(α)] = αλ1(c)+ 0(1), si α tend vers l’infini.
Il existe donc α∗ tel que : λ1[c(α∗)] = λ2[c(α∗)] = λ3[c(α∗)], ce qui
est exclu par l’hypothèse 1.
Si µ 6= 0, on pose : c′ = c−µb ; on a c′Xi = 0 et on raisonne comme
précédemment.
Dans ce cas, le lemme est démontré. 2
Soit Yi , 1 6 i 6 2, deux vecteurs linéairement indépendants quel-
conques. Il existe une famille Xi(t) de vecteurs linéairement indépen-
dants, dépendant continûment de t , 06 t 6 1, telle que :
Xi(0)=Xi et Xi(1)= Yi.
Plus précisément on peut construire une base de premiers vecteurs Yi
et une base de premiers vecteurs Xi de même orientation. Il existe
un chemin continu dans l’espace connexe des matrices inversibles de
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déterminants > 0 : t 7→U(t) tel que :
U(0)= I et U(1)Xi = Yi, 16 i 6 2.
On pose : Xi(t) = U(t)Xi . Pour chaque t , 0 6 t 6 1, on considère le
système en (λ, ξ ′) :
a(ξ ′)Xi(t)= λXi(t), 16 i 6 2.(3)
C’est un système de 8 équations à au moins 8 inconnues. On va
montrer qu’en fait le rang de ce système est inférieur ou égal à 7, et qu’il
admet au moins une solution (a(ξ ′(t)) 6= 0, λ(t)). On pose :
a˜t (ξ
′)=U−1(t)a(ξ ′)U(t).
Le système devient :
a˜t (ξ
′)Xi = λXi, 16 i 6 2.
a˜t est de dimension réduite > 7 et est diagonalisable ; on note plus
brièvement :
a˜t =Φ; a˜itj =Φij , 16 i, j 6 4.




ξ0 +ψ1(ξ ′) Φ12 (ξ ′) Φ13 (ξ ′) Φ14 (ξ ′)
Φ21 (ξ
′) ξ0 +ψ2(ξ ′) Φ23 (ξ ′) Φ24 (ξ ′)
Φ31 (ξ
′) Φ32 (ξ ′) ξ0 +ψ3(ξ ′) Φ34 (ξ ′)
Φ41 (ξ
′) Φ42 (ξ ′) Φ43 (ξ ′) ξ0 +ψ4(ξ ′)
 .
La dimension de l’espace vectoriel engendré par les formes :(
ξ0 +ψ1(ξ ′), Φ21 (ξ ′), Φ31 (ξ ′), Φ41 (ξ ′), ξ0 +ψ2(ξ ′), Φ32 (ξ ′), Φ42 (ξ ′)
)
est au plus 7.
Choisissons (ξ0, ξ ′ 6= 0) de sorte que :
ξ0 +ψ1(ξ ′)= ξ0 +ψ2(ξ ′)=Φ21 (ξ ′)=Φ31 (ξ ′)=Φ41 (ξ ′)
=Φ32 (ξ ′)=Φ42 (ξ ′)= 0;
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ξ0 = −ψ1(ξ ′) est racine caractéristique multiple d’ordre 2 ; les mineurs





ξ0 +ψ3(ξ ′) Φ34 (ξ ′)
Φ43 (ξ
′) ξ0 +ψ4(ξ ′)
)
= 0;
le déterminant ne peut pas être nul car sinon, on aurait une racine
caractéristique triple ; on a donc :
Φ12 (ξ
′)= 0
et Φ12 est combinaison linéaire de : ψ1 −ψ2, Φ21 , Φ31 , Φ41 , Φ32 , Φ42 .
Le système (3) est donc en fait un système linéaire de 7 équations
à au moins 8 inconnues, et il admet au moins une solution non nulle
convenable.
Le rang du système (3) en (λ, ξ ′) est donc pour tout t inférieur où égal à
7. Comme pour t = 0, on a vu que ce rang est égal à 7, par semi-continuité
du rang, il existe ε > 0 tel que pour 0 6 t < ε, le rang soit exactement
7 ; il y a alors exactement à une constante multiplicative près un couple
(−λ(t), a(t) ≡ a(ξ ′(t))) 6= 0 qui vérifie (2). Imposons ‖a(t)‖ = 1 pour
une norme usuelle. a(t) peut être choisi continu en t tant que le rang
du système reste égal à 1. De (1), on déduit que : λ1[a(t)] = λ(t), pour
0< t < ε.
Supposons qu’il existe un t 6 1 tel que pour ce t , on ait 2 solutions
(−λ(t), a(t)) linéairement indépendantes, et notons t0 le plus petit de
ces t . La continuité en t des coefficients du système linéaire implique
l’existence de b∗ = a[ξ ′(t0)] 6= 0 et λ∗ tels que :
b∗Xi(t0)= λ∗Xi(t0), 16 i 6 2;
de plus :
λ∗ = λ1(b∗)= λ2(b∗) > λ3(b∗).
Soit c= a[η′(t0)] linéairement indépendante de b∗ telle que :
cXi(t0)= µXi(t0), 16 i 6 2.
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Si µ= 0, en considérant c(α)= b∗ + αc, on aboutit, comme au début du
Lemme 3.2 à une contradition à l’hypothèse (1). Si µ 6= 0 :
c(α)Xi(t0)= (λ1(b∗)+ αµ)Xi(t0), 16 i 6 2.




] 6= 0, λ1[c(α∗)]>λ3[c(α∗)].
On pose : c(α∗)= b1 et on a :
b1Xi(t0)= λ1(b1)Xi(t0), 16 i 6 2.
On pose : c1 = c − µb1/λ1(b1) ; on a : c1Xi(t0) = 0. Comme b1
et c1 sont linéairement indépendants, par le raisonnement du début du
Lemme 3.2, on aboutit à une contradiction à l’hypothèse (1). Donc pour
tout t , le rang du système (3) est 7, et le Lemme 3.2 est démontré. 2
LEMME 3.3. – On suppose que : d > 8. On suppose que, pour tout










Alors il existe ξ ′ 6= 0 tel que c= a(ξ ′) vérifie :
λ1(c) > λ2(c)= λ3(c) > λ4(c).
Preuve. – Comme au début du Lemme 3.2, il existe une matrice b =
a(η′) telle que :
λ1(b)= λ2(b)= 1> λ3(b)> λ4(b).
Les matrices (aij (ξ ′)) forment un epace vectoriel de dimension supérieure
ou égale à 7 ; prenons b comme élément d’une base de cet espace ; dans
une telle base, on a :
a(ξ ′)=ψb+Φ(ξ ′′),
où la dimension réduite de Φ est supérieure ou égale à 6. Montrons
d’abord qu’il existe une matrice c=Φ(ξ ′′) 6= 0 telle que :
cX2 = 0,(5)
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avec les notations du début du Paragraphe 2, cette condition exprime
que l’on a un système linéaire de 4 équations à au moins 6 inconnues
scalaires. Plus précisément, comme (Φij (ξ ′′)) est diagonalisable, on peut
encore utiliser la Proposition 2.7 ; les Φij , i < j , appartiennent au sous-




′′) Φ12 (ξ ′′) Φ13 (ξ ′′) Φ14 (ξ ′′)
ξ 21 ψ2(ξ












avec : ξ ′′ = (ξ 21 , ξ 31 , ξ 41 , ξ 32 , ξ 42 , ξ 43 ) ; et (5) s’écrit :
ξ 32 = ξ 42 =Φ12 (ξ ′′)=ψ2(ξ ′′)= 0
et admet donc une solution non nulle, d’où l’existence de la matrice
c 6= 0.
0 est valeur propre de c de multiplicité 1 au moins.
Si λ2(c)= λ3(c)= 0, comme : λ1(c) > λ3(c), on a :
λ1(c) > λ2(c)= λ3(c) > λ4(c).
(Si λ4(c) = 0, la matrice −c contredit l’hypothèse (1)). Le lemme est
donc démontré dans ce cas.
Sinon, en remplaçant éventuellement c par −c, on a :
λ1(c)> λ2(c) > 0.
Posons : c(α)= b+ αc, on a :
c(α)X2 =X2 = λ1(b)X2.
λ1(b)= 1 est donc valeur propre de c(α), pour tout α.
Si α est assez voisin de 0, on a : λ4[c(α)]6 λ3[c(α)]< 1.
Si α tend vers l’infini, λ1[c(α)] et λ2[c(α)] tendent vers l’infini, donc
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et il existe au moins un α > 0 tel que λ3[c(α)] = 1.
Soit γ > 0 le plus petit des α > 0 tels que λ3[c(α)] = 1 ; il est













]= λ3[c(γ )]> λ4[c(γ )].
Le Lemme 3.3 est donc démontré dans tous les cas. 2
Preuve du Théorème 2.8. – a(ξ ′) est de dimension réduite supérieure
ou égale à 7. Supposons que :
∀ξ ′ 6= 0, λ1[a(ξ ′)]> λ3[a(ξ ′)].
Soit c la matrice obtenue par le Lemme 3.3 ; λ2(c) = λ3(c) est valeur
propre double de c ; comme c est diagonalisable, l’espace propre
correspondant est de dimension 2 ; soit Y1 et Y2 deux vecteurs propres
linéairement indépendants. On a :
cYi = λ2(c)Yi, 16 i 6 2.
Il résulte du Lemme 3.2 qu’il existe une matrice c1 6= 0 et un scalaire λ
tel que :
c1Yi = λYi, 16 i 6 2,
avec λ= λ1(c1)= λ2(c1) > λ3(c1)> λ4(c1), et que l’on a :
c= µc1, λ2(c)= µλ, µ 6= 0.
On aboutit aisément à une contradiction à l’hypothèse (1). 2
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