For both humans and other animals, the ability to combine information obtained through different senses is fundamental to the perception of the environment. It is well established that humans form systematic cross-modal correspondences between stimulus features that can facilitate the accurate combination of sensory percepts. However, the evolutionary origins of the perceptual and cognitive mechanisms involved in these cross-modal associations remain surprisingly under-explored. In this review we outline recent comparative studies investigating how non-human mammals naturally combine information encoded in different sensory modalities during communication. The results of these behavioural studies demonstrate that various mammalian species are able to combine signals from different sensory channels when they are perceived to share the same basic features, either because they can be redundantly sensed and/or because they are processed in the same way.
Introduction
Similarly to humans, most non-human animals experience the world through different senses, and the ability to combine this perceptual information functions to reduce uncertainty and create more coherent and meaningful representations of objects and events (Lewkowicz and Ghazanfar, 2009 ). However, because the brain constantly receives a vast array of sensory input from the environment, it must overcome the 'cross-modal binding problem' of identifying when different perceptual information has originated from the same source and should be combined during processing (Ernst, 2007) . Systematic mappings between various features or dimensions perceived through different sensory modalities, termed cross-modal correspondences, can promote the combination of information at the perceptual and/or decisional stages of processing (Parise and Spence, 2013) . Although a number of different cross-modal correspondences have been identified in humans, our understanding of their evolutionary origins and adaptive function remains very limited (Ludwig et al., 2011) . One of the key difficulties that researchers face is differentiating between innate 'hardwired' and experience driven correspondences, as new associations can develop rapidly between different stimulus dimensions with very small levels of exposure to their co-occurrence (Ernst, 2007; Zangenehpour and Zatorre, 2010) .
In recent years, the comparative approach has been widely developed to address such questions in other areas of human perception and cognition, providing important advancements, such as furthering our understanding of human language evolution (Fitch, 2010) . By establishing the extent to which non-human animals (henceforth animals) perceive cross-modal correspondences, it may be possible to determine the phylogenetic history of hardwired correspondences and the pre-adaptations that were necessary to support their existence in humans. Investigating the functional relevance of cross-modal correspondences for animals can also provide insights into the evolutionary pressures that promote their occurrence. Furthermore, the importance of ontogenetic experience in the formation of crossmodal correspondences can be more directly tested in animals than in humans, either by comparing species across different environments or by controlling the experiences gained by captive animals (Kulahci and Ghazanfar, 2013) . Finally, because animals lack language, it is also possible to rule out the influence of linguistic transmission on the development of any shared correspondences, as the use of the same linguistic labels (e.g., the descriptive terms 'low' and 'high' are used for pitch and elevation) can confound attempts to interpret the origins of systematic associations in humans (Spence, 2011) . The comparative approach therefore has a strong potential to significantly enhance our current understanding of the origins and function of cross-modal correspondences in humans.
In this review, we outline the range of cross-modal correspondences that are known to be behaviourally expressed by animals when combining different sensory information. We focus on mammals primarily due to their close evolutionary relationship to humans, but also because correspondences have been more widely studied in mammals than in other taxa. An additional aim of the review is to provide an ecologically relevant framework for the different types of correspondences observed in animals by determining their potential role in multisensory communication. Because a wide range of species use multisensory signals during communication, these signals can be productively used as stimuli when testing crossmodal correspondences to elicit more natural responses from animals, often without the need for inherently artificial training. Our hope is that as future studies continue to contribute to this framework, a clearer understanding of the evolution of cross-modal correspondences will be developed.
More specifically, in the first section of the review we outline the potential that the multisensory signals used in animal communication have to provide receivers with natural opportunities to express the range of correspondences observed in humans. We then discuss how behavioural methodologies have been applied to show that different animal species associate signal components by attending to broadly shared features, ranging from timing and spatial location to quantity (see Appendix 1 for a detailed discussion of the most commonly used experimental paradigms). In the subsequent sections we discuss evidence suggesting that non-human animals do not just depend on mechanically constrained, co-occurring cues, but that they can also respond to correspondences between different signal features. Although there is currently only limited research on the occurrence of correspondences between distinct basic features (such as visual luminance and auditory pitch) in animals, we discuss potentially productive avenues for future study. In the final section, we show that a wide range of mammalian species appear to develop multisensory cognitive representations about signals and signallers, enabling them to form time-independent expectations about the multisensory composition of communicative stimulus features (see Table 1 for a synthesis of studies). luminance and auditory pitch (Ludwig et al., 2011) conspecific call types (Izumi and Kojima, 2004; Parr, 2004) conspecific identities (Kojima et al., 2003; Martinez and Matsuzawa, 2009 ) old-world monkeys rhesus macaque (Macaca mulatta) conspecific call types (Ghazanfar and Logothetis, 2003) number of conspecific signallers (Jordan et al., 2005) looming/approaching signals (Maier et al., 2004; Ghazanfar and Maier, 2009) conspecific body size (Ghazanfar et al., 2007) conspecific identities (Adachi and Hampton, 2011; Sliwa et al., 2011) heterospecific identities (Sliwa et al., 2011) Japanese macaque (Macaca fuscata) species (both their own species and humans) (Adachi et al., 2006 , Adachi et al., 2009 vervet monkey (Chlorocebus pygerythrus) heterospecific call types (Zangenehpour et al., 2009) grey cheeked mangabey (Lophocebus albigena) conspecific identities (Bovet and Deputte, 2009) new world monkeys tufted capuchin (Cebus apella) conspecific call type (Evans et al., 2005) squirrel monkey (Simia sciureus) heterospecific identities lemurs ring-tailed lemur (Lemur catta) conspecific identities (Kulachi et al., 2014 ) Carnivora domestic dog (Canis familiaris) conspecific body size (Faragó et al., 2010; heterospecific identities heterospecific gender (Ratcliffe et al., 2014 ) Perissodactyla Domestic horse (Equus caballus) conspecific identities (Proops et al., 2009) heterospecific identities (Proops and McComb, 2012) 
Multisensory Signals in Animal Communication
Obtaining accurate estimations about certain attributes of conspecifics, such as their body size, is essential in mediating the sexual and social interactions of many species (e.g., Davies and Halliday, 1978; Madden et al., 2009; Reby et al., 2005; Tedore and Johnsen, 2014) .
Because information about individuals can be acquired through different senses, it is functionally relevant for animal receivers to naturally combine sensory information, which can inform our understanding of the evolution of cross-modal correspondences in humans (Kulahci et al., 2014) . In animal communication, information about the individual is broadcast through 'signals', which can be defined as an act or structure that has evolved to change the behaviour of other organisms in way that normally functions to benefit the signaller (Maynard- Smith and Harper, 2003 Hughes, 1996) . Although multi-component signals are typically more costly for animals to produce than single-component signals (Bradbury and Vehrencamp, 1998) , they function to overcome production and/or perceptual constraints on transmission (see Bo-Jørgensen, 2009 for a review). For example, redundant (or 'amodal') information is frequently encoded across different sensory components (Partan and Marler, 1999) , as some signal properties are not modality specific and can be redundantly sensed via different sensory channels. Redundant features include physical attributes such as the spatial location and temporal duration of events or the size and shape of a physical entity (Spence, 2011) . Encoding equivalent information across modalities increases the robustness of the signal, providing signallers with 'backup channels' to ensure transmission through environmental noise (Johnstone, 1996) and improving the reliability of the perceptual estimations obtained by the receiver (Ernst and Bülthoff, 2004) . Because sampling these properties through different sensory modalities provides the same metric estimate (Marks et al., 1986) , each sensory component should elicit the same response from the receiver when presented alone (Partan and Marler, 1999) . However the multisensory combination of redundant cues in animal signals frequently results in an enhanced response (Hölldobler et al., 1996; Smith and Evans, 2008) , improving the signal's efficacy by facilitating its detection, discrimination and memorisation by receivers ('receiver psychology hypothesis', reviewed by Rowe, 1999) .
As well as facilitating the transmission of redundant information, animal signals can also contain different non-redundant (or 'modal') components (Moller and Pomiankowski, 1993) , increasing the amount of information communicated per unit of time (e.g., multisensory
begging signals encode independent indices of nestling condition in European starlings
Sturnus vulgaris : Jacob et al., 2011) . In some cases one non-redundant component can modulate or dominate the effect of another, potentially resulting in the emergence of a new response (see Partan and Marler, 1999, for examples) . This combinatorial strategy functions to disambiguate or maximise the amount of information contained in the signal (Ernst and Bülthoff, 2004 (Kulahci and Ghazanfar, 2013) . The majority of studies to date have focussed on the association of auditory and visual information, perhaps because the results can be more directly compared to human speech processing (Ghazanfar, 2013) .
In humans, cross-modal correspondences can form between equivalent redundant sensory cues, and also between non-redundant features when they are perceived to be complementary or relatively compatible (Spence, 2011) . Congruency effects linking non-redundant features include seemingly arbitrary associations between basic stimulus properties (such as auditory pitch and visual angularity) and can be broadly sub-divided into 'structural' hardwired correspondences associated with the fixed organisation of the perceptual system (Marks, 1978) , and learnt 'statistical' correspondences that relate to natural correlations in the environment (Marks, 2000) . In addition to perceiving congruency between basic stimulus features, humans also form high-level cognitive correspondences based on shared semantic attributes between the sensory components (Spence, 2011) . These main classes of correspondences can facilitate the combination of different sensory information (Parise and Spence, 2013) . Because animal multisensory signals can contain both redundant and nonredundant elements, receivers may also benefit from similarly recognising correspondences in order to efficiently combine sensory elements during processing. We will now consider the extent to which animals also perceive different classes of correspondences linking multisensory signal components, by initially discussing if animals associate different sensory percepts by attending to simple shared (or redundant) cues that co-occur due to mechanical constraints on signal production. We explore the importance of joint timing and spatial location, which have previously been termed 'spatio-temporal correspondences' (Spence, 2007) , before discussing other redundancies related to the signal content, such as sensory cues to shape or quantity (which we will term 'redundant feature correspondences').
Spatio-Temporal Correspondences
Because the different sensory components of animal signals typically co-occur in time and space, receivers can take advantage of this constraint by combining components that originate from the same location and/or occur at the same time. For example, provided that auditory and visual stimuli are temporally aligned (Slutsky and Recanzone, 2001) , spatially displaced sounds tend to be automatically 'captured' by visual cues and perceived as originating from a closer location to the visual stimulus, which is known as the 'spatial ventriloquism effect' (Bertelson and Aschersleben, 1998; Howard and Templeton, 1966; Vroomen et al., 2001 ).
Spatial ventriloquism not only occurs in humans (e.g., Bertelson and Radeau, 1981) , but can also lead to the mislocalisation of auditory cues in rhesus macaques Macaca mulatta (Woods and Recanzone, 2004) . Because vocal production mechanisms in vertebrates usually result in the co-occurrence of visual and auditory signals, processing spatial and temporal information can support the receiver's ability to combine the sensory percepts together. The use of lowlevel temporal redundancies when processing vocal signals appears to be a relatively primitive evolutionary trait in vertebrates. Indeed, the temporal synchronisation of male advertisement vocalisations and air sac inflation influences female mate choice in anuran amphibians . Mammals generally broadcast loud vocalisations orally (e.g., dog barks or goat bleats) (Fitch, 2000a) , which means that the acoustic signal is usually accompanied by spatially and temporally corresponding facial movements as the signaller opens and closes their mouth. In an early behavioural study of cross-modal association in mammal communication, Ghazanfar and Logothetis (2003) showed that rhesus macaques could match conspecific vocalisations to the signaller by discriminating between facial gestures associated with different call types. Using a preferential looking paradigm, the subjects were simultaneously presented with two videos showing the same conspecific producing either a 'coo' vocalisation or a 'threat' vocalisation. At the same time, one of these two call types was played from a hidden speaker. The subjects looked longer at the video matching the vocalisation, demonstrating their ability to visually discriminate between the facial expressions and match these gestures to the corresponding auditory cues. Similar results have also been obtained with tufted capuchins Cebus apella (Evans et al., 2005) , suggesting that the ability to associate conspecific vocalisations with the corresponding facial expression is present in both Old and New World primates.
Because vocalisations and their associated facial expressions have the same temporal characteristics (temporal structure, onset/offset times and duration), the perception of temporal synchronisation was proposed to have enabled the primates' multisensory vocal perception in early preferential looking studies (Izumi and Kojima, 2004; Zangenehpour et al., 2009) . The fact that both one-to three-day old human infants (Lewkowicz et al., 2010) and 23-65 week old infant vervet monkeys Chlorocebus pygerythrus (Zangenehpour et al., 2009 ) also matched unfamiliar rhesus macaque vocalisations to corresponding macaque facial expressions gave support to this suggestion. Moreover, both human and vervet monkey infants also consistently associated synthetic tones to the macaque facial gestures. In both studies these complex broadband tones matched the onsets/offsets and durations of the two original call types, but did not include any temporal modulation. The formant frequencies were also removed, whilst the fundamental frequency (F0; perceived as the pitch) of both tones was static and based on the average of the mean F0s of the coo and grunt vocalisations, so that the two tones differed from each other only in duration. Therefore, the human and vervet infants' ability to associate these tones with the corresponding facial gestures strongly suggested that they used temporal synchronisation to match the sounds to the signallers. The young age of the infants, coupled with the novelty of the stimuli, also suggested that the combination of temporally synchronised sensory cues may be a low-level automatic process in both humans and other primates, potentially allowing receivers to associate information from multiple modalities without any prior experience with their co-occurrence.
Interestingly, the same paradigm had previously been used to show that, while four-and sixmonth old human infants responded equivalently to neonates by correctly matching the macaque vocalisations with the correct facial expressions, eight to ten-month-old human infants did not (Lewkowicz and Ghazanfar, 2006) . The age-related decline in performance supports the theory that whilst humans rely on an innate perception of low-level inter-sensory relations (e.g., temporal synchrony) during their first few months of life, their perceptual sensitivity subsequently narrows to combine only socio-ecologically relevant signals as specific higher-level relations are learnt during development (Lewkowicz and Ghazanfar, 2009 ). However, unlike in human infants, there was no age-related decline in performance observed in the vervet monkeys, indicating that perceptual narrowing either does not occur in this species, potentially due to the more precocial nature of their neurological system, or that perceptual narrowing does occur but at a much slower rate than in humans (Zangenehpour et al., 2009) . The fact that accurate recognition of conspecific call types takes around four years to develop in vervet monkeys (Seyfarth and Cheney, 1986) favours the second hypothesis,
leading Zangenehpour et al., (2009) to suggest that mature vervet monkeys should be tested using the same paradigm to determine if they do show evidence of perceptual narrowing through a decrease in reliance on temporal synchrony. Indeed, this could help to determine if the associative mechanism used by the adult rhesus macaques to match different conspecific call types in Ghazanfar and Logothetis (2003) 's original study was related to simple timing or functional differences between the vocalisations.
In non-human primates, temporal synchronisation appears to influence audio-visual signal combination at the early stages of processing. By recording local field potential activity in the auditory cortex in rhesus macaques, Ghazanfar et al., (2005) demonstrated that this processing region combined visual and auditory information when subjects were presented with computer generated avatars of conspecifics producing affiliative vocalisations. Whilst voice onset times (VOTs) that were less than 100 ms after the onset of mouth movement caused response enhancement, VOTs longer than 200 ms instead resulted in response suppression. The importance of VOT in neural responses to multisensory vocal signals was also observed at the behavioural level: whilst macaques predominately focussed on the eye regions of vocalising conspecifics, fixations on the mouth were synchronised with the onset of mouth movements . However, although mouth movements appear to be both neurologically and behaviourally relevant during primate vocal perception, changes in the response magnitude of the auditory cortex did not generalise to simple dynamic shapes matching the mouth movements associated with the vocalisations . This observation suggested that multisensory processing in the auditory cortex may be specific to biologically relevant faces and not responsive to other temporally synchronised visual and auditory cues. The level of activation was also influenced by the call type, with more extensive enhancement observed in response to grunts rather than coos. The authors speculated that face/voice associations may be more likely to occur in response to grunts because these are generally close range vocalisations directed towards specific individuals, whereas coos are contact calls which are broadcast to the group. The potential role of experience in mediating audiovisual processing provides some support to Zangenehpour et al.'s (2009) suggestion that at least in mature primates, higher-level cognitive correspondences such as the functional relevance and production context of multisensory signals may moderate the extent to which different cues are combined together.
The fact that different neurological responses were observed in macaques depending on the nature of the stimuli suggests that higher-level cross-modal correspondences may also affect how non-human primates associate temporally synchronised vocalisations and facial gestures.
Such effects have been identified in humans, specifically during the perception of audiovisual speech sounds (Vatakis and Spence, 2007; . One of the strongest demonstrations of the influence of visual cues on speech perception is the McGurk effect (McGurk and MacDonald, 1976) . In this study, participants were asked to repeat the consonant-vowel syllables that they heard whilst watching a video of a person speaking.
Though the videos and sounds were temporally synchronised, the syllables produced had different initial consonants that are not formed with the same place of articulation. When presented with an auditory bilabial /ba/, and a visual velar /ga/, participants reported hearing an intermediate alveolar /da/ sound, perceiving a new percept which was a blend of the seen and heard utterance. There is some mixed evidence suggesting that the magnitude of the McGurk effect may be disrupted if the speaker's voice and face are not identity-or gendermatched (Walker et al., 1995 , although see Green et al., 1991 . More robust support that gender correspondence can influence the perception of VOT in audio-visual speech comes from studies showing that participants find it easier to judge whether the visual or auditory onsets of speech signals begin first when the stimuli are gender-mismatched (Vatakis and Spence, 2007) . Interestingly, the 'unity' effect observed in human responses to congruent audio-visual speech events does not extend to VOT judgements of monkey vocalisations or even to human impersonations of monkey vocalisations, suggesting that higher-order cognitive correspondences may only facilitate multisensory integration for species-specific vocalisations . To date, no studies have tested whether animals' perception of auditory vocalisations can be similarly changed by mismatched, synchronised articulatory cues, or whether they would also differentially perceive the relationship between audio-visual vocal stimuli depending on the availability of additional correspondences.
As the McGurk Effect demonstrates, humans not only attend to the gross temporal synchronisation of visual and auditory stimuli in order to combine different sensory signals (i.e., the similarity between the onset and offset of the signals), but also use the level of crosscorrelation between the fine temporal structure within the signals to infer whether they both originated from the same source, even when the signals are not synchronised (Parise et al., 2012) . Attending to the fine-scale temporal structure of audiovisual signals is functionally relevant for human communication because speech is a highly rhythmic signal, producing a strong correlation between the movements of the mouth and the acoustic output (Ohala, 1975) . Therefore, it is possible that humans may use the fine temporal structure produced by the speech rhythm to match auditory speech to the corresponding signaller if the temporal synchronisation is disrupted. Given that other primates do not produce rhythmic vocalisations (Ghazanfar, 2013) , and show a more limited perception of rhythmic sequences (Merchant and Honing, 2013) , it is not clear if they would also attend to the detailed temporal structure of audiovisual signals to combine the individual sensory components.
Relatively coarse temporal synchronisation related to the onset and offset of the signal components thus seems to be used generally across vertebrates to associate vocalisations with signallers during communication. Further work is necessary to determine if other timingrelated attributes such as the detailed temporal structure can also influence multisensory perception in animals, as well as to investigate the potential effect of spatial co-occurrence on signal combination. However, despite the evident influence of temporal characteristics on signal processing, it appears that increasing experience with conspecific vocalisations may lead to a reduction in reliance on low-level temporal features in some species. In the following sections, we will explore the extent to which correspondences related to the intrinsic attributes of objects and events may mediate the importance of spatial or temporal co-occurrence for signal combination.
Redundant Feature Correspondences
Because environmental conditions can impede the transmission of signal components from particular sensory modalities, it is not always possible for receivers to rely solely on the degree of temporal congruency to combine signals. Humans are still able to associate signals even when they do not co-occur, because the perception of additional qualitative or quantitative cross-modal correspondences can bias the brain towards combining certain information together, reducing its sensitivity to inter-sensory conflicts such as spatiotemporal asynchrony (Parise and Spence, 2009 ).
Before we can determine if animal perceptual systems can be similarly biased towards combining asynchronous signals due to their perceived congruency, we must first establish whether animals also attend to other correspondences that are available during signal production. Indeed, the multisensory signals used by mammals frequently contain additional redundant correspondences that are used to associate individual signal components together.
For example, quantitative redundant correspondences can be perceived when the same number of components is simultaneously sensed through different modalities. Rhesus macaques are able to associate the number of conspecific voices they hear with the number of vocalising faces they see, suggesting that they perceive numerosity as a shared redundant attribute across the visual and auditory modalities (Jordan et al., 2005) . However, it is yet to be determined if this association was specific to the number of facial gestures or more generally related to the number of conspecifics observed. To investigate this further, future studies could test whether any species are able to perform this task when some of the conspecifics they can see are not vocalising.
In addition to quantitative dimensions, redundant correspondences may also be perceived using the qualitative features of animal signals. Whilst we will discuss how cues relating to the body-size of the individual are encoded across acoustic and visual percepts at a later stage, differences between the reliability of these cues means that the same metric estimate cannot be obtained across the modalities. Therefore we have not classified the association of size cues in animal signals as a redundant correspondence. Although not related to communication, solid physical bodies also have a size and shape that can be redundantly sensed through vision and touch. Gunderson et al., (1990) observed that normally developing infant pigtailed macaques Macaca nemestrina could associate tactile and visual sensory information about object features, and proposed that this ability was potentially related to the discriminability of the outer contours of the objects. The cross-modal congruency of redundant object shape features has also been demonstrated in bottlenose dolphins Tursiops truncatus through the association of visual and echoic information (Herman et al., 1998) . In a subsequent study, Harley et al., (2003) observed that dolphins found it more difficult to match different novel objects across sensory modalities than to match the same novel object, supporting the hypothesis that dolphins do not simply learn to associate echoic sounds with objects, but instead extract meaningful shape-related characteristics from the echoic and visual information. This suggests that the association of shape-related features may be 'hardwired', in accord with the observation that 29-day-old human infants are already able to visually recognise the shape of a pacifier after exploring it orally (Meltzoff and Borton, 1979) . However the results obtained by Meltzoff and Borton (1979) have not been replicable (Maurer et al., 1999) , which coupled with the demonstration that adults newly treated for congenital blindness fail to immediately visually recognise previously handled objects (Held et al., 2011) , suggests that the association of shape-related cues may actually be learnt, at least in humans. Further research is needed to clarify the basis of this form of correspondence, and to determine whether shape based associations can be related to the perception of communicative cues. For example, humans tend to systematically match particular nonsense words to simple abstract shapes according to their angularity (e.g., the sound 'kiki' contains sharp phonemic inflections and is usually associated with spiky shapes, whilst 'bouba' contains rounded phonemic inflections and is mapped onto round shapes - Köhler, 1929; Ramachandran and Hubbard, 2001 ), independently of cultural influences (Bremner et al., 2013) . Consistent pairings between arbitrary sounds and object features, known as the 'sound symbolism' effect, can assist human listeners in guessing the meaning of novel words (Parault and Parkinson, 2008) and facilitates the learning of word-category associations (Monaghan et al., 2012) . Japanese mothers also use sound-symbolic words more frequently in speech directed towards their children (Nagumo et al., 2006) , which may play a scaffolding role in language acquisition. Consistent with these observations, Ramachandran and Hubbard (2001) suggested that sound symbolism provides a perceptual basis for the sound-referent mappings required for the evolution and acquisition of human language. It is not yet known if this tendency is a linguistic adaptation and unique to humans, or whether other animals would similarly spontaneously associate arbitrary speech sounds with objects according to a perceived correspondence between particular phonemes and physical shape. If sound symbolism effects are present in other species, it could be possible for human speakers to take advantage of such predispositions when training animals.
Together, these studies demonstrate that non-human mammals are able to perceive and associate redundant stimulus features and dimensions that can be encoded within multisensory signals. Although it remains possible that in some cases temporal or spatial synchronisation is necessary for individuals to initially learn that additional sensory redundancies are reliably encoded within certain signals, these redundancies may then moderate the necessity of spatio-temporal synchronisation for signal combination. Further research is now needed to determine how generalised redundant feature correspondences are in animals, and if qualitative associations are applied during communication.
Structural Correspondences
Besides redundant estimations such as those described previously, it has been suggested that complementary correspondences can also arise between different stimulus properties as a result of the principle of neural economy, whereby shared processing resources respond to multiple stimulus features, resulting in their perceived equivalence (Spence, 2011) . In both humans and other animals, magnitude-related, or 'prothetic', dimensions (e.g., numerosity, area, spatial length, duration, luminance and intensity) are represented using an analogue format, where representations of larger values become increasingly noisy (Cantlon, 2012; Srinivasan and Carey, 2010) . Indeed, in most of the species in which quantitative discriminations have been studied, their estimations of 'more' or 'less' appear to obey
Weber's law, as their ability to discriminate between two quantities depends on the ratio between them rather than the absolute difference (time: Gibbon, 1977; space: Cheng, 1990;  number: Perdue et al., 2012) . Because the same estimation principle governs different magnitude-related dimensions, this suggests that they are structurally aligned in the perceptual system, which may facilitate correspondences between different dimensions.
One of the most relevant magnitude dimensions for animal vocal communication is the intensity level of the stimulus, as rising intensity sounds can indicate approaching signallers (Ghazanfar et al., 2002) , whilst a greater vocal amplitude generally corresponds with a higher level of arousal across mammals (Briefer, 2012) . Stevens (1957) noted that increases in stimulus intensity generally elicit increased neural firing, and Marks (1989) suggested that correspondences between equivalently intense stimuli might arise from the use of a common neurophysiological code, such as the number of impulses per unit of time. In his recent review, Spence (2011) claimed that structurally dependent associations related to intensity coding constitute one of the major forms of cross-modal correspondence in humans. In support of the innate structural basis of intensity relations, human infants are attentive to intensity correspondences very early in development, as they perceive equivalence between the intensity levels of white-lights and white-noise at three weeks of age (Lewkowicz and Turkewitz, 1980) . Comparable intensity relations have also been observed in other primates.
For example, Ludwig et al., (2011) demonstrated that similarly to human participants, chimpanzees Pan troglodytes associated high pitch sounds (which both humans and primates naturally perceive to be more intense/louder than low pitch sounds; Moore, 1989; Stebbens, 1966) with stronger visual luminance, as their performance in classifying squares according to luminance was better when they heard a background tone with a congruent pitch rather than an incongruent pitch. Ludwig et al. suggested that because the chimpanzees in this study had not had prior opportunities to learn to associate auditory pitch with brightness, this form of cross-modal association was likely to be innate. However, Spence and Deroy (2012) argued that the chimpanzees could have internalised correlations in their environment, such as sources of illumination coming from above, and the greater potential tendency for smaller objects or bodies, which generally make higher pitched sounds, to be found in the sky. They also pointed out that the transitive nature of correspondences might have allowed the chimpanzees to acquire new associations on the basis of other learnt regularities in their environment. Marks (1989) bridges these alternative theories by suggesting that whilst some correspondences may be neurologically 'hard-wired', cognitive development could still determine which dimensions correspond. This possibility could be explored by testing infant chimpanzees or by comparing the responses of captive individuals raised in different environments.
Whilst the origin of the correspondence between luminance and pitch in chimpanzees remains unknown, the direction of the association suggests that it may be based on a shared perception of intensity in both dimensions. Indeed, observations that other primate species similarly respond to intensity relations indicates that equivalent intensity perception across sensory modalities may be broadly present across the primate order. For example, Maier et al., (2004) showed that rhesus macaques associated complex tones that rose in intensity with expanding circles, which were thought to be perceived as aversive 'looming' or approaching stimuli by the macaques. Furthermore, macaques also associated rising frequency tones with expanding circles (Ghazanfar and Maier, 2009) . A related effect known as the 'doppler illusion' is observed in humans: listeners report an increase in the pitch of a sound source moving towards them even though there is no change in the actual frequency of the sound (Neuhoff and McBeath, 1996) . However, although the macaques did not have any prior experience with the stimuli used in either study (Ghazanfar and Maier, 2009; Maier et al., 2004) , it was not possible to establish whether the association between rising intensity and frequency with increasing size in multisensory looming signals is innately present, or dependent on experience. Therefore, the extent to which intensity-based associations represent fixed structural correspondences remains to be established.
The observations that animals tend to combine signals that share the same level of intensity suggests that other correspondences between magnitude dimensions could similarly influence signal combination. Indeed, although less specifically related to communication, according to the A Theory Of Magnitude (ATOM) framework proposed by Walsh (2003) , time, space and number are equivalently processed by a common analogue magnitude system in the mammalian inferior parietal cortex. The main function of this generalised system is hypothesised to provide an estimate of 'how far, how fast, how much, how long, and how many' with respect to motion. This general magnitude system may be operational in humans from the early stages of development, as Lourenco and Longo (2010) observed that ninemonth-old infants mapped arbitrary visual patterns across different dimensions of magnitude,
forming an expectation that if a particular pattern was associated with large shapes, then objects with the same pattern should also be more numerous and last longer. Some of these dimensions also appear to correspond in non-human mammals (see Agrillo and Petrazzini, 2013 , for a detailed review). For example, rats Rattus norvegicus similarly show evidence of perceiving equivalence between estimations of quantity and time (Meck and Church 1983) .
In this study, rats which were first trained to perform different responses to auditory sequences differing in both the number of elements and the total duration produced identical response curves when they were subsequently tested with stimuli composed of an intermediate number of elements or characterised by an intermediate duration. The results of this study suggest that similarly to human infants, rats may use a general mechanism to represent both time and quantity. Rhesus macaques also show evidence of equivalently processing different magnitude dimensions, as demonstrated by the observation that they naturally confounded the length of lines (space) with how long they were visible for (time) (Merritt et al., 2010) .
As well as showing a tendency to associate time and space, humans also represent quantity spatially using a mental number line, with smaller numbers starting from the left, from at least seven months old (De Hevia et al., 2014) . Three-day-old domestic chicks Gallus gallus similarly appear to associate relatively smaller quantities with their left side and larger quantities with the right space (Rugani et al., 2015) . This indicates that in addition to time, numerical magnitude also maps onto spatial cues in both humans and other animals, and may therefore be an ancestral aspect of quantity perception. However, whilst many animals appear to naturally conflate quantity with spatial area (e.g., cats: Pisa and Agrillo, 2009; salamanders Plethodon: Krusche et al., 2010) , training can lead to a reduction in these effects, as observed in rhesus monkeys (Cantlon and Brannon, 2007) and pigeons Columbia livia (Emmerton and Renner, 2006) , suggesting that whilst the dimensions of quantity and spatial area are naturally associated, they may not be equivalently processed.
The available research evidence therefore suggests that some aspects of time, space and quantity may be processed by the same mechanism within the mammalian brain, and 
Statistical Correspondences
Whilst structural correspondences may enable mammals to form associations between complementary stimulus features through the perception of magnitude-related correlations, such 'bottom-up' estimations are inherently noisy, and are therefore likely to lead to ambiguous and unreliable sensory combinations (Ernst and Bülthoff, 2004) . Applying a Bayesian integration model, Ernst (2005) suggested that humans act as 'optimal integrators', by combining their prior knowledge that certain stimuli are expected to 'go together' (the coupling prior) with the sensory evidence (the likelihood function) to infer the most reliable interpretation of the environment (Ernst, 2005; Ernst and Bülthoff, 2004) . A comparable use of weighted linear estimations, where the weights are proportional to the relative reliability of the cues, has been observed in rhesus macaques (Morgan et al., 2008) , suggesting that this strategy may be shared with other mammals.
One way to obtain prior knowledge that stimuli 'belong together' is by attending to their statistical correlation in the environment. Humans can use common environmental relationships to determine when non-redundant sensory information is likely to have originated from the same source and should be associated. One such statistical correspondence that humans appear to learn is the natural mapping between auditory pitch and visual size, which is likely to occur because there is a strong negative correlation between physical size and acoustic resonance in the environment. For example, larger objects tend to make lower frequency impact sounds when struck or dropped (Gaver, 1993) , acoustic waves resonate at lower frequencies when travelling through larger cavities (De Boer, 2008) , and the fundamental frequency of a vibrating string is inversely proportional to its length and mass (law of transverse vibrations of a string). Humans consistently generalise this frequency-size relationship, by associating higher-pitched tones with smaller objects and lower-pitched tones with larger objects (e.g., Gallace and Spence, 2006) . Although the perceived correspondence between pitch and size could have become genetically hardwired in humans as an adaptation to the environmental correspondence of these variables (Gallace and Spence, 2006) , the importance of ontogenetic experience is evidenced by the observation that infants do not form equivalent associations between pitch and size to adults until they are around six-months old (Fernández-Prieto et al., 2015) .
The general mapping that humans form between auditory and visual size cues has important functional implications for voice perception. Similarly to the resonances produced by objects in the natural environment, the acoustic parameters in the voice are constrained by the size of the vocal apparatus. According to the 'source-filter theory' (Fant, 1960; Titze, 1994) , there are two main sources of size information in the mammalian voice, the fundamental frequency (F0; perceived as the pitch) and the vocal tract resonances or 'formants' (perceived as the timbre). In both humans and other terrestrial mammals, the F0 is produced by the quasiperiodic oscillation of the vocal folds within the larynx. Similarly to the behaviour of a simple vibrating string, longer and denser vocal folds oscillate at a slower rate than shorter and thinner vocal folds under the same level of tension, producing a lower F0 (Titze, 1994; Woods, 1893) . Therefore the F0 is inversely proportional to the size of the vocal folds. A second source of size-related information is available from the formants, which are added to the vocal signal when the F0 and associated harmonics (the glottal wave) propagate through the cavities of the supra-laryngeal vocal tract. As the glottal wave passes through it, the vocal tract's resonance properties enhance or dampen the amplitude of certain harmonic frequencies, producing spectral peaks termed 'formants' (Fant, 1960) . Because the shape of the mammalian vocal tract is roughly comparable to a uniform cylinder, closed at the glottis at one end and open at the mouth at the other, the primary determinant of the formant frequencies is the vocal tract length, whereby longer vocal tracts produce lower, more closely spaced formants (Titze, 1994) .
The pitch of the voice therefore provides listeners with an indication of the size of the vocal folds, whilst information about the vocal tract size is encoded in the vocal timbre. The potential for these acoustic parameters to enable receivers to estimate the signaller's body size depends on the relationship between either the larynx or vocal tract and the overall body size of the individual. Generally speaking, animals with a larger body size tend to have larger larynges containing longer and thicker vocal folds (Ey et al., 2007; Fitch and Giedd, 1999) .
However, because the larynx is mostly cartilaginous and only loosely attached to the skull base, it is not strongly constrained by the size of the surrounding skeletal structures (Fitch, 2000b) . This allows the larynx to grow out of proportion from other body parts, facilitating selection for size-related adaptations away from a simple scaling ratio with the rest of the body (e.g., male hammerhead bats Hypsignathus monstrosus: Kingdon, 1974 ). Rather than depending on body size, vocal fold growth in humans is believed to be strongly influenced by exposure to androgens, which causes them to thicken and lengthen disproportionally in males during puberty (Harries et al., 1998; Evans et al., 2008) . In addition to the weak anatomical association between vocal fold size and body size, the shape of the mammalian vocal folds can be dynamically manipulated both within and between vocalisations by changing their tension through musculature control (see Briefer, 2012 , for a recent review), further reducing the relationship between the vocal folds and overall body size. Therefore, due to the relatively unconstrained growth of the vocal folds, as well as their dynamic modulation whilst vocalising, F0 is likely to be a relatively poor correlate with the body size of the signaller.
Although F0 appears to be a limited predictor of individual body size, it generally reflects large size differences across categories of individuals. At the broadest level, across different species, larger animals tend to produce lower F0s, providing an association between size and pitch across all animal vocalisations (Fletcher, 2004) . More specifically, within the same species, age-related differences in vocal fold growth mean that the F0 usually negatively correlates with body size across age categories in mammals (Hillenbrand et al., 1995; Peterson and Barney, 1952) . Similarly, in species that have sexually dimorphic body sizes and/or laryngeal sizes, there can be categorical differences in the F0 between adult males and females (e.g., in both humans and baboons Papio hamadryas, males are larger than females and have a lower F0; Rendall et al., 2005) . However, within members of the same age or sex categories, the relationship between F0 and body-size breaks down for most mammals (e.g., baboons: Rendall et al., 2005 ; Japanese macaques Macaca fuscata: Masataka, 1994 ; red deer
Cervus elaphus: Reby and McComb, 2003) . Indeed, a recent meta-analysis revealed that in adult humans, the F0 accounted for less than 2% of the variance in height and weight within either sex (Pisanski et al., 2014) . Accordingly, F0 has not been observed to influence the size-related judgements of species-specific vocalisations in the two mammalian species which have been studied, and where similarly to humans the F0 does not provide a reliable estimate of body size for adults of the same sex (red deer: Charlton et al., 2008 ; giant panda Ailuropoda melanoleuca: Charlton et al., 2010) . The lack of correspondences between pitch and size in animal vocalisations is particularly interesting as it has been hypothesised that animals produce vocalisations with a lower F0 in aggressive contexts as a ritualised exaggeration of body size (Morton, 1977) .
Given the lack of reliable correlation between the F0 and body size in human adults, it is surprising that human listeners consistently judge lower pitched adult voices to have a larger body size both within and between the sexes (Feinberg et al., 2005; Pisanski and Rendall, 2011; Rendall et al., 2007; Smith and Pattersen, 2005) . Indeed, because of the lack of correlation, listeners are unlikely to learn to map low pitch with large size within adults of the same sex (Pisanski et al., 2014) . It has been suggested that similarly to size judgements relating to the resonance of physical objects, the F0 misattribution bias in humans may be the result of a generalisation of statistical pitch-size relationships (Rendall et al., 2007) . This generalisation could arise from the actual relationship between voice pitch and body size in humans across age and size categories, whereby adults are lower pitched than children and the average adult female F0, at around 200Hz, is double that of adult males, at approximately 100Hz (Titze, 1994) . Alternatively, humans may more generally apply pitch-size correlations learnt from the environment (e.g., object sizes) to human voices. More research is therefore needed to determine if humans use the same processing mechanisms to judge the pitch-size cues in voices as they do to determine the size of environmental objects.
Animals do not appear to associate pitch and size in vocalisations in the same way as humans do, but instead rely on another vocal parameter that provides a more accurate estimation of size, namely the formants. Indeed, in contrast to the vocal folds, in most mammals the length of the vocal tract is tightly constrained by the skeletal structure (Fitch, 2000b, c) , providing in principle a strong positive correlation between the length of the vocal tract and body size in a range of mammals (rhesus macaques: Fitch, 1997 ; domestic dogs Canis familiaris: Plotsky et al., 2013, Riede and humans: Fitch and Giedd, 1999 Charlton et al., 2011) . However, whilst in some mammal species the formant structure can predict a large amount of the variance in body weight (e.g., 62% across dog breeds due to their high level of morphological variation; Taylor et al., 2008) , in humans formant related estimates of vocal tract length account for only around 10% of the variance in height and weight for adult men and women (Pisanski et al., 2014) , which may be related to the high level of vocal tract flexibility shown during speech production (Cartei et al., 2012; Collins, 2000; Puts et al., 2006) . Still, despite their relatively low predictive value, humans do preferentially attend to the formants over the F0 when judging the speaker's body-size if the two variables conflict by equally discriminable amounts (Pisanski and Rendall, 2011) .
Animals also assess size-related information from the formant structure of conspecific vocalisations, and some species have been shown to associate this information with the corresponding visual size of unfamiliar individuals. Using a preferential looking paradigm, Ghazanfar et al., (2007) demonstrated that rhesus macaques spontaneously associated conspecific 'coo' vocalisations which had been manipulated to have a smaller formant scaling with images of larger (mature) conspecific faces, whilst they associated vocalisations that had a wider formant scaling with the faces of smaller (juvenile) individuals. The ability to assess size differences between individuals within the same age category has also been evidenced using the same paradigm in dogs (Faragó et al., 2010; . The study by also used resynthesised auditory stimuli where only the scaling of the formant frequencies in the growls were manipulated to change their perceived size, whereas the F0 remained constant across all of the stimuli. Therefore, similarly to the macaques, the dogs used the size-related information encoded within the formants to associate the vocalisations with the different visual stimuli, indicating that they perceived the correspondence of size cues present in each of the sensory modalities. Further investigations are now needed to determine if the ability to associate size cues is innately present in mammals or if it is learnt through regular exposure to the statistical correlation between the formant structure and body size in conspecifics. To investigate this, studies could test whether animals are also able to match vocalisations to body size on the basis of formant frequency spacing in unfamiliar heterospecifics.
In addition to associating auditory pitch and visual size cues, humans also tend to match higher pitched sounds with higher spatial elevations, and lower pitched sounds with lower elevations (e.g., Rusconi et al., 2006) from at least four months of age (Walker et al., 2010) .
This correspondence appears to automatically influence perception, as low-pitched tones projected from high elevations are actually perceived as originating from low to the ground (known as the Pratt Effect: Pratt, 1930) . In a recent study, Parise et al., (2014) observed a consistent mapping between the frequency of sounds in the environment and their source elevation, as high-frequency sounds more frequently originated from higher sources. As well as the frequency-elevation correlation present in the environment, further biases between these dimensions are added during perception for human listeners because the shape of the head and outer ear act as frequency-and elevation-dependent filters (Batteau, 1967) , which is known as the head-related transfer function (HRTF). Parise et al., (2014) also analysed the HRTFs produced by the outer ear and determined that sounds coming from high elevations had more energy at high frequencies, accentuating the environmental association between sound frequency and elevation. Human participants were significantly affected by both environmental and head-related elevation biases when localising narrowband sound stimuli, providing strong support for the hypothesis that the pitch-elevation mappings observed in humans develop from natural biases in auditory experience (Parise et al., 2014) . To investigate the importance of experience with pitch-elevation correspondences in the environment in more detail, future studies could determine if there is a difference between the strength of the mappings depending on the elevation. More specifically, it could be hypothesised that because larger physical bodies (producing lower pitched sounds) are normally constrained to low elevations, whilst smaller physical bodies (producing higher pitched sounds) can be found in either high or low elevations (e.g., birds and rodents), the mapping between low pitch sounds and low elevations should be stronger than the mapping between high pitch sounds and high elevations. If this were the case, it would provide additional evidence for the importance of ontogenetic experience in forming this correspondence. Parise et al., (2014) also suggested that the close association they observed between the anatomically related biases and those present in natural auditory scene statistics could mean that the human ear has adapted to efficiently filter sounds based on natural auditory scene statistics. Whilst to our knowledge pitch-elevation associations have yet to be investigated in animals, differences in pinnae shape and mobility, as well as head shape, between species could be used to test the hypothesis that ear structures adapt to the auditory environment in which the animal lives. However, the possible functional relevance for animals to learn to associate different auditory pitches with specific elevations is currently unclear. Although unrelated to the way that animals match vocalisations to the corresponding signaller, it is interesting to note that some arboreal mammals produce alarm calls which differ in F0 in response to terrestrial or areal predators (e.g., vervet monkeys: Seyfarth et al., 1980a, b;  Campbell's monkeys Cercopithecus campbelli: Zuberbühler, 2001; red squirrels
Tamiasciurus hudsonicus: Greene and Meagher, 1998) . Although the F0 of alarm calls is not consistently mapped onto terrestrial (low) and areal (high) predators across species, elevation-pitch associations may be functionally relevant in the communication systems of these animals if they can direct receivers' attention to different elevations.
To summarise, currently the only potential statistical correspondence identified in mammals appears to be their ability to associate the formant structure of conspecific vocalisations with the signaller's body size, although the role of experience in the development of this
correspondence is yet to be confirmed. However, the lack of research in this area means that additional statistical correspondences may also be present in animals. Moreover, it is possible that some of the associations outlined in previous sections of this review may be reclassified as statistical correspondences upon further examination. For example, the mapping between luminance and pitch in chimpanzees may reflect either a structural or statistical correspondence, or may even depend on an interaction between the two. The fact that animals can learn more specific correspondences, as we will explore in the next section, implies that they may also learn more general statistical regularities in their environment when it is relevant for them to do so.
Multisensory Categorical Representations
In addition to learning simple statistical correspondences in the environment, humans also recognise the degree of semantic congruency between stimuli. Higher-level cognitive concepts influence the perceiver's impression of whether signals ought to 'go together' and lead to an assumption of unity between congruent signals. Whilst some degree of awareness of semantic correspondence may be promoted through regular co-occurrences or shared redundant stimulus properties, more complex arbitrary associations between different stimuli can be learnt during development (Spence, 2007) . These semantic correspondences contribute to multisensory representations referring to certain physical bodies or events (Doehrmann and Naumer, 2008) . Although strongly associated with language in humans, semantic correspondences depend on the perception of shared identity or meaning. Therefore, although they are likely to be qualitatively distinct from semantic correspondences observed in humans, it may also be possible for animals to form semantic correspondences between different sensory information if they also perceive relationships between them.
Semantic correspondences could also be functionally relevant for animals in enabling them to associate signals that occur separately in time or space. However, in order to recognise shared meaning or identity, they would need to be able to access stored information about one modality when another is encountered (Johnston and Bullock, 2001) . Storing sensory information could provide some animals with the means to form more complex categorical representations incorporating different sensory information (see Seyfarth and Cheney, 2015, for a recent review). The ability to categorise signal content would convey several advantages over low-level structural or statistical correspondences. Indeed, whilst both mechanisms may help the receiver to locate the signaller and enhance their perception of information in multisensory signals, categorisation simplifies processing requirements (Rosch et al., 1976) and allows general inferences to be made about the information, which can then be applied to new category members. This would be particularly beneficial in processing multisensory signals when information from all of the sensory modalities is not available, for example in long range vocalisations when the signaller is likely to be out of view.
Returning to the observation that rhesus macaques associate vocalisations with the corresponding signaller depending on the call type produced (Ghazanfar and Logothetis, 2003) , although the macaques in the study could have responded correctly by perceiving the temporal synchronisation between the corresponding auditory and visual signals (as inexperienced human and vervet monkey infants appeared to do), it could also be the case that they actually perceived semantic congruency between signals related to the same call type. Investigating vocal perception in a different primate species, Izumi and Kojima (2004) proposed that the multisensory perception of call types in chimpanzees may not be limited to low-level redundant features, but could also depend on a cognitive mechanism enabling them to recognise the categorical congruency of different sensory signals that are related to the same call type. This theory was based on their observation that chimpanzees were able to match vocalisations to videos of vocalising conspecifics according to the call type produced, even when the utterances were not temporally synchronised with the videos. The authors concluded that the chimpanzees had associated the calls to the correct signaller based on the cross-modal semantic congruency of information relating to the same call type. However, because distinct patterns of facial motion are uniquely associated with different call types in primates (Hauser et al., 1993; Partan, 2002) , the auditory and visual features systematically co-vary. Therefore, it may be that the chimpanzees merely learnt to associate the visual and auditory cues related to a particular call type through prior exposure to the systematic cooccurrence of these cues, without perceiving their 'semantic' unification. This study illustrates the fact that it is difficult to determine whether animals are capable of forming categorical representations about communicative stimuli using the preferential looking paradigm, because the subject animal is presented with information from both sensory modalities at the same time. The simultaneous availability of both signals could allow the individual to simply associate the related information together based on the statistical correspondence of these cues, without necessarily activating any form of cognitive representation incorporating the different sensory information .
Therefore, whilst studies using the preferential looking paradigm have established that primates do combine different sensory information related to the same call type, they have not been able to fully explain how they do so. To further investigate whether chimpanzees were able to form multisensory categorical representations of different call types, Parr (2004) used a matching-to-sample paradigm that included a time delay between the presentations of the different sensory stimuli, preventing the subjects from merely associating the stimuli that usually co-occurred. The chimpanzees were first shown a video of a vocalising conspecific that had been edited so that it contained only the audio or visual content. This was followed by a blank screen, after which two photographs were presented showing a conspecific producing either the same call type or a different call type, from a different angle to the video. The results showed that the chimpanzees were able to successfully select the photograph that corresponded to the video in both the intra-modal (visual to visual) and cross-modal (auditory to visual) trials. Interestingly, when videos including incongruent audio and visual information (i.e., the audio was changed to a different call type) were presented, the chimpanzees' preferences for matching the audio or visual information to the photographs depended on the type of expression. For example, photographs of play faces tended to be preferentially matched using the auditory modality of the video (laughter), which Parr suggested may be because these call types are usually produced during playful wrestling, when facial expressions are obscured.
Although the subjects were still given a choice of two images to match to the video, the time delay between the video and photograph presentation suggests that the chimpanzees may have activated a cognitive representation of the appropriate expression that incorporated both visual and auditory information. It is therefore possible that the chimpanzees accessed stored knowledge related to specific call types and expected to see the facial expression that was associated with a particular vocalisation. The consistent differences in performance depending on the production context of the call type also suggests that this 'unity effect' may be moderated by the learnt statistical regularity of co-occurring cues, rather than associating the stimuli on the basis of innately equivalent neurological responses. The ability to form multisensory representations of particular call types is therefore likely to be dependent on consistent, categorical differences between each type of call that primates produce during communication. However, in comparison to other mammals, primates have a greater diversity of facial and vocal expressions (Andrew, 1962) . This means that whilst some primates appear to be able to form categorical representations of different call types, non-primate species that have less variability in their facial expressions may be unable to associate call types with facial expressions in this way because of the lack of available visual cues to form correspondences with. The evolutionary origin of this ability may be dependent on the diversity of species-specific facial expressions, which could be determined by investigating whether bimodal categorisation of call types also occurs in non-primate mammalian species.
As well as possessing multisensory representations of the dynamically encoded differences between call types, non-human primates also appear to learn multisensory categories about the static attributes of signallers. These categories can represent a single attribute shared by multiple signallers, as suggested by Adachi et al.'s (2006) demonstration that infant Japanese macaques have a multisensory cognitive representation of their own species. Using an expectancy violation paradigm, the subjects were first presented with either a human or conspecific vocalisation, followed by a photograph of an unfamiliar individual's face from either the matching or non-matching species. The subjects looked longer at the photograph of the human face when it was preceded by a conspecific vocalisation, suggesting that they were surprised to see an image of a human and may have instead expected to see a conspecific.
This indicated that the conspecific vocalisation had activated a mental representation of the macaques' own species, which included stored corresponding visual information. However, the time spent looking at the conspecific images was the same irrespective of the preceding voice, whilst the time spent looking at the photograph of the human face was equivalent to the conspecific face when it was preceded by a conspecific vocalisation. Therefore it is possible that the macaques only paid attention to conspecific stimuli, which may have then transferred to the subsequently presented human photograph in the non-matching trial.
Because the attentional bias shown toward the conspecific stimuli could have been related to the subjects' lack of prior exposure to humans, the study was replicated using infant Japanese macaques that had extensive prior experience with humans (Adachi et al., 2009 ). These macaques looked at the photographs for longer when they were mismatched, irrespective of species, suggesting that they did have multisensory categorical expectations about their own species and the human species. Whilst it therefore appears that Japanese macaques have the capacity to form a cross-modal representation of species, the dependence of the responses of the infant macaques on their previous experience with humans provides further support for the theory that specific cross-modal categorical representations may be learnt and related to the individual's own experiences. This illustrates that the functional relevance of specific representations for individual animals (both within and across species) must always be considered, as this can influence the formation or expression of specific associations.
In addition to forming species-level multisensory representations, animals also appear to associate different sensory signals by perceiving the congruency of sex-related cues. Species such as humans and baboons have a sexually dimorphic vocal apparatus, which results in anatomically-constrained differences in the mean F0 and formant structure between adult males and females (Rendall et al., 2005) . Sex-related differences in the acoustic structure of adult human voices enable human listeners to classify adult voices as male or female (e.g., Bachorowski and Owren, 1999) . Four-month old human infants expressed the ability to associate unfamiliar voices with corresponding faces according to their gender, by attending more strongly to the congruent image in a preferential looking paradigm (Walker-Andrews et al., 1991) . Whilst the ability to match conspecific multisensory signals according to sex has yet to be investigated in other species, dogs have also been shown to associate unfamiliar human voices with a person of the corresponding gender when presented with an unfamiliar woman and man (Ratcliffe et al., 2014) . Further investigations are now required to establish whether this ability is learnt via exposure to humans during development, or innately present across dogs as either a shared mammalian mechanism or as a result of their domestication.
Animals thus appear to be capable of forming a variety of multisensory categories about broadly shared signaller attributes, which can be used to associate signals with unfamiliar individuals. Furthermore, the cognitive mechanisms that underlie the categorisation of call types, species and sex also appear to be flexible enough to allow more specific multisensory representations to develop about familiar conspecifics. In fact, a wide range of phylogenetically distant mammalian species has been shown to form multisensory categorical representations of familiar individual signallers. Using the expectancy violation paradigm, Proops et al., (2009) 
demonstrated that domestic horses Equus caballus form multisensory
representations of other individuals in their social group. Subjects first watched as a familiar herd member was led past them and then out of sight, after which a vocalisation produced by either the individual the subject had just seen or a different herd member was played from a loudspeaker. The subject horses looked significantly faster and longer in the direction of the speaker when the vocalisation did not match the individual they had just seen, indicating that they had formed multisensory cognitive representations of individual members of their social group. Similar representations of familiar conspecific individuals have also been reported in rhesus macaques (Adachi and Hampton, 2011) ; grey-cheeked mangabeys Lophocebus albigena (Bovet and Deputte, 2009) ; chimpanzees (Kojima et al., 2003; Martinez and Matsuzawa, 2009) and even large-billed crows Corvus macrorhynchos (Kondo et al., 2012) .
Whilst these studies have focused on the association of visual and auditory cues, other sensory cues are also usually available, and it has recently been shown that ring-tailed lemurs
Lemur catta are able to recognise conspecific individuals by associating olfactory and auditory signals (Kulahci et al., 2014) . The lemurs' ability to associate scent and vocalisations is especially interesting because these cues are rarely encountered at the same time; therefore lemurs have limited opportunity to learn to associate these cues through temporal or spatial correspondences. Kulahci et al. suggested that modality dependent identity information may be learnt separately, and independently linked to generate a multisensory representation of the individual. This observation provided the first evidence that individual identity representations in animals are not necessarily learnt through prior exposure to co-occurring cues.
Many species are therefore able to associate information related to individual conspecifics.
Furthermore, there is evidence to suggest that representations of individuals are even flexible enough to extend to familiar heterospecifics. Indeed, squirrel monkeys Simia sciureus can form a multisensory representation of their primary human caretaker . Similarly, dogs appear to activate a mental representation of their owner's face when they hear their owner's voice , further illustrating that the ability to learn functionally relevant multisensory categorical representations can occur between distantly related mammalian species. Individual identity representations can also be sufficiently detailed to enable animals to distinguish between different, equally familiar heterospecific individuals, as both rhesus macaques and domestic horses can match the vocalisations of different familiar individuals with their visual appearance, either based on a photograph (of either familiar conspecifics or human caretakers; rhesus macaque: Sliwa et al., 2011) or in person (using human handlers; horses: Proops and McComb, 2012) . However, because studies investigating animal recognition of individual human voices have used phrases that were highly familiar to the subject, such as the animal's name, it remains possible that the animals associated differences in the pronunciation of those particular phrases with specific human individuals and their recognition may not generalise to unfamiliar utterances (Kriengwatana et al., 2014) . Further experiments should therefore use unfamiliar phrases to clarify the whether these animals have the ability to recognise the voices of familiar humans independently of the verbal content of the speech utterance.
Although further confirmation remains necessary, observations of cross-modal heterospecific recognition suggest that multisensory identity representations might be widely present across mammals and highly flexible in their formation. Alternatively, it is possible that both primates and domesticated mammals may have different innate predispositions that facilitate the categorisation of individual humans, which are not necessarily present in other species.
Similarities between identity cues in more closely related species might allow non-human primates to generalise the same associations used to form conspecific identity categories to (Barsalou, 2005) . Indeed, in a neuro-imaging study in which rhesus macaques heard conspecific vocalisations and unfamiliar non-biological sounds, Gilda- Costa et al., (2004) demonstrated that the vocalisations generated activation in a distributed neural circuit including higher-order visual cortical areas associated with the visual perception of object form and motion. The amygdala and hippocampus (areas associated with emotional processing) also selectively responded to affectively salient scream vocalisations. This pattern of activation showed striking parallels with the neural circuits underlying conceptual representations in humans, leading Gil-da-Costa et al., (2004) to suggest that this system may have played an important role in the evolution of human concept formation.
However, whilst the current research suggests that natural categorical representations in mammals may be learnt, our limited knowledge of the relative importance of specific signal components in different cognitive representations means that at present it is difficult to establish how these representations are acquired in non-human mammals. It remains possible that the perception of low-level structural and statistical correspondences other than temporal synchrony, such as size or shape, may contribute to the formation and application of some of the multisensory categorical representations involved in mammalian communication.
Conclusion
In this review, we have attempted to address how animals might solve the 'cross-modal Together, the observations that many species share some of the cross-modal correspondences observed in humans implies that they are likely to possess perceptual and cognitive mechanisms that parallel some of the processes present in humans. Although it is not known whether such processes have arisen through convergent evolution or whether they are present in other animals due to their shared evolutionary history, it is perhaps unsurprising that non- 
Appendices Appendix 1. Key Experimental Paradigms
To determine whether mammalian species form cross-modal associations about information encoded in their signals, researchers have commonly used two different behavioural experimental paradigms, both of which were originally designed for developmental research with human infants: preferential looking, as described by Golinkoff et al., (1987) , and the violation of expectation method outlined by Baillargeon et al., (1985) . Because researchers face fundamentally similar methodological challenges when investigating the perceptual and cognitive abilities of both preverbal human infants and non-human animals, such as limited attention and communication skills, paradigms initially developed for human infants can usually be adapted to explore comparable traits in non-human animals.
The preferential looking paradigm is based on the observation that when an association exists between two perceptual cues, the presence of one will trigger increased attention to the other (see Golinkoff et al., 1987) . Additional attention to the congruent pairing can also be obtained for ecologically valid stimuli as human infants generally prefer to fixate on familiar socially or emotionally relevant stimuli (Houston-Price and Nakai, 2004) . Since its introduction, the preferential looking paradigm has become a well-established methodology to study associative knowledge and memory in nonverbal populations such as human infants (Golinkoff et al., 2013) . When investigating associations between visual and auditory information in animals, the subject is presented with two visual stimuli, and a sound matching one of the visual stimuli in a specific dimension is played. Similarly to the human infant research, preferentially attending to the visual image that best matches the sound (e.g., faster response latency, longer looking duration, or more looks in total; Aslin, 2007) is usually taken to provide a behavioural indication that the animal has combined the different sensory information according to the shared dimension. However, in some cases shorter attendance to the congruent image has also been interpreted as showing that the animal has associated the audiovisual stimuli, where additional evidence has suggested that the congruent pairing may have been perceived as negative and therefore visually avoided (e.g., Zangenehpour et al., 2009) . The association pattern is even more complex in human infant studies, as according to the 'dynamic attentional preference model', attention can shift from familiar to novel stimuli with increasing levels of exposure (Hunter and Ames, 1988) . The attentional shift to novel stimuli is thought to occur after the familiar stimuli have been encoded, or when there is no discrepancy between the familiar stimuli presented and the infant's internal representation of those stimuli (Pascalis and De Haan, 2003; Sokolov, 1963) . Therefore, whilst differential looking times to the visual stimuli can enable researchers to conclude that animals have made a distinction between stimuli, and that (usually) the most strongly attended stimulus is perceived to be more salient, a priori hypotheses are necessary to infer whether the behavioural responses reflect a familiarity or novelty preference (Houston-Price and Nakai, 2004) . A further limitation of the preferential looking paradigm is that because stimuli from both modalities are simultaneously presented, it is possible for animals to match the congruent cues simply on the basis of their previous co-occurrence, and so it cannot be determined whether the subjects form a functional association between the stimuli. Therefore, a major shortcoming of the preferential looking paradigm is that it does not reveal the nature of the processes that underlie associations across the senses, and can limit the ability of studies using this paradigm to distinguish between low level and higher level cognitive processes.
The main alternative research methodology is the violation of expectation paradigm, which was originally designed to test the understanding of object permanence by presenting human infants with a possible and an impossible physical event (Baillargeon et al., 1985) . The authors proposed that if infants possess a concept of object permanence, then they will attend more to the impossible event, as attentional capture occurs when there is an invariance detected in an unfolding sequence of events. Similarly to the preferential looking paradigm, stronger attentional capture is suggested by longer looking times (Aslin and Fiser, 2005) . The two methodologies initially appear to be conflicting, as stronger attendance to the matching stimulus is usually predicted from the preferential looking paradigm, whilst stronger attendance towards the non-matching stimuli is predicted in the violation of expectation paradigm. However, this contradiction can be explained by the way that the stimuli are presented. Unlike the preferential looking paradigm, the violation of expectancy design does not test if the subject has formed a prior association between the stimuli or not (stimulus novelty), but rather whether they perceive that the sequence of events which they are presented with fit together (stimulus deviance) (Vachon et al., 2012) .
Although there has been some controversy in the interpretation of infant responses in this paradigm (Wang et al., 2004) , the violation of expectation method has since been used to test conceptual understanding in many areas of developmental and cognitive psychology (Wang and Baillargeon, 2008) . When investigating multisensory abilities in animals, the key advantage of the violation of expectation paradigm over the preferential looking paradigm is that it enables researchers to determine not just whether information can be associated across the senses, but also whether subjects possess a functional cognitive representation of the dimension being investigated. The most common experimental procedure applying the violation of expectation paradigm with non-human animals involves presenting the subject with a stimulus from one sensory modality (e.g., visual) to prime a representation and thereby set up an expectation of what should follow. The first stimulus is then removed before a second stimulus from a different sensory modality (e.g., auditory) is presented. The second stimulus either matches a specific dimension of the first stimulus, or does not match it in any way. When non-matching stimuli are presented the animal is predicted to pay more attention to the second stimulus as it has not been primed to expect that stimulus and should be 'surprised' by its appearance. As in studies that have used this paradigm with human infants, surprise is usually inferred by higher levels of attention to the incongruent stimulus (e.g., response latency, duration of first look, number of looks and total look duration; Proops et al., 2009 ).
Both paradigms have been successfully applied within the field of multisensory research to determine how animals associate relevant biological information transmitted through different sensory modalities. The preferential looking paradigm has been most frequently used to investigate how animals associate stimuli using basic redundant features, such as temporal synchrony (e.g., Zangenehpour et al., 2009) , whilst the advantages of the violation of expectation paradigm in identifying cognitive representations has led to its greater
