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Abstract
Given a graph G = (V,E), a vertex subset S ⊆ V is called t-stable (or t-dependent)
if the subgraph G[S] induced on S has maximum degree at most t. The t-stability
number αt(G) of G is the maximum order of a t-stable set in G. The theme of
this paper is the typical values that this parameter takes on a random graph on
n vertices and edge probability equal to p. For any fixed 0 < p < 1 and fixed
non-negative integer t, we show that, with probability tending to 1 as n → ∞, the
t-stability number takes on at most two values which we identify as functions of t, p
and n. The main tool we use is an asymptotic expression for the expected number
of t-stable sets of order k. We derive this expression by performing a precise count
of the number of graphs on k vertices that have maximum degree at most k.
∗Part of this work was completed while this author was a doctoral student at the University of Oxford;
part while he was a postdoctoral fellow at McGill University. He was supported by NSERC (Canada) and
the Commonwealth Scholarship Commission (UK).
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1 Introduction
Given a graph G = (V,E), a vertex subset S ⊆ V is called t-stable (or t-dependent) if the
subgraph G[S] induced on S has maximum degree at most t. The t-stability number αt(G)
of G is the maximum order of a t-stable set in G. The main topic of this paper is to give
a precise formula for the t-stability number of a dense random graph.
The notion of a t-stable set is a generalisation of the notion of a stable set. Recall that
a set of vertices S of a graph G is stable if no two of its vertices are adjacent. In other
words, the maximum degree of G[S] is 0, and therefore a stable set is a 0-stable set.
The study of the order of the largest t-stable set is motivated by the study of the t-
improper chromatic number of a graph. A t-improper colouring of a graph G is a vertex
colouring with the property that every colour class is a t-stable set, and the t-improper
chromatic number χt(G) of G is the least number of colours necessary for a t-improper
colouring of G. Obviously, a 0-improper colouring is a proper colouring of a graph, and
the 0-improper chromatic number is the chromatic number of a graph.
The t-improper chromatic number is a parameter that was introduced and studied
independently by Andrews and Jacobson [1], Harary and Fraughnaugh (ne´e Jones) [11, 12],
and by Cowen et al. [7]. The importance of the t-stability number in relation to the t-
improper chromatic number comes from the following obvious inequality: if G is a graph
that has n vertices, then
χt(G) ≥ n
αt(G)
.
The t-improper chromatic number also arises in a specific type of radio-frequency assign-
ment problem. Let us assume that the vertices of a given graph represent transmitters and
an edge between two vertices indicates that the corresponding transmitters interfere. Each
interference creates some amount of noise which we denote by N . Overall, a transmitter
can tolerate up to a specific amount of noise which we denote by T . The problem now is to
assign frequencies to the transmitters and, more specifically, to assign as few frequencies as
possible, so that we minimise the use of the electromagnetic spectrum. Therefore, any given
transmitter cannot be assigned the same frequency as more than T/N nearby transmitters
— that is, neighbours in the transmitter graph — as otherwise the excessive interference
would distort the transmission of the signal. In other words, the vertices/transmitters that
are assigned a certain frequency must form a T/N -stable set, and the minimum number of
frequencies we can assign is the T/N -improper chromatic number.
Given a graph G = (V,E), we let St = St(G) be the collection of all subsets of V that
are t-stable. We shall determine the order of the largest member of St in a random graph
Gn,p. Recall that Gn,p is a random graph on a set of n vertices, which we assume to be
Vn := {1, . . . , n}, and each pair of distinct vertices is present as an edge with probability
p independently of every other pair of vertices. Our interest is in dense random graphs,
which means that we take 0 < p < 1 to be a fixed constant.
We say that an event occurs asymptotically almost surely (a.a.s.) if it occurs with
probability that tends to 1 as n→∞.
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1.1 Related background
The t-stability number of Gn,p for the case t = 0 has been studied thoroughly for both fixed
p and p(n) = o(1). Matula [20, 21, 22] and, independently, Grimmett and McDiarmid [10]
were the first to notice and then prove asymptotic concentration of the stability number
using the first and second moment methods. For 0 < p < 1, define b := 1/(1− p) and
α0,p(n) := 2 logb n− 2 logb logb n + 2 logb(e/2) + 1.
For fixed 0 < p < 1, it was shown that for any ε > 0 a.a.s.
⌊α0,p(n)− ε⌋ ≤ α0(Gn,p) ≤ ⌊α0,p(n) + ε⌋, (1)
showing in particular that χ(Gn,p) ≥ (1 − ε)n/α0,p(n). Assume now that p = p(n) is
bounded away from 1. Bolloba´s and Erdo˝s [4] extended (1) to hold with p(n) > n−δ for
any δ > 0. Much later, with the use of martingale techniques, Frieze [9] showed that for
any ε > 0 there exists some constant Cε such that if p(n) ≥ Cε/n then (1) holds a.a.s.
Efforts to determine the chromatic number of Gn,p took place in parallel with the
study of the stability number. For fixed p, Grimmett and McDiarmid conjectured that
χ(Gn,p) ∼ n/α0,p(n) a.a.s. This conjecture was a major open problem in random graph
theory for over a decade, until Bolloba´s [2] and Matula and Kucˇera [19] used martingales
to establish the conjecture. It was crucial for this work to obtain strong upper bounds on
the probability of nonexistence in Gn,p of a stable set with just slightly fewer than α0,p(n)
vertices.  Luczak [18] fully extended the result to hold for sparse random graphs; that is,
for the case p(n) = o(1) and p(n) ≥ C/n for some large enough constant C. Consult
Bolloba´s [3] or Janson,  Luczak and Rucin´ski [15] for a detailed survey of these as well as
related results.
For the case t ≥ 1, the first results on the t-stability number were developed indirectly
as a consequence of broader work on hereditary properties of random graphs. A graph
property — that is, an infinite class of graphs closed under isomorphism — is said to be
hereditary if every induced subgraph of every member of the class is also in the class. For
any given t, the class of graphs that are t-stable is an hereditary property. As a result
of study in this more general context, it was shown by Scheinerman [25] that, for fixed
p, there exist constants cp,1 and cp,2 such that cp,1 lnn ≤ αt(Gn,p) ≤ cp,2 lnn a.a.s. This
was further improved by Bolloba´s and Thomason [5] who characterised, for any fixed p,
an explicit constant cp such that (1 − ε)cp lnn ≤ αt(Gn,p) ≤ (1 + ε)cp lnn a.a.s. For any
fixed hereditary property, not just t-stability, the constant cp depends upon the property
but essentially the same result holds. Recently, Kang and McDiarmid [16, 17] considered
t-stability separately, but also treated the situation in which t = t(n) varies (i.e. grows) in
the order of the random graph. They showed that, if t = o(lnn), then a.a.s.
(1− ε)2 logb n ≤ αt(Gn,p) ≤ (1 + ε)2 logb n (2)
(where b = 1/(1− p), as above). In particular, observe that the estimation (2) for αt(Gn,p)
and the estimation (1) for α0(Gn,p) agree in their first-order terms. This implies that as
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long as t = o(lnn) the t-improper and the ordinary chromatic numbers of Gn,p have roughly
the same asymptotic value a.a.s.
1.2 The results of the present work
In this paper, we restrict our attention to the case in which the edge probability p and the
non-negative integer parameter t are fixed constants. Restricted to this setting, our main
theorem is an extension of (1) and a strengthening of (2).
Theorem 1 Fix 0 < p < 1 and t ≥ 0. Set b := 1/(1− p) and
αt,p(n) := 2 logb n+ (t− 2) logb logb n+ logb(tt/t!2) + t logb(2bp/e) + 2 logb(e/2) + 1.
Then for every ε > 0 a.a.s.
⌊αt,p(n)− ε⌋ ≤ αt(Gn,p) ≤ ⌊αt,p(n) + ε⌋.
We shall see that this theorem in fact holds if ε = ε(n) as long as ε≫ ln lnn/√lnn.
We derive the upper bound with a first moment argument, which is presented in Sec-
tion 3. To apply the first moment method, we estimate the expected number of t-stable
sets that have order k. In particular, we show the following.
Theorem 2 Fix 0 < p < 1 and t ≥ 0. Let α(k)t (G) denote the number of t-stable sets of
order k that are contained in a graph G. If k = O(lnn) and k →∞ as n→∞, then
E(α
(k)
t (Gn,p)) =
(
e2n2b−k+1kt−2
(
tbp
e
)t
1
t!2
)k/2
(1 + o(1))k.
(Note that by (2) the condition on k is not very restrictive.) Using this formula, we will
see in Section 3 that the expected number of t-stable sets with ⌊αt,p(n) + ε⌋ + 1 vertices
tends to zero as n→∞.
The key to the calculation of this expected value is a precise formula for the number of
degree sequences on k vertices with a given number of edges and maximum degree at most
t. In Section 2, we obtain this formula by the inversion formula of generating functions
— applied in our case to the generating function of degree sequences on k vertices and
maximum degree at most t. This formula is an integral of a complex function that is
approximated with the use of an analytic technique called saddle-point approximation. Our
proof is inspired by the application of this method by Chva´tal [6] to a similar generating
function. For further examples of the use of the saddle-point method, consult Chapter VIII
of Flajolet and Sedgewick [8].
The lower bound in Theorem 1 is derived with a second moment argument in Section 4.
We remark that Theorems 1 and 2 are both stated to hold for the case t = 0 (if we
assume that 00 = 1) in order to stress that these results generalise the previous results of
Matula [20, 21, 22] and Grimmett and McDiarmid [10]. Our methods apply for this special
case, however in our proofs our main concern will be to establish the results for t ≥ 1.
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In Section 5 we give a quite precise formula for the t-improper chromatic number of
Gn,p. For t = 0, that is, for the chromatic number, McDiarmid [23] gave a fairly tight
estimate on χ(Gn,p)(= χ0(Gn,p)) proving that for any fixed 0 < p < 1 a.a.s.
n
α0,p(n)− 1− o(1) ≤ χ0(Gn,p) ≤
n
α0,p(n)− 1− 12 − 11−(1−p)1/2 + o(1)
.
Panagiotou and Steger [24] recently improved the lower bound showing that a.a.s.
χ0(Gn,p) ≥ n
α0,p(n)− 2ln b − 1 + o(1)
,
and asked if better upper or lower bounds could be developed. In Section 5, we improve
upon McDiarmid’s upper bound and we generalise (for t ≥ 1) both this new bound and
the lower bound of Panagiotou and Steger.
Theorem 3 Fix 0 < p < 1 and t ≥ 0. Then a.a.s.
n
αt,p(n)− 2ln b − 1 + o(1)
≤ χt(Gn,p) ≤ n
αt,p(n)− 2ln b − 2− o(1)
.
Given a graph G, let the colouring rate α0(G) of G be |V (G)|/χ0(G), which is the
maximum average size of a colour class in a proper colouring of G. Then the case t = 0 of
Theorem 3 implies for any fixed 0 < p < 1 that a.a.s.
α0,p(n)− 2
ln b
− 2− o(1) ≤ α0(Gn,p) ≤ α0,p(n)− 2
ln b
− 1 + o(1).
Thus the colouring rate of Gn,p is a.a.s. contained in an explicit interval of length 1+ o(1).
We remark that Shamir and Spencer [27] showed a.a.s. O˜(
√
n)-concentration of χ0(Gn,p) —
see also a recent improvement by Scott [26]. (The O˜ notation ignores logarithmic factors.)
It therefore follows that α0(Gn,p) is a.a.s. O˜(n
−1/2)-concentrated.
The above discussion extends easily to t-improper colourings.
2 Counting degree sequences of maximum degree t
Given non-negative integers k, t with t < k, we let
C2m(t, k) :=
∑
(d1,...,dk),
∑
i di=2m,di≤t
1∏
i di!
.
(Here, the di are non-negative integers.) Given a fixed degree sequence (d1, . . . , dk) with∑
i di = 2m, the number of graphs on k vertices (v1, . . . , vk) where vi has degree di is at
most
1∏
i di!
(2m)!
m!2m
.
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See for example [3] in the proof of Theorem 2.16 or Section 9.1 in [15] for the defini-
tion of the configuration model, from which the above claim follows easily. Therefore,
C2m(t, k)(2m)!/(m!2
m) is an upper bound on the number of graphs with k vertices and
medges such that each vertex has degree at most t. Note also that (2m)!C2m(t, k) is the
number of allocations of 2m balls into k bins with the property that no bin contains more
than t balls.
In the proof of Theorem 2, we need good estimates for C2m(t, k), when 2m is close to
tk. In particular, as we will see in the next section (Lemma 7) we will need a tight estimate
for C2m(t, k) when t− ln k/
√
k < 2m/k < t− 1/(√k ln k), since in this range the expected
number of t-stable sets having m edges is maximised. We require a careful and specific
treatment of this estimation due to the fact that 2m/k is not bounded below t.
For t ≥ 1, note that C2m(t, k) is the coefficient of z2m in the following generating
function:
G(z) = Rt(z)
k =
(
t∑
i=0
zi
i!
)k
.
Cauchy’s integral formula gives
C2m(t, k) =
1
2πi
∫
C
Rt(z)
k
z2m+1
dz,
where the integration is taken over a closed contour containing the origin.
Before we state the main theorem of this section, we need the following lemma, which
follows from Note IV.46 in [8].
Lemma 4 Fix t ≥ 1. The function rR′t(r)/Rt(r) is strictly increasing in r for r > 0.
For each y ∈ (0, t), there exists a unique positive solution r0 = r0(y) to the equation
rR′t(r)/Rt(r) = y and furthermore the function r0(y) is a continuous bijection between
(0, t) and (0,∞). Thus, if we set
s(y) = r0(y)
d
dx
xR′t(x)
Rt(x)
∣∣∣∣
x=r0(y)
,
then s(y) > 0.
We will prove a “large powers” theorem to obtain a very tight estimate on C2m(t, k) when
2m/k is quite close to t. A version of this theorem holds if we instead assume that 2m/k
is bounded away from t; indeed, this immediately follows from Theorem VIII.8 of [8].
However, our version, where 2m/k approaches t, is necessary in light of Lemma 7 below.
Theorem 5 Assume that t ≥ 1 is fixed and k → ∞. Suppose that m and k are such
that t− ln k/√k ≤ 2m/k ≤ t − 1/(√k ln k) for any ε > 0, and r0 and s are defined as in
Lemma 4. Then uniformly
C2m(t, k) =
1√
2πks(2m/k)
Rt(r0(2m/k))
k
r0(2m/k)2m
(1 + o(1)).
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In the proof of the theorem (as well as in later sections), we make frequent use of the
following lemma, whose proof is postponed until the end of the section.
Lemma 6 If y = y(k)→ t as k →∞ (and y < t) and r0 and s are defined as in Lemma 4,
then
r0 =
t
t− y +O(1), (3)
dr0
dy
=
r0
2
t
(
1 +O
(
1
r0
))
, and (4)
s =
t
r0
(
1 +O
(
1
r0
))
. (5)
Proof of Theorem 5 The proof is inspired by [6]. Throughout, we for convenience drop
the subscript and write R(z) in the place of Rt(z). Recall that r0 = r0(2m/k) is the unique
positive solution of the equation rR′(r)/R(r) = 2m/k, where t − ln k/√k ≤ 2m/k ≤
t − 1/(√k ln k), and let C be the circle of radius r0 centred at the origin. Using polar
coordinates, we obtain
C2m(t, k) =
1
2πi
∫
C
R(r0e
iϕ)k
r02m+1ei2mϕeiϕ
d(r0e
iϕ) =
1
2πr02m
∫ π
−π
R(r0e
iϕ)k
ei2mϕ
dϕ.
We let δ = δ(k) := ln k
√
r0/k and write
C2m(t, k) =
1
2πr02m
(∫ 2π−δ
δ
R(r0e
iϕ)k
ei2mϕ
dϕ+
∫ δ
−δ
R(r0e
iϕ)k
ei2mϕ
dϕ
)
. (6)
Note that, since 2m/k < t − 1/(ln k√k), it follows from (3) that δ → 0 as k → ∞. We
shall analyse the two integrals of (6) separately.
To begin, we consider the first integral of (6) and we wish to show that it makes a
negligible contribution to the value of C2m(t, k). Note that
∣∣R(r0eiϕ)∣∣2 =
(
t∑
j=0
r0
j
j!
cos(jϕ)
)2
+
(
t∑
j=0
r0
j
j!
sin(jϕ)
)2
=
∑
0≤j1,j2≤t
r0
j1+j2
j1!j2!
(cos(j1ϕ) cos(j2ϕ) + sin(j1ϕ) sin(j2ϕ))
=
∑
0≤j1,j2≤t
r0
j1+j2
j1!j2!
cos ((j1 − j2)ϕ)
= R(r0)
2 −
∑
0≤j1<j2≤t
2r0
j1+j2
j1!j2!
(1− cos ((j1 − j2)ϕ)) . (7)
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Note that r0 →∞ as k →∞. Hence, from (7),
∣∣R(r0eiϕ)∣∣2 ≤ R(r0)2
(
1−
2r02t−1
t!(t−1)! (1− cosϕ)
r02t
t!2
+Θ(r02t−1)
)
= R(r0)
2
(
1− (1 + o(1))2t
r0
(1− cosϕ)
)
.
It follows that for k large enough∣∣∣∣
∫ 2π−δ
δ
R(r0e
iϕ)k
ei2mϕ
dϕ
∣∣∣∣ ≤ 2πR(r0)k
(
1− (1 + o(1))2t
r0
(1− cos δ)
)k/2
≤ 2πR(r0)k exp
(
− tk
2r0
(1− cos δ)
)
= 2πR(r0)
k exp
(
− t
2
· kδ
2
r0 ln k
· 1− cos δ
δ2
· ln k
)
. (8)
Since δ → 0, we have that (1 − cos δ)/δ2 → 1/2. By the choice of δ, we also have that
kδ2/(r0 ln k)→∞ as k →∞, and it follows from Inequality (8) that∣∣∣∣
∫ 2π−δ
δ
R(r0e
iϕ)k
ei2mϕ
dϕ
∣∣∣∣ < R(r0)k/k, (9)
for large enough k.
In order to precisely estimate the second integral of (6), we consider the function
f : R→ C given by
f(ϕ) := R(r0e
iϕ) exp
(
−i2m
k
ϕ
)
= exp
(
−i2m
k
ϕ
)( t∑
j=0
r0
j
j!
(cos(jϕ) + i sin(jϕ))
)
.
The importance of the function f is that∫ δ
−δ
R(r0e
iϕ)k
ei2mϕ
dϕ =
∫ δ
−δ
f(ϕ)kdϕ.
We will show that the real part of f(ϕ)k is well approximated by R(r0)
k exp(−skϕ2/2)
when |ϕ| is small — see (12) below. The imaginary part can be ignored as the integral
approximates a real quantity.
To this end we will apply Taylor’s Theorem, and in order to do this we shall need the
first, second and third derivatives of f with respect to ϕ. First,
f ′(ϕ) = exp
(
−i2m
k
ϕ
)( t∑
j=0
r0
j
j!
(
2m
k
− j
)
(sin(jϕ)− i cos(jϕ))
)
.
Note that
f ′(0) = −i
(
2m
k
t∑
j=0
r0
j
j!
−
t∑
j=0
r0
j
j!
j
)
= −i
(
2m
k
R(r0)− r0R′(r0)
)
= 0
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by the choice of r0. Next,
f ′′(ϕ) =− i2m
k
f ′(ϕ) + exp
(
−i2m
k
ϕ
)( t∑
j=0
r0
j
j!
(
2m
k
− j
)
j(cos(jϕ) + i sin(jϕ))
)
.
Therefore,
f ′′(0) = −i2m
k
f ′(0) +
t∑
j=0
r0
j
j!
(
2m
k
− j
)
j
=
2m
k
t∑
j=1
r0
j
j!
j −
t∑
j=1
r0
j
j!
j(j − 1)−
t∑
j=1
r0
j
j!
j
=
(
r0R
′(r0)
R(r0)
)
r0R
′(r0)− r02R′′(r0)− r0R′(r0)
= −r0
(−r0R′(r0)2
R(r0)
+ r0R
′′(r0) +R′(r0)
)
= −R(r0)r0
(
(r0R
′′(r0) +R′(r0))R(r0)− r0R′(r0)2
R(r0)2
)
= −R(r0)r0 d
dx
xR′(x)
R(x)
∣∣∣∣
x=r0
= −R(r0)s(2m/k). (10)
Thus, f ′′(0) < 0 by Lemma 4. Last, we have
f ′′′(ϕ) =− i2m
k
f ′′(ϕ)− i2m
k
exp
(
−i2m
k
ϕ
)( t∑
j=0
r0
j
j!
(
2m
k
− j
)
j(cos(jϕ) + i sin(jϕ))
)
+ exp
(
−i2m
k
ϕ
)( t∑
j=0
r0
j
j!
(
2m
k
− j
)
j2(− sin(jϕ) + i cos(jϕ))
)
.
Since r0 → ∞ as k → ∞, there is a positive constant a such that a ≤ r0, for k
sufficiently large. Clearly, f(0) = R(r0) > a
t/t! > 0. The continuity of f on the compact
set −π ≤ ϕ ≤ π implies that there is a positive constant δ0 such that whenever |ϕ| ≤ δ0 we
have Re(f(ϕ)) > 0. Since the first two derivatives of Im(f(ϕ)) with respect to ϕ vanish
when ϕ = 0, and also Im(f(0)) = 0, Taylor’s Theorem implies that
|Im(f(ϕ))| ≤ sup
|ϕ|≤δ0
|Im(f ′′′(ϕ))|ϕ
3
6
if |ϕ| ≤ δ0. Now, note that Re(f(ϕ)) and Im(f ′′′(ϕ)) can be considered as polynomials of
degree t with respect to r0. The leading term of Re(f(ϕ)) is
Re
(
exp
(
−i2m
k
ϕ
)
(cos(tϕ) + i sin(tϕ))
)
r0
t
t!
;
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thus, Re(f(ϕ)) = Ω(r0
t). On the other hand, using the derivative computations above and
simplifying, it follows that the leading term of Im(f ′′′(ϕ)) is
Im
(
exp
(
−i2m
k
ϕ
)
(sin(tϕ) + i cos(tϕ))
)(
t− 2m
k
)3
r0
t
t!
.
By (3), t− 2m/k = (1+ o(1))t/r0 and thus Im(f ′′′(ϕ)) = O(r0t−1). So, there exists c1 > 0
such that for every ϕ with |ϕ| ≤ δ0
sup|ϕ|≤δ0 |Im(f ′′′(ϕ))|
|Re(f(ϕ))| <
c1
r0
,
and therefore ∣∣∣∣Im(f(ϕ))Re(f(ϕ))
∣∣∣∣ ≤ c1ϕ36r0 ,
for any ϕ with |ϕ| ≤ δ0. On the other hand, we have (see pages 15–16 of [6] for the details)∣∣∣∣Re(zk)Re(z)k − 1
∣∣∣∣ ≤ ǫ
(
k,
∣∣∣∣Im(z)Re(z)
∣∣∣∣
)
,
with
ǫ(k, x) = (1 + x)k − 1− xk ≤ exk − 1
(for x ≥ 0). Since ǫ(k, x) increases in x for x ≥ 0, we have
1− ǫ
(
k,
c1δ
3
6r0
)
≤ Re(f(ϕ)
k)
Re(f(ϕ))k
≤ 1 + ǫ
(
k,
c1δ
3
6r0
)
, (11)
whenever |ϕ| ≤ δ ≤ δ0.
Next, we approximate the function lnRe(f(ϕ)). First,
d
dϕ
(lnRe(f(ϕ)))
∣∣∣∣
ϕ=0
=
Re(f ′(ϕ))
Re(f(ϕ))
∣∣∣∣
ϕ=0
= 0.
Second, we have
d2
dϕ2
(lnRe(f(ϕ))) =
d
dϕ
(
Re(f ′(ϕ))
Re(f(ϕ))
)
=
Re(f ′′(ϕ))Re(f(ϕ))−Re(f ′(ϕ))2
Re(f(ϕ))2
;
therefore, by Equation (10),
d2
dϕ2
(lnRe(f(ϕ)))
∣∣∣∣
ϕ=0
=
Re(f ′′(0))Re(f(0))− Re(f ′(0))2
Re(f(0))2
=
−R(r0)s
R(r0)
= −s
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Now, the numerator of the third derivative with respect to ϕ is
(Re(f ′′(ϕ))Re(f(ϕ))− Re(f ′(ϕ))2)′Re(f(ϕ))2
− 2Re(f(ϕ))(Re(f ′′(ϕ))Re(f(ϕ))− Re(f ′(ϕ))2)
= Re(f(ϕ))
(
(Re(f ′′(ϕ))Re(f(ϕ))−Re(f ′(ϕ))2)′Re(f(ϕ))
− 2(Re(f ′′(ϕ))Re(f(ϕ))−Re(f ′(ϕ))2)
)
.
Thus an elementary calculation gives that (for |ϕ| ≤ δ0)
d3
dϕ3
(lnRe(f(ϕ)))
=
Re(f ′′′(ϕ))Re(f(ϕ))2 − 3Re(f ′′(ϕ))Re(f ′(ϕ))Re(f(ϕ)) + 2Re(f ′(ϕ))3
Re(f(ϕ))3
.
If, as we did earlier for Re(f(ϕ)) and Im(f ′′′(ϕ)), we consider Re(f ′(ϕ)), Re(f ′′(ϕ)) and
Re(f ′′′(ϕ)) as polynomials with respect to r0, we can show that Re(f ′(ϕ)) = O(r0t−1),
Re(f ′′(ϕ)) = O(r0t−1) and Re(f ′′′(ϕ)) = O(r0t−1). It then follows that there exists c2 > 0
such that for every ϕ with |ϕ| ≤ δ0∣∣∣∣ d3dϕ3 (lnRe(f(ϕ)))
∣∣∣∣ ≤ c2r0 .
Therefore, Taylor’s Theorem implies that for every ϕ with |ϕ| ≤ δ0 we have∣∣∣∣lnRe(f(ϕ))−
(
lnR(r0)− sϕ
2
2
)∣∣∣∣ ≤ c2ϕ36r0 .
It follows that
exp
(
−c2kδ
3
6r0
)
≤ Re(f(ϕ))
k
R(r0)k exp(−skϕ2/2) ≤ exp
(
c2kδ
3
6r0
)
.
The condition that 2m/k < t−1/(ln k√k) and (3) together imply that r0 < t ln k
√
k+O(1).
Therefore, kδ3/r0 =
√
r0/k ln
3 k → 0 as k →∞, and we have
exp
(
c2kδ
3
6r0
)
= 1 + o(1) and ǫ
(
k,
c1δ
3
6r0
)
≤ exp
(
c1kδ
3
6r0
)
− 1 = o(1),
proving that
Re(f(ϕ)k) = R(r0)
k exp(−skϕ2/2)(1 + o(1)) (12)
uniformly for |ϕ| ≤ δ. From (6), (9) and (12), we obtain
2πr0
2mC2m(t, k) = R(r0)
k
(∫ δ
−δ
exp(−skϕ2/2)dϕ+ o(1)
)
. (13)
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Using a change of variables ψ =
√
skϕ, observe that
∫ δ
−δ
exp
(
−skϕ
2
2
)
dϕ =
1√
sk
∫ δ√sk
−δ
√
sk
exp
(
−ψ
2
2
)
dψ =
√
2π
sk
(1 + o(1)),
as k →∞ since δ√sk ∼ √t ln k →∞. Thus, Equation (13) becomes
2πr0
2mC2m(t, k) =
√
2π
ks
R(r0)
k(1 + o(1))
and the result follows.
2.1 Proof of Lemma 6
Proof of Equation (3) First, note that r0 = r0(y)→∞ as k →∞ by Lemma 4. So
r0R
′(r0) =
r0
t
(t− 1)!
(
1 +
t− 1
r0
+O
(
1
r02
))
,
R(r0) =
r0
t
t!
(
1 +
t
r0
+O
(
1
r02
))
.
Thus,
r0R
′(r0)
R(r0)
= t
1 + t−1
r0
+O
(
1
r02
)
1 + t
r0
+O
(
1
r02
) = t(1 + t− 1
r0
+O
(
1
r02
))(
1− t
r0
+O
(
1
r02
))
= t
(
1− t
r0
+
t− 1
r0
+O
(
1
r02
))
= t
(
1− 1
r0
+O
(
1
r02
))
. (14)
Since r0R
′(r0)/R(r0) = y = t(1− (t− y)/t), we obtain
1− t− y
t
= 1− 1
r0
+O
(
1
r02
)
(15)
which can be rewritten as
r0 =
t
t− y
(
1 +O
(
1
r0
))
,
and this implies the desired expression.
Proof of Equation (4) A more careful treatment of the computations for the proof of (3)
shows that the O(1/r0
2) error term in (15) may instead be written η(1/r0)/r0
2 where η is
a power series with positive radius of convergence. In particular, as r0R
′(r0) and R(r0) are
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polynomial functions of r0, (14) yields, for some power series η1, η2 and ηˆ2 with positive
radius of convergence, that
y
t
=
r0R
′(r0)
tR(r0)
=
1 + t−1
r0
+ η1(1/r0)
r02
1 + t
r0
+ η2(1/r0)
r02
=
(
1 +
t− 1
r0
+
η1(1/r0)
r02
)(
1− t
r0
+
ηˆ2(1/r0)
r02
)
= 1− 1
r0
+ η
(
1
r0
)
1
r02
.
Then, by differentiating both sides of this expression with respect to y, we obtain
1
t
=
d
dr0
(
1− 1
r0
+ η
(
1
r0
)
1
r02
)
dr0
dy
.
We have that
d
dr0
(
1− 1
r0
+ η
(
1
r0
)
1
r02
)
=
1
r02
− η
(
1
r0
)
2
r03
− η′
(
1
r0
)
1
r04
=
1
r02
+O
(
1
r03
)
and (4) immediately follows.
Proof of Equation (5) By the definition of r0, it follows from the chain rule that
1 =
d
dy
r0R
′(r0)
R(r0)
=
d
dr0
r0R
′(r0)
R(r0)
dr0
dy
.
Thus,
d
dx
xR′(x)
R(x)
∣∣∣∣
x=r0(y)
=
(
dr0(y
′)
dy′
∣∣∣∣
y′=y
)−1
,
implying that
s(y) = r0(y)
(
dr0(y
′)
dy′
∣∣∣∣
y′=y
)−1
(4)
=
t
r0(y)
(
1 +O
(
1
r0(y)
))
as required.
3 The expected number of t-stable sets of order k -
proof of Theorem 2
In this section, we give an asymptotic expression for the expected number of t-stable subsets
of Vn of order k in Gn,p, proving Theorem 2. In light of (2), we will consider k such that
k = k(n) = O(lnn) and k →∞ as n→∞. Towards the end of the section, we will specify
k and derive the upper bound of Theorem 1 by a first moment argument.
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Let A be a subset of Vn that has order k. If α
(k)
t (Gn,p) denotes the number of subsets
of Vn of order k that are t-stable, then
E(α
(k)
t (Gn,p)) =
(
n
k
)
P(A ∈ St).
Partitioning according to the number of edges that A induces, we have
P(A ∈ St) =
⌊tk/2⌋∑
m=0
P(A ∈ St, e(A) = m). (16)
By the definition of C2m(t, k) (given at the beginning of Section 2), it follows that
P(A ∈ St, e(A) = m) ≤ pm(1− p)(
k
2)−mC2m(t, k)
(2m)!
m!2m
=: f(m). (17)
First, we find the value of m for which the expression f(m) on the right-hand side of (17)
is maximised. If m∗ is such that f(m∗) = max{f(m) : 0 ≤ 2m ≤ tk}, it turns out that the
following holds.
Lemma 7 2m∗ = tk −√tk/bp + o(√k).
Proof Let λm = λm(t, k) = f(m+ 1)/f(m). Thus,
λm =
p
1− p
C2m+2(t, k)
C2m(t, k)
1
2
(2m+ 2)(2m+ 1)
m+ 1
=
p
1− p
C2m+2(t, k)
C2m(t, k)
(2m+ 1).
We will estimate λm for all m with 0 ≤ 2m ≤ tk and treat three separate cases:
(A) 2m < tk −√k ln k;
(B) 2m > tk −√k/ ln k; and
(C) tk −√k ln k ≤ 2m ≤ tk −√k/ ln k.
We will use Theorem 5 in Case (C), as we will determine those values m for which λm ≈ 1
within that range. In the other cases we will use a cruder argument, which is nonetheless
sufficient for our purposes.
Case (A)
We will show that λm > 1 for any such m. We set S2m(t, k) = (2m)!C2m(t, k). Note that
this is equal to the number of ways of allocating 2m labelled balls into k bins so that each
bin does not receive more than t balls — we also denote the set of such allocations by
S2m(t, k). We have
C2(m+1)(t, k)
C2m(t, k)
=
S2(m+1)(t, k)
S2m(t, k)
1
(2m+ 2)(2m+ 1)
. (18)
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We will obtain a lower bound on the left-hand side, by first obtaining a lower bound on
the ratio S2(m+1)(t, k)/S2m(t, k). Let us consider 2m + 2 distinct balls which we label
1, . . . , 2m+1, 2m+2. We construct an auxiliary bipartite graph whose parts are S2m(t, k)
and S2m+2(t, k). If c ∈ S2m(t, k) and c′ ∈ S2m+2(t, k), then (c, c′) forms an edge in the
auxiliary graph if c′ restricted to balls 1, . . . , 2m is c. So any c′ ∈ S2m+2(t, k) is adjacent to
exactly one configuration c ∈ S2m(t, k), that is, its degree in the auxiliary graph is equal
to 1. Also, if e(c) is the number of non-full bins in a configuration c ∈ S2m(t, k), then c has
at least e(c)(e(c) − 1) neighbours in S2m+2(t, k). This is the case since there are at least
e(c)(e(c)−1) ways of allocating balls 2m+1 and 2m+2 into the non-full bins of c, therefore
giving a lower bound on the number of configurations in S2m+2(t, k) whose restriction on
the first 2m balls is c. But 2m < tk − √k ln k and therefore e(c) ≥ √k(ln k)/t. These
observations imply that for k large enough
S2m+2(t, k) ≥ k ln
2 k
2t2
S2m(t, k),
and therefore
C2(m+1)(t, k)
C2m(t, k)
=
S2(m+1)(t, k)
S2m(t, k)
1
(2m+ 2)(2m+ 1)
≥ k ln
2 k
2(2m+ 2)(2m+ 1)
= Ω
(
ln2 k
m
)
.
So λm = Ω(ln
2 k) > 1 in Case (A).
Case (B)
We treat this case similarly. We consider an auxiliary bipartite graph as above. Let
c ∈ S2m(t, k) be a configuration of balls 1, . . . , 2m. Since there are at most
√
k/ ln k places
available in the non-full bins, there are at most k/ ln2 k ways of allocating balls 2m+1 and
2m+ 2 into the non-full bins of c. In other words, the degree of any vertex in S2m(t, k) is
at most k/ ln2 k. Also, as above, the degree of any vertex/configuration c′ ∈ S2m+2(t, k) is
equal to one. Therefore,
S2m+2(t, k)
S2m(t, k)
≤ k
ln2 k
.
Substituting this into (18), we obtain
C2(m+1)(t, k)
C2m(t, k)
≤ k
ln2 k
1
(2m+ 2)(2m+ 1)
.
Therefore, in Case (B) we have
λm = O
(
k
m ln2 k
)
= O
(
1
ln2 k
)
= o(1).
15
Case (C)
In this range, we need more accurate estimates, as we will identify those m for which λm is
approximately equal to 1. We appeal to Theorem 5 for asymptotic estimates of C2m(t, k)
and C2m+2(t, k) and write λm = (1 + o(1))λ˜m where
λ˜m =
p
1− p
(
s(2m/k)
s(2(m+ 1)/k)
)1/2(
R(r0(2(m+ 1)/k))
R(r0(2m/k))
)k
r0(2m/k)
2m
r0(2(m+ 1)/k)2m+2
(2m+ 1).
(19)
Writing 2m = tk − xk, we have x = o(1). So, by (3) and (4), uniformly for every
z ∈ [t− x, t− x+ 2/k], we have
dr0
dy
∣∣∣∣
y=z
=
t
x2
(1 + o(1));
thus, the Mean Value Theorem yields
r0(2(m+ 1)/k) = r0(2m/k) +
2t
x2k
(1 + o(1))
(3)
= r0(2m/k)
(
1 +
2
xk
(1 + o(1))
)
. (20)
So, since xk →∞ as k →∞, Equation (20) and (5) yield
(
s(2m/k)
s(2(m+ 1)/k)
)1/2
= 1 + o(1). (21)
To estimate the third ratio of (19), we write r0(2(m+ 1)/k) = r0(2m/k)(1 + η) where
η = (2/xk)(1 + o(1)) by (20). We also write
R(r0(2(m+ 1)/k) =
r0
t(2(m+ 1)/k)
t!
t∑
t=0
t!
(t− ℓ)!
1
r0ℓ(2(m+ 1)/k)
.
Note that
t∑
t=0
t!
(t− ℓ)!
1
r0ℓ(2(m+ 1)/k)
=
t∑
t=0
t!
(t− ℓ)!
(1 + η)−ℓ
r0ℓ(2m/k)
=
t∑
t=0
t!
(t− ℓ)!
1− ℓη(1 +O(η))
r0ℓ(2m/k)
= 1 +
t
r0(2m/k)
(1− η) + t(t− 1)
r02(2m/k)
+O
(
η2
r0(2m/k)
+
η
r02(2m/k)
+
1
r03(2m/k)
)
.
Since this last big-O term is o(1/k), it follows that
R(r0(2(m+ 1)/k)
r0(2(m+ 1)/k)t
=
1
t!
(
1 +
t
r0(2m/k)
(1− η) + t(t− 1)
r02(2m/k)
+ o(1/k)
)
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and similar calculations show that
R(r0(2m/k)
r0(2m/k)t
=
1
t!
(
1 +
t
r0(2m/k)
+
t(t− 1)
r02(2m/k)
+ o(1/k)
)
.
So the third ratio in (19) becomes(
R(r0(2(m+ 1)/k))
R(r0(2m/k))
)k
=
(
r0(2(m+ 1)/k)
r0(2m/k)
)tk (
1− tη
r0(2m/k)
+ o(1/k)
)k
=
(
r0(2(m+ 1)/k)
r0(2m/k)
)tk
e−2(1 + o(1)) (22)
where the last equality holds by the fact that
tηk
r0(2m/k)
=
t(2/xk)k
t/x
(1 + o(1)) = 2(1 + o(1)).
Since xk → ∞, we have by (20) and (3) that r0(2(m + 1)/k) = r0(2m/k)(1 + o(1)) =
(1+ o(1))t/x. So using (20) and (22) we can write the product of the third and the fourth
terms in (19) as follows:(
R(r0(2(m+ 1)/k))
R(r0(2m/k))
)k
r0
2m(2m/k)
r02m+2(2(m+ 1)/k)
= e−2
(
r0(2(m+ 1)/k)
r0(2m/k)
)tk−2m
1 + o(1)
r02(2(m+ 1)/k)
= e−2
(
1 +
2
xk
(1 + o(1))
)xk
x2
t2
(1 + o(1))
xk→∞
=
x2
t2
(1 + o(1)).
If x ≥ ω(k)/√k, where ω(k)→∞, then substituting this last equation and (21) into (19)
and recalling that λm = (1 + o(1))λ˜m, we obtain
λm = Ω(1)
x2
t2
(2m+ 1) = Ω
(
ω(k)2m
k
)
= Ω(ω(k)2)→∞.
If x ≤ 1/(ω(k)√k), then these substitutions yield
λm = O(1)
x2
t2
(2m+ 1) = O
(
m
ω(k)2k
)
= O
(
1
ω(k)2
)
= o(1).
Assume now that x = α/
√
k, for some α = Θ(1). In this case,
λm =
p
1− p
α2
t2k
(tk − xk + 1)(1 + o(1)) = p
1− p
α2
t
(1 + o(1))
b=1/(1−p)
=
bpα2
t
(1 + o(1)).
Thus for any fixed α′ <
√
t/bp < α′′ and for k large enough we have tk − α′′√k ≤ 2m∗ ≤
tk − α′√k. Putting all these different cases together, we deduce that, if m∗ is such that
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f(m∗) is maximised over the set 0 ≤ 2m ≤ tk, then 2m∗ = tk −√tk/bp + o(√k). This
concludes the proof of Lemma 7.
Before we proceed to the proof of Theorem 2, let us use Lemma 7 to compute a precise
asymptotic expression for f(m∗). Recall that b = 1/(1− p) and observe that
pm
∗
(1− p)(k2)−m∗ = b−(k2)(bp)tk/2−
√
tk/bp+o(
√
k) = b−(
k
2)(bp)tk/2
(
1 +O
(
1√
k
))k
. (23)
For the second part of the expression for f(m∗), note that, by Theorem 5,
C2m∗(t, k) =
1√
2πs(2m∗/k)
R(r0(2m
∗/k))k
r0(2m∗/k)2m
∗
(1 + o(1)). (24)
By (3), we have
r0(2m
∗/k) =
√
tbpk + o(
√
k).
Thus, by (5), s(2m∗/k) = Θ(1/
√
k). Now, it follows that
R(r0(2m
∗/k)) =
r0
t(2m∗/k)
t!
t∑
ℓ=0
t!
(t− ℓ)!
1
r0ℓ(2m∗/k)
=
r0
t(2m∗/k)
t!
(
1 +
t
r0(2m∗/k)
+O
(
1
r02(2m∗/k)
))
=
r0
t(2m∗/k)
t!
(
1 +
√
t
bpk
+ o
(
1√
k
))
;
therefore,
R(r0(2m
∗/k))k =
(r0(2m/k))
tk
t!k
e
√
tk/bp+o(
√
k).
Substituting this into (24), we obtain
C2m∗(t, k) = Θ(k
1/4)
(r0(2m
∗/k))tk−2m
∗
t!k
e
√
tk/bp+o(
√
k)
= Θ(k1/4)
(√
tbpk + o(
√
k)
)√tk/bp+o(√k)
e
√
tk/bp+o(
√
k) 1
t!k
=
1
t!k
(
1 +O
(
ln k√
k
))k
. (25)
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For the last part of the expression for f(m∗), we apply Stirling’s formula to obtain
(2m∗)!
m∗!2m∗
=
(2m∗/e)2m
∗
√
2π(2m∗)eo(1)
(m∗/e)m∗
√
2πm∗eo(1)
1
2m∗
= Θ(1)
(
2m∗
e
)m∗
= Θ(1)
(
tk −√tk/bp + o(√k)
e
)tk/2−√tk/bp/2+o(√k)
=
(
tk
e
)tk/2(
1 +O
(
ln k√
k
))k
. (26)
Now, substituting (23), (25) and (26) into the expression for f (given in (17)), we obtain
the following:
f(m∗) = b−(
k
2)(bp)tk/2
1
t!k
(
tk
e
)tk/2(
1 +O
(
ln k√
k
))k
=
(
b−k+1
(
tbpk
e
)t
1
t!2
)k/2(
1 +O
(
ln k√
k
))k
. (27)
Upper bound on E
(
α
(k)
t (Gn,p)
)
By (16) and (27), we deduce that
P(A ∈ St) ≤
(
tk
2
+ 1
)
f(m∗) =
(
b−k+1
(
tbpk
e
)t
1
t!2
)k/2(
1 +O
(
ln k√
k
))k
. (28)
Thus, we obtain,
E(α
(k)
t (Gn,p)) ≤
(
n
k
)(
b−k+1
(
tbpk
e
)t
1
t!2
)k/2(
1 +O
(
ln k√
k
))k
=
(
e2n2b−k+1kt−2
(
tbp
e
)t
1
t!2
)k/2(
1 +O
(
ln k√
k
))k
. (29)
Now, if we set k = ⌈αt,p(n) + ε(n)⌉ for some function ε(n) ≫ ln lnn/
√
lnn, then,
substituting this into (29), we obtain
E(α
(k)
t (Gn,p)) ≤
((
1 +O
(
ln lnn
lnn
))
b−ε
)k/2(
1 +O
(
ln k√
k
))k
= o(1),
thus proving the right-hand side inequality in Theorem 1.
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Lower bound on E(α
(k)
t (Gn,p))
To derive the lower bound on E(α
(k)
t (Gn,p)), we observe
E(α
(k)
t (Gn,p)) ≥
(
n
k
)
P(A ∈ St, e(A) = m∗).
Let (d1, . . . , dk) be a degree sequence such that, for every 1 ≤ i ≤ k, di ≤ t and
∑
i di =
2m∗. By Theorem 2.16 in [3], with λ := 1
m∗
∑
i
(
di
2
)
, the number of graphs with this degree
sequence is
(1 + o(1))e−λ/2−λ
2/4 (2m
∗)!
m∗!2m∗
.
But, since di ≤ t for every i, then using the estimate from Lemma 7 we obtain λ ≤
t2k/2m∗ ≤ 2t for k large enough. So the total number of graphs on k vertices, m∗ edges
and with maximum degree at most t is at least
e−t−t
2
2
C2m∗(t, k)
(2m∗)!
m∗!2m∗
.
Since k = O(lnn), we have
(
n
k
)
= Ω(
√
1/k)(ne/k)k. Hence, using (27), we obtain
E(α
(k)
t (Gn,p)) ≥
(
n
k
)
P(A ∈ St, e(A) = m∗) ≥
(
n
k
)
e−t−t
2
2
f(m∗)
=
(
e2n2b−k+1kt−2
(
tbp
e
)t
1
t!2
)k/2(
1 +O
(
ln k√
k
))k
. (30)
If k = ⌊αt,p(n) − ε(n)⌋ (> αt,p(n) − ε(n) − 1) where ε(n) is some function satisfying
ln lnn/
√
lnn≪ ε(n)≪ lnn, then by (30) we obtain
E(α
(k)
t (Gn,p)) ≥
((
1 +O
(
ln lnn
lnn
))
bε(n)
)k/2(
1 +O
(
ln k√
k
))k
= nε(n)(1+o(1)) →∞.
(31)
In the next section, we use a sharp concentration inequality to show moreover that the
following holds.
Lemma 8 If ε(n)≫ ln lnn/√lnn is a function that satisfies lim supn→∞ ε(n) ≤ 2, then
P (αt(Gn,p) < ⌊αt,p(n)− ε(n)⌋) ≤ exp
(−nε(n)(1+o(1))) .
Since the right-hand side is o(1), we obtain the lower bound of Theorem 1. This lemma
will also be a key step in the proof of the upper bound of Theorem 3, when we need the
fact that the right-hand side tends to 0 quickly.
20
4 A second moment calculation - Proof of Lemma 8
Let (xn) be a bounded sequence of real numbers such that for
k = 2 logb n+ (t− 2) logb logb n + xn ∈ N
we have E(α
(k)
t (Gn,p)) → ∞ as n → ∞. In this section, we prove that a.a.s. there is a k-
subset of Vn which is t-stable, using a second moment argument. For this, we use Janson’s
Inequality ([13], [14] or Theorems 2.14, 2.18 in [15]):
P(α
(k)
t (Gn,p) = 0) ≤ exp
(
− E
2(α
(k)
t (Gn,p))
E(α
(k)
t (Gn,p)) + ∆
)
, (32)
where
∆ =
∑
A,B⊆Vn,k−1≥|A∩B|≥2
P(A,B ∈ St).
Let p(k, ℓ) be the probability that two k-subsets of Vn that overlap on exactly ℓ vertices
are both in St. We write
∆ =
k−⌊(t+3) logb logb n⌋∑
ℓ=2
(
n
k
)(
k
ℓ
)(
n− k
k − ℓ
)
p(k, ℓ)
+
k−1∑
ℓ=k−⌊(t+3) logb logb n⌋+1
(
n
k
)(
k
ℓ
)(
n− k
k − ℓ
)
p(k, ℓ) =: ∆1 +∆2.
We conclude the proof of Lemma 8 by showing that
∆1 = O
(
ln5 n
n2
)
E
2(α
(k)
t (Gn,p)) and ∆2 = o(E(α
(k)
t (Gn,p))).
By (31), E(α
(k)
t (Gn,p)) ≥ nε(n)(1+o(1)). If E(α(k)t (Gn,p)) < ∆, then by the above estimates
for ∆1 and ∆2, we have E(α
(k)
t (Gn,p)) + ∆ = O(ln
5 n/n2)E2(α
(k)
t (Gn,p)) and, by (32),
P(α
(k)
t (Gn,p) = 0) ≤ exp
(
−Ω
(
n2
ln5 n
))
= exp
(−n2+o(1)) ≤ exp (−nε(n)(1+o(1)))
(where the last inequality uses lim supn→∞ ε(n) ≤ 2). Otherwise, we have E(α(k)t (Gn,p)) +
∆ ≤ 2E(α(k)t (Gn,p)) and
P(α
(k)
t (Gn,p) = 0) ≤ exp
(
−1
2
E(α
(k)
t (Gn,p))
)
≤ exp (−nε(n)(1+o(1))) .
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Bounding ∆1
Let us begin by bounding ∆1, first estimating p(k, ℓ). Let A and B be two k-subsets of Vn
that overlap on exactly ℓ vertices, i.e. |A ∩ B| = ℓ. Then p(k, ℓ) = P(A,B ∈ St) = P(A ∈
St | B ∈ St)P(B ∈ St).
The property of having maximum degree at most t is monotone decreasing; so if we
condition on the set E of edges induced by A ∩ B, then the conditional probability that
A ∈ St is maximized when E = ∅. Thus,
P (A ∈ St | B ∈ St) ≤ P (A ∈ St | E = ∅) ≤ P(A ∈ St)
P(E = ∅) = b
(ℓ2) P(A ∈ St).
Therefore,
p(k, ℓ) = P(A ∈ St | B ∈ St)P(B ∈ St) ≤ b(
ℓ
2) (P(A ∈ St))2 . (33)
On the other hand, for every ℓ ≤ k,(
k
ℓ
)(
n− k
k − ℓ
)
≤ kℓ k
ℓ
(n− k)ℓ
(
n
k
)
.
Using the estimate of (33) along with the above inequality, we have
∆1 ≤
((
n
k
)
P(A ∈ St)
)2 k−⌊(t+3) logb logb n⌋∑
ℓ=2
(
k2
n− k
)ℓ
b(
ℓ
2)
≤ E2(α(k)t (Gn,p))
k−⌊(t+3) logb logb n⌋∑
ℓ=2
(
k2
n− k
)ℓ
b(
ℓ
2). (34)
If we set sℓ = (k
2/(n−k))ℓb(ℓ2), then sℓ+1/sℓ = bℓk2/(n−k). So the sequence {sℓ} is strictly
decreasing for ℓ < logb(n−k)−2 logb k and is strictly increasing for ℓ > logb(n−k)−2 logb k.
So
max{sℓ : 2 ≤ ℓ ≤ k − ⌊(t + 3) logb logb n⌋} ≤ max
{
s2, s⌈2 logb n−4.5 logb logb n⌉
}
.
We have that s2 = bk
4/(n− k)2, but
s⌈2 logb n−4.5 logb logb n⌉ ≤
(
k2
n− kb
logb n−2.25 logb logb n
)2 logb n−4.5 logb logb n
≤
(
4 log2b n
log2.25b n
)2 logb n−4.5 logb logb n
≤
(
4
log0.25b n
)logb n
= o(s2).
Thus, Inequality (34) now becomes for n large enough
∆1 ≤ bk
5
(n− k)2 E
2(α
(k)
t (Gn,p)) = O
(
ln5 n
n2
)
E
2(α
(k)
t (Gn,p)).
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Bounding ∆2
Now, we will show that ∆2 = o(E(α
(k)
t (Gn,p))). First, we have(
k
ℓ
)(
n− k
k − ℓ
)
≤ (kn)k−ℓ.
We now give a rough estimate on p(k, ℓ). If A, B are two k-sets of vertices that overlap
on ℓ vertices (and if degS(v) denotes the number of neighbours of v in S), then
P(B ∈ St | A ∈ St) ≤ P(∀v ∈ B \ A, degA∩B(v) ≤ t) ≤
((
ℓ
ℓ− t
)
(1− p)ℓ−t
)k−ℓ
≤ (ktbt−ℓ)k−ℓ ≤ b(t logb k+t−k+⌊(t+3) logb logb n⌋)(k−ℓ)
= b(−2 logb n+(t+5) logb logb n+Θ(1))(k−ℓ) ≤
(
logt+6b n
n2
)k−ℓ
.
Substituting these estimates into the expression for ∆2, we obtain
∆2 ≤
(
n
k
)
P(A ∈ St)
k−1∑
ℓ=k−⌊(t+3) logb logb n⌋+1
(
kn
logt+6b n
n2
)k−ℓ
≤ E(α(k)t (Gn,p))k
(
k logt+6b n
n
)
= o(E(α
(k)
t (Gn,p))).
5 The t-improper chromatic number
5.1 The upper bound
Our general approach follows Bolloba´s [2] — see also [23]. We revisit the analysis in order to
obtain an improved upper bound to match the lower bound of Panagiotou and Steger [24].
For a fixed 0 < ε < 1, we set αˆt,p(n) = ⌊αt,p(n)− 1− ε⌋. First, we will show the following.
Lemma 9 A.a.s. for all V ′ ⊆ Vn with |V ′| ≥ n/ ln3 n, we have αt(Gn,p[V ′]) ≥ αˆt,p(|V ′|).
Proof Note that (31) implies that for any V ′ ⊆ Vn with |V ′| ≥ n/ ln3 n, we have
E
(
α
(αˆt,p(|V ′|))
t,p (Gn,p[V
′])
)
≥ |V ′|1+ε+o(1).
So, applying Lemma 8, we deduce that
P (αt(Gn,p[V
′]) < αˆt,p(|V ′|)) = exp
(−|V ′|1+ε+o(1)) ≤ exp
(
−
(
n
ln3 n
)1+ε+o(1))
.
Since there are at most 2n choices for V ′, the probability that there exists a set V ′ ⊆ Vn with
|V ′| ≥ n/ ln3 n and αt(Gn,p[V ′]) < αˆt,p(|V ′|) is at most 2n exp
(−(n/ ln3 n)1+ε+o(1)) = o(1).
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We consider the following algorithm for t-improperly colouring Gn,p. Let V
′ = Vn.
While |V ′| ≥ n/ ln3 n, we choose and remove a t-stable set from Gn,p[V ′] of size αˆt(|V ′|).
At the end, we obtain a collection of t-stable sets and each of them will form a colour class.
The above lemma implies that a.a.s. we will be able to perform this algorithm, and end up
with a set of at most n/ ln3 n vertices. We give a different a colour to each of these vertices.
Thus, if the above algorithm “runs” for f(n) steps, then χt(Gn,p) ≤ f(n) + n/ ln3 n.
Since αt,p(s)− 1− ε is strictly increasing for all s that are sufficiently large, for these s
the function αˆt,p(s) is non-decreasing. It is easy to see that
αˆt,p
(⌈
n
ln3 n
⌉)
= 2 logb n
(
1 +O
(
ln lnn
lnn
))
= αˆt,p(n)
(
1 +O
(
ln lnn
lnn
))
.
Since αˆt,p(⌈n/ ln3 n⌉) ≤ αˆt,p(s) ≤ αˆt,p(n) for all integers n/ ln3 n ≤ s ≤ n,
αˆt,p(s) = αˆt,p(n)
(
1 +O
(
ln lnn
lnn
))
, (35)
and therefore
f(n) =
n
αˆt,p(n)
(
1 +O
(
ln lnn
lnn
))
. (36)
Assume that there are ni vertices available when we have removed i t-stable sets from
Vn. Thus, the t-stable set that will be picked during the (i+ 1)th iteration will have size
αˆt,p(ni). Since the colouring algorithm stops as soon as there are less than n/ ln
3 n vertices
available, the following inequality holds:
f(n)−2∑
i=0
αˆt,p(ni) ≤ n
(
1− 1
ln3 n
)
≤ n. (37)
Note that for all i ≥ 0, ni = n−
∑i−1
j=0 αˆt,p(nj). Therefore,
logb ni = logb
(
n−
i−1∑
j=0
αˆt,p(nj)
)
= logb n+ logb
(
1−
∑i−1
j=0 αˆt,p(nj)
n
)
.
We have1
f(n)−2∑
i=0
logb
(
1−
∑i−1
j=0 αˆt,p(nj)
n
)
=
1
ln b
f(n)−2∑
i=0
n
αˆt,p(ni)
ln
(
1−
∑i−1
j=0 αˆt,p(nj)
n
)
αˆt,p(ni)
n
(35)
=
n(1 + o(1))
αˆt,p(n) ln b
f(n)−2∑
i=0
ln
(
1−
∑i−1
j=0 αˆt,p(nj)
n
)
αˆt,p(ni)
n
=
n(1 + o(1))
αˆt,p(n) ln b
∫ 1
0
ln(1− x)dx = −n(1 + o(1))
αˆt,p(n) ln b
.
1Note that
∫
ln(1 − x)dx = −(1− x) ln(1 − x) + 1− x.
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So
f(n)−2∑
i=0
2 logb ni = (f(n)− 1)2 logb n−
2n(1 + o(1))
αˆt,p(n) ln b
. (38)
Also,
logb logb ni ≥ logb logb
(
n
ln3 n
)
= logb logb n + logb
(
1− 3 logb lnn
logb n
)
= logb logb n−O
(
ln lnn
lnn
)
.
Moreover, logb logb ni ≤ logb logb n so, for every t ≥ 0,
(t− 2)
f(n)−2∑
i=0
logb logb ni ≥ (f(n)− 1)(t− 2) logb logb n−O
(
f(n) ln lnn
lnn
)
. (39)
Now, Equality (38) and Inequality (39) imply that for every t ≥ 0 we have
f(n)−2∑
i=0
αˆt,p(ni) ≥ (f(n)− 1) (αt,p(n)− ε− 2)− 2n(1 + o(1))
αˆt,p(n) ln b
− O
(
f(n) ln lnn
lnn
)
≥ (f(n)− 1)
(
αt,p(n)− ε− 2− 2n(1 + o(1))
f(n)αˆt,p(n) ln b
− O
(
ln lnn
lnn
))
(36)
= (f(n)− 1)
(
αt,p(n)− ε− 2− 2
ln b
− o(1)
)
.
So by (37) we obtain
f(n)− 1 ≤ n
αt,p(n)− 2/ ln b− 2− ε− o(1) .
5.2 The lower bound
This proof is the generalisation of a proof of the lower bound on the chromatic number
of a dense random graph given recently by Panagiotou and Steger [24]. We let αC(n) =
2 logb n+(t−2) logb logb n−C, where C = Cn > 2 logb n+(t−2) logb logb n−αt,p(n) is some
function which is Θ(1), such that αC(n) is integral. We specify C at a later stage. Let r =
rC := ⌊n/αC(n)⌋. By Theorem 1, a.a.s. there are no t-stable sets in Gn,p of size more than
αt,p(n)+1. (In fact, according to Theorem 1, we could have used the bound αt,p(n)+ε, but
this would not give any improvement.) We will estimate the expected number of t-improper
colourings of Gn,p with r colours such that each colour set has size at most αt,p(n) + 1. In
particular, we show that, if C < 2 logb n+ (t− 2) logb logb n−αt,p(n) + 1+ 2/ ln b− ε, then
this expectation converges to zero, proving that χt(Gn,p) > rC a.a.s.
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Let D denote the set of r-tuples of positive integers (k1, . . . , kr) such that
∑r
i=1 ki = n
and ki ≤ αt,p(n) + 1 for all i. For some (k1, . . . , kr) ∈ D, let P = (P1, . . . , Pr) denote a
partition of Vn into r non-empty parts P1, . . . , Pr such that |Pi| = ki. From (28), we obtain
P(Pi ∈ St) ≤
(
b−ki+1
(
tbpki
e
)t
1
t!2
)ki/2(
1 +O
(
ln ki√
ki
))ki
.
P(Pi ∈ St, ∀i) =
r∏
i=1
P(Pi ∈ St) ≤
r∏
i=1
(
b−ki+1
(
tbpki
e
)t
1
t!2
)ki/2(
1 +O
(
ln ki√
ki
))ki
= b−(
∑r
i=1 ki
2/2)+n/2
(
tbp
e
)tn/2( r∏
i=1
ki
tki/2
)
1
t!n
(1 + o(1))n
=
(
tb1+1/tp
et!2/t
)tn/2
b−
∑r
i=1 ki
2/2
(
r∏
i=1
ki
tki/2
)
(1 + o(1))n,
uniformly over all (k1, . . . , kr) ∈ D. So, if Xt,r = Xt,r(Gn,p) denotes the number of t-
improper colourings with r colours and with each colour class of size at most αt,p(n) + 1,
then
E(Xt,r) =
1
r!
(
tb1+1/tp
et!2/t
)tn/2 ∑
(k1,...,kr)∈D
(
n
k1 · · · kr
)
b
−∑ri=1
(
k2i
2
− t
2
ki logb ki
)
(1 + o(1))n. (40)
We call a partition where all parts differ by at most one pairwise balanced. In the next
subsection, we give a routine proof of the following property of balanced partitions.
Lemma 10 For large enough n, the function
h(P ) := −
r∑
i=1
(
k2i
2
− t
2
ki logb ki
)
,
where P = {P1, . . . , Pr} is a partition of Vn with |Pi| = ki, is maximised over D when P is
a balanced partition.
Let B be a balanced partition. Then all parts have sizes either equal to αC(n) or to
αC(n) + 1 and there are less than αC(n) parts that take the latter quantity. Then
h(B) = − n
αC(n)
(
α2C(n)
2
− t
2
αC(n) logb αC(n)
)
+ o(n)
= −1
2
nαC(n) +
t
2
n logb αC(n) + o(n)
= −n logb n−
t− 2
2
n logb logb n+
Cn
2
+
t
2
n logb 2 +
t
2
n logb logb n+ o(n)
= −n logb n + n logb logb n +
Cn
2
+
t
2
n logb 2 + o(n). (41)
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Also, for any (k1, . . . , kr) ∈ D, we have (for n large enough)(
n
k1 · · · kr
)
≤ n!
(αC(n)!)
r = O(n
1/2)
nn
(αC(n))n
(√
2παC(n)
)r ≤ nn
(αC(n))n+r/2
= bn logb n−n logb αC(n)−
r
2
logb αC(n) = bn logb n−n logb 2−n logb logb n+o(n) (42)
since r logb αC(n) ≤ (n/αC(n)) logb αC(n) = o(n). Finally, r! ≥ rre−r and therefore
1
r!
≤ b−r logb r+r logb e = b− nαC (n) logb
(
n
αC(n)
)
+o(n)
= b
−n logb n
αC (n)
+o(n)
= b−
n
2
+o(n). (43)
As there are at most
(
n
r
) ≤ (en/r)r ≤ (2eαC(n))r ≤ br logb αC(n)+O(r) = bo(n) summands
in (40), we obtain from (41), (42) and (43) that
E(Xt,r) ≤
(
tb1+1/tp
et!2/t
)tn/2
b
Cn
2
+ t
2
n logb 2−n logb 2−n2 (1 + o(1))n
= b
n
2
(t logb(2tp/e)+t−2 logb t!+C−2 logb 2)(1 + o(1))n.
Therefore, if C = Cn < − logb(tt/t!2) − t logb(2bp/e) − logb(1/4) − ε, i.e. if αC(n) >
αt,p(n)− 2/ ln b− 1 + ε for an arbitrary ε > 0, then E(Xt,r) = o(1). Thus, a.a.s.
χt(Gn,p) ≥ n
αt,p(n)− 2ln b − 1 + ε
.
5.3 Proof of Lemma 10
Suppose h(P ), P , ki are defined as in Lemma 10 and furthermore assume that the parts of
P are ordered by increasing size, i.e., k1 ≤ · · · ≤ kr. Let P˜ = {P˜1, . . . , P˜r} be a partition
of Vn where for some v ∈ Pr we have P˜1 = P1 ∪{v} and P˜r = Pr \ {v}, whereas P˜i = Pi for
all 1 < i < r. In other words, we obtain P˜ by moving a vertex from Pr to P1. Lemma 10
easily follows from the repeated application of the following.
Lemma 11 For large enough n, it holds that, if k1 < kr − 1, then h(P˜ ) > h(P ).
Proof First, k1 ≤ αC(n) and kr ≥ αC(n)+1, since the number of parts is r = ⌊n/αC(n)⌋.
2(h(P˜ )− h(P )) =− (k1 + 1)2 + t(k1 + 1) logb(k1 + 1)− (kr − 1)2 + t(kr − 1) logb(kr − 1)
+ k1
2 − tk1 logb k1 + kr2 − tkr logb kr
=2(kr − k1 − 1) + t((k1 + 1) logb(k1 + 1)− k1 logb k1)
+ t((kr − 1) logb(kr − 1)− kr logb kr). (44)
Note that
(k1 + 1) logb(k1 + 1) = (k1 + 1) logb k1 + (k1 + 1) logb (1 + 1/k1)
≥ (k1 + 1) logb k1 + (k1 + 1)
(
1/k1 − 1/(2k12)
)
= k1 logb k1 + logb k1 + 1 +O (1/k1) ,
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and similarly, since kr ≥ αC(n) + 1→∞ as n→∞,
(kr − 1) logb(kr − 1) = kr logb kr − logb kr + 1− o(1).
Substituting these estimates into (44), we obtain
2(h(P˜ )− h(P )) ≥ 2(kr − k1 − 1)− t(logb kr − logb k1) +O (1/k1) . (45)
Assume first that kr − k1 ≤ ln lnn. Then logb(kr/k1) ≤ logb(kr/(kr − ln lnn)) = logb(1 +
ln lnn/(kr − ln lnn)) = o(1). But kr − k1 − 1 ≥ 1 and k1 ≥ αC(n) + 1 − ln lnn and
therefore the right-hand side of (45) is positive for n large enough. If, on the other hand
kr−k1 > ln lnn, we write logb kr = logb(kr−k1+k1) = logb(kr−k1)+logb (1 + k1/(kr − k1)).
So
logb kr − logb k1 = logb(kr − k1) + logb (1 + k1/(kr − k1))− logb k1
= logb(kr − k1) + logb (1/k1 + 1/(kr − k1))
= logb(kr − k1) + logb (1/k1 + o(1)) ≤ logb(kr − k1) + 1.
So
2(kr − k1 − 1)− t(logb kr − logb k1) +O (1/k1) ≥ 2(kr − k1 − 1)− t(logb(kr − k1)− 1)→∞
as n→∞ and, by (45), h(P˜ )− h(P ) > 0 for n large enough.
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