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A CONSISTENT HISTOGRAM ESTIMATOR FOR
EXCHANGEABLE GRAPH MODELS
By Stanley H. Chan ∗,‡ , and Edoardo M. Airoldi †,‡
Harvard University‡
Exchangeable graph models (ExGM) subsume a number of pop-
ular network models. The mathematical object that characterizes an
ExGM is termed a graphon. Finding scalable estimators of graphons,
provably consistent, remains an open issue. In this paper, we propose
a histogram estimator of a graphon that is provably consistent and
numerically efficient. The proposed estimator is based on a sorting-
and-smoothing (SAS) algorithm, which first sorts the empirical de-
gree of a graph, then smooths the sorted graph using total variation
minimization. The consistency of the SAS algorithm is proved by
leveraging sparsity concepts from compressed sensing.
1. Introduction. Developing statistical models for network data has
been a growing research area in statistics and machine learning over the
past decade (Goldenberg et al., 2009; Kolaczyk, 2009; Airoldi et al., 2011).
Among many models, the parametric families have been the major focus
in the literature because of their simplicity and analytic tractability. Pop-
ular examples of these parametric models include the exponential random
graph model Wasserman (2005); Hunter and Handcock (2006), the stochas-
tic blockmodel Nowicki and Snijders (2001), the mixed membership model
Airoldi et al. (2008), the latent space model Hoff et al. (2002), the graphlet
Azari and Airoldi (2012) and many others. However, as the complexities of
the networks increase, it becomes increasingly more challenging to fit the
data using a particular parametric model.
1.1. Non-parametric representation of a graph. In this paper, we con-
sider a non-parametric perspective of modeling network data using the ex-
changeable graph models (ExGM). The notion of exchangeability is due to
de Finetti, later generalized by Aldous Aldous (1981), Hoover Hoover (1979)
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and Kallenberg Kallenberg (2005). A connection between popular paramet-
ric models and exchangeable graph models has been recently made Hoff
(2008); Bickel and Chen (2009).
The non-parametric (limit) object that characterizes an ExGM is often
termed a graphon. As we will define formally in Section 2, a graphon is a
2-dimensional continuous function on [0, 1]2 → [0, 1] that generates random
graphs. Since a graphon is a model for network data, any model based infer-
ence, prediction and hypothesis testing can be performed using a graphon
Lloyd et al. (2012). For instance, when comparing networks that span dif-
ferent sample sizes, graphons provide a natural solution: If two samples of
a network are generated from the same ExGM, they should have the same
graphon, and hence, comparing two networks can be done by comparing two
graphons.
In this paper, we propose an efficient graphon estimator based on 2D
histograms. The challenge of the problem is two-fold. First, since graphons
are unique up to measure-preserving transformations, it is important to
identify the conditions under which graphons can be uniquely recovered
(e.g., see Yang et al., 2014). Second, it is desirable for a graphon estimator
to be provably consistent.
1.2. Related work. Previous methods of graphon estimation algorithms
can be classified into two categories as follows.
The first category is to perform graphon estimation conditioned on the
node arrangement. When the node arrangement is conditioned on, we can
bypass the difficult problem of identifying a canonical representation of the
graphon. For example, the universal singular value thresholding Chatterjee
and the matrix completion Keshavan et al. (2010) seek low-rank structures
of the adjacency matrix, whereas the stochastic blockmodel approximation
Airoldi et al. (2013); Chan et al. (2013) groups similar nodes to form com-
munity structures. However, since the estimations are conditioned on the
node arrangement, the resulting graphons are not canonical.
Different from the first category, the second category of methods esti-
mate canonical graphons. In Bickel et al. (2011), the authors proposed a
method of moments which is theoretically consistent for that purpose. How-
ever, the method requires knowledge of all wheels of the network, and hence
is computationally infeasible. Choi et al. Choi et al. (2012); Choi and Wolfe
attempted the problem by a clustering approach, but they stopped at the
clustering step without actually estimating the graphon. In Lloyd et al.
(2012), Lloyd et al. considered a Bayesian approach to estimate a graphon.
However, the MCMC sampling process of the algorithm is computation-
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ally intensive. Moreover, there is no consistency guarantee of the estimator.
More recently, other groups have begun exploring alternative approaches
Wolfe and Olhede; Tang et al. (2013); Latouche and Robin (2013); Olhede and Wolfe.
Yet, none of these methods are both consistent and computationally efficient.
1.3. Contributions. In this paper, we propose a histogram approach to
estimate graphons. Our method, called the Sorting-And-Smoothing (SAS)
algorithm, consists of two steps. In the first step, we sort the empirical
degrees and rearrange the nodes of the graph for a canonical ordering. In the
second step, we compute the histogram of the sorted graph and smooth the
histogram by a total variation minimization. Details of the SAS algorithm
are presented in Section 3.
The estimator returned by the SAS algorithm is consistent. The con-
sistency proof leverages the sparsity concepts from compressed sensing. In
particular, we show, in Theorem 3, that if the true graphon satisfies some
Lipschitz conditions and has sparse gradients, then the mean squared error
(MSE) of the estimator is O((log n)/n), where n is the size of the network.
Discussion of the consistency is presented in Section 4.
We test the SAS algorithm on both simulation data and real data (Sec-
tion 5). The experiment of using the simulation data indicates that the SAS
algorithm is superior to, both in terms of estimation quality and speed, sev-
eral existing methods. Applying the SAS algorithm to real data, we estimate
graphons of two large-scale social networks and reveal some structures. These
results provide an alternative way of analyzing large-scale network data.
2. Graphons and identifiability. The purpose of this section is to
introduce the concepts of a graphon and discuss the conditions under which
a graphon can be uniquely identified.
2.1. Definition of a graphon. We let G be the adjacency matrix of a
graph with the (i, j)th entry denoted by Gij ∈ {0, 1}. For an infinitely sized
graph G, we say that G is exchangeable if it satisfies the following definition.
Definition 1. An infinite random array G = (Gij)i,j∈N is exchangeable
if
(2.1) (Gij)
d
= (Gσ(i)σ(j)),
for any permutation σ.
Definition 1 is also known as the joint exchangeability, because the permu-
tation is applied to both rows and columns simultaneously Orbanz and Roy.
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We refer to all random graph models that satisfy exchangeability as ex-
changeable graph models (ExGM). A useful characterization of an ExGM is
given by the Aldous-Hoover theorem.
Theorem 1 (Aldous-Hoover). An infinite random array (Gij)i,j∈N is ex-
changeable if and only if there is a random measurable function F : [0, 1]3 →
{0, 1} such that
(2.2) (Gij)
d
= (F (Ui, Uj , Uij)),
where (Ui)i∈N and (Uij)i,j∈N are sequences of i.i.d. Uniform[0, 1] random
variables.
The function F in Theorem 1 defines a graphon:
Definition 2 (Graphon). A graphon w is a symmetric measurable func-
tion w : [0, 1]2 → [0, 1] such that
(2.3) F (Ui, Uj , Uij) =
{
1, if Uij < w(Ui, Uj)
0, otherwise,
where (Ui)i∈N and (Uij)i,j∈N are sequences of i.i.d. Uniform[0, 1] random
variables.
Equivalently, (2.3) can be expressed as the following two-stage sampling
scheme:
(2.4) Ui
iid∼ Uniform[0, 1],
Gij | Ui, Uj ∼ Bernoulli(w(Ui, Uj)).
Therefore, a finite sized network generated from a graphon can be regarded
as a finite sample drawn according to (2.4).
2.2. Identifiability of a graphon. To understand the identifiability issue
of a graphon, it is important to discuss measure preserving transformations.
Definition 3 (Measure Preserving Transformation). A transformation
ϕ : [0, 1]→ [0, 1] is measure-preserving w.r.t. a measure µ if it is measurable,
and for all A ∈ [0, 1],
(2.5) µ(ϕ−1(A)) = µ(A).
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For example, if ϕ is a measure preserving transformation and U ∼ Uniform[0, 1],
then ϕ(U) is also distributed uniformly on [0, 1]. Similarly, if ϕ is a measure
preserving transformation, then the graphon
w′(u, v)
def
=w(ϕ(u), ϕ(v))
defines the same ExGM as w because there exists a transformation such
that w and w′ are identical.
The identifiability issue of a graphon arises because the converse of Def-
inition 3 is not true in general: If w and w′ define the same ExGM, there
may not exist a measure preserving transformation ϕ′ such that w(u, v) =
w′(ϕ′(u), ϕ′(v)) Diaconis and Janson (2008). For example, the functions w(u, v) =
uv and w′(u, v) = (2u mod 1)(2v mod 1) define the same ExGM, but there
is no ϕ′ such that w(u, v) = w′(ϕ′(u), ϕ′(v)).
A formal statement of the above observation is given by the following
theorem, which says that we need to find a pair of measure-preserving trans-
formations ϕ and ϕ′ in order to show that w is unique.
Theorem 2 (Diaconis and Janson (2008), Thm. 7.1). Let w and w′
be two graphons. Then δ(w,w
′) = 0 if and only if there exist measure-
preserving transformations ϕ and ϕ′ : [0, 1]→ [0, 1] such that
(2.6) w(ϕ(u), ϕ(v)) = w′(ϕ′(u), ϕ′(v)),
where the distance δ(w,w
′) is the cut-norm defined by Lova´sz and Szegedy
(2006).
A consequence of Theorem 2 is the notion of twin-free:
Definition 4 (Twin-free Borgs et al. (2010)). A graphon w is called
twin-free if for any u1 and u2 ∈ [0, 1], w(u1, v) 6= w(u2, v) for almost all
v ∈ [0, 1].
Essentially, the twin-free condition excludes the cases where two graphons
can be made identical by row and column permutations. For example, the
pair shown in Figure 1 are twin, and hence they are not identifiable.
The twin-free condition is necessary but not sufficient for identifying a
unique graphon when we marginalize a graphon Orbanz and Roy:
g(u)
def
=
∫ 1
0
w(u, v)dv.
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0 1
1 0
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w w′
Fig 1: Example of a pair of twin graphons: w and w′ are not identifiable if
we randomly permute their columns and rows.
For example, if we consider w and w′ in Figure 1, and a graphon w′′(u, v) =
1/2, then w′′ is twin-free but g(u) = g′(u) = g′′(u), where g, g′ and g′′ are
marginalizations of w, w′ and w′′, respectively.
The necessary and sufficient condition for a graphon to be identifiable is
to require strict monotonicity of degrees Bickel and Chen (2009); Yang et al.
(2014).
Condition 1 (Strict Monotonicity of Degree). A graphon w has a unique
representation if and only if there exists wcan such that
gcan(u)
def
=
∫ 1
0
wcan(u, v)dv
is strictly increasing (or decreasing). The graphon wcan is called the canon-
ical representation of w.
It is evident that the strict monotonicity condition implies twin-free, but
not vice versa. In addition, if we let U ∼ Uniform[0, 1], then strict mono-
tonicity implies that gcan(U) is absolutely continuous.
In the rest of the paper we assume that all graphons of interests satisfy
the strict monotonicity condition. For notational simplicity, we drop the
superscript (·)can, and denote w as the canonical representation.
3. Proposed SAS Algorithm. The intuition of the proposed SAS
algorithm is based on the following idea: As the size of a graph grows, the
(sorted) empirical degree should converge to the ideal (canonical) degree
distribution. Therefore, if we can sort the empirical degree of a given graph,
then by applying suitable smoothing algorithms we can find an estimate of
the canonical graphon.
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Fig 2: Illustration of the SAS algorithm. Given an observed graph G, we
first sort G using the empirical degrees to get Â. Then, a local histogram
Ĥ is computed and a total variation minimization is used to determine an
estimate ŵtv .
Following this intuition, we propose a two-stage algorithm. In the first
stage, we sort the rows and columns of G to obtain a sorted graph Â ac-
cording to the empirical degree. In the second stage, we compute a histogram
Ĥ of Â, and apply a total variation minimization to find an estimate ŵtv .
An illustration of the SAS algorithm is shown in Figure 2, and a pseudo
code is shown in Algorithm 1.
3.1. Stage 1: Sorting. The purpose of the sorting step is to rearrange the
observed graph G so that the rearranged empirical degrees are monotonically
increasing. To this end, we compute the empirical degree
(3.1) di
def
=
n∑
j=1
Gij ,
and define a permutation σ̂ such that dσ̂(1) < . . . < dσ̂(n). Then, we define a
rearranged graph
(3.2) Âij = Gσ̂(i)σ̂(j),
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Algorithm 1 Sort and Smooth (SAS) algorithm
Input: An n× n graph G.
Output: An n× n estimate of the graphon ŵest.
Step 1 - Sorting
Compute empirical degree distribution di =
∑n
j=1 Gij
Sort the degree distribution and determine the corresponding permutation σ̂.
Form a sorted graph Âij = Gσ̂(i)σ̂(j).
Step 2 - Smoothing
Compute histogram
Ĥij =
1
h2
h∑
i1=1
h∑
j1=1
Âih+i1,jh+j1 ,
for some binwidth h.
Solve total variation minimization
ŵ
tv = argmin
r̂
‖r̂‖TV , subject to ‖r̂ − Ĥ‖2 ≤ ε
for some parameter ε.
Output ŵest = ŵtv ⊗ 1h×h, where ⊗ denotes the Kronecker product.
where an example is shown in Figure 2.
It is important to note that since the permutation σ̂ is defined by the
empirical degrees, it could be different from the true permutation that de-
fines the canonical graphon according to the node arrangement. To dif-
ferentiate the empirical permutation σ̂ and the true permutation, we de-
fine σ as the oracle permutation that sorts the node labels (Ui) such that
Uσ(1) < . . . < Uσ(n). Correspondingly, we define the oracle ordered graph as
(3.3) Aij = Gσ(i)σ(j) .
3.2. Stage 2: Smoothing. Network Histogram Estimation
Once the graph is rearranged to have monotonically increasing degrees, the
graphon estimation problem becomes finding a smooth surface that best fits
(Âij). To this end, we consider a simplified version of the stochastic block-
model approximation Airoldi et al. (2013) which approximates the continu-
ous graphon using a piecewise constant function. More precisely, the stochas-
tic blockmodel approximation defines
Ĥij =
1
h2
h∑
i1=1
h∑
j1=1
Âih+i1,jh+j1,(3.4)
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and correspondingly
Hij =
1
h2
h∑
i1=1
h∑
j1=1
Aih+i1,jh+j1,(3.5)
for some parameter h > 0 denoting the size of each block.
Equations (3.4) and (3.5) indicate that the stochastic blockmodel approx-
imations (Ĥij) and (Hij) are the histograms of (Âij) and (Aij), respectively.
Since all function values in the same block are identical, the effective degrees
of freedom in (Ĥij) and (Hij) are k × k instead of n × n, where k = ⌊n/h⌋
is the number of blocks.
Total Variation Minimization
While the network histogram estimation step is consistent, the decay rate
of the error can be further improved by introducing a total variation mini-
mization step.
The total variation minimization step is based on a sparsity assumption of
the true graphon w. Analogous to natural images, we assume that graphons
are sparse in the gradients. Discretizing the continuous graphon w into a
k × k grid, the assumption suggests that w needs to have a small total
variation
(3.6) ‖w‖TV =
k∑
i=1
k∑
j=1
√(
∂w
∂x
)2
ij
+
(
∂w
∂y
)2
ij
,
where ∂w
∂x
and ∂w
∂y
denote the horizontal and vertical finite difference of w,
respectively.
Using the total variation concept, the refinement step can be posed as the
following minimization problem:
(3.7) ŵtv = argmin
r̂
‖r̂‖TV , subject to ‖r̂ − Ĥ‖2 ≤ ε,
where ‖ · ‖2 is the matrix Frobenius norm, and ε > 0 is a parameter that
controls the fidelity between the total variation solution r̂ and the histogram
Ĥ. To solve the minimization problem (3.7), we use the alternating direction
method of multipliers (ADMM) Chan et al. (2011).
We remark that the size of ŵtv is k× k. To ensure that the final estimate
have the same size as the true graphon, we define the final estimate as
(3.8) ŵest = ŵtv ⊗ 1h×h,
where 1h×h denotes an all 1 matrix of size h×h, and ⊗ denotes the Kronecker
product operator. Therefore, the final estimate ŵest has a size n× n.
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3.3. Complexity. The complexity of the SAS algorithm can be analyzed
by considering each step individually. In computing the empirical degree
distribution, O(n) additions are used. The sorting procedure, in general, re-
quires O(n log n) comparisons. Therefore, the complexity for sorting is about
O(n log n) multiplications plus O(n) additions. Next, for the histogram com-
putation, computing each value of the bin requires O(h2) additions, and
there are k2 = (n/h)2 bins. Thus a total of O(n2) additions are needed.
Finally, the total variation minimization is solved on a k × k array. Thus,
the complexity of the ADMM step is O(k2 log k2). (See Chan et al. (2011)
for discussions.) Combing these results we can show that the overall com-
plexity of the SAS algorithm is O(n log n + k2 log k2) multiplications plus
O(n2) additions.
4. Theoretical Properties of the SAS Algorithm. In this section
we discuss the statistical consistency of the proposed SAS algorithm.
Analyzing the consistency of the SAS algorithm is equivalent to deter-
mining an upper bound of the error
MSE
def
=
1
n2
E
[‖ŵest −w‖22]
=
1
n2
(
E
[
h2‖ŵtv −Hw‖22
]
+ E
[‖Hw ⊗ 1h×h − w‖22]
+ 2E
[
(ŵtv −Hw)T (Hw ⊗ 1h×h − w)
] )
,(4.1)
where Hw is the histogram approximation of w:
(4.2) Hwij =
1
h2
h∑
i1=1
h∑
j1=1
wih+i1,jh+j1.
Before we proceed, we note that the second expectation in (4.1) is a
classical result of approximating a continuous function by step functions.
The bound is given in the following Lemma.
Lemma 1 (Piecewise Constant Function Approximation). Let w ∈ [0, 1]n×n
be the true graphon and let Hw ∈ [0, 1]k×k be the histogram approximation
defined in (4.2). Then,
(4.3) ‖Hw ⊗ 1h×h − w‖22 ≤
C ′
k2
,
where C ′ is a constant independent of n.
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Therefore, it remains to find an upper bound of ‖ŵtv−Hw‖22. (The last ex-
pectation in (4.1) can be bounded using Cauchy’s inequality.) In the follow-
ing subsections, we discuss how each step of the SAS algorithm contributes
to this upper bound.
4.1. Consistency of empirical degree sorting. To establish the consis-
tency of the empirical degree sorting, we must first establish the relationship
between the oracle permutation (σ(i)) and the oracle degree (dσ(i)).
Lemma 2. Let σ(i) be the oracle permutation such that Uσ(1) < Uσ(2) <
. . . < Uσ(n). Let g(u) =
∫ 1
0 w(u, v)dv, and assume that there exists constants
L1 > 0 and L2 > 0 such that
(4.4) L2|x− y| ≤ |g(x) − g(y)| ≤ L1|x− y|,
for any 0 ≤ x ≤ 1 and 0 ≤ y ≤ 1. Then, the following result holds.
If
∣∣∣σ(i)n − σ(j)n ∣∣∣ < 16L1√ lognn , then
(4.5)
∣∣dσ(i) − dσ(j)∣∣ <√ log nn ,
with probability at least 1− 8e−
1
18L2
1
logn
.
Conversely, if (4.5) holds with probability at least 1− 8e−
1
18L21
logn
, then
(4.6)
∣∣∣∣σ(i)n − σ(j)n
∣∣∣∣ <
√
log n
n
[
1
3L1
+
1
3L1L2
+
1
L2
]
,
with probability at least 1− 40e−
1
18L21
logn
.
The interpretation of Lemma 2 is as follows. First, (4.4) is the two-sided
Lipschitz condition, with Lipschitz constants L1 and L2. The Lipschitz con-
dition enforces the degree distribution g(u) to be well-behaved so that there
is no abrupt transition for both g and g−1. Second, the forward statement
suggests that if the oracle ordered indices have bounded differences, then
correspondingly the empirical degrees should also have bounded differences.
Conversely, (B.4) suggests that if we can bound the difference in empirical
degrees, then the difference in the true positions should also be bounded.
As an immediate consequence of Lemma 2, we observe that for any fixed
i, if we choose j such that σ(j) = σ̂(i), then the converse of Lemma 2 implies
the following.
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Corollary 1. If
∣∣dσ(i) − dσ̂(i)∣∣ < √ lognn holds with probability at least
1− 8e−
1
18L21
logn
, then ∣∣∣∣σ(i)n − σ̂(i)n
∣∣∣∣ < C
√
log n
n
holds with probability at least 1− 40e−
1
18L2
1
logn
, where C = 13L1 +
1
3L1L2
+ 1
L2
is a constant independent of n.
Therefore, if the error
∣∣dσ(i) − dσ̂(i)∣∣ is small, then the error between σ(i)
and σ̂(i) will also be small.
4.2. Consistency of the histogram estimator. During the histogram esti-
mation step, the error associated with the empirical degree sorting is trans-
lated to the error between the empirical histogram Ĥ and the ideal histogram
H. This is reflected in the following lemma.
Lemma 3 (Bounds on ‖Ĥ − H‖2). Let w be the ground truth graphon
and assume that w is Lipschitz with constant L > 0. If H and Ĥ are defined
according to (3.5) and (3.4), respectively, then
E[‖Ĥ −H‖22] ≤
k4
n2
(
2 + 4C2L2
log n
n
)
+ k2
(
4C2L2
log n
n
)
,(4.7)
where C is a constant independent of n.
We also establish the relationship between H and the step approximation
Hw.
Lemma 4 (Bounds on ‖H − Hw‖2). Let Hw be the step function ap-
proximation of the graphon w and let H be the histogram defined as (3.5).
Then,
(4.8) E[‖H −Hw‖22] ≤
k4
n2
.
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4.3. Consistency of total variation smoothing. To analyze the total vari-
ation minimization step, we first observe that
(4.9) Ĥ = Hw + Ĥ −H︸ ︷︷ ︸
η
+H −Hw︸ ︷︷ ︸
ρ
.
Therefore, if we consider Hw as the desired function to be estimated, and
consider η and ρ as perturbations added to Hw, then Ĥ can be regarded
as a noisy observation of Hw. Consequently, by applying total variation
minimization to (4.9), we find a solution ŵtv that best fits (4.9) and has the
minimum total variation.
To characterize the solution of the total variation minimization problem,
we first define the s-sparsity of the gradient of a function Hw.
Definition 5. A function Hw ∈ [0, 1]k×k is s-sparse in gradient if its
gradient ∇Hw has at most s non-zero entries.
With this definition, we apply the following result in compressed sensing.
Lemma 5 (Needell and Ward Theorem A). If Ĥ = Hw + η + ρ with
ε2 = E[‖η + ρ‖22], then the solution ŵtv of
ŵtv = argmin
r̂
‖r̂‖TV subject to ‖r̂ − Ĥ‖2 ≤ ε,
satisfies the condition
‖ŵtv −Hw‖2 ≤ ‖∇H
w − (∇Hw)s‖1√
s
+ ε,
where (·)s denotes the function reconstructed from the s most significant
non-zero entries of the argument.
Lemma 5 indicates that the error ‖ŵtv −Hw‖2 is controlled by the per-
turbation ε and the sparse approximation error ‖∇Hw − (∇Hw)s‖1. Since
ε2 = E[‖η + ρ‖22], and η and ρ are defined according to (4.9), ε is upper
bounded by (4.7) and (4.8). For the sparse approximation error term, in
general ‖∇Hw − (∇Hw)s‖1 6= 0 because Hw is not necessarily s-sparse
in gradient. However, in practice, many real world networks are sparse (i.e.
number of edges are much fewer than number of nodes). Therefore, for prac-
tical consideration it is often reasonable to assume that Hw is s-sparse in
gradient and so ‖∇Hw − (∇Hw)s‖1 = 0.
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4.4. Overall consistency. In summary, the overall consistency is given by
the following theorem.
Theorem 3 (Consistency of SAS algorithm). Let w be the true graphon
with the following properties: (i) w is Lipschitz with constant L > 0; (ii)
g(u) =
∫ 1
0 w(u, v)dv is Lipschitz as defined in Lemma 2; (iii) H
w is s-sparse
in gradient. Then, the MSE of the SAS estimator satisfies
(4.10) MSE ≤ O
(
log n
n
)
,
and hence MSE → 0 as n → ∞ and k/n → 0, where k is the number of
blocks defined in (3.5).
5. Experimental results. After establishing the theoretical results,
we now present simulation results of the proposed SAS algorithm.
5.1. Simulations. The first experiment considers a number of graphons
listed in Table 1. The choices of these graphons are made to include both
low rank and high rank graphons, where the rank is measured numerically
using a 1000 × 1000 discretization of the continuous graphons. Among the
10 graphons listed in Table 1, we note that graphon no. 1 w(u, v) = uv
is a special case of the eigenmodel Hoff (2008), graphon no. 5 w(u, v) =
1/(1 + exp{−10(u2 + v2)}) is a variation of the logistic model presented in
Chatterjee, and graphon no. 6 w(u, v) = |u− v| is the latent distance model
Hoff et al. (2002). Other graphons are chosen to demonstrate the robustness
of the SAS algorithm.
ID w(u, v) rank(w)
1 uv 1
2 exp{−(u0.7 + v0.7)} 1
3 1
4
[
u2 + v2 + u1/2 + v1/2
]
2
4 1
2
(u+ v) 2
5 1
1+exp{−10(u2+v2)}
10
6 |u− v| 1000
7 1
1+exp{−(max(u,v)2+min(u,v)4)}
1000
8 exp{−max(u, v)3/4} 1000
9 exp{− 1
2
(
min(u, v) + u1/2 + v1/2
)
} 1000
10 log(1 + 0.5max(u, v)) 1000
Table 1
List of graphons for testing. The rank of w is estimated from a 1000× 1000 discretization
of the graphon.
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n = 200
ID SAS (Proposed) USVT Chatterjee SBA Airoldi et al. (2013)
1 6.59e-04 ± 5.18e-05 1.90e-03 ± 1.88e-04 2.77e-03 ± 1.60e-04
2 4.92e-04 ± 6.81e-05 2.18e-03 ± 1.95e-04 2.36e-03 ± 1.97e-04
3 6.95e-04 ± 7.52e-05 3.12e-03 ± 2.32e-04 5.08e-03 ± 2.26e-04
4 6.48e-04 ± 5.30e-05 3.51e-03 ± 1.93e-04 2.77e-03 ± 1.49e-04
5 9.74e-05 ± 2.76e-05 3.15e-03 ± 8.76e-19 3.13e-03 ± 3.31e-04
6 4.29e-02 ± 9.27e-05 8.91e-02 ± 1.23e-03 4.37e-02 ± 1.20e-04
7 4.81e-04 ± 7.50e-05 2.40e-03 ± 1.77e-04 2.71e-03 ± 2.09e-04
8 9.38e-04 ± 1.21e-04 6.27e-03 ± 1.58e-03 1.52e-03 ± 1.52e-04
9 6.50e-04 ± 7.73e-05 2.87e-03 ± 2.32e-04 3.96e-03 ± 3.25e-04
10 7.67e-04 ± 1.01e-04 4.74e-03 ± 6.25e-04 1.13e-03 ± 1.23e-04
Average 4.83e-03 ± 7.43e-05 1.19e-02 ± 4.65e-04 6.91e-03 ± 1.99e-04
n = 1000
ID SAS (Proposed) USVT Chatterjee SBA Airoldi et al. (2013)
1 8.56e-05 ± 3.42e-06 3.86e-04±1.70e-05 9.00e-04 ± 1.70e-05
2 7.12e-05 ± 5.92e-06 4.46e-04±1.84e-05 1.39e-03 ± 3.99e-05
3 9.60e-05 ± 5.78e-06 9.69e-04±2.67e-05 8.66e-04 ± 1.90e-05
4 7.82e-05 ± 5.17e-06 8.83e-04±2.47e-05 1.43e-03 ± 2.63e-05
5 1.09e-05 ± 1.66e-06 8.69e-05±7.03e-06 1.60e-03 ± 3.45e-05
6 4.19e-02 ± 9.58e-06 8.42e-02±1.70e-04 4.22e-02 ± 1.42e-05
7 8.48e-05 ± 7.47e-06 6.76e-04±1.81e-05 1.21e-03 ± 3.65e-05
8 1.73e-04 ± 1.30e-05 1.66e-03±4.56e-05 6.81e-04 ± 2.14e-05
9 1.02e-04 ± 5.15e-06 1.26e-03±3.01e-05 1.15e-03 ± 3.44e-05
10 1.37e-04 ± 1.02e-05 1.24e-03±3.30e-05 7.38e-04 ± 1.67e-05
Average 0.27e-03 ± 6.74e-06 9.18e-03±3.91e-05 5.22e-03±2.06e-05
Table 2
Mean squared error (average ± std. dev.) comparisons between theSAS algorithm, the
USVT algorithm Chatterjee, and the SBA algorithm Airoldi et al. (2013). MSEs are
averaged over 50 independent trials.
We compare the SAS algorithm with the universal singular value thresh-
olding (USVT) algorithm Chatterjee and the stochastic blockmodel approxi-
mation algorithm Airoldi et al. (2013). These two algorithms are the existing
methods that have provable consistency and are numerically efficient. How-
ever, since both of these two methods do not have a sorting step, we apply
the sorting step of the SAS algorithm prior to running the two algorithms.
For the choice of binwidth h, we set h = log n for the SAS algorithm, and
an oracle h that minimizes the MSE for the SBA algorithm (i.e., using the
ground truth).
The results of the experiment are shown in Table 2, where we report the
mean squared error (MSE) of the estimated graphons using the SAS algo-
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rithm, the USVT algorithm and the SBA algorithm. To reduce the random
fluctuations caused by independent realizations of the random graphs, we
average the MSE over 50 independent trials. Two cases of graph sizes are
considered: n = 200 and n = 1000. The results show that the SAS algorithm
in general outperforms the USVT algorithm and the SBA algorithm. Aver-
aged over the 10 testing graphons, we see that the SAS algorithm achieves
the lowest MSE among all three methods.
Figure 3 displays two examples of the estimated graphons. As shown
in the figure, we see that while the USVT algorithm returns a reasonable
estimate for graphon no.5 (which has a low rank), it returns a relatively
worse estimate for graphon no. 10 (which has a high rank). Looking at the
SBA algorithm, it is evident that using the oracle binwidth h, the average
MSE is lower than that of USVT. However, the SBA algorithm tends to
return a graphon with few communities. This is not favorable if the network
has non-block structures. In contrast, the SAS algorithm returns results with
lower MSE, and retains important features of the true graphons.
In Figure 4 we show the runtime comparison between the SAS algorithm
and the USVT algorithm. Both algorithms are implemented on an Intel
3.5GHz machine with 16GB RAM, Windows 7 / MATLAB R7.12.0 plat-
form. The runtime plot indicates that the SAS algorithm has a significantly
lower complexity than the USVT algorithm.
5.2. Real data analysis. As an application of the proposed SAS algo-
rithm, we consider the problem of estimating graphons from real-world net-
works. For this purpose, we consider the collaboration network of arXiv as-
tro physics (ca-AstroPh) and the who-trusts-whom network of Epinions.com
(soc-Epinions1) from Stanford Large Network Dataset Collection1. The ca-
AstroPh network is a symmetric binary graph consisting of 1.8× 104 nodes
and 3.9× 105 edges, whereas the soc-Epinions-1 network is an unsymmetri-
cal binary graph consisting of 7.5× 104 nodes and 5.1× 105 edges. For both
networks, we randomly permute the rows and columns to simulate the raw
data scenario where nodes are initially unordered.
Figure 5 shows the results of the SAS algorithm. For the ca-AstroPh
network, the graphon shows close collaborations among a group of people
concentrated around the top left corner of the graphon. It also shows a
number of small communities along the diagonal. For the soc-Epinions1
network, the graphon indicates that there are some influential nodes which
consistently interact among themselves. These can be seen from the repeated
patterns of the graphon.
1http://www.cise.ufl.edu/research/sparse/matrices/SNAP/
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SAS (Proposed) USVT SBA
(a) 1.09 × 10−5 (b) 8.69× 10−5 (c) 1.60 × 10−3
(d) 1.37 × 10−4 (e) 1.24× 10−3 (f) 7.38× 10−4
Fig 3: Comparisons between the SAS algorithm, the USVT algorithm
Chatterjee, and the SBA algorithm Airoldi et al. (2013). Numbers indicate
the mean squared error. (a)-(c): Graphon 5; (d)-(f): Graphon 10. SAS algo-
rithm uses h = log n. SBA algorithm uses an oracle h that minimizes the
MSE. In this example, we set n = 1000.
We remark that or the ca-AstroPh network (n = 1.8 × 104) and the
soc-Epinions-1 network (n = 7.5 × 104), the estimations are completed in
20 seconds and 170 seconds, respectively, on a PC using an unoptimized
MATLAB code. This provides a strong indication of the scalability of the
SAS algorithm to larger networks.
6. Conclusion. The Sorting-And-Smoothing (SAS) algorithm is a con-
sistent and efficient graphon estimation algorithm. The SAS algorithm con-
sists of two steps. In the first step, the observed graph is rearranged so that
the degrees are monotonically increasing. In the second step, a histogram es-
timation and a total variation minimization is applied to estimate a smooth
surface that best fits the observed data. The SAS algorithm is evaluated on
both simulation data and real network data. Our simulation results indicate
that the SAS algorithm outperforms the universal singular value thresh-
olding algorithm and the stochastic blockmodel approximation algorithm.
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Fig 4: Run time comparison between USVT Chatterjee and the SAS algo-
rithm (averaged over 10 graphons shown in Table 1).
Fig 5: Estimated graphons for real networks. Left: Collaboration network
of arXiv astro physics (ca-AstroPh) n = 1.8× 104. Right: who-trusts-whom
network of Epinions.com (soc-Epinions1) n = 7.5 × 104.
On large-scale real networks, the SAS algorithm returns consistent graphon
estimates.
Code. Available at: https://github.com/airoldilab/SAS
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APPENDIX A: TOTAL VARIATION MINIMIZATION
The purpose of this appendix is to provide a brief summary of the ADMM
algorithm used to solve the total variation minimization problem. For de-
tailed discussions, we refer the readers to Chan et al. (2011).
The problem of interest is the following minimization problem:
(A.1) ŵtv = argmin
r̂
‖r̂‖TV , subject to ‖r̂ − Ĥ‖22 ≤ ε.
To solve this minimization problem, we consider an equivalent unconstrained
problem
(A.2) ŵtv = argmin
r̂
µ
2
‖r̂ − Ĥ‖22 + ‖r̂‖TV ,
for some parameter µ. It can be shown that for any fixed ε, there exists
µ such that the solutions of (A.1) and (A.2) coincides. Thus, it suffices to
solve (A.2).
In (A.2), the total variation norm is defined as
‖r̂‖TV = ‖D r̂‖∗,
where D : Rk×k → R2k×k consists of the horizontal and vertical finite differ-
ence operators:
Dr̂ =
[
Dxr̂
Dyr̂
]
,
where
Dxr̂ =
{
r̂i+1,j − r̂i,j, i = 1, . . . , k − 1,
r̂1,j − r̂k,j i = k,
Dyr̂ =
{
r̂i,j+1 − r̂i,j, j = 1, . . . , k − 1,
r̂i,1 − r̂i,k j = k,
and ‖ · ‖∗ is the norm defined as∥∥∥∥[z1z2
]∥∥∥∥
∗
=
k∑
i=1
k∑
j=1
√
(z1)2ij + (z2)
2
ij .
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Using the definition of the total variation norm, (A.2) can be written as
(A.3) ŵtv = argmin
r̂
µ
2
‖r̂ − Ĥ‖22 + ‖Dr̂‖∗.
The difficulty in solving (A.3) is that the quadratic term ‖r̂ − Ĥ‖22 is
differentiable whereas the total variation term ‖Dr̂‖∗ is not differentiable.
In order to split the two terms, we introduce an auxiliary variable û and
consider an equivalent constrained problem
(A.4) ŵtv = argmin
r̂,û
µ
2
‖r̂ − Ĥ‖22 + ‖û‖∗, subject to û = Dr̂.
Since the constraint û = Dr̂ must be satisfied at the optimal point, the
solution of (A.4) is the same as the solution of (A.3).
The idea of the ADMM algorithm is to consider the augmented La-
grangian function of (A.4), which is defined as
L(r̂, û, ẑ) = argmin
r̂,û
µ
2
‖r̂ − Ĥ‖22 + ‖û‖∗ − ẑT (û−Dr̂) +
ρ
2
‖û−Dr̂‖22,
where ẑ ∈ R2k×1 is the Lagrange multiplier associated with the constraint
û = Dr̂, and ρ2‖û−Dr̂‖22 is a quadratic penalty.
An important fact of the ADMM algorithm is that the optimum point of
(A.4) is also the saddle point of L, which can be determined iteratively by
solving the following subproblems, with the k-th iteration as
r̂k+1 = argmin
r̂
L(r̂, ûk, ẑk) = (µ+ ρDTD)−1(µH + ρDT ûk −DT ẑk),
(A.5)
ûk+1 = argmin
û
L(r̂k+1, û, ẑk) = max
{
v̂k − 1
ρ
, 0
}
·
[
v̂
(1)
k
v̂
(2)
k
]
· /v̂k,
(A.6)
ẑk+1 = argmax
ẑ
L(r̂k+1, ûk+1, ẑ) = ẑk − ρ(ûk+1 −Dr̂k+1),
(A.7)
where [
v̂
(1)
k
v̂
(2)
k
]
= Dr̂k +
1
ρ
ẑk and v̂k =
√
(v̂
(1)
k )
2 + (v̂
(2)
k )
2.
The minimization problems (A.5), (A.6) and (A.7) are known as the r̂-
, û-, and ẑ-subproblems, respectively. To solve the r̂-subproblem, we note
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that the operator D is a block-circulant matrix. Therefore, the Fourier trans-
form matrix F can be used to diagonalize DTD as DTD = FSFH , where
S is the eigenvalue matrix. Consequently, the inverse (µ + ρDTD)−1 can
be efficiently executed using the fast Fourier transform operations. The û-
subproblem argminL(r̂k+1, ·, ẑk) involves solving a sum of separable single-
variable problems of which the solution is given by (A.6). (A.6) is also known
as the shrinkage solution, and the operations “/” and “·” are elementwise
operations. The ẑ-subproblem can be interpreted as the steepest ascent of
L along the ẑ direction.
The overall complexity of the ADMM algorithm is upper bounded by the
r̂-subproblem where a 2-dimensional fast Fourier transform is involved. Since
the fast Fourier transform has a complexity of k2 log k2, the complexity of
the ADMM algorithm is O(k2 log k2).
APPENDIX B: PROOFS
B.1. Proof of Lemma 1. We first prove the forward direction. Sup-
pose that
∣∣∣σ(i)n − σ(j)n ∣∣∣ < δ for some δ > 0. Then,
P
(∣∣Uσ(i) − Uσ(j)∣∣ > 3δ)
≤ P
(∣∣∣∣Uσ(i) − σ(i)n
∣∣∣∣+ ∣∣∣∣Uσ(j) − σ(j)n
∣∣∣∣+ ∣∣∣∣σ(i)n − σ(j)n
∣∣∣∣ > 3δ)
≤ P
(∣∣∣∣Uσ(i) − σ(i)n
∣∣∣∣+ ∣∣∣∣Uσ(j) − σ(j)n
∣∣∣∣ > 2δ)
≤ P
(∣∣∣∣Uσ(i) − σ(i)n
∣∣∣∣ > δ)+ P(∣∣∣∣Uσ(j) − σ(j)n
∣∣∣∣ > δ)
(a)
≤ 2 exp{−2nδ2}+ 2exp{−2nδ2}
= 4exp{−2nδ2},
where (a) is due to Dvoretzky. Consequently,
P
(∣∣g(Uσ(i))− g(Uσ(j))∣∣ > 3L1δ) (b)≤ P (∣∣Uσ(i) − Uσ(j)∣∣ > 3δ) ≤ 4 exp{−2nδ2},
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where (b) is due to Lipschitz. Therefore,
P
(∣∣dσ(i) − dσ(j)∣∣ > 6L1δ ∣∣∣ Uσ(i), Uσ(j))
≤ P
( ∣∣dσ(i) − g(Uσ(i))∣∣+ ∣∣dσ(j) − g(Uσ(j))∣∣
+
∣∣g(Uσ(i))− g(Uσ(j))∣∣ > 6L1δ ∣∣∣ Uσ(i), Uσ(j))
(c)
≤p P
(∣∣dσ(i) − g(Uσ(i))∣∣+ ∣∣dσ(j) − g(Uσ(j))∣∣ > 3L1δ ∣∣∣ Uσ(i), Uσ(j))
≤ 2P
(∣∣dσ(i) − g(Uσ(i))∣∣ > 32L1δ ∣∣∣ Uσ(i), Uσ(j)
)
(d)
≤ 4 exp
{
−2n2
(
3
2
L1δ
)2}
= 4exp
{
−9
2
n2L21δ
2
}
.
Here, (d) is due to Hoeffding. The inequality in (c) holds with probability
at least 1− 4 exp{−2nδ2}. Letting two events
E1 =
{∣∣dσ(i) − dσ(j)∣∣ > 6L1δ ∣∣∣ Uσ(i), Uσ(j)}
E2 =
{∣∣g(Uσ(i))− g(Uσ(j))∣∣ < 3L1δ} ,
and using the fact that
P (E1) = P (E1 ∩ E2) + P (E1 ∩ Ec2)
≤ P (E1 ∩ E2) + P (Ec2) ,
then we have
P
(∣∣dσ(i) − dσ(j)∣∣ > 6L1δ ∣∣∣ Uσ(i), Uσ(j))
≤ 4 exp
{
−9
2
n2L21δ
2
}
+ 4exp{−2nδ2} ≤ 8 exp{−2nδ2},
when n > 4
9L21
. Putting δ = 16L1
√
logn
n
, we have
P
(∣∣dσ(i) − dσ(j)∣∣ >√ log nn ∣∣∣ Uσ(i), Uσ(j)
)
≤ 8e−
1
18L2
1
logn
.
We next prove the converse. First, by inverse Lipschitz we have∣∣∣∣σ(i)n − σ(j)n
∣∣∣∣ ≤ ∣∣∣∣σ(i)n − Uσ(i)
∣∣∣∣+ ∣∣∣∣σ(j)n − Uσ(j)
∣∣∣∣+ ∣∣Uσ(i) − Uσ(j)∣∣
≤
∣∣∣∣σ(i)n − Uσ(i)
∣∣∣∣+ ∣∣∣∣σ(j)n − Uσ(j)
∣∣∣∣+ 1L2 ∣∣g(Uσ(i))− g(Uσ(j))∣∣ .(B.1)
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By Dvoretzky, we have P
(∣∣∣σ(i)n − Uσ(i)∣∣∣ > η) ≤ 2 exp{−2nη2} for any η > 0.
Putting η =
√
1
2n log
(
2
α
)
, then P
(∣∣∣σ(i)n − Uσ(i)∣∣∣ >√ 12n log ( 2α)) ≤ α. That
is, ∣∣∣∣σ(i)n − Uσ(i)
∣∣∣∣ ≤
√
1
2n
log
(
2
α
)
(B.2)
with probability at least 1− α.
Next, we note that∣∣g(Uσ(i))− g(Uσ(j))∣∣ ≤ ∣∣g(Uσ(i))− dσ(i)∣∣+ ∣∣g(Uσ(j))− dσ(j)∣∣+ ∣∣dσ(i) − dσ(j)∣∣ .
By Hoeffding, we know P
(∣∣g(Uσ(i))− dσ(i)∣∣ > δ) ≤ 2 exp{−2n2δ} for any
δ > 0. Putting δ =
√
1
2n2
log
(
2
α
)
, then
∣∣g(Uσ(i))− dσ(i)∣∣ ≤
√
1
2n2
log
(
2
α
)
,(B.3)
with probability at least 1− α.
Substituting (B.2), (B.3) and that
∣∣dσ(i) − dσ(j)∣∣ < ǫ with probability at
least 1− α into (B.1), we have∣∣∣∣σ(i)n − σ(j)n
∣∣∣∣ ≤ 2
√
1
2n
log
(
2
α
)
+
2
L2
√
1
2n2
log
(
2
α
)
+
ǫ
L2
,(B.4)
which holds with probability at least (1− α)5.
Putting α = 8e
− 1
18L2
1
logn
, ǫ =
√
logn
n
, and using the fact that
log
(
2
α
)
= log
(
1
4
)
+
log n
18L21
≤ log n
18L21
,
we have ∣∣∣∣σ(i)n − σ(j)n
∣∣∣∣ ≤
√
log n
n
(
1
3L1
+
1
3L1L2
√
n
+
1
L2
)
,
with probability at least (1− 8e−
1
18L2
1
logn
)5 ≈ 1− 40e−
1
18L2
1
logn
for large n.
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B.2. Proof of Lemma 2. For clarity and notational simplicity we
prove a continuous version of the lemma. First, we define wstep : [0, 1]2 →
[0, 1] as the continuous version of Hw ⊗ 1h×h. That is, we equally parti-
tion [0, 1] into k sub-intervals with width h/n. Then, for any (x, y) in the
(i, j)th sub-interval [i(h/n), (i + 1)(h/n)] × [j(h/n), (j + 1)(h/n)], we let
wstep(x, y) = Hwi,j.
By assumption that w is smooth, there exists ζi ∈
[
i−1
k
, i
k
]
and ξj ∈[
j−1
k
, j
k
]
such that wstep(u, v) = w(ζi, ξj), for u ∈
[
i−1
k
, i
k
]
, and v ∈
[
j−1
k
, j
k
]
.
Therefore, the approximation error is bounded as
‖w − wstep‖22 =
k∑
i=1
k∑
j=1
∫ i
k
i−1
k
∫ j
k
j−1
k
(
w(u, v) − wstep(u, v))2 dvdu
=
k∑
i=1
k∑
j=1
∫ i
k
i−1
k
∫ j
k
j−1
k
(
w(u, v) − wstep(ζi, ξj)
)2
dvdu
≤
(
1
k2
)2 k∑
i=1
k∑
j=1
∫ i
k
i−1
k
∫ j
k
j−1
k
sup
u ∈ [ i−1
k
, i
k
]
v ∈ [ j−1
k
, j
k
]
|∇w(u, v)|2 dvdu
≤ 1
k2
sup
u∈[0,1],v∈[0,1]
|∇w(u, v)|2 .
Therefore,
‖w − wstep‖2 ≤ 1
k
sup
u,v∈[0,1]
|∇w(u, v)| .(B.5)
B.3. Proof of Lemma 3. First, by definition of Ĥ and H, we have
E[‖Ĥ −H‖22] = E
 k∑
i=1
k∑
j=1
 1
h2
h∑
i1=1
h∑
j1=1
(
Âih+i1,jh+j1 −Aih+i1,jh+j1
)2 .
(B.6)
To evaluate (B.6), it is clear that we have to estimate
E
[
(Âij −Aij)2
]
and E
[
Âij −Aij
]
for all i, j = 1, . . . , k. Let wij be the true graphon and
ŵij = w(Uσ̂(i), Uσ̂(j))
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be the empirical graphon ordered by σ̂(1), . . . , σ̂(n). Then it holds that
E
[
(Âij −Aij)2
]
= E[(Âij − ŵij)2 + (Aij − wij)2 + (wij − ŵij)2],(B.7)
because E[Âij] = ŵij and E[Aij ] = wij .
To bound (B.7), we first show that
E[(Âij − ŵij)2] = Var[Âij ] ≤ 1,(B.8)
E[(Aij − wij)2] = Var[Aij ] ≤ 1.(B.9)
Next, we bound the term (wij − ŵij)2 as
(wij − ŵij)2 (a)=
[
w(Uσ(i), Uσ(j))− w(Uσ̂(i), Uσ̂(j))
]2
(b)
≤ [L (|Uσ(i) − Uσ̂(i)|+ |Uσ(j) − Uσ̂(j)|)]2
(c)
≤ 4C2L2 log n
n
,(B.10)
where C = 13L1+
1
3L1L2
+ 1
L2
. Here, in (a) we write wij = w(Uσ(i), Uσ(j)). Since
w is the true graphon, the permutation σ is the identity operator: σ(i) = i
for all i. The inequality in (b) holds because of the Lipschitz condition on w.
The inequality in (c) is due to (B.4). Substituting (B.8), (B.9) and (B.10)
into (B.7) yields
(B.11) E
[
(Âij −Aij)2
]
≤ 2 + 4C2L2 log n
n
.
Similarly, E
[
Âij −Aij
]
can be bounded as
E
[
Âij −Aij
]
≤ E
[
Âij − ŵij
]
+ E [wij −Aij ] + |ŵij −wij |
≤ 2CL
√
log n
n
.(B.12)
Going back to (B.6), we can show that
E
 k∑
i=1
k∑
j=1
 1
h2
h∑
i1=1
h∑
j1=1
(
Âih+i1,jh+j1 −Aih+i1,jh+j1
)2
≤
k∑
i=1
k∑
j=1
1
h4
h2(2 + 4C2L2 log n
n
)
+
h2(h2 − 1)
2
(
2CL
√
log n
n
)2
≤ k
2
h2
(
2 + 4C2L2
log n
n
)
+ k2
(
2C2L2
log n
n
)
.
26 CHAN & AIROLDI
Substituting n = kh, we have
(B.13) E[‖Ĥ −H‖22] ≤
k4
n2
(
2 + 4C2L2
log n
n
)
+ k2
(
4C2L2
log n
n
)
.
B.4. Proof of Lemma 4. By definitions of Hij and H
w
ij , it holds that
E[Hij] = E
 1
h2
h∑
i1=1
h∑
j1=1
Aih+i1,jh+j1
 = 1
h2
h∑
i1=1
h∑
j1=1
E [Aih+i1,jh+j1]
=
1
h2
h∑
i1=1
h∑
j1=1
wih+i1,jh+j1 = H
w
ij .
Consequently, we can show that
E
[
(Hij −Hwij )2
]
= E
[
(Hij)
2
]− (Hwij)2,
and hence
E
[
H2ij
]
=
1
h4
( h∑
i1=1
h∑
j1=1
∑
i2 6=i1
∑
j2 6=j1
E [Aih+i1,jh+j1Aih+i2,jh+j2]
+
h∑
i1=1
h∑
j1=1
E
[
A2ih+i1,jh+j1
] )
=
1
h4
( h∑
i1=1
h∑
j1=1
∑
i2 6=i1
∑
j2 6=j1
wih+i1,jh+j1wih+i2,jh+j2
+
h∑
i1=1
h∑
j1=1
wih+i1,jh+j1
)
= (Hwij )
2 +
1
h4
h∑
i1=1
h∑
j1=1
wih+i1,jh+j1(1−wih+i1,jh+j1)
≤ (Hwij )2 +
1
h2
.
Therefore,
E[‖H −Hw‖22] =
k∑
i=1
k∑
j=1
E[(Hij −Hwij )2] ≤
k2
h2
=
k4
n2
.
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B.5. Proof of Theorem 3. By the definition of MSE, we have
MSE
def
=
1
n2
E[‖ŵest − w‖22](B.14)
=
1
n2
(
E[h2‖ŵtv −Hw‖22] + E[‖Hw ⊗ 1h×h − w‖22]
+ 2E[(ŵtv −Hw)T (Hw ⊗ 1h×h − w)]
)
.
The first term above can be bounded by Lemma 5:
‖ŵtv −Hw‖22 ≤ ε2,
because by assumption ‖∇Hw − (∇Hw)s‖1 = 0. Now, ε can further be
bounded by Lemma 3 and Lemma 4:
ε2
def
= E[‖η + ρ‖22]
(a)
= E[‖Ĥ −H‖22] + E[‖H −Hw‖2ℓ2 ],
≤ k
4
n2
(
2 + 4C2L2
log n
n
)
+ k2
(
4C2L2
log n
n
)
+
k4
n2
,(B.15)
where in (a) we used the fact that E[Hij] = H
w
ij so that E[ρ] = 0. Therefore,
1
n2
E
[
h2‖ŵtv −Hw‖22
]
=
k2
n2
(
2 + 4C2L2
log n
n
)
+
(
4C2L2
log n
n
)
+
k2
n2
→ 0
as n→∞ and k/n→ 0.
The second term in (B.14) can be bounded by Lemma 2, which gives
1
n2
‖Hw ⊗ 1h×h − w‖22 ≤
C ′
k2n2
→ 0(B.16)
as n→∞, where C ′ = sup |∇w|2.
Substituting (B.15) and (B.16) into (B.14) completes the proof.
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