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Abstract
A synaptic algebra is a common generalization of several ordered
algebraic structures based on algebras of self-adjoint operators, includ-
ing the self-adjoint part of an AW∗-algebra. In this paper we prove
that a synaptic algebra A has the monotone square root property, i.e.,
if 0 ≤ a, b ∈ A, then a ≤ b⇒ a1/2 ≤ b1/2.
KeyWords: synaptic algebra, order-unit norm, monotone square root prop-
erty, commutative set, C-block, state.
AMS Classification 47B15 (81P10)
1 Introduction
Synaptic algebras, which are generalizations of the self-adjoint part of an
AW∗-algebra and of a Rickart C∗-algebra, were introduced in [3] and further
studied in [4, 6, 7, 8, 9, 10, 11, 18]. For additional examples of synaptic
algebras, see the cited references. Synaptic algebras provide natural repre-
sentations for notions such as observables and states featured in the study of
the mathematical foundations of quantum mechanics [12].
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Each synaptic algebra A is a partially ordered real linear subspace of a
corresponding real linear associative algebra R with unit element 1. The
algebra R is called the enveloping algebra of A, and it is assumed that 1 ∈ A
and that A is an order-unit normed space with order unit 1 [1, pp. 67–69].
The positive cone in A is denoted by A+ = {a ∈ A : 0 ≤ a}.
We assume in what follows that A is a synaptic algebra with enveloping
algebra R [3, Definition 1.1]. To avoid trivialities, we assume that 1 6= 0,
which enables us to identify each λ ∈ R (the ordered field of real numbers)
with the element λ1 ∈ A. Also in what follows, the notation ‘iff’ abbreviates
‘if and only if’ and ‘:=’ means ‘equals by definition.’
Let a, b ∈ A. Then it is understood that the product ab is calculated in
the enveloping algebra R and that it may or may not belong to A. But if a
commutes with b, in symbols aCb, then ab = ba ∈ A. In particular, a2 ∈ A,
and A+ = {a2 : a ∈ A}.
If a ∈ A+, there exists a unique a1/2 ∈ A+—the square root of a—
such that (a1/2)2 = a. The absolute value of a is denoted and defined by
|a| := (a2)1/2. Clearly, a ∈ A+ iff a = |a|.
Our purpose in this paper is to prove that A has the following monotone
square root (MSR) property :
If a, b ∈ A+ and a ≤ b, then a1/2 ≤ b1/2.
We note that, by [15, Proposition 4.2.8], the self-adjoint part of a C∗-algebra
has the MSR property. The MSR property plays an important role, for
instance, in the study of vector lattices in operator algebras [11, 19].
1.1 Remark. According to [11, Lemma 3.3], if a, b ∈ A+ and aCb, then
a ≤ b⇔ a1/2 ≤ b1/2. Thus the MSR property holds in the special case when
the elements involved commute.
2 Preliminaries
In this section we attend to some definitions, notation, and facts that will be
needed for our proof that A has the MSR property (Section 4 below).
The order-unit norm of a ∈ A is denoted and defined by
‖a‖ := inf{0 < λ ∈ R : −λ ≤ a ≤ λ}.
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(Recall that λ is identified with λ1.) In what follows, limits calculated in A
are understood to be limits with respect to the norm ‖ · ‖. We shall need the
properties of the norm as per the following lemma.
2.1 Lemma. Let a, b ∈ A+. Then: (i) a ≤ b ⇒ ‖a‖ ≤ ‖b‖. (ii) ‖a1/2‖ =
‖a‖1/2. (iii) A+ is norm closed.
Proof. Part (i) follows from [13, Proposition 7.12 (c)], (ii) is a consequence
of [3, Lemma 1.7 (ii)], and (iii) follows from [3, Theorem 4.7 (iii)].
If a, b ∈ A, then aba ∈ A and the quadratic mapping b 7→ aba is both
linear and order preserving on A [3, Theorem 4.2].
An idempotent element p = p2 ∈ A is called a projection and the set of
all projections in A is denoted by P . Partially ordered by the restriction of
the partial order on A, it turns out that P is an orthomodular lattice (OML)
with p 7→ p⊥ := 1− p as the orthocomplementation [3, §5].
An element a ∈ A is invertible iff a has a (necessarily unique) inverse
a−1 ∈ A such that aa−1 = a−1a = 1.
2.2 Lemma. Let a, b ∈ A. Then:
(i) a is invertible iff there exists 0 < ǫ ∈ R such that ǫ ≤ |a|.
(ii) If 0 ≤ a and a is invertible, then 0 ≤ a−1 and a1/2 is invertible.
(iii) If 0 ≤ a ≤ b and a is invertible, then b is invertible and 0 ≤ b−1 ≤ a−1.
Proof. (i) holds by [3, Lemma 7.2]. To prove (ii), assume that 0 ≤ a. Then
0 ≤ a−1 by [3, Lemma 7.1]. Also, by (i), there exists 0 < ǫ ∈ R with
ǫ ≤ a, and since ǫCa, it follows from Remark 1.1 that ǫ1/2 ≤ a1/2, so a1/2 is
invertible.
(iii) In our proof of part (iii), we use properties of quadratic mappings
and we also use the fact that if e ∈ A and 0 ≤ e ≤ 1, then 0 ≤ e2 ≤ e [3,
Lemma 2.5 (i)]. So assume that 0 ≤ a ≤ b and a is invertible. Then b and b1/2
are invertible by (i) and (ii), whence 0 ≤ b−1/2ab−1/2 ≤ b−1/2bb−1/2 = 1, and
therefore 0 ≤ (b−1/2ab−1/2)2 = b−1/2ab−1ab−1/2 ≤ b−1/2ab−1/2. Multiplying
the latter inequality on both sides, first by b1/2, then by a−1, we obtain
b−1 ≤ a−1.
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Let a ∈ A and B ⊆ A. We define C(a) := {b ∈ A : aCb}, C(B) :=⋂
b∈B C(b), and CC(B) := C(C(B)). The subset B of A is said to be com-
mutative iff a, b ∈ B ⇒ aCb, i.e., iff B ⊆ C(B). If B is commutative, then so
is CC(B) and B ⊆ CC(B). A C-block in A is defined to be a maximal com-
mutative subset of A [5, §5]. Evidently, B is a C-block in A iff B = C(B) and
by Zorn’s lemma, any commutative subset of A, in particular any singleton
set {a}, can be extended to a C-block.
Suppose that B ⊆ A is a C-block. Then B is closed under the formation
of square roots and inverses, B is a so-called sub-synaptic algebra of A [4,
Definition 2.6], and B is a commutative synaptic algebra in its own right [4,
Theorem 2.7].
If A is a commutative synaptic algebra, then A is a commutative, as-
sociative, partially ordered, Archimedean, real linear algebra with a unity
element 1 that is an order unit; it is a normed linear algebra under the order-
unit norm; and it may be regarded as its own enveloping algebra. By [11,
Theorem 5.11], A is commutative iff A is a vector lattice iff the OML P is a
Boolean algebra. For a commutative synaptic algebra, we have the following
functional representation theorem [4, Theorem 4.1].
2.3 Theorem. Suppose that the synaptic algebra A is commutative, let X
be the Stone space of the Boolean algebra P , and denote by C(X,R) the
partially ordered commutative Banach algebra, with pointwise operations and
partial order and with the supremum (or uniform) norm, of all continuous
real-valued functions on X. Then there is a subalgebra F of C(X,R) such
that:
(i) The Boolean algebra P (X,R) ⊆ C(X,R) of all characteristic set func-
tions of compact open subsets of X is contained in F .
(ii) F is a commutative synaptic algebra with unit 1 (the constant function
x 7→ 1) under the operations and partial order inherited from C(X,R),
and the order-unit norm on F is the supremum norm.
(iii) There exists a synaptic isomorphism ([4, Definition 2.9]) Ψ: A→ F of
A onto F such that the restriction of Ψ to P is the Boolean isomorphism
of P onto P (X,R) corresponding to Stone’s representation theorem.
Since the synaptic algebra A is an order-unit space, the following defini-
tion [1, p. 72] applies.
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2.4 Definition. A state on A is a linear functional ω : A→ R such that (1)
ω is positive, i.e., a ∈ A+ ⇒ 0 ≤ ω(a) and (2) ω(1) = 1. The set of all states
on A, called the state space of A, is denoted by S(A).
See [1, Proposition II.1.7] and [1, Corollary II.1.5] for a proof of the next
theorem.
2.5 Theorem. Let a ∈ A and let ρ : A → R be a nonzero linear functional
on A. Then:
(i) a ∈ A+ iff 0 ≤ ω(a) for all ω ∈ S(A).
(ii) ‖a‖ = sup{|ω(a)| : ω ∈ S(A)}.
(iii) ρ is positive iff it is bounded with ‖ρ‖ = ρ(1).
(iv) ρ ∈ S(A) iff ‖ρ‖ = ρ(1) = 1.
As a consequence of parts (i) and (ii) of Theorem 2.5, the states on A deter-
mine both the partial order ≤ and the norm ‖ · ‖ on A.
3 A sufficient condition for the MSR
property
In this section we prove that if the MSR property holds for the special case
in which the elements involved are invertible, then A has the MSR property
(Theorem 3.2 below).
3.1 Lemma. If a ∈ A+ and n = 1, 2, 3, ..., then: (i) a + 1/n ∈ A+. (ii)
a+ 1/n is invertible. (iii) limn→∞(a+ 1/n)
1/2 = a1/2.
Proof. Assume that a ∈ A+ and that n is a positive integer. Obviously, (i)
holds, and as 1/n ≤ a+1/n, (ii) follows from Lemma 2.2 (i). Also, by Remark
1.1, (1/n)1/2 ≤ (a + 1/n)1/2 ≤ (a + 1/n)1/2 + a1/2, hence (a + 1/n)1/2 + a1/2
is also invertible. Thus,
(a+1/n)1/2−a1/2 = [(a+1/n)1/2−a1/2][(a+1/n)1/2+a1/2][(a+1/n)1/2+a1/2]−1
= [a+ 1/n− a][(a + 1/n)1/2 + a1/2]−1 = (1/n)[(a+ 1/n)1/2 + a1/2]−1. (1)
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Furthermore, as a ≤ a + 1/n, it follows from Remark 1.1 that, in (1), 0 ≤
(a+ 1/n)1/2 − a1/2. Again by Remark 1.1, we have (a+ 1)1/2 ≤ (na + 1)1/2,
so
0 ≤ (1/n1/2)(a+ 1)1/2 ≤ (1/n)1/2(na + 1)1/2 = [(na+ 1)/n]1/2
= (a+ 1/n)1/2 ≤ (a+ 1/n)1/2 + a1/2,
whence by Lemma 2.2 (iii),
0 ≤ [(a+ 1/n)1/2 + a1/2]−1 ≤ [(1/n1/2)(a + 1)1/2]−1 = n1/2(a+ 1)−1/2,
and therefore
0 ≤ (1/n)[(a+ 1/n)1/2 + a1/2]−1 ≤ (1/n1/2)(a+ 1)−1/2. (2)
Combining (1) and (2), we find that
0 ≤ (a + 1/n)1/2 − a1/2 ≤ (1/n1/2)(a+ 1)−1/2. (3)
By (3) and Lemma 2.1 (i), we infer that
‖(a+ 1/n)1/2 − a1/2‖ ≤ (1/n1/2)‖(a+ 1)−1/2‖, (4)
from which (iii) follows.
3.2 Theorem. Suppose that, whenever a, b ∈ A+, both a and b are invertible,
and a ≤ b, then a1/2 ≤ b1/2. Then A has the MSR property.
Proof. Assume the hypothesis of the theorem, suppose that a, b ∈ A+ with
a ≤ b, and let n be a positive integer. Then a+1/n, b+1/n ∈ A+ and both
are invertible by Lemma 3.1 (i) and (ii). Clearly, a+ 1/n ≤ b+ 1/n, whence
(b+ 1/n)1/2 − (a+ 1/n)1/2 ∈ A+ by our hypothesis, and by Lemmas 3.1 (iii)
and 2.1 (iii) we have
b1/2 − a1/2 = lim
n→∞
(
(b+ 1/n)1/2 − (a + 1/n)1/2
)
∈ A+,
whereupon a1/2 ≤ b1/2.
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4 Proof of the MSR property
4.1 Lemma. Let B be a C-block in A, suppose that ω ∈ S(A), let ω0 be
the restriction of ω to the commutative synaptic algebra B, and let X be the
Stone space of the Boolean algebra P ∩B of projections in B. Then:
(i) There exists a subalgebra F of the commutative Banach algebra C(X,R)
such that F is a commutative synaptic algebra, and there is a synaptic
isomorphism Ψ: B → F of B onto F .
(ii) ω0 ◦ Ψ
−1 ∈ S(F ) and ω0 ◦ Ψ
−1 can be extended to a bounded positive
linear functional ωˆ on C(X,R) with preservation of norm.
(iii) There is a Borel measure mω on X such that
ω(Ψ−1(f)) =
∫
X
f(x) dmω(x) for all f ∈ F.
(iv) Suppose that 0 ≤ a ∈ B, a is invertible, f := Ψ(a) ∈ F , and 0 ≤ λ ∈ R.
Then λ+ a is invertible in B, λ+ f is invertible in F , and
ω
(
a(λ+ a)−1
)
=
∫
X
f(x)
λ+ f(x)
dmω(x).
Proof. (i) Part (i) follows from Theorem 2.3.
(ii) Clearly ω0 ∈ S(B), and it follows that ω0 ◦ Ψ
−1 ∈ S(F ). The exis-
tence of an extension of ω0 ◦Ψ
−1 to a bounded linear functional ωˆ with the
same norm on C(X,R) follows from the Hahn-Banach extension theorem [15,
Theorem 1.6.1]. Thus ωˆ(1) = (ω0 ◦ Ψ
−1)(1) = ‖ω0 ◦ Ψ
−1‖ = ‖ωˆ‖, and by
Theorem 2.5 (iv), ωˆ is positive.
(iii) By the Riesz representation theorem [14, p. 247, Theorem D],
there is a Borel measure mω on X such that, for all f ∈ C(X,R), ωˆ(f) =∫
X
f(x)dmω(x), from which ω(Ψ
−1(f)) =
∫
X
f(x)dmω(x) follows.
(iv) Assume the hypotheses of (iv). As 0 ≤ a ≤ λ+a ∈ B, it follows from
Lemma 2.2 that λ+ a is invertible in B, and since Ψ: B → F is a synaptic
isomorphism, Ψ(λ + a) = λ + f is invertible in F . The integral formula in
(iv) then follows upon replacing f in (iii) by f
λ+f
.
The integral formula for the square root in the proof of the next theorem
is suggested by [2, (V.5) p.116].
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4.2 Theorem. There exists a positive σ-finite Borel measure µ on (0,∞) ⊆
R such that, for every invertible element a ∈ A+ and every state ω ∈ S(A),
ω(a1/2) =
∫
∞
0
ω
(
a(λ+ a)−1
)
dµ(λ).
Proof. Suppose that 0 < t ∈ R. By the substitution λ = tz2 with 0 ≤ z, we
find that ∫
∞
0
t
λ+ t
λ−1/2dλ = 2t1/2
∫
∞
0
dz
1 + z2
= 2t1/2
π
2
= πt1/2,
whence
t1/2 =
1
π
∫
∞
0
t
λ+ t
λ−1/2dλ. (1)
Putting dµ(λ) = 1
pi
λ−1/2dλ in (1), we obtain a positive σ-finite Borel measure
µ on (0,∞) ⊆ R, and we may write
t1/2 =
∫
∞
0
t
λ+ t
dµ(λ) for 0 < t ∈ R. (2)
Now let a be an invertible element in A+, let ω ∈ S(A), choose a C-block
B with a ∈ B and let X be the Stone space of P ∩ B. By Lemma 4.1
(i), there is a synaptic subalgebra F of C(X,R) and there is a synaptic
isomorphism Ψ of B onto F . As in Lemma 4.1 (iv), we put f := Ψ(a), so
that f 1/2 = Ψ(a1/2). Moreover, as a is invertible, so is a1/2, hence also f 1/2,
and we have 0 < f 1/2(x) for all x ∈ X . Thus, by Lemma 4.1 (iii) with f
replaced by f 1/2 and (2),
ω(a1/2) =
∫
X
f 1/2(x) dmω(x) =
∫
X
(∫
∞
0
f(x)
λ+ f(x)
dµ(λ)
)
dmω(x). (3)
Applying Fubini’s theorem [14, Theorem C, p. 148] to (3), we have
ω(a1/2) =
∫
∞
0
(∫
X
f(x)
λ+ f(x)
dmω(x)
)
dµ(λ), (4)
and combining (4) with Lemma 4.1 (iv), we obtain the desired integral for-
mula for ω(a1/2).
4.3 Theorem. The synaptic algebra A has the MSR property.
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Proof. Suppose that a, b ∈ A+, both a and b are invertible, and a ≤ b. By
Theorem 3.2, it will be sufficient to prove that a1/2 ≤ b1/2. Let 0 ≤ λ ∈ R.
Then a ≤ λ+ a, b ≤ λ+ b, and therefore both λ+ a and λ+ b are invertible
with λ+ a ≤ λ+ b. Consequently, (λ+ b)−1 ≤ (λ+ a)−1 by Lemma 2.2 (iii),
whence λ(λ+b)−1 ≤ λ(λ+a)−1, and therefore 1−λ(λ+a)−1 ≤ 1−λ(λ+b)−1.
But
1− λ(λ+ a)−1 = (λ+ a)(λ + a)−1 − λ(λ+ a)−1
= (λ+ a− λ)(λ+ a)−1 = a(λ + a)−1,
likewise 1 − λ(λ + b)−1 = b(λ + b)−1, and we have a(λ + a)−1 ≤ b(λ + b)−1.
Thus, ω(a(λ+ a)−1) ≤ ω(b(λ+ b)−1) for all ω ∈ S(A), and by Theorem 4.2,
we infer that ω(a1/2) ≤ ω(b1/2). Thus a1/2 ≤ b1/2 by Theorem 2.5 (i).
Concluding Remarks. In [2, Exercise V.1.10], R. Bhatia outlines a proof
that if r ∈ R with 0 < r < 1, then the function f(x) := xr for 0 < x ∈ R
is operator monotone on Hermitian matrices. Our proof with r = 1/2 for a
synaptic algebra is partially based on Bhatia’s argument. Pioneering work on
monotone functions of matrices and operators was conducted by K. Lo¨wner
in [16] and G. Pedersen gave a short proof of Lo¨wner’s operator monotone
theorem in [17]. It would be interesting and significant to determine the ex-
tent to which the results of Lo¨wner, Bhatia, Pedersen, et al. can be extended
to synaptic algebras, and we hope that our work in this paper might provide
a point of departure for such a project.
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