Abstract. In the present work we compute explicitly a certain type of hypergeometric functions of matrix variables given as an integral of a Gaussian-type kernel. In the case of one variable, these functions are related to the modified Bessel function of the third kind.
Introduction
This paper deals with explicit computations of certain type of hypergeometric functions related to the linear groups Uð p; qÞ and Spð2n; RÞ. In doing this, some integral formulas over the group of unitary matrices are given. To be more precise, let us take the case of Uð p; qÞ.
For p; q A N and n ¼ p þ q, let I p; q :¼ I p 0 0 ÀI q ! be the diagonal matrix with p copies of (þ1) and q copies of (À1) along the diagonal. Define Uð p; qÞ as the set of invertible matrices g A Mðn; CÞ such that gI p; q g Ã ¼ I p; q , where g Ã :¼ g t . For diagonal matrices a :¼ diagða 1 ; . . . ; a p Þ and b :¼ diagðb 1 ; . . . ; b q Þ, such that a i þ b j 0 0, we define z p; q ða; bÞ :¼ À Á > 0 and jarg zj < p. As we can see, the function z p; q is a multivariate analogue of the modified Bessel function K n . To compute z p; q , the main idea is to write z p; q as an integral over the unit ball D p; q :¼ fz A Mð p; q; CÞ j detðI p À zz Ã Þ > 0g, and to use the polar decomposition of D p; q . In doing this, we also obtain the explicit formula of 0 F 0 ðS; TÞ :¼ ð UðmÞ e trðuSu Ã TÞ du for S ¼ diagðs 1 ; . . . ; s m 1 ; 0; . . . ; 0Þ and T ¼ diagðt 1 ; . . . ; t m 2 ; 0; . . . ; 0Þ. Here UðmÞ denotes the set of unitary matrices u A Mðm; CÞ. It turns out that 0 F 0 ðS; TÞ was introduced by A. T. James in [James, 1964] as a generalization of the usual hypergeometric function 0 F 0 ðSÞ ¼ e trðSÞ . The Bessel-type functions under investigation play a crucial role in the theory of random matrices, mainly when one needs to derive explicit formulas for the correlation functions of the random variables (see for instance [Brézin-Hikami, 2001 , Brézin-Hikami, 2003 ).
The following notations will be used through out the paper. For a matrix x we write x Ã ¼ x t where x t is the transpose of x. If x 1 ; x 2 ; . . . ; x r are complex numbers, diag ðx 1 ; x 2 ; . . . ; x r Þ |fflfflfflfflfflfflfflfflfflffl ffl{zfflfflfflfflfflfflfflfflfflffl ffl} rÂr denotes the diagonal matrix of size r Â r.
If x and y are two square matrices of size r Â r and s Â s, respectively, exp½trðx þ yÞ stands for exp½trðxÞ exp½trð yÞ where ''exp'' is the exponential function. For r; s A N, the element I r; s is the diagonal matrix diag½I r ; ÀI s , where I N is the N Â N identity matrix. For r A N, S r denotes the group of permutations.
The Uð p; qÞ-case
Let p; q A N, and assume that q b p. We define Uð p; qÞ ¼ fg A GLðn; CÞ j gI p; q g
where GLðn; CÞ denotes the set of n Â n-invertible matrices.
A Uð p; qÞ, the defining condition of Uð p; qÞ implies the following relations 
Therefore, by the relations (a) and (b) we have
Let D p; q be the domain defined by
The measure dmðTÞ 
By [Hua, 1963] , for T A D p; q , there exists u A Uð pÞ and v A UðqÞ such that T ¼ uLv, where 
Therefore F # can be written in terms of u, v and L as
Consider the map c : D p; q ! 1 taking each T A D p; q to the collection of the eigenvalues of ffiffiffiffiffiffiffiffiffi ffi TT Ã p . The image of the Lebesgue measure dT on D p; q with respect to the map c is the measure on 1 given by
for some constant c. Thus, the image of the measure dmðTÞ
Hence, the function z p; q ða; bÞ is given by
ð2:3Þ
It will be convenient for us to define new coordinates
The measure (2.1) in the coordinates x i has the form
and the function z p; q ða; bÞ can be written as
where A and B are given by (2.2) and (2.3). Now we turn our attention to the integral formula over Uð pÞ and UðqÞ. For this we need to introduce some terminology.
For a multi-parameter t ¼ ðt 1 ; t 2 ; . . . ; t N Þ, the Vandermonde polynomial is defined by DðtÞ ¼ Q 1ai< jaN
DðtÞ :
For more details on Schur polynomials, we refer to [Macdonald, 1979, Chapter I] . We also need the following lemma.
Lemma 2.1 (cf. [Hua, 1963] 
where l 1 ; . . . ; l p are integers.
Proof. (i) First, let us write the Taylor series of exp½Àtrðu À1 auAÞ as a series of Schur polynomials S l , in the form 
To obtain the latter equality, we used the following well known functional equation ð
Uð pÞ
where w l is the central function on Uð pÞ whose restriction to the set of diagonal matrices in Uð pÞ is equal to S l (see for instance [Macdonald, 1979, Chapter I] ). Using the determinant formula of S l , we deduce
Using Lemma 2.1 where a
Therefore, statement (i) holds.
(ii) Let 
where c q ¼ ðÀ1Þ
ði À 1Þ!. Also, from the proof of statement (i), we have
ð2:4Þ
detðe
Now we set x q ¼ 0 in (2.4). Then all terms with l q > 0 vanish, and we get
After substituting l i by l i þ 1, we obtain ð2:
Setting now x qÀ1 ¼ 0 and repeating this process ðq À p À 1Þ-times, we arrive at the following sum: if x q ¼ 0;
(After the work on this paper was completed, we learned that the argument presented above for statement (i) was used earlier by G. Olshanski and A. M. Vershik in [Olshanski-Vershik, 1996] .) Remark 2.3. The first statement of Proposition 2.2 can be proved in a number of di¤erent ways. For instance, it can be obtained by using the Harish-Chandra integral formula (some times also called HIZ integral) [Harish-Chandra, 1957] , [Gross-Richards, 1989] . Another interesting way is to obtain the integral formula over Uð pÞ from the spherical function on GLð p; CÞ by a passage to the limit. For more about the latest way described above, and in a general setting of compact Lie groups, we refer to [Ben Saïd-Ørsted, 2003 ].
Next we turn to the computation of z p; q ða; bÞ. The proof of the following lemma is obvious.
Lemma 2.4. Let m be a measure on R. Then ð
whenever the right-hand side of the equation makes sense.
Using Proposition 2.2, the function z p; q ða; bÞ is given by
Using Lemma 2.4, we deduce that ð
where c is a constant. Therefore
Lemma 2.5 (cf. [Hua, 1963] , Theorem 1.2.3). Let q b p > 0. The following identity holds
Using the above lemma, we obtain the following explicit expression for z p; q . Theorem 2.6. Let c 0 be a constant. For a ¼ diagða 1 ; . . . ; a p Þ and b ¼ diagðb 1 ; . . . ; b q Þ such that a i þ b j 0 0, the Bessel-type function z p; q ða; bÞ is given by where Symðn; CÞ denotes the set of n Â n-symmetric matrices. The Spð2n; RÞ-invariant measure dmðTÞ on D n is given by dmðtÞ ¼ detðI n À TTÞ Àðnþ1Þ dT, where dT is the Lebesgue measure on D n . Using the same method used in section 2, we can deduce that if F ðgÞ ¼ exp½Àtrðdiag½a; aðgg Ã Þ À1 Þ; g A Spð2n; RÞ;
then there exists a function F # : D n ! C such that F # ðTÞ ¼ exp½À2 trðaÞ exp½À4 trðaðI n À TTÞ À1 TTÞ:
By [Hua, 1944] , every symmetric matrix Z A Symðn; CÞ can be written as Z ¼ uLu t , where u A UðnÞ and L ¼ diagðl 1 ; . . . ; l n Þ with l 1 b l 2 b Á Á Á b l n b 0. Therefore the function F # can be written as
where L ¼ diagðl 1 ; . . . ; l n Þ with 1 > l 1 b l 2 b Á Á Á b l n b 0 and u A UðnÞ.
As in section 2, we consider the map c : D n ! 1 . The image of the Lebesgue measure dT on D n with respect to c is the measure on 1 given by c Y 1ai< jan ðl To finish the computation of z n ðaÞ, we need the following lemma.
Lemma 3.2 (cf. [Hua, 1963] , Lemma 6.3.1). Using Lemma 3.2, the following theorem holds.
Theorem 3.3. Let c 0 be a constant. For a ¼ diagða 1 ; . . . ; a n Þ such that a i 0 0, the Bessel-type function z n ðaÞ is given by z n ðaÞ ¼ c 0 exp½À2 trðaÞ Y 1aia jan ða i þ a j Þ :
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