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DISSERTATION ABSTRACT
David J. Steinberg
Doctor of Philosophy
Department of Mathematics
December 2016
Title: Homological Properties of Standard KLR Modules
Khovanov-Lauda-Rouquier algebras, or KLR algebras, are a family
of algebras known to categorify the upper half of the quantized
enveloping algebra of a given Lie algebra. In finite type, these algebras
come with a family of standard modules, which correspond to PBW
bases under this categorification. In this thesis, we show that there are
no non-zero homomorphisms between distinct standard modules and
that all non-zero endomorphisms of standard modules are injective.
We then apply this result to obtain applications to the modular
representation theory of KLR algebras. Restricting our attention to
finite type A, we are then able to compute explicit projective resolutions
of all standard modules. Finally, in finite type A when α is a positive
root, we let ∆ be the direct sum of all distinct standard modules and
compute the algebra structure on Ext•(∆,∆).
This dissertation includes unpublished co-authored material.
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Chapter I
INTRODUCTION
This thesis contains unpublished material coauthored by the author
and his advisor, Alexander Kleshchev. In particular, Dr. Kleshchev has
contributed to Chapters II and III. The material from Chapter II will
appear in a paper accepted by Compositio Mathematica.
1.1. Background
Let g be a complex semisimple Lie algebra and Uq(g) its quantized
enveloping algebra, an associative Q(q)-algebra for an indeterminate
q. Let U+q (g) ⊂ Uq(g) be the subalgebra corresponding to a maximal
nilpotent subalgebra of g. Then U+q (g) comes equipped with several
interesting bases. Among them are Lusztig’s canonical basis and various
PBW bases, one for each choice of convex order on Φ+, the set of positive
roots. Dualizing with respect to Lusztig’s form on U+q (g) also gives rise
to Lusztig’s dual canonical basis and various dual PBW bases.
In 2008 Khovanov, Lauda, and Rouquier defined a family of
algebras, which have since been studied extensively and are now known
as KLR algebras. Letting Q+ denote the Z≥0-span of the positive roots
of g, for each θ ∈ Q+ there exists a corresponding KLR algebra Hθ.
Their direct sum H :=
⊕
θ∈Q+ Hθ is a locally unital algebra. Khovanov,
Lauda, and Rouquier were able to show that the representation theory of
H provides a categorification of U+q (g). To be more precise, let Proj(H)
denote the category of finitely generated projective H-modules, and
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[Proj(H)] its split Grothendieck group. Then, [Proj(H)] is a Z[q, q−1]-
algebra, with multiplication induced by the induction product on H-
modules and the q-action induced by upward degree shift. Khovanov,
Lauda, and Rouquier’s categorification theorem states that there is a
unique algebra isomorphism
γ : U+q (g) −→ Q(q)⊗Z[q,q−1] [Proj(H)], ei → [Hαi ],
where ei is the generator of U
+
q (g) corresponding to the simple root αi,
and [Hαi ] is the class of the regular Hαi-module. Moreover, in simply
laced types it is known that γ maps Lusztig’s canonical basis to the
classes of the projective indecomposable modules [VV].
The categorification theorem above has led to much interest in
the representation theory of KLR algebras, see for example [BK2],
[BKM], [Ka], [M], [VV]. In [BKM], KLR algebras are shown to possess
affine quasihereditary structures. Affine quasihereditary algebras are a
generalization of Cline, Parshall and Scott’s notion of quasihereditary
algebras [CPS] that include infinite dimensional algebras and share many
of their properties. In particular, KLR algebras come with distinguished
collections of standard modules and proper standard modules. Standard
modules are known to correspond to the PBW bases of U+q (g) under
(a generalization of) the categorification theorem [BKM], and proper
standard modules correspond to dual PBW bases. The standard
modules for Hθ are labeled by Kostant partitions of θ. We denote the
set of Kostant partitions by KP(θ), and for pi ∈ KP(θ) we denote by
2
∆(pi) the corresponding standard module. The standard KLR modules
will be the primary objects of interest in this thesis.
1.2. Overview of Results
In Chapter II we study homomorphisms between standard modules
in arbitrary finite Lie type. Theorem A is the main result from
Section 2.1.
Theorem A. Let ∆(pi) and ∆(σ) be standard Hθ-modules. If pi and σ
are distinct, then
HomHα(∆(pi),∆(σ)) = 0.
Moreover, every nonzero endomorphism of ∆(pi) is injective.
It is a surprising result because this phenomenon seems to be
unique to the affine quasihereditary setting. For nonsemisimple, finite
dimensional quasihereditary algebras, there will always exist a nontrivial
homomorphism between some distinct standard modules. This result
might be compared with [BCGM], where something similar occurs in an
entirely different setting.
In Section 2.2 we turn our attention to the modular representation
theory of KLR algebras. Note that KLR algebras are defined over an
arbitrary base ring k, and when we wish to specify this base ring, we
use the notation Hθ,k. Using the p-modular system (F,R,K) with F =
Z/pZ, R = Zp and K = Qp, we can reduce modulo p any finitely
generated Hα,K module. An application of Theorem A and the Universal
Coefficient Theorem then yields the following result.
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Theorem B. Let θ ∈ Q+ and pi, σ ∈ KP(θ). Then the R-module
Ext1Hθ,R(∆(pi)R,∆(σ)R)
is torsion-free. Moreover,
dimFq Ext
1
Hθ,F
(∆(pi)F ,∆(σ)F ) = dim
K
q Ext
1
Hθ,K
(∆(pi)K ,∆(σ)K)
if and only if the R-module Ext2Hθ,R(∆(pi)R,∆(σ)R) is torsion-free.
An important problem in the study of modular representation
theory is to determine when the reductions modulo p of irreducible
modules remain irreducible. As a final application, for each pi ∈ KP(θ)
we use a universal extension procedure to construct an R-form, Q(pi)R,
of the projective indecomposable modules P (pi)K . The following result
then gives a reformulation of this problem.
Theorem C. Let θ ∈ Q+. Then reductions modulo p of all irreducible
Hα,K-modules are irreducible if and only if one of the following equivalent
conditions holds:
(i) Q(pi)R ⊗R F is a projective Hθ,F -module for all pi ∈ KP(θ);
(ii) Ext1Hθ,F (Q(pi)R ⊗R F,∆(σ)F ) = 0 for all pi, σ ∈ KP(θ);
(iii) Ext2Hθ,R(Q(pi)R,∆(σ)R) is torsion-free for all pi, σ ∈ KP(θ).
While the results in Chapter II are valid for arbitrary finite Lie
type, in Chapters III and IV we restrict our attention to the finite type
A case. In Chapter III we construct explicit projective resolutions of
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all standard KLR modules. To achieve this, note that each pi ∈ KP(α)
can be written uniquely in the form pi = (αm, βn, . . . ) for positive roots
α > β > · · · and integers m,n, . . . such that mα + nβ + · · · = θ. It
is shown in [BKM] that ∆(pi) can then be constructed as an induction
product
∆(pi) ' ∆(αm) ◦∆(βn) ◦ · · · .
Thus, many properties of arbitrary standard modules can be deduced
from properties of the semicuspidal standard modules ∆(αm). In
particular, it suffices to construct a projective resolution of ∆(αm). This
is done in Chapter III, where we construct a resolution of the form
. . . −→ Pn+1 dn−→ Pn −→ . . . −→ P0 −→ ∆(αm) −→ 0.
Each projective module Pn in the resolution of the form Pn =⊕
λ∈Λ(n) q
sλHαmeλ for some explicitly defined degree shifts sλ ∈ Z and
idempotents eλ ∈ Hαm . These are indexed by certain compositions
λ ∈ Λ(n). Moreover, the differential dn : Pn+1 → Pn is given by right
multiplication with a Λ(n + 1) × Λ(n) matrix D = (dµ,λn ) with entries
dµ,λn ∈ eµHαmeλ.
In Chapter IV, we demonstrate the usefulness of these resolutions
by way of example. By restricting our attention to the case Hα for α
a positive root in type A, we are able to compute all extension groups
between standard modules. Moreover, setting ∆ :=
⊕
pi∈KP(α) ∆(pi), we
compute the algebra structure on Ext•(∆,∆). For α of height l and pi ∈
KP(α), we define an explicit ideal Jpi ≤ k[y1, . . . , yl] and observe that
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there is a natural refinement operation on the set of Kostant partitions.
For n ∈ Z≥0 we define the notion of an n-refinement of any Kostant
partition pi ∈ KP(α), and denote by Refn(pi) ⊆ KP(α) the collection of
all such n-refinements of pi. With this set up, we first prove the following:
Theorem D. Let pi, σ ∈ KP(α). Then, ExtnHα(∆(pi),∆(σ)) = 0 unless
σ is an n-refinement of pi. If σ is an n-refinement of pi, then there is a
graded vector space isomorphism
ExtnHα(∆(pi),∆(σ)) ' q−nk[y1, . . . , yl]/Jpi,
where each yj is of degree 2.
To compute the algebra structure on Ext•(∆,∆), we let A be
the vector space of KP(α) × KP(α) upper triangular matrices, M =
(fσ,pi)σ,pi∈KP(α), with entries fσ,pi ∈ q−nk[y1, . . . , yl]/Jpi if σ ∈ Refn(pi),
and fσ,pi = 0 otherwise. We observe that for σ ∈ Refn(pi), there is a
natural surjection
k[y1, . . . , yl]/Jσ
ρσ,pi−−→ k[y1, . . . , yl]/Jpi.
For σ ∈ Refn(pi) and τ ∈ Refm(σ), this allows us to define products by
the rule
fτ,σfσ,pi = (−1)mnρσ,pi(fτ,σ)fσ,pi ∈ q−(m+n)k[y1, . . . , yn]/Jpi,
for any fτ,σ ∈ q−mk[y1, . . . , yl]/Jσ and fσ,pi ∈ q−nk[y1, . . . , yl]/Jpi.
Extending this product to usual matrix multiplication then gives A the
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structure of a graded, associative algebra. This allows us to state our
final result.
Theorem E. Let α be a positive root in type A. There is an isomorphism
of graded, associative algebras Ext•(∆,∆) ' A.
1.3. Preliminaries
In this section we recall some known results and develop notational
conventions that will remain throughout the remainder of this thesis
unless otherwise stated.
1.3.1. KLR algebras
We follow closely the set up of [BKM]. In particular, Φ is an
irreducible root system with simple roots {αi | i ∈ I} and the
corresponding set of positive roots Φ+. Denote by Q the root lattice
and by Q+ ⊂ Q the set of Z≥0-linear combinations of simple roots,
and write ht(θ) =
∑
i∈I ci for θ =
∑
i∈I ciαi ∈ Q+. The standard
symmetric bilinear form Q × Q → Z, (α, β) 7→ α · β is normalized so
that di := (αi ·αi)/2 is equal to 1 for the short simple roots αi. We also
set dβ := (β · β)/2 for all β ∈ Φ+. The Cartan matrix is C = (ci,j)i,j∈I
with ci,j := (αi · αj)/di.
Fix a commutative unital ring k and an element θ ∈ Q+ of height n.
The symmetric group Sn with simple transpositions sr := (rr+1) acts on
the set Iθ = {i = i1 · · · in ∈ In |
∑n
j=1 αij = θ} by place permutations.
Choose signs εi,j for all i, j ∈ I with cij < 0 so that εi,jεj,i = −1. With
7
this data, Khovanov-Lauda [KL1, KL2] and Rouquier [Ro] define the
k-algebra Hθ with unit 1θ, called the KLR algebra, given by generators
{1i | i ∈ Iθ} ∪ {y1, . . . , yn} ∪ {ψ1, . . . , ψn−1}
subject only to the following relations:
• yrys = ysyr;
• 1i1j = δi,j1i and
∑
i∈Iθ 1i = 1θ;
• yr1i = 1iyr and ψr1i = 1sr·iψr;
• (ytψr − ψrysr(t))1i = δir,ir+1(δt,r+1 − δt,r)1i;
• ψ2r1i =

0 if ir = ir+1,
εir,ir+1
(
yr
−cir,ir+1 − yr+1−cir+1,ir
)
1i if cir,ir+1 < 0,
1i otherwise;
• ψrψs = ψsψr if |r − s| > 1;
• (ψr+1ψrψr+1 − ψrψr+1ψr)1i =
∑
r+s=−1−cir,ir+1
εir,ir+1y
r
ry
s
r+21i if cir,ir+1 < 0 and ir = ir+2,
0 otherwise.
The last relation is called the braid relation. Note that Hθ is graded
with deg 1i = 0, deg(yr1i) = 2dir and deg(ψr1i) = −αir · αir+1 .
For each element w ∈ Sn, fix a reduced expression w = sr1 · · · srl
and set ψw = ψr1 · · ·ψrl ∈ Hθ (this element depends in general on the
choice of a reduced decomposition).
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Theorem 1.3.1. (Basis Theorem) [KL1, Theorem 2.5] The sets
{ψwya11 · · · yann 1i} and {ya11 · · · yann ψw1i}, (3.1)
with w running over Sn, ar running over Z≥0, and i running over Iθ,
are k-bases for Hθ.
It follows that Hθ is Noetherian if so is k, which we always assume
from now on. It also follows that for any 1 ≤ r ≤ n, the subalgebra
k[yr] ⊆ Hθ, generated by yr, is isomorphic to the polynomial algebra
k[y]—this fact will be often used without further comment. Moreover,
for each i ∈ Iθ, the subalgebra P(i) ⊆ 1iHα1i generated by {yr1i | 1 ≤
r ≤ n} is isomorphic to a polynomial algebra in n variables. By defining
Pθ :=
⊕
i∈Iθ P(i), we obtain a linear action of Sn on Pθ given by
w · ya11 · · · yann 1i = ya1w(1) · · · yanw(n)1w·i,
for any w ∈ Sn, i ∈ Iθ and a1, . . . , an ∈ Z≥0. Setting Λ(θ) := PSnθ , we
have:
Theorem 1.3.2. [KL1, Theorem 2.9] Λ(θ) is the center of Hθ.
If H is a Noetherian graded k-algebra, we denote by H-mod
the category of finitely generated graded left H-modules. The
morphisms in this category are all homogeneous degree zero H-module
homomorphisms, which we denote homH(−,−). For V ∈ H-mod, let
qdV denote its grading shift by d, so if Vm is the degree m component
of V , then (qdV )m = Vm−d. More generally, for a Laurent polynomial
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a = a(q) =
∑
d adq
d ∈ Z[q, q−1] with non-negative coefficients, we set
aV :=
⊕
d(q
dV )⊕ad .
For U, V ∈ H-mod, we set HomH(U, V ) :=
⊕
d∈Z HomH(U, V )d,
where
HomH(U, V )d := homH(q
dU, V ) = homH(U, q
−dV ).
We define extmH(U, V ) and Ext
m
H(U, V ) similarly. Since U is finitely
generated, HomH(U, V ) can be identified in the obvious way with the set
of all H-module homomorphisms ignoring the gradings. A similar result
holds for ExtmH(U, V ), since U has a resolution by finitely generated
projective modules. We use ∼= to denote an isomorphism in H-mod and
' an isomorphism up to a degree shift.
Let q be a variable, and Z((q)) be the ring of Laurent series. The
quantum integers [n] = (qn−q−n)/(q−q−1) and expressions like 1/(1−q2)
are always interpreted as elements of Z((q)). From now on until the end
of Section 2.1, we assume that k is a field. A graded k-vector space
V =
⊕
m∈Z Vm is called Laurentian if the graded components Vm are
finite dimensional for all m ∈ Z and and Vm = 0 for m 0. The graded
dimension of a Laurentian vector space V is
dimq V :=
∑
m∈Z
(dimVm)q
m ∈ Z((q)).
We always work in the category Hθ-mod. Note that Hθ is
Laurentian as a vector space. Therefore so is any V ∈ Hθ-mod, and
then so are all 1iV for i ∈ Iθ. The formal character of V ∈ Hθ-mod is
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an element of
⊕
i∈Iθ Z((q)) · i defined as follows:
chq V :=
∑
i∈Iθ
(dimq 1iV ) · i.
Note that chq (q
dV ) = qdchq (V ), where the first q
d means the degree
shift. We refer to 1iV as the i-weight space of V and to its vectors as
vectors of weight i.
There is an anti-automorphism of Hθ which fixes all the generators.
Given V ∈ Hθ-mod, we denote V ~ := Homk(V, k) viewed as a left Hθ-
module via this anti-automorphism. Note that in general V ~ is not
finitely generated as an Hθ-module, but we will apply ~ only to finite
dimensional modules. In that case, we have chq V
~ = chq V , where the
bar means the bar-involution, i.e. the automorphism of Z[q, q−1] that
swaps q and q−1 extended to
⊕
i∈Iθ Z[q, q−1] · i.
Let γ1, . . . , γm ∈ Q+ and θ = γ1 + · · · + γm. Consider the set of
concatenations
Iγ1,...,γm := {i1 · · · im | i1 ∈ Iγ1 , . . . , im ∈ Iγm} ⊆ Iθ.
There is a natural (non-unital) algebra embedding
ιγ1,...,γm : Hγ1 ⊗ · · · ⊗Hγm → Hθ, (3.2)
which sends the unit 1γ1 ⊗ · · · ⊗ 1γm to the idempotent
1γ1,...,γm :=
∑
i∈Iγ1,...,γm
1i ∈ Hθ. (3.3)
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We have an exact induction functor
Indθγ1,...,γm : (Hγ1 ⊗ · · · ⊗Hγm)-mod→ Hθ-mod
defined by Indθγ1,...,γm = Hθ1γ1,...,γm ⊗Hγ1⊗···⊗Hγm −.
For V1 ∈ Hγ1-mod, . . . , Vm ∈ Hγm-mod, we denote by V1 · · · Vm
the vector space V1 ⊗ · · · ⊗ Vm, considered naturally as an (Hγ1 ⊗ · · · ⊗
Hγm)-module, and set
V1 ◦ · · · ◦ Vm := Indθγ1,...,γm V1  · · · Vm.
1.3.2. Standard modules
The KLR algebras Hθ are known to be affine quasihereditary in
the sense of [Kl3], see [Ka, BKM, KlL]. Central to this theory is the
notion of standard modules, whose definition depends on a choice of a
certain partial order. We first fix a convex order on Φ+, i.e. a total order
such that whenever α, β, and α + β all belong to Φ+, α ≤ β implies
α ≤ α + β ≤ β. By [P], there is a one-to-one correspondence between
convex orders on Φ+ and reduced decompositions of the longest element
in the corresponding Weyl group.
A Kostant partition of θ ∈ Q+ is a tuple pi = (pi1, . . . , pir) of positive
roots pi1 ≥ pi2 ≥ · · · ≥ pir such that pi1 + · · · + pir = θ. Let KP(θ)
denote the set of all Kostant partitions of θ and for pi as above define
pi′m = pir−m+1. Now, we have a bilexicographical partial order on KP(θ),
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also denoted by ≤, i.e. if pi = (pi1, . . . , pir), σ = (σ1, . . . , σs) ∈ KP(θ)
then pi < σ if and only if the following two conditions are satisfied:
• pi1 = σ1, . . . , pil−1 = σl−1 and pil < σl for some l;
• pi′1 = σ′1, . . . , pi′m−1 = σ′m−1 and pi′m > σ′m for some m.
To every pi ∈ KP(θ), McNamara [M] (cf. [KlR, Theorem 7.2])
associates an absolutely irreducible finite dimensional ~-self-dual Hθ-
module L(pi) so that {L(pi) | pi ∈ KP(θ)} is a complete, irredundant set
of irreducible Hθ-modules, up to isomorphism and degree shift. Since
L(pi) is ~-self-dual, its formal character is bar-invariant. The key special
case is where α ∈ Φ+ and pi = (α), in which case L(pi) = L(α) is called
a cuspidal irreducible module. For m ∈ Z>0, we write (αm) for the
Kostant partition (α, . . . , α) ∈ KP(mα), where α appears m times. The
corresponding simple module L(αm) is called semicuspidal. The cuspidal
modules have the following nice property:
Lemma 1.3.3. [M, Lemma 3.4] (cf. [KlR, Lemma 6.6]). For any
α ∈ Φ+ and m ∈ Z>0, we have L(αm) ' L(α)◦m.
If pi = (pi1, . . . , pir) ∈ KP(θ), the reduced standard module is defined
to be
∆¯(pi) := qs(pi)L(pi1) ◦ · · · ◦ L(pim) (3.4)
for a specific degree shift s(pi), whose description will not be important.
Note that the Grothendieck group of finite dimensional graded Hθ-
modules can be considered as a Z[q, q−1]-module with q[V ] = [qV ]. By
[M, Theorem 3.1] (cf. [KlR, 7.2, 7.4]), the Hθ-module ∆¯(pi) has simple
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head L(pi), and in the Grothendieck group, we have
[∆¯(pi)] = [L(pi)] +
∑
σ<pi
dpi,σ[L(σ)] (3.5)
for some coefficients dpi,σ ∈ Z[q, q−1], called the (graded) decomposition
numbers. The decomposition numbers depend on the characteristic of
the ground field k.
Let P (pi) denote a projective cover of L(pi) in Hθ-mod. For V ∈
Hθ-mod we define the (graded) composition multiplicity
[V : L(pi)]q := dimq Hom(P (pi), V ) ∈ Z((q)).
The standard module ∆(pi) is defined as the largest quotient of P (pi) all
of whose composition factors are of the form L(σ) with σ ≤ pi, see [Ka,
Corollary 4.13], [BKM, Corollary 3.16], [Kl3, (4.2)]. We note that while
the irreducible modules L(pi) are all finite dimensional, the standard
modules ∆(pi) are always infinite dimensional. The standard modules
have the usual nice properties:
Theorem 1.3.4. [BKM, §3] Let θ ∈ Q+ and pi, σ ∈ KP(θ).
(i) ∆(pi) has a simple head L(pi), and [∆(pi) : L(σ)]q 6= 0 implies
σ ≤ pi.
(ii) We have HomHθ(∆(pi),∆(σ)) = 0 unless pi ≤ σ.
(iii) For m ≥ 1, we have ExtmHθ(∆(pi),∆(σ)) = 0 unless pi < σ.
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(iv) The module P (pi) has a finite filtration P (pi) = P0 ⊃ P1 ⊃ · · · ⊃
PN = 0 such that P0/P1 ∼= ∆(pi) and for r = 1, 2, . . . , N − 1 we
have Pr/Pr+1 ' ∆(σ(r)) for some σ(r) > pi.
(v) Denoting the graded multiplicities of the factors in a ∆-filtration
of P (pi) by (P (pi) : ∆(σ))q, we have (P (pi) : ∆(σ))q = dσ,pi(q).
To construct the standard modules more explicitly, let us first
assume that α ∈ Φ+ and explain how to construct the cuspidal standard
module ∆(α). Put qα := q
α·α/2. By [BKM, Lemma 3.2], for each
m ∈ Z>0, there exists a unique, up to isomorphism, indecomposable
Hα-module ∆m(α) such that there are short exact sequences
0→ q2(m−1)α L(α)→ ∆m(α)→ ∆m−1(α)→ 0,
0→ q2α∆m−1(α)→ ∆m(α)→ L(α)→ 0,
where we use the convention ∆0(α) = 0. This yields an inverse system
· · · → ∆2(α)→ ∆1(α)→ ∆0(α),
and we have ∆(α) ∼= lim←−∆m(α), see [BKM, Corollary 3.16].
Let m ∈ Z>0. An explicit endomorphism em ∈ EndHmα(∆(α)◦m)op
is defined in [BKM, Section 3.2], and then
∆(αm) ∼= qm(m−1)/2α ∆(α)◦mem. (3.6)
Finally, for an arbitrary θ ∈ Q+ and pi ∈ KP(θ), gather together the
equal parts of pi to write pi = (pim11 , . . . , pi
ms
s ), with pi1 > · · · > pis. Then
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by [BKM, (3.5)],
∆(pi) ∼= ∆(pim11 ) ◦ · · · ◦∆(pimss ). (3.7)
Thus, cuspidal standard modules are building blocks for arbitrary
standard modules. We will need some of their additional properties. Let
α ∈ Φ+. If pi ∈ KP(α) is minimal such that pi > (α), then by [BKM,
Lemma 2.6], pi = (β, γ) for positive roots β > α > γ. In this case, (β, γ)
is called a minimal pair for α and we write mp(α) for the set of all such.
The following result proved in [BKM, §§3.1,4.3] describes some of the
important properties of ∆(α).
Theorem 1.3.5. Let α ∈ Φ+. Then:
(i) [∆(α) : L(α)]q = 1/(1− q2α) and [∆(α) : L(pi)]q = 0 for pi 6= (α).
(ii) Let Cα be the category of all modules in Hα-mod all of whose
composition factors are ' L(α). Any V ∈ Cα is a finite direct sum
of copies of the indecomposable modules ' ∆m(α) and ' ∆(α).
Moreover, ∆(α) is a projective cover of L(α) in Cα. Furthermore,
ExtmHα(∆(α), V ) = 0 for m ≥ 1 and V ∈ Cα.
(iii) EndHα(∆(α))
∼= k[y] for y in degree 2dα.
(iv) There is a short exact sequence 0→ q2α∆(α)→ ∆(α)→ L(α)→ 0.
(v) For (β, γ) ∈ mp(α) there is a short exact sequence
0→ q−β·γ∆(β) ◦∆(γ) ϕ−→ ∆(γ) ◦∆(β)→ [pβ,γ + 1]∆(α)→ 0,
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where pβ,γ is the largest integer p such that β − pγ is a root.
Corollary 1.3.6. Let α ∈ Φ+. The dimensions of the graded
components ∆(α)d are 0 for d  0 and are bounded above by some
N > 0 independent of d.
Proof. By Theorem 1.3.5(i), we have dimq ∆(α) =
1
1−q2α dimq L(α),
which implies the result since L(α) is finite dimensional.
1.3.3. Endomorphisms of standard modules
We shall denote by yα the degree 2dα endomorphism of ∆(α) which
corresponds to y under the algebra isomorphism EndHα(∆(α))
∼= k[y]
in Theorem 1.3.5(iii).
Lemma 1.3.7. Let α ∈ Φ+. Then every non-zero Hα-endomorphism of
∆(α) is injective, and every submodule of ∆(α) is equal to ysα(∆(α))
∼=
q2sα ∆(α) for some s ∈ Z≥0.
Proof. It follows from the construction of yα in [BKM, Theorem 3.3]
that yα is injective and yα(∆(α)) ∼= q2α∆(α). This in particular implies
the first statement.
Let V ⊆ ∆(α) be a submodule and f : V → ∆(α) be the
natural inclusion. First, assume that V is indecomposable. By
Theorem 1.3.5(ii), up to degree shift, V is isomorphic to ∆(α) or ∆m(α)
for some m ≥ 1. If V ' ∆m(α) then ∆(α)/V is infinite dimensional
and has a simple head, so by Theorem 1.3.5(ii) again, ∆(α)/V ' ∆(α).
Then the short exact sequence
0→ V → ∆(α)→ ∆(α)/V → 0
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splits by projectivity in Theorem 1.3.5(ii), contradicting indecomposability
of ∆(α). If instead V ' ∆(α), consider the composition
∆(α)
∼−→ V f−→ ∆(α).
This produces a graded endomorphism of ∆(α), so that V = ysα(∆(α))
for some s ≥ 0. Since there are inclusions ∆(α) ⊃ yα∆(α) ⊃ y2α∆(α) ⊃
· · · , the general case follows from the case when V is indecomposable.
Let again α ∈ Φ+. We next consider the standard modules of
the form ∆(αm). By functoriality, the endomorphism id⊗(r−1)⊗yα ⊗
id⊗m−r of the H⊗mα -module ∆(α)
m induces an endomorohism Yr
of the Hmα-module ∆(α)
◦m. The endomorphisms Y1, . . . , Ym ∈
EndHmα(∆(α)
◦m) commute. Moreover, in [BKM, Section 3.2],
some additional endomorphisms ∂1, . . . , ∂m−1 ∈ EndHmα(∆(α)◦m) are
constructed, and it is proved in [BKM, Lemmas 3.7–3.9] that the algebra
EndHmα(∆(α)
◦m)op is isomorphic to the nilHecke algebra NHm, with
∂1, . . . , ∂m−1 and (appropriately scaled) Y1, . . . , Ym corresponding to the
standard generators of NHm. The element em used in (3.6) is an explicit
idempotent in NHm. Consider the algebra of symmetric functions
Λα,m := k[Y1, . . . , Ym]Sm = Z(NHm),
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with the variables Yr in degree 2dα. Note that dimq Λα,m = 1/
∏m
r=1(1−
q2rα ). It is known, see e.g. [KLM, Theorem 4.4(iii)], that
emNHmem = emΛα,m ∼= Λα,m. (3.8)
Theorem 1.3.8. Let α ∈ Φ+ and m ∈ Z>0. Then:
(i) For any pi ∈ KP(mα), we have [∆(αm) : L(pi)]q =
δpi,(αm)/
∏m
r=1(1− q2rα ).
(ii) The module ∆(αm) is a projective cover of L(αm) in the category
of all modules in Hα-mod all of whose composition factors are
' L(αm).
(iii) EndHα(∆(α))
∼= Λα,m.
(iv) Every submodule of ∆(αm) is isomorphic to qd∆(αm) for some
d ∈ Z≥0, and every non-zero Hmα-endomorphism of ∆(αm) is
injective.
Proof. Part (i) is [BKM, Lemma 3.10], and part (ii) follows from [Kl3,
Lemma 4.11], since (αm) is minimal in KP(α) by convexity. By (i) and
(ii), we have that dimq EndHmα(∆(α
m)) = 1/
∏m
r=1(1− q2rα ).
(iii) We have that NHm = EndHmα(∆(α)
◦m)op acts naturally on
∆(α)◦m on the right, and so Λα,m = Z(NHm) acts naturally on ∆(αm) =
∆(α)◦mem. This defines an embedding Λα,m → EndHmα(∆(αm)). This
embedding must be an isomorphism by dimensions.
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(iv) In view of Lemma 1.3.7, every non-zero
f ∈ k[Y1, . . . , Ym] ⊆ NHm = EndHmα(∆(α)◦m)op
acts as an injective linear operator on ∆(α)◦m. The result now follows
from (3.8) and (ii).
Finally, we consider a general case. Let θ ∈ Q+ and pi =
(pim11 , . . . , pi
ms
s ) ∈ KP(θ) with pi1 > · · · > pis. By functoriality of
induction, we have a natural embedding
Λpi1,m1⊗· · ·⊗Λpis,ms → EndHθ(∆(pi)), f1⊗· · ·⊗fs 7→ f1 ◦· · ·◦fs. (3.9)
Theorem 1.3.9. Let θ ∈ Q+ and pi = (pim11 , . . . , pimss ) ∈ KP(θ) with
pi1 > · · · > pis. Then
EndHθ(∆(pi))
∼= Λpi1,m1 ⊗ · · · ⊗ Λpis,ms
via (3.9), and every non-zero Hθ-endomorphism of ∆(pi) is injective.
Proof. It is easy to see from Theorem 1.3.8(iv) that every non-zero
endomorphism in the image of the embedding (3.9) is injective. To
see that there are no other endomorphisms, we first use adjointness of
End and Res to see that EndHθ(∆(pi)) is isomorphic to
HomHm1pi1⊗···⊗Hmspis (∆(pi
m1
1 ) · · ·∆(pimss ),Resθm1pi1,...,mspis ∆(pi)),
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and then note that by the Mackey Theorem, as in [M, Lemma 3.3], we
we have Resθm1pi1,...,mspis ∆(pi)
∼= ∆(pim11 ) · · ·∆(pimss ).
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Chapter II
PROOF OF THEOREM A AND APPLICATIONS
This chapter contains material coauthored by the author and
his thesis advisor, Alexander Kleshchev. While both parties offered
significant contributions, it is impossible to distinguish their exact
inputs.
2.1. Proof of Theorem A
We give the proof of Theorem A based on the recent work of
Kashiwara-Park [KP]. Our original proof was different and relied on
some unpleasant computation for non-simply-laced types. For simply
laced types however, our original proof is very simple and elementary,
and so we give it later in this section, too.
2.1.1. Proof of Theorem A modulo a hypothesis
The following hypothesis concerns a fundamental property of
cuspidal standard modules and is probably true beyond finite Lie types:
Hypothesis 2.1.1. Let α be a positive root of height n and 1 ≤ r ≤ n.
Then upon restriction to the subalgebra k[yr] ⊆ Hα, the module ∆(α)
is free of finite rank.
The goal of this subsection is to prove Theorem A assuming the
hypothesis. In §2.1.2 the hypothesis will be proved using results of
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Kashiwara and Park, while in §2.1.3 we will give a more elementary
proof for simply laced types.
Lemma 2.1.2. Hypothesis 2.1.1 is equivalent to the property that
y1, . . . , yn act by injective linear operators on ∆(α).
Proof. The forward direction is clear. For the converse, assume that
yr acts injectively on ∆(α). We construct a finite basis for 1i∆(α) as
a k[yr]-module for every i ∈ Iα. Let m := deg(yr1i). For every a =
0, 1, . . . ,m−1, let da be minimal with da ≡ a (mod m) and 1i∆(α)da 6=
0. Pick a linear basis of ⊕m−1a=0 1i∆(α)da and note that the k[yr]-module
generated by the elements of this basis is free. Factor out this k[yr]-
submodule, and repeat. The process will stop after finitely many steps,
thanks to Corollary 1.3.6.
While Hypothesis 2.1.1 claims that every k[yr] acts freely on ∆(α),
no k[yr, ys] does:
Lemma 2.1.3. Let α ∈ Φ+ be a root of height n > 1. Then, for every
vector v ∈ ∆(α), and distinct r, s ∈ {1, · · · , n}, there is a polynomial
f ∈ k[x, y] such that f(yr, ys)v = 0.
Proof. We may assume v is a homogenous weight vector. By
Corollary 1.3.6, the dimensions of the graded components of ∆(α)
are uniformly bounded. The result follows, as the number of linearly
independent degree d monomials in x, y grows without bound.
One can say more about the polynomial f in the lemma, see for
example Proposition 2.1.11.
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Now, let θ ∈ Q+ be arbitrary of height n, and pi = (pi1 ≥ · · · ≥
pil) ∈ KP(θ). Setting Spi := Sht(pi1) × · · · × Sht(pil) ⊂ Sn, integers
r, s ∈ {1, . . . , n} are called pi-equivalent, written r ∼pi s, if they belong
to the same orbit of the action of Spi on {1, . . . , n}. Finally, recalling
the idempotents (3.3), we set
1pi := 1pi1,...,pil .
Lemma 2.1.4. Let θ ∈ Q+, n = ht(θ), and pi 6≥ σ be elements of KP(θ).
If w ∈ Sn satisfies 1piψw1σ 6= 0 then there exists some 1 ≤ r < n such
that r ∼pi r + 1, but w−1(r) 6∼σ w−1(r + 1).
Proof. Write pi = (pi1 ≥ · · · ≥ pil) and σ = (σ1 ≥ · · · ≥ σm). The
assumption 1piψw1σ 6= 0 implies that ipi = w · iσ for some ipi ∈ Ipi1,...,pil
and iσ ∈ Iσ1,...,σm . Write ipi := ipi1 · · · ipil with ipia ∈ Ipia for all a, and
iσ := iσ1 · · · iσm with iσb ∈ Iσb for all b. Assume for a contradiction that
for every 1 ≤ r < n we have r ∼pi r+1 implies that w−1(r) ∼σ w−1(r+1).
Then there is a partition {1, . . . , l} = ⊔mb=1Ab such that σb = ∑a∈Ab pia
for all b = 1, . . . ,m. By convexity, cf. [BKM, Lemma 2.4], we have
min{pia | a ∈ Ab} ≤ σb ≤ max{pia | a ∈ Ab}. This implies pi ≥ σ.
Theorem 2.1.5. Let θ ∈ Q+ and pi, σ ∈ KP(θ). If pi 6= σ, then
HomHθ(∆(pi),∆(σ)) = 0.
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Proof. Let n = ht(θ) and write pi = (pi1 ≥ · · · ≥ pil) and σ = (σ1 ≥
· · · ≥ σm). It suffices to prove that
HomHθ(∆(pi1) ◦ · · · ◦∆(pil),∆(σ1) ◦ · · · ◦∆(σm)) = 0.
If not, let ϕ be a nonzero homomorphism. By Theorem 1.3.4(ii), we may
assume that pi < σ. Using Lemma 2.1.3, pick a generator v ∈ ∆(pi1) ◦
· · · ◦∆(pil) such that v = 1piv and for any r ∼pi r+ 1, there is a non-zero
polynomail f ∈ k[x, y] with f(yr, yr+1)v = 0. Then f(yr, yr+1)ϕ(v) = 0
as well.
Denote by Dσ the set of shortest length coset representatives for
Sn/Sσ. Then, we can write ϕ(v) =
∑
w∈Dσ ψw ⊗ vw for some vw ∈
∆(σ1)⊗· · ·⊗∆(σm). Since ϕ(v) = 1piϕ(v) and 1σvw = vw, we have that
1piψw1σ 6= 0 whenever vw 6= 0. In particular, if u ∈ Dσ is an element of
maximal length such that vu 6= 0, then by Lemma 2.1.4, r ∼pi r+ 1 and
u−1(r) 6∼σ u−1(r + 1) for some 1 ≤ r < n.
Now, we have:
f(yr, yr+1)ϕ(v) = f(yr, yr+1)
∑
w∈Dσ
ψw ⊗ vw
= f(yr, yr+1)ψu ⊗ vu +
∑
w 6=u
f(yr, yr+1)ψw ⊗ vw
= ψu ⊗ f(yu−1(r), yu−1(r+1))vu + (∗),
where (∗) is a sum of elements of the form ψw⊗v′w with v′w ∈ ∆(σ1)⊗· · ·⊗
∆(σm) and w ∈ Dσ \{u}. The last equality follows because in Hθ for all
1 ≤ t ≤ n and w ∈ Sn, we have that ytψw = ψwyw−1(t) + (∗∗), where
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(∗∗) is a linear combination of elements of the form ψy with y ∈ Sn
being Bruhat smaller than w.
Since u−1(r) 6∼σ u−1(r + 1), there are distinct integers a, b ∈
{1, . . . ,m} and integers 1 ≤ c ≤ ht(σa) and 1 ≤ d ≤ ht(σb) such that for
any pure tensor v = v1⊗· · ·⊗vm ∈ ∆(σ1)⊗· · ·⊗∆(σm), and s, t ∈ Z≥0,
we have
ysu−1(r)y
t
u−1(r+1)v = v
1 ⊗ · · · ⊗ yscva ⊗ · · · ⊗ ytdvb ⊗ · · · ⊗ vm.
By Hypothesis 2.1.1, f(yu−1(r), yu−1(r+1))vu 6= 0. Hence f(yr, yr+1)ϕ(v) 6=
0 giving a contradiction.
2.1.2. Proof of Hypothesis 2.1.1 using Kashiwara-Park Lemma
We begin with a key lemma which follows immediately from the
results of [KP]:
Lemma 2.1.6. Let α ∈ Φ+, n = ht(α) and i ∈ I. Define
pi,α :=
∑
i∈Iα
( ∏
r∈[1,n],ir=i
yr
)
1i.
Then pi,α∆(α) 6= 0.
Proof. This follows from [KP, Definition 2.2(b)] and [KP, Proposition
3.5].
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Theorem 2.1.7. Let α ∈ Φ+ have height n. Then, ymr v 6= 0 for all 1 ≤
r ≤ n, m ∈ Z≥0, and nonzero v ∈ ∆(α). In particular, Hypothesis 2.1.1
holds.
Proof. The ‘in particular’ statement follows from Lemma 2.1.2.
We may assume that v is a weight vector of some weight i. Let i =
ir. The element pi,α defined in Lemma 2.1.6 is central by Theorem 1.3.2.
By Lemma 2.1.6 and Theorem 1.3.9, the multiplication with pi,α on ∆(α)
is injective, so multiplication with pmi,α is also injective. But p
m
i,α involves
yr1i, so 0 6= pmi,αv = hymr v for some h ∈ Hα, and the theorem follows.
2.1.3. Elementary proof of the Hypothesis for simply laced
types
Throughout this subsection, we assume that the root system Φ is
of (finite) ADE type. Let θ = a1α1 + · · ·+ alαl ∈ Q+ and n = ht(θ) =
a1 + · · · + al. Pick a permutation (i1, . . . , il) of (1, . . . , l) with ai1 > 0,
and define i := i
ai1
1 · · · iaill ∈ Iθ. Then the stabilizer of i in Sn is the
standard parabolic subgroup Si := Sai1 × · · · × Sail . Let Di be a set of
coset representatives for Sn/Si. Then by Theorem 1.3.2, the element
z = zi :=
∑
w∈Di
(yw(1) + · · ·+ yw(ai1 ))1w·i (1.1)
is central of degree 2 in Hθ. For any 1 ≤ r ≤ n, note that
ai1yr = z −
∑
w∈Di
((yw(1) − yr) + · · ·+ (yw(ai1 ) − yr))1w·i. (1.2)
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Let H ′θ be the subalgebra of Hθ generated by
{1i | i ∈ Iθ} ∪ {ψr | 1 ≤ r < n} ∪ {yr − yr+1 | 1 ≤ r < n}.
For the reader’s convenience, we reprove a lemma from [BK1,
Lemma 3.1]:
Lemma 2.1.8. Let θ, i, and z be as above. Then:
(i) {(y1 − y2)m1 · · · (yn−1 − yn)mn−1ψw1i | mr ∈ Z≥0, w ∈ Sn, i ∈ Iθ}
is a basis for H ′θ.
(ii) If ai1 · 1k 6= 0 in k, then there is an algebra isomorphism
Hθ ∼= H ′θ ⊗ k[z]. (1.3)
Proof. In view of the basis (3.1), part (i) follows on checking that the
span of the given monomials is closed under multiplication, which follows
from the defining relations. For (ii), note using (1.2) that the natural
multiplication map k[z]⊗H ′θ → Hθ is surjective. It remains to observe
that the two algebras have the same graded dimension.
Let α now be a positive root. Then one can always find an index i1
with ai1 · 1k 6= 0, so in this case we always have (1.3) for an appropriate
choice of i. We always assume that this choice has been made. Following
[BK1], we can now present another useful description of the cuspidal
standard module ∆(α). Denote by L′(α) the restriction of the cuspidal
irreducible module L(α) from Hα to H
′
α.
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Lemma 2.1.9. Let α ∈ Φ+.
(i) L′(α) is an irreducible H ′α-module.
(ii) ∆(α) ∼= Hα ⊗H′α L′(α).
(iii) The element z acts on ∆(α) freely.
Proof. Note that z acts as zero on L(α), which implies (i) in view of
(1.3). Moreover, it is now easy to see that Hα⊗H′α L′(α) has a filtration
with the subfactors isomorphic to q2dL(α) for d = 0, 1, . . . . Furthermore,
by Frobenius Reciprocity and (i), the module Hα ⊗H′α L′(α) has simple
head L(α). Now (ii) follows from Theorem 1.3.5(ii). Finally, (iii) follows
from (ii) and (1.3).
Using the description of ∆(α) from Lemma 2.1.9(ii), we can now
establish Hypothesis 2.1.1:
Theorem 2.1.10. Let α ∈ Φ+ and {v1, . . . , vN} be a k-basis of L′(α).
Then the k[yr]-module ∆(α) is free with basis {1 ⊗ v1, . . . , 1 ⊗ vN}. In
particular, Hypothesis 2.1.1 holds for simply laced types.
Proof. By (1.2), we can write yr =
1
ai1
z + (∗), where (∗) is an element
of H ′α. For each 1 ≤ m ≤ N , we have
ybr(1⊗ vm) =
(
1
ai1
)b
zb ⊗ vm + (∗∗),
where (∗∗) is a linear combination of terms of the form zc⊗vt with c < b.
So {1⊗ v1, . . . , 1⊗ vN} is a basis of the free k[yr]-module ∆(α).
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The following strengthening of Lemma 2.1.3 is not needed for the
proof of Theorem A, but we include it for completeness.
Proposition 2.1.11. Let α ∈ Φ+ and n = ht(α). For any 1 ≤ r, s ≤ n,
there is d ∈ Z>0 such that (yr − ys)d annihilates ∆(α).
Proof. Pick d such that (yr − ys)d annihilates L(α). Since ∆(α) =
Hα⊗H′αL′(α) is spanned by vectors of the form zm⊗v′ with m ∈ Z≥0 and
v′ ∈ L′(α), it suffices to note that (yr−ys)d(zm⊗v′) = zm⊗(yr−ys)dv′ =
0.
2.2. Reduction Modulo p
Let p be a fixed prime number, and F be the prime field of
characteristic p. We will use the p-modular system (F,R,K) with
R = Zp and K = Qp. Note that R/pR = F .
From now on, we will work with different ground rings, so our
notation needs to become more elaborate. Recall that the KLR algebra
Hθ is defined over an arbitrary commutative unital ring k, and to
emphasize which k we are working with, we will use the notation Hθ,k
or Hθ;k. In all our notation we will now use the corresponding index.
For example, let k be a field. We now denote the irreducible cuspidal
modules over Hθ,k by L(θ)k. We now write dim
k V for the dimension of
a k-vector space V , and dimkq V for the graded dimension of a graded
k-vector space V .
If V is a finitely generated R-module, we write dR V :=
dimR/pR(V/pV ), which, by Nakayama’s Lemma, equals the number of
generators in any minimal generating set of V . If V is a graded R-
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module with finitely generated graded components Vm such that Vm = 0
for m 0, we set
dRq V :=
∑
m∈Z
(dR Vm)q
m ∈ Z((q)).
Let k ∈ {F,R,K}, and B be a connected positively graded k-
algebra, so that B/B>0 ∼= k. If V is a finitely generated graded B-
module we define
dBq V := d
B/B>0
q (V/B>0V ) ∈ Z[q, q−1].
By Nakayama’s Lemma, if {v1, . . . , vr} is a minimal set of homogeneous
generators of the B-module V , then dBq V = q
deg(v1) + · · ·+ qdeg(vr).
2.2.1. Changing scalars
In this subsection we develop the usual formalism of modular
representation theory for KLR algebras. There will be nothing
surprising here, but we need to exercise care since we work with infinite
dimensional algebras and often with infinite dimensional modules.
Recall from Section 1.3 that for a left Noetherian graded algebra
R, we denote by R-mod the category of finitely generated graded R-
modules, for which we have the groups extiR(V,W ) and Ext
i
R(V,W ).
To deal with change of scalars in Ext groups, we will use the following
version of the Universal Coefficient Theorem:
Theorem 2.2.1. (Universal Coefficient Theorem) Let VR,WR be
modules in Hθ,R-mod, free as R-modules, and k be an R-algebra. Then
31
for every j ∈ Z≥0 there is an exact sequence of (graded) k-modules
0→ ExtjHθ,R(VR,WR)⊗R k→ ExtjHθ,k(VR ⊗R k,WR ⊗R k)
→ TorR1
(
Extj+1Hθ,R(VR,WR) , k
)→ 0.
In particular,
ExtjHθ,R(VR,WR)⊗R K ∼= ExtjHθ,K (VR ⊗R K,WR ⊗R K).
Proof. The standard proof for the ungraded modules works in our
setting. First, apply HomHθ,R(−,WR) to a free resolution of VR to get a
complex C• of free (graded) R-modules with finitely many generators in
every graded degree. Then follow the proof of [R, Theorem 8.22]. The
second statement follows from the first since K is a flat R-module.
We need another standard result, whose proof is omitted.
Lemma 2.2.2. Let k = K or F , VR,WR ∈ Hθ,R-mod be free as R-
modules, and
0→ WR ι−→ ER ρ−→ VR → 0
be the extension corresponding to a class ξ ∈ Ext1Hθ,R(VR,WR).
Identifying Ext1Hθ,R(VR,WR) ⊗R k with a subgroup of Ext1Hθ,k(VR ⊗R
k,WR ⊗R k), we have that
0→ WR ⊗R k ι⊗idk−→ ER ⊗R k ρ⊗idk−→ VR ⊗R k→ 0
is the extension corresponding to a class ξ⊗1k ∈ Ext1Hθ,R(VR,WR)⊗R k.
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Let k = K or F , and Vk be an Hθ,k-module. We say that an
Hθ,R-module VR is an R-form of Vk if every graded component of VR
is free of finite rank as an R-module and, identifying Hθ,R ⊗R k with
Hθ,k, we have VR ⊗R k ∼= Vk as Hθ,k-modules. If k = K, by a full
lattice in VK we mean an R-submodule VR of VK such that every graded
component Vd,R of VR is a finite rank free R-module which generates
the graded component Vd,K as a K-module. If VR is an Hθ,R-invariant
full lattice in VK , it is an R-form of VK . Now we can see that every
VK ∈ Hθ,K-mod has an R-form: pick Hθ,K-generators v1, . . . , vr and
define VR := Hθ,R · v1 + · · ·+Hθ,R · v1.
The projective indecomposable modules over Hθ,F have projective
R-forms. Indeed, any P (pi)F is of the form Hθ,F epi,F for some degree zero
idempotent epi,F . By the Basis Theorem, the degree zero component
Hθ,F,0 of Hθ,F is defined over R; more precisely, we have Hθ,k,0 =
Hθ,R,0 ⊗R k for k = K or F . Since Hθ,F,0 is finite dimensional,
by the classical theorem on lifting idempotents [CR, (6.7)], there
exists an idempotent epi,R ∈ Hθ,R,0 such that epi,F = epi,R ⊗ 1F , and
P (pi)R := Hθ,Repi,R is an R-form of P (pi)F . The notation P (pi)R will
be reserved only for this specific R-form of P (pi)F . Note that, while
the Hθ,R-module P (pi)R is indecomposable, it is not in general true that
P (pi)R ⊗R K ∼= P (pi)K , see Lemma 2.2.8 for more information.
Let VK ∈ Hθ,K-mod and VR be an R-form of VK . The Hθ,F -module
VR ⊗R F is called a reduction modulo p of VK . Reduction modulo p in
general depends on the choice of VR. However, as usual, we have:
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Lemma 2.2.3. If VK ∈ Hθ,K-mod and VR is an R-form of VK, then for
any pi ∈ KP(θ), we have
[VR ⊗R F : L(pi)F ]q = dimKq HomHθ,K (P (pi)R ⊗R K,VK).
In particular, the composition multiplicities [VR ⊗R F : L(pi)F ]q are
independent of the choice of an R-form VR.
Proof. We have [VR ⊗R F : L(pi)F ]q = dimFq HomHθ,F (P (pi)F , VR ⊗R F ).
By the Universal Coefficient Theorem,
HomHθ,F (P (pi)F , VR ⊗R F ) ∼= HomHθ,R(P (pi)R, VR)⊗R F.
Moreover, note that HomHθ,R(P (pi)R, VR) is R-free of (graded) rank
equal to dimkq HomHθ,R(P (pi)R, VR) ⊗R k for k = F or K. Now, by
the Universal Coefficient Theorem again, we have that
dimKq HomHθ,R(P (pi)R, VR)⊗RK = dimKq HomHθ,K (P (pi)R⊗RK,VR⊗RK),
which completes the proof, since VR ⊗R K ∼= VK .
Our main interest is in reduction modulo p of the irreducible Hθ,K-
modules L(pi)K . Pick a non-zero homogeneous vector v ∈ L(pi)K and
define L(pi)R := Hθ,R · v. Then L(pi)R is an Hθ,R-invariant full lattice
in L(pi)K , and reducing modulo p, we get an Hθ,F -module L(pi)R ⊗R F .
In general, L(pi)R ⊗R F is not L(pi)F , although this happens ‘often’, for
example for cuspidal modules:
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Lemma 2.2.4. [Kl1, Proposition 3.20] Let α ∈ Φ+. Then L(α)R⊗RF ∼=
L(α)F .
To generalize this lemma to irreducible modules of the form
L(αm), we need to observe that induction and restriction commute
with extension of scalars. More precisely, for γ1, . . . , γm ∈ Q+, θ =
γ1 + · · ·+γm, and any ground ring k, we denote by Hγ1,...,γm;k the algebra
Hγ1,k ⊗k · · · ⊗k Hγm,k identified as usual with a (non-unital) subalgebra
of Hθ,k. Now, the following lemma is immediate:
Lemma 2.2.5. Let VR ∈ Hγ1,...,γm;R-mod and WR ∈ Hθ,R-mod. Then
for any R-algebra k, there are natural isomorphisms of Hθ,k-modules
(Indθγ1,...,γm VR)⊗R k ∼= Indθγ1,...,γm(VR ⊗R k)
and of Hγ1,...,γm;k-modules
(Resθγ1,...,γmWR)⊗R k ∼= Resθγ1,...,γm(WR ⊗R k).
Let α ∈ Φ+ and m ∈ Z>0. If k is a field, by Lemma 1.3.3,
we have L(αm)k ' L(α)◦mk . By Lemma 2.2.5, L(αm)R := (L(α)R)◦m
satisfies L(αm)R ⊗R k ' L(αm)k for k = K or F . Taking into account
Lemmas 2.2.3 and 2.2.4, we get:
Lemma 2.2.6. Let α ∈ Φ+ and m ∈ Z>0. Then reduction modulo p of
L(αm)K is L(α
m)F .
It was conjectured in [KlR, Conjecture 7.3] that reduction modulo
p of L(pi)K is always L(pi)F , but counterexamples are given in [Wi] (see
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also [BKM, Example 2.16]). Still, it is important to understand when
we have L(pi)R ⊗R F ∼= L(pi)F :
Problem 2.2.7. Let θ ∈ Q+.
(i) If pi ∈ KP(θ), determine when L(pi)R ⊗R F ∼= L(pi)F .
(ii) We say that James’ Conjecture has positive solution (for θ) if
the isomorphism in (i) holds for all pi ∈ KP(θ). Determine the
minimal lower bound pθ on p = charF so that James’ Conjecture
has positive solution for all p ≥ pθ.
At least, we always have:
Lemma 2.2.8. Let θ ∈ Q+ and pi ∈ KP(θ). Then in the Grothendieck
group of finite dimensional Hθ,F -modules we have
[L(pi)R ⊗R F ] = [L(pi)F ] +
∑
σ<pi
api,σ[L(σ)F ] (2.1)
for some bar-invariant Laurent polynomials api,σ ∈ Z[q, q−1]. Moreover,
P (pi)R ⊗R K ∼= P (pi)K ⊕
⊕
σ>pi
aσ,piP (σ)K .
Proof. Let k = K or F and consider the reduced standard module
∆¯(pi)k, see (3.4). In view of (3.5), we can write
[L(pi)k] := [∆¯(pi)k] +
∑
σ<pi
fkpi,σ[∆¯(σ)k]
for some fkpi,σ ∈ Z[q, q−1]. Using Lemmas 2.2.5, 2.2.4 and induction on
the bilexicographical order on KP(pi), we now deduce that the equation
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(2.1) holds for some, not necessarily bar-invariant, coefficients api,σ ∈
Z[q, q−1]. Then we also have
chq (L(pi)R ⊗R F ) = chq (L(pi)F ) +
∑
σ<pi
api,σchq (L(σ)F ).
Since reduction modulo p preserves formal characters, the left hand side
is bar-invariant. Moreover, every chq (L(σ)F ) is bar-invariant. This
implies that the coefficients api,σ are also bar-invariant, since by [KL1,
Theorem 3.17], the formal characters {chq L(ν)F | ν ∈ KP(θ)} are
linearly independent.
Finally, for any σ ∈ KP(θ), we have
aσ,pi = dim
K
q HomHθ,K (P (pi)R ⊗R K,L(σ)K),
thanks to by Lemma 2.2.3. This implies the second statement.
Remark 2.2.9. For k = K and F , denote by dkpi,σ, the corresponding
decomposition numbers, see (3.5), and consider the decomposition
matrices Dk := (dkpi,σ)pi,σ∈KP(θ). Setting A := (api,σ)pi,σ∈KP(θ), we have
DF = DKA. So the matrix A plays the role of the adjustment matrix
in the classical James’ Conjecture [J]. Note that James’ Conjecture has
positive solution in the sense of Problem 2.2.7 if and only if A is the
identity matrix.
2.2.2. Integral forms of standard modules
Our next goal is to construct some special R-forms of standard
modules. We call an Hθ,R-module ∆(pi)R a universal R-form of a
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standard module if it is an R form for both ∆(pi)K and ∆(pi)F . We
show how to construct these for all pi.
By Theorem 1.3.4(i), for any field k and α ∈ Φ+, the standard
module ∆(αm)k has simple head L(α
m)k. Pick a homogeneous generator
v ∈ ∆(αm)K and consider the R-form ∆(αm)R := Hmα,R · v of ∆(αm)K .
Further, for any θ ∈ Q+ and pi = (pim11 , . . . , pimss ) ∈ KP(θ) with pi1 >
· · · > pis, we define the following R-form of ∆(pi)K (cf. Lemma 2.2.5):
∆(pi)R := ∆(pi
m1
1 )R ◦ · · · ◦∆(pimss )R.
Let 1(pi),R := 1m1pi1,...,mspis;R. Then, for an appropriate set D(pi) of
coset representatives in a symmetric group, we have that {ψw1(pi),R | w ∈
D(pi)} is a basis of Hθ,R1(pi),R considered as a right Hm1pi1,...,mspis;R-module.
So
∆(pi)R =
⊕
w∈D(pi)
ψw1(pi),R ⊗∆(pim11 )R ⊗ · · · ⊗∆(pimss )R.
In particular, choosing vt ∈ ∆(pimtt )K with ∆(pimtt )R = Hmtpit,R · vt for all
1 ≤ t ≤ s and setting v := 1(pi),K ⊗ v1 ⊗ · · · ⊗ vs, we have
∆(pi)R = Hθ,R · v (2.2)
Now we show that ∆(pi)R is a universal R-form:
Lemma 2.2.10. Let θ ∈ Q+, and pi ∈ KP(θ). Then ∆(pi)R ⊗R F ∼=
∆(pi)F .
Proof. In view of (3.7) and Lemma 2.2.5, we may assume that pi is of
the form (βm) for a positive root β so that θ = mβ. By Lemma 2.2.3,
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we have for any σ ∈ KP(θ):
[∆(βm)R ⊗R F : L(σ)F ]q = dimKq HomHθ,K (P (σ)R ⊗R K,∆(βm)K).
By convexity, (βm) is a minimal element of KP(θ). So Lemma 2.2.8
implies that all composition factors of ∆(βm)R ⊗R F are ' L(βm)F .
Moreover,
[∆(βm)R⊗RF : L(βm)F ]q = [∆(βm)K : L(βm)K ]q = [∆(βm)F : L(βm)F ]q.
By construction, ∆(βm)R is cyclic, hence so is ∆(β
m)R ⊗R F . So,
∆(βm)R⊗RF is a module with simple head and belongs to the category
of all modules in Hθ,F -mod with composition factors ' L(βm)F . Since
(βm) is minimal in KP(θ), we have that ∆(βm)F is the projective cover of
L(βm)F in this category, see [Kl3, Lemma 4.11]. So there is a surjective
homomorphism from ∆(βm)F onto ∆(β
m)R ⊗R F . This has to be an
isomorphism since we have proved that the two modules have the same
composition multiplicities.
From now on, the notation ∆(pi)R is reserved for a universal R-
form. We begin with a rather obvious consequence of what we have
proved so far:
Proposition 2.2.11. Let θ ∈ Q+ and pi, σ ∈ KP(θ).
(i) If pi 6= σ, then HomHθ,R(∆(pi)R,∆(σ)R) = 0.
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(ii) For any R-algebra k, we have
EndHθ,R(∆(pi)R)⊗R k = EndHθ,k(∆(pi)R ⊗R k).
(iii) If pi 6< σ, then ExtjHθ,R(∆(pi)R,∆(σ)R) = 0 for all j ≥ 1.
Proof. By the Universal Coefficient Theorem, for any j ≥ 0, we can
embed ExtjHθ,R(∆(pi)R,∆(σ)R) ⊗R F into ExtjHθ,F (∆(pi)F ,∆(σ)F ). So
(i) follows from Theorem A, and (iii) follows from Theorem 1.3.4(iii).
Now (ii) also follows from the Universal Coefficient Theorem, since
Ext1Hθ,R(∆(pi)R,∆(pi)R) = 0 by (iii), which makes the Tor1-term
trivial.
It turns out that torsion in the Ext groups between ∆(pi)R’s bears
some importance for Problem 2.2.7, see Remark 2.2.15. So we try to
make progress in understanding this torsion. Given an R-module V ,
denote by V Tors its torsion submodule. Of especial importance for us will
be the torsion in Ext-groups: ExtjHθ,R(∆(pi)R,∆(σ)R)
Tors. The following
result was surprising for us:
Theorem 2.2.12. Let θ ∈ Q+ and pi, σ ∈ KP(θ). Then the R-module
Ext1Hθ,R(∆(pi)R,∆(σ)R)
is torsion-free.
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Proof. By Proposition 2.2.11, we may assume that pi < σ. By the
Universal Coefficient Theorem, there is an exact sequence
0→ HomHθ,R(∆(pi)R,∆(σ)R)⊗R F → HomHθ,F (∆(pi)F ,∆(σ)F )
→ TorR1 (Ext1Hθ,R(∆(pi)R,∆(σ)R), F )→ 0.
By Theorem A, the middle term vanishes, so the third term also
vanishes, which implies the theorem.
We will need the following generalization:
Corollary 2.2.13. Let θ ∈ Q+, σ ∈ KP(θ), and V be an Hθ,R-module
with a finite ∆-filtration, all of whose subfactors are of the form ' ∆(pi)R
for pi 6= σ. Then the R-module Ext1Hθ,R(V,∆(σ)R) is torsion-free.
Proof. Apply induction on the length of the ∆-filtration, the induction
base coming from Theorem 2.2.12. If the filtration has length greater
than 1, we have an exact sequence
0→ V1 → V → V2 → 0,
such that the inductive assumption apples to V1, V2. Then we get a long
exact sequence
HomHθ,R(V1,∆(σ)R)→ Ext1Hθ,R(V2,∆(σ)R)
→Ext1Hθ,R(V,∆(σ)R)→ Ext1Hθ,R(V1,∆(σ)R).
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By Theorem A, the first term vanishes. By the inductive assumption,
the second and fourth terms are torsion-free. Hence so is the third
term.
While we have just proved that there is no torsion in
Ext1Hθ,R(∆(pi)R,∆(σ)R), the following result reveals the importance of
torsion in Ext2-groups.
Corollary 2.2.14. Let θ ∈ Q+ and pi, σ ∈ KP(θ). We have
dimFq Ext
1
Hθ,F
(∆(pi)F ,∆(σ)F )
= dimKq Ext
1
Hθ,K
(∆(pi)K ,∆(σ)K) + d
R
q Ext
2
Hθ,R
(∆(pi)R,∆(σ)R)
Tors.
In particular,
dimFq Ext
1
Hθ,F
(∆(pi)F ,∆(σ)F ) = dim
K
q Ext
1
Hθ,K
(∆(pi)K ,∆(σ)K)
if and only if the R-module Ext2Hθ,R(∆(pi)R,∆(σ)R) is torsion-free.
Proof. By the Universal Coefficient Theorem, there is an exact sequence
0→ Ext1Hθ,R(∆(pi)R,∆(σ)R)⊗R F → Ext1Hθ,F (∆(pi)F ,∆(σ)F )
→ TorR1 (Ext2Hθ,R(∆(pi)R,∆(σ)R), F )→ 0
and an isomorphism
Ext1Hθ,R(∆(pi)R,∆(σ)R)⊗R K ∼= Ext1Hθ,K (∆(pi)K ,∆(σ)K).
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The last isomorphism and Theorem 2.2.12 imply
dimKq Ext
1
Hθ,K
(∆(pi)K ,∆(σ)K) = d
R
q Ext
1
Hθ,R
(∆(pi)R,∆(σ)R).
On the other hand,
dRq Ext
2
Hθ,R
(∆(pi)R,∆(σ)R)
Tors = dimFq Tor
R
1 (Ext
2
Hθ,R
(∆(pi)R,∆(σ)R), F ),
so the result now follows from the exactness of the first sequence.
Remark 2.2.15. By Theorem 2.2.12, lack of torsion in the group
Ext2Hθ,R(∆(pi)R,∆(σ)R) is equivalent to the fact that the extension
groups Ext1Hθ(∆(pi),∆(σ)) have the same graded dimension in
characteristic 0 and p. This is relevant for Problem 2.2.7. However,
we do not understand the precise connection between Problem 2.2.7
and lack of torsion in the groups Ext2Hθ,R(∆(pi)R,∆(σ)R). For example,
we do not know if such lack of torsion for all pi, σ implies (or is equivalent
to) James’ Conjecture having positive solution. In the next section we
establish a different statement of that nature. Set
∆k :=
⊕
pi∈KP(θ)
∆(pi)k.
By the Universal Coefficient Theorem, all groups ExtjHθ,R(∆(pi)R,∆(σ)R)
are torsion free if and only if the dimension of the k-algebras
Ext•Hθ,k(∆k,∆k) is the same for k = K and k = F , and
Ext•Hθ,k(∆k,∆k)
∼= Ext•Hθ,R(∆R,∆R)⊗R k
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for k = K and F . We do not know if James’ Conjecture has positive
solution under the assumption that all groups ExtjHθ,R(∆(pi)R,∆(σ)R)
are torsion-free.
2.2.3. Integral forms of projective modules in characteristic
zero
Recall that by lifting idempotents, we have constructed projective
R-forms P (pi)R of the projective indecomposable modules P (pi)F . Our
next goal is to construct some interesting R-forms of the projective
modules P (pi)K . As we cannot denote them P (pi)R, we will have to
use the notation Q(pi)R. We will construct Q(pi)R using the usual
‘universal extension procedure’ applied to universal R-forms of the
standard modules, but in our ‘infinite dimensional integral situation’
we need to be rather careful. We begin with some lemmas.
Lemma 2.2.16. Let k be a field and V ∈ Hθ,k-mod have the following
properties:
(i) V is indecomposable;
(ii) V has a finite ∆-filtration with the top factor ∆(pi)k;
(iii) Ext1Hθ,k(V,∆(σ)k) = 0 for all σ ∈ KP(θ).
Then V ∼= P (pi)k.
Proof. We have a short exact sequence 0 → M → P → V → 0, where
P is a finite direct sum of indecomposable projective modules. By
[Kl3, Corollary 7.10(i)], M has a finite ∆-filtration. Now, by property
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(iii), the short exact sequence splits. Hence V is projective. As it is
indecomposable, it must be of the form qdP (σ). By the property (ii),
pi = σ and d = 0.
For pi ∈ KP(θ) and k ∈ {F,K,R}, we denote by Bpi,k the
endomorphism algebra EndHθ,k(∆(pi)k)
op. Then ∆(pi)k is naturally a
right Bpi,k-module. We will need to know that this Bpi,k-module is finitely
generated. In fact, we will prove that it is finite rank free. First of all,
this is known over a field:
Lemma 2.2.17. Let pi ∈ KP(θ) and k be a field. Then:
(i) Bpi,k is a commutative polynomial algebra in finitely many variables
of positive degrees.
(ii) Let Npi,k be the ideal in Bpi,k spanned by all monomials of positive
degree, and M := ∆(pi)kNpi,k. Then ∆(pi)k/M ∼= ∆¯(pi)k, see the
notation (3.4).
(iii) Let v1, . . . , vN ∈ ∆(pi)k be such that {v1 + M, . . . , vN + M} is a
k-basis of ∆(pi)k/M . Then {v1, . . . , vN} is a basis of ∆(pi)k as a
Bpi,k-module.
Proof. For (i) see Theorem 1.3.9. For (ii) and (iii), see [Kl3, Proposition
5.7].
The following general lemma, whose proof is omitted, will help us
to transfer the result of Lemma 2.2.17 from K and F to R:
Lemma 2.2.18. Let BR be an R-algebra and VR be a BR-module.
Assume that BR and VR are free as R-modules. If v1, . . . , vN ∈ VR are
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such that {v1⊗1k, . . . , vN⊗1k} is a basis of VR⊗Rk as a BR⊗Rk-module
for k = K and F , then {v1, . . . , vN} is a basis of VR as a BR-module.
Lemma 2.2.19. Let pi ∈ KP(θ). As a Bpi,R-module, ∆(pi)R is finite
rank free.
Proof. Let pi = (pim11 , . . . , pi
ms
s ) for positive roots pi1 > · · · > pis. Choose
v = 1(pi),K ⊗ v1 ⊗ · · · ⊗ vs as in (2.2). There is a submodule M ⊂
∆(pi)K with ∆(pi)K/M ∼= ∆¯(pi)K . Pick h1, . . . , hN ∈ Hθ,R such that
{h1v + M, . . . , hNv + M} is an R-basis of ∆¯(pi)R = Hθ,R · (v + M). By
Lemma 2.2.17, {h1v⊗1k, . . . , hNv⊗1k} is a Bpi,k-basis of ∆(pi)R⊗Rk for
k = K or F . Now apply Proposition 2.2.11(ii) and Lemma 2.2.18.
Corollary 2.2.20. Let k ∈ {F,K,R}, V ∈ Hθ,k-mod, pi ∈ KP(θ) and
j ∈ Z≥0. Then ExtjHθ,k(V,∆(pi)k) is finitely generated as a Bpi,k-module.
Proof. Since Hθ,k is Noetherian, V has a resolution by finite rank free
modules over Hθ,k. Applying HomHθ,k(−,∆(pi)k) to this resolution, we
get a complex with terms being finite direct sums of modules ' ∆(pi)k,
which are finite rank free over Bpi,k, thanks to Lemmas 2.2.17 and 2.2.19.
As Bpi,k is Noetherian, the cohomology groups of the complex are finitely
generated Bpi,k-modules.
Remark 2.2.21. It is a more subtle issue to determine whether
ExtjHθ,k(∆(pi)k, V ) is finitely generated as a Bpi,k-module. We do not
know if this is always true.
Lemma 2.2.22. (Universal Extension Procedure) Let k ∈
{F,K,R}, σ ∈ KP(θ), and Vk be an indecomposable Hθ,k-module with a
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finite ∆-filtration, all of whose subfactors are of the form ' ∆(pi)k for
pi 6≥ σ. If k = R, assume in addition that VR ⊗R K is indecomposable.
Let
r(q) := dBσ,kq Ext
1
Hθ,k(Vk,∆(σ)k) ∈ Z[q, q−1].
Then there exists an Hθ,k-module E(Vk,∆(σ)k) with the following
properties:
(i) E(Vk,∆(σ)k) is indecomposable;
(ii) Ext1Hθ,k(E(Vk,∆(σ)k),∆(σ)k) = 0;
(iii) there is a short exact sequence
0→ r(q)∆(σ)k → E(Vk,∆(σ)k)→ Vk → 0.
Proof. In this proof we drop Hθ,k from the indices and write Ext
1 for
Ext1Hθ,k , etc. Also, when this does not cause a confusion, we drop k from
the indices. Let ξ1, . . . , ξr be a minimal set of homogeneous generators
of Ext1(V,∆(σ)) as a Bσ-module, and ds := deg(ξs) for s = 1, . . . , r, so
that r(q) =
∑
s q
ds . The extension
0→ q−d1∆(σ)→ E1 → V → 0,
corresponding to ξ1, yields the long exact sequence
Hom(q−d1∆(σ),∆(σ))
ϕ−→ Ext1(V,∆(σ)) ψ−→ Ext1(E1,∆(σ))→ 0.
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We have used that Ext1(q−d1∆(σ),∆(σ)) = 0, see Proposition 2.2.11(iii).
Note that q−d1∆(σ) = ∆(σ) as Hθ-modules but with degrees shifted
down by d1. So we can consider the identity map id : q
−d1∆(σ) →
∆(σ), which has degree d1. The connecting homomorphism ϕ maps this
identity map to ξ1. It follows that Ext
1(E1,∆(σ)) is generated as a
Bσ-module by the elements ξ¯2 := ψ(ξ2), . . . , ξ¯r := ψ(ξr). Repeating the
argument r − 1 more times, we get an extension
0→ q−d1∆(σ)⊕ · · · ⊕ q−dr∆(σ) = r(q)∆(σ)→ E → V → 0
such that in the corresponding long exact sequence
Hom(E,∆(σ))
χ−→ Hom(r(q)∆(σ),∆(σ))
ϕ−→Ext1(V,∆(σ))→ Ext1(E,∆(σ))→ 0,
for all s = 1, . . . , r, we have ϕ(ρs) = ξs, where ρs is the (degree ds)
projection onto the sth summand. In particular, ϕ is surjective, and
Ext1(E,∆(σ)) = 0.
It remains to prove that E is indecomposable. We first prove this
when k is a field. In that case, if E = E ′⊕E ′′, then both E ′ and E ′′ have
finite ∆-filtrations, see [Kl3, Corollary 7.10]. Since Ext1(∆(σ),∆(pi)) =
0 for pi 6> σ, there is a partition J ′ unionsq J ′′ = {1, . . . , r} such that there are
submodules
M ′ ∼= ⊕j∈J ′qdj∆(σ) ⊆ E ′, M ′′ ∼= ⊕j∈J ′′qdj∆(σ) ⊆ E ′′,
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and E ′/M ′, M ′′/E ′′ have ∆-filtrations. Since Hom(∆(σ), V ) = 0, we
now deduce that V ∼= E ′/M ′ ⊕ E ′′/M ′′. As V is indecomposable,
we may assume that E ′/M ′ = 0. Then some projection ρs lifts to a
homomorphism E → ∆(σ), which shows that this ρs is in the image of
χ, and hence in the kernel of ϕ, which is a contradiction.
Now let k = R. Note that V and E are free as R-modules since so
are all ∆(ν)R’s. If ER is decomposable, then so is ER⊗K, so it suffices
to prove that ER ⊗ K is indecomposable. In view of Corollary 2.2.13,
the Bσ,K-module
Ext1(VR,∆(σ)R)⊗R K ∼= Ext1(VR ⊗R K,∆(σ)K)
is minimally generated by ξ1,R ⊗ 1K , . . . , ξr,R ⊗ 1K . It follows, using
Lemma 2.2.2, that ER ⊗R K ∼= EK , where EK is constructed using the
universal extension procedure starting with the indecomposable module
VK := VR⊗RK as in the first part of the proof of the lemma. By the field
case established in the previous paragraph, EK is indecomposable.
Let pi ∈ KP(θ). For k ∈ {R,K, F}, we construct a module
Q(pi)k starting with ∆(pi)k, and repeatedly applying the universal
extension procedure. To simplify notation we drop some of the indices
k if this does not lead to a confusion. Given Laurent polynomials
r0(q), r1(q), . . . , rm(q) ∈ Z[q, q−1] with non-negative coefficients and
Kostant partitions pi0, pi1, . . . , pim ∈ KP(θ), we will use the notation
V = r0(q)∆(pi
0) | r1(q)∆(pi1) | · · · | rm(q)∆(pim)
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to indicate that the Hθ-module V has a filtration V = V0 ⊇ V1 ⊇ · · · ⊇
Vm+1 = (0) such that Vs/Vs+1 ∼= rs(q)∆(pis) for s = 0, 1 . . . ,m.
If Ext1Hθ(∆(pi),∆(σ)) = 0 for all σ ∈ KP(θ), we set Q(pi)k := ∆(pi)k.
Otherwise, let pi1,k ∈ KP(θ) be minimal with Ext1Hθ(∆(pi),∆(pi1,k)) 6= 0.
Note that this pi1,k might indeed depend on the ground ring k, hence
the notation. Also notice pi1,k > pi. Let
E(pi, pi1,k)k := E(∆(pi),∆(pi
1,k)),
see Lemma 2.2.22. By construction, we have
E(pi, pi1,k)k = ∆(pi) | r1,k(q)∆(pi1,k),
where
r1,k(q) = d
B
pi1,k
q Ext
1
Hθ
(∆(pi),∆(pi1,k)).
This Laurent polynomial might depend on k, hence the notation. If
Ext1Hθ(E(pi, pi
1,k),∆(σ)) = 0
for all σ ∈ KP(θ), we set Q(pi)k := E(pi, pi1,k)k. Otherwise, let pi2,k ∈
KP(θ) be minimal with Ext1Hθ(E(pi, pi
1,k),∆(pi2,k)) 6= 0. Note that pi2,k >
pi and pi2,k 6= pi1,k. Let
E(pi, pi1,k, pi2,k)k := E(E(pi, pi
1,k),∆(pi2,k)).
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By construction, we have
E(pi, pi1,k, pi2,k)k = ∆(pi) | r1,k(q)∆(pi1,k) | r2,k(q)∆(pi2,k),
where
r2,k(q) = d
B
pi2,k
q Ext
1
Hθ
(E(pi, pi1,k),∆(pi2,k)).
If Ext1Hθ(E(pi, pi
1,k, pi2,k),∆(σ)) = 0 for all σ ∈ KP(θ), we set
Q(pi)k := E(pi, pi
1,k, pi2,k).
Since on each step we will have to pick pit,k > pi, which does not
belong to {pi, pi1,k, . . . , pit−1,k}, the process will stop after finitely many
steps, and we will obtain a module
E(pi, pi1,k, . . . , pimk,k)k = ∆(pi) | r1,k(q)∆(pi1,k) | · · · | rmk,k(q)∆(pimk,k),
where
rt,k(q) = d
B
pit,k
q Ext
1
Hθ,k(E(pi, pi
1,k, . . . , pit−1,k)k,∆(pit,k)k) (2.3)
for all 1 ≤ t ≤ mk, and such that
Ext1Hθ,k(E(pi, pi
1,k, . . . , pimk,k)k,∆(σ)k) = 0
for all σ ∈ KP(θ). We set
Q(pi)k := E(pi, pi
1,k, . . . , pimk,k)k.
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Theorem 2.2.23. Let θ ∈ Q+ and pi ∈ KP(θ).
(i) For k = K or F , we have Q(pi)k ∼= P (pi)k.
(ii) For k = K or F , the Laurent polynomial rt,k(q) from (2.3) equals
the decomposition number dkpit,k,pi for all 1 ≤ t ≤ mk, and dkσ,pi = 0
for σ 6∈ {pit,k | 1 ≤ t ≤ mk}.
(iii) mR = mK; setting m := mR, we may choose pi
1,R =
pi1,K , . . . , pim,R = pim,K and then rt,R(q) = rt,K(q) for all 1 ≤ t ≤
m.
(iv) Q(pi)R ⊗R K ∼= P (pi)K.
Proof. Part (i) follows from the construction and Lemma 2.2.16. Part
(ii) follows from part (i), the construction, and Theorem 1.3.4(v).
To show (iii) and (iv), we prove by induction on t = 0, 1, . . . that
we can choose pit,R = pit,K , rt,R(q) = rt,K(q) and
E(pi, pi1,R, . . . , pit,R)R ⊗R K ∼= E(pi, pi1,K , . . . , pit,K)K . (2.4)
The induction base is simply the statement ∆(pi)R⊗RK ∼= ∆(pi)K . For
the induction step, assume that t > 0 and the claim has been proved for
all s < t.
Let ξ1,R, . . . , ξr,R be a minimal set of generators of the Bpit,R,R-
module
Ext1Hθ,R(E(pi, pi
1,R, . . . , pit−1,R)R,∆(pit,R)R),
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so that
rt,R(q) = deg(ξ1,R) + · · ·+ deg(ξr,R)
Using Corollary 2.2.13 and the Universal Coefficient Theorem, we
deduce that pit,K can be chosen to be pit,R and the Bpit,R,K-module
Ext1(∆(pi)R,∆(pi
t,R)R)⊗R K ∼= Ext1(VR ⊗R K,∆(pit,R)K)
is minimally generated by ξ1,R ⊗ 1K , . . . , ξr,R ⊗ 1K , so that rt,K(q) =
rt,R(q). Finally (2.4) comes from Lemma 2.2.2.
In view of Theorem 2.2.23(i), Q(pi)R in general is not an R-form of
Q(pi)F ∼= P (pi)F . For every pi ∈ KP(θ), define the Hθ,F -module
X(pi) := Q(pi)R ⊗ F.
Theorem 2.2.24. James’ Conjecture has positive solution for θ if and
only if one of the following equivalent conditions holds:
(i) X(pi) is projective;
(ii) X(pi) ∼= P (pi)F for all pi ∈ KP(θ);
(iii) Ext1Hθ,F (X(pi),∆(σ)F ) = 0 for all pi, σ ∈ KP(θ);
(iv) the R-module Ext2Hθ,R(Q(pi)R,∆(σ)R) is torsion-free for all pi, σ ∈
KP(θ).
Proof. (i) and (ii) are equivalent by an argument involving formal
characters and Lemma 2.2.8. Furthermore, (i) and (iii) are equivalent
53
by Lemma 2.2.16. Since since Ext1Hθ,R(Q(pi)R,∆(σ)R) = 0 for all σ,
(iii) is equivalent to (vi) by the Universal Coefficient Theorem. Finally,
we prove that (ii) is equivalent to James’ Conjecture having positive
solution. If X(pi) ∼= P (pi)F for all pi, then they have the same graded
dimension, so the R-modules Q(pi)R and P (pi)R have the same graded
R-rank, whence the K-modules P (pi)K ∼= Q(pi)R⊗RK and P (pi)R⊗RK
have the same graded dimension, therefore P (pi)R⊗RK ∼= P (pi)K for all
pi, see Lemma 2.2.8, whence James’ Conjecture has positive solution.
Conversely, assume James’ Conjecture has positive solution. This
means that dKσ,pi = d
F
σ,pi for all σ, pi ∈ KP(θ). By Theorem 2.2.23(ii),
on every step of our universal extension process, we are going to
have the same dimension of the Ext1-group over K and F , so, by
Theorem 2.2.23(iii), on every step of our universal extension process, we
are also going to have the same rank of the appropriate Ext1-groups over
R and F . Now, use Lemma 2.2.2 as in the proof of Theorem 2.2.23(iv)
to show that Q(pi)R ⊗R F ∼= P (pi)F .
Remark 2.2.25. We conjecture that P (pi)F has an X-filtration with
the top quotient X(pi) and X(σ) appearing aσ,pi(q) times. On the level
of Grothendieck groups, this is true thanks to Lemma 2.2.8. But it
seems not obvious even that X(pi) is a quotient of P (pi)F .
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Chapter III
PROJECTIVE RESOLUTIONS
This chapter contains material coauthored by the author and
his thesis advisor, Alexander Kleshchev. While both parties offered
significant contributions, it is impossible to distinguish their exact
inputs.
3.1. Preliminaries
We begin by introucing notation and recalling some known results
that we rely on for the remainder of the chapter. For any i, j ∈ I,
we fix a choice of signs εi,j = sgn(j − i) in the definition of Hθ for
concreteness. We also work only in finite type A throughout the chapter.
For d ∈ Z≥0, a composition of d is an element λ = (λ1, · · · , λm) ∈ Zm≥0
with
∑m
k=1 λk = d. For such λ, we define the parabolic subgroup
Sλ := Sλ1 × · · · ×Sλm ≤ Sd.
If µ = {µ1, . . . , µn} ∈ Zn≥0 is also a composition of d, then we set
µDλ to be a choice of minimal length double coset representatives
for Sµ\Sd/Sλ. Similarly, we set Dλ and λD to be a choice of left
and right minimal length coset representatives for Sd/Sλ and Sλ\Sd,
respectively.
Given w ∈ Sd we denote by `(w) its length, i.e. the minimal ` ∈ Z≥0
such that there exists a reduced expression w = si1 · · · si` . We say that
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w ∈ Sd is fully commutative if any reduced expression for w can be
obtained from any other by means of braid relations that only involve
commuting generators. Note that if w ∈ Sd is fully commutative and
θ ∈ Q+ has height d, then the element ψw ∈ Hθ is well defined and does
not depend on the choice of reduced expression for w. The following is
well-known and can be deduced from [DJ, Lemma 1.6].
Lemma 3.1.1. Let λ, µ be compositions of d and w ∈ µD. Then there
exist unique elements u ∈ µDλ and v ∈ Sλ such that w = uv and
`(w) = `(u) + `(v).
For θ ∈ Q+ with height d and any 1 ≤ r < s ≤ d, we denote the
cycle (s, s − 1, . . . , r) ∈ Sd by (s → r) and consider the corresponding
element
ψs→r := ψ(s→r) = ψs−1 . . . ψr ∈ Hθ. (1.1)
Since cycles have unique reduced decompositions, ψs→r is well defined.
The following lemma easily follows from the defining relations of Hθ.
Lemma 3.1.2. Let 1 ≤ r < s ≤ d, t ∈ (r, s), u ∈ [r, s), and i ∈ Iθ.
Then in Hθ we have:
(i) 1iψs→rψt = 1iψt−1ψs→r unless is = it−1 = it ± 1;
(ii) 1iψs→ryu+1 = 1iyuψs→r unless is = iu.
Recalling the parabolic embeddings introduced in 3.2, we will also
need the following result, which is easily seen using this embedding along
with Theorem 1.3.1 and Lemma 3.1.1.
Lemma 3.1.3. Let θ ∈ Q+ and i, j ∈ Iθ. Then, Hθ1i◦Hη1j ∼= Hθ+η1ij.
56
3.1.1. Divided power idempotents
Fix i ∈ I and m ∈ Z≥0 and denote by w0,m the longest element of
Sm. Also, set
y0,m :=
m∏
r=1
yr−1r , y
′
0,m :=
m∏
r=1
ym−rr .
Lemma 3.1.4. We have:
(i) ψw0,myψw0,m = 0 for any y ∈ F [y1, . . . , ym] of degree less than
m(m− 1)/2
(ii) ψw0,my0,mψw0,m = ψw0,m.
(iii) ψw0,my
′
0,mψw0,m = (−1)m(m−1)/2ψw0,m.
Proof. This is noted in [KL1, §2.2].
As in [KL1], taking onto account Lemma 3.1.4(ii), we have an
idempotent
1i(m) := ψw0,my0,m ∈ Hmαi .
Let θ ∈ Q+. We define Iθdiv to be the set of all expressions
of the form i
(m1)
1 · · · i(mr)r with m1, . . . ,mr ∈ Z≥0, i1, . . . , ir ∈ I and
m1αi1 + · · ·+mrαir = θ. We refer to such expressions as divided power
words. We identify Iθ with the subset of Iθdiv which consists of all divided
power words as above with all mk = 1. We use the same notation for
concatenation of divided power words as for concatenation of words.
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Fix i = i
(m1)
1 · · · i(mr)r ∈ Iθdiv. We have the divided power idempotent
1i = 1i(m1)1 ···i(mr)r
:= ιm1αi1 ,...,mrαir (1i(m1)1
⊗ · · · ⊗ 1
i
(mr)
r
) ∈ Hθ.
Define i! := [m1]! · · · [mr]! and
〈i〉 :=
r∑
k=1
mk(mk − 1)/2. (1.2)
Set
iˆ := im11 · · · imrr ∈ Iθ. (1.3)
Note that 1i1iˆ = 1iˆ1i = 1i. The following technical lemmas will be
needed in what is to follow.
Lemma 3.1.5. [KL1, §2.5] Let U (resp. W ) be a left (resp. right) Hθ-
module, free of finite rank as a Z-module. For i ∈ Iθdiv, we have
dimq (1iU) = i!q
〈i〉dimq (1iˆU) and dimq (W1i) = i!q
−〈i〉dimq (W1iˆ).
Lemma 3.1.6. Let α = αa + αa+1 + · · · + αb ∈ Φ+ be a positive root,
m ∈ Z>0, θ = mα, and i = a(m)(a+ 1)(m) · · · b(m) ∈ Iθdiv. Then
dimq 1iL(α
m) = q−(b−a+1)m(m−1)/2.
Proof. We have that L(α)◦m ∼= qm(m−1)/2L(α)◦m, see [KlR, Lemma 6.6]
or [M, Lemma 3.4]. So the result follows from Lemma 3.1.5 and [Kl2,
Lemma 2.10].
Lemma 3.1.7. In the algebra Hmαi, we have
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(i) 1iri(s)it1i(m) = 1i(m) if r + s+ t = m.
(ii) 1i(m)ψm→11i i(m−1) = ψm→11i i(m−1).
Proof. (i) follows from Lemma 3.1.4(ii) since we can write
1i(m) = ιrαi,sαi,tαi(1rαi ⊗ ψw0,s ⊗ 1tαi)ψuy0,m
for some u ∈ Sm.
(ii) We have
1i(m)ψm−1ψm−2 . . . ψ11i i(m−1)
=1i(m)ψm−1ψm−2 . . . ψ1ιαi,(m−1)αi(1αi ⊗ ψw0,m−1y0,m−1)
=1i(m)ψw0,mιαi,(m−1)αi(1αi ⊗ y0,m−1)
=ψw0,mιαi,(m−1)αi(1αi ⊗ y0,m−1)
=ψm−1ψm−2 . . . ψ1ιαi,(m−1)αi(1αi ⊗ ψw0,m−1y0,m−1)
=ψm−1ψm−2 . . . ψ11i i(m−1) ,
where we have used Lemma 3.1.4(ii) for the third equality.
3.1.2. Diagrammatic notation
Let θ ∈ Q+ with ht(θ) = d. We will use the Khovanov-Lauda
[KL1] diagrammatic notation for elements of Hθ. In particular, for i =
i1 · · · id ∈ Iθ, 1 ≤ r < d and 1 ≤ s ≤ d, we denote
1i =
i1 i2 · · · id
· · · , 1iψr =
i1
· · ·
· · · ir−1 ir ir+1ir+2
· · ·
· · · id
, 1iys =
i1
· · ·
· · · is−1 is is+1 · · ·
· · ·
id
.
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We speak of deg(1iψr) as the degree of a crossing in the middle picture
above. In addition, we denote
ψw0,d =: w0 , y0,d =: y0 , 1i(d) =
i · · · i
y0
w0
· · · =: i· · · i = id .
For example, if d = 3, we have
1i3ψw0 =
i i i
w0
=
i i i
, 1i3y0 =
i i i
y0
=
i i i
, 1i(3) = i i i =
i i i
.
More generally, we denote
1
i
(m1)
1 ··· i(mr)r
=: i
m1
1 · · · imrr .
3.2. Semicuspidal Resolution
Throughout the subsection, we fix m ∈ Z>0, a, b ∈ Z with a ≤ b,
and set l := b+ 2− a, d := lm. We denote
α := αa + · · ·+ αb+1 ∈ Φ+
and θ := mα. Note that l = ht(α) and d = ht(θ). Our goal is to
construct a resolution P• = Pα
m
• of the semicuspidal standard module
∆(αm).
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3.2.1. Combinatorics
We consider the set of compositions
Λ = Λα
m
:= {λ = (λa, . . . , λb) | λa, . . . , λb ∈ [0,m]}.
For λ ∈ Λ, we denote |λ| := λa + · · ·+ λb, and for n ∈ Z≥0, we set
Λ(n) = Λα
m
(n) := {λ ∈ Λ | |λ| = n}.
Let a ≤ i ≤ b. We set
ei := (0, . . . , 0, 1, 0, . . . , 0) ∈ Λ(1),
with 1 in the ith position.
Let λ ∈ Λ. Set
jλ := am−λa(a+ 1)m−λa+1 · · · bm−λb(b+ 1)mbλb · · · aλa ∈ Iθ,
iλ := a(m−λa)(a+ 1)(m−λa+1) . . . b(m−λb)(b+ 1)(m)b(λb) . . . a(λa) ∈ Iθdiv.
Note that îλ = jλ. We also associate to λ a composition ωλ of d with
2n+ 1 non-negative parts:
ωλ := (m− λa,m− λa+1, . . . ,m− λb,m, λb, λb−1, . . . , λa).
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Let i ∈ [a, b]. We denote
r−i (λ) :=
i∑
s=a
(m− λs), r+i (λ) := d−
i−1∑
s=a
λs, l
±
i (λ) := r
±
i±1(λ) + 1,
where r−a−1(λ) is interpreted as 0, and r
+
b+1(λ) is interpreted as d −∑b
s=a λs. Moreover, denote
rb+1(λ) := d−
b∑
s=a
λs, lb+1(λ) := rb+1(λ)−m+ 1.
Define
U±i (λ) := [l
±
i (λ), r
±
i (λ)], Ui(λ) := U
−
i (λ) unionsq U+i (λ),
Ub+1(λ) := [lb+1(λ), rb+1(λ)].
Observe that for all j ∈ [a, b+ 1], we have
Uj(λ) = {s ∈ [1, d] | jλs = j}.
We also consider the sets of multicompositions
Λ := (Λα)m = {δ = (δ(1), . . . , δ(m)) | δ(1), . . . , δ(m) ∈ Λα},
Λ(n) := {δ = (δ(1), . . . , δ(m)) ∈ Λ | |δ(1)|+ · · ·+ |δ(m)| = n}.
Note that by definition all δ
(r)
i ∈ {0, 1}. For 1 ≤ r ≤ m and a ≤ i ≤ b,
we define eri ∈ Λ(1) to be the multicomposition whose rth component
62
is ei and whose other components are zero. For δ ∈ Λ, denote
λδ := δ(1) + · · ·+ δ(m) ∈ Λ.
Fix δ = (δ(1), . . . , δ(m)) ∈ Λ. Define
jδ := jδ
(1)
. . . jδ
(m) ∈ Iθ.
For i ∈ [a, b] we define
U
(±)
i (δ) := {l(r − 1) + u | r ∈ [1,m], u ∈ U (±)i (δ(r))},
Ui(δ) := U
+
i (δ) unionsq U−i (δ),
Ub+1(δ) := {l(r − 1) + u | r ∈ [1,m], u ∈ Ub+1(δ(r))}.
Observe that for any j ∈ [a, b+ 1], we have
U
(δ)
j = {s ∈ [1, d] | jδs = j} and |U (±)j (λδ)| = |U (±)j (δ)|.
For λ ∈ Λ, δ ∈ Λ, and i ∈ [a, b], we define some signs:
sgnλ;i := (−1)
∑i−1
j=a λj , sgnδ;r,i := (−1)
∑r−1
s=1 |δ(s)|+
∑i−1
j=a δ
(r)
j ,
tδ :=
∑
1≤r<s≤m
a≤j<i≤b
δ
(r)
i δ
(s)
j , χδ := (−1)tδ ,
ξλ := (−1)
∑b
i=a λi(λi−1)/2, ξδ := χδξλδ .
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Lemma 3.2.1. Let δ = (δ(1), . . . , δ(m)) ∈ Λ, i ∈ [a, b] and r ∈ [1,m]. If
δ
(r)
i = 0, then
sgnλδ ;iχδ = χδ+eri sgnδ;r,i(−1)
∑r−1
s=1 δ
(s)
i .
Proof. Let λ := λδ and γ := δ + eri . Writing ‘≡’ for ‘≡ (mod 2) ’, we
have to prove
i−1∑
j=a
λj +
∑
t<s, k>j
δ
(t)
k δ
(s)
j ≡
∑
t<s, k>j
γ
(t)
k γ
(s)
j +
r−1∑
s=1
|δ(s)|+
i−1∑
j=a
δ
(r)
j +
r−1∑
s=1
δ
(s)
i .
Note that
∑
t<s, k>j
γ
(t)
k γ
(s)
j =
∑
t<s, k>j
δ
(t)
k δ
(s)
j +
∑
s>r, j<i
δ
(s)
j +
∑
s<r, j>i
δ
(s)
j , (2.1)
so the required comparison boils down to
i−1∑
j=a
λj ≡
∑
s>r, j<i
δ
(s)
j +
∑
s<r, j>i
δ
(s)
j +
r−1∑
s=1
|δ(s)|+
i−1∑
j=a
δ
(r)
j +
r−1∑
s=1
δ
(s)
i ,
which is easy to see.
Lemma 3.2.2. Let γ = (γ(1), . . . , γ(m)) ∈ Λ, i ∈ [a, b] and r ∈ [1,m].
If γ
(r)
i = 1, then
ξγsgnλγ ;i = sgnγ−eri ;r,iξγ−eri (−1)
∑m
s=r+1 γ
(s)
i }.
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Proof. Let µ := λγ , δ := γ − eri , and λ := λδ. Writing ‘≡’ for ‘≡
(mod 2) ’, we have to prove the comparison
∑
t<s, k>j
γ
(t)
k γ
(s)
j +
b∑
j=a
µj(µj − 1)/2 +
i−1∑
j=a
µj
≡
r−1∑
s=1
|δ(s)|+
i−1∑
j=a
δ
(r)
j +
∑
t<s, k>j
δ
(t)
k δ
(s)
j +
b∑
j=a
λj(λj − 1)/2 +
m∑
s=r+1
γ
(s)
i .
Note that
b∑
j=a
µj(µj − 1)/2−
b∑
j=a
λj(λj − 1)/2 = λi.
So, using also (2.1), the required comparison boils down to
∑
s>r, j<i
δ
(s)
j +
∑
s<r, j>i
δ
(s)
j +
i∑
j=a
λj ≡
r−1∑
s=1
|δ(s)|+
i−1∑
j=a
δ
(r)
j +
m∑
s=r+1
δ
(s)
i ,
which is easy to see.
3.2.2. The resolution P•
Let λ ∈ Λ. Recalling divided power word iλ ∈ Iθdiv from §3.2.1, we
set
sλ := − lm(m− 1)
2
+ (m+ 1)n−
b∑
i=a
λ2i ∈ Z,
eλ := 1iλ ∈ Hθ, Pλ = Pα
m
λ := q
sλHθeλ.
In particular, Pλ is a projective left Hθ-module. Further, set for any
n ∈ Z≥0:
Pn = P
αm
n :=
⊕
λ∈Λ(n)
Pλ.
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Note that Pn = 0 for n > d−m. The projective resolution P• = Pαm• of
∆(αm) will be of the form
. . . −→ Pn+1 dn−→ Pn −→ . . . −→ P0 −→ ∆(αm) −→ 0. (2.2)
To describe the boundary maps dn, we first consider a more general
situation. Suppose we are given two sets of idempotents {ea | a ∈ A}
and {fb | b ∈ B} in an algebra H. An A× B matrix D := (da,b)a∈A,b∈B
with every da,b ∈ eaHfb then yields the homomorphism between the
projective H-modules
ρD :
⊕
a∈A
Hea →
⊕
b∈B
Hfb, (raea)a∈A 7→
(∑
a∈A
rad
a,b
)
b∈B, (2.3)
which we refer to as the right multiplication with D.
We now define a Λ(n + 1) × Λ(n) matrix Dn with entries dµ,λn ∈
eµHθeλ. Let λ ∈ Λ(n) and a ≤ i ≤ b be such that λi < m. Recalling
(1.1), define
ψλ;i := ψr+i (λ+ei)→r−i (λ).
Note that ψλ;i1jλ = 1jλ+eiψλ;i. Recalling the sign sgnλ;i from §3.2.1, we
now set
dµ,λn :=
 sgnλ;ieµψλ;ieλ if µ = λ+ ei for some a ≤ i ≤ b,0 otherwise.
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Diagrammatically, for µ = λ+ ei as above, we have
dµ,λn = ±
am−λa · · · im−λi−1 (i+ 1)λi+1 · · · iλi+1 (i− 1)λi−1 · · · aλa
am−λa · · · im−λi (i+ 1)λi+1 · · · iλi (i− 1)λi−1 · · · aλa
· · · · · · · · · · · · · · · · · · · · · · · ·
We now set the boundary map dn to be the right multiplication
with Dn:
dn := ρDn .
Example 3.2.3. Let a = b = 1 and m = 2. Then the resolution P• is
0→ Hθ12(2)1(2) d1−→ Hθ112(2)1 d0−→ q−2Hθ11(2)2(2) −→ ∆((α1 +α2)2) −→ 0,
where d1 is a right multiplication with
12(2)1(2)ψ3ψ2ψ1112(2)1 =
2 2 1 1
1 2 2 1
and d0 is a right multiplication with
112(2)1ψ3ψ211(2)2(2) =
1 2 2 1
1 1 2 2
It is far from clear that ker dn = im dn+1 but at least the following
is easy to see:
Lemma 3.2.4. The homomorphisms dn are homogeneous of degree 0
for all n.
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Proof. Let λ ∈ Λ(n) be such that λi < m for some a ≤ i ≤ b, so
that µ := λ + ei ∈ Λ(n + 1). The homomorphism dn = ρDn is a
right multiplication with the matrix Dn. Its (µ, λ)-component is a
homomorphism Pµ → Pλ obtained by the right multiplication with
±eµψλ;ieλ. Recall that Pµ = qsµHθeµ and Pλ = qsλHθeλ. So we just
need to show that sµ = sλ + deg(eµψλ;ieλ). This is an easy computation
using the fact that by definition we have deg(eµψλ;ieλ) = m− 2λi.
3.2.3. The resolution Q•
In order to check that P• is a resolution of ∆(αm), we show that
it is a direct summand of a known resolution Q• of qm(m−1)/2∆(α)◦m.
To describe the latter resolution, let us first consider the special case
m = 1.
Lemma 3.2.5. We have that Pα• is a resolution of ∆(α).
Proof. This is a special case of [BKM, Theorem 4.12], corresponding to
the standard choice of (αi+1 + · · · + αj, αi) as the minimal pair for an
arbitrary positive root αi + · · ·+ αj in the definition of iα,σ, see [BKM,
§4.5].
Let Q• be the resolution qm(m−1)/2(Pα• )
◦m. To describe Q• more
explicitly, let n ∈ Z≥0 and δ = (δ(1), . . . , δ(m)) ∈ Λ(n). Recalling the
definitions of §3.2.1, we set
eδ := 1jδ ∈ Hθ, Qδ := qn+m(m−1)/2Hθeδ.
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Further for any n ∈ Z≥0, we set
Qn :=
⊕
δ∈Λ(n)
Qδ.
The projective resolution Q• is
. . . −→ Qn+1 cn−→ Qn −→ . . . −→ Q0 −→ qm(m−1)/2∆(α)◦m −→ 0,
where cn is the right multiplication with the Λ(n + 1) × Λ(n) matrix
C = (cγ,δn ) defined as follows. If δ + e
r
i ∈ Λ for some r ∈ [1,m] and
i ∈ [a, b], i.e. δ(r)i = 0, we set
ψδ;r,i := ια,...,α(1
⊗(r−1) ⊗ ψδ(r);i ⊗ 1⊗(m−r)).
Recalling the signs defined in §3.2.1, for δ ∈ Λ(n) and γ ∈ Λ(n + 1),
we now define
cγ,δn =
 sgnδ;r,ieγψδ;r,ieδ if γ = δ + e
r
i for 1 ≤ r ≤ m and a ≤ i ≤ b,
0 otherwise.
The fact that Q• is indeed isomorphic to the resolution
qm(m−1)/2(Pα• )
◦m is easily checked using the isomorphism Hθeδ ∼=
Hθ1jδ(1) ◦ · · · ◦Hθ1jδ(m) , which comes from Lemma 3.1.3.
Example 3.2.6. Let a = b = 1 and m = 2. Then the resolution Q• is
0→ q3Hθ12121 c1−→ q2Hθ12112 ⊕ q2Hθ11221 c0−→ qHθ11212 −→
q∆(α1 + α2)
◦2 −→ 0,
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where c1 is a right multiplication with the matrix (−12121ψ3 12121ψ1),
and c0 is a right multiplication with the matrix
12112ψ1
11221ψ3
 .
3.2.4. Comparison maps
We now construct what will end up being a pair of chain maps
f : P• → Q• and g : Q• → P• with g ◦ f = id. As usual, fn and gn
will be given as right multiplications with certain matrices Fn and Gn,
respectively.
Let λ ∈ Λ. Recall the definitions of §3.2.1. We denote by wλ0 the
longest element of the parabolic subgroup Sωλ ≤ Sd . We also denote
yλ := ιωλ(1(m−λa)αa ⊗ · · · ⊗ 1(m−λb)αb ⊗ y0,m ⊗ 1λbαb ⊗ · · · ⊗ 1λaαa).
Let δ = (δ(1), . . . , δ(m)) ∈ Λ. We define u(δ) ∈ Sd as follows: for
all i = a, . . . , b, the permutation u(δ) maps:
(i) the elements of U±i (λ
δ) increasingly to the elements of U±i (δ);
(ii) the elements of Ub+1(λ
δ) increasingly to the elements of Ub+1(δ).
Set w(δ) := u(δ)−1. Then w(δ) can also be characterized as the
element of Sd which for all i = a, . . . , b, maps the elements of U
(±)
i (δ)
increasingly to the elements of U
(±)
i (λ
δ) and the elements of Ub+1(δ)
increasingly to the elements of Ub+1(λ
δ).
Recall the signs χδ and ξδ defined in §3.2.1. We now define Fn
as the Λ(n) × Λ(n)-matrix with the entries fλ,δn defined for any λ ∈
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Λ(n), δ ∈ Λ(n) as follows:
fλ,δn :=
 χδeλψwλ0ψw(δ)eδ if λ = λ
δ,
0 otherwise.
We define Gn as the Λ(n) × Λ(n)-matrix with the entries gδ,λn defined
for any δ ∈ Λ(n), λ ∈ Λ(n) as follows:
gδ,λn :=
 ξδeδψu(δ)y
λeλ if λ = λ
δ,
0 otherwise.
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Example 3.2.7. Let m = d = 2 as in Examples 3.2.3 and 3.2.6. Then:
F0 =

1 1
w0
2 2
w0
1 2 1 2
 =

1 1 2 2
1 2 1 2
 ,
F1 =

1 2 2
w0
1
1 2 2 1
1 2 2
w0
1
2 1 1 2
 =

1 2 2 1
1 2 2 1
1 2 2 1
2 1 1 2
 ,
F2 =

2 2 1 1
2 1 2 1
w0 w0
 =

2 2 1 1
2 1 2 1
 ,
G0 =

1 2 1 2
1 1 2 2
y0
 =

1 2 1 2
1 1 2 2
 ,
G1 =

1 2 2 1
1 2 2 1
y0
2 1 1 2
1 2 2 1
y0

=

1 2 2 1
1 2 2 1
2 1 1 2
1 2 2 1

,
G2 =
−
2 1 2 1
2 2 1 1
y0
 =
−
2 1 2 1
2 2 1 1
 .
Lemma 3.2.8. Let δ ∈ Λ(n) and λ = λδ. Then:
(i) deg(ψw(δ)eδ) =
m(m−1)(l−1)
2
−mn+∑bi=a λ2i ,
(ii) deg(fλ,δn ) = −m(m−1)(l+1)2 +mn−
∑b
i=a λ
2
i ,
(iii) deg(gδ,λn ) =
m(m−1)(l+1)
2
−mn+∑bi=a λ2i .
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Proof. (i) We prove this by induction on m. Denote the right hand side
by R(m) and the left hand side by L(m). If m = 1 then w(δ) = 1, so
L(1) = 0. Moreover,
R(1) = −n+
b∑
i=a
λ2i = −n+
b∑
i=a
(δ
(1)
i )
2 = −n+
b∑
i=a
δ
(1)
i = 0.
Let m > 1. It suffices to prove that R(m) − R(m − 1) = L(m) −
L(m− 1). Let δ(m) = (εa, . . . , εb). Then, since all εi are 0 or 1, we have
R(m)−R(m− 1) = m(m− 1)(l − 1)
2
−mn+
b∑
i=a
λ2i
− (m− 1)(m− 2)(l − 1)
2
+ (m− 1)(n−
b∑
i=a
εi)−
b∑
i=a
(λi − εi)2
= (m− 1)(l − 1)− n−m
b∑
i=a
εi + 2
b∑
i=a
λiεi.
On the other hand, consider the Khovanov-Lauda diagram of
ψw(δ)eδ. The bottom positions of the diagram correspond to to the
letters of the word jδ, and so the rightmost l bottom positions of
this diagram correspond to the letters of jδ
(m)
. In other words,
counting from the right, the sequence of colors of these positions is
aεa , . . . , bεb , b+ 1, b1−εb , . . . , a1−εa . Note that the strings which originate
in these positions do not intersect each other, so L(m)−L(m−1) equals
the sum of the degrees of the intersections of these strings with the other
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strings of the diagram, i.e.
L(m)− L(m− 1) =
b∑
i=a+1
εi(λi−1 − εi−1) + λb − εb
+
b∑
i=a+1
(1− εi)(m− 1− 2(λi − εi) + λi−1 − εi−1)
+ (1− εa)(m− 1− 2(λa − εa)),
which is easily seen to equal the expression for R(m)−R(m−1) obtained
above.
(ii) This follows from (i) since deg(fλ,δn ) = deg(ψw(δ)ed) +
deg(eλψwλ0 ) and
deg(eλψwλ0 ) = −m(m− 1)−
b∑
i=a
(λi(λi − 1) + (m− λi)(m− λi − 1)).
(iii) This follows from (i) since
deg(gδ,λn ) = deg(eδψu(δ)) + deg(y
λ) = deg(ψw(δ)eδ) +m(m− 1).
Corollary 3.2.9. The homomorphisms fn and gn are homogeneous of
degree 0 for all n.
Proof. Let δ ∈ Λ(n) and λ = λδ. The homomorphism fn is a
right multiplication with the matrix Fn. Its (λ, δ)-component is a
homomorphism Pλ → Qδ obtained by the right multiplication with fλ,δn .
Recall that Pλ = q
sλHθeλ and Qδ = q
n+m(m−1)/2Hθeδ. So we just need
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to show that sλ = n+m(m−1)/2+deg(fλ,δn ), which easily follows from
Lemma 3.2.8(ii).
The homomorphism gn is a right multiplication with the matrix Gn.
Its (δ, λ)-component is a homomorphism Qδ → Pλ obtained by the right
multiplication with gδ,λn . So we just need to show that n+m(m−1)/2 =
sλ + deg(g
δ,λ
n ), which easily follows from Lemma 3.2.8(iii).
Corollary 3.2.10. Suppose δ, ε ∈ Λ(n) are such that λδ = λε. Then
deg(ψw(δ)eδ) = deg(ψw(ε)eε).
3.2.5. Independence of reduced decompositions
Throughout this subsection we fix δ ∈ Λ(n) and set λ := λδ.
Recall that in general the element ψw ∈ Hθ depends on a choice
of a reduced decomposition of w ∈ Sd. While it is clear from the form
of the braid relations in the KLR algebra that eλψwλ0 does not depend
on a choice of a reduced decomposition of wλ0 , it is not obvious that a
similar statement is true for ψw(δ)eδ and eδψu(δ). So a priori the elements
fλ,δn = ±eλψwλ0ψw(δ)eδ and gδ,λn = ±eδψu(δ)yλeλ might depend on choices
of reduced decompositions of w(δ) and u(δ). In this section we will prove
that this is not the case, and so in this sense the maps fn and gn are
canonical.
Recall the composition ωλ and the words j
λ, jδ from §3.2.1.
Lemma 3.2.11. The element w(δ) is the unique element of ωλ D(lm)
with w(δ) · jδ = jλ.
Proof. That w(δ) ∈ ωλ D(lm) and w(δ) · jδ = jλ follows from the
definitions. To prove the uniqueness statement, let w ∈ ωλ D(lm) and
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w ·jδ = jλ. Since w ∈ ωλ D, it maps the elements of Ub+1(δ) increasingly
to the elements of Ub+1(λ). By definition, j
δ = jδ
(1)
. . . jδ
(m)
. For every
r ∈ [1,m], the entries of jδ(r) have the following properties: (1) each
i ∈ [a, b + 1] appears among them exactly once; (2) the entries that
precede b+1 appear in the increasing order; (3) the entries that succeed
b + 1 appear in the decreasing order. Since w ∈ D(lm), it maps the
positions corresponding to the entries in (2) to the positions which are
to the left of the positions occupied with b + 1 in jλ, and it maps the
positions corresponding to the entries in (3) to the positions which are
to the right of the positions occupied with b + 1 in jλ. In other words,
for all i ∈ [a, b], the permutation w maps the elements of U±i (δ) to the
elements of U±i (λ). As w ∈ ωλ D, it now follows that for every i ∈ [a, b],
the permutation w maps the elements of U±i (δ) to the elements of U
±
i (λ)
increasingly. We have shown that w = w(δ).
Lemma 3.2.12. Let ε, δ ∈ Λα, and jε = w · jδ for some w ∈ Sl. Then
either ε = δ and w = 1, or deg(ψw1jδ) > 0.
Proof. Since every i ∈ [a, b+1] appears in jδ exactly once, ε = δ implies
w = 1. On the other hand, if ε 6= δ, let i be maximal with εi 6= δi. Then
the strings colored i and i + 1 in the Khovanov-Lauda diagram D for
ψw1jδ intersect (for any choice of a reduced decomposition of w), which
contributes a degree 1 crossing to D. On the other hand, since every
j ∈ [a, b+ 1] appears in jδ exactly once, D has no same color crossings,
which are the only possible crossings of negative degree. The lemma
follows.
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Lemma 3.2.13. Suppose that w ∈ (lm)Dωλ and w · jλ is of the form
i(1) . . . i(m) with i(1), . . . , i(m) ∈ Iα. Then w · jλ = jε for some ε ∈ Λ
with λε = λ.
Proof. Ler r ∈ [1,m]. By assumption, the entries i(r)1 , . . . , i(r)l of i(r)
have the following properties: (1) each i ∈ [a, b+1] appears among them
exactly once; (2) the entries that precede b+ 1 appear in the increasing
order; (3) the entries that succeed b+ 1 appear in the decreasing order.
The result follows.
Lemma 3.2.14. Let P = {w ∈ ωλ D | w · jδ = jλ}. Then w(δ) ∈ P
and deg(ψw(δ)eδ) < deg(ψweδ) for any w ∈ P \ {w(δ)}.
Proof. It is clear that w(δ) ∈ P . On the other hand, by Lemma 3.1.1,
an arbitrary w ∈ P can be written uniquely in the form w = xy with
x ∈ ωλ D(lm), y ∈ S(lm) and `(xy) = `(x) + `(y).
Since xy · jδ = jλ, we have y · jδ = x−1 · jλ. As x−1 ∈ (lm)Dωλ , it
follows from Lemma 3.2.13 that y · jδ = x−1 · jλ is of the form jε for
some ε ∈ Λ with λε = λ. By Lemma 3.2.11, x = w(ε). If w 6= w(δ),
then y 6= 1 and we have
deg(ψweδ) = deg(ψw(ε)eε) + deg(ψyeδ)
= deg(ψw(δ)eδ) + deg(ψyeδ) > deg(ψw(δ)eδ),
where we have used Corollary 3.2.10 for the second equality and
Lemma 3.2.12 for the inequality.
Lemma 3.2.15. The element fλ,δn = eλψwλ0ψw(δ)eδ is independent of the
choice of reduced expressions for wλ0 and w(δ).
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Proof. It is clear from the form of the braid relations in the KLR algebra
that eλψwλ0 is independent of the choice of a reduced expression for
wλ0 . On the other hand, if ψw(δ)eδ and ψ
′
w(δ)eδ correspond to different
reduced expressions of w(δ), it follows from the defining relations of
the KLR algebra and Theorem 1.3.1 that ψw(δ)eδ − ψ′w(δ)eδ is a linear
combination of elements of the form ψuyeδ with u ∈ Sd, y ∈ Z[y1, . . . , yd]
such that deg(ψuyeδ) = deg(ψw(δ)eδ) and uj
δ = jλ. We have to prove
eλψwλ0ψuyeδ = 0. Suppose otherwise.
Since we are using any preferred reduced decompositions for u, we
may assume in addition that u ∈ ωλ D, since otherwise eλψwλ0ψu = 0.
Now by Lemma 3.2.14, deg(ψueδ) > deg(ψw(δ)eδ), whence deg(ψuyeδ) >
deg(ψw(δ)eδ), giving a contradiction.
Lemma 3.2.16. The element gδ,λn = ξδeδψu(δ)y
λeλ is independent of the
choice of a reduced expression for u(δ).
Proof. The argument is similar to that of the previous lemma. If eδψu(δ)
and eδψ
′
u(δ) correspond to different reduced expressions of u(δ), then
eδψu(δ) − eδψ′u(δ) is a linear combination of elements of the form eδyψw
with w ∈ Sd, y ∈ Z[y1, . . . , yd] such that, deg(eδyψw) = deg(eδψu(δ))
and w−1jδ = jλ. Moreover, in the Khovanov-Lauda dialgram of ψw1jλ
the strings colored b+ 1 do not cross each other, since this was the case
for the diagram of ψu(δ)1jλ . Hence, if eδyψwy
λeλ 6= 0, we may assume in
addition that w−1 ∈ ωλ D. Now, using Lemma 3.2.14, we conclude that
deg(eδyψw) > deg(eδψu(δ)), getting a contradiction.
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3.2.6. Splitting
In this subsection, we aim to show that g ◦ f = id. We fix λ ∈ Λ(n)
throughout the subsection. We need to prove
∑
δ∈Λ(n) f
λ,δ
n g
δ,λ
n = eλ.
Since fλ,δn = 0 unless λ
δ = λ, this is equivalent to
∑
δ∈Λ(n), λδ=λ
fλ,δn g
δ,λ
n = eλ.
Let δ ∈ Λ(n) with λδ = λ. We say that δ is initial if a preceeds a+1
in jδ
(r)
for r ∈ [1,m−λa] and a succeeds a+1 in jδ(r) for r ∈ (m−λa,m].
In other words, δ is initial if δ
(r)
a = 0 for r ∈ [1,m− λa] and δ(r)a = 1 for
r ∈ (m− λa,m].
Let w ∈ Sd and 1 ≤ r, s ≤ d. We say that (r, s) is an inversion
pair for w if r < s, w(r) > w(s), and jλs − jλr = ±1.
Lemma 3.2.17. Let δ ∈ Λ(n) be initial with λδ = λ. Set α¯ = αa+1 +
· · · + αb, θ¯ = mα¯, λ¯ = (λa+1, . . . , λb), n¯ := λa+1 + · · · + λb, and δ¯ =
(δ¯(1), . . . , δ¯(m)), where δ¯(r) = (δ
(r)
a+1, . . . , δ
(r)
b ) for all r ∈ [1,m]. Then
fλ,δn g
δ,λ
n = ι(m−λa)αa,θ¯,λaαa(1a(m−λa) ⊗ f λ¯,δ¯n¯ gδ¯,λ¯n¯ ⊗ 1a(λa)). (2.4)
Proof. By definition,
fλ,δn g
δ,λ
n = (−1)
∑b
i=a λi(λi−1)/2eλψwλ0ψw(δ)ψu(δ)y
λeλ.
Throughout the proof, ‘inversion pair’ means ‘inversion pair for w(δ)’.
Recall that w(δ) = u(δ)−1. Since δ is initial, in the Khovanov-Lauda
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diagram for ψw(δ) (for any choice of reduced expression) no strings of
color a cross each other. We want to apply quadratic relations on pairs
of strings, one of which has color a and the other has color a+ 1. These
correspond to inversion pairs (r, s) with r ∈ U−a (λ), s 6∈ U−a (λ) or s ∈
U+a (λ), r 6∈ U+a (λ).
Note that there are exactly r − 1 inversion pairs of the form (r, s)
when r ∈ U−a (λ) and d − s inversion pairs of the form (r, s) when s ∈
U+a (λ). Applying the corresponding quadratic relations, we see that
fλ,δn g
δ,λ
n equals
(−1)λa(λa−1)/2eλψwλ0 ι(m−λa)αa,θ¯,λaαa(y0,m−λa ⊗ f
λ¯,δ¯
n¯ g
δ¯,λ¯
n¯ ⊗ y′0,λa)yλeλ + (∗),
(2.5)
where (*) a sum of elements of the form
eλψwλ0 ι(m−λa)αa,θ¯,λaαa(Y
− ⊗X ⊗ Y ′+)yλeλ,
with X ∈ Hθ¯, Y ± a polynomial in the variables yr with r ∈ U±a (λ), and
deg Y −+ deg Y + < deg y0,m−λa + deg y
′
0,λa
. By Lemma 3.1.4(i), we have
(∗) = 0. So by Lemma 3.1.4(iii), the expression (2.5) equals the right
hand side of (2.4).
Define δλ = (δ
(1)
λ , · · · , δ(m)λ ) to be the unique element of Λ(n) such
that for each a ≤ i ≤ b we have:
• i preceeds b+ 1 in jδ(r)λ for 1 ≤ r ≤ m− λi;
• i succeeds b+ 1 in jδ(r)λ for m− λi < r ≤ m.
Note that λδλ = λ but δλδ in general differs from δ.
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Lemma 3.2.18. Let δ ∈ Λ satisfy λδ = λ. Then
fλ,δn g
δ,λ
n =
 eλ if δ = δλ,0 otherwise.
Proof. If δ = δλ, the result follows by induction on ht(α) using
Lemma 3.2.17. If δ 6= δλ, we may assume, using Lemma 3.2.17,
that δ is not initial. This implies that for some r ∈ [1,m), we have
δ
(r)
a = 1 and δ
(r+1)
a = 0, i.e. the last entry of the word j
δ(r) and the
first entry of the word jδ
(r+1)
are both equal to a. It follows that
a a
is a sub-diagram of a Khovanov-Lauda diagram for ψw(δ)ψu(δ)y
λeλ, so
fλ,δn g
δ,λ
n = ±eλψwλ0ψw(δ)ψu(δ)yλeλ = 0.
Corollary 3.2.19. For any n ∈ Z≥0, we have gn ◦ fn = id.
3.2.7. Proof of the main theorem, assuming f and g are chain
maps
In sections 3.3 and 3.4, we will prove that f and g constructed
above are chain maps. The goal of this subsection is to demonstrate
that this is sufficient to establish out main result:
Theorem 3.2.20. If f and g are chain maps then P• = Pα
m
• is a
projective resolution of ∆(αm).
Proof. The modules are projective by construction. By Corollary 3.2.19,
P• is a complex, isomorphic to a direct summand of the complex Q•.
Since Q• is a resolution of qm(m−1)/2∆(α)◦m ∼= [m]!∆(α), it follows
from the assumptions that P• is exact in positive degrees, and its 0th
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cohomology is a direct summand of
qm(m−1)/2∆(α)◦m ∼= qm(m−1)/2[m]!∆(αm).
We deduce that the 0th cohomology of P• is isomorphic to a direct sum
of modules of the form qs∆(αm). To check that it is just ∆(αm), observe
that dimq HomHθ(P0, L(α
m)) equals
dimq HomHθ(q
−lm(m−1)/2Hθ1a(m)···(b+1)(m) , L(α
m)).
Finally, Lemma 3.1.6 implies
dimq HomHθ(q
−lm(m−1)/2Hθ1a(m)···(b+1)(m) , L(α
m)) =
qlm(m−1)/2dimq 1a(m)···(b+1)(m)L(α
m) = 1,
completing the proof.
3.3. Verification That f Is a Chain Map
We continue with the running assumptions of the previous section.
In addition, throughout the section we fix n ∈ Z≥0, µ = (µa, . . . , µb) ∈
Λ(n+ 1) and δ = (δ(1), . . . , δ(m)) ∈ Λ(n).
3.3.1. Special reduced expressions
Recall the notation of §3.2.1. Let λ ∈ Λαm and δ ∈ Λα be such that
λ¯ := λ − δ ∈ Λαm−1 . For i ∈ [a, b + 1], we denote by pi the position
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occupied by i in jδ and set
qi :=

l−i (λ) if i 6= b+ 1 and δ(1)i = 0,
l+i (λ) if i 6= b+ 1 and δ(1)i = 1,
lb+1(λ) if i = b+ 1.
(3.1)
Let Q := {qa, . . . , qb+1}. Note that {pa, . . . , pb+1} = [1, l]. Define xλδ ∈
Sd to be the permutation which maps pi to qi for all i ∈ [a, b + 1], and
maps the elements of [l + 1, d] increasingly to the elements of [1, d] \Q.
It is easy to see that xλδ is fully commutative, so ψxλδ is well defined, and
1jλψxλδ = ψxλδ 1jδjλ¯ .
Now let λ := λδ, and r ∈ [1,m]. Define
δ≥r := (δ(r), . . . , δ(m)) ∈ (Λα)m−r+1, λ≥r := λδ≥r ∈ Λαm−r+1 .
Define x(δ, 1) := xλ
δ(1)
∈ Sd. More generally, define permutations
x(δ, r) := (1S(r−1)l , x
λ≥r
δ(r) ) ∈ S(r−1)l ×S(m−r+1)l ≤ Sd
for all r = 1, . . . ,m− 1.
Recall the element w(δ) ∈ Sd defined in §3.2.4. The following
lemma follows from definitions:
Lemma 3.3.1. We have w(δ) = x(δ, 1) · · ·x(δ,m − 1) and `(w(δ)) =
`(x(δ, 1)) + · · ·+ `(x(δ,m− 1)).
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In view of the lemma, when convenient, we will always choose
reduced decompositions so that
ψw(δ) = ψx(δ,1) . . . ψx(δ,m−1). (3.2)
By Lemma 3.2.15, we then have
fλ,δn = χδeλψwλ0ψx(δ,1) . . . ψx(δ,m−1). (3.3)
3.3.2. A commutation lemma
It will be convenient to use the following notation. Let λ ∈ Λ(n).
Consider the parabolic (non-unital) subalgebra
Hλ := H(m−λa)αa,...,(m−λb)αb,mαb+1,λbαb,...,λaαa ⊆ Hθ.
We have
Hλ ∼= H(m−λa)αa ⊗ · · · ⊗H(m−λb)αb ⊗Hmαb+1 ⊗Hλbαb ⊗ · · · ⊗Hλaαa .
The natural (unital) embeddings of the algebras
H(m−λa)αa , . . . , H(m−λb)αb , Hmαb+1 , Hλbαb , . . . , Hλaαa
into Hλ allow us to consider them as (non-unital) subalgebras of Hθ.
We denote the corresponding (non-unital) algebra embeddings by
ιλa;−, . . . , ι
λ
b;−, ι
λ
b+1, ι
λ
b;+, . . . , ι
λ
a;+.
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For example, setting
ψλw0(i;−) := ιλi;−(ψw0;m−λi),
ψλw0(i; +) := ι
λ
i;+(ψw0;λi),
ψλw0(b+ 1) := ι
λ
b+1(ψw0;m),
for all i ∈ [a, b], we can write 1jλψwλ0 as a commuting product
1jλψwλ0 = ψ
λ
w0
(a;−) . . . ψλw0(b;−)ψλw0(b+1)ψλw0(b; +) . . . ψλw0(a; +). (3.4)
Lemma 3.3.2. Let i ∈ [a, b] with µi > 0, and λ := µ− ei. Then
1jµψλ;iψwλ0 = 1j
µψwµ0ψl+i (µ)→l−i (λ).
Proof. We have
1jµψλ;iψwλ0 = 1j
µψλ;i1jλψwλ0
= 1jµψλ;iψ
λ
w0
(b+ 1)
∏
j∈[a,b]
ψλw0(j;−)ψλw0(j; +)
= 1jµψ
µ
w0
(b+ 1)
[ ∏
j∈[a,b]\{i}
ψµw0(j;−)ψµw0(j; +)
]
×
ψλ;iψ
λ
w0
(i;−)ψλw0(i; +)
= 1jµψ
µ
w0
(b+ 1)
[ ∏
j∈[a,b]
ψµw0(j;−)ψµw0(j; +)
]
ψl+i (µ)→l−i (λ)
= 1jµψwµ0ψl+i (µ)→l−i (λ),
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where we have used (3.4) for the second equality, Lemma 3.1.2(i) for the
third equality, and the definition of ψλ,i as an explicit cycle element for
the fourth equality.
3.3.3. Proof that f is a chain map
If λ = λδ, let qa, . . . , qb+1 be defined as in (3.1). For j ∈ [a, b + 1],
we consider the cycle
cj =

r−j (µ)→ l−j (µ) if j 6= b+ 1 and δ(1)j = 0,
r+j (λ)→ l+j (λ) if j 6= b+ 1 and δ(1)j = 1,
rb+1 → lb+1(λ) if j = b+ 1.
Let c be the commuting product of cycles:
c := caca+1 . . . cb+1.
Lemma 3.3.3. Suppose i ∈ [a, b] is such that µi > 0 and λ := µ −
ei = λ
δ. Set θ¯ = (m − 1)α, µ¯ := µ − δ(1), and λ¯ := λ − δ(1). Then
1jµψλ;ieλψwλ0ψx(δ,1) equals 1j
µψwµ0ψx(δ+e1i ,1)ψδ;1,i + 1j
µψcψxµ
δ(1)
ια,θ¯(1α ⊗ 1jµ¯ψλ¯;ieλ¯ψwλ¯0 ) if δ
(1)
i = 0,
−1jµψcψxµ
δ(1)
ια,θ¯(1α ⊗ 1jµ¯ψλ¯;ieλ¯ψwλ¯0 ) if δ
(1)
i = 1.
Proof. By Lemma 3.1.4(ii), we have eλψwλ0 = 1jλψwλ0 . So using also
Lemma 3.3.2, we get
1jµψλ;ieλψwλ0ψx(δ,1) = 1j
µψλ;i1jλψwλ0ψx(δ,1) = 1j
µψwµ0ψl+i (µ)→l−i (λ)ψx(δ,1).
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As usual, we denote by pj the position occupied by j in δ
(1) and qj
be defined as in (3.1). By Lemma 3.3.1, the permutation x(δ, 1) maps
pj to qj for all j ∈ [a, b + 1], and the elements of [l + 1, d] increasingly
to the elements of [1, d] \Q. We consider two cases.
Case 1: δ
(1)
i = 0. In this case we have qi = l
−
i (λ). So the KLR
diagram D of 1jµψl+i (µ)→l−i (λ)ψx(δ,1) has an i-string S from the position
pi in the bottom to the position l
+
i (µ) in the top, and the only (i, i)-
crossings in D will be the crossings of the string S with the m−µi strings
which originate in the positions L−i (µ) in the top. The (i + 1)-string T
in D connecting pi+1 in the bottom to qi+1 in the top is to the right
of all (i, i) crossings. Pulling T to the left produces error terms, which
arise from opening (i, i)-crossings, but all of them, except the last one,
amount to zero when multiplied on the left by 1jµψwµ0 . The last error
term is equal to ψxµ
δ(1)
ια,θ¯(1α ⊗ ψl+i (µ¯)→lii(λ¯))), and the result of pulling T
past all (i, i)-crossings gives ψx(δ+e1i ,1)ψδ;1,i. Multiplying on the left by
1jµψwµ0 , gives
1jµψwµ0ψx(δ+e1i ,1)ψδ;1,i + 1j
µψwµ0ψx
µ
δ(1)
ια,θ¯(1α ⊗ ψl+i (µ¯)→lii(λ¯)),
and it remains to observe using Lemma 3.1.2 that
ψwµ0ψx
µ
δ(1)
ια,θ¯(1α ⊗ ψl+i (µ¯)→lii(λ¯)) = 1jµψcψxµδ(1) ια,θ¯(1α ⊗ 1jµ¯ψλ¯;ieλ¯ψwλ¯0 ).
Case 2: δ
(1)
i = 1. Let D be the KLR diagram of
1jµψl+i (µ)→l−i (λ)ψx(δ,1). Let S be the i-string originating in the position
l+i (µ) in the top row of D, and T be the (i + 1)-string originating in
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the position pi+1 in the bottom row of D. The quadratic relation on
these strings produces a difference of two terms, one with a dot on S
and the other with a dot on T . The term with a dot on T equals 0 after
multiplying on the left by 1jµψwµ0 . The term with a dot on S, when
multiplied on the left by 1jµψwµ0 , yields
−1jµψwµ0ψxµδ(1) ια,θ¯(1α⊗ψl+i (µ¯)→l−i (λ¯)) = −1jµψcψxµδ(1) ια,θ¯(1α⊗1jµ¯ψλ¯;ieλ¯ψwλ¯0 ),
where we have used Lemma 3.1.2 for the last equality.
Corollary 3.3.4. If µi > 0 for some i ∈ [a, b] and λ := µ − ei = λδ,
then
1jµψλ;ieλψwλ0ψw(δ) =
∑
r∈[1,m]: δ(r)i =0
(−1)
∑r−1
s=1 δ
(s)
i 1jµψwµ0ψw(δ+eri )ψδ;r,i.
(3.5)
Proof. The proof is by induction on m, the induction base m = 1 being
obvious. Let δ¯ := (δ(2), . . . , δ(m)), θ¯ = (m − 1)α, µ¯ := µ − δ(1), and
λ¯ := λ− δ(1). By (3.2), we have
1jµψλ;ieλψwλ0ψw(δ) = 1j
µψλ;ieλψwλ0ψx(δ,1)ψx(δ,2) . . . ψx(δ,m−1). (3.6)
Now we apply Lemma 3.3.3. We consider the case δ
(1)
i = 0, the case
δ
(1)
i = 1 being similar. Then we get the following expression for the
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right hand side of (3.6):
(
1jµψwµ0ψx(δ+e1i ,1)ψδ;1,i + 1j
µψcψxµ
δ(1)
ια,θ¯(1α ⊗ 1jµ¯ψλ¯;ieλ¯ψwλ¯0 )
)×(
ψx(δ,2) . . . ψx(δ,m−1)
)
.
Opening parentheses, we get two summands S1 + S2. Note that
S1 = 1jµψwµ0ψx(δ+e1i ,1)ψδ;1,iψx(δ,2) . . . ψx(δ,m−1)
= 1jµψwµ0ψx(δ+e1i ,1)ψx(δ,2) . . . ψx(δ,m−1)ψδ;1,i
= 1jµψwµ0ψw(δ+e1i )ψδ;1,i.
Moreover, using the inductive assumption for the third equality below,
we see that S2 equals
1jµψcψxµ
δ(1)
ια,θ¯(1α ⊗ 1jµ¯ψλ¯;ieλ¯ψwλ¯0 )ψx(δ,2) . . . ψx(δ,m−1)
=1jµψcψxµ
δ(1)
ια,θ¯(1α ⊗ 1jµ¯ψλ¯;ieλ¯ψwλ¯0ψx(δ¯,1) . . . ψx(δ¯,m−2))
=1jµψcψxµ
δ(1)
ια,θ¯(1α ⊗ 1jµ¯ψλ¯;ieλ¯ψwλ¯0ψw(δ¯))
=1jµψcψxµ
δ(1)
ια,θ¯
(
1α ⊗
∑
r∈[2,m]: δ(r)i =0
(−1)
∑r−1
s=2 δ
(s)
i 1jµ¯ψwµ¯0ψw(δ¯+e
r−1
i )
ψδ¯;r−1,i
)
.
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As δ
(1)
i = 0, we have
∑r−1
s=2 δ
(s)
i =
∑r−1
s=1 δ
(s)
i . So
ια,θ¯
(
1α ⊗
∑
r∈[2,m]: δ(r)i =0
(−1)
∑r−1
s=2 δ
(s)
i 1jµ¯ψwµ¯0ψw(δ¯+e
r−1
i )
ψδ¯;r−1,i
)
=
∑
r∈[2,m]: δ(r)i =0
(−1)
∑r−1
s=1 δ
(s)
i ια,θ¯
(
1α ⊗ 1jµ¯ψwµ¯0
(m−2∏
t=1
ψx(δ¯+er−1i ,t)
)
ψδ¯;r−1,i
)
=
∑
r∈[2,m]: δ(r)i =0
(−1)
∑r−1
s=1 δ
(s)
i ια,θ¯
(
1α ⊗ 1jµ¯ψwµ¯0
)(m−1∏
t=2
ψx(δ+eri ,t)
)
ψδ;r,i.
Moreover,
ψxµ
δ(1)
m−1∏
t=2
ψx(δ+eri ,t) = ψx(δ+eri ,1)
m−1∏
t=2
ψx(δ+eri ,t) = ψw(δ+eri ).
So S2 equals
∑
r∈[2,m]:
δ
(r)
i =0
(−1)
∑r−1
s=1 δ
(s)
i 1jµψcψxµ
δ(1)
ια,θ¯(1α ⊗ 1jµ¯ψwµ¯0 )
(m−1∏
t=2
ψx(δ+eri ,t)
)
ψδ;r,i
=
∑
r∈[2,m]: δ(r)i =0
(−1)
∑r−1
s=1 δ
(s)
i 1jµψwµ0ψx
µ
δ(1)
(m−1∏
t=2
ψx(δ+eri ,t)
)
ψδ;r,i
=
∑
r∈[2,m]: δ(r)i =0
(−1)
∑r−1
s=1 δ
(s)
i 1jµψwµ0ψw(δ+eri )ψδ;r,i,
where we have used Lemma 3.1.2(i) to see the first equality. Thus S1+S2
equals the right hand side of (3.5).
The following statement means that f is chain map:
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Proposition 3.3.5. Let µ ∈ Λ(n+ 1) and δ ∈ Λ(n). Then
∑
λ∈Λ(n)
dµ,λn f
λ,δ
n =
∑
γ∈Λ(n+1)
fµ,γn+1c
γ,δ
n .
Proof. By definition, dµ,λn = 0 unless λ = µ− ei for some i ∈ [a, b], and
fλ,δn = 0 unless λ = λ
δ. On the other hand, fµ,γn = 0 unless µ = λ
γ ,
and cγ,δn = 0, unless δ = γ − eri for some i ∈ [a, b] and r ∈ [1,m]. So we
may assume that µ = λδ+e
r
i for some i ∈ [a, b] and r ∈ [1,m] such that
δ
(r)
i = 0. In this case, letting λ := λ
δ, we have to prove
dµ,λn f
λ,δ
n =
∑
r∈[1,m]: δ(r)i =0
f
µ,δ+eri
n+1 c
δ+eri ,δ
n .
By definition of the elements involved, this means
(sgnλ;ieµψλ;ieλ)(χδeλψwλ0ψw(δ)eδ)
=
∑
r∈[1,m]: δ(r)i =0
(χδ+eri eµψw
µ
0
ψw(δ+eri )eδ+eri )(sgnδ;r,ieδ+eriψδ;r,ieδ).
Equivalently, we need to prove
sgnλ;iχδeµψλ;ieλψwλ0ψw(δ) =
∑
r∈[1,m]: δ(r)i =0
χδ+eri sgnδ;r,ieµψw
µ
0
ψw(δ+eri )ψδ;r,i,
which, in view of Corollary 3.3.4, is equivalent to the statement that
sgnλ;iχδ = χδ+eri sgnδ;r,i(−1)
∑r−1
s=1 δ
(s)
i
for all r ∈ [1,m] such that δ(r)i = 0. But this is Lemma 3.2.1.
91
3.4. Verification That g Is a Chain Map
We continue with the running assumptions of Section 3.2. In
addition, throughout the section we fix n ∈ Z≥0, λ ∈ Λ(n) and
γ = (γ(1), . . . , γ(m)) ∈ Λ(n+ 1).
3.4.1. Special reduced expressions and a commutation lemma
Recall the notation of §3.2.1. Let µ ∈ Λαm and γ ∈ Λα be such that
µ¯ := µ− γ ∈ Λαm−1 . For i ∈ [a, b+ 1], we denote
pi := (m− 1)l + (the position occupied by i in jδ), (4.1)
qi :=

r−i (µ) if i 6= b+ 1 and γ(m)i = 0,
r+i (µ) if i 6= b+ 1 and γ(m)i = 1,
rb+1(µ) if i = b+ 1.
(4.2)
Let Q := {qa, . . . , qb+1}. Note that {pa, . . . , pb+1} = (d− l, d].
Define zγµ ∈ Sd to be the permutation which maps qi to pi for all
i ∈ [a, b + 1], and maps the elements of [1, d] \ Q increasingly to the
elements of [1, d − l]. It is easy to see that zγµ is fully commutative, so
ψzγµ is well defined, and ψzγµ1jµ = 1jµ¯jγψzγµ .
Now let µ := λγ , and r ∈ [1,m]. Define
γ≤r := (γ(1), . . . , γ(r)) ∈ Λαr , µ≤r := λγ≤r ∈ Λαr .
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Define z(γ,m) := zµγ
(m) ∈ Sd. More generally, define for all r =
2, . . . ,m, the permutations
z(γ, r) := (xγ
(r)
µ≤r , 1S(m−r)l) ∈ Srl ×S(m−r)l× ≤ Sd.
Recall the element u(γ) ∈ Sd defined in §3.2.4. The following
lemma follows from definitions:
Lemma 3.4.1. We have u(γ) = z(γ, 2) · · · z(γ,m) and `(u(γ)) =
`(z(γ, 1)) + · · ·+ `(z(γ,m)).
In view of the lemma, when convenient, we will always choose
reduced decompositions so that
ψu(γ) = ψz(γ,2) . . . ψz(γ,m). (4.3)
In view of Lemma 3.2.15, we have
gγ,µn+1 = ξγψz(γ,2) . . . ψz(γ,m)y
µeµ. (4.4)
Lemma 3.4.2. Let i ∈ [a, b] with λi < m, and µ := λ+ ei. Then
yµeµψλ;ieλ = ψλ;iy
λeλ.
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Proof. Recalling the notation of §3.3.2, we have that yµeµψλ;ieλ equals
[ ∏
j∈[a,b]
ιµj,−(1j(m−µj))ι
µ
j,+(1j(µj))
]
ιµb+1(y0,m1(b+1)(m))ψλ;ieλ
=ιµi,−(1i(m−µi))ι
µ
i,+(1i(µi))
[ ∏
j∈[a,b]\{i}
ιµj,−(1j(m−µj))ι
µ
j,+(1j(µj))
]
× ιµb+1(y0,m1(b+1)(m))ψλ;ieλ
=ιµi,−(1i(m−µi))ι
µ
i,+(1i(µi))ψλ;i
[ ∏
j∈[a,b]\{i}
ιλj,−(1j(m−λj))ι
λ
j,+(1j(λj))
]
× ιλb+1(y0,m)ιλb+1(1(b+1)(m))eλ
=ιµi,−(1i(m−µi))ι
µ
j,+(1j(µj))ψλ;iy
λeλ = ψλ;iy
λeλ,
where we have used Lemma 3.1.2 for the second equality and
Lemma 3.1.7 for the last equality.
3.4.2. Proof that g is a chain map
Recall that we have fixed λ ∈ Λ(n) and γ ∈ Λ(n+ 1).
Lemma 3.4.3. Suppose that i ∈ [a, b] is such that λi < m and µ :=
λ+ ei = λ
γ. Set θ¯ = (m− 1)α, µ¯ := µ− γ(m), and λ¯ := λ− γ(m). Then
ψz(γ,m)y
µeµψλ;ieλ equals

ψγ−emi ;m,iψz(γ−emi ,m)y
λeλ
−ιθ¯,α(yµ¯eµ¯ψλ¯;ieλ¯ ⊗ 1α)ψzγ(m)λ y
m−1
rb+1(λ)
eλ
if γ
(m)
i = 1,
ιθ¯,α(y
µ¯eµ¯ψλ¯;ieλ¯ ⊗ 1α)ψzγ(m)λ y
m−1
rb+1(λ)
eλ if γ
(m)
i = 0.
94
Proof. Using Lemma 3.4.2, we get
ψz(γ,m)y
µeµψλ;ieλ = ψz(γ,m)ψλ;iy
λeλ.
Recalling (4.1) and (4.2), the permutation z(γ,m) maps qj to pj for all
j ∈ [a, b+ 1], and the elements of [1, d] \Q increasingly to the elements
of [1, d− l]. We consider two cases.
Case 1: γ
(m)
i = 1. In this case we have q
i = r+i (λ). So the KLR
diagram D of ψz(γ,m)ψλ;i1
jλ has an i-string S from the position r−i (λ)
in the bottom to the position pi in the top, and the only (i, i)-crossings
in D will be the crossings of the string S with the λi strings which
originate in the positions H+i (λ) in the bottom. The (i + 1)-string T
in D originating in the position pi+1 in the top is to the left of all (i, i)
crossings. Pulling T to the right produces error terms, which arise from
opening (i, i)-crossings, but all of them, except the last one, amount
to zero, when multiplied on the right by yλeλ. The last error term is
equal to −ιθ¯,α(ψλ¯;i⊗ 1α)ψzγ(m)λ , and the result of pulling T past all (i, i)-
crossings gives ψγ−emi ;m,iψz(γ−emi ,m). Multiplying on the left by y
λeλ gives
−ιθ¯,α(ψλ¯;i ⊗ 1α)ψzγ(m)λ y
λeλ + ψγ−emi ;m,iψz(γ−emi ,m)y
λeλ.
It remains to observe, using Lemma 3.1.2, that
−ιθ¯,α(ψλ¯;i ⊗ 1α)ψzγ(m)λ y
λeλ = −ιθ¯,α(yµ¯eµ¯ψλ¯;ieλ¯ ⊗ 1α)ψzγ(m)λ y
m−1
rb+1(λ)
eλ.
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Case 2: γ
(m)
i = 0. Let D be the KLR diagram of ψz(γ,m)ψλ;i1jλ .
Let S be the i-string originating in the position r−i (λ) in the bottom row
of D, and T be the (i+ 1)-string originating in the position pi+1 in the
top row of D. The quadratic relation on these strings produces a linear
combination of two diagrams, one with a dot on S and the other with
a dot on T . The term containing a dot on T produces a term which is
zero after multiplying on the right by yλeλ. The term containing a dot
on S, when multiplied on the right by yλeλ, yields
ιθ¯,α(ψλ¯;i ⊗ 1α)ψzγ(m)λ y
λeλ = ιθ¯,α(y
µ¯eµ¯ψλ¯;ieλ¯ ⊗ 1α)ψzγ(m)λ y
m−1
rb+1(λ)
eλ,
where we have used Lemmas 3.1.2 and 3.1.7 to deduce the last equality.
Corollary 3.4.4. Suppose that i ∈ [a, b] is such that λi < m and µ :=
λ+ ei = λ
γ. Then
ψu(γ)y
µeµψλ;ieλ =
∑
r∈[1,m]: γ(r)i =1
(−1)
∑m
s=r+1 γ
(s)
i ψγ−eri ;r,iψu(γ−eri )y
λeλ.
Proof. The proof is by induction on m, the induction base m = 1 being
obvious. Let γ¯ := (γ(1), . . . , γ(m−1)), θ¯ = (m − 1)α, µ¯ := µ − γ(m), and
λ¯ := λ− γ(m). By (4.3), we have
ψu(γ)y
µeµψλ;ieλ = ψz(γ,2) . . . ψz(γ,m)y
µeµψλ;ieλ. (4.5)
Now we apply Lemma 3.4.3. We consider the case γ
(m)
i = 1, the case
γ
(m)
i = 0 being similar. Then we get the following expression for the
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right hand side of (4.5):
ψz(γ,2) . . . ψz(γ,m−1)
(
ψγ−emi ;m,iψz(γ−emi ,m)y
λeλ
−ιθ¯,α(yµ¯eµ¯ψλ¯;ieλ¯ ⊗ 1α)ψzγ(m)λ y
m−1
rb+1(λ)
eλ
)
.
Opening parentheses, we get two summands S1 + S2. Note that
S1 = ψz(γ,2) . . . ψz(γ,m−1)ψγ−emi ;m,iψz(γ−emi ,m)y
λeλ
= ψγ−emi ;m,iψz(γ,2) . . . ψz(γ,m−1)ψz(γ−emi ,m)y
λeλ
= ψγ−emi ;m,iψu(γ−emi )y
λeλ.
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Moreover, using the inductive assumption, for the third equality below,
S2 equals
− ψz(γ,2) . . . ψz(γ,m−1)ιθ¯,α(yµ¯eµ¯ψλ¯;ieλ¯ ⊗ 1α)ψzγ(m)λ y
m−1
rb+1(λ)
eλ
=− ιθ¯,α(ψz(γ¯,2) . . . ψz(γ¯,m−1)yµ¯eµ¯ψλ¯;ieλ¯ ⊗ 1α)ψzγ(m)λ y
m−1
rb+1(λ)
eλ
=− ιθ¯,α(ψu(γ¯)yµ¯eµ¯ψλ¯;ieλ¯ ⊗ 1α)ψzγ(m)λ y
m−1
rb+1(λ)
eλ
=− ιθ¯,α
[ ∑
r∈[1,m−1]:
γ
(r)
i =1
(−1)
∑m−1
s=r+1 γ
(s)
i ψγ¯−eri ;r,iψu(γ¯−eri )y
λ¯eλ¯ ⊗ 1α
]
ψ
zγ
(m)
λ
ym−1rb+1(λ)eλ
=
∑
r∈[1,m−1]: γ(r)i =1
(−1)
∑m
s=r+1 γ
(s)
i ψγ−eri ;r,iψz(γ−eri ,2) . . . ψz(γ−eri ,m−1)
× ιθ¯,α
[
yλ¯eλ¯ ⊗ 1α
]
ψz(γ−eri ,m)y
m−1
rb+1(λ)
eλ
=
∑
r∈[1,m−1]: γ(r)i =1
(−1)
∑m
s=r+1 γ
(s)
i ψγ−eri ;r,iψz(γ−eri ,2) . . . ψz(γ−eri ,m)
× ιθ¯,α
[
yλ¯eλ¯ ⊗ 1α
]
ym−1rb+1(λ)eλ
=
∑
r∈[1,m−1]: γ(r)i =1
(−1)
∑m
s=r+1 γ
(s)
i ψγ−eri ;r,iψu(γ−eri )y
λeλ.
Thus S1+S2 equals the right hand side of the expression in the corollary.
The following statement means that g is chain map:
Proposition 3.4.5. Let λ ∈ Λ(n) and γ ∈ Λ(n+ 1). Then
∑
µ∈Λ(n+1)
gγ,µn+1d
µ,λ
n =
∑
δ∈Λ(n)
cγ,δn g
δ,λ
n .
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Proof. By definition, dµ,λn = 0 unless µ = λ + ei for some i ∈ [a, b], and
gγ,µn+1 = 0 unless µ = λ
γ . On the other hand, gδ,λn = 0 unless λ = λ
δ, and
cγ,δn = 0, unless δ = γ − eri for some i ∈ [a, b] and r ∈ [1,m]. So we may
assume that there exists i ∈ [a, b] such that λγ = λ+ ei, in which case,
setting µ := λγ , we have to prove
gγ,µn+1d
µ,λ
n =
∑
r∈[1,m]: γ(r)i =1
c
γ,γ−eri
n g
γ−eri ,λ
n .
By definition of the elements involved, this means
(ξγeγψu(γ)y
µeµ)(sgnλ;ieµψλ;ieλ)
=
∑
r∈[1,m]: γ(r)i =1
(sgnγ−eri ;r,ieγψγ−eri ;r,ieγ−eri )(ξγ−eri eγ−eriψu(γ−eri )y
λeλ).
Equivalently, we need to prove
ξγsgnλ;iψu(γ)y
µeµψλ;ieλ =
∑
r∈[1,m]:
γ
(r)
i =1
sgnγ−eri ;r,iξγ−eriψγ−eri ;r,iψu(γ−eri )y
λeλ,
which, in view of Corollary 3.4.4, is equivalent to the statement that
ξγsgnλ;i = sgnγ−eri ;r,iξγ−eri (−1)
∑m
s=r+1 γ
(s)
i
for all r ∈ [1,m] such that γ(r)i = 1. But this is Lemma 3.2.2.
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Chapter IV
EXTENSION ALGEBRAS
Throughout this chapter we will assume that α = αa + · · · + αb+1
is a positive root in finite type A of height l := b− a+ 2. For i, j ∈ I we
also fix a choice of signs εi,j = sgn(j − i) for concreteness. In this
setting, we shall explicitly compute all extensions between standard
modules. Moreover, setting ∆ :=
⊕
pi∈KP(α) ∆(pi), we compute the
algebra structure on Ext•(∆,∆).
4.1. The Resolution P•(pi)
For i ≤ j ∈ Z>0 and β := αi + αi+1 · · · + αj ∈ Φ+, we define the
tuple iβ := i(i+ 1) · · · j and corresponding idempotent e(β) := 1iβ . For
arbitrary pi = (pi1, · · · pim) ∈ KP(α) with pi1 > · · · > pim let ipi be the
concatenation ipi := ipi1 · · · ipim and also set e(pi) := 1ipi .
We now define a refinement operator on KP(α). Let pi =
(pi1, · · · pim) ∈ KP(α), and suppose for some 1 ≤ t ≤ m we have
pit = αi + · · · + αj for a ≤ i < j ≤ b + 1. Then, for any i ≤ k < j
we define refk(pi) := (σ1, · · · , σm+1) ∈ KP(α) to be the unique Kostant
partition such that:
• σs = pis for 1 ≤ s ≤ t− 1;
• σt = αk+1 + · · ·+ αj and σt+1 = αi + · · ·+ αk;
• σs = pis−1 for t+ 2 ≤ s ≤ m+ 1.
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In the case σ = refk(pi) as above, we also define s(σ, pi) = m− t ∈ Z≥0.
If instead, σ = refk1refk2 · · · refkn(pi) for some n ≥ 1, we will call σ an
n-refinement of pi and will write Refn(pi) for the set of all n-refinements
of pi. We call σ a refinement of pi if σ ∈ Refn(pi) for some n > 0.
For any pi ∈ KP(α), we define a projective resolution P•(pi)→ ∆(pi)
as follows. We set Pn(pi) :=
⊕
σ∈Refn(pi) q
nHαe(σ). The boundary map
dn : Pn+1(pi) → Pn(pi) will be defined via right multiplication with
a matrix D as in 2.3. For σ, τ ∈ KP(α), define w(σ, τ) ∈ Sl to be
the unique permutation with e(σ)ψw(σ,τ) = ψw(σ,τ)e(τ). The matrix
D =
(
dσ,τn )σ∈Refn+1(pi),τ∈Refn(pi) is then defined via
dσ,τn :=

(−1)s(σ,τ)ψw(σ,τ), if τ ∈ Refn(pi) and σ ∈ Ref1(τ);
0 otherwise.
Remark 4.1.1. In the case pi = (α), the resolution P•(pi) should not
be confused with the resolution Pα
m
• with m = 1 as defined in 2.2.
These resolutions are distinct, but it will be shown below that they are
isomorphic. We choose to work with P•(α) since it will be convenient for
us when computing the algebra structure on Ext•(∆,∆) in Section 4.2.
Remark 4.1.2. If pi = (pi1, · · · , pim) ∈ KP(α) with pi1 > · · · > pim, it
is easily seen that P•(pi) is isomorphic to P•(pi1) ◦ · · · ◦ P•(pim) using
isomorphisms from Lemma 3.1.3.
We will show the resolution P•(pi) is isomorphic to the one
constructed in [BKM, Theorem 4.12], whose definition we now recall.
To define the resolution from [BKM], let σ ∈ KP(α) be minimal such
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that σ ≥ (α). By [BKM, 2.6], this implies σ = (β, γ) with β ≥ α ≥ γ.
For i ∈ I and the empty tuple ε, let iαi,ε := i. Now suppose α has height
n ≥ 2 and that γ has height m. For ε = (ε1, . . . , εn−1) ∈ {0, 1}n−1, let
|ε| = ε1 + · · · εn−1, ε<m := (ε1, . . . , εm−1) and ε>m := (εm+1, . . . , εn−1).
Then, define iα,ε ∈ Iα recursively from
iα,ε :=

iγ,ε<miβ,ε>m , if εm = 0,
iβ,ε>miγ,ε<m , if εm = 1.
The resolution from [BKM] is then defined by
Qr = Qr(α) =
⊕
ε∈{0,1}n,|ε|=r
qrHα1iα,ε .
Moreover, the differential ∂r : Qr(α) → Qr−1(α) is given by right
multiplication with a matrix D′ = (∂rε,δ)|ε|=r,|δ|=r−1. Each ∂
r
ε,δ is zero
unless the tuples ε and δ differ in just one entry. If ε and δ differ in just
the tth entry, then
∂rε,δ = (−1)ε1+···+εt−1ψw(ε,δ),
where w(ε, δ) ∈ Sl is the unique permutation with 1iα,εψw(ε,δ) =
ψw(ε,δ)1iα,δ . Finally, for arbitrary pi = (pi1, . . . , pit) ∈ KP(α), the
resolution Q•(pi) is given by the total complex of the tensor product
of the complexes Q•(pi1), . . . , Q•(pit). The following lemma follows from
the above definitions and an easy induction argument.
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Lemma 4.1.3. Let a ≤ k ≤ b and ε ∈ {0, 1}n for some n ∈ Z≥0. Then,
k appears to the right of (k + 1) in the tuple iα,ε if and only if εr = 1.
The following result shows that the complex P•(pi) gives a resolution
of ∆(pi) and should be compared to Lemma 3.2.5.
Lemma 4.1.4. Let pi ∈ KP(α). There is an isomorphism of chain
complexes f• : P•(pi)
∼−→ Q•(pi).
Proof. It follows from Remark 4.1.2 and the definition of Q•(pi) that it
suffices to prove the lemma in the case pi = (α). For each r ∈ Z≥0,
there is a bijection between Refr(α) and the set {ε ∈ {0, 1}l−1 | |ε| = r}
defined as follows. For a root β = αi + · · · + αj with i ≤ j, we define
tuples εβ := (0
j−i, 1) and ε′β := (0
j−i). Note that εβ ∈ {0, 1}j−i+1,
ε′β ∈ {0, 1}j−i, |εβ| = 1, and |ε′β| = 0. Then, for any σ = (σ1, . . . , σr+1) ∈
Refr(α) with σ1 > · · · > σr+1 we define the tuple εσ to be the
concatenation εσ := εσr+1εσr · · · εσ2ε′σ1 . Note that εσ ∈ {0, 1}l−1 and
since σ ∈ Refr(α), |εσ| = r. The assignment σ → εσ then gives the
desired bijection. As an example for the reader, if α = α1 + · · ·+α5 and
σ = (α3 + α4 + α5, α1 + α2), then εσ = (0, 1, 0, 0).
Let wσ ∈ Sl be the unique permutation so that e(σ)ψwσ =
ψwσ1iα,εσ . Let a ≤ t ≤ b. It follows from definitions that t will appear
to the right of (t + 1) in the tuple iσ if and only if εσt = 1. Since we
are working in type A and α is a root, Lemma 4.1.3 implies that right
multiplication by ψwσ defines an isomorphism q
rHαe(σ) → qrHα1iα,εσ .
We then define fr : Pr(pi) → Qr(pi) so that its restriction to each
summand qrHαe(σ) ⊆ Pr(pi) is given by right multiplication by ψwσ .
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We still must show that f• is a chain map. Suppose σ ∈ Refr(α)
and σ = refs(τ) for some τ ∈ Reft−1(α). Since the braid relations
hold exactly in Hα, we have e(σ)ψw(σ,τ)e(τ)ψτ1iα,ετ = e(σ)ψw, where
w ∈ Sl is the unique permutation with 1σψw = ψw1iα,ετ . Similarly,
1σψσ1iα,εσψw(εσ ,ετ )1iα,ετ = e(σ)ψw. Also, signs have been defined so that
s(σ, τ) = (−1)εσ1+···+εσr−1 . Thus, fr−1dr = ∂rfr, and this completes the
proof.
4.2. The Algebra Ext•(∆,∆)
Let pi = (pi1, · · · , pim) ∈ KP(α). If a ≤ r, s ≤ b+ 1, we call the pair
(r, s) pi-equivalent if there is some 1 ≤ n ≤ m and i ≤ r, s ≤ j with
pin = αi + · · · + αj. We will call an element w ∈ Sl a pi-shuﬄe if for
all pi-equivalent pairs (r, s), r < s implies w(r) < w(s). The following
lemma is well known, but its proof is included for completeness.
Lemma 4.2.1. Let pi = (pi1, · · · , pik) ∈ KP(α). For each 1 ≤ r ≤ k, let
cm be the minimal index with pim = αcm + · · · . The Hα module ∆(pi)
is cyclic, generated by a vector vpi of degree zero and weight ipi, and has
basis
{ψwya1c1 · · · yakck e(pi) · vpi | w ∈ Sl is a pi-shuﬄe, ai ∈ Z≥0 for 1 ≤ i ≤ k}.
Moreover, if (i, j) is pi-equivalent, then yi · vpi = yj · vpi, and ψw · vpi = 0
for any w ∈ Sl that is not a pi-shuﬄe.
Proof. To simplify notation, we may assume α = α1 + · · · + αl. First,
suppose pi = (α). Consider the surjection pα : P0(α) → ∆(α) provided
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by Lemma 4.1.4. If v(α) := p
α(e(pi)), then v(α) is a cyclic generator of
∆(α) of degree zero and weight ipi. Recall that P0(α) = Hαe(pi) has
basis
{ψwya11 · · · yall e(pi) | w ∈ Sl, ai ∈ Z≥0 for 1 ≤ i ≤ l}.
Choose any 1 ≤ i < l, and let σ := refi(pi). Consider the restriction
of the boundary map to
dσ,pi0 : qHαe(σ)→ Hαe(pi).
Let wi ∈ Sl be the unique permutation with e(σ)ψwi = ψwie(pi). Then,
for any basis element ψwy
a1
1 · · · yall e(σ) ∈ qHαe(σ),
dσ,pi0 (ψwy
a1
1 · · · yall e(σ)) = ψwya11 · · · yall e(σ)ψwi
= ψwψwiy
a1
w(1) · · · yalw(l)e(pi) ∈ ker pα.
Since (i, i + 1) is the unique pair of consecutive integers inverted by wi
and the braid relations hold exactly in Hα, we have
ψwψwie(pi) =

±ψwwi(yi − yi+1)e(pi), if w inverts (i, i+ 1);
ψwwie(pi), otherwise.
Now, let t ∈ Sl with t 6= 1. If t inverts (i, i+1) then there exists w ∈ Sl
such that t = wwi and w does not invert (i, i+1). It follows that Im(d0)
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has basis
{(yi − yi+1)ya11 · · · yall e(pi) | 1 ≤ i ≤ l − 1, aj ∈ Z≥0}∪
{ψtya11 · · · yall e(pi) | 1 6= t ∈ Sl, aj ∈ Z≥0}.
In particular, this implies ψt · v(α) = 0 for any 1 6= t ∈ Sl. Since
∆(pi) ' Hαe(pi)/Im(d0), it has basis
{ya11 · v(α)|a1 ∈ Z≥0}.
Finally, if pi = (pi1, . . . , pik) ∈ KP(α) is arbitrary, then since α ∈ Φ+,
∆(pi) ' ∆(pi1) ◦ · · · ◦∆(pik).
Since we have already computed a basis for each ∆(pii), the general case
follows.
For i ∈ Iα and M ∈ Hα-mod, recall that there is an isomorphism
HomHα(Hα1i,M)
∼−→ 1iM . The Hom functor will also take maps defined
by right multiplication to their dual maps defined by left multiplication,
and will convert positive degree shifts to negative degree shifts. Applying
these observations to Lemma 4.1.4 yields the following.
Lemma 4.2.2. Let pi ∈ KP(α), and M ∈ Hα-mod. Then,
Extr(∆(pi),M) is the rth cohomology group of the complex
0→ e(pi)M d0−→
⊕
σ∈Ref1(pi)
q−11σM
d1−→
⊕
σ∈Ref2(pi)
q−21σM → · · · .
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Here, the mth coboundary map dm is given by left multiplication by the
matrix D = (dτ,σm ), where d
τ,σ
m : q
−me(τ)M → q−m−1e(σ)M for τ ∈
Refm(pi) and σ ∈ Refm+1(pi). Moreover, dτ,σm is zero unless σ ∈ Ref1(τ),
and in this case dτ,σm is given by left multiplication by (−1)s(σ,τ)ψw(σ,τ).
Now we turn our attention to the case where M = ∆(σ). The
following lemmas are needed for the proof of Theorem 4.2.5.
Lemma 4.2.3. Let σ, τ ∈ KP(α). Then, e(τ)∆(σ) = 0 unless σ ∈
Reft(τ) for some t ∈ Z≥0.
Proof. Since σ and τ are refinements of (α), there are unique integers
r1, . . . , rn and s1, . . . , sm such that m,n ∈ Z>0 are minimal with σ =
refr1 · · · refrnα and τ = refs1 · · · refsmα. If σ is not a refinement of τ then
there is some k such that sk 6= ri for all a ≤ i ≤ b. It follows that the
pair (k, k + 1) is σ-equivalent but is not τ -equivalent. Let w(τ, σ) ∈ Sl
be the unique element such that e(τ)ψw(τ,σ)e(σ) 6= 0. Then, w(τ, σ) is
not a σ-shuﬄe, and so the result follows from Lemma 4.2.1.
Lemma 4.2.4. Let pi, σ, τ ∈ KP(α). Suppose that σ ∈ Reft(pi) for some
t > 0 and that pi = refr(τ) for some 1 ≤ r < l. Then,
ψw(pi,τ)ψw(τ,σ)e(σ) = ψw(pi,σ)(yi − yj)e(σ), (2.1)
where i, j ∈ Iα are given by (iσ)i = r, (iσ)j = r + 1.
.
Proof. Since pi = refr(τ), r and r + 1 are the only neighboring entries
of iτ that are permuted by w(pi, τ). Since σ ∈ Reft(pi), the permutation
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w(τ, σ) also permutes the entries r and r + 1 in iσ. Since α is a root in
type A, the braid relations hold exactly in Hα Moreover, for each i ∈ Iα
and 1 ≤ k ≤ l, we have the relation
ψ2k1i =

(yk − yk+1)1i, if |ik − ik+1| = 1,
1i, otherwise.
The left hand side of 2.1 can be simplified using this relation and the
braid relations. Moreover, each of these simplifications can be made
using the relation ψ2k1i = 1i except for exactly one, corresponding to
the permutation of the entries r and r+1. In this case, a factor (yj−yi)
is introduced, giving the result.
We introduce some temporary notation used in the proof of the
next theorem. Suppose σ, pi ∈ KP(α) and σ = (σ1, . . . , σn). For each
1 ≤ i, j ≤ n we will write i ∼piσ j if there exist some k0, k1, . . . , km ∈ Z
such that σi + σj + σk1 + · · ·+ σkm = pik0 .
Theorem 4.2.5. Suppose α is a root of height l and pi, σ ∈ KP(α).
Then, ExtrHα(∆(pi),∆(σ)) = 0 unless σ is an r-refinement of pi. If σ is
an r-refinement of pi, then there is a graded vector space isomorphism
ExtrHα(∆(pi),∆(σ)) ' q−rk[y1, . . . , yl]/Jpi,
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where each yj is of degree 2, and J
pi is the ideal generated by all yj − yk
such that j and k are pi-equivalent. In particular,
HomHα(∆(pi),∆(σ)) '

0, if pi 6= σ,
k[y1, . . . , yl]/Jpi, if pi = σ.
Proof. Again we may assume α = α1 + · · · + αl for simplicity. Taking
M = ∆(σ) in the Lemma 4.2.2 yields the sequence
0→ e(pi)∆(σ) d0−→
⊕
τ∈Ref1(pi)
q−1e(τ)∆(σ) d1−→
⊕
τ∈Ref2(pi)
q−2e(τ)∆(σ)→ · · · .
By Lemma 4.2.3, e(τ)∆(σ) = 0 unless σ is a refinement of τ .
If σ is a refinement of τ , let w(τ, σ) ∈ Sl be the unique σ-shuﬄe
with e(τ)ψw(τ,σ) = ψw(τ,σ)e(σ). Lemma 4.2.1 implies there is a vector
space isomorphism e(τ)∆(σ) ' k[y1, . . . , yn], where n is given by
σ = (σ1, . . . , σn). The isomorphism is defined by sending a basis vector
ψw(τ,σ)y
a1
c1
· · · yancn 1σ · vσ ∈ ∆(σ) from Lemma 4.2.1 to the monomial
ya11 · · · yann ∈ k[y1, . . . yn].
Now suppose that σ is a refinement of both τ and ρ, and that
ρ = reft(τ). If τ is an s-refinement of pi, we can consider the restriction
of the boundary map
dτ,ρs : q
−se(τ)∆(σ)→ q−(s+1)e(ρ)∆(σ).
109
By Lemma 4.2.2., it is defined by left multiplication by (−1)s(ρ,τ)ψw(ρ,τ).
By Lemma 4.2.4 one has the equality
ψw(ρ,τ)ψw(τ,σ)e(σ) = ψw(ρ,σ)(yi − yj)e(σ),
where i, j are defined by (iσ)i = t, (iσ)j = t+ 1.
On the other hand, using the vector space isomorphism described
above we can now consider dτ,ρs as a map
dτ,ρt : q
−sk[y1, . . . , yn]→ q−(s+1)k[y1, . . . , yn].
Under this identification, dτ,ρk is multiplication by (−1)s(τ,ρ)(yk1 − yk2) if
σk1 = αt + · · · and σk2 = αt+1 + · · · . Now, notice that if σ ∈ Refr(pi),
then there are exactly
(
r
m
)
skew shapes, τ , such that τ ∈ Refm(pi) and
σ is a p-refinement of τ for some p ≥ 0. Thus, the above complex is
isomorphic to
0→ k[y1, . . . , yn]→ q−1k[y1, . . . , yn]⊕r → q−2k[y1, . . . yn]⊕(
r
2) → · · ·
→ q−rk[y1, . . . , yn]→ 0,
with maps as described above. Recognizing this complex as a Koszul
implies that ExtpHα(∆(pi),∆(σ)) = 0 for p 6= r, while
ExtrHα(∆(pi),∆(σ)) ' q−rk[y1, . . . , yn]/J,
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where J is the ideal generated by all yk1 − yk2 such that k1 ∼piσ k2. Now
the result follows, since
q−rk[y1, . . . , yn]/J ' k[y1, . . . , yl]/Jpi.
See [E, Corollary 17.12] for more details on Koszul complexes.
Recall that ∆ :=
⊕
pi∈KP(α) ∆(pi). To compute the algebra structure
on Ext•(∆,∆), it will be useful to recall an equivalent definition of the
Ext groups. Let R be any ring and M , N be R-modules. Choose
projective resolutions P• and Q• of M and N , respectively. Then, we
define the graded vector space Hom(P•, Q•) to have graded components
Homi(P•, Q•) =
⊕
n∈N
HomR(Pn, Qn−i).
Define a degree +1 boundary map ∂ on Hom(P•, Q•) via ∂(g) =
dg − (−1)|g|gd, where we abuse notation by allowing d to represent the
boundary maps on both P• and Q•. It is well known [W, Cor. 10.7.5]
that
Exti(M,N) ' H i(Hom(P•, Q•)). (2.2)
This isomorphism is defined by lifting an element f¯ ∈ Exti(M,N) to a
map f : Pi → Q0. This map then lifts to a cycle f• ∈ Homi(P•, Q•),
which is unique modulo the image of ∂.
Let σ and pi be Kostant partitions of α. If σ is an s-refinement of pi,
then qsP•(σ) is naturally a graded subspace of P•(pi). Let p˜piσ : P•(pi)→
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P•(σ) be the natural surjection and define ppiσ : P•(pi)→ P•(σ) via
ppiσ|Pr(pi) :=

(−1)(r−s)p˜piσ, if s is odd,
p˜piσ, if s is even.
The signs have been chosen so that ∂(ppiσ) = 0.
Given a polynomial f ∈ k[y1, . . . , yl], we may consider f as an
element of Hα by identifying the variables y1, . . . , yl with the the
generators of Hα with the same name. Likewise, each such f may be
considered an element of Hom0(P•(σ), P•(σ)) by defining
f |qrHα1τ : qrHα1τ → qrHα1τ
to be given by right multiplication by f , for each r ∈ Z≥0 and
τ ∈ Refr(σ). The composition f ◦ ppiσ is also a cycle belonging to
Homs(P•(pi), P•(σ)). The following lemma follows directly from these
definitions.
Lemma 4.2.6. Let pi, σ, τ ∈ KP(α). Suppose that σ ∈ Refs(pi) and
τ ∈ Refr(σ). Then, pστ ppiσ = (−1)rsppiσ.
Recall that we define ∆ :=
⊕
pi∈KP(α) ∆(pi). We are now ready to
compute the algebra structure on Ext•(∆,∆). Toward this end, recall
the ideals Jpi from Theorem 4.2.5, and let Aα be the vector space of
KP(α) × KP(α) upper triangular matrices, M = (fσ,pi)σ,pi∈KP(α), with
entries fσ,pi ∈ q−nk[y1, . . . , yl]/Jpi if σ ∈ Refn(pi), and fσ,pi = 0 otherwise.
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Notice that for σ ∈ Refn(pi), Jσ ⊆ Jpi, and so there is a natural surjection
k[y1, . . . , yl]/Jσ
ρσ,pi−−→ k[y1, . . . , yl]/Jpi.
For σ ∈ Refn(pi) and τ ∈ Refm(σ), this allows us to define products by
the rule
fτ,σfσ,pi = (−1)mnρσ,pi(fτ,σ)fσ,pi ∈ q−(m+n)k[y1, . . . , yn]/Jpi,
for any fτ,σ ∈ q−mk[y1, . . . , yl]/Jσ and fσ,pi ∈ q−nk[y1, . . . , yl]/Jpi.
Extending this product to usual matrix multiplication then gives Aα
the structure of a graded, associative algebra. This allows us to state
our final result.
Theorem 4.2.7. Let α be a positive root in type A. There is an
isomorphism of graded, associative algebras Ext•(∆,∆) ' Aα.
Proof. By Theorem 4.2.5, there is an obvious vector space isomorphism
Ext•(∆,∆) → Aα. When σ is an s-refinement of pi, it is defined by
sending an element f ∈ Ext•(∆(pi),∆(σ)) ' k[y1, . . . , yl]/Jpi to the
corresponding element fpi,σ ∈ k[y1, . . . , yl]/Jpi ⊂ Aα. It is left to compute
the algebra structure on Ext•(∆,∆).
Indeed, let f ∈ Exts(∆(pi),∆(σ)) ' k[y1, . . . , yl]/Jpi and lift f to a
polynomial f ∈ k[y1, . . . , yl]. Under the isomorphism from Equation 2.2,
fppiσ ∈ Homs(P•(pi), P•(σ)) is a cochain representative of f . Similarly,
if τ is an r-refinement of σ, let g ∈ Extr(∆(σ),∆(τ)) and lift g to
gpστ ∈ Homr(P•(σ), P•(τ)). Since the product on Ext•(∆,∆) is induced
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by the composition, Lemma 4.2.6 implies that
gf = gpστ ◦ fppiσ = (−1)rsgfppiτ ∈ Extr+s(∆(pi),∆(τ)).
This agrees with the product structure on Aα, which completes the
proof.
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