Abstract-In this paper, we consider compressive sensing (CS)-based recovery of delays and Doppler frequencies of targets in high resolution radars. We propose a novel sub-Nyquist sampling method in the Fourier domain based on difference sets (DS), called DS-sampling, to create dictionaries with highly incoherent atoms. The coherence of the dictionary reaches the Welch minimum bound if the DS-sampling is employed. This property let us to implement sub-Nyquist high resolution radars with minimum number of samples.
I. INTRODUCTION

M
ATCHED filtering and fast Fourier transform (FFT) are the two conventional processing techniques used in pulse-Doppler radars, which are employed to estimate delays and Doppler frequencies of targets, respectively. In the conventional processing, the delay and Doppler resolution of a radar relatively depend on the bandwidth of the radar waveform and the number of pulses that the radar transmits and receives from the targets [1] . Hence, high resolution radar systems use waveforms with large bandwidth, and according to the Shannon-Nyquist theorem [2] , these radars require to sample the received signals at high rates. In this paper, we propose a novel sub-Nyquist sampling scheme for the radar receiver, which relaxes the dependency of the sampling rate to the radar waveform bandwidth and consequently the radar resolution. The authors are with the Department of Electrical Engineering, University of Isfahan, Isfahan 81746-73441, Iran (e-mail:,taghavi.it@gmail.com; sabahi@ eng.ui.ac.ir; f.parvaresh@eng.ui.ac.ir).
Digital Object Identifier 10.1109/TSP.2018.2878545 1 Notice that for an optimal sub-Nyquist radar we expect that the number of samples to be K = O(N s log c N/N s ), where N s is the number of targets and N is the number of Nyquist samples. However, for a dictionary construction based on the coherence, one can show that for successful recovery K = O(N 2 s ), and our construction, in this sense, is optimal.
Compressed sensing or compressive sampling (CS), which rigorously was firstly studied by Donoho [3] and Candes et al. [4] , is an emerging field that has attracted considerable amount of research over the past decade. One of the main goals of CS is sampling wideband signals with known properties, such as sparsity, at rates significantly lower than the Shannon-Nyquist rate without losing the information that is required to reconstruct the signals from the samples. In practice, sampling a signal at a sub-Nyquist rate means that a lower rate analog to digital converters (ADCs) is required, which leads to less power consumption, heat dissipation and cost in the receiver circuit. Moreover, sampling at sub-Nyquist rate requires less memory for data processing [5] , [6] .
Several previous works studied CS-based radar systems. The sparse estimation methods in [7] and [8] require a huge dictionary-size proportional to the product of the delay and Doppler grid sizes. The large dictionary-size in CS-based radar systems increases the computational complexity of the recovery algorithms and makes them infeasible. In [9] , the authors propose a CS recovery algorithm for high resolution estimation of delays and Doppler frequencies, however, this work does not address the sample rate reduction. The authors of [10] have used recovery algorithms based on spectral estimation tools to recover delays and Doppler frequencies directly from the low rate samples. Finally, the recently proposed approach in [11] , called Doppler focusing, uses a low complexity and robust algorithm to estimate delays and Doppler frequencies of targets. It is worth mentioning that the sub-Nyquist rate sampling schemes used in [10] and [11] degrade the delay resolution of radar compared to the conventional Nyquist processing radars.
In this paper, we focus on designing an optimal CS-dictionary and finding a low complexity recovery method for detecting targets in high resolution radars.
Our contributions are as follows:
r An optimal sub-Nyquist sampling technique based on difference sets called DS-sampling is proposed, which guarantees high resolution recovery of radar targets using CS algorithms.
r A frequency coded modulated waveform based on difference sets called DS-FCM waveform is presented, which improves the recovery performance of the CS-based radar significantly in noisy conditions. r A low complexity structured CS model and an efficient recovery algorithm for a high resolution radar with subNyquist sampling is introduced. Additionally, a peak-toaverage power ratio (PAPR) optimization procedure for these waveforms is proposed.
r A modified version of the Doppler focusing (modified-DF) approach [11] , based on the DS-sampling and DS-FCM waveform, is developed to increase resolution of Doppler focusing approach and make it more robust in noisy conditions.
r Sufficient condition for true target detection and estimation of target parameters with specific resolution are obtained for the both structured CS and Doppler focusing recovery methods. Difference sets are well studied in combinatorics [12] . Difference set codes have various applications in sequence design [13] , communication systems [14] , array sensors [15] - [17] .
The rest of the paper is organized as follows: In Section II, we describe the radar measurement models. We explain the properties of the sampling dictionary in Section III. The DS-FCM waveform is introduced in Section IV and we discuss on its issues and how to design it optimally. We propose recovery algorithms and provide sufficient conditions of recovery from noisy measurements in Section V. In Section VI we present the simulation results, and finally, we conclude the paper in Section VII.
Throughout the paper, we use the following notations. Matrices and vectors are denoted by bold letters, where we use lowercase letters, such as x, for vectors and uppercase letters, such as X, for matrices. The ith element of a vector x is denoted by x i and X ij denotes the element in the matrix X that is in the ith row and jth column. The ith column of the matrix X is denoted by the vector x i . Also, we use the notationx i to denote the ith column of the matrix X T , i.e., the transpose of the ith row of the matrix X. The cardinality of a set K is denoted by |K|. Z N = {0, 1, ..., N − 1} denotes the set of integers modulo N . T = supp(x) = {i : x i = 0} and T c denotes its complement, i.e., T c = {1, 2, . . . , N}\T. The l p norm of a vector x with
p and the infinity norm of x is defined as lim x p when p → ∞. The rect(·) function represents a square pulse signal with height and width equal to one. Mathematically, rect(x) = 1 if |x| 1/2 and rect(x) = 0 otherwise.
II. RADAR MEASUREMENT MODELS
The low-pass equivalent of the transmitted signal of a radar is assumed to be a train of N p pulses with pulse repetition interval (PRI) of τ
where h(t) is a baseband pulse with the continuous-time Fourier transform H(ω) and two-sided spectrum bandwidth of B h . The common assumption in the radar signal processing is that the unknown parameters of targets (i.e., attenuation factors, delays and Doppler frequencies) are approximately remain constant during transmitting and receiving the N p pulses, so this time interval is called the coherent processing interval (CPI) of the radar [1] . Based on this assumption, the received signal (neglecting the noise term) can be written as 
where ω k = 2πk/τ and the indices k are integers that belong to Z. Using the time and frequency shifting properties of the Fourier transform we may rewrite (3) as s=1 while only the absolute values of them will be used in the detection process). Using these facts we may approximate (4) by
a s e j 2π f s pτ e −j ω k t s .
The approximation for the Fourier coefficients of the received signal, given in (5), is known as the Fourier coefficient of a semi-periodic finite rate of innovation (FRI) signal in the CS literature [5] , and it has been used for radar signal modeling in previous works [10] , [11] . Note that the radar waveform is a baseband pulse with the twosided bandwidth of B h . Therefore, assuming that the waveform has a symmetric spectrum, only the Fourier coefficients with indices k belonging to the set s=1 , then, these points are distributed sparsely over the unambiguous delay-Doppler plane of the radar. CS theory predicts that high dimensional sparse signals can be recovered from highly incomplete measurements using efficient algorithms [4] . So, it is very promising to employ CS theory in order to recover sparse targets directly from sub-Nyquist samples. The first step in the receiver of a CS-based radar is sampling the received signal with a rate that is far lower than the Nyquist rate. For this reason, we only acquire the Fourier coefficients in (5) for indices k ∈ K ⊂ I such that |K| |I|. For simplicity, let's denote the size of the set K by K = |K|. Entries of the set K may be chosen deterministically or randomly from the set I. Practically, the Fourier coefficients in the radar receiver may be acquired using different hardwares, such as sampling kernels [18] , [19] or multichannel sampling schemes [20] . Let us denote the incomplete measurements obtained from the pth
T , where κ i for i = 1, 2, . . . , K denotes the ith element of the set K and
Next, we need a mathematical relation between the low-rate measurement samples Y and the sparse delay-Doppler plane of the radar. To do this, first consider a quantized delay-Doppler plane with N uniform delay grids over [0, τ) and M uniform Doppler frequency grids over [−1/2τ, 1/2τ ), as illustrated in Fig. 1 . We denote this quantized delay-Doppler plane by an M × N matrix X, which has only N s non-zero elements. Here, we consider several approaches that relates the measurement matrix Y to the sparse delay-Doppler plane matrix X.
A. The Standard Models
The models proposed in [7] and [8] , which we call them standard models, use a standard CS algorithm with huge dictionarysize to recover sparse targets in the delay-Doppler plain. Here, we introduce a new formulation for the standard models, which helps us develop simple models and recovery algorithms when we discuss our dictionary construction.
Consider the column vectors y and x, which are constructed by concatenating all columns of the measurement matrix Y and sparse matrix X, respectively. Assuming that targets lie exactly on the delay-Doppler grids, one can show (5) may be written in the matrix form
where ⊗ denotes the Kronecker product, vector x is a N s -sparse vector (i.e., it has at most N s non-zero elements),
and Ψ the delay and Doppler dictionaries, respectively. Let denote the Kronecker product of the delay and Doppler dictionaries by A = Φ ⊗ Ψ. Then, we can almost always recover the sparse vector x by finding min x x 1 subject to y = Ax, assuming that N s is small enough compared to the number of measurements [21] . Numerous tools and algorithms in convex optimization [22] may be employed to solve this problem. Greedy algorithms are an alternative approach to obtain the sparse vector x. The orthogonal matching pursuit (OMP) [23] and the iterative hard thresholding (IHT) [24] are the two simple and well-known greedy methods commonly used in the most CS applications.
When x is recovered, it is easy to obtain the delay-Doppler matrix X, where the indices of its non-zero elements show indices of the delay and Doppler grids. Note that each non-zero element of X is a complex number that corresponds to one target and its value is equal to the attenuation factor a s of that target. However, in real world scenarios, targets do not lie exactly on the delay-Doppler grid. Due to this fact, even in the noiseless setting, CS algorithms recover the values of X with different leakage attenuation based on the position of the targets. This leakage effect can be reduced by increasing the number of delay and Doppler grids in high resolution radars.
Unfortunately, the standard model uses a dictionary with the size of N p K × MN, which is proportional to the number of delay-Doppler grid size. The huge dictionary-size in high resolution radars results in recovery algorithms with very high computational complexity. In the following, we develop two models by breaking the huge dictionary of the standard model to smaller dictionaries. This reduction helps us employing recovery algorithms with much lower computational complexity.
B. The Proposed Structured Method
In addition to sparsity, we sometimes have extra knowledge about the structure of the measured signal. Structured CS uses this knowledge in order to reduce the sampling rate or improve the recovery performance compared to the standard CS [6] . The proposed structured method uses a similar procedure as the model used in [10] . However, our method uses a CS-dictionary to recover the delay-Doppler plain, while the proposed method in [10] uses spectral estimation tools for recovery, which only support consecutive sampling and cause resolution degradation.
To model radar measurements based on structured CS, first, we recover the delays of targets. In this case, the measurements corresponding to the pth PRI can be written as
where Φ is the delay dictionary and b p is a N s -sparse vector with non-zero elements at indices of the delay grids corresponding to target delays. One can easily show that the non-zero element of b p resulting from the sth target have the value proportional to
p=1 have the same support, because we assume that the unknown parameters of the received signal are constant during each CPI.
Consequently, the multiple measurements of radar can be modeled as
where Y is the measurement matrix, defined in (7), and
where the pth column of B is equal to b p . Similar to the standard CS, there are various algorithms, based on the greedy pursuit [25] and convex optimization [26] , that use the joint sparsity knowledge of the measured signal to recover the matrix B from the multiple measurement vectors (MMV). After successful recovery of the delays of the targets, we keep the delay indices of targets on the delay grid in the set Ω. Next, Doppler frequencies of each target can be estimated by solving the following N s low complexity standard CS problems:
whereb n denotes the nth column of B T , Ψ is the Doppler dictionary and x n is the nth column of the delay-Doppler matrix X.
The above proposed algorithm may be utilized to recover the delay-Doppler matrix X, by breaking the solving procedure of the previous standard model, with the dictionary size of N p K × MN to two steps.
Step one is solving one simultaneous delay recovery problem, given in (10), with the dictionary size of K × N , and step two includes |Ω| (the number of recovered delays) standard Doppler recovery problems, given in (11), with the dictionary size of N p × M .
The problem of delay-Doppler recovery may also be solved via the Doppler focusing approach [11] by solving M standard recovery problem with the dictionary size of K × N . We discuss this method in the next subsection.
C. Doppler Focusing
Similar to the proposed algorithm in Section II-B, Doppler focusing is also a recovery approach with low computational complexity, which has recently been proposed for sub-Nyquist radars [11] . Actually, this approach first recovers the Doppler frequencies of the targets by using FFT (or filter bank) and later finds the delays of the targets. In Doppler focusing the order of recovering delays and Doppler frequencies are reversed compared to the proposed method in Section II-B. So, first, we calculate M focused measurements by filtering measurements of N p pulses around a Doppler grid as follows: 
wherex m denotes the mth column of X T . To compare, we summarize the number of problems and dimension of each problem for different methods in Table I . 
III. DICTIONARY COHERENCE ANALYSIS
The CS-dictionary should be designed such that the number of measurements is reduced as much as possible, and the uniqueness of measurement for any particular signal x is guaranteed as well. Coherence is one of the easily computable properties of Φ, to study the conditions under which it guarantees distinct signals x 1 and x 2 , lead to different measurement vectors Φx 1 and Φx 2 . This property is defined as follows [27] :
It has been shown that μ(Φ) is lower bounded by
[28], which is known as the Welch bound. Lemma 1 gives the necessary condition on the measurement matrix Φ that guarantees uniqueness of recovery.
Lemma 1:
, then for each measurement vector y there exists at most one N s -sparse signal x such that y = Φx [5] .
In this section, we look for the best sampling index set K that minimizes coherence of the delay dictionary, without decreasing the radar resolution. By substituting values of ω k = 2πκ k /τ and delay grids t n = (n − 1)τ /N in the delay dictionary Φ, defined in (8), we may rewrite the dictionary elements as
, where κ k denotes the kth element of the set K and N is the number of delay grids.
If we denote the normalized cross-correlation between the th and the ( + u)th columns of the dictionary Φ by μ(u), 2 the coherence of Φ, according to the Definition 1, is given by
As mentioned in the previous section, the entries of the set K may be chosen deterministically or randomly from the set of the all Fourier indices I.
A. Consecutive Sampling
The simplest sampling scheme uses a sampling index set K which the elements of K are consecutive elements of I. It is obvious that in this case (14) is equal to
We conclude from (15) that r The adjacent columns in the delay dictionary, related to adjacent delay grids, have the most correlation and μ(u) maximizes for u = 0.
r Increasing the number of grids can make adjacent atoms to become more correlated.
r It is possible to design a dictionary with orthogonal columns, if and only if N = K. In this case, the number of samples determines the grid resolution. This means that the consecutive sampling does not have any advantage over the Nyquist sampling, because the radar resolution is proportional to the sampling rate. This diminishes the main goal of CS, i.e., reducing the sampling rate without losing resolution. Furthermore, one can limit the bandwidth of the received signal with an appropriate filter and use Nyquist processing to achieve the same performance with a recovery algorithm that has a lower computational complexity. This is the main problem of consecutive sampling that is used in [11] and [10] .
B. Random Sampling
The measurements of each pulse can be acquired by randomly choosing the entries of the set K from the set I. Random sampling is a favorite scheme in the CS literature as it improves the mean coherence of the dictionary. It is shown that random partial Fourier matrices, with O(N s log 5 N ) rows, guarantee unique recovery of an N s -sparse vector with high probability [29] . However, in some radar applications, it is very important to have a reliable result in the worst case, rather then average for each target estimation. Moreover, random sampling requires more complex and sometimes impractical sampling hardware. So we are interested in optimal deterministic sampling schemes for CS-based radars.
C. Optimal Sampling
In order to achieve the highest possible resolution for the delay recovery and minimize the number of samples required for unique recovery, we must design Φ with the minimum coherence, i.e., the coherence of Φ should become equal to the Welch bound. This problem is formulated mathematically as
It is shown that the difference sets may be employed to create complex code-books that have coherence equal to the Welch bound [30] . This result may be extended to CS theory and we can prove that the coherence of the delay dictionary, which is constructed via the difference set K is equal to the Welch bound. Before continuing, let us define a difference set.
Definition 2:
contains every non-zero values of Z N exactly λ times.
Theorem 1:
The coherence of a K × N delay dictionary Φ is equal to the Welch bound if the sampling index set K is an (N, K, λ) difference set.
The proof is similar to that in [30] . We ignore the details here for brevity.
It is worth noting that, a similar idea has been introduced for noise cancellation and channel estimation in OFDM systems [31] , [32] ; however, we use this idea for delay-Doppler map recovery in a CS-radar system and radar waveform design for the first time.
We can extend the result of this theorem to CS-based radar models by following lemmas.
Lemma 2: Consider a CS-based radar with the structured measurement model (introduced in Section II-B) and sampling index set K, where K ⊆ I. If K is an (N, K, λ) difference set with K N , then CS algorithms can recover . So, according to Lemma 1, we can uniquely recover N s -sparse vectors with sparsity level of at most 1 2 1 + √ K , using appropriate CS algorithms. The delay dictionary includes highly incoherent atoms, which are related to delay grids. Therefore, the delay resolution of the recovered unique N s -sparse vector is determined by the delay grids resolution, which is τ /N. Note that the number of delay grids N is determined by the order of the difference set and it is bounded by N τ B h , because K ⊆ I and according to (6) we have |I| = τ B h .
Lemma 3 Proof: The Doppler focusing approach, first, separates Doppler frequencies of targets using an appropriate filter bank. So, the Doppler resolution for a uniform Doppler grid is determined similar to a conventional Doppler recovery using FFT, i.e., 1/N p τ [1] . According to Theorem 1, for all separated Doppler frequencies we can uniquely recoverx m in (13) with the sparsity level of at most The search for finding new difference sets is an active area of research. However, we can find some of the well studied difference sets in [12] and [13] . Also a comprehensive repository of difference sets is available in [33] . Note that, for any arbitrary N , we necessarily cannot construct a difference set, and this may cause a misperception on the flexibility of our method. Fortunately, on the past decades, many numerical algorithms have been developed which find almost difference sets for many more values of N [34] , [35] . For illustration purposes, a difference set for high resolution CS-based radars is shown in Tabel II. It is more efficient, if we use equivalent difference sets that have values around zero as listed in third column of Table II . Thus, the resulting indices can conform with the Fourier coefficients which are located around zero. We call the sampling scheme based on these equivalent difference sets DS-sampling. To obtain an equivalent difference set we can replace any element κ of an (N, K, λ) difference set by κ + kN , where k is an arbitrary integer number, because based on (17) all differences are calculated modulo N .
To make it more clear, here we compare coherence of different sampling schemes numerically. The cross-correlation of two atoms correspond to two delay grids versus distance u is illustrated in Fig. 2(a) . Consecutive sampling have highly coherent adjacent atoms, and an small noise on the received signal can make it similar to any of these atoms. In the case of random sampling we have low coherence between adjacent atoms most of the time but not over the entire delay grid. The variation of coherence of adjacent atoms over the time grids leads to variation in delay resolution for different delays. Finally, in the DS-sampling scheme, all atoms have the same cross correlation. This sampling scheme results in minimum coherence for delay dictionary matrix and uniform delay grid resolution. To compare the difference between DS-sampling and random sampling we depict histogram of coherence of the dictionary Φ in Fig. 2(b) for 10 5 dictionary construction. It is obvious that for the same number of delay grids, the coherence of delay dictionary constructed via DS-sampling is much lower than the random dictionaries. All results expressed in this section may be developed for the Doppler dictionary Ψ, defined in (11), by exchanging parameters N and K with M and N p , respectively. However, normally the number of pulses N p in the radar signal is much smaller in comparison to Fourier samples of each PRI. So compression in this dimension is not necessary.
IV. DS-FREQUENCY CODED MODULATED WAVEFORM
In Section III, we show that CS-based radars can achieve the highest possible resolution using DS-sampling. Now, we look for the appropriate modulated waveform to make CS-based radars more robust in noisy conditions. CS-based radars, which perform compressed sampling in the Fourier domain, have low recovery performance in the noisy conditions in comparison to Nyquist processing methods (see the simulation results of [10] and [11] ). The reason is that the signal energy is spread throughout the radar spectrum. When we reduce the Fourier domain samples, the signal energy of unsampled spectrum is discarded. To address this problem, we should employ a waveform that focuses energy around the selected Fourier domain samples. Here, we propose a frequency coded modulated waveform, called "DS-FCM" waveform, where its energy concentrates around the DS-samples.
We define the DS-FCM waveform with the pulse width of T p as
where K is an (N, K, λ) difference set and α k for k = 1, 2, . . . , K are constant phases which can be optimized for specific goals such as peak-to-average power ratio (PAPR) reduction. The power spectrum of the rectangular waveform, linear frequency modulated (LFM) waveform and DS-FCM waveform, which is based on a (2863, 54, 1) difference set are shown in Fig. 3 . All waveforms have equivalent unit power and two-sided bandwidth of 300 MHz. It is obvious that the energy of DS-FCM waveform is focused around the Fourier samples rather than the entire spectrum.
In radar systems, we are interested in constant modulus waveforms, because power amplifiers practically could not tolerate signals with high PAPR. Obviously, the DS-FCM waveform introduced in (18) is not a constant modulus waveform, so we need to solve an optimization problem in order to choose {α k } k ∈K to minimize the PAPR of h(t).
The PAPR is defined as the ratio of maximum instantaneous power and the average power of h(t). A discrete time PAPR, obtained using samples of the DS-FCM waveform, can be used to approximate the continuous PAPR of h(t), i.e.,
where N τ is the total number of samples. Let's assume that α k = e j β k , then sampled version of DS-FCM waveform is
considering γ n,k = β k + 2πkn/N τ , we have
Squaring both sides of (21) results an objective function for PAPR minimization as follows (note that the imaginary part of
The minimum value for the PAPR is unity, which is the desired value. To obtain a unity PAPR, it is necessary to get a set of values for
A set of possible solutions are obtained by setting the cosines equal to zero for each k = u, therefore, the argument for each cosine becomes
where l is an integer. For satisfying (23) , the values of β k must changed by n; however, this is undesirable because of its effect on the spectrum of h(t). One approximate solution can be obtained by setting n = 1 and using
where β K(1) = 0, k ∈ {1, 2, . . . , K} and K(k) denotes the kth element of the difference set K. Fig. 4 shows PAPR of several DS-FCM waveform versus their pulse widths for different type of weighting. It's clear to see using appropriate weighting we can decrease PAPR of DS-FCM waveform up to 6 dB.
V. RECOVERY ALGORITHMS
A. Structured Model
The structured method introduced in Section II-B requires a jointly sparse recovery algorithm to solve the problem (10) to obtain the joint sparse matrix B. As mentioned previously, various algorithms are developed for jointly sparse approximation problems (see [6] , [25] , [26] ). After successful delay recovery, corresponding columns of the delay-Doppler matrix may be obtained by solving the standard CS problems (11) . Algorithm 1 is used for the delay-Doppler recovery in the proposed structured method. In this algorithm, first, we use simultaneous orthogonal matching pursuit (SOMP) [25] to recover the joint sparse matrix B as well as the support of its non-zero rows (indexed by the set Ω). Then, the Doppler frequencies correspond to the recovered Calculate the projection onto linear space spanned by columns of Φ Ω :
; where Φ Ω denotes the restriction of Φ to the columns indexed by Ω. Estimate delay-Doppler Matrix:
where x Ω i denotes the i'th column of X Ω . 12: end for Output: Estimated Delay-Doppler Matrix X delays are determined by finding columns of the Doppler dictionary that have maximum cross-correlation with rows of B, which are indexed by Ω. The stopping criterion of Algorithm 1 is set to the bound on the sparsity level, i.e., √ K, because according to Lemma 2 we know that the number of targets must be lower than this bound to guarantee unique recovery. However, similar to any greedy algorithm, which is employed for the sparse approximation, the stopping criterion of Algorithm 1 can be chosen to be a bound on the norm of the residual matrix, too. for i = 1 to stopping criterion is not met do 5:
Find an index n such that n = arg max j / ∈Ω i −1 |φ H j r i−1 |; where φ j is the j'th column of Φ; 6: Update the support:
Calculate the projection onto linear space spanned by columns of Φ Ω :
Update the estimate:
T andx m |Ω denotes its restriction to the entries indexed by Ω.
9:
Update the residual:
end for 11: end for Output: Estimated Delay-Doppler Matrix X
B. Modified Doppler Focusing
Doppler focusing Approach recovers delay-Doppler plane by solving M standard sparse approximation problems (13) . By modified Doppler focusing, we mean a Doppler focusing approach which is modified using DS-sampling and DS-FCM waveform. This approach may be fulfilled via greedy method represented in Algorithm 2. The stopping criterion is similar to Algorithm 1.
After recovery of the delay-Doppler matrix, targets are detected by finding local maxima of X (or a function of X), which are greater than a certain threshold. Threshold adjustment has close relation to the detector structure. In this paper, we do not consider the construction of the detector. For simulation purposes, we assume that the number of targets, N s , is known. Thus, by finding the N s largest local maxima of X, the delay and Doppler frequency of each target can be found.
The computational complexity of Algorithm 1 is mainly determined by matrix operation in Step 6 and brute-force searches in Steps 3 and 10. The overall computational complexity of
In a similar way, the computational complexity of Algorithm 2 is O (MKN p + N s MK(N + N s K) ), determined by the exhaustive search in Step 5 and operations of Steps 2 and 7.
C. Sufficient Condition for True Target Detection
Whatever explained so far only consider measurements without noise, in reality, radar measurements are contaminated with noise. By adding Additive White Gaussian Noise (AWGN) to the radar received signal (2), we have (25) where υ(t) is modeled as an AWGN shown by N (0, σ 2 ω ). Consequently, the Fourier coefficients of the received signal in the pth PRI can be written as
where p [k] denotes noise at the output of sampling kernel and defined as follows:
It could be easily shown that p [k] has a normal distribution with
. Without loss of generality, considering radar measurements (7), we havē
. Note that these algorithms naturally select the maximum correlation of the residual and the delay dictionary columns at each iteration (Step 3 in Algorithm 1 and Step 5 in Algorithm 2). So we can state that all targets will be recover exactly if estimated indices in these steps belong to T = supp(x) = {i : x i = 0}. Before continuing, let's define the focusing factor as the ratio of the energy of DS-samples to total energy as below
where K is index subset of acquired samples while I denotes index set of all possible samples. This parameter will help us to relate our results to SNR in frequency domain through the following equations:
where the I is defined in (6) , and K is index of DS-samples.
The following theorems provide sufficient conditions for true target detection of each recovery algorithm. 
where SNR min denotes the minimum SNR of all targets, m K is a constant which numerically obtained from the Gamma distribution parameterized by K, σ 2 ω , and H(ω) , C F denotes the focusing factor of radar waveform defined in (29) and μ is coherence of delay Dictionary.
Proof: To select correct atom at the ith iteration, we must have: max
or equivalently
Notice that, in doppler focusing approach, the elements of d m are summation of N p primary measurements, therefore SNR of these measurements are boosted by factor N p [11] . For simplicity, assume that transmitted signal has the same power over sampling frequencies, i.e., H(ω 1 
N p |H | 2 distribution and it can be shown that
stands with high probability, where m K is a function of the number of samples K.
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Using (39) and (41) with the condition (37), the sufficient condition for the true recovery with high probability is 
So, the sufficient condition to recover all targets is 
where SNR min denotes the minimum SNR of all targets, m P is a constant which numerically obtained from the Gamma distribution parameterized by N p , σ 2 ω , and H(ω) , C F denotes the focusing factor of radar waveform defined in (29) and μ is the coherence of delay Dictionary.
Proof: Necessary condition to select correct atom at the ith iteration is
Considering residual as summation of signal and noise parts and using triangle inequalities in similar way to the Theorem 2, we can write
Note that, the rows of N i are independent random vectors and identically distributed, while signal parts in all of N p pulses are 5 Marcov's inequality states that if X is a non-negative random variable and a > 0, then P (X a)
. In this case, X ∼ Gamma(K, θ), so we
(1−p ) 2 , we have that P (X 2 mθ) > p for any arbitrary p.
the same. So, we may rewrite (47) as Fig. 5 . Probability of detection for the conventional Nyquist processing and sub-Nyquist processing methods based on standard model, structured model, Doppler focusing (DF) approach [11] , and modified-DF. Sub-Nyquist sample rate is 2% and 10% of Nyquist rate.
If the estimated delays and Doppler frequencies for all s ∈ {i, j} satisfy |t s − t s | < t ij /2 andf s − f s | < f ij /2, then we say these two targets are detected separately.
A. Recovery Performance
We first study the effect of radar waveform, the number of samples and radar measurement model on recovery performance in the noisy settings. The results of this experiment are shown in Fig. 5 , which plots the probability of detection as a function of SNR. It can be seen that the recovery performance of subNyquist methods degrades with reduction of sampling rate in radars with rectangular waveform. However, this performance degradation is compensated using modulated waveform that focuses energy around the sub-Nyquist samples. As can be seen, using DS-FCM waveform combined with DS-sampling considerably improves the performance of CS-based radar. This behavior has been predicted by Theorem 2 and Theorem 3 which emphasize on direct effect of focusing factor on performance of radar, however, we cannot see such improvement by changing the shape of waveform in Nyquist processing. It is clear that the modified-DF approach has better detection performance than other methods for SNRs below −12 dB while the structured method have better performance for higher SNRs. The standard model leads to lower performance, because this method only uses sparsity of targets while two other method use joint sparsity and focused measurements to improve recovery performance. Furthermore, standard model uses a huge dictionary including 366,464 atoms and the processor must perform a heavy combinational search over these atoms to find all targets.
According to results of Theorem 2 and Theorem 3, lower bounds of −4 dB and 0 dB on SNR guarantee true target detection with high probability using the structured model and the modified-DF, respectively. As mentioned before in Section V, in the cases that all targets have different Doppler frequencies, they could totally resolved by the Modified-DF (in this case N m = 1 < N s ) lower bound may decrease to −12 dB. Noting that simulation results averaged over all cases including the worth and the best situations, the results completely match to analytical lower bounds, obtained for the worth cases. The performance of Doppler focusing approach [11] , which uses consecutive sampling and rectangular waveform, is much less than the conventional Nyquist processing method. Moreover, increasing bandwidth of radar waveform decreases energy of each Fourier samples. To solve this problem, the authors of [11] pass the signal through a low pass filter and readjust amplitude of the resultant signal so that the target SNR remains constant (see Fig. 8 . of [11] and its comments). In the other word, it is proposed that only a waveform with reduced bandwidth, proportional to sample rate reduction, be transmitted. One can show that such assumption leads to less radar resolution. By the way, we compare all Doppler focusing approaches with the Nyquist processing in Fig. 6 . It can be seen that performance of low bandwidth-DF is increased in comparison to Doppler focusing with original bandwidth waveform.
The normalized RMS error of delay and Doppler frequency estimation for high performance recovery methods are illustrated in Fig. 7 . It can be seen that the structured model has less RMS error than others in Doppler recovery and RMS error of its delay recovery is similar to Modified-DF.
Recovery algorithms of sub-Nyquist methods are more complicated than the conventional Nyquist processing. However, low computational complexity algorithms can achieve faster recovery than the conventional processing, because sub-Nyquist methods in these simulations use only 2% of Nyquist samples. To compare the recovery speed, we list the required processing time for an "Intel(R) Core(TM) i7 -4790k @ 4.00 GHz" processor to perform each recovery method (see Table III ). It is evident that by using the structured model we can achieve faster recovery time. The processing time is proportional to the size of CS problem for each model as listed in Table I .
B. Recovery Resolution
According to Section III, DS-sampling scheme leads to a delay dictionary with minimum coherence. As each atom in the delay dictionary belongs to a specific delay grid, we expect to achieve the highest possible resolution, limited by difference set order in DS-sampling. In these simulations, we use a difference set with order N = 2863 to create a delay dictionary with delay grid resolution of τ /N = 1.048 × δ t . The probability of separate detection is a good performance metric to represent the resolution of radar in terms of the ability to separate recovery of two closely spaced targets. We assume that the received signal from these two targets have the same SNR, which is high enough for the true detection. For example, based on Fig. 5 considering SNR = 5 dB for the Nyquist processing and structured model with DS-sampling is enough for the true detection of targets with high probability. In order to evaluate delay resolution, we consider the case that two close targets have Doppler frequency spacing less than or equal to a Doppler Nyquist bin such that the ability of separating two targets using different Doppler frequencies can not affect the delay resolution. As illustrated in Fig. 8 , sub-Nyquist methods using DS-sampling can achieve better delay resolution than sub-Nyquist methods with random sampling. Furthermore, we can distinguish close targets with higher probability using sub-Nyquist methods with DS-sampling, while it uses only 2% of Nyquist samples. To compare, we also represent the resolution of sub-Nyquist methods with consecutive sampling [10] , [11] , which uses 10% and 15% of Nyquist samples. As we expected from the discussion presented in Section III, consecutive sampling does not exploit all information about targets, specially when the targets are close together. This property of consecutive sampling contradicts with the goal of CS theory, i.e., sub-sampling without loosing information.
C. The Effect of Number of Pulses
Conventional Nyquist processing methods can achieve higher recovery performance in the noisy condition by increasing the number of transmitted pulses. In this experiment, we investigate the effect of increasing the number of pulses on sub-Nyquist methods. The results of this numerical experiment are reported in Fig. 9 . It can easily be seen from the figure that the behavior of sub-Nyquist methods are also improved in the noisy condition by increasing the number of pulses.
D. The Effect of Number of Targets
Our final numerical experiment studies the effect of increasing the number of targets on the recovery performance. Fig. 10 shows that increasing the number of targets causes degradation in the recovery performance of sub-Nyquist method. As predicted by Lemma 2 and Lemma 3, recovery performance of the Modified-DF decreases slower by an increasing number of targets in comparison to the structured model.
VII. CONCLUSION
This paper presented a novel sub-Nyquist sampling scheme based on difference set codes, called "DS-sampling". It was shown analytically and numerically that DS-sampling could reduce the sampling rate of wideband radars significantly without any noticeable reduction in the radar resolution. It was shown that the radar waveform has an important role in sub-Nyquist methods. We also introduced a new modulated waveform based on difference sets, called "DS-FCM" waveform, which can highly boost the recovery performance of sub-Nyquist methods in noisy conditions. Negative asspects of DS-FCM is discussed and an optimal weighting for PAPR reduction is suggested. The proposed structured model reduces complexity and processing time of the delay-Doppler recovery, however, its performance decreases for a large number of targets. To solve this problem, we developed a modified version of the Doppler focusing approach based on the DS-sampling and the DS-FCM waveform. Modified-DF has the ability of recovering more targets at the cost of more processing time. All of these results are proved mathematically and examined by simulations. Finally, we showed that our sampling and processing method addresses the common problems of many CS-based radars.
