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Gaussian Boson Sampling is a model of photonic quantum computing where single-mode squeezed
states are sent through linear-optical interferometers and measured using single-photon detectors.
In this work, we employ a recent exact sampling algorithm for GBS with threshold detectors to
perform classical simulations on the Titan supercomputer. We determine the time and memory
resources as well as the amount of computational nodes required to produce samples for different
numbers of modes and detector clicks. It is possible to simulate a system with 800 optical modes
postselected on outputs with 20 detector clicks, producing a single sample in roughly two hours using
40% of the available nodes of Titan. Additionally, we benchmark the performance of GBS when
applied to dense subgraph identification, even in the presence of photon loss. We perform sampling
for several graphs containing as many as 200 vertices. Our findings indicate that large losses can be
tolerated and that the use of threshold detectors is preferable over using photon-number-resolving
detectors postselected on collision-free outputs.
I. INTRODUCTION
The first generation of programmable quantum devices
is emerging. This has led to an increased interest to un-
derstand their practical applications and their potential
to surpass the capabilities of traditional computers [1, 2].
Classical simulation algorithms play an important role in
this development: they can be used to benchmark the
correctness of quantum algorithms and to set the bar of
performance for quantum computers [3–7].
In photonic quantum computing, boson sampling is a
sub-universal model where indistinguishable single pho-
tons are sent through linear optics interferometers and
their output ports are recorded using single-photon de-
tectors [8–11]. Despite its conceptual simplicity, it is be-
lieved that simulating the behavior of a boson sampling
device requires exponential time on a classical computer
[8, 12]. This standard boson sampling model requires
single-photon sources, which are challenging to realize ex-
perimentally at a large scale. Consequently, other vari-
ants of boson sampling have been proposed where the
inputs are squeezed states, which are more amenable to
implement in practice. Examples of these models include
scattershot boson sampling [13–15] and Gaussian Boson
Sampling (GBS) [16, 17]. Notably, it has been shown
that GBS has applications in quantum chemistry [18–
20], optimization [21, 22], and graph theory [23].
Alongside these theoretical and experimental develop-
ments, significant progress has been made in designing
classical algorithms for simulating boson sampling. In
Ref. [24], a Markov chain Monte Carlo algorithm for ap-
proximate boson sampling was introduced, capable of sig-
nificantly outperforming strategies based on a brute force
calculation of the probability distribution. This result
was improved in Ref. [25], where an exact boson sam-
pling algorithm was proposed having the same asymp-
totic complexity as the algorithm of Ref. [24], but lower
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runtime for fixed problem sizes.
Both of these algorithms rely on special properties of
the matrix permanent, which characterizes the probabil-
ity distribution of standard boson sampling with single-
photon inputs. These algorithms have not been extended
to other boson sampling models, whose probability distri-
butions are described by different matrix functions. In-
stead, Ref. [26] introduced a physically-motivated and
exact classical algorithm for GBS with threshold detec-
tors. These are detectors that register a click when one or
more photons are observed, but are incapable of resolving
photon number. The GBS distribution with threshold
detectors approximates conventional GBS with photon-
number-resolving detectors when the probability of more
than one photon reaching a given port is small, i.e., so
that samples are collision free.
In this work, we employ the classical algorithm of
Ref. [26] to perform classical simulation of GBS with
threshold detectors. We determine the time and memory
resources as well as the amount of computational nodes
required to produce samples for different numbers of op-
tical modes and detector clicks. The computational re-
sources required to implement the algorithm increase ex-
ponentially with the number of detector clicks and poly-
nomially with the number of modes. Therefore, for large
system sizes, the simulation becomes intractable for tra-
ditional desktop computers. For such simulations, we
employ the Titan supercomputer housed at Oak Ridge
National Laboratories. We employ distributed memory
parallelization using the message passing interface (MPI)
protocol together with OpenMP multi-threading for in-
creased performance, thus fully exploiting the capabili-
ties of the supercomputer. This allows us to push the
limits of a full simulation of GBS for a system of 800
modes, postselecting on outcomes with 20 detector clicks
using 240,000 CPU cores, producing a single sample in
roughly two hours.
Additionally, we employ our simulations to study the
performance of a recently proposed method of using GBS
for dense subgraph identification [21]. We first study a
small graph of 30 vertices with a planted densest sub-
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2graph of 10 vertices. Our simulation results show that
using threshold detectors significantly increases the per-
formance compared to photon-number-resolving detec-
tors that are postselected on collision-free samples. This
indicates that threshold detectors, besides being exper-
imentally appealing due to their low cost and room-
temperature operation, can lead to better results for spe-
cific applications. We also simulate sampling from this
graph in the presence of photon loss. We find that sig-
nificant improvement compared to classical sampling re-
mains even in the presence of losses as large as 6 dB.
Finally, we use our simulations to find dense subgraphs
of a graph of 200 nodes from the DIMACS dataset [27].
The paper is organized as follows. In section II, we
briefly review the algorithm introduced in Ref. [26] for
GBS with threshold detectors. In section III, we analyze
the memory and runtime requirements of the algorithm
and discuss the benchmarking results using the Titan su-
percomputer to produce samples of various system sizes.
In section IV, we employ the simulations for dense sub-
graph identification. We conclude with a discussion of
our results in section V.
II. THE ALGORITHM
In this section, we detail the classical algorithm intro-
duced in Ref. [26] to simulate GBS with threshold detec-
tors. Consider a GBS device with ` modes. The main
idea of the algorithm is that, even though the positive-
operator valued measure (POVM) element representing
a click is non-Gaussian, it can be written as the difference
of two Gaussian operators. Thus, whenever the POVM
element corresponding to a click is applied to a Gaussian
state, it is possible to represent the conditional state of
the remaining modes as the difference of two Gaussian
states. Given the linearity of the action of the measure-
ments on a quantum state, the aforementioned result gen-
eralizes to a linear combination of several Gaussian states
when more clicks are detected.
Before presenting the algorithm in detail, we introduce
useful notation related to Gaussian states. An `-mode
Gaussian state is uniquely characterized by a 2`× 2` co-
variance matrix V and a vector of means r¯. These quan-
tities are defined as the following expectation values on
the Gaussian state ρ:
Vij =
1
2
〈∆rˆi∆rˆj + ∆rˆi∆rˆj〉ρ, (1a)
∆rˆ = rˆ − r¯, (1b)
r¯ = 〈rˆ〉ρ = Tr (rˆρ) , (1c)
rˆ = (xˆ1, pˆ1, . . . , xˆ`, pˆ`)
T , (1d)
where xˆj and pˆk are the canonical quadratures of the
modes satisfying the commutation relation [xˆj , pˆk] =
2iδj,k, where we have set ~ = 2. Having set up the nota-
tion for covariance matrices, we write ρ(V , r¯) to identify
the Gaussian state with covariance matrix V and vector
of means r¯.
The algorithm is based on a sequence of measurements
on the output ports of the device. Each time a mode is
measured, the new state is computed via the following
update rule. Upon measuring the `th mode of an `-mode
state that is a linear combination of M Gaussian states,
we obtain an ` − 1 mode state. If a click is recorded,
the new state can be expressed as a linear combination
of 2M Gaussian states. If no click is recorded, it is a lin-
ear combination of M Gaussian states. Thus, each click
gives rise to a doubling of the number of states that must
be recorded. Sequential measurements on all modes then
gives a string of click events, namely a measurement sam-
ple. More precisely, the update rule proceeds as follows:
• Input: an `-mode state
ρ` =
M∑
k=1
akρ`,k(Vk, r¯k), (2)
that is a linear combination of Gaussian states
ρ`,k(Vk, r¯k).
• For each element of the linear combination k, de-
compose the covariance matrix as
Vk→
[
VA,k VAB,k
V TAB,k VB,k
]
, r¯k →
[
r¯A,k
r¯B,k
]
, (3)
where VA,k is a 2(`−1)×2(`−1) matrix describing
modes 1 to ` − 1 and VAB,k is a 2(` − 1) × 2 ma-
trix describing the correlations between modes 1 to
` − 1 and mode `. Finally, VB,k is a 2 × 2 matrix
describing mode `, the mode being measured.
• Calculate the update rules for the case where no
click is detected
V ′A,k → VA,k − VAB,k(VB,k + 12)−1V TAB,k, (4a)
r¯′A,k → r¯A,k − VAB,k(VB,k + 12)−1r¯B,k. (4b)
• Calculate the click probability:
p =
M∑
k=1
akqk, with qk =
2e−r¯
T
B,k(VB,k+12)
−1r¯B,k√
det (VB,k + 12)
. (5)
• Flip a coin with bias p
• If a click is obtained, then
ρ`−1 →
M∑
k=1
ak
ρ`−1,k(VA,k, r¯A,k)− qkρ`−1,k(V ′A,k, r¯′A,k)
1− p
(6)
otherwise
ρ`−1 →
M∑
k=1
(
akqk
p
)
ρ`−1,k(V ′A,k, r¯
′
A,k). (7)
3• At the end of this update rule, we end up with an
` − 1 mode state. If no click is recorded, the state
is described as a linear combination of M Gaussian
states. If a click is recorded, the ` − 1-mode state
is described using 2M Gaussian states.
If the initial state is just a Gaussian state thenM = 1. As
the algorithm progresses and m clicks are detected, 2m
Gaussian states are required to describe the conditional
state since each click doubles the number of Gaussian
states in the linear combination. As shown in Ref. [26],
when m clicks are detected, the complexity of the algo-
rithm is O(`22m) for a system of ` modes. Thus, this
algorithm is best suited to simulating settings involving
a large number of modes and comparatively few detector
clicks.
III. BENCHMARKING
Before discussing the numerical implementation of the
algorithm, we estimate the associated computational re-
source requirements. Recall that the algorithm is based
on sequential measurements, each one yielding a new con-
ditional state for a subsequent measurement. Therefore,
advancing to the next step requires storing the covari-
ance matrix and the mean vector associated to the up-
dated conditional state as well as evaluating the proba-
bility of click in the next measurement. Since the number
of Gaussian states required to represent this conditional
state increases exponentially with the number of clicks
observed, the memory to store them and compute time
to evaluate their sum also scales exponentially.
All numerical computations discussed in this paper are
performed using the Titan supercomputer housed at the
Oak Ridge National Laboratory. Titan is equipped with
18,688 compute nodes, each having 16 CPU cores and
32 gigabytes of memory. Hence with a total of 299,008
CPU cores and 598,016 gigabytes of memory it has a 27
petaFLOPS of theoretical peak performance [28]. In the
following we discuss the memory and runtime require-
ments for the algorithm.
A. Memory
Consider an `-mode Gaussian initial state with covari-
ance matrix V of size 2`×2`. For benchmarking purposes,
we consider input states with 8 dB of squeezing and a
linear optical network described by unitaries drawn from
the Haar measure. For concreteness, we start the mea-
surement at the `-th mode. After measurement of this
mode, we obtain the conditional state of the remaining
` − 1 modes for the next measurement. If no click is
observed, the conditional state remains Gaussian for the
remaining modes with an updated covariance matrix of
size 2(` − 1) × 2(` − 1). On the other hand, if a click is
observed, the conditional state for the remaining modes
is given by a linear combination of two separate Gaussian
states with covariance matrices of sizes 2(`−1)×2(`−1).
Hence, each time a click is observed in the sequence of
measurements, the number of covariance matrices needed
to characterize the conditional state doubles. After m
clicks have been recorded at the k-th step, the state for
the next step will be given by 2m covariance matrices,
each of size 2(` − k) × 2(` − k). At this stage we need
to store as many as 4(` − k)2 × 2m matrix elements to
represent the state. Furthermore, numerical simulations
show that to obtain an accurate estimate of the probabil-
ities, it is necessary to work with quad precision, which
requires 16 bytes of memory to store one floating point
number. Therefore, the total memory (in gigabytes) to
store the covariance matrices corresponding to the state
at the k-th step is:
Mk(m) = η × 4(`− k)2 × 2m × 16/230 gigabytes
= η 2m−24(`− k)2 gigabytes, (8)
where η ≈ 2 is an overhead factor introduced to account
for the temporary variables created during the execution
of the algorithm.
Eq. (8) dictates that the memory requirement increases
exponentially with m. For large enough m and `, a local
desktop computer is not sufficient to run the algorithm,
since a large memory capacity is required. In order to
overcome this issue, we use a distributed memory par-
allel implementation of the algorithm where covariance
matrices are allocated over multiple compute nodes of a
supercomputer (or a compute cluster). The evaluation
of the sum in Eq. (5) is distributed over multiple com-
pute nodes where each one performs a partial sum. Sub-
sequently, at each step of the algorithm we accumulate
different partial sums using the message passing interface
(MPI) protocol. In addition, we employ OpenMP mul-
tithreading for enhanced speed in evaluating the partial
sum at each node. Hence, the required computational
resources in terms of number of compute nodes is de-
cided by the memory requirement of the problem and
the available memory at each node of the cluster. If each
compute node has µ gigabytes of memory, the number N
of compute nodes required is at least
N =
Mk
µ
, (9)
where Mk is the memory needed at step k during the
computation. Each compute node of the Titan super-
computer has memory of µ = 32 gigabytes and 16 cores.
Let us consider a GBS device with 800 modes. Figure 1
shows the memory and number of Titan nodes N used as
we progress through different steps of the algorithm. We
consider 10 different random samples with 20 clicks in
each sample. Each time a click is observed, the number
of covariance matrices double and so does the memory
needed to store them. This is marked by jumps in each
curve. A total of roughly 104 − 105 GB of memory and
103 − 104 nodes, each with 16 processors, are needed to
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FIG. 1. Memory (left panel) and Titan compute nodes (right panel) required to generate a sample, plotted with respect to the
number of steps k in the algorithm for a device with ` = 800 modes and m = 20 clicks. Each curve corresponds to a different
random sample and jumps in each curve mark a click. Typically 103 − 104 GB of memory and 102 − 104 Titan compute nodes
are needed to simulate samples with 20 clicks in a device with 800 modes.
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FIG. 2. Histogram of walltimes (left panel) and average CPU hours (right panel) to simulate samples with various number of
clicks m and modes ` = 2m2. As shown in the left panel the walltime for a given number of clicks can vary depending on when
the clicks are observed during the execution of the algorithms. If more clicks are observed earlier in the process, the walltime
is higher. The average CPU hours, as shown in the right panel increases exponentially. Therefore, the algorithm discussed in
this paper becomes intractable, even with supercomputers, for click sizes around m = 25 when ` = 2m2.
generate a typical sample with 20 clicks in an 800-mode
device.
It is noteworthy that the memory requirements are
higher for samples in which more clicks appear in ear-
lier steps of the algorithm. Therefore, for a sample of m
clicks, the memory requirement would be highest if all
clicks appear in the first m steps. Consider the following
two scenarios for a system of ` modes: (i) all m clicks
are observed in the last m modes, and (ii) all m clicks
are observed in the first m modes. In the former situ-
ation, because no doubling of the number of covariance
matrices occurs for the first `−m modes, we only need to
store a single covariance matrix at each step. Moreover,
since the size of this matrix is equal to the number of
remaining modes, it decreases with each measurement.
Once clicks are detected, the number of covariance ma-
trices increases exponentially, but they are small in size.
Conversely, in the latter case, after measuring the first
m modes we already need to deal with an exponential
number of large covariance matrices, which requires sig-
nificantly more memory.
B. Runtime
The runtime of the algorithm is dominated by the re-
quirement to access and process the covariance matrices
stored in memory during the execution of the algorithm.
Thus, runtime also scales exponentially with the number
of clicks, with variations around the average runtime aris-
ing from whether most clicks are detected early or late
in the algorithm. For benchmarking purposes, we fix the
output in advance to have the desired number of clicks.
From the perspective of the algorithm, this means that
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FIG. 3. Requirements for memory and appropriate number of Titan nodes (left panel) as well as associated CPU hours and
walltimes for various values of m (right panel), with ` = 2m2, for extreme samples where all the clicks appear in the first m of
` steps of the algorithm. It is evident from the left panel that in order to meet the memory requirements of the simulations,
an increasingly large number of Titan nodes are required for larger m, i.e., they both scale exponentially with m. The total
associated CPU hours (blue diamond curve in the right panel) also scales exponentially. Using the appropriate numbers of
Titan nodes, the large simulations (with m > 12) can be carried out in walltime of approximately two hours. Note that there
are 18,688 compute nodes available on Titan supercomputer which can simulate these extreme samples of up to m = 22 with
` = 2m2.
instead of flipping a coin with bias p as in Eq. (5), we
set the outcome of this coin flip beforehand to a desired
value. This allows us to more efficiently study the prop-
erties of the algorithm without the need to wait until a
sample of the desired click size is randomly obtained.
Fig. 2 shows histograms of walltimes (real user time be-
tween start and end of the simulation) to obtain a sam-
ple of various numbers of clicks m. Here the position
of the clicks was chosen uniformly at random. For each
value of m, there is a distribution of walltimes: higher
walltimes correspond to the cases for which most of the
clicks are observed earlier in the execution of the algo-
rithm. The right panel of Fig. 2 shows the average CPU
hours as a function of number of clicks m. It is evident
that on average the CPU hours scale exponentially. A
fit to these runtimes indicate that simulations of samples
with m = 30 require 109 CPU hours, which is equivalent
to the entire Titan supercomputer running for approxi-
mately five months, assuming the availability of sufficient
memory.
C. Worst-case setting
We now consider the memory and runtime require-
ments in the worst-case scenario of all m clicks appearing
in the first m modes. Fig. 3 shows the computing re-
sources needed to generate samples with different values
of m, with ` = 2m2. Tables I and II provide support-
ing numbers. Note that ` = 2m2 is the regime of small
collision probability [8], where the effect of threshold de-
tectors is minor compared to photon-number-resolving
detectors [26]. The left panel shows the memory and
Titan nodes used for the simulations and the right panel
TABLE I. Maximum memory needed to simulate one GBS
sample for different number of modes ` and clicks m, where
we fix ` = 2m2.
` m Memory (GB)
50 5 0.008
200 10 4.407
450 15 739.16
800 20 76050
TABLE II. Maximum runtime to simulate one sample for a
device with ` = 2m2.
` m Titan nodes CPU hours Walltime (hours)
200 10 1 1.81 0.11
288 12 4 21.86 0.68
392 14 32 250.17 0.97
512 16 128 2,028.91 1.98
624 18 1024 15,612.79 1.90
800 20 8192 239,773.95 1.83
shows the CPU hours and the walltime when appropriate
number of compute nodes are utilized for parallel execu-
tion of the algorithm.
It is evident from the left panel that in order to meet
the memory requirements of the simulations, an exponen-
tially large number of compute nodes are needed. The
walltime for running the algorithm can be brought down
to approximately two hours by using the appropriate
number of compute nodes. For m = 20 and ` = 800,
a total of 8192 Titan nodes (131,072 processors) were
employed – which is approximately 40% of the available
CPUs on Titan – running for two hours. Hence, a total
6of 240,000 CPU hours and approximately 100,000 giga-
bytes of memory were consumed (see Table II). There-
fore, a simulation of this algorithm with m > 22 and
` = 2m2 would be beyond the current capabilities the
Titan supercomputer.
In the following section, we use the algorithm to gener-
ate samples for manageable problem sizes and study the
application of these samples to dense subgraph identifi-
cation.
IV. APPLICATION: DENSE SUBGRAPH
IDENTIFICATION
We study an NP-Hard optimization task known as the
densest k-subgraph problem: given a graph G with n
vertices, find the subgraph of size k < n with the largest
number of edges [29]. This problem has a connection
to clustering tasks that aim at finding highly correlated
subsets of data, with applications in a wide range of fields
such as as data mining [30–33], bioinformatics [34, 35],
and finance [36].
It was shown in Refs. [21, 22] that GBS can be em-
ployed to enhance classical algorithms for the densest k-
subgraph problem. The main insight of this approach is
that, using the encoding technique of Ref. [23], a GBS
device can be configured to sample subgraphs in such a
way that the probability of observing each subgraph is
directly correlated with its density. This leads to a sam-
pling device that selects dense subgraphs with high prob-
ability, thus aiding in their identification. In this setting,
the number of modes is equal to the number of vertices
in the graph and subgraphs are identified by postselect-
ing on collision-free samples and assigning vertices corre-
sponding to the modes where clicks were detected.
Classical simulation algorithms can be used to quan-
titatively benchmark the improvement that can be at-
tained when using GBS to find dense subgraphs. Previ-
ous simulation techniques were limited to graphs of a few
dozen vertices and were incapable of including the effects
of experimental imperfections such as photon loss [21].
Here, we employ the algorithm of Ref. [26] to simulate
threshold GBS for a variety of instances.
A. Random graph with planted subgraph
We study the random graph of 30 vertices presented
in Ref. [21], which is built as follows. First, a random
graph of 20 vertices was created, where each edge was
added with probability p = 0.5. Second, a planted ran-
dom graph of 10 vertices was constructed with probabil-
ity q = 0.875 of adding each edge. Finally, eight vertices
were selected uniformly at random in both graphs and
an edge was added between them to define a full graph
of 30 vertices. This resulting graph has the property that
the planted subgraph has the largest density among sub-
graphs of size 10, even though its vertices have a smaller
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FIG. 4. Using random search to find a dense 10-vertex sub-
graph of the planted 30 vertex graph in Sec. IV A. Here, the
number of edges in the densest found subgraph is plotted
against the number of samples. Each line corresponds to
taking samples from a different underlying distribution, as
summarized by the legend. Results are averaged over a min-
imum of 20 runs to reduce statistical effects. We see that,
in the loss-free regime, random search using threshold GBS
outperforms the strategy of postselecting on collision-free out-
puts from PNRs in conventional GBS, being able to find the
densest subgraph (42 edges - dashed black horizontal line)
after approximately 600 samples. Moreover, threshold GBS
is still advantageous in the lossy regime, outperforming uni-
form random sampling for all loss levels considered and even
performing as well as loss-free GBS.
degree than the average for the full graph. This makes
the densest subgraph difficult to identify for algorithms
based on vertex degree.
We study the performance of random search algo-
rithms for identifying the planted subgraph, where the
strategy is to randomly sample subgraphs and select the
densest among all outputs. We compare three different
strategies: (i) uniform sampling, (ii) GBS postselected
on collision-free outcomes, i.e., outcomes where not more
than one photon is detected in each mode, and (iii) GBS
with threshold detectors. For threshold GBS, we also in-
vestigate the effect of losses, sampling with loss values of
1.2dB (25%), 3.0dB (50%), and 6.0dB (75%). Note that
the ability to simulate losses is a unique feature of the
algorithm of Ref. [26].
The results are summarized in Fig. 4. As expected,
both loss-free versions of GBS with photon-number-
resolving (PNR) and threshold detectors outperform uni-
form sampling. Interestingly, GBS with threshold detec-
tors performs noticeably better than PNR-based GBS
with collision-free postselection. Indeed, threshold GBS
consistently finds the planted graph after a few hundred
samples. The effect of a threshold detector is equivalent
to a post-processing of the PNR outputs where events
with two or more photons detected in a mode are consid-
ered as a single click in those modes. Thus, our results
indicate that retaining collision outputs is beneficial for
the purpose of dense subgraph identification, a task that
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FIG. 5. Enhancing random search using threshold GBS for
dense subgraph identification in the brock200 2 graph [27] of
Sec. IV B. Here, the number of edges in the densest found
12 vertex subgraph is plotted against the number of samples,
and lines correspond to sampling from different distributions.
Results are averaged over 10 independent runs. We see that
samples from threshold GBS (solid blue line) allow random
search to outperform uniform sampling (dashed gray line).
The densest subgraph of size 12 is known to be complete, with
66 edges, motivating the use of more advanced heuristics and
the combination with threshold GBS. It took 30 gigabytes
of memory for each samples, and in total 45,000 core hours
to generate 260,000 samples of which we postselect approxi-
mately 10,000 samples with 12 clicks.
is done automatically by threshold detectors. Moreover,
a performance advantage persists for threshold GBS even
in the lossy regime. Here, even with a loss of 6.0dB,
threshold GBS is comparable to PNR-based GBS with
postselection and no losses.
In this example, we are interested in finding the dens-
est subgraph of 10 vertices. The proportion of 10 click
samples depends on the amount of loss, and we postselect
on 4×106 samples yielding: 4.1% of samples for no losses,
3.2% for 1.2 dB loss, 2.0% for 3.0 dB loss, and 0.5% for
6.0 dB loss. Simulation of each of these cases needed ap-
proximately 1000 CPU hours and was completed in less
than half an hour using 150 Titan compute nodes each
having 16 CPU cores.
B. DIMACS graph
We now investigate the performance of GBS with
threshold detectors for dense subgraph identification for a
much larger graph of 200 vertices. We use the brock200 2
graph [27] of the DIMACS dataset and search for the
densest subgraph with 12 vertices. The maximum clique,
i.e., the largest complete subgraph, of this graph is known
to be dimension 12, meaning that the densest subgraph
has 66 edges. For a graph of this size, it is intractable to
perform a brute force GBS postselected on collision-free
outcomes.
We use approximately 30 gigabytes of memory for each
sample and a total of 45, 000 core hours to generate
260, 000 samples. Out of these, 9000 samples with 12
clicks were postselected , which we use to compare the
performance of random search using GBS with thresh-
old detectors to uniform random search. The results
are shown in Fig. 5. Here it can also be seen that,
as expected, threshold GBS enhances random search.
This simple sampling strategy, however, is unable to find
the optimum subgraph of 66 vertices, showcasing the
increased difficulty of dense subgraph identification for
large graphs. In such cases, it is preferable to combine
GBS with more advanced heuristics [21].
V. CONCLUSION
Our results constitute the largest simulation of GBS
with threshold detectors to date. We have thus set a first
goalpost for experiments aiming to build quantum de-
vices capable of outperforming classical algorithms: they
must be able to generate enough squeezing to observe
more than 20 clicks on average over systems of several
hundred modes. The difficulty of classically simulating
GBS depends both on the expected number of clicks and
the number of modes. The number of clicks in our simu-
lations could thus have in principle been increased at the
expense of a smaller number of modes. Regardless, fixing
the number of modes as ` = 2m2, simulating a sample
with m > 22 clicks is beyond the current capabilities of
the Titan supercomputer.
The simulation algorithm of Ref. [26] is ideally suited
for benchmarking near-term devices. First, it is an ex-
act sampling algorithm: it generates samples from the
GBS distribution, not an approximate one. Second, the
algorithm can natively incorporate the effect of experi-
mental imperfections, making it ideal to verify that the
physical devices are working adequately and to test the
performance of GBS for practical applications, namely
identifying dense subgraph.
Currently, the bottleneck of the classical algorithm pre-
sented here is the memory usage, which restricts the
maximum number of clicks that can be simulated for a
given number of modes. Finding more efficient meth-
ods of memory allocation or altogether new algorithms
is necessary to push simulation capabilities even further.
Indeed, it is an important open question whether exist-
ing algorithms for boson sampling with indistinguishable
single photons can be extended to GBS, where squeezed
vacuum inputs are used. These techniques include an
approximate algorithm [24] and an exact sampling algo-
rithm [25]. The complexity of these algorithms is de-
termined by hardness of computing the permanent of a
matrix of size given by the number of photons and us-
ing supercomputers one can simulate a boson sampling
event for approximately 50 photons [24, 37]. For GBS,
the complexity is determined by the hafnian of matrices
with sizes equal to the number of clicks in the sample.
8Based on the results reported in Ref. [38], computing the
hafnian of a 54× 54 matrix requires approximately 1000
seconds on a supercomputer. Therefore, if the techniques
of Refs. [24, 25] could be extended to GBS, limits of simu-
lations presented here can be potentially pushed further.
So far such an extension is still an open problem.
A python version of the code designed to run on local
desktop computers is available at [39]. Optimized code
to run large simulations on a supercomputer can be made
available upon written request to the authors.
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