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Abstract—Reconfiguration has been used for both defect- and
fault-tolerant nanoscale architectures with regular structure.
Recent advances in self-assembled nanowires have opened doors
to a new class of electronic devices with irregular structure.
For such devices, reservoir computing has been shown to be
a viable approach to implement computation. This approach
exploits the dynamical properties of a system rather than specifics
of its structure. Here, we extend a model of reservoir computing,
called the echo state network, to reflect more realistic aspects
of self-assembled nanowire networks. As a proof of concept, we
use echo state networks to implement basic building blocks of
digital computing: AND, OR, and XOR gates, and 2-bit adder
and multiplier circuits. We show that the system can operate
perfectly in the presence of variations five orders of magnitude
higher than ITRS’s 2005 target, 6%, and achieves success rates
6 times higher than related approaches at half the cost. We also
describe an adaptive algorithm that can detect faults in the system
and reconfigure it to resume perfect operational condition.
I. INTRODUCTION
In view of approaching physical limits of silicon-based
electronics, advances in materials science and nanotechnology
suggest that unconventional computer architectures could be
viable alternatives to current architectures. Some proposed
alternative architectures are based on molecular switches and
memristive crossbars [1] that possess highly regular structures.
Another emerging approach is the self-assembly of nanowires
and memristive networks [2], which results in irregular struc-
tures. Here, we use a modification to a recent paradigm called
reservoir computing (RC) to use the dynamics of current in a
disordered system to compute digital functions. In contrast to
standard approaches, our version of RC uses highly contractive
dynamics to implement combinational logic perfectly, even in
the presence of faults and temporal variations.
Major obstacles to using such architectures are design
variations, defects, faults, and a susceptibility to environmental
factors, such as thermal noise and radiation [3]. Currently,
common solutions assume knowledge of the underlying archi-
tecture and rely on reconfiguration and redundancy to achieve
programming and fault tolerance [4], [5]. There have been
two recent proposals on how to use such devices without
knowledge of the underlying system [6], [7]. Both proposals
are based on a model called a randomly assembled computer
(RAC). In this model, a network of randomly and sparsely
interconnected nodes with diode-like behavior is assumed.
Three types of terminals connect the networks to the outside
world: inputs, outputs, and controls. Internally, the terminals
are connected to randomly chosen nodes. Using adaptive
strategies one finds suitable control signals such that for a
given input signal, the system produces a desired output.
Computation in this approach is sensitive to the initial state of
the network and therefore it is not readily applicable to time-
dependent input signals. In addition, the control signals are
calculated for a desired target, making the approach suitable
for a single-purpose device only.
A new paradigm that is gaining popularity in the unconven-
tional computer architecture community is reservoir computing
[8]. In this approach, computation takes place in the transient
dynamics of an excitable system, called a reservoir. The
reservoir is perturbed by an external signal; the signal leaves
an imprint in the dynamics of the system that can be translated
into a desired output. The translation is performed by a linear
readout layer, which can be trained efficiently using closed-
form regression. The computational power of the reservoir is
attributed to a short-term memory created by the reservoir
and the ability to preserve the temporal information from
distinct signals over time [8]. This property is known to be
optimal in the critical dynamical regime of the reservoir—a
regime in which perturbations to the system’s trajectory in its
phase space neither spread nor die out. It has been suggested
that the reservoir dynamics acts like a spatiotemporal kernel,
projecting the input signal onto a high-dimensional feature
space [9].
In simulation, reservoir computing has been shown to be a
viable approach for analog computation using self-assembled
memristive networks [10], [11], and recently, a physical im-
plementation using self-assembled nanowires has also been
demonstrated [12].
Here, we use a theoretical model of reservoir computing
called the echo state network (ESN) to show that reservoir
computing can be employed to implement reliable and ro-
bust digital signal processing with self-assembled nanowire
networks. We extend the classical ESN with variable transfer
functions and weight assignment to achieve a more realistic
model of self-assembled networks. Compared to the RAC, our
system achieves 10 times higher success rate in implementing
basic logic circuits and 2-bit adder and multiplier circuits.
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II. ATOMIC SWITCH NETWORKS
Atomic switch networks (ASN) are a nanoscale technol-
ogy based on silver nanowires developed by Terabe et al.
[13] aimed at reducing the cost and energy consumption
of electronic devices. They can achieve a memory density
of 2.5 Gbit cm−2 without any optimization, and a switching
frequency of 1 GHz. Recently, Sillin et al. [12] combined
bottom-up self-assembly and top-down patterning to self-
assemble ASN. These networks are formed by electroless
deposition of silver on pre-patterned copper seeds. Silver
nanowires extended from the copper seeds form a three-
dimensional structure that contains cross-bar-like junctions.
When exposed to Sulfur gas, these junctions are transformed
into metal-insulator-metal (MIM) interfaces and turned into
atomic switches in the presence of external bias voltage. A
silver filament forms to bridge the MIM interface, which
increases the conductance across the switch, and is dissolved
when the voltage is removed. The morphology of this self-
assembled network can be directed by the pitch and the size of
the copper seeds, which control the density and wire lengths,
respectively. There are two types of variations among the
switches: (1) the length of the MIM interface w0, and (2)
the growth rate of the filament in the presence of bias voltage
α . Both variations are modeled using a normal distribution
with standard deviation up to 40% [12]. The I-V curve across
each switch resembles that of a resistive switch, a saturated
linear or semi-linear function. Self-assembled ASNs have been
experimentally demonstrated for computing analog functions
[12]. We use ASN as a model for physical RC implementation.
III. MODELS AND METHODS
A. Reservoir Computing Model
We use a well studied reservoir computing model called the
echo state network (ESN) [14]. It consists of an input-driven
recurrent neural network, which acts as the reservoir, and a
readout layer that reads the reservoir states and produces the
output. Unlike a classical recurrent neural network, where all
the nodes are interconnected and their weights are determined
during a training process, in an ESN the nodes are intercon-
nected using random weights and random sparse connectivity
between the nodes. The input and reservoir connections are
initialized and fixed, with no further adaptation.
Figure 1 shows a schematic of an ESN. The readout layer
computes a linear combination of reservoir states. The readout
weights are determined using supervised learning techniques,
where the network is driven by a teacher input and its output
is compared with a corresponding teacher output to estimate
the error; the weights can be calculated using any closed-
form regression technique [14] to minimize this error. We
augmented the ESN with a teacher unit and auxiliary input
and output to detect defects and retrain the network (see
Section III-F). Mathematically, the input-driven reservoir is
defined as follows. Let N be the size of the reservoir. We
represent the time-dependent inputs as a column vector u(t),
the reservoir state as a column vector x(t), and the output
as a column vector y(t). Rodan and Tinˇo [15] showed that
the reservoir weight pattern does not affect the performance
of the ESN. Here, we modify the classical ESN to model an
ASN more closely. The input connectivity is represented by
the matrix Win where each element is assigned the weight
v with signs chosen according to Bernoulli distributions. A
white noise with standard deviation 1 is added to the input
weights to increase their variability. The reservoir connectivity
is represented by an N ×N weight matrix Wres. A fraction
δR of all possible connections are chosen to have weight
one and the rest of the connections are assigned zero. The
trade-off between nonlinearity and memory capacity of the
reservoir is determined by the dynamics of the reservoir and
can be adjusted by scaling the reservoir weight matrix as
Wres← λWres/λmax, where λmax is the spectral radius of Wres
and λ is the desired spectral radius 0 < λ < 1; this range is
necessary for the reservoir to adhere to the so-called echo state
property, a condition that ensures that the long-term reservoir
dynamics depends on the input signal and not on the initial
state of the system. The time evolution of the reservoir is given
by:
x(t+1) = f
(
Wres ·x(t)+Win ·u(t)) , (1)
where f is the transfer function of the reservoir nodes that is
applied element-wise to its operand. The output is generated
by the multiplication of an output weight matrix Wout of length
N+1 and the reservoir state vector x(t) extended by a constant
1 represented by x′(t):
yτ(t) = Wout ·x′(t− τ). (2)
Here τ is output delay, the number of time steps to wait
for the expected output to be ready. For brevity we omit
writing τ in the subscript and explicitly mention it only when
necessary. For training, we calculate the output weights to
minimize the squared output error E = 〈||y(t)− ŷ(t)||2〉 given
the target output ŷ(t). Here, || · || is the L2 norm and 〈·〉 the
time average. The output weights are calculated using ordinary
linear regression as:
Wout =
(
X′X− γ2I)−1 X′Y, (3)
where each row t in the matrix X corresponds to the aug-
mented state vector x′(t), γ is a regularization factor, I is
the identity matrix of order N+1, and Ŷ is the target output
matrix, whose rows correspond to target output vectors ŷ(t).
We use I, U, and N to refer to identical, uniformly distributed,
and normally distributed reservoir weights, and we use T and
L to refer to tanh or saturated linear transfer function given
by:
f (x) =

1, if x≥ 1,
x, if −1 < x< 1,
−1, if x≤−1.
(4)
To study the sensitivity of the results to variations to the
transfer functions, for each node we multiply the operand by a
random variable with uniform distribution in the range [0,2].
We label such transfer functions with TV and LV for variable
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Fig. 1. Schematic of our augmented ESN. A dynamical core called a reservoir
is driven by input signal u(t). The states of the reservoir x(t) are extended
by a constant bias b= 1 and combined linearly to produce the output y(t) To
model self-assembled systems, the connectivity in the reservoir, between the
inputs and the reservoir, and between the reservoir and the outputs is assigned
randomly and sparsely. An auxiliary input and output is used to detect faults
in the reservoir. The teacher unit contains stored data input-output pairs for
all the input and output terminals. During the operation, the teacher feeds the
auxiliary input with data and monitors the output with the matching target
output. If the auxiliary output does not match the expected output, a failure
has occurred in the reservoir. The teacher disconnects the reservoir from the
external world and retrains the output weights, then reconnects the inputs and
outputs to external signals.
tanh or variable saturated linear function respectively. For
example, a system with normally distributed reservoir weights
and variable saturated linear function is denoted by ESNN,LV.
B. Implementing a Universal Basis for Binary Logic
We implement digital logic using reservoir computing by
training the system as described above. Later, during the
testing, we will threshold the output values at θ = 0.5 to
obtain a digital signal. To demonstrate the viability of reservoir
computing for implementing general-purpose digital logic, we
must show that any circuit can be implemented using reservoir
computing components. To apply reservoir computing we have
to pose our computations as a learning problem and in this
setting some learning problems become more difficult to solve
than in conventional top-down designed systems. An example
is XOR, which is a linearly inseparable problem and cannot
be learned easily. Yet, implementing XOR is necessary for
many logic building blocks, such as parity-check and full-
adder. One solution would be to implement a universal, but
linearly separable logic function. Such a design raises two
issues:
1) How many inputs can a reservoir of a given size process?
2) Can reservoir computing be used for non-stationary
signals?
The performance of reservoir computing depends on the
dynamics of the reservoir, which is influenced by the statistical
properties of the input signal, such as its mean and standard
deviation. Our intuition tells us that increasing the number
of input signals will saturate the dynamics of the system to a
point that it cannot be used by the output layer to construct the
desired output. Moreover, we cannot guarantee that the signal
statistics will remain constant over time during operation. To
avoid this problem we use highly convergent reservoirs with
low λ so the only significant influence on the dynamics is from
the most recent input. Through extensive simulation, we found
that indeed in this regime the implemented logic is robust to
changes in the input statistics. We can therefore avoid iterative
algorithms and use regular training. Additionally, this helps us
to implement more complex logic from simpler ones, such as
NAND, using a single reservoir by feeding back the output of
the reservoir to itself. Ordinarily, the resulting system would
require complicated training algorithms; however, insensitivity
to signal statistics lets us treat the feedback connections as
extra inputs. Currently, we do not have any analytical method
to study the maximum number of inputs that can be processed
with a reservoir of size N. We will show some computational
results regarding this question in Section IV.
C. Variation and Fault Models
Self-assembled nanoscale systems are known to be sensi-
tive to environmental factors. They affect the structure of a
nanoscale system in two ways: temporal and spatial variations
in component properties and faults [16]. To use reservoir
computing for implementing logic functions, both problems
must be addressed. To model temporal variation we add a
white noise term, with standard deviation σ , to n randomly
chosen non-zero entries of Wres at each time step t. Noise is
added to the initial reservoir weight matrix at time t and the
noisy weight matrix is used to calculate the reservoir states for
time t+1. This models variations in the electrical properties
of nanowire networks due to radiation or thermal noise. The
normal distribution is known to be suitable to model variations
in nanoscale devices [16]. To study the effect of permanent
failure, we randomly pick m nodes and disconnect them from
the network by setting the weights for all of their incoming and
outgoing connections to zero. A similar approach was used in
[6], [17]. In Section III-F we will show how such a permanent
effect can be detected and treated.
D. Design Space and Parameter Optimization
For ESNs to work properly, there are numerous parameters
that need to be optimized. Furthermore, our particular ESN
model introduces more parameters to model self-assembled
systems. This makes exhaustive exploration of the design
space computationally prohibitive. For the purpose of demon-
stration, we used many preliminary experiments to develop
heuristics and fix some of the parameters. We trained ESNs
to compute 2-input to 10-input AND, NAND, OR, NOR,
XOR, and XNOR gates. We are mostly interested in the
implementation of NAND gates because of their universality,
and the implementation of XOR gates for the complexity. We
found that a reservoir size of N = 100 nodes can compute
5-input NAND and XOR gates reliably. We use a training
sequence of length T = 1000 to train and to test ESNs. The
choice of the parameter γ depends on the statistics of X′X.
The regularization factor γ = 0.015 gives the best result across
different tasks and network sizes, which we used for the
rest of the study. Throughout this paper, the training and
testing sequences were generated by sampling a binomial
distribution with success probability of p = 0.5. We studied
the learning probability with respect to: (1) tanh and saturated
linear transfer functions, with or without variation; (2) identi-
cal, uniformly distributed, and normally distributed reservoir
weight patterns; (3) input coefficient 0.1< v< 1.0 and spectral
radius 0.1 < λ < 1.0; and, (4) input sparsity δI , reservoir
sparsity δR, and output sparsity δO in the range [0.1,1]. We
found that the optimal input coefficient and spectral radius
across all the systems is v = 1.0 and λ = 0.1, regardless of
the transfer functions, reservoir weight patterns, and sparsity of
inputs, outputs, and the reservoir. Unless explicitly mentioned,
we used n = 1 and σ = 0.1 to induce temporal variations in
the networks.
E. Reliability and Yield
Self-assembly of nano-scale systems is an inherently
stochastic process. Systems built using exactly the same pro-
cess and parameters may differ structurally. Each fabricated
system is a sample from a class of systems defined by the
process parameters. Analogously, each instantiation of our
model of RC, echo state networks, is a sample from a class
defined by the combination of the parameters used. To argue
that RC is a viable choice for building logic components
using nanoscale systems, we have to show that ESN can
implement digital logic reliably, i.e., with 100% accuracy,
and that it can implement digital logic reliably with a high
yield, i.e., the probability that a given instance can achieve
100% accuracy must be high. We can quantify this using the
learning probability LP, the probability of perfect general-
ization given perfect training [18]. We first calculate train-
ing and generalization accuracy tr = 1T ∑
T
t=1 (ytr(t)− ŷtr(t))2,
gr = 1T ∑
T
t=1 (ygr(t)− ŷgr(t))2, where T is the length of the
input signal that drives the reservoir. We then define training
and generalization probabilities TP and GP as the probability
of perfect training and generalization accuracies:
TP= P[tr = 1] =
1
N
N
∑
i=1
btric and (5)
GP= P[gr = 1] =
1
N
N
∑
i=1
bgric. (6)
Here N is the number of trials. The learning probability is
given by LP = P[gr = 1|tr = 1] = TP×GP. This is justified
because the input streams used in training and in testing are
generated from independent distributions.
F. Fault Detection and Retraining
Self-assembled nanoscale systems are known to be sus-
ceptible to faults. Typically, a discovery and reconfiguration
technique is used to find defective parts and to route commu-
nication around them to connect to all the functioning compo-
nents. In the case of self-assembled nanowires, the components
are simple switches and therefore reconfiguration techniques
cannot be used. In RC, we only rely on the dynamics of the
reservoir and adapt the output layer to interpret it properly. As
long as the reservoir has dynamics, it can be used for signal
processing. However, RC’s reliance on dynamics means that
any change in the structure of the reservoir that affects the
dynamical regime of the reservoir may have a catastrophic
effect on the performance of the system. But since output
weights can be calculated efficiently, we can design a teacher
circuit that monitors the performance of the system and detects
when the system becomes faulty. The teacher can then retrain
the output layer. However, this means the teacher should have
access, or at least should be able to compute, the correct output
for any given input stream. But this begs the question. Our
solution is to provide the reservoir with a pair of auxiliary
input and output that can be used to detect a defective reservoir
(Figure 1). The teacher can feed a stored input pattern through
the auxiliary input signal and compare the auxiliary output
with the corresponding stored target output. The auxiliary
output is trained to produce the stored target output. A fault
in the reservoir will cause a global disruption of the reservoir
dynamics, almost certainly resulting in detectable erroneous
output values for the auxiliary output. The teacher can then
disconnect the main inputs and outputs from the external world
and retrain the output layer by feeding stored input streams for
each input signal and recalculating the output weights using
the matching stored target output according to Equation 3.
IV. RESULTS
We first demonstrate the insensitivity of optimal v and λ to
reservoir weight patterns and transfer functions. Unless other-
wise mentioned, the results here are for N = 100, T = 1,000,
and τ = 1. We specify the connectivity patterns when neces-
sary. Figure 2 shows the learning probability of 5-input NAND
function for reservoirs with tanh and saturated linear functions
and weight assignment of identical, uniformly distributed, and
normally distributed. For this example, the reservoir is fully
connected, and input and outputs are only connected to 75%
of the reservoir nodes. The figure also shows results of the
experiments with variable saturated linear function (LV) and
variable tanh functions (TV). We also performed the same
experiment for 5-input XOR and reservoirs with variable input,
output, and reservoir sparsity. In all the cases the optimal
parameters are v = 1.0 and λ = 0.1. For the rest of the
experiments we use reservoirs with saturated linear functions
and normally distributed weights, i.e., ESNN,L.
We then fix the v and λ to optimal values and study the
effect of the input, output, and reservoir sparsity. Figure 3
shows the LP for 5-input NAND as a function of δI and δO
for fully connected reservoirs and reservoirs with connection
fraction δR = 0.1. To achieve high learning probability LP >
0.5, we need at least δI ,δO > 0.4. We use δI = 0.5 for the rest
of the study. We also see that the reservoir connection fraction
does not affect the LP.
An important question with a reservoir of fixed size: how
does the performance of the system change as we increase
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Fig. 2. Learning probability LP of 5-input NAND as a function of λ and
v for ESN with different transfer functions and reservoir weights. Here I,
U, and N refer to identical, uniformly distributed, and normally distributed
weights, and L and T refer to saturated linear and tanh functions, and LV and
TV refer to variable satured linear and variable tanh function. In all cases,
optimal parameters are v= 1.0 and λ = 0.1. The same result hold for XOR,
and for reservoirs with variable functions.
the number of inputs? Figure 4 shows the learning probability
as a function of δO and the number of inputs. The task is to
correctly implement a desired function, such as NAND and
XOR, of all inputs. We observe that with a reservoir of N =
100 nodes we can only compute NAND and XOR of up to
5 inputs with LP = 1 and LP = 0.95, respectively, even with
dense output layer (δO = 1). Because of the nonlinearity of the
XOR task, its performance degrades more quickly than NAND
as the number of inputs increases. This can be compensated, to
a degree, by the fact that we can produce all possible functions
of 5 input at the same time. In fact, in all of our experiments
we have used 6 outputs to compute OR, AND, XOR, and
their negation in parallel. This demonstrates the ability of RC
to compute multiple functions at the same time.
To compare our implementation to the RAC model, we use
a ESNN,L with N = 100 nodes to implement a 2-bit adder
and a 2-bit multiplier. In [6], networks of N = 100 nodes and
40 control signals were used to implement these tasks; they
achieved the learning probability LP= 0.1. In our experiments,
we achieved LP= 0.6, calculated over 500 trials, using output
sparsity as low as δO = δI = 0.5. Moreover, we computed
both the adder and the multiplier in parallel using a single
system; this uses half as many nodes compared with the
RAC implementation. Finally, to demonstrate the ability to
detect and recover from permanent failure, we use ESNN,L of
N = 100 nodes, and 4 inputs. We use 2 inputs as the main
inputs and train the main output to compute their NAND. The
other two inputs are used as auxiliary inputs. For simplicity,
the auxiliary output is trained to compute the NAND of the
two auxiliary inputs. We train the network with a stream of
length T = 1,000. During testing, at time step t = 700 we pick
m nodes and disconnect them from the network as described
in Section III-C. The teacher detects this failure and retrains
the output layer. We repeat this experiment 20 times for each
m to study the effectiveness of our detect-and-retrain strategy.
Figure 5 shows the result of this experiment. We measure the
learning probability of the main NAND after the system has
been retrained. We also see that for all mN < 0.05 the system
regains complete performance in all of the experiments. All
failure instances were detected in our experiments. This is
an indication such a strategy works. We suspect that one
must be careful in designing the function for the auxiliary
output; choosing a simplistic function may not be effective
for detecting the failures in the network.
V. DISCUSSION
In this paper, we explored reservoir computing as an ap-
proach to computing with self-assembled nanoscale systems.
Similar to Nanocell [17] and RAC [6], the question we
are addressing is: “How can we use a disordered unreliable
nanoscale system to compute reliably?” Compared with the
Nanocell and the RAC, our approach does not require task
dependent adaptation in the microstructure of the underlying
system, nor does it require control signals to program the
system. Because programming does not affect the underlying
system, each new output can be trained independently. This
avoids the exponential increase in training time as the number
of outputs grows. Additionally, we are able to use the same
system to implement multiple tasks in parallel. Our system
achieves learning rates 6 times higher than the RAC, under
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Fig. 3. Learning probability LP of 5-input NAND with optimal v and λ as
a function of δI and δO for fully connected reservoirs (a) and reservoirs with
connectivity fraction δR = 0.1 (b). The reservoir sparsity does not affect the
LP.
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Fig. 5. Learning probability of main NAND after the failure recovery.
variations five orders of magnitude higher than ITRS’s pro-
jected target [16].
We demonstrated a retraining mechanism that can detect
faults in the system and retrain the output layer to resume
perfect operation. One limitation of this approach is that during
retraining the system is offline, therefore, system level fault-
tolerance must be achieved using redundancy. Additionally,
to achieve robustness to high variation, we must use a large
system size. This can be compensated partially by training the
system to have multiple outputs. The teacher circuit used for
fault detection and retraining needs to have enough memory to
store the input-output teacher data and to compute an inverse
matrix, which is an O(N3) operation. Furthermore, we have
assumed that the teacher can operate reliably.
VI. CONCLUSION
We used a model for reservoir computing to implement
digital logic components and showed that the system can
produce the desired logic with high probability, which trans-
lates to high yields in a fabrication process. However, our
success comes at a price; compared with conventional top-
down designed circuits, we used five times more switches
to implement 5-input NAND logic. Our results indicates that
reservoir computing is a viable approach for building digital
systems that are tolerant to variations and faults using bottom-
up self-assembled nanowires. This approach outperforms pre-
viously proposed models, and is more feasible since it does not
require task specific modification to the system. We leave the
complete characterization of the design space and device-level
simulation using physically accurate models to future work.
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