The arithmetic version of Anderson localization (AL), i.e., AL with explicit arithmetic description on both the localization frequency and the localization phase, was first given by Jitomirskaya [27] for the almost Mathieu operators (AMO). Later, the result was generalized by Bourgain and Jitomirskaya [14] to a class of one dimensional quasi-periodic long-range operators. In this paper, we propose a novel approach based on an arithmetic version of Aubry duality and quantitative reducibility. Our method enables us to prove the same result for the class of quasi-periodic long-range operators in all dimensions, which includes [14, 27] as special cases.
Introduction
In this paper, we consider the quasi-periodic long-range operator on ℓ 2 (Z d ):
(1.1) (L V,α,θ u) n = k∈Z dV k u n−k + 2 cos 2π(θ + n, α )u n , n ∈ Z d , where V (x) = k∈Z dV (k)e 2πi k,x ∈ C r (T d , R) (r = 0, 1, · · · , ∞, ω), θ ∈ T is called the phase and α ∈ T d is called the frequency. Operator (1.1) has received a lot of attentions [6, 9, 13, 14, 17, 22, 28] since the 1980s. On one hand, the spectral properties of operator (1.1) have close relation to that of its Aubry dual (1.2) (H V,α,x u) n = u n+1 + u n−1 + V (x + nα)u n , n ∈ Z.
For partial references, one may consult [5-8, 14, 22, 23, 28, 36] . On the other hand, operator (1.1) itself contains several popular quasi-periodic models. If we take V (x) = with more general potentials V (n 1 , n 2 ) = v(θ 1 + n 1 α 1 , θ 2 + n 2 α 2 ), where v is a real analytic function on T 2 which is non-constant on any horizontal or vertical line. Later, Bourgain [10] generalized the result [12] to the case when d ≥ 3. Recently, the results in [10] have been largely extended by Jitomirskaya-Liu-Shi [31] to general analytic k-frequency quasi-periodic operators on Z d for arbitrary k, d. Inspired by pioneer work of Fröhlich-Spencer-Wittwer [21] and Sinai [37] , Chulaevsky-Dinaburg [17] proved essentially the same result as that in [10] for higher dimensional quasi-periodic long-range operator (Lu) n = k∈Z dV k u n−k + λW (θ + n, α )u n , n ∈ Z d , with cosine-like potentials W , i.e., for any fixed phase θ, the operator has AL for positive measure α if the coupling constant λ is sufficiently large. Finally, Bourgain [9] obtained the same result for the operator L if V and W are real analytic and λ is sufficiently large. We emphasize that all the above higher dimensional AL results are for fixed phase and a positive measure set of frequency (depending on the phase). These results are weaker than those in the one dimensional case where one can prove AL for fixed phase and a full measure set of frequency (again, not uniform for all θ).
Recently, a new approach for proving Anderson localization based on Aubry duality and reducibility was given by Avila,You and Zhou [7] , Jitomirskaya and Kachkovskiy [28] which leads to stronger conclusions. Firstly, this method doesn't care about the dimension and the regularity of the potential since reducibility holds for multi-frequency cocycles [18, 19, 22, 35] and low regularity cocycles [15, 16] . Based on this, Jitomirskaya and Kachkovskiy [28] proved that for any fixed Diophantine α and real analytic V , L λV,α,θ has pure point spectrum for small enough λ and a.e. θ. Recently, Ge-You-Zhou [22] established a general criterion and proved exponential dynamical localization in expectation for L λV,α,θ under the same condition. Secondly, in one dimensional case, one can even get non-perturbative localization in a sharp way by non-perturbative reducibility method. This ultimately leads Avila-You-Zhou's [7] to the solution of the measure version of Jitomirskaya's conjecture [26] .
However, if d > 1, localization is not known for any concrete (α, θ). In other words, there is no arithmetic version of Anderson localization. People even do not know if one should expect such result since higher dimensional case is more "random" than the one dimensional case. From a methodological point of view, the method in [14, 27] seems non-trivial to be generalized to the higher dimensional case due to obstacles in computing the Green function. While the methods developed by [7, 28] lose control of a zero Lebesgue measure set of phase which leads to loss of an arithmetic description of the localization phase.
In this paper, by introducing an auxiliary measure defined by reducibility, we find a strategy to recover the phases lost in using the method in [7, 28] .
We thus develop an arithmetic-theoretic Aubry duality which gives, for any fixed Diophantine frequency α, the one-to-one correspondence between the localization phases of (1.1) and the reducibility energies (described by the rotation number) of (1.2). Since reducibility theory can provide a clear arithmetic description on the rotation number of the eigenvalue equation of (1.2), one thus has a clear arithmetic description on the localization phase of the dual model (1.1) and proves Anderson localization for operators (1.1) for all Diophantine frequencies and all Diophantine phases. Now we state our results. Assume V ∈ C ω (T d , R), we denote by
We remark that Theorem 1.1 is a global result, namely, we don't need to assume that V is small. However, by Theorem A in [19] , AR = Σ α,V always holds if V ∈ C ω (T d , R) is sufficiently small. Thus we immediately have the following corollary. Corollary 1.1. Assume that α ∈ DC d . Then there exists λ 0 (α, V, d), such that L λV,α,θ has Anderson localization for θ ∈ Θ if λ < λ 0 . Remark 1.1. Corollary 1.1 is the first higher dimensional Anderson localization result with explicit arithmetic description on both the frequency and the phase. Anderson localization with arithmetic description on the frequency but not on the phase was proved in [22, 28] . Remark 1.2. If d = 1, Bourgain and Jitomirskaya [14] proved that, under exactly the same assumption, Anderson localization holds for θ ∈ Θ 4 . Thus our result can be regarded as a generalization of their result to higher dimensions.
If the dimension is one, by the global theory developed by Avila [2] , the spectrum set Σ α,V can be decomposed as three regimes, the subcritical regime Σ sub α,V , the critical regime Σ cri α,V and the supcritical regime Σ sup α,V .
Moreover, it was proved by Avila in [3, 4] , Σ sub α,V = AR. Thus we can re-state Theorem 1.1 as the following corollary. [27] for supercritical AMO.
A key part of our proof is Aubry duality, which has a long history starting from [1] . As pointed out in [1, 28] , Aubry duality can be understood as the correspondence between absolutely continuous (ac) and pure point (pp) spectra of {H V,α,x } x∈T d and {L V,α,θ } θ∈T and vice versa. However, such correspondence may not hold, even for the almost Mathieu operator, one can see [28, 34] for more details.
A more refined notion than absolutely continuous spectrum is the reducibility of the corresponding Schrödinger cocycle (α, S V E ), see [19] . On the one hand, it is explored in [7, 28] that reducibility of {(α, S V E )} E∈R for a.e. E with respect to the integrated density of states N 5 implies pure point spectrum of {L V,α,θ } θ∈T for a.e. θ. On the other hand, as proved in [6, 36] , pure point spectrum of {L V,α,θ } θ∈T for a.e. θ implies reducibility of {(α, S V E )} E∈R for a.e. E with respect to the integrated density of states. The above correspondence can be viewed as a measure-theoretic level of Aubry duality.
Generally speaking, Aubry duality has been explored at different levels, i.e., the operator-theoretic level [23] , the quantitative level [6] and the measure-theoretic level [7, 28] . Each level of duality has its own important applications. Based on the operator-theoretic duality developed in [23] , Jitomirskaya [27] completely solved the measure version of Aubry-Andre conjecture [1] by non-perturbative localization methods. Based on the quantitative duality, Avila and Jitomirskaya [6] proved a non-perturbative Eliasson's almost reducibility theory, gave a sharp Hölder exponent of integrated density of states and solved the "Dry Ten Martini Problem" for non-critical AMO with Diophantine frequency. Based on the measure-theoretic duality, Avila, You and Zhou [7] solved the measure version of Jitomirskaya's conjecture [26] on sharp phase transitions of AMO by non-perturbative reducibility methods. These applications of different levels of duality imply the general philosophy that Aubry duality is a bridge connecting operators and their duals. Once one knows everything about the operators themselves at some level, one knows everything about their duals at this level.
Thus, an interesting question is whether one can develop a new level of Aubry duality, which gives the arithmetic version of Anderson localization? This level of duality should completely transfer the arithmetic description of reducibility energy of {(α, S V E )} E∈R to the arithmetic description of the localization phase of {L V,α,θ } θ∈T . More precisely, we hope to give a full measure set Θ with precise arithmetic description, such that {L V,α,θ } θ∈T has AL for θ ∈ Θ if all {(α, S V E )} E∈R with the rotation number in Θ are reducible. We call such kind of duality arithmetic-theoretic Aubry duality. Before further explanations, we give another reason why arithmetic-theoretic Aubry duality is important. Recently, Jitomirskaya and Liu [30] further developed their method in [29] , and proved sharp spectral transition in phase for Diophantine AMO. More importantly, they uncover a new type of hierarchy for quasi-periodic operators which is called reflective-hierarchy structure. As pointed out in [30] , this progress also uncovers some general phenomena for quasi-periodic operators that spectral transition happens not only in frequency, but also in phase. While the spectral transition in phase need a complete arithmetic description on phase which is out of reach by measuretheoretic Aubry duality. This makes an arithmetic version of Aubry duality of particular importance.
We remark that measure-theoretic Aubry duality is much easier than arithmetic-theoretic Aubry duality. The shortcoming is the measure-theoretic Aubry duality gives AL for almost every phase, and loses control of a zero measure subset in Θ. To prove AL for all θ ∈ Θ, i.e., the arithmetic version of AL, one only need to prove dµ pp θ is continuous in Θ. However, this is a difficult job and we don't know how to prove it since dµ pp θ sensitively depends on θ. Our strategy is to define a new measure dν θ via reducibility, we call it R-measure, which is absolutely continuous with respect to dµ pp θ . The advantage of dν θ is its stratified continuity in Θ can be proved by quantitative reducibility of (α, S V E ). In this way, we can approximate each lost phase in Θ by localization phases, and prove dµ pp θ (R) = dν θ (R) = 1 for all phases in Θ.
Finally, we point out an interesting phenomenon based on Theorem 1.1 and the localization result in [14, 27] : The localization phase is not sensitive. More precisely, the result in [14] and Theorem 1.1 imply that the localization phase of (1.1) does not sensitively depend on V ∈ C ω (T, R) in any dimension, This phenomenon can be viewed as the robustness of localization phase, which leads us to define the robustness of Anderson localization,
{x |HṼ ,α,x has AL} =Θ, moreover |Θ| = 1. In our forthcoming paper, we will prove that H V,α,x with even cosinelike potential introduced in [21, 37] have C 2 robust Anderson localization. We guess such robustness holds generally in analytic topology, however the arithmetic description of the localization phase might be more complicated. In one dimensional case, it might relate to the acceleration defined by Avila in [2] .
Preliminaries
Recall that sl(2, R) is the set of 2 × 2 matrices of the form
Direct calculation shows that
Recall that for a bounded analytic (possibly matrix valued) function F defined on {θ||ℑθ| < h}, let |F | h = sup |ℑθ|<h F (θ) , and denote by C ω h (T d , * ) the set of all these * -valued functions ( * will usually denote R, sl(2, R)
Quasi-periodic cocycles. Given A ∈ C 0 (T d , SL(2, C)) and rationally independent α ∈ R d , we define the quasi-periodic cocycle (α, A):
The iterates of (α, A) are of the form (α,
The Lyapunov exponent is defined by L(α, A) := lim
The cocycle (α, A) is uniformly hyperbolic if, for every x ∈ T d , there exists a continuous splitting C 2 = E s (x) ⊕ E u (x) such that for every n ≥ 0,
for some constants C, c > 0. This splitting is invariant by the dynamics, i.e.,
which is also homotopic to the identity. Thus we can lift F A to a map
Let µ be any probability measure on T d × R which is invariant by F A , and whose projection on the first coordinate is given by Lebesgue measure. The number
depends neither on the lift ψ nor on the measure µ, and is called the fibered rotation number of (α, A) (see [24, 32] for more details).
for some n ∈ Z d , then we call n the degree of 
The Schrödinger cocycles are equivalent to the eigenvalue equations
The spectral properties of H V,α,x and the dynamics of (α, S V E ) are closely related by the well-known fact: E ∈ Σ V,α if and only if (α, S V E ) is not uniformly hyperbolic. Throughout the paper, we will denote L(E) = L(α, S V E ) and ρ(E) = ρ(α, S V E ) for short.
2.2.
The integrated density of states. It is well known that the spec-
It is well known that ρ(E) ∈ [0, 1 2 ] relates to the integrated density of states N = N α,V as follows:
2.3. Global theory of one-frequency Schrödinger operators. Let us make a short review of Avila's global theory of one frequency SL(2, R)-
The cocycles which are not uniformly hyperbolic are classified into three classes: subcritical, critical, and supcritical. In particular, (α, A) is said to be subcritical if there exists h > 0 such that L(α, A ǫ ) = 0 for |ǫ| < h.
A cornerstone in Avila's global theory is the "Almost Reducibility Conjecture" (ARC), which says that (α, A) is almost reducible if it is subcritical. Recall that the cocycle (α, A) is said to be almost reducible if there exist h * > 0, and a sequence B n ∈ C ω h * (T, P SL(2, R)) such that B −1 n (x + α)A(x)B(x) converges to constant uniformly in |ℑx| < h * . The complete solution of ARC was recently given by Avila.
2.4. Aubry duality. Suppose that the quasi-periodic Schrödinger operator
has an analytic quasi-periodic Bloch wave u n = e 2πinθ ψ(x + nα) for some ψ ∈ C ω (T d , C) and θ ∈ [0, 1). It is easy to see that the Fourier coefficients of ψ(x) is an eigenfunction of the following long range operator:
R-measure
In this section, we introduce a measure via reducibility, we call it Rmeasure. We also give the relation between R-measure and the spectral measure.
Before introducing the R-measure, let us first give a heuristic description on how reducibility of (α, S V E ) can be used to study the pure point spectrum problem of dual model L V,α,θ . As we introduced in Section 2.4, reducibility of (α, S V E ) can provide many Bloch waves of operator (1.2). By Aubry dual, it thus provides many eigenfunctions for the dual operator (1.1). The difficulty is to prove the completeness, i.e., those eigenfunctions form a complete basis of ℓ 2 (Z). Here we describe a way to prove such completeness. For a fixed θ, we define an infinite dimensional matrix U whose rows are the normalized eigenfunctions provided by reducibility. If we can prove that the ℓ 2 -norm of all columns of U are 1, then U defines a true unitary operator such that U T L V,α,θ U is a multiple operator, and thus (1.1) has pure point spectrum. R-measure is introduced based on this idea.
Assume
Furthermore, for any E ∈ R, by the definition, we have 2ρ(E) = k, α mod Z for any k ∈ Z d . By (3.2), there exists U E ∈ SL(2, C) such that
. We define a vector-valued function u E : R → ℓ 2 (Z) as the following,
. u E may not be unique since the conjugation B E is not unique. However, we will show that e −iarg(u E (0)) u E is unique and doesn't depend on the conjugation. Here arg(z) = arctan y x if z = x + iy.
It is obvious that ρ(α,
. It follows that
. It is obvious that BE and DE define the same uE. So, one only need to prove the lemma for DE and BE. Thus, without loss of generality, we can assume that deg BE = degBE
Since α is rational independent, we havet 11 E (k) = 0 for k = 0, thus t 11 E (x) = t 11 E (0). By (3.7), we have
E (x) = 0. Similarly, by (3.8) and (3.9), we have t 12 E (x) = 0 and t 22
We next define E : T → Σ as the following:
Since ρ is increasing in the spectrum, E(θ) takes one value except the case 2θ = k, α mod Z and the gap is open, and in this case E(θ) takes two values
For fixed θ, we also denote by
By Lemma 3.1, for any E ∈ E θ , e −iarg(u E (0)) u E is well defined. Thus, For any fixed (θ, n) ∈ T × Z d , we can define the following measure,
It is easy to see that ν θ,δn is a measure, we call it R-measure.
The following lemma motivated by [28] gives the relationship between ν θ,δn and µ pp θ,δn (the pure point part of the spectral measures µ θ,δn ). 
Proof. We first prove (1) . For any θ ∈ T and E ∈ E θ , by the definition of E θ ,
It follows that
We denote by z 11
By the definition,
Taking the Fourier expansion of (3.13), we have
i.e. {u E (n), n ∈ Z d } is an normalized eigenfunction of the long-range operator L V,α,ρ(E) . For any θ ∈ T and m ∈ Z d , if m / ∈ N θ , let P m (θ) = 0. If m ∈ N θ , let P m (θ) be the spectral projection of L V,α,θ onto the eigenspace corresponding to E m (θ). By the definition of E m (θ) and the above argument, u Em(θ) (n) is an normalized eigenfunction of the long-range operator L V,α,T m θ , thus T −m u Em(θ) (n) 8 is an normalized eigenfunction of the long-range operator L V,α,θ . By the spectral theorem, we have
Now, we prove (2) . We first define a projection operator for any θ ∈ T with 2θ = k, α (mod Z) for any k ∈ Z d ,
Note that 2θ = k, α for any k ∈ Z d , thus all these E's in E θ are different and all P m (θ) are mutually orthogonal. It follows that P (θ) is a projection. Moreover, we have
By Fubini theorem, we have 
It follows that T −m u E (θ) belongs to the range of P m (T −m θ), and for each δ n ∈ ℓ 2 (Z d ), we have
This implies that
Since u E(θ) is a normalized eigenfunction, i.e.,
Together with (1), we have
Thus Note that Corollary 3.1 gives a measure version of pure point spectrum. In the following, we give a criterion for arithmetic version of pure point spectrum. Similar to the criterion of Anderson localization given in [7] and the criterion of exponential dynamical localization in expectation given in [22] , our criterion for arithmetic version of pure point spectrum is based on good control of R-measure, thus based on good control of eigenfunctions.
We denote by
The following proposition gives sufficient conditions for R-measure being a constant on a given set. N, A, B) such that Proof. We first prove that ν θ,δn (B) is continuous on A. For any ǫ > 0, by (1), there exists N (ǫ, A, B) such that A, B) and any θ ∈ A. Now we fix N and B, by (2) there exists δ(ǫ, N, A, B) such that
(3.18) and (3.19) imply that for any ǫ > 0, there exists δ 0 (ǫ, A, B) such that if |θ − θ ′ | ≤ δ 0 , we have
This proves the continuity of ν θ,δn (B). Together with (3), we have ν θ,δn (B) = |N (R ∩ B)| for all θ ∈ A. Thus we finish the proof.
We remark that if A has a nice topological structure, then condition (3) in Proposition 3.1 is not necessary. Recall that a closed set S ⊂ R is called homogeneous if there exist µ > 0 and 0 < σ < diamS such that for any 0 < ǫ < σ and any E ∈ S, we have
We immediately have the following corollary. N, A, B) such that
Proof. We only need to prove that (3) in Proposition 3.1 holds. By conclusion (2) in Lemma 3.2, there exists a full measure F such that ν θ,δn (B) = N (R ∩ B) for θ ∈ F. We denote by G = F ∩ A. For any θ ∈ A, by the definition of homogeneity, there exist µ > 0 and 0 < σ < diamA such that for any 0 < ǫ < σ, we have
Arithmetic version of Anderson localization
In this section, we prove Theorem 1.1 by Corollary 3.2. Denote by A γ = DC α (γ, 100τ + d), we only need to prove the following theorem.
Then for any 0 < γ < min{1, κ 100 } and any n ∈ Z d , we have ν θ,δn (E θ ) = 1 for θ ∈ A γ . Moreover, all eigenfunctions decay exponentially. Theorem 1.1 is a consequence of Theorem 4.1. In fact, by the assumptions in Theorem 1.1, there exist κ > 0 and τ > d − 1 such that α ∈ DC(κ, τ ). Moreover, since V ∈ C ω (T d , R) and AR = Σ α,V , by Theorem 4.1, for any 0 < γ < min{1, κ 100 } and any n ∈ Z d , we have ν θ,δn (E θ ) = 1. It follows that µ pp θ,δn (R) = 1 for θ ∈ A γ from (1) in Lemma 3.2. On the other hand, Θ ⊂ ∪ 0<γ<κ/100 A γ , hence, µ pp θ,δn (R) = 1 for θ ∈ Θ. This implies that L V,α,θ has pure point spectrum for θ ∈ Θ. Together with the fact that all eigenfunctions decay exponentially, L V,α,θ has Anderson localization for θ ∈ Θ. Now we prove Theorem 4.1. It is easy to see Theorem 4.1 follows from the following four conditions.
(1) A γ is homogeneous for 0 < γ < min{1, κ 100 }. (2) ∪ γ>0 A γ ⊂ ±ρ(R) and u E(θ) decay exponentially for θ ∈ ∪ γ>0 A γ .
(3) For any ǫ > 0, there exists N (ǫ, A γ ) such that ν θ,δn (R N E θ ) ≤ ǫ holds for N > N (ǫ, A γ ) and any θ ∈ A γ . (4) For any N > 0 and any ǫ > 0, there exists δ(ǫ, N, A γ ) such that
In fact, by (1), (3), (4) and Corollary 3.2, we have ν θ,δn (E θ ) = |N (R)| for θ ∈ A γ with γ < min{1, κ 100 }, by (2) and (2.3), we have |N (R)| = 1 and all eigenfunctions u E(θ) decay exponentially for θ ∈ A γ . Now we arrive at the final stage, i.e., the verification of conditions (1)-(4). (1) . We only need to prove the following Lemma.
Verification of condition
We only need to prove the above result for DC 0,α (γ, τ ′ ) since it is obvious that the union of two homogeneous sets is homogeneous.
Choose k 0 = k 0 (θ, σ) 9 such that |k 0 | = min k∈A(θ,σ) |k|. Note that for any k ∈
The last inequality is due to the facts τ ′ > d + 100τ and γ < 1.
Since θ 0 ∈ DC 0,α (γ, τ ′ ), thus θ 0 / ∈ Θ k 0 and
4.2.
Verification of condition (2) . We first prove the following global reducibility theorem. 
4)
where h * is a positive constant depending on α and V .
We need the following lemma,
Proof. The proof is exactly the same as that of Lemma 5.1 in [22] .
Proof of Theorem 4.2:
Since h 1 (α, V ) in Lemma 4.2 is fixed, and independent of η, thus one can always take η small enough such that
where ǫ * (A 0 , κ, τ, τ ′ , h,h, d) is the constant defined in Proposition 5.1. Note that by Remark 5.1, the constant ǫ * given by Proposition 5.1 can be taken uniformly with respect to R φ ∈ SO(2, R). By Lemma 4.2, there exists
Then we can apply Proposition 5.1, and obtain B ∈ C ω h 1 /2 (T d , P SL(2, R)) and A E ∈ SL(2, R), such that
.
We are now ready to verify condition (2). By Theorem 4.2, ∪ γ>0 A γ ⊂ ±ρ(R), thus e −iarg(u E(θ) (0)) u E(θ) is well-defined for θ ∈ ∪ γ>0 A γ . By (4.6), e −iarg(u E(θ) (0)) u E(θ) (n) decay exponentially since u E(θ) (n) is the Fourier coefficients ofB E(θ) U E(θ) for θ ∈ ∪ γ>0 A γ .
Verification of condition (3)
. For anyγ > 0, ℓ ∈ Z d , C > 0, 0 < C |ℓ| < 1, a normalized eigenfunction 10 u(n) is said to be (γ, ℓ, C, C |ℓ| )-good, if |u(n)| ≤ C(e −γ|n| + C |ℓ| e −γ|n+ℓ| ) for any n ∈ Z d . Since α, d, n, V are fixed, condition (3) follows from the following theorem. R) and Σ α,V = AR, then for any θ ∈ A γ and any ǫ > 0, there exists N 0 (α, V, d, γ, n, ǫ) such that for any N > N 0 ,
The proof of Theorem 4.3 is based on the following proposition proved by Ge-You-Zhou in [22] ,
Then for any ε > 0, there exist h 1 = h 1 (V, α), C 1 = C 1 (V, α, ε) with the following properties: if ρ(E(θ)) = θ ∈ A γ , then associated with the eigenvalue E(θ), the long range operator L V,α,θ has a 
On the other hand, by (3.14) , {u E(T k θ) (n), n ∈ Z d } is an normalized eigenfunction of L V,α,T k θ . Let ε = h 1 4 . By the definition of (γ, ℓ, C 1 , C 2 )good eigenfunction, we have
Let N 0 > max{N 1 , 100| ln ǫ| πh 1 }. By the definition of ν θ,δn (R N E θ ), for N > N 0 , we have (4) . We only need to prove the following theorem since α, d, n, V are fixed. R) and Σ α,V = AR, for any N > 0, ǫ > 0 and γ > 0, there exists δ(α, V, d, γ, n, ǫ, N ) such that 
Verification of condition
We 
Let γ 1 = γ(1+N ) −τ ′ and ǫ 1 > 0 . By Lemma 4.3, there exists δ 1 (α.V, d, γ 1 , ǫ 1 ) > 0, such that the following holds:
By (2.1), (4.9) and (4.10), we have 
For any ǫ 2 > 0 and γ 2 = γ(1 + N + N 1 ) −τ ′ , by (4.17), (4.18), we have
with estimates
Hence if we first choose ǫ 2 = ( ǫ 500(2N +1) d ) 4 · C −8 and then choose
Then by (4.11), (4.12), (4.19) and (4.20), we have
On the one hand,
On the other hand, by (4.12), we have ℓ E(T k θ) = ℓ E(T k θ ′ ) , thus 
By the fact that | det B E(T k θ) | = 1, one has
Then by (4.11), (4.23) and (4.24), we have
Let δ(α, V, d, γ, ǫ) = min{δ 1 , δ 2 } and |θ − θ ′ | < δ. By definition 3.1 and (3.16), one has
The proof of Theorem 4.4 is finished. Now we give the proof of Lemma 4.3 and Lemma 4.4.
Proof of Lemma 4.3:
We first consider the reducibility of cocycle (α, S V E(θ) ), by Theorem 4.2, there existB E(θ) ∈ C ω h * (T d , P SL(2, R)) and A E(θ) ∈ SL(2, R) such that
We now consider the reducibility of cocycle (α, S V E(θ ′ ) ). Note that
By the definition of E(θ), there exits δ(ǫ ′ ) > 0 such that if θ, θ ′ ∈ A γ and |θ − θ ′ | < δ(ǫ ′ ), then |E(θ) − E(θ ′ )| < ǫ ′ = C −100 · ǫ 8 . Thus
. By (2.1) and (4.26), we have
By footnote 5 of [3] , degB E(θ) ≤ N (α, V, d, γ), thus ρ(α, A E(θ) + F E(θ) (·)) ∈ DC α (γ(1 + N ) −τ ′ , τ ′ ).
Hence there exists δ such that if |θ − θ ′ | < δ(ǫ ′′ ) = δ(α, V, d, γ, ǫ), then
are defined in Theorem 5.1, i.e.
By Theorem 5.1, there exists e Y E(θ ′ ) ∈ C ω h * /2 (T, SL(2, R)) close to the identity, such that By (4.33), we have | bc 4π 2 (x + iy + iρ(A ′ )) 2 | ≤ | |b| 2 + |c| 2 π 2 ρ(A ′ ) 2 |. 
Appendix
We list some reducibility results for quasi-periodic SL(2, R)-cocyle, one can consult [18, 19, 22] for details. Remark 5.1. If A 0 varies in SO(2, R), then ǫ * can be taken uniform with respect to A 0 .
