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FILLING FUNCTIONS OF ARITHMETIC GROUPS
ENRICO LEUZINGER AND ROBERT YOUNG
Abstract. The Dehn function and its higher-dimensional generalizations mea-
sure the difficulty of filling a sphere in a space by a ball. In nonpositively
curved spaces, one can construct fillings using geodesics, but fillings become
more complicated in subsets of nonpositively curved spaces, such as lattices in
symmetric spaces. In this paper, we prove sharp filling inequalities for (arith-
metic) lattices in higher rank semisimple Lie groups. When n is less than
the rank of the associated symmetric space, we show that the n–dimensional
filling volume function of the lattice grows at the same rate as that of the
associated symmetric space, and when n is equal to the rank, we show that
the n–dimensional filling volume function grows exponentially. This broadly
generalizes a theorem of Lubotzky–Mozes–Raghunathan on length distortion
in lattices and confirms conjectures of Thurston, Gromov, and Bux–Wortman.
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2 ENRICO LEUZINGER AND ROBERT YOUNG
1. Introduction and main results
The Dehn function δG of a finitely presented group G measures the complexity of
the word problem in G. This can be interpreted combinatorially or geometrically.
Combinatorially, when G is a group equipped with a finite presentation, we define
δG(`) to be the maximum number of applications of relators necessary to reduce
a word of length ` that represents the identity to the trivial word. Geometrically,
when X is a simply-connected manifold or simplicial complex, we define δX(`) to
be the maximum area necessary to fill a closed curve of length ` by a disc. If G
acts geometrically (cocompactly, properly discontinuously, and by isometries) on X,
then the combinatorial Dehn function δG of G and the geometric Dehn function δX
of X have the same asymptotic growth rate. (See Section 2.4 for precise definitions.)
Filling volume functions generalize the Dehn function to higher dimensions. If
X is an (n− 1)–connected metric space, the n–dimensional filling volume function
FVnX measures the difficulty of filling (n−1)–cycles in X by n–chains. This is harder
to interpret in terms of group theory, but it yields a quasi-isometry invariant in the
sense that if X and Y are quasi-isometric, highly connected, and have bounded
geometry (for instance, if they support a cocompact group action), then FVnX and
FVnY have the same asymptotic growth rate. Consequently, it gives rise to a group
invariant; when a group G acts geometrically on X, we let FVnG = FV
n
X . This
depends on the choice of X, but its asymptotic growth rate is well-defined.
In this paper, we will compute sharp bounds on the Dehn function and higher-
dimensional filling volume functions of (irreducible) lattices in higher rank semisim-
ple Lie groups. Note that according to the arithmeticity theorem of Margulis such
lattices are arithmetic.
In the case that the lattice Γ ⊂ G is uniform in G, the filling functions are
known. In fact a uniform lattice acts geometrically on the corresponding symmetric
space X = G/K of noncompact type, and the filling functions of such spaces were
computed in [Leu14]; they are euclidean up to the rank: FVnX(V ) ≈ V
n
n−1 for
n ≤ rankX. More generally, for nonpositively curved spaces one has δX(L) . L2
and FVnX(V ) . V
n
n−1 (for all n)[Gro83, Wen08].
If the lattice Γ is nonuniform, such bounds are more difficult to prove. One reason
is that when Γ is a nonuniform lattice, the quotient Y := Γ\X is noncompact and
can be partitioned into a compact thick part and a thin part (a set of “cusps”).
Reduction theory for arithmetic groups shows that the thick part of Y lifts to
a contractible invariant subset X0 ⊂ X which is the complement of a union of
horoballs. This set is quasi-isometric to Γ, so the filling volume functions of Γ
measure the difficulty of filling cycles in X0 by chains in X0, that is, chains that
avoid these horoballs.
Thurston conjectured that the Dehn function of Γ = SLk+1(Z) for k ≥ 3 is
quadratic [Ger93]. This has been proved for k ≥ 4 [You13]. Gromov extended this
conjecture to higher-dimensional filling problems and arbitrary arithmetic lattices
[Gro93]. Our first main results confirm these conjectures.
Theorem 1.1. Let Γ be an irreducible nonuniform lattice in a connected, center-
free semisimple Lie group G without compact factors. Let k = R–rank(G) and
suppose that k ≥ 3. Then the Dehn function of Γ is quadratic: δΓ(L) ≈ L2 for all
L ≥ 1.
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Theorem 1.2. With Γ and k as in Theorem 1.1, for all 2 ≤ n < k and all V ≥ 1,
we have
(1) FVnΓ(V ) ≈ V
n
n−1 .
Note that Theorem 1.2 holds only in dimensions below the rank of Γ. It has been
conjectured that the rank is a critical dimension for the isoperimetric behavior and
that filling functions in the dimension of the rank grow exponentially [LP96]; this
has been shown for SLk+1(Z) [ECH+92], for nonuniform lattices in semisimple
groups of R-rank 2 [LP96], and for lattices of relative Q–type An, Bn, Cn, Dn, E6,
or E7 [Wor11]. Conversely, Gromov showed that filling functions of lattices in linear
groups are at most exponential [Gro93]. Our next result confirms the conjecture in
general.
Theorem 1.3. With Γ and k as in Theorem 1.1, there is a c > 0 such that for
V ≥ 1,
(2) FVkΓ(V ) & exp(cV
1
k−1 ).
A broader conjecture along these lines was proposed by Bux and Wortman,
based on the distortion of filling volumes. We say that X0 ⊂ X is undistorted up
to dimension n if there is a C > 0 such that for any m < n and any m–cycle α in
X0, we have
FVX0(α) ≤ C FVX(α) + C massα+ C.
Uniform lattices are undistorted in all dimensions. Bux and Wortman conjectured
that S-arithmetic groups (defined over number fields or function fields) acting on
products of symmetric spaces and Euclidean buildings are undistorted in dimensions
below the geometric (or total) rank [BW07]. This is a strong generalization of a
theorem of Lubotzky, Mozes, and Raghunathan on the distance distortion of lattices
[LMR00]. Finiteness properties and filling invariants of S-arithmetic groups have
been studied in papers including [BW07, BKW13, You14, BEW13]. The following
theorem confirms the Bux-Wortman conjecture in the case of nonuniform arithmetic
groups defined over number fields.
Theorem 1.4. If X0 is as above, then X0 is undistorted up to dimension k − 1,
but not up to dimension k.
Note that undistortedness up to dimension 1 is equivalent to X0 being quasi-
isometrically embedded in X, so Theorem 1.4 gives a new proof of the theorem of
Lubotzky–Mozes–Raghunathan.
Most previous bounds on filling invariants of arithmetic lattices involve explicit
constructions of cycles and chains in some thick part of X. The first such bound
used an arithmetic construction to produce subgroups Zn−2 ⊂ SLn(Z) that act
on flats contained in the thick part [ECH+92]. Pieces of these flats can be glued
together to produce (n− 2)–cycles with exponentially large filling volume. Similar
constructions were used in [LP96] and [Wor11] to find exponential lower bounds in
other groups. Upper bounds on filling invariants of arithmetic lattices and solvable
groups have been found in [Dru04, You13, Coh17, LY17, BEW13], and [CT17].
These bounds typically combine explicit constructions of chains that fill cycles of a
particular form with ways to decompose arbitrary cycles into pieces of that form.
The bounds in this paper are based on the probabilistic method rather than
explicit constructions. Instead of constructing a single filling, we show that when
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(a) A flat centered in the thick part. Note
that the flat lies close to the thick part ex-
cept for a few small pieces.
(b) A flat centered in the cusp. The trian-
gular symmetry of the root system can be
seen in the shape of the intersection with
the cusp.
Figure 1. Generic flats in SL3(Z). Dark parts of the flat lie in
the thick part of SL3(Z)\SL3(R), and light parts lie in the cusp.
n < k and α is an (n − 1)–cycle in X0 of mass V , there is a large family of n–
chains in X with boundary α and mass at most V
n
n−1 . We prove our bounds by
considering a random chain β drawn from this family.
Each chain in this family is made of pieces of flats, so the geometry of a random
chain β depends on the behavior of random flats. Kleinbock and Margulis [KM99]
showed that random flats in Y typically spend most of their time in the thick part of
Y (see Figure 1a); indeed, the thin part of Y has exponentially small volume, so its
intersection with a “typical” flat E is exponentially small. Similar equidistribution
results hold even when E is drawn from a narrower distribution, for instance, a
random flat Ey that passes through a given point y ∈ Y . In this case, if y lies deep
in the thin part, then Ey must intersect the thin part, but we will see that except
for a ball around y, most of Ey typically lies in the thick part of Y (Figure 1b).
Consequently, β typically does not lie in X0, but with high probability, it lies close
to X0. With some additional work, we can retract it to X0 and obtain the desired
bounds.
In [AGP12] a p-adic version of the logarithmic law of Kleinbock and Margulis is
established. We speculate that our methods can also be used to prove analogues of
Theorem 1.1 and Theorem 1.2 for S–arithmetic groups (at least in characteristic
zero), but this paper will only address the arithmetic case.
Acknowledgments. This material is based upon work supported by the National
Science Foundation under Grant No. DMS 1612061. R.Y. was supported by a
Sloan Fellowship and the Fall 2016 program on Geometric Group Theory at the
Mathematical Sciences Research Institute. This project began during a visit to
ETH Zu¨rich, and we would like to thank ETH Zu¨rich and Urs Lang for their
hospitality during our visit.
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1.1. Sketch of proof. The constructions in this paper follow the same broad out-
line as the constructions in [LY17]. As in that paper, we build fillings of cycles
by gluing together large simplices. These simplices are constructed as part of a
continuous map ΩR : S → X, where S = ∆(k−1)X0 is the (k − 1)–skeleton of the
infinite-dimensional simplex with vertex set equal to the thick part X0. Any set
V ⊂ X0 of at most k points determines a simplex 〈V 〉 of S and a simplex ΩR|〈V 〉
in X. If V, V ′ are two such sets, then ΩR|〈V 〉 and ΩR|〈V ′〉 agree on the intersection
〈V ∩V ′〉. This makes it possible to build complicated fillings out of these simplices.
There are two main differences between the constructions in this paper and those
in [LY17]. First, instead of constructing a single map Ω, we construct a family of
maps ΩD, parametrized by a certain tuple D of chambers in the geodesic boundary
X∞, then construct a random variable R which takes values in the set of such
tuples. Then ΩR is a random map, and we can analyze it using dynamical results
of Kleinbock and Margulis. These results show that ΩR is typically a logarithmic
distance from X0, so we can use ΩR to produce fillings that lie in a logarithmic
neighborhood of X0.
Second, since these fillings are logarithmically far from X0, we need a new argu-
ment to retract them to X0. This is a two-step process. First, we apply a retraction
X → X0 with an exponentially growing Lipschitz constant to produce fillings in X0;
these fillings have polynomial volume, so X0 has polynomial filling functions below
the rank. Second, we use the polynomial bound on the filling functions to construct
a new retraction from X → X0. This new retraction satisfies better bounds than
the exponential retraction, and when we apply it to the fillings produced from ΩR,
we get sharp bounds on FVnΓ. We call this the bootstrapping argument.
As an illustration of this technique, we consider the dimension–1 case, for which
Theorem 1.4 reduces to the theorem of Lubotzky–Mozes–Raghunathan that the
inclusion of Γ into G is a quasi-isometric embedding, or equivalently, that X0 is
undistorted in X. Let x and y be two elements of X0 and let 2r = dX(x, y).
Let γ : R → X be the infinite geodesic connecting x and y, parametrized so that
γ(−r) = x and γ(r) = y. Let m = γ(0) be the midpoint of x and y. There is a
flat F containing x, y, and γ; let cx and cy be opposite chambers of F∞ such that
limt→−∞ γ(t) ∈ cx and limt→∞ γ(t) ∈ cy.
We would like to connect x and y by a path in a flat that lies close to X0. The
intersection F ∩X0 may be disconnected, so we cannot necessarily connect x and y
by a path in F , but we will connect x and y in a flat H that lies close to F . Let rx
and ry be independent random chambers of X∞ that are close to cx and cy. Then
the chambers rx and ry are opposite, so there is a unique flat Erx,ry such that rx
and ry are chambers of (Erx,ry )∞, and it means that Erx,ry is close to m, x, and
y. Let x′, y′ ∈ Erx,ry be points that are close to x and y.
We cannot expect all of Erx,ry to be close to X0. The flat Erx,ry passes close to
m, and m might be far from X0. We can, however, prove equidistribution results
for all of Erx,ry except for a ball around m.
To state these results, we introduce a version of the exponential map. For any
v ∈ X, let ev : X∞ × [0,∞) → X be the map such that for any σ ∈ X∞, the map
t 7→ ev(σ, t) is the unit-speed geodesic ray from v toward σ. Since Erx,ry is close
to m, the image em((Erx,ry )∞ × [0,∞)) is close to Erx,ry . We can use results of
Kleinbock and Margulis to show that there are b > 0 and R0 > 0 with R0 ≈ r such
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x′ y′ Ω
Figure 2. Regions of the random flat Erx,ry that lie close to X0.
When k ≥ 2, the union of these regions is connected, so we can
connect x′ and y′ by a curve Ω.
that for any point σ ∈ (Erx,ry )∞ and any R > R0,
(3) E[exp(bd[Γ](em(σ,R)))] . 1,
where d[Γ](v) = dX([Γ], v) denotes the distance to the Γ–orbit [Γ] = ΓK ⊂ X =
G/K. That is, the probability that em(σ,R) is distance l from X0 decays expo-
nentially with l. (Since Erx,ry is random, it is a little ambiguous to say that σ is a
point in (Erx,ry )∞; see Sec. 3 for a more rigorous statement.)
A similar application of Kleinbock–Margulis shows that the Weyl chambers
ex(rx × [0,∞)) and ey(ry × [0,∞)) also lie close to X0. These Weyl chambers
lie close to Weyl chambers in Erx,ry based at x
′ and y′, so Erx,ry lies close to X0 on
a set shaped like the one in Figure 2. When k ≥ 2, this set is connected, so we can
connect x′ and y′ by a path Ω that lies in this region. Each point in Ω lies close to
X0 with high probability.
Unfortunately, though the expected distance from X0 to each point in this path
is bounded, Ω has length on the order of r, so the expectation of the maximum
distance from X0 to Ω is on the order of log r. That is, letting X(l) = d
−1
[Γ] ([0, l]),
there is an η > 0 such that Ω ⊂ X(η log r) with positive probability.
In order to bound the distortion of X0 in X, we need to retract Ω to X0. By
results of [Leu95], there is a c > 0 such that the closest-point projection ρ : X → X0
satisfies log Lip(ρ|X(l)) ≤ c(l + 1), i.e.,
Lip(ρ|X(η log r)) . rcη.
The composition ρ ◦ Ω is a curve in X0, and with positive probability, `(ρ ◦ Ω) .
rcη+1. Therefore, X0 is at most polynomially distorted in X.
To get the sharp bound, we apply the polynomial distortion bound to Ω. We call
this the bootstrapping argument, since it uses the polynomial bound to sharpen
itself. Suppose that N is an integer, that N ≈ r, and that Ω: [0, N ]→ X has unit
speed. Let vi = ρ(Ω(i)) ∈ X0. Then
dX(vi, vi+1) ≤ d(Ω(i), X0) + 1 + d(Ω(i+ 1), X0) ≤ 2d(Ω(i), X0) + 2.
Since X0 has polynomial distortion,
dX0(vi, vi+1) . (d(Ω(i), X0) + 1)cη+1,
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and there is a path ω : [0, N ]→ X0, such that ω(i) = vi for all i and
`(ω) .
N−1∑
i=0
(d(vi, X0) + 1)
cη+1.
The probability that d(vi, X0) > l decays exponentially with l, so E[d(vi, X0)cη+1]
is bounded, and `(ω) . N ≈ r. This is a curve in X0 whose endpoints are a
bounded distance from x and y, so dX0(x, y) . r + 1, and X0 is undistorted in X.
The higher-dimensional case is more complicated, but follows a similar strategy.
Instead of constructing a path in a single random flat, we instead construct a
surface in a collection of random flats. Let D = (dδ)δ∈F(S) ∈ (X∞)F(S) be a tuple
of chambers of X∞, indexed by the simplices of S. We define ΩD by induction on
dimension. We send each vertex x ∈ F0(S) = X0 to the corresponding point in X0.
For each edge e = 〈v, w〉, we will construct ΩD(e) so that it lies close to the two
flats Edv,de and Edw,de . When we replace D by a random variable R = (rδ)δ∈F(S),
these become random flats, and, as above, there is a compact set B such that any
point in Erv,re ∪Erw,re \B is close to X0 with high probability. We choose ΩD(e)
as a path in a neighborhood of Edv,de ∪ Edw,de that avoids B.
Then for any triangle δ ∈ F2(S), the image ΩD(∂δ) lies in a neighborhood of
the union of six flats. We denote the boundary at infinity of these flats by M∂δ(D),
and construct ΩD(δ) as a surface lying in a neighborhood of the union
Mδ(D) :=
⋃
b∈Fk−1(M∂δ(D))
Eb,dδ .
This is also a union of boundedly many flats that satisfy equidistribution bounds
when D is replaced by R, so we can repeat the process to extend ΩD to all of S.
This results in a b > 0 and a random map ΩR : S → X such that for every s ∈ S,
E[exp(bd[Γ](ΩR(s)))] . 1.
We use this random map to show that there is an η > 0 such that if n ≤ k − 1
and α ∈ CLipn−1(X0) is a cycle in X0 of mass at most V , then α bounds a chain
β0 ∈ CLipn (X(η log V )) with mass at most V
n
n−1 . This is logarithmically far from
X0, but the image of β0 under closest-point projection ρ is a polynomial filling for
α, so X0 satisfies a polynomial filling inequality. We use this polynomial filling
inequality in a bootstrapping argument to prove the sharp filling inequality.
1.2. Outline of paper. In Section 2, we review some notation and definitions
that will be used in the rest of the paper. This includes smooth random variables
and smooth random chambers, the thick part X0 of a symmetric space X, and a
definition of the filling volume function FV based on Lipschitz chains.
In Section 3, we prove bounds on the distribution of random flats and random
Weyl chambers in X. These are based on work of Kleinbock and Margulis on
logarithm laws, and lead to the inequality (3) used in the sketch above. In Section 4,
we use these results to prove that FVkΓ grows faster than any polynomial when
k = rankX. We prove this bound by constructing a (k − 1)–sphere that lies in
a random flat. The center of this sphere lies deep in the thin part, so any filling
that avoids the thin part has exponentially large volume. Unfortunately, the sphere
itself may have pieces that are logarithmically far away from the thick part X0, and
retracting the sphere to the thick part increases its volume by a polynomial factor.
Later, we will fix this by applying the bootstrapping argument alluded to above.
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In Sections 5–7, we construct the family of maps ΩD and the random map ΩR.
We construct ΩD by defining functions f : S → X and r : S → R and a family of
functions PD : S → X∞. In Section 5, we construct PD and show that it varies
smoothly with D. Next, in Section 6, we construct the random variable R and
prove properties of PR. Finally, in Section 7, we construct f and r and describe
ΩR.
This allows us to prove Theorems 1.1 and 1.3 in Section 8. The bounds in these
theorems rely on two-dimensional fillings or round spheres in X, so they follow from
a simpler version of the bootstrapping argument.
In higher dimensions, complications may arise, and we need the full version of
the bootstrapping argument. For example, a closed curve in X has diameter at
most equal to its length, while a 2–sphere may consist of two spheres connected
by a long, skinny tube, and may have diameter much larger than its area. We will
need some additional tools from geometric measure theory to handle spheres like
this. In Section 9, we introduce these tools, and in Section 10, we use them to
complete the proofs of Theorem 1.2 and Theorem 1.4.
2. Preliminaries and notation
2.1. Notation and standing assumptions. If Z is a simplicial or CW complex
and d ≥ 0, we denote by F(Z) the set of faces (or cells) of Z and by Fd(Z) the set
of d-dimensional faces (or cells) of Z.
Throughout this paper, G will be a connected, semisimple, center-free Lie group
without compact factors and K will be a maximal compact subgroup. We denote
the Lie algebra of G by g and equip it with an Ad(K)–invariant norm. Let X =
G/K be the corresponding symmetric space of noncompact type and let d be its
distance function. For all g ∈ G, we denote the point gK ∈ X by [g]. We let
k = rankX = R–rankG. Let Γ be an irreducible nonuniform lattice in G and let
d[Γ] : X → R be the function d[Γ](x) = dX(x, [Γ]) for all x ∈ X; note that if x = [h]
for some h ∈ G, then
|d[Γ](h)− dΓ(h)| = |dX([h], [Γ])− dG(h,Γ)| ≤ 2 diamK ≈ 1.
Let X∞ denote the geodesic boundary of X at infinity, equipped with the Tits
metric Td associated to the angular metric ∠. In particular, (X∞,Td) is the geo-
metric realization of a spherical Tits building. Let X∞ = Fk−1(X∞) be its set
of (maximal) chambers. If b, c ∈ X∞ are two opposite chambers, the convex hull
of b and c is an apartment of X∞ [AB08, 4.70] and we let Eb,c ⊂ X be the
corresponding flat, which we call the flat spanned by b and c.
We fix a maximal R–split torus A ⊂ G and its corresponding flat E = [A] ⊂
X. Any two such tori are conjugate and are isomorphic to Rk. Let E∞ ⊂ X∞
denote the boundary at infinity of E. We fix a chamber z ∈ Fk−1(E∞) and let
z∗ be its opposite chamber in E∞. Let P = Stab(z) be the stabilizer of z; this
is a minimal parabolic subgroup of G. By the Levi decomposition, we can write
P = NAM where N is normal and nilpotent and M is the centralizer of A in K.
In particular, M is compact. Note that P acts transitively on X; indeed, NA acts
simply transitively on X.
The notations f . g and g & f indicate that f ≤ Cg for some universal constant
C > 0, and we write f ≈ g if and only if f . g and g . f . If the implicit constant
C depends on some quantities a, b, we show this by a subscript, i.e., f .a,b g. In
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what follows, many of our implicit constants will depend on G, k, and Γ, so for
brevity, we omit these subscripts.
For all t > 0, let log t := max{1, log t}.
2.2. Probability: Sobolev norms and smooth random variables. Kleinbock
and Margulis [KM99] proved quantitative results on the distribution of the geodesic
flow in quotients Γ\G of semisimple Lie groups, showing how the distribution of
the geodesic flow at time t depends on t and on the smoothness of the initial
distribution. In this section, we will introduce some concepts that we will need to
state these results.
Let H be a Lie group and let h be the Lie algebra of H. Let µ be a left-invariant
Haar measure on H. If x ∈ H is a continuous random variable, we let φx : H → R
be its probability density function, so that for any open set U ⊂ H, we have
P[x ∈ U ] =
∫
U
φx(u) dµ(u).
If φx is smooth, we say that x is a smooth random variable.
If H,L are Lie groups, f : H → L is a submersion, and x is a smooth random
variable with compact support, then the implicit function theorem implies that
f(x) is also a smooth random variable. If φ = φx ∈ C∞(H) is the density function
of x, we define the push-forward f∗(φ) as the density function of f(x), i.e., f∗(φx) =
φf(x). In the case that f is a diffeomorphism, this is given by
(4) f∗(φ)(f(x)) =
∣∣J(f)(x)−1∣∣ · φ(x),
where J(f) is the Jacobian of f . We take (4) to be the definition of f∗(φ) for
arbitrary φ ∈ C∞(H).
We bound the smoothness of a function on H by introducing a left-invariant
Sobolev norm. Let
T (h) = R⊕ h⊕ (h⊗ h)⊕ . . .
be the tensor algebra of h and let
Tj(h) = R⊕ h⊕ · · · ⊕ h⊗j
be the subspace spanned by tensors of rank at most j.
We view the elements of T (h) as left-invariant differential operators on H by
defining (V1 ⊗ · · · ⊗ Vj)f = V1 . . . Vjf . If l > 0 and f ∈ Cl(H), we define
(5) ‖f‖l,2 = sup
Υ∈Tl(h)
‖Υ‖≤1
‖Υf‖2,
where ‖ · ‖2 is the L2 norm with respect to µ. Alternatively, if Y1, . . . , Yd ∈ h is an
orthonormal basis, then tensors of the form Yi1 ⊗ · · · ⊗ Yij for 0 ≤ j ≤ l form an
orthonormal basis of Tl(h), so
(6) ‖f‖l,2 =
√ ∑
0≤j≤l,1≤in≤d
‖Yi1 . . . Yijf‖22.
For all h ∈ H, let hf(x) = f(h−1x). For all Υ ∈ T (h), we have Υhf = h(Υf), so
‖hf‖l,2 = ‖f‖l,2.
For any subset Z ⊂ H, let C∞(Z) be the set of smooth functions with support
in Z. Let B∞(Z) be the set of elements of C∞(Z) whose derivatives are all L2
functions. If U is contained in a compact set, then C∞(U) = B∞(U). If Γ is a
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lattice in H, then elements of T (h) also act as differential operators on functions
on Γ\H, so we may also define ‖ · ‖l,2 on B∞(Γ\H).
Remark. The definition (5) takes a supremum over left-invariant differential op-
erators, but one can define an equivalent norm by taking a supremum over all
differential operators. Any map Υ: H → Tl(h) acts on B∞(H) as a differential
operator of order at most l. We define ‖Υ‖∞ = suph∈H ‖Υ(h)‖2. For all Υ and all
f ∈ B∞(H), we have
‖Υf‖2 .l,dimH ‖Υ‖∞ · ‖f‖l,2.
Let H,L be Lie groups. When f : H → L is a diffeomorphism or submersion, we
can bound the Sobolev norm of f∗(φ) in terms of ‖φ‖l,2 and the derivatives of f .
Lemma 2.1. Let x ∈ H, y ∈ L be smooth random variables with density functions
α ∈ B∞(H) and β ∈ B∞(L) respectively. The following properties hold:
(1) If f : H → L is a diffeomorphism and if C ⊂ H is a compact set such that
suppα ⊂ C, then
‖f∗(α)‖l,2 .f,C,l ‖α‖l,2.
(2) If f : H → L is a Lie group isomorphism, then
‖f∗(α)‖l,2 ≤ Lip(f−1)l+ dimH2 ‖α‖l,2.
(3) The product (x, y) ∈ H × L is a smooth random variable and
‖φ(x,y)‖l,2 .dimH,l ‖α‖l,2‖β‖l,2.
(4) If g : H → L is a smooth map and z ∈ G is a point such that the derivative
Dgz : TzH → Tg(z)L is surjective, then there is an  > 0 such that if α ∈
C∞(Bz()), then g∗(α) ∈ B∞(L) and
‖g∗(α)‖l,2 .g,z ‖α‖l,2.
Proof. To show the first property, note that for all Υ ∈ Tl(h), the operator α 7→
Υf∗(α) is a differential operator of order at most l. If ‖Υ‖ = 1, then the coefficients
of this operator are bounded in terms of the derivatives of f |C and f−1|f(C), so
‖Υf∗(α)‖2 .f,C,l ‖α‖l,2
and thus ‖f∗(α)‖l,2 .f,C,l ‖α‖l,2.
For the second property, let c = |J(f−1)(e)| be the norm of the Jacobian of f−1.
For any γ ∈ B∞(H), we have f∗(γ) = cγ ◦ f−1 ∈ B∞(L). By the chain rule, for
any Y ∈ l,
Y (f∗(γ)) = cY (γ ◦ f−1) = c(Df−1(Y )γ) ◦ f−1 = f∗(Df−1(Y )γ),
so for Y1, . . . , Yj ∈ l, we have
Y1 . . . Yjf∗(α) = c · (Df−1(Y1) . . . Df−1(Yj)α) ◦ f−1
and
‖Y1 . . . Yjf∗(α)‖22 ≤
∫
L
c2(Df−1(Y1) · · ·Df−1(Yj)α)(f−1(v))2 dv
=
∫
H
c2(Df−1(Y1) · · ·Df−1(Yj)α)(w)2c−1 dw
= c‖Df−1(Y1) · · ·Df−1(Yj)α‖22
≤ c(Lip f−1)j‖Y1‖2 · · · ‖Yj‖2‖α‖l,2.
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We therefore have
‖f∗(α)‖l,2 ≤
√
c(Lip f−1)l‖α‖l,2 ≤ (Lip f−1)l+ dimH2 ‖α‖l,2
as desired.
Third, if y ∈ L is a smooth random variable in H with density function β,
then (x, y) ∈ H × L is a smooth random variable with density function φ(x, y) =
α(x)β(y). Let Y1, . . . , Yd1 be an orthonormal basis for h and Yd1+1, . . . , Yd1+d2 be
an orthonormal basis for l. Suppose that 0 ≤ j ≤ l and that 1 ≤ in ≤ d for all
n = 1, . . . , j; then
Yi1 . . . Yijφ(x, y) =
(
Υ1α(x)
)(
Υ2β(y)
)
for two operators Υ1 ∈ T (h), Υ2 ∈ T (l) with ‖Υ1‖ = ‖Υ2‖ = 1. (Here, Υ1 =
Yi′1 . . . Yi′j′ and Υ2 = Yi
′′
1
. . . Yi′′
j′′
, where i′1, . . . , i
′
j′ is the subsequence of i1, . . . , ij
consisting of values that are at most d1 and i
′′
1 , . . . , i
′′
j′′ is the complement.) It
follows that
‖Yi1 . . . Yijφ‖2 = ‖Υ1α‖2‖Υ2β‖2 ≤ ‖α‖l,2‖β‖l,2.
By (6), this implies ‖φ‖l,2 .l,d ‖α‖l,2‖β‖l,2.
To prove the last property, note that H and L are locally diffeomorphic to
Euclidean spaces, so if the property holds for H = Rm and L = Rn, then it holds
for arbitrary Lie groups by part 1 of the lemma. Let g : Rm → Rn be a smooth map
and let z ∈ Rm be a point such that the derivative Dgz : Rm → Rn is surjective.
By the Implicit Function Theorem, there is an  > 0 and there are diffeomorphisms
a : Rm → Rm and b : Rn → Rn such that g|Bz() = b ◦ p ◦ a, where p : Rm → Rn is
the projection to the first n coordinates. By composing with a translation, we may
suppose that a(z) = 0, and we choose  small enough that g(Bz()) ⊂ B0( 12 ).
Let I = [− 12 , 12 ] and let U = Im be a unit cube in Rm. Suppose that φ ∈ C∞(U)
and Υ ∈ T (Rn). We view Rn as the subspace of Rm spanned by the first n
coordinates. Then for all x ∈ Rn, we have
p∗(φ)(x) =
∫
Im−n
φ(x+ y) dy
and
Υp∗(φ)(x) =
∫
Im−n
Υφ(x+ y) dy.
By Jensen’s inequality,
‖Υp∗(φ)‖2 =
√∫
In
(∫
Im−n
Υφ(x+ y) dy
)2
dx
≤
√∫
In
∫
Im−n
(Υφ(x+ y))2 dy dx
= ‖Υφ‖2
so ‖p∗(φ)‖l,2 ≤ ‖φ‖l,2.
By our choice of  and by part 1 of the lemma, we have a∗(α) ∈ C∞(U), so
‖g∗(α)‖l,2 = ‖(b∗ ◦ p∗ ◦ a∗)(α)‖l,2 .a,b ‖α‖l,2,
as desired. 
2.3. Arithmetic groups and lattices.
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2.3.1. Thick parts of groups and symmetric spaces. As in Section 2.1, let G be
a semisimple group with R–rank(G) ≥ 2 and let Γ be a nonuniform irreducible
(arithmetic) lattice in G. Let X = G/K be the corresponding symmetric space,
and for g ∈ G, let [g] = gK be the projection of g to X.
The quotient Y := Γ\G is noncompact, but it can be divided into a thick part (a
neighborhood of a basepoint) and a thin part (the union of a collection of cusps).
Let dΓ : G→ R be the function dΓ(g) := d(g,Γ). This descends to a function on Y ,
and we let H(s) := {y ∈ Y | dΓ(y) > s}. When s is large, the quotient Γ\H(s) is
contained in the thin part of Y . Kleinbock and Margulis showed that the volume
of the thin part of Y decays exponentially with distance.
Lemma 2.2 ([KM99, 5.1]). There are A > 0 and C1, C2 > 0 such that for all
s > 0,
C1e
−As ≤ µ(H(s)) ≤ C2e−As.
In the terminology of [KM99], dΓ is an A–DL function, which implies that it is
a DL–function. Consequently, it satisfies the following smoothing result. Let µ be
the Haar measure on G (resp. Y ) normalized such that µ(Y ) = 1.
Lemma 2.3 ([KM99, 4.2]). For all s ∈ R, there are two non-negative functions
m′,m′′ ∈ B∞(Y ) such that m′ ≤ 1H(s) ≤ m′′,
µ(m′) ≈ µ(m′′) ≈ µ(H(s)),
and
‖m′‖l,2 ≈ ‖m′′‖l,2 ≈ µ(H(s)).
Lemma 4.2 of [KM99] proves this result with a slightly weaker norm (i.e., bounds
on ‖Υm′‖2 and ‖Υm′′‖2 for a particular differential operator Υ rather than for all
differential operators), but the construction, which is based on a convolution with
a smooth bump function, satisfies the stronger bound.
The next lemma follows from Lemma 3 in [Leu03].
Lemma 2.4. The injectivity radius of Y at y decays exponentially with dΓ(y), and
for all r > 0, there is a c > 0 such that for all g ∈ G,
#{γ ∈ Γ | d(g, γg) < r} ≤ cecdΓ(g).
We can similarly divide the locally symmetric space Γ\X into a thick and thin
part. In this case, we can choose the thick part so that its lift X0 ⊂ X is a
submanifold with corners on which Γ acts cocompactly. In fact, the following
theorem follows from Theorem 5.2 of [Leu04].
Theorem 2.5. If X, Γ are as in the standing assumptions, then there exist a Γ–
invariant submanifold with corners [Γ] ⊂ X0 ⊂ X such that Γ\X0 is compact and
an exponentially Lipschitz Γ–equivariant deformation retraction ρ : X → X0. That
is, there is a c > 0 such that for all r > 0, ρ satisfies
Lip(ρ|X(r)) . ecr.
In fact, ρ is the closest-point projection to X0.
The submanifold X0 is the complement of a union of horoballs and is quasi-
isometric to G.
It will be convenient to define neighborhoods of X0. Let d[Γ](x) := d(x, [Γ]) for
all x ∈ X, and for r ≥ 0, let X(r) := d−1[Γ] ([0, r]). Since Γ\X0 is compact, there is
an r0 such that X0 ⊂ X(r0).
FILLING FUNCTIONS OF ARITHMETIC GROUPS 13
2.3.2. Shadows. In this section we will recall the definition of a shadow of a point
as in [LY17]. As in Section 2.1, X∞ is the spherical Tits building associated to X,
X∞ is its set of (maximal) chambers, z and z∗ are a pair of opposite chambers,
and P = NAM is the Levi decomposition of P = Stab(z). Let Xop∞ = X
op
∞(z) be
the set of chambers opposite to z.
The shadow of a point x ∈ X will consist of the chambers c ∈ Xop∞ such that
the flat Ec,z joining c and z is close to x. We describe this in terms of a bijection
ι : Xop∞ → N . The group NA acts transitively on Xop∞ and the stabilizer of z∗ is A.
Let ι(nz∗) = n for all n ∈ N . A shadow of x will correspond to a neighborhood in
N .
Let pN : NA→ N , pA : NA→ A be the projections pN (na) = n and pA(na) = a
for all n ∈ N , a ∈ A. The group NA acts on Xop∞, and we let ρg : N → N be the
conjugate action ρg(ι(c)) = ι(gc). By the normality of N , we have
ρg(n) = ι(gι
−1(n)) = ι(gnz∗) = ι(pN (g)pA(g)nz∗)
= ι(pN (g)n
pA(g)pA(g)z
∗) = ι(pN (g)npA(g)z∗) = pN (g)npA(g).
Definition 2.6. Let g and n be the Lie algebras of G and N and let ‖ · ‖ be the
Ad(K)–invariant norm on g. For any n ∈ N , we define dN (n) = ‖ log n‖.
Suppose that x ∈ X and c ∈ Xop∞. There is a unique g ∈ NA such that x = [g],
and we define dx : X
op
∞ → R so that
dx(c) = dN (ι(g
−1c)).
Note that if a1, a2, · · · ∈ A and [ai] converges to z, then d[ai](c) → 0 (see also
Lemma 2.8 below). For r > 0, the r -shadow of x is defined as
Sx(r) := {c ∈ Xop∞ | dx(c) < r}.
We also set Sx := Sx(1).
It follows from the definition that shadows are equivariant under the action of
NA; i.e., if x ∈ X, g ∈ NA, r > 0, and c ∈ Xop∞, then dgx(gc) = dx(c) and
Sgx(r) = gSx(r).
We proved versions of the following lemmas in [LY17]
Lemma 2.7 ([LY17, 3.2]). There is a constant C > 0 depending on X such that
for all points x ∈ X and chambers c ∈ Xop∞ opposite to z,
d(x,Ec,z) ≤ dx(c) ≤ exp(Cd(x,Ec,z)).
Here Ec,z denotes the unique flat in X joining the chambers c and z.
Lemma 2.8 ([LY17, 3.3]). Let x ∈ X and let γ : [0,∞) → X be a unit-speed
geodesic ray starting at x and asymptotic to a point σ ∈ int z in the interior of
z. There are constants D,κ > 0 depending on σ such that for all t ≥ 0 and all
c ∈ Xop∞,
dγ(t)(c) ≤ De−κtdx(c)
and thus for any r > 0,
Sx(r) ⊂ Sγ(t)(De−κtr).
Lemma 2.9 (see [LY17, 3.4]). There is a constant E > 0 with the following prop-
erty. Let x ∈ X and let γ : [0,∞)→ X be the unit-speed geodesic ray starting at x
and asymptotic to the barycenter of z. For any y ∈ X and any t ≥ E(d(x, y) + 1),
we have Sy ⊂ Sγ(t).
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Shadows induce a partial ordering on X, where x ≺ y if Sx ⊂ Sy. The set of
points p such that p  x is coarsely convex in the following sense.
Lemma 2.10. There is a r > 0 with the following property. Suppose that x ∈ X.
Let
Px = {p ∈ X | Sx ⊂ Sp}
and let Qx be the convex hull of Px. Then Sx ⊂ Sq(r) for all q ∈ Qx.
Proof. For y ∈ X, let
Ry = {c ∈ Xop∞ | d(y,Ec,z) < 1}.
By Lemma 2.7, there is a r > 0 such that Sy ⊂ Ry ⊂ Sy(r) for all y ∈ X, and we
define
Ux = {y ∈ X | Sx ⊂ Ry}.
This contains Px, and we claim that it is convex.
We have y ∈ Ux if and only if d(y,Ec,z) < 1 for all c ∈ Sx, i.e.,
Ux =
⋂
c∈Sx
N1(Ec,z),
where, for L ⊂ X, N1(L) = {y ∈ X | d(y, L) < 1}. Each set N1(Ec,z) is convex
(it is a neighborhood of a flat), so their intersection is also convex. It follows that
Qx ⊂ Ux. Consequently, for all q ∈ Qx, we have q ∈ Ux and thus Sx ⊂ Rq ⊂ Sq(r),
as desired. 
2.3.3. Smooth random chambers. Since there is a bijection between Xop∞ and N ,
we can define random chambers in terms of distributions on N . A smooth random
chamber r ∈ Xop∞ is a random variable such that the density function φι(r) of ι(r)
satisfies φι(r) ∈ C∞(N). For brevity, we will shorten φι(r) to φr. For any g ∈ NA,
we have
φgr = φι(gr) = φρg(ι(r)) = (ρg)∗φr.
In Section 2.2, we defined Sobolev norms on C∞(N). These are invariant under
the action of N but not invariant under the action of NA, so we will define a
collection of norms that measure the smoothness of a function φ as viewed from
a (base)point g ∈ NA or x ∈ X. In Section 3, we will use these norms to bound
the distribution of random flats or chambers that pass through [g]. Let l > 0 be
an integer depending on G and z to be determined later (see Theorem 3.1). If
φ ∈ C∞(N) and g ∈ NA, let
‖φ‖g := ‖(ρg−1)∗φ‖l,2,
so that for any smooth random chamber r,
‖φr‖g = ‖φg−1r‖l,2.
For any h ∈ NA, we have
‖φhr‖g = ‖φg−1hr‖l,2 = ‖φr‖h−1g.
Note that for all g ∈ NA and n ∈ N , the N–invariance of ‖ · ‖l,2 implies that
‖φ‖gn = ‖(ρn−1 ◦ ρg−1)∗φ‖l,2 = ‖φ‖g.
In particular, for all g ∈ NA, ‖φ‖g = ‖φ‖pA(g).
For all x ∈ X, there is a unique g ∈ NA such that x = [g], and we define
‖φ‖x := ‖φ‖g. For any h ∈ NA and any x ∈ X, we have ‖(ρh)∗φ‖hx = ‖φ‖x.
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Lemma 2.11. There is a constant c > 0 depending on G such that for all φ ∈
C∞(N) and all x, y ∈ X,
(7) ‖φ‖x ≤ exp(cd(x, y))‖φ‖y.
Proof. Let g, h ∈ NA be such that x = [g], y = [h]. Let n = pN (h−1g), a =
pA(h
−1g), so that g = hna; since pA is distance-decreasing, we have ‖a‖ ≤ d(x, y).
By the N–invariance of ‖ · ‖l,2 and Lemma 2.1,
‖φ‖g = ‖(ρa−1)∗(ρh−1)∗φ‖l,2 ≤ Lip(ρa)l+
dimN
2 ‖(ρh−1)∗φ‖l,2 = Lip(ρa)l+
dimN
2 ‖φ‖h.
Since ρa−1 acts on N by conjugation, there is a c0 such that Lip(ρa) ≤ ec0‖a‖, and
the lemma holds. 
2.4. Filling invariants. In this section, we will review the definitions of the filling
invariants and some related objects used to state the main theorems. For a full
discussion of higher-dimensional analogues of the Dehn function, see [ABD+13,
2.1].
Let Y be a simply-connected simplicial complex or Riemannian manifold. If
α : S1 → Y is a Lipschitz map, we define the filling area of α as
(8) δ(α) = inf
β : D2→Y
β|S1=α
vol2 β,
where the infimum is taken over Lipschitz maps β : D2 → Y that agree with α on
the boundary. By Rademacher’s Theorem, β is differentiable almost everywhere,
so we may define Jβ to be its Jacobian and let vol
2 β =
∫
D2
|Jβ(x)| dx.
We define the Dehn function of Y to be the function δY : [0,∞)→ R ∪ {∞},
(9) δY (t) = sup
α : S1→Y
`(α)≤t
δ(α).
If Y and Y ′ are quasi-isometric simply-connected simplicial complexes or Rie-
mannian manifolds with bounded geometry (i.e., bounded degree or bounded cur-
vature), then there is a C > 0 such that for all t > 0,
(10) δY (t) ≤ CδY ′(Ct+ C) + Ct+ C
and vice versa [Bri02]. Consequently, one can define the Dehn function δG of a group
by letting δG = δY for any complex or manifold Y on which G acts geometrically;
this depends on the choice of Y , but any two choices satisfy the inequality (10).
We define higher-order Dehn functions by considering fillings of spheres by discs.
When d ≥ 1, we define the homotopical filling volume of a Lipschitz map α : Sd−1 →
Y as the infimal volume of a Lipschitz extension β : Dd → Y that agrees with α on
its boundary and define the (d−1)th–order Dehn function δd−1Y (V ) as the supremum
of the homotopical filling volumes of spheres of volume at most V .
In practice, it is often easier to work with a homological version of δn−1, the n–
dimensional filling volume function, which measures the difficulty of filling Lipschitz
(n−1)–cycles by Lipschitz n–chains. Let Y be a simplicial complex or Riemannian
manifold. A singular Lipschitz d–chain in Y , or simply a Lipschitz d–chain, is a
formal sum (with integer coefficients) of Lipschitz maps ∆d → Y , where ∆d is
the unit d–simplex. The Lipschitz chains form a subcomplex of the singular chain
complex, which we denote CLipd (Y ).
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Let α ∈ CLipd−1(Y ). There are nonzero coefficients c1, . . . , cn ∈ Z and distinct
Lipschitz maps α1, . . . , αn : ∆
d−1 → Y such that α = ∑ni=1 ciαi. Each of these
maps is Lipschitz, so, as above, we define
vold−1(αi) =
∫
∆d−1
|Jαi(x)| dx.
Let
suppα =
n⋃
i=1
αi(∆
d−1),
and
massα =
n∑
i=1
|ci| volαi.
If f : Y → R is a continuous function, we define
(11)
∫
α
f(y) dy =
n∑
i=1
|ci|
∫
∆d−1
f(α(x))|Jαi(x)| dx.
Note that
∫
α
1 dy = massα and in general,
∫
α
f dy ≤ ‖f‖∞massα. If Z ⊂ Y , let
massZ α =
∫
α
1Z dx.
When α ∈ CLipd−1(Y ) is a cycle, we define the filling volume of α by
FVd(α) = inf
β∈CLipd (Y )
∂β=α
massβ.
If Y is (d− 1)–connected and V ≥ 0, we define
FVdY (V ) = sup
α∈CLipd−1(Y )
∂α=0,massα≤V
FVd(α).
Like the Dehn function, this is a quasi-isometry invariant; if Y and Y ′ are quasi-
isometric (d − 1)–connected simplicial complexes or Riemannian manifolds with
bounded geometry, then there is a C > 0 such that for all t > 0,
(12) FVdY (t) ≤ C FVdY ′(Ct+ C) + Ct+ C
and vice versa. Consequently, if G is a group that acts geometrically on Y , we
define FVG = FVY ; as before, this is well-defined up to (12). (See for instance
[ECH+92, 10.3] or [AWP99].)
When Y is CAT(0), for instance, when Y is a nonpositively curved symmetric
space, Gromov showed that it satisfies isoperimetric bounds based on the Euclidean
isoperimetric inequality.
Theorem 2.12 ([Gro83, Wen08]). Let Y be a CAT(0) space and n ≥ 2. Then for
all V > 0,
FVnY (V ) . V
n
n−1 .
Although the symmetric space X is CAT(0), the thick part X0 typically is not;
one proof of this is that, by Theorem 1.3, the k–dimensional filling volume function
is exponential.
For a survey of the relationship between homological and homotopical filling
invariants, see [ABDY13]. The main facts that we will use here are that when Y
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is (d− 1)–connected and d ≥ 4, we have δd−1Y (V ) = FVdY (V ), and when d = 3, we
have δ2Y (V ) ≤ FV3Y (V ) [BBFS09, Rem.2.6(4)] [Gro83, App.2.(A’)]. In this paper,
we will prove upper bounds on δX0 and on FV
d
X0 for d ≥ 2. By the above, these
bounds imply upper bounds on δd−1X0 for all d.
3. Logarithm laws and random chambers
The first step in the proof of the main theorems is to describe the behavior of
random flats and random chambers in X; that is, translates [gA] and gz∗, where g
is a random variable in either G or NA.
Our main tool is the following result of Kleinbock and Margulis that bounds the
matrix coefficients of the action of G on B∞(Y ), where Y = Γ\G is a quotient of a
semisimple group by a non-uniform lattice. The group G acts on the function space
B∞(Y ) defined in Section 2.2 by the right regular representation; that is, for φ ∈
B∞(Y ) and g ∈ G, we let φg ∈ B∞(Y ) be the function (φg)(y) = φ(yg−1), so that
if φ = φx is the density function of x, then φg = φxg is the density function of xg.
Let µ be the Haar measure on Y such that µ(Y ) = 1. Define µ(φ) =
∫
Y
φ(y) dµ(y)
and (φ, ψ) =
∫
Y
φ(y)ψ(y) dµ(y). Recall from Section 2.2 that B∞(Y ) is equipped
with a norm ‖ · ‖l,2.
For a left-invariant metric d on G and g ∈ G let ‖g‖ = d(e, g) be the distance to
the identity.
Theorem 3.1. [KM99, 3.5] Let G be a connected semisimple, center-free Lie group
without compact factors, and let Γ be an irreducible non-uniform lattice in G, There
exist constants B,C > 0 and l ∈ N such that for any two functions φ, ψ ∈ B∞(Y )
and any g ∈ G, we have
|(φg, ψ)− µ(φ)µ(ψ)| ≤ Be−C‖a‖‖φ‖l,2‖ψ‖l,2.
We will use Theorem 3.1 to describe the distribution of points in random flats
and Weyl chambers in X. First, we consider random flats. If h ∈ G and if g ∈ Be(1)
is a smooth random variable, then [hgA] is a random flat centered near [h]. The
following lemma shows that for all a ∈ A, the distribution of dΓ(hga) can be
bounded in terms of a, dΓ(h), and the distribution of g.
Lemma 3.2. Let A, C, and l be as in Lemma 2.2 and Theorem 3.1. There is a
D > 1 with the following property. Let h ∈ G be a point, g ∈ Be(1) ⊂ G be a smooth
random variable, a ∈ A, and y = hga. Then for any s > 0,
P[dΓ(y) > s] . e−As
(
1 + e−C‖a‖eDdΓ(h)‖φg‖l,2
)
.
Proof. Let p : G → Y be the quotient map and let φ = φp(hg) ∈ B∞(Y ) be the
density function of p(hg). Then φa is the distribution function of p(hga), and
P[dΓ(y) > s] = P[p(y) ∈ H(s)] =
∫
H(s)
(φa)(u) dµ(u) = (φa,1H(s)).
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Let m′′ ∈ B∞(Y ) be as in Lemma 2.3, so that 1H(s) ≤ m′′ and ‖m′′‖l,2 . µ(H(s)).
By Theorem 3.1 and Lemma 2.2,
P[dΓ(y) > s] ≤ (φa,m′′)
≤ µ(φ)µ(m′′) + Be−C‖a‖‖φ‖l,2‖m′′‖l,2
. µ(H(s)) + e−C‖a‖µ(H(s))‖φ‖l,2
. e−As
(
1 + e−C‖a‖‖φ‖l,2
)
.(13)
It remains to estimate ‖φ‖l,2.
We have φ = p∗(hφg), so φ is supported in p(Bh(1)). For any w ∈ G,
φ(Γw) =
∑
x∈Γw
(hφg)(x) =
∑
γ∈Γ
(hφg)(γw).
That is,
φ ◦ p =
∑
γ∈Γ
γhφg.
Let Υ ∈ Env(G) be a left-invariant differential operator of order at most l and
suppose that ‖Υ‖ ≤ 1. Then
‖Υφ‖L2(Y ) =
√∫
p(Bh(1))
Υφ(y)2 dµ(y)
≤
√∫
Bh(1)
Υφ(p(x))2 dµ(x)
= ‖Υφ ◦ p‖L2(Bh(1))
≤
∑
γ∈Γ
‖Υγhφg‖L2(Bh(1)).
The function γhφg is supported in the ball Bγh(1), so ‖Υ(γhφg)‖L2(Bh(1)) = 0
unless d(h, γh) < 2. Let S = {γ ∈ Γ | d(h, γh) < 2}. By Lemma 2.4, there is a
D > 1 such that #S . eDdΓ(h), so, since Υ is left-invariant,
‖Υφ‖L2(Y ) ≤
∑
γ∈S
‖Υγhφg‖L2(Bh(1)) ≤ #S‖Υφg‖L2(G) . eDdΓ(h)‖φg‖l,2.
This holds for all Υ, so
‖φ‖l,2 . eDdΓ(h)‖φg‖l,2.
By (13),
P[dΓ(y) > s] . e−As
(
1 + e−C‖a‖eDdΓ(h)‖φg‖l,2
)
.

The following corollary summarizes the information provided by the lemma in
terms of the exponential moments of dΓ(hga). Recall that for all t > 0, we let
log t := max{1, log t}.
Corollary 3.3. There are constants b, b′ > 0 with the following property. Let
h ∈ G be a point and let g ∈ Be(1) ⊂ G be a smooth random variable. Let
R := dΓ(h) + log ‖φg‖l,2. For all a ∈ A such that ‖a‖ ≥ b′R, we have
E[exp(bdΓ(hga))] . 1.
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Proof. Let A,C,D be as in Lemma 3.2. Set b := A2 and b
′ := DC . If ‖a‖ ≥ b′R, then
log(e−C‖a‖eDd(h,Γ)‖φg‖l,2) ≤ −Cb′(dΓ(h) + log ‖φg‖l,2) + DdΓ(h) + log ‖φg‖l,2 ≤ 0.
By Lemma 3.2, this implies
P[dΓ(hga) > s] . e−As.
Consequently, substituting u = ebs, we find
E[exp(bdΓ(hga))] =
∫ ∞
0
P[exp(bdΓ(hga)) > u] du
=
∫ ∞
−∞
bebsP[dΓ(hga) > s] ds
.
∫ 0
−∞
bebs ds+
∫ ∞
0
bebse−2bs ds . 1.

A similar result holds for points in smooth random Weyl chambers. In order to
state this result, we will need to introduce a version of the exponential map for the
symmetric space X = G/K. Let CX∞ be the Euclidean cone over X∞. This is
the metric space
CX∞ = (X∞ × [0,∞))/(X∞ × 0)
equipped with the metric
dCX∞((σ1, t1), (σ2, t2))
2 = t21 + t
2
2 − 2t1t2 cos∠(σ1, σ2).
Under this metric, the cone over an apartment in X∞ is isometric to Rk.
For any x ∈ X and v = (σ, t) ∈ CX∞, let γx,σ : [0,∞)→ X be the geodesic ray
based at x and asymptotic to σ. We define
ex(v) = ex(σ, t) := γx,σ(t).
This gives rise to a Lipschitz map X × CX∞ → X.
Lemma 3.4. For any x, x′ ∈ X and v, v′ ∈ CX∞,
dX(ex(v), ex′(v
′)) ≤ dX(x, x′) + dCX∞(v, v′).
Proof. Let σ, σ′ ∈ X∞, t, t′ ≥ 0 be such that v = (σ, t), v′ = (σ′, t′). We write
dX(ex(v), ex′(v
′)) ≤ dX(ex(v), ex′(v)) + dX(ex′(v), ex′(v′)).
The geodesics γx,σ and γx′,σ are both asymptotic to σ, so convexity implies that
dX(ex(v), ex′(v)) = dX(γx,σ(t), γx′,σ(t)) ≤ dX(x, x′).
The fact that X is CAT(0) implies that ex′ is a distance-decreasing map from CX∞
to X and thus
dX(ex′(v), ex′(v
′)) ≤ dCX∞(v, v′).

This map lets us parametrize Weyl chambers in X. Let x ∈ X, d ∈ X∞ be a
chamber of X∞ and let Cd ⊂ CX∞ be the cone over d. There is a unique flat Ed
such that x ∈ Ed and d ⊂ (Ed)∞; this flat contains γx,σ for all σ ∈ d, so ex sends
Cd isometrically to a Weyl chamber in Ed based at x.
As in Section 2.1, let E = [A] ⊂ X be the model flat and let z, z∗ ∈ Fk−1(E∞)
be opposite chambers. If r is a random chamber, then ex(Cr) is a random Weyl
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chamber based at x. Let pir : X∞ → r be the map that sends each chamber of X∞
to b by a marking-preserving isomorphism, so that we can write points of r in the
form pir(z) for z ∈ z∗.
Lemma 3.5. Suppose that A,C,D, and l are as in Lemma 3.2. Let x ∈ X, ρ ≥ 0,
z ∈ z∗, and t ≥ 0. Let r ∈ Sx(ρ) be a smooth random chamber and let y =
ex(pir(z), t) ∈ X be a random variable. Then for all s > 0,
(14) P[d[Γ](y) > s] .ρ e−As
(
1 + e−CteDd[Γ](x)‖φr‖x
)
.
Proof. We will first prove (14) when ρ is sufficiently small, then prove the general
case by a scaling argument.
Let Stab(z) = NAM and Stab(z∗) = MAN∗ be the Levi decompositions of
Stab(z) and Stab(z∗), so that M is a subgroup of the maximal compact subgroup
that normalizes A, N∗ ⊂ G is conjugate to N and
g = n⊕ a⊕m⊕ n∗.
Let Z = N × A ×M × N∗ a left invariant metric and let f : Z → G be the map
f(n, a,m, n∗) = namn∗. Let 0 <  < 14 be such that f takes the ball B
Z
e (5) to its
image f(BZe (5)) diffeomorphically. Let m ∈ BMe (), a ∈ BAe (), and n∗ ∈ BN
∗
e ()
be independent smooth random variables that are independent of r.
Let g ∈ G be such that [g] = x. Suppose that ρ ≤  and thus r ∈ Sx(ρ) ⊂ Sx().
Let n = ι(g−1r) ∈ N ; this is a smooth random variable such that r = gnz∗ and
pir(z) = gnz. We have n ∈ BNe (), and ‖φr‖x = ‖φn‖l,2. Let w = f(n, a,m, n∗) =
namn∗ ∈ Be(4). Lemma 2.1 and the fact that f is a diffeomorphism on BZe (5)
imply that w is a smooth random variable and that
(15) ‖φw‖l,2 . ‖φn‖l,2‖φa‖l,2‖φm‖l,2‖φn∗‖l,2 . ‖φr‖x.
Let γ : R → A be the unit-speed geodesic that is based at e and asymptotic to
z. Since the stabilizer of z∗ contains N∗, A, and M ,
lim
t→∞[gwγ(t)] = gwz = gnamn
∗z = gnz = pir(z);
that is, [gwγ] is a unit-speed geodesic asymptotic to pir(z). Since Ω(u) = ex(pir(z), u)
is another such geodesic, convexity implies that for y = ex(pir(z), t) = Ω(t),
d([gwγ(t)], y) = d([gwγ(t)],Ω(t)) ≤ d([gwγ(0)],Ω(0)) = d([gw], x) ≤ 4.
Consequently, dΓ(gwγ(t)) > d[Γ](y)− 4− 2 diamK. By Lemma 3.2 and (15),
P
[
d[Γ](y) > s
] ≤ P[d(gwγ(t),Γ) > s− 4− 2 diamK](16)
. e−As
(
1 + e−CteDdΓ(g)‖φr‖x
)
.(17)
This concludes the case ρ < .
If ρ ≥ , then by Lemma 2.8, there is a x′ = [g′] ∈ X such that r ∈ Sx′() and
d(x, x′) . 1 + log ρ . If y′ = ex′(pir(z), t)), then by convexity, d(y, y′) ≤ d(x, x′). By
(16) and Lemma 2.11,
P[d[Γ](y) > s] ≤ P[d[Γ](y′) > s− d(x, x′)]
. e−A(s−d(x,x′))
(
1 + e−CteDdΓ(g)‖φr‖x′
)
.ρ e−As
(
1 + e−CteDdΓ(g)‖φr‖x
)
.

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The following corollary is analogous to Corollary 3.3, and its proof is essentially
the same.
Corollary 3.6. For any ρ > 0, there are b, b′ > 0 with the following property. Let
x ∈ X be a point and let r ∈ Sx(ρ) be a smooth random chamber. Let z ∈ z∗. Let
R = d[Γ](x) + log ‖φr‖x. If t ≥ b′R and y = ex(pir(z), t) ∈ X, then
E[exp(bd[Γ](y))] .ρ 1.
Proof. As in the proof of Corollary 3.3, there are b, b′ > 0 so that if t ≥ b′R, then
P[d[Γ](y) > s] . e−2bs.
We conclude as above that
E[exp(bd[Γ](y))] . 1.

4. k-dimensional fillings: a super-polynomial lower bound
As a first application of the results of Section 3, we prove a superpolynomial
lower bound on the k–dimensional filling volume function of Γ thus establishing that
k = R–rankG is a “critical dimension” of the isoperimetric behavior. This bound is
not sharp, but it is the first step in obtaining the sharp bound (see Proposition 8.4).
We start by constructing a sphere that lies logarithmically close to [Γ]. Recall
that for r > 0, we defined X(r) = d−1[Γ] ([0, r]) and chose r0 such that X0 ⊂ X(r0).
Lemma 4.1. There are constants b, η > 0 such that for any sufficiently large L > 2,
there is a Lipschitz map α : Sk−1 → X(η logL) (indeed, an isometric embedding of
a round sphere) such that Lipα ≈ L, volk−1 α ≈ Lk−1, and
(18)
∫
Sk−1
exp(bd[Γ](α(x))) dx . 1,
and there is a ω > 0 such that
(19) FVkX(L/4)(JαK) & eωL,
where JαK is the fundamental class of α.
Proof. As in [LY17], our bound is based on the estimate of the divergence of X
in [Leu00]. It is shown there that there is an ω > 0 such that if E ⊂ X is a flat,
x ∈ E, r > 0, and S(x, r) is the (k − 1)–sphere in E with center x and radius r,
then
(20) FVkX\Bx( r2 )(S(x, r)) & e
ωr.
We first construct α. Let g ∈ Be(1) ⊂ G be a smooth random variable and let
L0 = max{2, 2 diamK + log ‖φg‖l,2}. For any r > 0, let S(r) ⊂ A be the sphere of
radius r centered at the identity. We claim that there are c, η > 0 such that for all
L > L0 and h0 ∈ G such that d[Γ]([h0]) = L,
(21) P
[
[h0gS(cL)] ⊂ X(η logL)
]
> 0.
That is, a random sphere of radius cL centered near [h0] typically lies in X(η logL).
Let c = 2b′, where b′ is as in Corollary 3.3. Since L > L0, we have
b′(dΓ(h0) + log ‖φg‖l,2) ≤ b′(L+ 2 diamK + log ‖φg‖l,2) < cL.
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By Corollary 3.3, this implies that there is a c0 depending only on G and Γ such
that for any a ∈ S(cL),
E[exp bd[Γ]([h0ga])] ≤ c0.
By Fubini’s theorem,
E
[∫
S(cL)
exp bd[Γ]([h0ga]) da
]
=
∫
S(cL)
E[exp bd[Γ]([h0ga])] da ≤ vk−1c0Lk−1ck−1,
where vk−1 = volk−1(S(1)) is the volume of the unit sphere. Let c1 = vk−1c0ck−1.
By Chebyshev’s inequality, there is a g0 ∈ Be(1) such that
(22)
∫
S(cL)
exp bd[Γ]([h0g0a]) da ≤ 2c1Lk−1.
Let D = maxa∈S(cL) d[Γ]([h0g0a]) and let v ∈ S(cL) be such that d[Γ]([h0g0v]) =
D. For all w ∈ Bv(1), we have d[Γ]([h0g0w]) ≥ D − 1, so∫
S(cL)
exp bd[Γ]([h0g0a]) da ≥ volk−1(Bv(1) ∩ S(cL)) exp(b(D − 1)) & exp(bD),
and by (22), we have exp(bD) . Lk−1. That is, there is an η > 0 depending
only on G and Γ such that D ≤ η logL and thus [h0g0S(cL)] ⊂ X(η logL). Let α
parametrize [h0g0S(cL)] by a scaling, so that Lipα ≈ L and volk−1 α ≈ Lk−1. The
bound (18) then follows from (22).
Thus, for any L > L0, there is a sphere α of radius cL such that α ⊂ X(η logL).
We claim that these spheres satisfy (19) when L > 4 + 4η logL.
Let v be the center of α (i.e., v = [h0g0]). Then d[Γ](v) ≥ L− 1, so
d(v,X(L/4)) ≥ L− 1− L
4
>
L
2
.
Consequently, X(η logL) ⊂ X(L/4) ⊂ X \ Bv(L/2). We have α ⊂ X(η logL) ⊂
X(L/4), so by (20),
FVX(L/4)(JαK) ≥ FVX\Bv(L/2)(JαK) & eωL,
as desired. 
By combining this with the retraction from Theorem 2.5, we can construct a
sphere in X0.
Proposition 4.2. There is an  > 0 and an ω′ > 0 such that when V is sufficiently
large, FVkX0(V ) & eω
′V  .
Proof. Let L > 0 and α : Sk−1 → X(η logL) be as in Lemma 4.1 and let ρ : X → X0
and c be as in Theorem 2.5. Let α˜ = ρ◦α : Sk−1 → X0. Since α(Sk−1) ⊂ X(η logL),
Lip α˜ . Lecη logL . Lcη+1,
and thus there is a C > 0 such that volk−1 α˜ ≤ CL(k−1)(cη+1).
We claim that when L is sufficiently large, FVkX(L/4)(α˜) ≈ FVkX(L/4)(α). It
suffices to bound the volume of a homotopy between α and α˜. Let H : Sn(L) ×
[0, 1]→ X be the straight-line homotopy from α to α˜ = ρ◦α. Every point is moved
at most distance η logL by this homotopy, so
volkH . η logL(max{Lipα,Lip α˜})k−1 . L(k−1)(cη+1)+1.
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If L is sufficiently large, then the image of H lies in X(L/4), so
|FVkX(L/4)(α˜)− FVkX(L/4)(α)| ≤ volkH . L(k−1)(cη+1)+1
and H(Sk−1 × [0, 1]) ⊂ X(2η logL).
When 2η logL < L4 , we have
FVkX(r0)(α˜) ≥ FVkX(L/4)(α)− volk(H) & eωL.
By Lemma 4.1,
FVkX(r0)(CL
(k−1)(cη+1)) & eωL
and thus, if  = (k − 1)−1(cη + 1)−1 and V is sufficiently large, then
FV kX0(V ) ≥ FVkX(r0)(V ) & eωC
−V  .

This estimate is superpolynomial, but not sharp; we will find a better estimate in
Section 8. That estimate is based on the same construction as the estimate above;
the main difference is that, instead of using the retraction ρ to construct a sphere
in X0, we use a Lipschitz extension result.
5. Parametrized cones in X∞
Let ∆X0 be the infinite-dimensional simplex with vertex set X0 and let S :=
∆
(k−1)
X0
be its (k − 1)–skeleton. Let z, z∗ be opposite chambers in E∞, and for any
chamber b ∈ X∞, let pib : X∞ → b be the map that sends each chamber of X∞ to
b by a marking-preserving isomorphism. For each chamber b ∈ Fk−1(X∞), let cb
be the barycenter of b; likewise, if δ ∈ F(S), let cδ be the barycenter of δ.
In this section, we will construct a family of maps PD : S → X∞ parametrized
by an element D = (dδ)δ∈F(S) ∈ (Xop∞)F(S). The full properties of this map are
complicated to state and will appear in Proposition 5.1 and Lemma 5.5, but we
will use it to construct a family of maps ΩD : S → X,
(23) ΩD(x) = ef(x)(PD(x), r(x)),
where r : S → [0,∞) and f : S → X. These are “based polar coordinates” in the
sense that ΩD(x) is the endpoint of a ray with origin f(x), direction PD(x), and
length r(x).
Our goal is to construct PD and a random variable R so that for all x ∈ S,
ΩR(x) is a random variable of the form considered in Corollary 3.6. This requires
f , r, and piz ◦ PD to be independent of D.
We will construct PD so that piz◦PD is independent of D as long as D satisfies the
following general-position condition. For every b, c ∈ X∞, we choose an apartment
Eb,c containing b and c; when b and c are opposite, this choice is unique. For
every D = (dδ)δ∈F(S) and every vertex v ∈ F0(S), let Mv(D) = dv. Proceeding
inductively, for every simplex δ ∈ F i(S) with i > 0, let
M∂δ(D) =
⋃
δ′∈F(∂δ)
Mδ′(D) ⊂ X∞
and let
Mδ(D) =
⋃
b∈Fk−1(M∂δ(D))
(Eb,dδ)∞
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This is a union of finitely many chambers, and if δ′ is a face of δ, then Mδ′(D) ⊂
Mδ(D).
If D ∈ (Xop∞)F(S), we say that D is well-opposed if for all δ ∈ F(S), dδ is opposite
to every chamber of M∂δ(D). One can construct well-opposed D’s inductively, by
choosing dδ first for vertices, then edges, triangles, etc.; since M∂δ(D) has finitely
many chambers, the set of choices of dδ that satisfy the condition always has
measure zero.
We will prove the following proposition.
Proposition 5.1. There is a family of maps PD : S → X∞ such that for every
well-opposed D = (dδ)δ∈F(S) ∈ (Xop∞)F(S), we have:
(1) PD(cδ) = cdδ for every δ ∈ F(S).
(2) PD(δ) ⊂Mδ(D) for every δ ∈ F(S).
(3) LipPD . 1.
(4) If E ∈ (Xop∞)F(S) is well-opposed, then piz ◦ PD = piz ◦ PE.
Consequently, the map z(x) = piz(PD(x)) is well-defined.
The construction of PD is based on geodesic conings. We start by letting PD(v) =
cdv for every v ∈ F0(S), then extend it to S by induction. Suppose that PD is
defined on ∂δ. After a perturbation, we may suppose that PD(∂δ) avoids the
barycenters of the chambers of X∞. We can thus define PD on δ by geodesic
coning: we send cδ to cdδ , and for every x ∈ ∂δ, we send the ray from cδ to x
to the unique minimal geodesic from cdδ to PD(x). When D is well-opposed, the
endpoints of this ray are in opposite chambers, so its projection is independent of
D.
To formalize this construction, we need two lemmas. The first lemma approxi-
mates Lipschitz maps by simplicial maps.
Lemma 5.2. Let Y,Z be simplicial complexes of dimension at most n. Suppose that
each simplex of Z is isometric to a unit Euclidean simplex and that each simplex of
Y is c–bilipschitz equivalent to an equilateral Euclidean simplex of diameter r. Let
β : Z → Z(0) be a map such that for each x ∈ Z, β(x) is the nearest vertex to x.
There is an  > 0 depending only on n such that for any map α : Y → Z with
Lip(α) ≤ c−1r−1, there is a simplicial map κ : Y → Z such that κ(v) = β(α(v)) for
all v ∈ Y (0). Furthermore, for all y ∈ Y , the image κ(y) is contained in the minimal
simplex containing α(y), so there is a straight-line homotopy h : Y × [0, 1]→ Z such
that h0 = α, h1 = κ, and Liph . cr−1, where ht(y) = h(y, t).
Proof. Let ι : Z → [0, 1]F0(Z) ⊂ `1(F0(Z)) be the embedding that sends each vertex
v to the characteristic function 1v and sends each simplex δ to the set of functions
{f ∈ [0, 1]F0(δ) |
∑
v∈F0(δ)
f(v) = 1},
This embedding is Lipschitz on each simplex, with constant L depending on n. The
map β sends each x ∈ Z to a maximum of ιx; since ιx is nonzero at all but at most
n+ 1 points and ‖ιx‖1 = 1, we have
(24) ιx(β(x)) ≥ 1
n+ 1
.
For all a, b ∈ Z, we have
ιb(β(a)) ≥ ιa(β(a))− Ld(a, b),
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Figure 3. Partitioning a triangle into cells that are bilipschitz
equivalent to cubes.
so if d(a, b) < 1L(n+1) , then ιb(β(a)) > 0. That is, β(a) and β(b) both lie in the
support of ιb, so β(a) and β(b) are adjacent.
Let  = 12L(n+1) , let α be c
−1r−1–Lipschitz, and for each vertex v ∈ F0(Y ), let
κ(v) = β(α(v)). If v and w are adjacent vertices of Y , then
d(α(v), α(w)) ≤ cr Lip(α) ≤ 1
2(n+ 1)
,
so κ(v) = β(α(v)) and κ(w) are also adjacent. We extend κ linearly on each simplex
to obtain a simplicial map Y → Z. Since this map sends simplices to simplices,
Lip(κ) ≤ cr−1.
Let y ∈ Y and let δ be a simplex containing y. Let ∆ be the minimal simplex
of Z that contains α(y); that is, ∆ = 〈supp ια(y)〉. If v is a vertex of δ, then
d(α(y), α(v)) < 12L(n+1) , so
ια(y)(κ(v)) ≥ 1
L(n+ 1)
− Ld(α(y), α(v)) > 0.
Thus κ(v) is a vertex of ∆. Since this holds for every vertex of δ, we have κ(δ) ⊂ ∆,
as desired, and we can define h to be the straight-line homotopy from α to κ. This
satisfies
Liph . max{1,Lipα,Lipκ} . 1.

We can combine this lemma with the next lemma to approximate maps with
larger Lipschitz constants.
Lemma 5.3. For every d > 0, there is a cd such that for every 0 < r < 1, one can
subdivide the standard unit d–simplex ∆ into roughly r−d simplices, each of which
is cd–bilipschitz equivalent to the equilateral Euclidean simplex of diameter r.
Proof. Let n = br−1c. Consider the partition of ∆ into d+ 1 Voronoi cells centered
at the vertices of ∆. Each cell is bilipschitz equivalent to the unit cube. We cellulate
∆ by subdividing each of these cubes into n−d subcubes that are each bilipschitz
equivalent to the cube of side length 1n (see Figure 3). The barycentric subdivision
of the resulting cubes is the desired triangulation. 
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5.1. Constructing PD. Let D = (dδ)δ∈F(S). For every vertex v ∈ F0(S), let
PD(v) = cdδ , in accordance with Proposition 5.1.(1). Let L0 = 2pi, so that
LipPD|S(0) ≤ L0.
Let i ≥ 0. Suppose by induction that PD is defined on S(i), that LipPD|S(i) ≤ Li,
and that PD(λ) ⊂ Mλ(D) for every λ ∈ F i(S). Let δ ∈ F i+1(S). We extend PD
to δ as follows. For every ψ ∈ ∂δ and r ∈ [0, 1], let
(r, ψ)δ = rψ + (1− r)cδ;
these are essentially polar coordinates on δ. Let C := {(r, ψ)δ | r ≥ 12} be a collar
of ∂δ and let D := {(r, ψ)δ | r < 12} be its complement.
The restriction of PD to C will be a homotopy from PD|∂δ to a simplicial map.
Let  > 0 be as in Lemma 5.2 and let ci+1 be as in Lemma 5.3. Let ri+1 =
(Lici+1)
−1. Let τ = τri+1 be a subdivision of ∂δ as in Lemma 5.3 so that each
simplex of τ is ci+1–bilipschitz equivalent to the equilateral Euclidean simplex of
diameter ri+1.
Choose a total order on the set of vertex types of X∞ and let β : X∞ → X(0)∞ be
the map that sends each x ∈ X∞ to the closest vertex, breaking ties according to
vertex type. Since vertex type is preserved by the action of G, β is G–equivariant
and β ◦ piz = piz ◦ β. By Lemma 5.2, there is a simplicial map κD : τ → X∞ such
that κD(v) = β(PD(v)) for all v ∈ τ (0) and a homotopy hD : ∂δ × [0, 1] → X∞
such that for all ψ ∈ ∂δ we have hD(ψ, 1) = PD(ψ) and hD(ψ, 0) = κD(ψ). For all
t ≥ 12 , let
PD((t, ψ)δ) = hD(ψ, 2(1− t)).
This extends PD to C and satisfies LipPD|C .i 1. For all ψ ∈ ∂δ, hD(ψ× [0, 1]) is
contained in the minimal simplex containing PD(ψ). Since PD(∂δ) ⊂ M∂δ(D), we
have PD(C) ⊂M∂δ(D).
Since dim δ ≤ k − 1, PD(∂D) = κD(∂δ) lies in the (k − 2)–skeleton of X∞ and
thus does not contain the barycenter of any chamber. It follows that for any ψ ∈ ∂δ,
there is a unique minimal geodesic γψ : [0, 1]→ X∞ from cdδ to κD(ψ). For t ≤ 12 ,
let
PD((t, ψ)δ) = γψ(2t).
The length of γψ is at most pi, so there is a Li+1 independent of δ so that Lip(PD|δ) ≤
Li+1. Finally, κD(ψ) ∈ M∂δ(D), so there is a chamber b ∈ Fk−1(M∂δ) that con-
tains κD(ψ). Then γψ ⊂ (Eb,dδ)∞ ⊂ Mδ, so PD(δ) ⊂ Mδ. This proves Proposi-
tion 5.1.(2)–(3).
5.2. Proving Proposition 5.1.(4). Let D = (dδ) and E = (eδ) ∈ (Xop∞)F(S) be
well-opposed. We claim that for any well-opposed D = (dδ) ∈ (Xop∞)F(S), we have
(25) piz ◦ PD = piz ◦ PE.
We proceed by induction. For every vertex v ∈ F0(S), we defined PD(v) = cdv , so
piz(PD(v)) = piz(PE(v)) = cz, and (25) holds on S
(0).
Let i ≥ 0 and suppose by induction that (25) holds on S(i). Let δ ∈ F i+1(S)
and let C, D, τ , β, and κD be as in the construction of PD|δ. We first consider C.
Since β is G–equivariant, for any vertex v ∈ τ (0),
piz(κD(v)) = piz(β(PD(v))) = β(piz(PD(v))) = β(piz(PE(v))) = piz(κE(v)).
Then piz ◦ κD and piz ◦ κE are simplicial maps that agree on the vertices of τ , so
they are equal.
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Let ψ ∈ ∂δ and let λ ∈ F(X∞) be a simplex containing PD(ψ). Then PD(ψ)
and κD(ψ) both lie in λ, and the curve rψ := PD(([
1
2 , 1], ψ)δ) is the line segment
in λ that connects them. The projection piz(rψ) is therefore the line segment from
piz(PD(ψ)) to piz(κD(ψ)). Both endpoints are independent of D, so (25) holds on
rψ and thus on C.
Now we consider D. Let ψ ∈ ∂δ, and let γ : [0, 1] → X∞ be the minimal
geodesic from cdδ to κD(ψ), so that PD((t, ψ)δ) = γ(2t) for all t ≤ 12 . Since
κD(ψ) ∈ M∂δ(D), there is a chamber b of M∂δ(D) such that κD(ψ) ∈ b, and
because D is well-opposed, dδ is opposite to b.
Let g ∈ G be an element such that gb = z, gdδ = z∗. Then gcdδ = cz∗ and
gκD(ψ) = piz(κD(ψ)). Let λ : [0, 1] → X∞ be the minimal geodesic from cz∗ to
piz(κD(ψ)). This is independent of D, and we have gγD = λ, so
piz(PD((t, ψ)δ)) = piz(λ(t))
for all t ≤ 12 . The right-hand side is independent of D, so equation (25) holds on γ
for every ψ, and thus holds on D. This proves Proposition 5.1.
5.3. Perturbations of D. As in Proposition 5.1, let z : S → z, z(x) = piz(PD(x)).
If bD : S → X∞ is a function such that
(26) PD(x) ⊂ bD(x) for all x and D,
then PD(x) = pibD(x)(z(x)). The only part of this expression that depends on D is
bD, and in this section, we will construct a map bD that satisfies (26) and varies
smoothly with D.
The main idea of the construction is that the flat Eb,c depends smoothly on b
and c as long as b and c are opposite. Similarly, for any δ ∈ F(S), Mδ(D) varies
smoothly with D as long as D is well-opposed. For all x ∈ δ, PD(x) ∈Mδ(D), and
we use the fact that Mδ(D) varies smoothly with D to show that x varies smoothly
with D.
We start by formalizing the statement that Eb,c depends smoothly on b and c.
Let W be the Weyl group acting on E∞. Let
Θ = {(b, c) ∈ X∞ ×X∞ | b is opposite to c}.
The set of chambers X∞ is the Furstenberg boundary of X, so it is equipped with
the structure of a smooth manifold. Then Θ is an open subset of X∞×X∞ whose
complement has codimension at least 1. (See [War72], Prop. 1.2.4.9 or [Hel01], Ch.
IX, Cor. 1.8.)
For (b, c) ∈ Θ, let pib,c : E∞ → (Eb,c)∞ be the marking-preserving isomorphism
that sends z to b and z∗ to c. For every w ∈W , we define mw : Θ→ X∞ by
(27) mw(b, c) = pib,c(wz).
Note that for all (b, c) ∈ Θ and g ∈ G, we have mw(gb, gc) = gmw(b, c), so mw is
G–equivariant with respect to the diagonal action on Θ. Furthermore, if w∗ is the
maximal-length element of W , then me(b, c) = b, mw∗(b, c) = c, and
Eb,c =
⋃
w∈W
mw(b, c).
Lemma 5.4. For any w ∈W , the map mw is a smooth submersion.
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Proof. First, we claim that mw is smooth on a neighborhood of (z, z
∗). Let w∗ ∈
W be the element of the Weyl group of maximal length, so that w∗z = z∗ and
w∗z∗ = z. Let f : G → Θ be the map f(g) = (gz, gz∗). We claim that the
derivative Def : TeG → T(z,z∗)Θ = TzX∞ × Tz∗X∞ is surjective. The group N
acts transitively on Xop∞ and stabilizes z, so Def(n) = 0× Tz∗X∞; likewise, N∗ =
w∗N(w∗)−1 acts transitively on the set of chambers opposite to z∗ and stabilizes
z∗, so Def(n∗) = TzX∞ × 0, and Def is surjective.
By the implicit function theorem, there is locally a smooth section of f ; i.e., a
neighborhood U ⊂ Θ containing (z, z∗) and a g : U → G such that g(a,b)(z, z∗) =
(a,b) for all (a,b) ∈ U . By the equivariance of mw, we have
mw(a,b) = g(a,b)mw(z, z∗) = g(a,b)wz,
so mw is smooth on U . Since G acts transitively on Θ, this implies that mw is
smooth on Θ.
Since mw is G–equivariant, the set of critical values of mw is also G–equivariant;
i.e., it is either empty or all of X∞. By Sard’s Theorem, it must be empty, so mw
is a submersion.

We can use the mw to describe Mδ(D) and define bD.
Lemma 5.5. There is a family of maps wδ : int δ →W with the following property.
For every well-opposed D, let bD : S → Xop∞ be the map defined inductively by
bD(cv) = dv for all v ∈ F0(S) and, for every i > 0, every δ ∈ F i(S), and every
x = (ψ, t)δ ∈ int δ,
(28) bD(x) = mwδ(x)(bD(ψ),dδ).
Then:
(1) For every x ∈ S, we have PD(x) ∈ bD(x) and thus PD(x) = pibD(x)(z(x)).
(2) For every δ ∈ F(S) and every x ∈ δ, bD(x) ∈ F(Mδ(D)).
(3) For every δ ∈ F(S), ψ ∈ ∂δ, and t ∈ [ 12 , 1], we have bD((t, ψ)δ) = bD(ψ).
Proof. Let δ ∈ F(S). Let Π: X∞ → E∞ be the canonical projection of X∞
centered at dδ, so that Π(dδ) = z
∗ and the restriction of Π to any apartment
containing dδ is an isomorphism. Since every chamber of M∂δ(D) is opposite to
dδ, we have Π(m) = piz(m) for all m ∈ M∂δ(D) and thus Π(PD(y)) = z(y) for all
y ∈ ∂δ.
Let ψ ∈ ∂δ. Let γψ : [0, 1] → X∞ be the curve γψ(t) = PD((t, ψ)δ). This is
a broken geodesic from γψ(0) = cdδ through γψ(
1
2 ) = κD(ψ) to γψ(1) = PD(ψ).
Since κD(ψ) and PD(ψ) lie in M∂δ(D), the composition Π ◦ γψ consists of the
broken geodesic from cz∗ through piz(κD(ψ)) = z((
1
2 , ψ)δ) to z(ψ). In particular,
Π ◦ γψ is independent of D. Since this holds for every ψ, the composition Π ◦PD|δ
is independent of D.
For all x ∈ δ, let wδ(x) be the shortest element of W such that Π(PD(x)) ∈
wδ(x)z. This is independent of D. Furthermore, if PD(x) ∈ M∂δ(D), then
Π(PD(x)) ∈ z, so wδ(x) = e. In particular, for all t ∈ [ 12 , 1) and all ψ ∈ ∂δ,
we have wδ((t, ψ)δ) = e and thus bD((t, ψ)δ) = bD(ψ); this proves property 3.
Since D is well-opposed, property 2 follows by induction from the definitions.
That is, if δ ∈ F(S), (ψ, t)δ ∈ δ, and bD(ψ) ∈ F(M∂δ(D)), then bD((ψ, t)δ) is a
face of EbD(ψ),dδ and thus is a face of Mδ(D).
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We use a similar induction to prove (1). If v ∈ S(0), then PD(v) = cdv ∈ dv =
bD(v). Let i > 0 and δ ∈ F i(S) and suppose by induction that PD(ψ) ∈ bD(ψ)
for all ψ ∈ ∂δ. Let Fψ = (EbD(ψ),dδ)∞.
Let t ∈ [0, 1) and let x = (t, ψ)δ. By (28), we have bD(x) ⊂ Fψ; in fact, Π|Fψ is
a marking-preserving isomorphism, so
bD(x) = (Π|Fψ )−1(wδ(x)z).
By induction and Lemma 5.2, we have PD(ψ), κD(ψ) ∈ bD(ψ), so the broken
geodesic γψ defined above lies in Fψ. Thus PD(x) = γψ(t) ∈ Fψ, and
PD(x) = (Π|Fψ )−1(Π(PD(x))) ∈ (Π|Fψ )−1(wδ(x)z) = bD(x),
as desired. 
6. Random cones in X∞
In this section, we will construct a random variable R ∈ (Xop∞)F(S) and consider
the random map PR. Our first step is to construct the subset of (X
op
∞)
F(S) on
which R is supported. We will prove the following proposition. For each δ ∈ F(S),
define the size of δ as
(29) σ(δ) := diamX F0(δ) + 1.
Proposition 6.1. There is an  > 0 and a collection of points gδ ∈ NA, xδ :=
[gδ] ∈ X indexed by δ ∈ F(S) such that
(1) If dδ ∈ Sxδ() for all δ ∈ F(S), then D = (dδ) is well-opposed and
Fk−1(Mδ(D)) ⊂ Sxδ for every δ ∈ F(S). Thus, for all x ∈ δ, we have
bD(x) ∈ Sxδ
(2) Let δ′, δ ∈ F(S) be such that δ′ ( δ. If b ∈ Sxδ′ and c ∈ Sxδ(), then b is
opposite to c and
Fk−1((Eb,c)∞) ⊂ Sxδ .
(3) For each vertex v ∈ F0(S) = X0, xv = v.
(4) For all δ ∈ F(S) and all v ∈ F0(δ), we have d(xδ, v) . σ(δ). Consequently,
if δ′ ⊂ δ, then
d(xδ′ , xδ) . σ(δ),
and
(30) d[Γ](xδ) . d[Γ](v) + σ(δ) . σ(δ).
(5) If δ′ ⊂ δ, then Sxδ′ ⊂ Sxδ .
Let Θ and mw : Θ → X∞ be as in the previous section. In order to prove
Proposition 6.1, we will need the following lemma, which describes the behavior of
mw on Sx()× Sy() for a particular pair of points x and y.
Lemma 6.2. There is an n0 ∈ N and an  > 0 such that S[n0]() ⊂ S[e], S[e]()×
S[n0]() ⊂ Θ, and for all w ∈W ,
(31) mw(S[n0]()× S[e]()) ⊂ S[e].
Furthermore, there is a D > 0 such that if φ ∈ C∞(S[e]()) and ψ ∈ C∞(S[n0]()),
then
(32) ‖(mw)∗(φ× ψ)‖e ≤ D‖φ‖e‖ψ‖e.
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Proof. By Lemma 5.4 and the fact that a generic chamber is opposite to z, there
are two opposite chambers b1 and b2 such that every chamber of (Eb1,b2)∞ is
opposite to z. For every n ∈ N , let cn = nz∗, so that S[n]() is a neighborhood of
cn. Let n1, n2 be such that bi = cni , let n = n
−1
1 n2, and let F = Ece,cn . Then
F∞ = n−11 (Eb1,b2)∞, so every chamber of F is opposite to z.
By Lemma 2.8, there is an element α ∈ A (indeed, a vector in the direction of the
barycenter of z) such that Fk−1(F∞) ⊂ S[α]( 12 ) and thus Fk−1(α−1F∞) ⊂ Se( 12 ).
We have
α−1F = Eα−1ce,α−1cn = Ece,cα−1nα ,
and we let n0 = α
−1nα.
For any w ∈W ,
mw(cn0 , ce) ∈ Fk−1(α−1F∞) ⊂ S[e](
1
2
).
In particular, cn0 ∈ S[e]( 12 ), so S[n0]( 12 ) ⊂ S[e]. By Lemma 6.2, S[e]()×S[n0]() ⊂ Θ
and (31) holds when  is sufficiently small. Since mw is a submersion, Lemma 2.1
implies that (32) holds for sufficiently small . 
Now we prove Proposition 6.1.
Proof of Proposition 6.1. Let n0 ∈ N and  > 0 be as in Lemma 6.2. Let α ∈ A
be the unit vector in the direction of the barycenter of z and let αt ⊂ A be the
one-parameter subgroup generated by α. By Lemma 2.9, there is a C > 1 such
that for all g, h ∈ NA and all t ≥ C(d(g, h) + 1),
(33) S[h] ⊂ S[gαt]().
Let C0 = C, and for i ≥ 1, let Ci = C(Ci−1 + 3). For each vertex v ∈ F0(δ),
let gv ∈ NA be an element such that [gv] = v. For each δ ∈ F(S) with dim δ ≥ 1,
choose a vertex v(δ) ∈ F0(δ) and, for d := dim δ, set
gδ := gv(δ)α
Cdσ(δ)n−10 .
We claim that this choice of gδ satisfies the desired properties. By definition, it
satisfies property 3.
We have d(gv(δ), gδ) ≤ Cdσ(δ) + 1 . σ(δ), so for an arbitrary vertex v of δ
d(gv, gδ) . d(gv, gv(δ)) + d(gv(δ), gδ) . σ(δ).
Thus property 4 holds.
To prove the remaining properties, we will show that for all δ′ ( δ,
(34) Sxδ′ ⊂ S[gδn0]() ⊂ Sxδ ;
Let d = dim δ, d′ = dim δ′. Then
d(gv(δ), gδ′) ≤ d(gv(δ), gv(δ′)) + Cd′σ(δ′) + 1 ≤ (Cd′ + 2)σ(δ).
Since d > d′, we have
C(d(gv(δ), gδ′) + 1) ≤ C(Cd′ + 3)σ(δ) ≤ Cdσ(δ);
and, as gv(δ)α
Cdσ(δ) = gδn0, (33) implies Sxδ′ ⊂ S[gδn0](). The second inclusion in
(34) follows from the fact that S[n0]() ⊂ S[e]. This proves property 5.
We prove properties 1 and 2 using (34). Let δ′, δ ∈ F(S) be such that δ′ ( δ
and let b ∈ Sxδ′ and c ∈ Sxδ() = S[gδ](). By (34), we have b ∈ S[gδn0](), so by
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Lemma 6.2, mw(b, c) ∈ Sxδ for all w ∈ W ; that is, Fk−1((Eb,c)∞) ⊂ Sxδ . This
proves property 2.
Property 1 follows by applying property 2 inductively. Suppose that dδ ∈ Sxδ()
for all δ ∈ F(S). We claim that Fk−1(Mδ(D)) ⊂ Sxδ for every δ ∈ F(S). Suppose
that the property holds for every simplex of dimension at most i; this is true by
hypothesis when i = 0.
Let δ ∈ F i+1(S) and let δ′ be a proper face of δ. Let b ∈ Fk−1(Mδ′(D)). By
induction, b ∈ Sxδ′ ; by property 2, b is opposite to dδ, and
Fk−1((Eb,dδ)∞) ⊂ Sxδ .
Therefore, D is well-opposed and
Fk−1(Mδ(D)) =
⋃
b∈Fk−1(M∂δ(D))
Fk−1((Eb,dδ)∞) ⊂ Sxδ ,
as desired. 
Finally, we construct R.
Definition 6.3. Let xδ, gδ, and  be as in Proposition 6.1. (In particular, suppose
that  satisfies Lemma 6.2.) Let
U := {(dδ)δ∈F(S) ∈ (Xop∞)F(S) | dδ ∈ Sxδ() for all δ ∈ F(S)}.
Choose a distribution function φ0 ∈ C∞(S[e]()) and let R = (rδ)δ∈F(S) ∈ U be
a random variable whose coordinates rδ ∈ Sxδ() are independent random variables
with distribution function gδφ0. By Proposition 6.1.1, R is well-opposed, and for
every δ ∈ F(S) and every x ∈ δ, we have bR(x) ∈ Sxδ .
Lemma 6.4. There is a c > 0 such that for every δ ∈ F(S) and every x ∈ δ,
(35) ‖φbR(x)‖xδ . exp(cσ(δ)).
Proof. We proceed by induction. If v ∈ S is a vertex, then xv = v and bR(v) = rv.
This is a smooth random chamber satisfying ‖φbR(v)‖v = ‖g−1v φrv‖e = ‖φ0‖e, so
‖φbR(v)‖v . 1.
Let , n0, and D be as in Lemma 6.2 so that for all w ∈ W , φ ∈ C∞(S[e]()),
and ψ ∈ C∞(S[n0]()), the push-forward (mw)∗(φ × ψ) is smooth and satisfies
‖(mw)∗(φ × ψ)‖e ≤ D‖φ‖e‖ψ‖e. Let δ ∈ F(S) and let i = dim δ. Suppose by
induction that there is a Ci−1 > 0 such that for any proper face λ ( δ and any
y ∈ λ,
(36) ‖φbR(y)‖xλ ≤ Ci−1 exp(Ci−1σ(λ)).
Let wδ : int δ →W be as in Lemma 5.5, and let t ∈ [0, 1), ψ ∈ ∂δ, and x = (t, ψ)δ ∈
int δ. Consider
g−1δ φbR(x) = g
−1
δ (mwδ(x))∗(φbR(ψ) × φrδ)
= (mwδ(x))∗(g
−1
δ φbR(ψ) × φ0).
Let λ be a proper face of δ that contains ψ. By (34),
g−1δ φbR(ψ) ∈ C∞(g−1δ Sxλ) ⊂ C∞(g−1δ S[gδn0]()) = C∞(S[n0]()).
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Let c be as in Lemma 2.11. By (32) and (36), there is a Ci > Ci−1 such that
‖φbR(x)‖xδ = ‖g−1δ φbR(x)‖e
≤ D‖g−1δ φbR(ψ)‖e · ‖φ0‖e
= D‖φbR(ψ)‖xδ · ‖φ0‖e
≤ D exp(cd(xδ, xλ))‖φbR(ψ)‖xλ · ‖φ0‖e
≤ DCi−1 exp(Ci−1σ(λ) + cd(xδ, xλ))‖φ0‖e
≤ Ci exp(Ciσ(δ)),
as desired. 
7. Random maps to X
In the previous sections, we constructed a random map PR : S → X∞, a family
of smooth random chambers bR(x), x ∈ S, and a (deterministic) function z : S → z
such that PR(x) = pibR(x)(z(x)). Now we will use PR to construct a random map
ΩR : S → X such that with high probability, most of the image of ΩR lies close to
[Γ].
Proposition 7.1. There are maps f : S → X and r : S → R such that if
(37) ΩD(x) := ef(x)(PD(x), r(x)),
then for all v ∈ F0(S) = X0, all well-opposed D, and all δ ∈ F(S), we have
ΩD(v) = v and
(38) Lip ΩD|δ . σ(δ).
Furthermore, there is a b > 0 such that for any x ∈ S,
(39) E[exp(bd[Γ](ΩR(x)))] . 1.
Proof. Let the points xδ be as in Proposition 6.1. For all v ∈ F0(S), let f(v) = v.
We define f inductively; for δ ∈ F i+1(S) and ψ ∈ ∂δ, let γ : [0, 1] → X be the
geodesic from xδ to f(ψ). Let
f((t, ψ)δ) =
{
xδ t ≤ 12
γψ(2t− 1) t ≥ 12 .
Since X is a CAT(0) space, this map is continuous, and
Lip f |δ . max{Lip f |∂δ,max
δ′⊂δ
d(xδ, xδ′)}.
By Proposition 6.1 and induction on i, this implies that there is a L > 0 such that
(40) Lip f |δ ≤ Lσ(δ).
Let R : S → R be the function
R(s) = d[Γ](f(s)) + log ‖φbR(s)‖f(s).
Let δ ∈ F(S) and let s ∈ δ. By (40), we have diam f(δ) . σ(δ). Since f(v) = v
for all v ∈ F0(S), this implies d[Γ](f(s)) . σ(δ). Combining this with Lemma 2.11
and Lemma 6.4, we get
R(s) . σ(δ) + d(xδ, f(s)) + log ‖φbR(s)‖xδ . σ(δ).
Let C0 > 0 be such that R(s) ≤ C0σ(δ) for all s ∈ δ.
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Let a > 0 be as in Lemma 2.11 and let b, b′ > 0 be as in Corollary 3.6. Let
C1 = 2b
′C0 + (a + 1)b′Lpi. We define r by induction. For v ∈ F0(S), let r(v) = 0.
Suppose by induction that i ≥ 1 and we have defined r on S(i−1). Let δ ∈ F i(S).
For r ∈ [0, 1], ψ ∈ ∂δ, define
r((t, ψ)δ) = min{b′C0σ(δ), r(ψ) + (1− t)C1σ(δ)}.
One can check that r((t, ψ)δ) = b
′C0σ(δ) for all t ≤ 12 and that Lip r|δ . σ(δ).
Let ΩD be as in (37). This satisfies ΩD(v) = v for all v ∈ F0(S) by definition.
We claim that Lip ΩD|δ . σ(δ) for all δ ∈ F(S). In order to show this, we first
show that there is a ρ > 0 such that for all D ∈ U , all δ ∈ F(S) and all s ∈ δ, we
have bD(s) ∈ Sf(s)(ρ).
We proceed by induction on dimension. Let ρ0 = 1; when v ∈ S(0), we have
bD(v) ∈ Sv() ⊂ Sv. Suppose that i ≥ 0 and that there is a ρi ≥ 1 such that
bD(s) ∈ Sf(s)(ρi) for all s ∈ S(i). Let δ ∈ F i+1(S) and let s = (t, ψ)δ. If t ≤ 12 ,
then f(s) = xδ, and by Lemma 6.4, bD(s) ∈ Sxδ .
Otherwise, t ≥ 12 , and f(s) lies on the geodesic from f(ψ) to xδ. Lemma 2.10
implies that it suffices to show that bD(s) lies in the shadows of f(ψ) and xδ. By
Lemma 5.5.3 and induction, we have
bD(s) = bD(ψ) ∈ Sf(ψ)(ρi),
and by Proposition 6.1.1, we have bD(s) ∈ Sxδ . It follows that there is a ρi+1 such
that bD(s) ∈ Sf(s)(ρi+1).
Thus, for all s ∈ S, we have bD(s) ∈ Sf(s)(ρk−1). By Lemma 3.4, for each
simplex δ ∈ F(S),
(41) Lip ΩD|δ . Lip(z|δ) max(r(δ)) + Lip(r|δ) + Lip(f |δ) . σ(δ).
It remains to prove (39). Let C2 = b
′max(d[Γ](X0)) + log ‖φ0‖l,2. We will show
that
(42) r(s) ≥ b′R(s)− C2
for all s ∈ S, then apply Corollary 3.6.
By construction, (42) holds when s is a vertex of S. Suppose that (42) holds
on ∂δ and let s = (t, ψ)δ. If r(s) = b
′C0σ(δ) (in particular, if t ≤ 12 ), then
r(s) = b′C0σ(δ) ≥ b′R(s), so (42) holds.
We thus suppose that t ≥ 12 and r(s) = r(ψ) + (1 − t)C1σ(δ). Then bR(s) =
bR(ψ), and by Lemma 2.11,
|R(s)−R(ψ)| ≤ d(f(s), f(ψ)) + ad(f(s), f(ψ))
≤ (a+ 1)Lσ(δ)d(s, ψ) ≤ (a+ 1)Lσ(δ)(1− t)pi ≤ C1
b′
σ(δ)(1− t).
By the inductive hypothesis, r(ψ) ≥ b′R(ψ)− C2, so
r(s) = r(ψ) + C1σ(δ)(1− t) ≥ b′R(ψ) + C1σ(δ)(1− t)− C2 ≥ b′R(s)− C2.
Thus (42) holds for all s ∈ S.
Let s ∈ S and let
y = ef(s)(PR(s), r(s) + b
′C2),
so that d(y,ΩR(s)) = b
′C2. By Corollary 3.6, we have E[exp(bd[Γ](y))] . 1, so
E[exp(bd[Γ](ΩR(s)))] ≤ ebb
′C2E[exp(bd[Γ](y))] . 1.
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
In the rest of this paper, we will use this construction to bound the filling func-
tions of Γ.
8. Bootstrapping: Proof of Theorems 1.1 and 1.3
In this section, we prove two of our main theorems, the exponential lower bound
on FVkΓ, and the quadratic bound on the Dehn function of lattices in higher-rank
semisimple Lie groups.
Both of these theorems use a Lipschitz extension theorem based on ΩR. We
can use ΩR to extend an L–Lipschitz map α : S
n−1 → X0 to a CL–Lipschitz
map β0 : D
n → X. This extension is made up of random flats, and by (39), it
typically lies logarithmically close to X0; by composing it with the retraction from
Theorem 2.5, we obtain a map β : Dn → X. The Lipschitz constant of the retraction
grows exponentially, so the volume of β is at most polynomial in L.
When n = 2, this gives a polynomial bound on the Dehn function of Γ, but
the degree depends on the constants in (39) and in Theorem 2.5. Nonetheless, we
can use this polynomial bound to prove a sharp bound. Instead of composing the
exponential retraction with β0 to get β, we cut out the parts of β0 that leave X0,
then use the polynomial filling inequality to fill in the resulting holes. The area
of the resulting filling is bounded in terms of an integral of a power of d[Γ] ◦ β0,
but (39) implies that any such integral is bounded. Since this uses the polynomial
bound to prove a sharp bound, we call this the bootstrapping argument.
The bootstrapping argument also lets us improve the super-polynomial bound
in Section 4. In Lemma 4.1, we constructed a sphere with large filling volume
using the exponential retraction. As above, we can use the polynomial Lipschitz
extension theorem instead of the exponential retraction to obtain a sharp bound.
First, we prove the Lipschitz extension theorem.
Recall that for all t > 0, we defined X(t) = d−1[Γ] ([0, t]) and log t = max{1, log t}.
We will prove the following proposition:
Proposition 8.1. There is an η > 0 such that if n < k = rank X, L ≥ 0, and
α : Sn−1 → X0 is an L–Lipschitz map, then there is an extension β0 : D = Dn →
X(η logL) with Lipβ0 . L. Furthermore, if b is as in Corollary 3.6, then
(43)
∫
Dn
ebd[Γ](β0(x)) dx . 1.
Proof. We apply a technique of Gromov to construct Lipschitz extensions out of
simplices [Gro96, 3.5.D].
When L < 1, the proposition follows from the fact that X is CAT(0). We
thus suppose that L ≥ 1; in fact, we may suppose that L = 2i − 1 for some
i ≥ 1. By applying a scaling and a homeomorphism, it suffices to show that if
In(L) = [−L,L]n and α : ∂In(L)→ X0 is a 1–Lipschitz map defined on the surface
of the cube, then there is an extension β0 : I
n(L) → X(η logL) with Lipβ0 . 1
such that
(44)
∫
In(L)
ebd[Γ](β0(x)) dx . Ln.
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Figure 4. A subdivision of [−2i + 1, 2i − 1] into dyadic squares
We first subdivide In(L) into dyadic cubes as in Figure 4; for each cube C, the
side length s(C) is a power of 2 such that for all x ∈ C,
1 ≤ s(C) ≈ d(x, ∂In(L)) + 1.
We barycentrically subdivide this complex into a simplicial complex τ and let
ι : F0(τ) → ∂In(L) be closest-point projection. If C is a cube and v ∈ C, we
have d(v, ι(v)) . s(C), and if v, w ∈ C are connected by an edge, then
d(ι(v), ι(w)) . s(C) + d(v, w) + s(C)
. s(C) ≈ d(v, w),
so ι is Lipschitz.
This lets us define a map on the (k − 1)–skeleton of τ . Let f : τ (k−1) → S =
∆
(k−1)
X0
be the simplicial map such that f(v) = α(ι(v)) for every v ∈ τ (0). This
map sends each simplex δ ∈ F(τ) of scale s(δ) to a simplex f(δ) of scale 1, so
Lip f |δ . s(δ)−1. Furthermore, the bound on Lip ι implies that σ(f(δ)) . s(δ) for
all δ ∈ F(τ).
By Proposition 7.1, for any D ∈ U and any δ ∈ F(τ) with dim δ > 0, we have
Lip(Ω(D) ◦ f |δ) ≤ Lip Ω(D)|f(δ) Lip f |δ . σ(f(δ))s(δ)−1 . 1.
Furthermore, if R ∈ U is the random variable constructed in Section 6, then
E[
∫
In(L)
exp(bd[Γ](Ω(R)(f(x)))) dx] =
∫
In(L)
E[exp(bd[Γ](Ω(R)(f(x))))] dx . Ln,
so there is a D0 ∈ U such that if g = Ω(D0) ◦ f ,∫
In(L)
exp(bd[Γ](g(x))) dx . Ln.
The map g need not agree with α on ∂In(L), but for any vertex v ∈ ∂In(L), we
have g(v) = (Ω(D) ◦ α ◦ ι)(v) = α(v). Every point in ∂In(L) is bounded distance
from a vertex, so since Lip g . 1, we have d(α(x), g(x)) . 1. Let γ : ∂In(L)×[0, 1]→
X be the straight-line homotopy from α to g. Since α and g are Lipschitz and are
a bounded distance apart, Lip γ . 1, and d[Γ] is bounded on the image of γ. Let
β0 be the concatenation of g and γ. Then Lipβ0 . 1 and β0 satisfies (44).
Finally, we check that there is an η > 0 such that β0(I
n(L)) ⊂ X(η logL). Let
M = maxx d[Γ](β0(x)) and let x0 ∈ In(L) be such that M = d[Γ](β0(x0)). Let B ⊂
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In(L) be the unit ball around x0; we have volB ≈ 1 and d[Γ](β0(x)) ≥M − Lipβ0
for all x ∈ B. Then∫
In(L)
exp(bd[Γ](β0(x))) dx ≥
∫
B
exp(bd[Γ](β0(x))) dx & ebM .
Combined with (44), this yields ebM . Ln and thus M . logL. 
By composing this with a retraction, we get an extension with image in X0.
Corollary 8.2. There is an m > 0 such that if n < k, L ≥ 1, and α : Sn−1 → X0
is a L–Lipschitz map, then there is an extension β : Dn → X0 with Lipβ . Lm.
Proof. By Proposition 8.1, α has an extension β0 : D → X(η logL) such that
Lipβ0 . L. Let ρ : X → X0 be as in Theorem 2.5. Then ρ ◦ β0 is an extension of
α with image in X0 and
Lip ρ ◦ β0 . ecη logLL . Lcη+1.

Using this bound, we can retract surfaces in X to surfaces in X0 with polynomial
bounds.
Lemma 8.3. Let n < k and let m be as in Corollary 8.2. Let t, L ≥ 1, Y = Sn(L)
or Dn(L) and let β : Y → X(t) be a 1–Lipschitz map. There is a map κ : Y → X0
such that
(1) Lipκ . tmn ,
(2) for all y ∈ β−1(X0), κ(y) = β(y),
(3) for all y ∈ Y , d(κ(y), β(y)) . tmn , and
(4) we have
(45) volκ .
∫
Y
(d[Γ](β(y)) + 1)
nmn dy.
Proof. We may suppose without loss of generality that L is a positive integer. Let
τ be a triangulation of Y such that the number of n-simplices is #Fn(τ) ≈ Ln
and each simplex is bilipschitz equivalent to the unit simplex. For instance, we can
identify Dn with the cube of side length L by a bilipschitz map, then take τ to be
a subdivision of the unit grid.
Let τ0 be the union of all of the closed cells of τ that intersect β
−1(X0). Let
ρ : X → X0 be the retraction from Theorem 2.5 and define κ = ρ ◦ β on τ0. In
particular, β(y) = κ(y) for all y ∈ β−1(X0). For each vertex v ∈ τ (0), let κ(v) be
the closest point in X0 to β(v). For each edge e = 〈v, w〉 ∈ F1(τ), either e ⊂ τ0, in
which case d(κ(v), κ(w)) . 1, or
d(κ(v), κ(w)) . d[Γ](β(v)) + d(v, w) + d[Γ](β(w)) . d[Γ](β(v)) + 1 ≤ t+ 1.
By Corollary 8.2, we can extend κ to τ (1) so that for each e ∈ F1(τ) and all
x ∈ e,
Lipκ|e . (d[Γ](β(x)) + 1)m.
Applying Corollary 8.2 inductively, we can extend κ to τ (i) so that for all i, all
δ ∈ F i(τ), and all x ∈ δ,
(46) Lipκ|δ . (d[Γ](β(x)) + 1)m
i
.
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This extension satisfies the desired conditions. By (46), we have Lipκ . tmn .
We constructed κ so that κ(y) = β(y) for all y ∈ β−1(X0). For any y ∈ Y , let
v ∈ τ (0) is a vertex such that d(v, y) . 1. Then
d(β(y), κ(y)) ≤ d(β(y), β(v)) + d(β(v), κ(v)) + d(κ(v), κ(y))
. 1 + d[Γ](β(v)) + tm
n . tmn .
Finally, by (46), we have
volκ .
∑
δ∈Fn(τ)
(d([Γ], β(δ)) + 1)nm
n ≈
∫
Y
(d[Γ](β(y)) + 1)
nmn dy,
as desired. 
The proof of Lemma 8.3 uses Proposition 8.1, but we can also use Lemma 8.3, to
improve Proposition 8.1 and prove sharp bounds on the Dehn functions of higher-
rank lattices.
Proof of Theorem 1.1. Since Γ is not hyperbolic, we have δΓ(L) & L2 for all L ≥ 1.
It thus suffices to show that δX0(L) . L2 for all L ≥ 1.
Let α : S1 → X0 be a closed curve of length L, parametrized with constant speed
and let β0 be an extension as in Proposition 8.1. By rescaling, we may view β0 as
a 1–Lipschitz map β0 : D = D
2(L) → X(η logL) such that ∫
D
ebd[Γ](β0(y)) dy . L2
(see (44)). By Lemma 8.3, there is a map κ : D → X0 such that κ extends α and
areaκ .
∫
D
(1 + d[Γ](β0(y)))
2mn dy .
∫
D
ebd[Γ](β0(y)) dy . L2.

Remark. Note that, though the area of κ is quadratic in L, its Lipschitz constant
could be much larger than L. It is an open question whether X0 is Lipschitz 1–
connected. Lipschitz 1–connectedness implies a quadratic Dehn function. It is not
known whether the converse is always true, but Lipschitz 1–connectedness for some
solvable groups with quadratic Dehn functions is proved in [Coh16]
8.1. Proof of Thm. 1.3. Combining Lemma 8.3 with Lemma 4.1 leads to expo-
nential lower bounds on the k-dimensional filling functions of irreducible lattices in
semisimple groups of R-rank k. As it is known that filling functions of lattices are
at most exponential, these bounds are sharp [Gro93, 5.A7][Leu04].
Theorem 8.4. There is an c > 0 such that for every sufficiently large L ≥ 2, there
is a sphere κ : Sk−1 → X0 such that volk−1 κ ≈ Lk−1 and
δk−1X0 (κ) ≥ FVkX0(JκK) & ecL.
Consequently,
FVkΓ(V ) & ecV
1
k−1
and
δk−1Γ (V ) & ecV
1
k−1
.
Proof. The sphere α : Sk−1 → X(η logL) constructed in Lemma 4.1 is a round
sphere of radius cL lying in a flat, and there is an ω > 0 such that
FVkX(L/4)(JαK) & eωL.
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Let α′ : Sk−1(L) → X(η logL) be a rescaling of α and let κ : Y = Sk−1(L) → X0
be the result of applying Lemma 8.3 to α′. Then
volκ .
∫
Y
(1 + d[Γ](α
′(y)))(k−1)m
k−1
dy
.
∫
Y
ebd[Γ](α
′(y)) dy
= Lk−1
∫
Sk−1
ebd[Γ](α(y)) dy . Lk−1.
We claim that FVkX0(JκK) & eωL.
By Lemma 8.3.3, we have
w := sup
y∈Y
d(α′(y), κ(y)) . (η logL)mk .
Let r0 = supy∈X0 d[Γ](y) and let H : S
k−1(L)× [0, 1]→ X(r0 + w) be the straight-
line homotopy from α′ to κ. Then
LipH . max{Lipα′,Lipκ,w} . (η logL)mk ,
and volkH . Lk−1(η logL)kmk . This is asymptotically smaller than eωL, so if L is
sufficiently large, we may assume that
volkH ≤ FV
k
X(L/4)(JαK)
2
and X(r0 + w) ⊂ X(L/4). If so, then
FVkX0(JκK) ≥ FVkX(L/4)(JαK)− volkH & eωL.

9. Additional tools from geometric measure theory
The remainder of this paper is devoted to proving sharp polynomial bounds for
the higher-dimensional filling volume functions of lattices. This will require some
additional tools from geometric measure theory, because the geometry of fillings
is more complicated in higher dimensions. In low dimensions, one can extend a
closed curve to a disc using a dyadic partition of the square as in Figure 4 and
Proposition 8.1. In higher dimensions, however, the geometry and topology of an
efficient filling of a cycle depend on the cycle. In this section, we introduce some
concepts and theorems from geometric measure theory that will help us to construct
the desired fillings.
9.1. Quasiconformal complexes and simplicial approximations. We define
a Riemannian simplicial complex to be a simplicial complex in which each simplex
has the metric of a Riemannian manifold with corners and each gluing map is a
Riemannian isometry. The standard metric on a simplex is the metric of the unit
Euclidean simplex, and the standard metric on a simplicial complex is the path
metric such that each simplex is isometric to a standard simplex. A Riemannian
simplicial complex Σ is a quasiconformal complex or QC complex if there is a c
(called the QC constant of Σ) and a scale function s : F(Σ) → R on the faces of
Σ such that the Riemannian metric on each d–simplex δ is c–bilipschitz equivalent
to the standard metric scaled by a factor of s(δ). In particular, diam δ ≈ s(δ). We
further require that if δ, δ′ ∈ F(Σ) and δ ∩ δ′ 6= ∅, then s(δ) ≈ s(δ′). (This is a
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slightly stronger condition than the definition in [You14], which did not impose a
condition on adjacent simplices.)
The Federer-Fleming deformation theorem [FF60] approximates Lipschitz cycles
and chains by cellular cycles and chains. For any Z ⊂ Y , let nbhd(Z) be the union
of all of the closed cells of Y that intersect Z. We first recall a version of the
approximation theorem proved in [ECH+92]. We use the definitions of mass etc.
given in Section 2.4.
Theorem 9.1 ([ECH+92, 10.3]). Let Σ be a finite-dimensional QC complex with
scale function s : F(Σ)→ R. There is a constant c depending on dim Σ and the QC
constant of Σ such that if a ∈ CLipk (Σ) is a Lipschitz k–chain and ∂a ∈ Ccellk−1(Σ),
then there are P (a) ∈ Ccellk (Y ) and Q(a) ∈ CLipk+1(Y ) such that:
(1) ∂a = ∂P (a),
(2) ∂Q(a) = a− P (a),
(3) massP (a) ≤ c ·mass(a),
(4) if s(δ) ≤ s0 for all δ ∈ F(nbhd(supp a)), then massQ(a) ≤ cs0 ·mass(a),
(5) suppP (a) ∪ suppQ(a) ⊂ nbhd(supp a),
(6) if Z ⊂ Y , then
(47) massZ P (a) =
∫
P (a)
1Z dz ≤ C massnbhd(Z) a.
The proof of this theorem is essentially the same as the argument in Chapter 10.3
of [ECH+92], so we provide only a sketch of the argument.
Sketch of proof. Let d = dim Σ. As in Chapter 10.3 of [ECH+92], we construct
P (a) by constructing a sequence of locally Lipschitz maps Pi : Σ
(d−i) → Σ(d−i),
i = 0, . . . , d − n − 1. On each simplex δ, the map Pi sends a small ball Bδ ⊂ δ
homeomorphically to int δ and sends the rest of δ to ∂δ. Epstein, et al. show that
by choosing the Bδ carefully (i.e., to avoid supp a), we can ensure that Pi fixes
Σ(d−i−1) pointwise, that (Pi ◦ · · · ◦ P1)(supp a) ⊂ Σ(d−i−1), and that
(48) mass(Pi ◦ · · · ◦ P0)](a) . mass a
for all i. The argument in [ECH+92] is stated for simplicial complexes formed from
unit simplices, but by a scaling argument, it remains true for QC complexes.
The image p = (Pd−n−1 ◦ · · · ◦ P0)](a) is then a Lipschitz n–chain in Σ(n) with
cellular boundary. The degree of this chain on each n–cell is well-defined, and we
let P (a) be the cellular n–chain whose coefficient on δ is the degree of p on δ. Then
∂P (a) = ∂p = ∂a and
massP (a) ≤ mass p . mass a.
The bound (47) follows from a local version of (48). Roughly speaking, for any
δ ∈ Fδ, the map Pi ◦ · · · ◦ P0 expands the part of a that lies in int δ by at most a
constant factor. To state this rigorously, let
Di(x) = lim sup
→0
Lip(Pi ◦ · · · ◦ P0|Bx()),
so that
mass(Pi ◦ · · · ◦ P0)](a) .
∫
a
Di(x)
n dx.
Then ∫
a
Di(x)
n1int δ(x) dx . massint δ a.
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If Z ⊂ Y , then (Pd−n−1 ◦ · · · ◦ P0)−1(Z) ⊂ nbhd(Z), so
massZ P (a) ≤ massZ p
.
∑
δ∈F(nbhd(Z))
∫
a
Di(x)
n1int δ(x) dx
. massnbhd(Z) a.

We can also approximate chains with non-cellular boundaries, but the mass of
the approximation depends on the boundary of the chain.
Corollary 9.2. For a ∈ CLipn (Σ), let P¯ (a) = P (a−Q(∂a)) ∈ Ccelln (Σ) and R¯(a) =
Q(∂a) ∈ CLipn (Σ). If s0 = sup{s(δ) | δ ⊂ nbhd(supp ∂a)}, then
mass P¯ (a) . mass a+ s0 mass ∂a,
mass R¯(a) . s0 mass ∂a.
Furthermore,
∂P¯ (a) = ∂(a−Q(∂a)) = P (∂a)
and thus
∂a = ∂P¯ (a) + ∂R¯(a).
We think of P¯ (a) as a cellular approximation of a and R¯(a) as an annulus
connecting the boundaries of a and P¯ (a). In fact, by making more careful estimates,
one can construct approximations of a with mass bounds independent of the mass
of ∂a; see [Whi99]. For our purposes, the estimates in Corollary 9.2 will suffice.
9.2. Approximating spaces with finite Assouad-Nagata dimension. The
above theorems are particularly useful when working with metric spaces with fi-
nite Assouad–Nagata dimension, because such spaces can be approximated by QC
complexes.
Definition 9.3. Let Y be a metric space and suppose that D, s > 0. A D–bounded
covering of Y is a collection B = (Bi)i∈I of subsets of Y such that diamBi ≤ D for
all i ∈ I. The s–multiplicity of B is the smallest integer n such that each subset
U ⊂ Y with diamU ≤ s meets at most n elements of B.
The Assouad–Nagata dimension dimAN Y of Y is the smallest integer n such
that there exists c > 0 such that for all s > 0, Y has a cs–bounded covering with
s–multiplicity at most n+ 1.
Note that if Z ⊂ Y , then dimAN Z ≤ dimAN Y , since any cover of Y can be
intersected with Z to obtain a cover of Z with the same diameter and multiplicity
bounds.
Importantly, symmetric spaces of noncompact type have finite Assouad–Nagata
dimension.
Theorem 9.4 ([LS05]). Any symmetric space X of noncompact type satisfies
dimANX <∞.
The following lemmas, which are based on the constructions used by Lang and
Schlichenmaier to prove Theorem 1.5 of [LS05], approximate a metric space with
finite Assouad–Nagata dimension by a QC complex.
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Lemma 9.5. If Y is a space with Assouad–Nagata dimension n, then there are
a > 0 and 0 < b < 1 (depending on n and the constant c in Definition 9.3) with
the following property. Suppose that w : Y → [0,∞) is a 1–Lipschitz function and
let Y>0 = w
−1((0,∞)). There is a cover B = (Bi)i∈I of Y>0 such that
(1) For all i ∈ I we have diamBi ≤ a inf w(Bi).
(2) If U ⊂ Y is a set such that diamU ≤ b inf w(U), then U meets at most
2(n+ 1) members of B.
Proof. Let c be as in Definition 9.3. For each j ∈ Z, let Rj = w−1([2j , 2j+1)) and
let Aj = (Aji )i∈Ij be a c2j–bounded covering of Rj with 2j–multiplicity at most
n+ 1. Let B = ⋃j Aj and let I = ⊔j Ij . For all i ∈ Ij , we have diamAji ≤ c2j and
inf w(Aji ) ≥ 2j , so we have diamBi ≤ c inf w(Bi) for all i ∈ I.
Let b = 12 . Let U ⊂ Y be a set such that diamU ≤ b inf w(U) and let j ∈ Z be
such that inf w(U) ∈ [2j , 2j+1). Then w(U) ⊂ [2j , 2j+2), so U ⊂ Rj ∪ Rj+1. Since
diamU < 2j , at most 2(n+ 1) elements of Aj ∪ Aj+1 meet U . 
Given such a cover, we can construct a simplicial complex Σ equipped with a
Lipschitz map g : Y>0 → Σ. The following lemma restates part of the proof of
Theorem 5.2 of [LS05]. There are no new ideas in the proof; the main changes
are in terminology (i.e., QC complexes) and in the hypothesis that Y is a path
metric space, which is necessary to prove that g is Lipschitz. For U ⊂ Y , let
Nr(U) = {y ∈ Y | d(y, U) < r) be the r–neighborhood of U .
Lemma 9.6. Let Y be a path metric space, let n = dimAN(Y ), and suppose that
B = (Bi)i∈I is a cover satisfying Lemma 9.5. For each i ∈ I, let si = inf w(Bi).
There is an 0 <  < 12 depending on a and b such that if Ci = Nsi(Bi) for all i
and Σ is the nerve of C = (Ci)i∈I with vertex set I, then dim Σ ≤ 2n+ 1 and there
is a QC-complex structure on Σ with scale function sΣ : F(Σ)→ R,
(49) sΣ(δ) = min
i∈F0(δ)
si
and a map g : Y>0 → Σ such that Lip g .n 1 and g satisfies the following properties:
(1) For all x ∈ Y>0, let Ix = {i ∈ I | x ∈ Ci}. Then, for all x ∈ Y>0,
(50) g(x) ∈ 〈Ix〉,
where 〈Ix〉 denotes the simplex with vertex set Ix.
(2) For all i ∈ I
(51) diamCi . inf w(Ci) ≈ supw(Ci) ≈ si.
Proof. Implicit constants in this proof will all depend on n, a, and b. Let  =
b
2(b+1) <
1
2 . Let Σ be the nerve of C as above and let r : Σ → (0,∞) be the map
that is linear on each simplex of Σ and such that r(i) = si for all i ∈ I. We give Σ
the Riemannian metric obtained by rescaling the standard metric by the conformal
factor r.
We first show that (51) holds. Let i ∈ I and let x ∈ Ci. Then on one hand,
d(x,Bi) <
si
2 , so w(x) ≥ si−d(x,Bi) ≥ si2 . On the other hand, diamCi ≤ (2+a)si,
and w(x) ≤ si + diamCi ≤ (2 + a + 1)si; i.e., si ≈ w(x). Since this holds for all
x ∈ Ci, this implies (51).
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Let δ ∈ F(Σ). Since Σ is the nerve of {Ci}, there is an x ∈ Y>0 such that
F0(δ) ⊂ Ix. Then for all y ∈ δ,
w(x) ≈ min
i∈Ix
si ≤ r(y) ≤ max
i∈Ix
si ≈ w(x).
Since sΣ(δ) = mini∈Ix si, this implies that δ is quasiconformally equivalent to a
standard simplex of diameter sΣ(δ).
Next, we bound the dimension of Σ. Suppose that x ∈ Y>0. For each i ∈ Ix, let
xi ∈ Bi be a point such that d(x, xi) < si, and let Zx = {xi | i ∈ Ix}; then
diamZx ≤ 2 sup
i∈Ix
si ≤ 2(diamZx + inf w(Zx))
and thus diamZx ≤ b inf w(Zx). By Lemma 9.5, Zx meets at most 2n+ 2 members
of B, so |Ix| ≤ 2n+ 2. This holds for all x, so dim Σ ≤ 2n+ 1.
We construct g : Y>0 → Σ by identifying Σ with a subset of the Hilbert space
`2(I). For each simplex δ ∈ F(Σ), let Lδ ⊂ `2(F0(δ)) ⊂ `2(I) be the set of
non-negative functions f such that
∑
i f(i) = 1. Each of the Lδ is isometric to
a standard simplex rescaled by a factor of
√
2, and the path metric on the set
LΣ =
⋃
δ∈F(Σ) is isometric (up to a constant scaling) to the standard metric on Σ.
We thus parametrize Σ by a map J : LΣ → Σ such that J(Li) = i for all i. For all
δ ∈ F(Σ), we have LipJ |Lδ . sΣ(δ).
For each i, define
σi(x) = max{0, si − d(x,Bi)}.
Let σ¯ =
∑
i σi. Note that suppσi ⊂ Ci for all i. Define a map g0 : Y>0 → `2(I) by
letting
g0(x) =
(
σi(x)
σ¯(x)
)
i∈I
for all x ∈ Y>0. We have supp g0(x) ⊂ Ix, so the image of this map lies in LΣ, and
if g = J ◦ g0, then g satisfies (50).
Finally, we claim that g is Lipschitz. Since Y is a path metric space, it suffices
to prove this locally, i.e., that Lip g|Ci . 1 for all i ∈ I. Let x, y ∈ Ci and let
S, T ∈ F(Σ) be the minimal simplices containing g(x) and g(y) respectively. Since
S and T intersect, there is a v ∈ LS∩T such that
‖g0(x)− v‖2 + ‖g0(y)− v‖2 . ‖g0(x)− g0(y)‖2.
Since Lip J |LS ≈ Lip J |LT ≈ si, this implies
d(g(x), g(y)) . ‖g0(x)− g0(y)‖2si.
We thus proceed as in [LS05, (5.13)]. The points g0(x) and g0(y) differ in at
most 4n+ 4 coordinates, and for each such coordinate k, we have∣∣∣∣σk(x)σ¯(x) − σk(y)σ¯(y)
∣∣∣∣ ≤ ∣∣∣∣σk(x)σ¯(x) − σk(y)σ¯(x)
∣∣∣∣+ ∣∣∣∣σk(y)σ¯(x) − σk(y)σ¯(y)
∣∣∣∣
≤ 1
σ¯(x)
(|σk(x)− σk(y)|+ |σ¯(x)− σ¯(y)|)
≤ (4n+ 5)d(x, y)
σ¯(x)
.
Let j ∈ I be such that x ∈ Bj . Then
σ¯(x) ≥ σj(x) = sj ≈ si,
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so
d(g(x), g(y)) . ‖g0(x)− g0(y)‖2si ≤ (4n+ 5)d(x, y)
sj
si ≈ d(x, y),
as desired. 
10. Euclidean filling functions below the rank
10.1. Filling with random flats. In this section, we prove that the filling volume
functions of Γ satisfy polynomial bounds below the rank. The proof is similar to
the proof of Theorem 1.1: First, we construct a filling from pieces of random
apartments using ΩR. This filling leaves the thick part of Γ\X, so we use the
polynomial extension theorem, Corollary 8.2, to replace the parts of the random
filling that leave the thick part. Since the bulk of the random filling lies in the thick
part, we obtain a sharp estimate of the filling volume.
Let w : X → R be the function w(x) = d[Γ](x) + 1. This is 1–Lipschitz, and we
use Lemmas 9.5 and 9.6 to construct a QC complex Σ approximating X and a map
g : X → Σ. Let U ⊂ (Xop∞)F(S) be as in Proposition 6.1. We start by constructing
a family of maps fD : Σ
(k−1) → X, parametrized by an element D ∈ U , such that
fD is a coarse inverse of g for all D.
Lemma 10.1. For any D ∈ U , there is a map fD : Σ→ X such that:
(1) Lip fD . 1,
(2) for all x ∈ X0, d(x, fD(g(x))) . 1,
(3) if R ∈ U is the random variable constructed in Section 6 and if b > 0 is as
in Corollary 3.6, then for all y ∈ Σ(k−1),
(52) E[exp(bd[Γ](fR(y)))] . 1.
Proof. As in Lemma 9.6, for each i ∈ I, let si = inf w(Bi), and let sΣ(δ) =
mini∈F0(δ) si be the scale function of Σ. By the lemma, we have
diamCi . si ≈ inf w(Ci) ≈ supw(Ci),
and if i and i′ are adjacent, then si ≈ si′ .
For each i ∈ I, let ci be the corresponding vertex of Σ, and for each x ∈ X0, let
cx be the corresponding vertex of S. For each i ∈ I, we have d(X0, Ci) ≤ inf w(Ci).
We choose a point r(i) ∈ X0 such that d(r(i), Ci) ≤ inf w(Ci) ≈ si. If i, i′ ∈ F0(Σ)
are adjacent, then Ci and Ci′ intersect, so
(53) d(r(i), r(i′)) . si + diamCi + diamCi′ + si′ ≈ si.
Let ι : Σ(k−1) → S be the simplicial map such that ι(ci) = cr(i) for all i ∈ I, and for
all D ∈ U , let fD|Σ(k−1) = ΩD ◦ ι. For every i ∈ I, we have fD(ci) = ΩD(ι(ci)) =
r(i).
For every δ ∈ F(Σ), the map ι sends δ to a simplex of S with σ(ι(δ)) . sΣ(δ), so
by Proposition 7.1, we have Lip fD|Σ(k−1) . 1. Since X is CAT(0) and dim Σ <∞,
we can extend fD to all of Σ so that Lip fD . 1.
This satisfies (52), and it remains to prove that d(x, fD(g(x))) . 1 for all x ∈ X0.
Let x ∈ X0 and let i ∈ I be such that x ∈ Ci. By Lemma 9.6, d(g(x), ci) . si . 1,
and
d(x, fD(ci)) = d(x, r(i)) ≤ diamCi + d(r(i), Ci) . si . 1.
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Consequently,
d(x, fD(g(x))) ≤ d(x, fD(ci)) + d(fD(ci), fD(g(x)))
≤ d(x, fD(ci)) + Lip(fD)d(g(x), ci) . 1.

We use this lemma and the results in Section 9 to prove the following proposition.
Proposition 10.2. If n ≤ k−1, β is a Lipschitz n–chain in X such that supp ∂β ⊂
X0, and M = massβ + mass ∂β, then there is a Lipschitz n–chain γ ∈ CLipn (X)
such that ∂β = ∂γ, mass γ .M , and
(54)
∫
γ
ebd[Γ](x) dx .M,
where b is as in Corollary 3.6.
Proof. Let Σ0 = nbhd(g(X0)). Since w is bounded on X0, Σ0 is a subcomplex
consisting of simplices with bounded diameter; let s0 be such that s(δ) < s0 for
every simplex δ ∈ F(Σ0). Note that for any D ∈ U and any x ∈ Σ0, we have
d[Γ](fD(x)) . s0 + 1 . 1.
Let P¯ and R¯ be as in Corollary 9.2. For D ∈ U , let h : X0 × [0, 1] → X be the
straight-line homotopy from fD ◦ g|X0 to idX0 , and let
γ1 = γ1(D) = (fD)](P¯ (g](β)))
γ2 = γ2(D) = (fD)](R¯(g](β)))
γ3 = γ3(D) = h](∂β × [0, 1]).
Let γ(D) = γ1(D) + γ2(D) + γ3(D). Then
∂γ(D) = (fD)](∂P¯ (g](β)) + ∂R¯(g](β))) + (∂β − (fD ◦ g)](∂β))
= (fD)](∂g](β)) + ∂β − (fD ◦ g)](∂β)
= ∂β.
By Lemma 10.1 and Lemma 9.6, fD, g, and h are Lipschitz. Corollary 9.2 implies
that mass γi . massβ + s0 mass ∂β . M for i = 1, 2, 3. We claim that there is a
D0 ∈ U such that
(55)
∫
γi(D0)
ebd[Γ](x) dx .M.
Let R ∈ U be the random variable constructed in Section 6. By Lemma 10.1,
E
[∫
γ1
ebd[Γ](x) dx
]
≤ E
[
(Lip fR)
n
∫
P¯ (g](β))
ebd[Γ](fR(y)) dy
]
.
∫
P¯ (g](β))
E[ebd[Γ](fR(y))] dy] .M.
Consequently, there is a D0 ∈ U that satisfies (55) for i = 1.
For any D ∈ U , the two chains γ2 and γ3 are both supported on bounded
neighborhoods of X0. For γ2, this follows from the fact that g(supp ∂β) ⊂ g(X0)
and thus supp R¯(g](β)) ⊂ Σ0. For γ3, this follows from the fact that the image of
h lies in a bounded neighborhood of X0. Thus, (55) is satisfied for i = 2, 3 as well.
Consequently, γ = γ(D0) satisfies the lemma. 
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Proposition 10.2 produces a filling γ such that only an exponentially small frac-
tion of γ lies outside X(t). We use techniques similar to those of Lemma 8.3 to
retract those parts of γ to X0.
Proposition 10.3. Let m > 0 be as in Corollary 8.2. Let n ≤ k − 1 and let γ be
a Lipschitz n–chain in X such that supp ∂γ ⊂ X0. There is a Lipschitz n–chain
ψ ∈ CLipn (X0) such that ∂ψ = ∂γ and
(56) massψ . mass ∂γ +
∫
γ
(d[Γ](x) + 1)
nmn dx.
Proof. Let τ be a finite-dimensional simplicial complex with the standard metric
that is quasi-isometric to X by Lipschitz maps a : X → τ , z : τ → X. We construct
such a τ by taking w ≡ 1 in Lemma 9.6. (One can take τ to be a triangulation of
X and a and z to be the identity map, but constructing a triangulation with the
necessary metric properties requires some technical sophistication; see [BDG17].)
We construct a map q : τ → X inductively. First, we define q on τ (k−1). Let
ρ : X → X0 be the closest-point projection, as in Theorem 2.5 and define q(v) =
ρ(z(v)) for every vertex v ∈ τ (0). If 0 < i ≤ k − 1 and we have defined q on τ (i−1),
we extend q to τ (i) by using Corollary 8.2 to extend q to each i–simplex. This
ensures that q(τ (k−1)) ⊂ X0.
The Lipschitz constant of q grows polynomially with distance to X0. For any
two adjacent vertices v and v′ ∈ τ (0), we have
d(q(v), q(v′)) ≤ d[Γ](z(v)) + d(z(v), z(v′)) + d[Γ](z(v′)) . d[Γ](z(v)) + 1,
Each time we apply Corollary 8.2, the Lipschitz constant is raised to the power of
m, so for each simplex δ ∈ F i(τ) with i ≤ k − 1,
(57) Lip q|δ . (min d[Γ](z(δ)) + 1)m
i
.
Consequently, Lip q|nbhd(a(X0))(k−1) . 1.
For i > k − 1, if q is defined on τ (i−1), we extend q to τ (i) by geodesic coning.
That is, for each simplex δ ∈ F i(τ) with barycenter cδ, we choose a vertex v ∈ δ,
then define q on δ so that q(cδ) = q(v) and so that for any w ∈ ∂δ, q sends the
line segment between cδ and w to the geodesic from q(v) to q(w). Note that this
geodesic need not be contained in X0.
The Lipschitz constant of q is large on parts of τ that lie far from Γ, but
Lip q|nbhd(a(X0)) . 1 and thus Lip(q ◦ a|X0) . 1. In fact, q|nbhd(a(X0)) is a Lip-
schitz quasi-inverse to a|X0 , so if h : X0 × [0, 1]→ X is the straight-line homotopy
from q ◦ a|X0 to idX0 , then Liph . 1.
As in Proposition 10.2, let ψ1 = q](P¯ (a](γ))), ψ2 = q](R¯(a](γ))), ψ3 = h](∂γ ×
[0, 1]). Let ψ = ρ](ψ1 + ψ2 + ψ3); as before, ∂ψ = ∂γ.
We claim that ψ satisfies (56). Since a, z, and h are Lipschitz, we have massψ2 .
mass ∂γ and massψ3 . mass ∂γ. Furthermore, suppψ2 ∪ suppψ3 is contained in a
bounded neighborhood of X0, so mass ρ](ψ2 + ψ3) . mass ∂γ.
It remains to bound mass ρ](ψ1). Since P¯ (a](γ)) is a cellular n–chain, we have
suppψ1 ⊂ q(τ (k−1)) ⊂ X0, so ρ](ψ1) = ψ1.
For i ∈ N, let Zi = {w ∈ τ | d[Γ](z(w)) ∈ [i−1, i]} and let Yi = nbhd(Zi). For all
y ∈ τ , let χ(y) = ∑i 1Yi(y) be the number of Yi’s that y is contained in; since z is
Lipschitz, only boundedly many of the Zi’s intersect any simplex of τ , so χ(y) ≈ 1
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for all y. We have d[Γ](z(y)) + 1 ≈ i for all y ∈ Yi, so for any n–chain λ ∈ CLipn (τ)
and any C > 0,
(58)
∫
λ
(d[Γ](z(y)) + 1)
C dy .
∞∑
i=1
iC massZi(λ) ≤
∞∑
i=1
iC massYi(λ)
≈C
∫
λ
(d[Γ](z(y)) + 1)
Cχ(y) dy ≈C
∫
λ
(d[Γ](z(y)) + 1)
C dy.
That is,
(59)
∫
λ
(d[Γ](z(y)) + 1)
C dy ≈C
∞∑
i=1
iC massZi(λ) ≈C
∞∑
i=1
iC massYi(λ).
Letting C = nmn and letting F (y) = (d[Γ](z(y)) + 1)
C , we find
massψ1
(57)
.
∫
P¯ (a](γ))
F (y) dy
(59)≈
∞∑
i=1
iC massZi P¯ (a]γ)
(47)
.
∞∑
i=1
iC massYi(a](γ)−Q(a](∂γ)))
(59)
.
∫
a](γ)
F (y) dy +
∫
Q(a](∂γ))
F (y) dy.
Then∫
a](γ)
F (y) dy ≤ (Lip a)n
∫
γ
(1 + d[Γ](z(a(x))))
C dx .
∫
γ
(1 + d[Γ](x))
C dx.
To bound the second term, note that suppQ(a](∂γ)) ⊂ nbhd(a(X0)) and
max d[Γ](z(a(X0))) . 1,
so ∫
Q(a](∂γ))
F (y) dy . massQ(a](∂γ)) . mass ∂γ.
Combining the estimates on ψ1, ψ2, and ψ3, we obtain (56). 
10.2. Sharp bounds: Proof of Theorem 1.2 and Theorem 1.4. Finally, we
use the results in the previous section to prove sharp bounds on higher-order fill-
ing invariants of irreducible lattices. These invariants are at least Euclidean in
dimensions below the rank.
Theorem 10.4. Let Γ be an irreducible, non-uniform lattice in a semisimple Lie
group G acting on a symmetric space X = G/K of rank k. Then the filling invari-
ants of dimension less than k have Euclidean lower bounds:
FVnΓ(V ) & V
n
n−1 if 2 ≤ n < k,
δn−1Γ (V ) & V
n
n−1 if 2 ≤ n < k.
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Proof. A theorem of Mostow asserts that there are many closed maximal flats in
X\Γ. (See [Mos73], Lemma 8.3, 8.3′) Pick one such flat and its universal cover
F in X0. Then the restriction of the orthogonal projection pi : X → F to X0 is
1-Lipschitz, and the claim follows from the solution of the Euclidean isoperimetric
problem in F . 
Our results prove that these bounds are sharp.
Theorem 10.5. Let 2 ≤ n < k = rankX and let α ∈ CLipn−1(X0) be an (n−1)–cycle.
Then
FVX0(α) . massα+ FVX(α) . (massα)
n
n−1 .
It follows that FVnΓ(V ) . V
n
n−1 and that X0 is undistorted up to dimension k − 1.
Proof. Let  > 0 and let β ∈ CLipn (X) such that ∂β = α and massβ ≤ FVX(α) + .
By Proposition 10.2 and Proposition 10.3, there are chains γ ∈ CLipn (X) and ψ ∈
CLipn (X0) such that ∂β = ∂γ = ∂ψ and
massψ . mass(∂γ) +
∫
γ
(d[Γ](x) + 1)
nmn dx
. mass(∂β) +
∫
γ
exp bd[Γ](x) dx
. massα+ FVX(α) + .
Then FVX0(α) ≤ massψ. Letting  go to zero, we have FVX0(α) ≤ massα +
FVX(α), and by Theorem 2.12, FVX(α) . (massα)
n
n−1 . 
This implies Theorem 1.2. The only remaining thing to prove is that X0 is
distorted in dimension k, which is a direct consequence of Theorem 1.3.
References
[AB08] P. Abramenko and K. S. Brown, Buildings, Graduate Texts in Mathematics, vol. 248,
Springer, New York, 2008, Theory and applications. MR 2439729
[ABD+13] A. Abrams, N. Brady, P. Dani, M. Duchin, and R. Young, Pushing fillings in right-
angled Artin groups, J. Lond. Math. Soc. (2) 87 (2013), no. 3, 663–688. MR 3073670
[ABDY13] A. Abrams, N. Brady, P. Dani, and R. Young, Homological and homotopical Dehn
functions are different, Proc. Natl. Acad. Sci. USA 110 (2013), no. 48, 19206–19212.
MR 3153947
[AGP12] J. S. Athreya, A. Ghosh, and A. Prasad, Ultrametric logarithm laws, II, Monatsh.
Math. 167 (2012), no. 3-4, 333–356. MR 2961287
[AWP99] J. M. Alonso, X. Wang, and S. J. Pride, Higher-dimensional isoperimetric (or Dehn)
functions of groups, J. Group Theory 2 (1999), no. 1, 81–112. MR MR1670329
(2000e:20113)
[BBFS09] N. Brady, M. R. Bridson, M. Forester, and K. Shankar, Snowflake groups, Perron-
Frobenius eigenvalues and isoperimetric spectra, Geom. Topol. 13 (2009), no. 1, 141–
187. MR 2469516 (2010a:20090)
[BDG17] J.-D. Boissonnat, R. Dyer, and A. Ghosh, Delaunay triangulation of manifolds, Foun-
dations of Computational Mathematics (2017), 1–33.
[BEW13] M. Bestvina, A. Eskin, and K. Wortman, Filling boundaries of coarse manifolds in
semisimple and solvable arithmetic groups, J. Eur. Math. Soc. (JEMS) 15 (2013),
no. 6, 2165–2195. MR 3120741
[BKW13] K.-U. Bux, R. Ko¨hl, and S. Witzel, Higher finiteness properties of reductive arithmetic
groups in positive characteristic: the rank theorem, Ann. of Math. (2) 177 (2013),
no. 1, 311–366. MR 2999042
48 ENRICO LEUZINGER AND ROBERT YOUNG
[Bri02] M. R. Bridson, The geometry of the word problem, Invitations to geometry and topol-
ogy, Oxf. Grad. Texts Math., vol. 7, Oxford Univ. Press, Oxford, 2002, pp. 29–91.
MR 1967746 (2004g:20056)
[BW07] K.-U. Bux and K. Wortman, Finiteness properties of arithmetic groups over function
fields, Invent. Math. 167 (2007), no. 2, 355–378. MR 2270455
[Coh16] David B. Cohen, Lipschitz 1–connectedness for some solvable Lie groups, 2016,
arXiv:1612.03492.
[Coh17] , A Dehn function for Sp(2n,Z), J. Topol. Anal. 9 (2017), no. 2, 225–290.
MR 3622234
[CT17] Y. Cornulier and R. Tessera, Geometric presentations of Lie groups and their Dehn
functions, Publ. Math. Inst. Hautes E´tudes Sci. 125 (2017), 79–219. MR 3668649
[Dru04] C. Drut¸u, Filling in solvable groups and in lattices in semisimple groups, Topology 43
(2004), no. 5, 983–1033. MR 2079992 (2005h:20078)
[ECH+92] D. B. A. Epstein, J. W. Cannon, D. F. Holt, S. V. F. Levy, M. S. Paterson, and W. P.
Thurston, Word processing in groups, Jones and Bartlett Publishers, Boston, MA,
1992. MR 1161694 (93i:20036)
[FF60] H. Federer and W. H. Fleming, Normal and integral currents, Ann. of Math. (2) 72
(1960), 458–520. MR 0123260 (23 #A588)
[Ger93] S. M. Gersten, Isoperimetric and isodiametric functions of finite presentations, Geo-
metric group theory, Vol. 1 (Sussex, 1991), London Math. Soc. Lecture Note Ser., vol.
181, Cambridge Univ. Press, Cambridge, 1993, pp. 79–96. MR 1238517 (94f:20066)
[Gro83] M. Gromov, Filling Riemannian manifolds, J. Differential Geom. 18 (1983), no. 1,
1–147. MR 697984 (85h:53029)
[Gro93] , Asymptotic invariants of infinite groups, Geometric group theory, Vol. 2 (Sus-
sex, 1991), London Math. Soc. Lecture Note Ser., vol. 182, Cambridge Univ. Press,
Cambridge, 1993, pp. 1–295. MR 1253544 (95m:20041)
[Gro96] , Carnot-Carathe´odory spaces seen from within, Sub-Riemannian geometry,
Progr. Math., vol. 144, Birkha¨user, Basel, 1996, pp. 79–323. MR 1421823 (2000f:53034)
[Hel01] S. Helgason, Differential geometry, Lie groups, and symmetric spaces, Graduate Stud-
ies in Mathematics, vol. 34, American Mathematical Society, Providence, RI, 2001,
Corrected reprint of the 1978 original. MR 1834454
[KM99] D. Y. Kleinbock and G. A. Margulis, Logarithm laws for flows on homogeneous spaces,
Invent. Math. 138 (1999), no. 3, 451–494. MR 1719827
[Leu95] E. Leuzinger, An exhaustion of locally symmetric spaces by compact submanifolds with
corners, Inventiones mathematicae 121 (1995), no. 1, 389–410.
[Leu00] , Corank and asymptotic filling-invariants for symmetric spaces, Geom. Funct.
Anal. 10 (2000), no. 4, 863–873. MR MR1791143 (2001k:53074)
[Leu03] , Kazhdan’s property (T), L2-spectrum and isoperimetric inequalities for locally
symmetric spaces, Comment. Math. Helv. 78 (2003), no. 1, 116–133. MR 1966754
[Leu04] , On polyhedral retracts and compactifications of locally symmetric spaces, Dif-
ferential Geom. Appl. 20 (2004), no. 3, 293–318. MR 2053916 (2005i:53065)
[Leu14] , Optimal higher-dimensional Dehn functions for some CAT(0) lattices, Groups
Geom. Dyn. 8 (2014), no. 2, 441–466. MR 3231223
[LMR00] A. Lubotzky, S. Mozes, and M. S. Raghunathan, The word and Riemannian metrics
on lattices of semisimple groups, Inst. Hautes E´tudes Sci. Publ. Math. (2000), no. 91,
5–53 (2001). MR 1828742 (2002e:22011)
[LP96] E. Leuzinger and C. Pittet, Isoperimetric inequalities for lattices in semisimple Lie
groups of rank 2, Geom. Funct. Anal. 6 (1996), no. 3, 489–511. MR 1392327 (97j:22024)
[LS05] U. Lang and T. Schlichenmaier, Nagata dimension, quasisymmetric embeddings, and
Lipschitz extensions, Int. Math. Res. Not. (2005), no. 58, 3625–3655. MR 2200122
(2006m:53061)
[LY17] E. Leuzinger and R. Young, The distortion dimension of Q-rank 1 lattices, Geom.
Dedicata 187 (2017), 69–87. MR 3622683
[Mos73] G. D. Mostow, Strong rigidity of locally symmetric spaces, Princeton University Press,
Princeton, N.J.; University of Tokyo Press, Tokyo, 1973, Annals of Mathematics Stud-
ies, No. 78. MR 0385004
FILLING FUNCTIONS OF ARITHMETIC GROUPS 49
[War72] G. Warner, Harmonic analysis on semi-simple Lie groups. I, Springer-Verlag, New
York-Heidelberg, 1972, Die Grundlehren der mathematischen Wissenschaften, Band
188. MR 0498999
[Wen08] S. Wenger, A short proof of Gromov’s filling inequality, Proc. Amer. Math. Soc. 136
(2008), no. 8, 2937–2941. MR 2399061 (2009a:53072)
[Whi99] B. White, The deformation theorem for flat chains, Acta Math. 183 (1999), no. 2,
255–271. MR 1738045 (2000m:49060)
[Wor11] K. Wortman, Exponential higher dimensional isoperimetric inequalities for some
arithmetic groups, Geom. Dedicata 151 (2011), 141–153. MR 2780742 (2012d:22015)
[You13] R. Young, The Dehn function of SL(n;Z), Ann. of Math. (2) 177 (2013), no. 3, 969–
1027. MR 3034292
[You14] , Lipschitz connectivity and filling invariants in solvable groups and buildings,
Geom. Topol. 18 (2014), no. 4, 2375–2417. MR 3268779
