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LARGE-TIME BEHAVIOR OF ONE-PHASE STEFAN-TYPE
PROBLEMS WITH ANISOTROPIC DIFFUSION IN PERIODIC
MEDIA
NORBERT POZˇA´R AND GIANG THI THU VU
Abstract. We study the large-time behavior of solutions of a one-phase
Stefan-type problem with anisotropic diffusion in periodic media on an ex-
terior domain in a dimension n ≥ 3. By a rescaling transformation that
matches the expansion of the free boundary, we deduce the homogenization of
the free boundary velocity together with the homogenization of the anisotropic
operator. Moreover, we obtain the convergence of the rescaled solution to the
solution of the homogenized Hele-Shaw-type problem with a point source and
the convergence of the rescaled free boundary to a self-similar profile with
respect to the Hausdorff distance.
1. Introduction
We analyze the behavior of an anisotropic one-phase Stefan-type problem with
periodic coefficients on an exterior domain in a dimension n ≥ 3. Our purpose is to
investigate the asymptotic behavior of the solution of the problem (1.1) below and
its free boundary as time t→∞. The results in this paper are the generalizations
of our previous work in [38] for the isotropic case.
We consider a compact set K ⊂ Rn that represents a source. We assume that
0 ∈ intK and K has a sufficiently regular boundary, ∂K ∈ C1,1 for example.
The one-phase Stefan-type problem with anisotropic diffusion is to find a function
v(x, t) : Rn × (0,∞)→ [0,∞) satisfying
(1.1)


vt −Di(aijDjv) = 0 in {v > 0} \K,
v = 1 on K,
vt
|Dv| = g aij Djv νi on ∂{v > 0},
v(x, 0) = v0 on R
n,
where D is the space gradient, Di is the partial derivative with respect to xi, vt
is the partial derivative of v with respect to time variable t and ν = ν(x, t) is the
inward spatial unit normal vector of ∂{v > 0} at a point (x, t). Here we use the
Einstein summation convention.
The Stefan problem is a free boundary problem of parabolic type for phase
transitions, typically describing the melting of ice in contact with a region of water.
Here we consider the one-phase problem, where the temperature is assumed to be
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maintained at 0 in one of the phases. We prescribe the Dirichlet boundary data
1 on the fixed source K and an initial temperature distribution v0. Note that
the results in this paper apply to a more general time-independent positive fixed
boundary data, the constant function 1 is taken only to simplify the notation. We
also specify an inhomogeneous medium with the latent heat of phase transition
L(x) = 1
g(x) and an anisotropic diffusion with the thermal conductivity coefficients
given by aij(x). The unknowns here are the temperature distribution v and the
phase interface ∂{v > 0}, which is the so-called free boundary. Since the free
boundary is a level set of v, the outward normal velocity of the moving interface
is given by vt|Dv| . The free boundary condition thus says that the interface moves
outward with the velocity gaijDjvνi in the normal direction. Note that we can also
rewrite the free boundary condition as
(1.2) vt = g aij DjvDiv.
Throughout this paper, we will consider the problem under the following as-
sumptions. The matrix A(x) = (aij(x)) is assumed to be symmetric, bounded, and
uniformly elliptic, i.e., there exits some positive constants α and β such that
(1.3) α|ξ|2 ≤ aij(x) ξiξj ≤ β|ξ|2 for all x ∈ Rn and ξ ∈ Rn.
Moreover, we are interested in the problems with highly oscillating coefficients
that guarantee an averaging behavior in the scaling limit, in particular,
(1.4)
aij and g are Z
n-periodic Lipschitz functions in Rn,
m ≤ g ≤M for some positive constants m and M.
From the ellipticity (1.3) and the boundedness of g, we also have
(1.5) mα|ξ|2 ≤ g(x)aij(x)ξiξj ≤Mβ|ξ|2 for all x ∈ Rn and ξ ∈ Rn.
Furthermore, during almost the whole paper, the initial data is assumed to satisfy
(1.6)
v0 ∈ C2(Ω0 \K), v0 > 0 in Ω0, v0 = 0 on Ωc0 := Rn \ Ω0, and v0 = 1 on K,
|Dv0| 6= 0 on ∂Ω0, for some bounded domain Ω0 ⊃ K.
Here we use a stronger regularity of the initial data than the general requirement
to guarantee the well-posedness of the Stefan problem (1.1) (see [19, 28]) and the
coincidence of weak and viscosity solutions used in our work (see [30]). However, our
convergence results rely on a crucial weak monotonicity (4.5) which holds provided
the initial data satisfies (1.6). Nevertheless, the asymptotic limit in Theorem 1.1
is independent of the initial data. Therefore we are able to apply the results for
more general initial data. In particular, it is sufficient if the initial data guarantees
the existence of the (weak) solution satisfying the comparison principle, and we can
approximate the initial data from below and from above by regular data satisfying
(1.6). As the classical problem [38], v0 ∈ C(Rn), v0 = 1 on K, v0 ≥ 0, supp v0
compact is enough.
A global classical solution of the Stefan problem (1.1) is not expected to exist
due to the singularities of the free boundary, which might occur in finite time. This
motivated the introduction of a generalized solution of this problem. In this paper,
we will use the notions of weak solutions and viscosity solutions. The notion of weak
solutions is more classical, defined by taking the integral in time of the classical
solution v and looking at the equation that the new function u(x, t) :=
∫ t
0 v(x, s) ds
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satisfies. It turns out that if v is sufficiently regular, then u(·, t) solves the obstacle
problem (see [4, 13, 19, 14, 41, 43, 42])
(1.7)
{
u(·, t) ∈ K(t),
(ut −Di(aijDju)) (ϕ− u) ≥ f(ϕ− u) a.e (x, t) for any ϕ ∈ K(t),
where K(t) is a suitable admissible functional space (see Section 2.1.1) and f is
(1.8) f(x) =


v0(x), v0(x) > 0,
− 1
g(x)
, v0(x) = 0.
This formulation interprets the Stefan problem as a fixed domain problem and al-
lows us to apply the well-known results in the general variational inequality theory.
Indeed, the obstacle problem (1.7) has a global unique solution u for the initial data
(1.6). If the corresponding time derivative v = ut exists, it is called a weak solution
of the Stefan problem (1.1). Moreover, the homogenization of this problem was also
studied using the homogenization theory of variational inequalities, see [40, 29, 30].
In a different approach based on the comparison principle structure, Kim intro-
duced the notion of viscosity solutions of the Stefan problem as well as proved
the global existence and uniqueness results in [28], which were later generalized to
the two-phase Stefan problem in [31]. The analysis of viscosity solutions relies on
the comparison principle and pointwise arguments, which are more suitable for the
study of the behavior of the free boundaries. The notions of weak and viscosity so-
lutions were first introduced for the classical homogeneous isotropic Stefan problem
where g(x) = 1 and the parabolic operator is the simple heat operator, however,
it is natural to define the same notions for the Stefan problem (1.1) and obtain
the analogous results as observed in [40, 30]. Moreover, the notion of viscosity so-
lutions is also applicable for more general, fully nonlinear parabolic operators and
boundary velocity laws since it does not require the variational structure. In [30],
Kim and Mellet showed that the weak and the viscosity solutions of (1.1) coincide
whenever the weak solution exists. We will use the strengths of both weak and
viscosity solutions to study (1.1).
Among the first results on the asymptotic and large time behavior of solutions of
the one-phase Stefan problem on an exterior domain was the work of Matano [33]
for the classical homogeneous isotropic Stefan problem in dimensions n ≥ 3. He
showed that in this setting, any weak solution eventually becomes classical after a
finite time and that the shape of the free boundary approaches a sphere of radius
Ct
1
n as t→∞. Note that in our case of an inhomogeneous free boundary velocity
we cannot expect the solution to become classical even for large times. In [39],
Quiro´s and Va´zques extended the results of [33] to the case n = 2 and showed
the large-time convergence of the rescaled weak solution of the one-phase Stefan
problem to the self-similar solution of the Hele-Shaw problem with a point source.
The related Hele-Shaw problem is also called the quasi-stationary Stefan problem,
where the heat operator is replaced by the Laplace operator. It typically models
the flow of a viscous fluid injected in between two parallel plates which form the
so-called Hele-Shaw cell, or the flow in porous media. The global stability of steady
solutions of the classical Stefan problem on the full space was established in the
recent work of Hadzˇic´ and Shkoller [24,25], and further developed for the two-phase
Stefan problem in [23].
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The homogenization of the one-phase Stefan problem (1.1) and the Hele-Shaw
problem in both periodic and random media was obtained by Rodrigues in [40] and
later by Kim and Mellet in [29,30]. See also the work on the homogenization of the
two-phase Stefan problem by Bossavit and Damlamian [6]. Dealing directly with
the large-time behavior of the solutions on an exterior domain in inhomogeneous
media, the work of the first author in [36], and then the joint work of both authors
in [38] showed the convergence of an appropriate rescaling of solutions of both
models to the self-similar solution of the Hele-Shaw problem with a point source.
The rescaled free boundary was shown to uniformly approach a sphere.
In this paper, we extend the previous results in [38] to the anisotropic case,
where the heat operator is replaced by a more general linear parabolic operator
of divergence form. This was indeed the setting considered in [40, 30] for the ho-
mogenization problems. In this setting, the variational structure is preserved, thus
we are still able to use the notions of weak solutions as well as viscosity solutions
and their coincidence. However, the main difficulties come from the loss of radi-
ally symmetric solutions which were used as barriers in the isotropic case and the
homogenization problems appear not only for the velocity law but also for the el-
liptic operators. To overcome the first difficulty, we will construct barriers for our
problem from the fundamental solution of the corresponding elliptic equation in a
divergence form. Unfortunately, even though the unique fundamental solution of
this elliptic equation exists for n ≥ 2, its asymptotic behavior in dimension n = 2
and dimensions n ≥ 3 are significantly different. Moreover, we need to use the
gradient estimate (2.7) for the fundamental solution, which only holds for the pe-
riodic structure. Therefore, we will limit our consideration to periodic media and
dimension n ≥ 3. Following [39, 36, 38], we use the rescaling of solutions as
vλ(x, t) := λ
n−2
n v(λ
1
n x, λt), uλ(x, t) := λ−
2
n u(λ
1
n x, λt), λ > 0.
Using this rescaling we can deduce the uniform convergence of the rescaled solution
to a limit function away from the origin. In the limit, the fixed domain K shrinks
to the origin due to the rescaling, and the rescaled solutions develop a singularity
at the origin as λ → ∞. Moreover, in a periodic setting, the elliptic operator and
velocity law should homogenize as λ → ∞, and therefore heuristically the limit
function should be the self-similar solution of the Hele-Shaw-type problem with a
point source
(1.9)


−qijDijv = Cδ in {v > 0},
vt =
1〈
1
g
〉qijDivDjv on ∂{v > 0},
v(·, 0) = 0,
where δ is the Dirac δ-function, (qij) is a constant symmetric positive definite ma-
trix depending only on aij , C is a constant depending onK,n, qij and the boundary
data 1, and the constant
〈
1
g
〉
is the average value of the latent heat L(x) = 1
g(x) .
Similarly, the limit variational solution should satisfy the corresponding limit ob-
stacle problem.
The first main result of this paper, Theorem 3.1, is the locally uniform con-
vergence of the rescaled variational solution to the solution of the limit obstacle
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problem. Using the constructed barriers, we are able to prove that the limit func-
tion has the correct singularity as |x| → 0. Moreover, the barriers also give the same
growth rate for the free boundary as in the isotropic case. That is, the free bound-
ary expands with the rate t
1
n when t is large enough. The aim is then to prove the
homogenization effects of the rescaling to our problem. The shrinking of the fixed
domain K in the rescaling also makes our current situation slightly different from
the standard classical homogenization problem of variational inequalities, where the
domain and the boundary condition are usually fixed. In addition, we also need to
show that the rescaled parabolic operator becomes elliptic when λ→ 0. We will use
the notion of the Γ-convergence introduced by De Giorgi and homogenization tech-
niques developed by Dal Maso and Modica in [9, 10, 11]. The issue here is that we
need to modify the Γ-convergence sequence in order to use the integration by parts
formula for the variational inequality. This will be done with the help of a cut-off
function and the fundamental estimate, Definition 3.6, for the Γ-convergence. Note
that these techniques are applicable not only for the periodic case but also for the
random case, thus we expect to extend our results to the problem in random media
in the future.
As the last step, we will use the coincidence of the weak and viscosity solution of
the problem (1.1) and the viscosity arguments to obtain the uniform convergence
of the rescaled viscosity solution and its free boundary to the asymptotic profile in
the second main result, Theorem 4.1. Fortunately, all the viscosity arguments of
the isotropic case can be adapted for the anisotropic case. Therefore the proof is
similar to the proof of [38, Theorem 4.2], where we make use of a weak monotonicity
(4.5) together with the comparison principle. An important point in the proof
of [38, Theorem 4.2] is that we need to apply Harnack’s inequality for a parabolic
equation which becomes elliptic in the limit. Here we can proceed as in the isotropic
case since the rescaled elliptic operator does not change the constant in Harnack’s
inequality. As the arguments require only simple modifications, we will skip the
proofs of some lemmas and refer to [38] for more details.
In summary, we will show the following theorem.
Theorem 1.1. The rescaled viscosity solution vλ of the Stefan-type problem (1.1)
converges locally uniformly to the unique self-similar solution V of the Hele-Shaw
type problem (1.9) in (Rn \ {0}) × [0,∞) as λ → ∞, where (qij) is a constant
symmetric positive definite matrix depending only on aij, C depends only on qij , n,
the set K and the boundary data 1. Moreover, the rescaled free boundary ∂{(x, t) :
vλ(x, t) > 0} converges to ∂{(x, t) : V (x, t) > 0} locally uniformly with respect to
the Hausdorff distance.
As mentioned above, almost all of the arguments in our recent work hold for
stationary ergodic random case. However, in this situation, we lose a very important
pointwise gradient estimate (2.7) for the fundamental solution of the corresponding
elliptic equation to construct the barriers. In fact, for non-periodic coefficients,
even though the optimal bounds for the gradient continue to hold for a bounded
domain, they cannot hold in the large scale when |x− y| → ∞. The results in [34,
22] tell us that for random stationary coefficients satisfying a logarithmic Sobolev
inequality we have similar bounds for the gradient in local square average forms.
This result cannot be upgraded to the pointwise bounds since there is no regularity
to control the square average integral as in [22, Remark 3.7]. However, it suggests
the possibility to modify our approach to the random case. Another question is the
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extension of the present results to the dimension n = 2. Since the unique (up to an
addition of a constant) fundamental solution of the corresponding elliptic equation
exists and the gradient estimates also hold in the two-dimensional case, we expect
to obtain analogous results as in this paper. The essential reason that it remains
open is the lack of a homogenization result for the fundamental solution (Green’s
function) in two dimensions, which is of an independent interest. This issue is under
investigation by the authors.
The structure of the paper is as follows: The definitions and the well-known
results for weak and viscosity solutions are recalled in Section 2. We also review
some basic known facts about the fundamental solution of the corresponding el-
liptic equation. The rescaling is introduced and we discuss the convergence of the
fundamental solution in the rescaling limit. The core of this section is the construc-
tion of a subsolution and a supersolution of the Stefan problem (1.1) in Section 2.4.
Moreover, we formulate the limit problems before giving the proofs of the main
results in the later sections. Section 3 is our main contribution, where we prove
the locally uniform convergence of the rescaled variational solutions. In Section 4,
we deal with the locally uniform convergence of the rescaled viscosity solutions and
their free boundaries.
Notation. We will use the following notations throughout this paper. For a set A,
Ac is its complement. Given a nonnegative function v, we will denote its positive
set and free boundary as
Ω(v) := {(x, t) : v(x, t) > 0}, Γ(v) := ∂Ω(v),
and for a fixed time t,
Ωt(v) := {x : v(x, t) > 0}, Γt(v) := ∂Ωt(v).
We will denote the elliptic operator of divergence form and its rescaling as
(1.10) Lu = Dj(aijDiu), Lλu = Dj(aij(λ 1n x)Diu), λ > 0.
We will also make use of the bilinear forms in H1(Ω) and the inner product in
L2(Ω) as
aΩ(u, v) =
∫
Ω
aijDiuDjv dx, a
λ
Ω(u, v) =
∫
Ω
aij(λ
1
n x)DiuDjv dx, λ > 0
qΩ(u, v) =
∫
Ω
qijDiuDjv dx, 〈u, v〉Ω =
∫
Ω
uv dx,
where qij are the constant coefficients of the homogenized operator. We omit the
set Ω in the notation if Ω = Rn.
2. Preliminaries
2.1. Notion of solutions.
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2.1.1. Weak solutions. As for the classical one-phase Stefan problem, we will define
the weak solutions of (1.1) using the corresponding variational problem given in
[19,30]. LetB = BR(0), D = B\K for some fixed R≫ 1. Find u ∈ L2(0, T ;H2(D))
such that ut ∈ L2(0, T ;L2(D)) and
(2.1)


u(·, t) ∈ K(t), 0 < t < T,
(ut − Lu)(ϕ− u) ≥ f(ϕ− u), a.e (x, t) ∈ D × (0, T ) for any ϕ ∈ K(t),
u(x, 0) = 0 in D,
where the admissible set K(t) is
K(t) = {ϕ ∈ H1(D), ϕ ≥ 0, ϕ = 0 on ∂B, ϕ = t on K}
and
f(x) :=


v0(x) for x ∈ Ω0,
− 1
g(x)
for x ∈ Ωc0.
We use the standard notation Hk and W k,p for Sobolev spaces.
Following [19], if v(x, t) is a classical solution of the Stefan problem (1.1) in
D × (0, T ) and R is sufficiently large depending on T , then the function u(x, t) :=∫ t
0 v(x, s) ds solves (2.1). On the other hand, it was shown in [19, 41] that the
variational problem (2.1) is well-posed for initial data v0 satisfying (1.6).
Theorem 2.1 (Existence and uniqueness for the variational problem). If v0 satis-
fies (1.6), then the problem (2.1) has a unique solution satisfying
u ∈ L∞(0, T ;W 2,p(D)), 1 ≤ p ≤ ∞,
ut ∈ L∞(D × (0, T )),
and {
ut − Lu ≥ f, u ≥ 0,
u(ut − Lu− f) = 0 a.e in D × (0,∞).
Thus we define the weak solution of the Stefan problem (1.1) as the time deriv-
ative ut of the solution u of (2.1). Note that as in [30, Lemma 3.6], the solution
does not depend on the choice of R if R is sufficiently large.
We list here some useful properties of the weak solutions for later use, see [19,
41, 30].
Proposition 2.2. The unique solution u of (2.1) satisfies ut ∈ C(D × [0, T ]) and
0 ≤ ut ≤ C a.e. D × (0, T ),
where C is a constant depending on f . In particular, u is Lipschitz with respect to t
and u is Cα(D) with respect to x for all α ∈ (0, 1). Furthermore, if 0 ≤ t < s ≤ T ,
then u(·, t) < u(·, s) in Ωs(u) and also Ω0 ⊂ Ωt(u) ⊂ Ωs(u).
Proof. Let us only give a remark on ut ∈ C(D×[0, T ]), the rest is standard following
the arguments in the cited papers and the elliptic regularity theory. The regularity
of weak solutions and their free boundaries was studied by many authors, see [7,8,
27,12,48,44]. If aij = δij , the temperature ut is continuous in R
n×[0,∞) due to the
result of Caffarelli and Friedman [8]. By a change of coordinates, the continuity of ut
can also be obtained when the coefficients are constants. Using a different approach
for more general singular parabolic equations, Di Benedetto [12], Ziemer [48] and
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Sacks [44] showed that the continuity also holds in the case aij = aij(x) satisfying
(1.3). Note that the assumptions on the L∞-bound of the weak solution v = ut and
the L2-bounds of its derivatives as in [48,12,44] are guaranteed by Proposition 2.2
above and [19, Theorem 3] or [17, Corollary 2, Theorem 4]. 
Lemma 2.3 (Comparison principle for weak solutions). Suppose that f ≤ fˆ . Let
u, uˆ be solutions of (2.1) for respective f, fˆ . Then u ≤ uˆ and
v ≡ ut ≤ uˆt ≡ vˆ.
2.1.2. Viscosity solutions. Generalized solutions of the Stefan problem (1.1) can
also be defined via the comparison principle, leading to the viscosity solutions
introduced in [28]. In the following, Q is the space-time cylinder Q := (Rn \
K)× [0,∞).
Definition 2.4. A nonnegative upper semicontinuous function v = v(x, t) defined
in Q is a viscosity subsolution of (1.1) if:
a) For all T ∈ (0,∞), Ω(v) ∩ {t ≤ T } ∩Q ⊂ Ω(v) ∩ {t < T }.
b) For every φ ∈ C2,1x,t (Q) such that v−φ has a local maximum in Ω(v)∩ {t ≤
t0} ∩Q at (x0, t0), the following holds:
i) If v(x0, t0) > 0, then (φt − Lφ)(x0, t0) ≤ 0.
ii) If (x0, t0) ∈ Γ(v), |Dφ(x0 , t0)| 6= 0 and (φt − Lφ)(x0, t0) > 0, then
(2.2) (φt − gaijDjφνi|Dφ|)(x0, t0) ≤ 0,
where ν is inward spatial unit normal vector of ∂{v > 0}.
Analogously, a nonnegative lower semicontinuous function v(x, t) defined in Q is a
viscosity supersolution if (b) holds with maximum replaced by minimum, and with
inequalities reversed in the tests for φ in (i–ii). We do not need to require (a).
Remark 2.5. As in [37, Remark 2.4], the condition a) guarantees the continuous
expansion of the support of the subsolution v, which prevents “bubbles” closing up,
that is, it prevents v becoming instantly positive in the whole space or in an open
set surrounded by a positive phase.
Definition 2.6. A viscosity subsolution of (1.1) in Q is a viscosity subsolution of
(1.1) in Q with initial data v0 and boundary data 1 if:
a) v is upper semicontinuous in Q¯, v = v0 at t = 0 and v ≤ 1 on Γ,
b) Ω(v) ∩ {t = 0} = {x : v0(x) > 0} × {0}.
A viscosity supersolution is defined analogously by requiring (a) with v lower semi-
continuous and v ≥ 1 on Γ. We do not need to require (b).
A viscosity solution is both a subsolution and a supersolution:
Definition 2.7. The function v(x, t) is a viscosity solution of (1.1) in Q (with
initial data v0 and boundary data 1) if v is a viscosity supersolution and v
⋆ is a
viscosity subsolution of (1.1) in Q (with initial data v0 and boundary data 1). Here
v⋆ is the upper semicontinuous envelopes of v define by
w⋆(x, t) := lim sup
(y,s)→(x,t)
w(y, s).
The notion of viscosity solutions of the classical Stefan problem was first intro-
duced in [28]. It was generalized to the problem (1.1) in [30] including a comparison
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principle for “strictly separated” initial data. More importantly, in [30] the authors
proved the coincidence of weak and viscosity solutions which will be used as a
crucial tool in our work.
Theorem 2.8 (cf. [30, Theorem 3.1]). Assume that v0 satisfies (1.6). Let u(x, t)
be the unique solution of (2.1) in B × [0, T ] and let v(x, t) be the solution of
(2.3)


vt − Lv = 0 in Ω(u) \K,
v = 0 on Γ(u),
v = 1 in K,
v(x, 0) = v0(x).
Then v(x, t) is a viscosity solution of (1.1) in B × [0, T ] with initial data v(x, 0) =
v0(x), and u(x, t) =
∫ t
0
v(x, s) ds.
By the coincidence of weak and viscosity solutions, we have a more general
comparison principle as follows.
Lemma 2.9 (cf. [30, Corollary 3.12]). Let v1 and v2 be, respectively, a viscosity
subsolution and supersolution of the Stefan problem (1.1) with continuous initial
data v10 ≤ v20 and boundary data 1. In addition, suppose that v10 (or v20) satisfies
condition (1.6). Then v1⋆ ≤ v2 and v1 ≤ (v2)⋆ in Rn \K × [0,∞).
Remark 2.10. We first note that a classical subsolution (supersolution) of (1.1) is
also a viscosity subsolution (supersolution) of (1.1) in Q with initial data v0 and
boundary data 1 by standard arguments.
Moreover, if Ω(u) is not smooth, we need to understand the solution of (2.3) as
the one given by Perron’s method as
v = sup{w | wt −∆w ≤ 0 in Ω(u), w ≤ 0 on Γ(u), w ≤ 1 in K,w(x, 0) ≤ v0(x)},
which allows v to be discontinuous on Γ(u).
2.2. The fundamental solution of a linear elliptic equation. In this section,
we will recall some important facts about the fundamental solution of the self-
adjoint uniformly elliptic second order linear equation of divergence form
(2.4) − Lu = 0,
in dimension n ≥ 3, where L was defined in (1.10) and aij(x) satisfy (1.3) and
(1.4). This fundamental solution will be used to construct barriers for the Stefan
problem (1.1).
We define the fundamental solution of (2.4) as Green’s function in the whole
space following [32, 1].
Definition 2.11. We say that G : Rn × Rn → R is the fundamental solution
(Green’s function) of (2.4) ifG(·, y) is the weak (distributional) solution of−LG(·, y) =
δy, where δy is the Dirac measure at y, i.e.,∫
Rn
aijDjG(·, y)Diϕdx = ϕ(y), ∀y ∈ Rn, ∀ϕ ∈ C∞0 (Rn),
and lim|x−y|→∞G(x, y) = 0.
The existence and uniqueness of the fundamental solution were given by the
remark following [32, Corollary 7.1] or more precisely by [1, Theorem 1].
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Theorem 2.12 (cf. [1, Theorem 1]). Assume that n ≥ 3, aij(x) satisfy (1.3)
and (1.4). Then, there exists a unique fundamental solution G of (2.4) such that
G(·, y) ∈ H1loc(Rn \ {y}) ∩W 1,ploc (Rn), p < nn−1 , and for some constant C > 0 we
have
(2.5) C−1|x− y|2−n ≤ G(x, y) ≤ C|x − y|2−n, ∀x, y ∈ Rn.
Remark 2.13. Note that in any bounded domain U of Rn \ {0}, G(·, y) satisfies all
the properties of a weak solution of a uniformly elliptic equation. The fundamental
solution of (2.4) also has the following properties (for more details, see [32,35,21]):
• G(x, y) = G(y, x)
• G(·, y) ∈ C1,α(U) for some α > 0.
• The function u(x) = ∫
Rn
G(x, y)f(y) dy is a weak solution in H1loc(R
n) of
the equation −Lu = f for any f ∈ C∞0 (Rn).
• When the coefficients aij are constants, the fundamental solution can be
given explicitly as
(2.6) G0(x, y) :=
1
(n− 2)αn
√
detA

∑
ij
(A−1)ij(xi − yi)(xj − yj)


2−n
n
,
where (A−1)ij are the elements of the inverse matrix of (aij), detA is the
determinant of (aij) and αn is the volume of the unit ball in R
n.
Moreover, in a periodic setting, the results in [1, Proposition 5] gives the bounds
on the gradient of the fundamental solution.
Lemma 2.14 (cf. [1, Proposition 5]). If n ≥ 2 and A is periodic then the funda-
mental solution G of (2.4) satisfies the following gradient estimates:
∃C > 0, ∀x ∈ Rn, ∀y ∈ Rn, |DxG(x, y)| ≤ C|x− y|n−1 ,(2.7)
∃C > 0, ∀x ∈ Rn, ∀y ∈ Rn, |DyG(x, y)| ≤ C|x− y|n−1 .(2.8)
Using the technique of G-convergence, the authors in [47] established the results
on the homogenization and the asymptotic behavior of the fundamental solution of
(2.4). We refer to [47, 11] for the definition of G-convergence and more details of
the homogenization problems.
Lemma 2.15 (cf. [47, Chapter III, Theorem 2]). Let n ≥ 3, A satisfy (1.3), (1.4)
and Gε be the fundamental solution of
(2.9) − Lεu := −Di
(
aij
(x
ε
)
Dju
)
= 0.
Then Gε converges locally uniformly to G0 in R2n \ {x = y} as ε→ 0, where G0 is
the fundamental solution of
(2.10) − L0u := −qijDiju = 0,
and (qij) is a constant symmetric positive definite matrix depending only on aij.
Moreover, if we denote G as the fundamental solution of (2.4), then we will have
the asymptotic expression
(2.11) G(x, y) = G0(x, y) + |x− y|2−nθ(x, y),
LARGE-TIME BEHAVIOR OF ONE-PHASE STEFAN-TYPE PROBLEMS 11
where θ(x, y)→ 0 as |x − y| → ∞ uniformly on the set {|x| + |y| < a|x − y|}, a is
any fixed positive constant.
2.3. Rescaling. Recall that we use the notations L,Lλ for the operators as defined
in (1.10). Following [39,36,38], for λ > 0 and n ≥ 3 we rescale the solution v of the
problem (1.1) as
vλ(x, t) = λ
n−2
n v(λ
1
n x, λt).
Clearly vλ is a solution of
(2.12)


λ
2−n
n vλt − Lλvλ = 0 in Ω(vλ) \Kλ,
vλ = λ
n−2
n on Kλ,
vλt
|Dvλ| = g
λ(x)aλij(x)Djv
λνi on Γ(v
λ),
vλ(·, 0) = vλ0 in Rn,
whereKλ := K/λ
1
n ,Ωλ0 := Ω0/λ
1
n , gλ(x) = g(λ
1
nx), aλij(x) = aij(λ
1
n x) and vλ0 (x) =
λ
n−2
n v0(λ
1
n x).
The corresponding rescaling of the weak solution u of the variational problem
(2.1) can be shown to be (see [39, 36, 38])
uλ(x, t) = λ−
2
nu(λ
1
nx, λt),
which solves the rescaled obstacle problem
(2.13)


uλ(·, t) ∈ Kλ(t), 0 < t <∞,
(λ
2−n
n uλt − Lλuλ)(ϕ− uλ) ≥ fλ(x)(ϕ − uλ) a.e. (x, t) ∈ Rn × (0,∞)
for any ϕ ∈ Kλ(t),
uλ(x, 0) = 0,
where Kλ(t) = {ϕ ∈ H1(Rn), ϕ ≥ 0, ϕ = λn−2n t on Kλ} and fλ(x) = f(λ 1n x).
Remark 2.16. The admissible set Kλ(t) can be defined in this way due to [38,
Remark 2.13]. Note that for any fixed time t, the admissible set Kλ(t) depends on
λ.
2.3.1. Convergence of the rescaled fundamental solution. By Lemma 2.15, we have
the following convergence result on the rescaled fundamental solution.
Lemma 2.17. Let G be the fundamental solution of (2.4) in dimension n ≥ 3 and
Gλ be its rescaling as
Gλ(x, y) = λ
n−2
n G(λ
1
nx, λ
1
n y).
Then Gλ is the fundamental solution of
(2.14) − Lλu = 0,
and |Gλ(x, y)−G0(x, y)| → 0 uniformly on every compact subset of R2n \ {(x, x) ∈
R
2n} where G0 is the fundamental solution of (2.10).
Proof. We will show that Gλ is the fundamental solution of (2.14), then the result
follows directly from Lemma 2.15 with ε = λ−
1
n .
For simplicity, we will check that Gλ satisfies the definition of the fundamental
solution of (2.14) for fixed y = 0, F (x) = G(x, 0) and Fλ(x) := λ
n−2
n F (λ
1
nx).
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Indeed, we have DjF
λ(x) = λ
n−1
n DjF (λ
1
nx). Take a function ϕ ∈ C∞0 (Rn),
then ∫
Rn
aλij(x)DjF
λ(x)Diϕ(x) dx =
∫
Rn
λ
n−1
n aij(λ
1
n x)DjF (λ
1
nx)Diϕ(x) dx
=
∫
Rn
λ−
1
n aij(y)DjF (y)Diϕ(λ
− 1
n y) dy
=
∫
Rn
aij(y)DjF (y)Diϕ˜(y) dy
= ϕ˜(0) = ϕ(0),
where ϕ˜(y) = ϕ(λ−
1
n y). Moreover, Fλ satisfy the estimate (2.5) since F has this
property. Hence, by definition, Fλ is the fundamental solution of (2.14). 
Remark 2.18. The rate of this convergence as well as the rate of convergence for
derivatives were also derived in [3].
2.4. Construction of barriers from a fundamental solution. The main goal
of this section is to construct a subsolution and a supersolution of (1.1) from a
fundamental solution of the elliptic equation (2.4) so that we can use them as
barriers to track the behavior of the support of a solution of (1.1).
From now on, we will let L0 be the limit of the operators of Lλ as in Lemma 2.15
and consider the fundamental solutions of (2.4), (2.14) and (2.10) with a pole at
the origin as
F (x) := G(x, 0), Fλ(x) := Gλ(x, 0) = λ
n−2
n F (λ
1
n x), F 0(x) := G0(x, 0).
Note that F 0 is preserved under the rescaling by (2.6).
2.4.1. Construction of a supersolution. Define
θ(x, t) := [C1F (x)− C2t
2−n
n ]+,
where [s]+ := max(s, 0) denotes the positive part of s and C1, C2 are non-negative
constants to be chosen later. It easily follows that in {θ > 0} \ {x = 0},
θt(x, t) =
C2(n− 2)
n
t
2−2n
n ≥ 0,
Dθ = C1DF,
Lθ = 0,
θt − Lθ ≥ 0.
Due to the estimates (2.5) and (2.7), there exists a constant C such that
(2.15)
C−1|x|2−n ≤ F (x) ≤ C|x|2−n,
|DF (x)| ≤ C|x|1−n.
Then for (x, t) ∈ ∂{θ > 0} we have
C2t
2−n
n = C1F (x) ≥ C1C−1|x|2−n,
which yields
t
1
n ≤
(
C1
CC2
) 1
2−n
|x|.
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Thus on ∂{θ > 0},
θt(x, t) =
C2(n− 2)
n
t
2−2n
n ≥ n− 2
n
(
C1
C
) 2−2n
2−n
C
n
2−n
2 |x|2−2n.
Fix any t0 > 0. We can choose C1 large enough and C2 small enough such that
θt(x, t) ≥MβC21C2|x|2−2n ≥Mβ|Dθ(x, t)|2 on ∂{θ > 0},
θ > 1 on K and θ(x, t0) > v(x, t0),
where α, β are the elliptic constants from (1.3). By (1.5), θt ≥ g aij DjθDiθ on
∂{θ > 0} and by (1.2), θ is a supersolution of (1.1) in Rn × [t0,∞).
2.4.2. Construction of a subsolution. Let h be the function constructed in [30, Ap-
pendix A] with Lh = n,Dh(x) = (A(x))−1x and let c, c˜ > 0 be constants such
that
(2.16) c|x|2 ≤ h(x) ≤ c˜|x|2.
Consider the function
(2.17) θ(x, t) :=
[
c1F (x) +
c2h(x)
t
− c3t
2−n
n
]
+
χE(x, t)
with non-negative constants c1, c2, c3 to be chosen later, where
E := {(x, t) : ∂Fb
∂r
(|x|, t) < 0, t > 0}, Fb(r, t) := Cc1r2−n + c2c˜r
2
t
− c3t
2−n
n ,
C, c˜ are constants as in (2.15), (2.16). We claim that we can choose constants
c1, c2, c3, t0 such that θ is a subsolution of (1.1) for t ∈ [t0,∞). The differentiation
of θ on the set {θ > 0} \ {x = 0} yields
(2.18)
Dθ(x, t) = c1DF (x) +
c2A(x)
−1x
t
,
Lθ(x, t) = c2n
t
,
θt(x, t) = −c2h(x)
t2
+
c3(n− 2)
n
t
2−2n
n = t
2−2n
n
[
c3(n− 2)
n
− c2h(x)
t
2
n
]
,
and thus
θt(x, t)− Lθ(x, t) = t 2−2nn
[
c3(n− 2)
n
− c2h(x)
t
2
n
− c2n
t
2−n
n
]
< 0 for t≫ 1.
Thus, we can choose t0 large enough such that θt − Lθ < 0 for t ≥ t0.
Now we will prove the continuity of θ. We have
(2.19) 0 ≤ θ(x, t) ≤ [Fb(|x|, t)]+χE(x, t) =: F+b (x, t),
and hence Ωt(θ) ⊂ Ωt(F+b ) for all t. We see that
(2.20)
∂Fb
∂r
(r, t) = Cc1(2−n)r1−n+2c2c˜r
t
< 0⇔ r <
(
Cc1(n− 2)
2c2c˜
) 1
n
t
1
n =: r0(t)
and hence E = {(x, t) : |x| < r0(t), t > 0}. Clearly θ is continuous in the set
{θ > 0} \ {x = 0}. Furthermore, θ is continuous in E \ {x = 0} and θ = 0 on Ec.
We will show that we can choose the constants such that θ is continuous through
boundary of E. Indeed, for (x0, t) ∈ ∂E, t > 0,
Fb(|x0|, t) = Fb(r0(t), t) = CFbt
2−n
n ,
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where CFb = (Cc1)
2
n (c2c˜)
n−2
n
[(
n−2
2
) 2
n n
n−2
]
− c3 . We can choose c1, c2, c3 such
that CFb < 0. Then Fb(|x0|, t) < 0 for all (x0, t) ∈ ∂E, t > 0. Since (x, t) 7→
Fb(|x|, t) is continuous in a neighborhood of ∂E, we deduce by (2.19) that θ = 0 in
a neighborhood of ∂E and therefore it is continuous across ∂E. Note that CFb < 0
if and only if
(2.21) c3 ≥ C0(c1) 2n (c2)
n−2
n ,
where C0 is a constant depending only on n,C, c˜.
We finally need to show that we can choose suitable constants such that θ satisfies
the subsolution condition on the free boundary.
We first note that θ(x, t) ≥ θ˜(x, t) :=
[
Cc1|x|2−n − c3t 2−nn
]
+
. Then Ω(θ˜) ⊂
Ω(θ), or more precisely, there exists a constant C˜ such that
(2.22) |x| ≥ C˜t 1n for all (x, t) ∈ ∂{θ > 0}.
By (2.18) we have
θt(x, t) ≤ c3t
2−2n
n ,
|Dθ(x, t)|2 = c21|DF (x)|2 +
2c1c2
t
DF (x) ·A−1x+ c
2
2
t2
|A−1x|2,
≥ 2c1c2
t
DF (x) ·A−1x+ c
2
2
t2
|A−1x|2.
Since A is a symmetric bounded matrix satisfying the ellipticity (1.3), then
these properties also hold for A−1 and A−2 with appropriate constants. Hence, for
(x, t) ∈ ∂{θ > 0},
|Dθ(x, t)|2 ≥ c
2
2
t2
α˜|x|2 − 2c1c2
t
CA|DF (x)||x| for some α˜, CA > 0
≥ c
2
2
t2
α˜|x|2 − 2c1c2
t
CCA|x|2−n (by (2.15))
≥
(
c22α˜C˜
2 − 2c1c2CCAC˜2−n
)
t
2−2n
n (by (2.22)).
We want to choose c1, c2, c3 such that θt ≤ mα|Dθ|2 on ∂{θ > 0}, which will hold
if
(2.23) c3 ≤ mα
(
c22α˜C˜
2 − 2c1c2CCAC˜2−n
)
=: C10 c
2
2 − C20 c1c2,
where C10 , C
2
0 are fixed positive constants. Then by (2.9), θt ≤ g aij DjθDiθ on
∂{θ > 0}.
The conditions (2.21) and (2.23) hold if we choose some suitable c1, c2, c3. For
example, fix any c1 > 0, choose c2 large enough such that
C0(c1)
2
n (c2)
n−2
n < C10 c
2
2 − C20 c1c2.
Note that the above inequality holds for c2 large enough since for a fixed c1 > 0,
the right hand side tends to ∞ as c2 → ∞ faster than the left hand side. Then
(2.21) and (2.23) hold for any c3 which is between these two numbers. Fix t0
such that θt − Lθ < 0 in {θ > 0} for chosen c2, c3 and t ≥ t0. Choosing a
smaller c1 if it is needed, we can assume that the support of θ(·, t0) is contained in
Ωt0(v), θ(x, t0) ≤ v(x, t0) and θ < 1 on ∂K. Thus, with the help of (1.2), we see
that θ is a subsolution of the Stefan problem (1.1) for that choice of constants.
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2.4.3. Some results on the barriers for the Stefan problem (1.1). Due to the con-
struction above, we can use the functions of the form
(2.24) θ(x, t) := [C1F (x) − C2t
2−n
n ]+
with C1, C2 > 0 as barriers for the Stefan problem (1.1). Since our purpose is
to study the asymptotic behavior, we first observe the convergence of the rescaled
barriers.
Lemma 2.19. Let θ be a function of the form (2.24) and θλ := λ
n−2
n θ(λ
1
n x, λt).
Then θλ → θ0 locally uniformly in (Rn \ {0})× [0,∞), where
(2.25) θ0(x, t) := [C1F
0(x)− C2t
2−n
n ]+.
Proof. We have
θλ(x, t) = [C1F
λ(x)− C2t
2−n
n ]+,
where Fλ(x) = λ
n−2
n F (λ
1
n x) . By Lemma 2.17, Fλ → F 0 locally uniformly in
R
n \ {0} and the lemma follows. 
Moreover we will also need to know the integral of the barriers in time to analyze
the weak solution of the Stefan problem (1.1).
Lemma 2.20. Let Θ(x, t) :=
∫ t
0
θ(x, s) ds. Then Θ(x, t) has the form
(2.26) Θ(x, t) = C1F (x)t− C2n
2
t
2
n + o(F (x)), as |x| → 0.
Proof. We can derive (2.26) simply by integrating the function θ of the form (2.24).
Since θ has the form (2.24), we see that
θ > 0 if t > s(x),
θ = 0 if t ≤ s(x), where s(x) =
(
C1
C2
F (x)
) n
2−n
.
Thus,
Θ(x, t) =


0, t ≤ s(x),∫ t
s(x)
(C1F (x) − C2s
2−n
n ) ds, t > s(x).
When t > s(x),
Θ(x, t) = C1F (x)t− C2n
2
t
2
n − C1F (x)s(x) + C2n
2
(s(x))
2
n
= C1F (x)t− C2n
2
t
2
n +
n− 2
2
(C1)
2
2−n
(C2)
n
2−n
(F (x))
2
2−n
= C1F (x)t− C2n
2
t
2
n + C(F (x))
2
2−n .
Since F (x) has a singularity at x = 0 by (2.5) then s(x) → 0 and C(F (x)) 22−n =
o(F (x)) as |x| → 0, which completes the proof. 
From these barriers, we can obtain the rate of expansion of the support for
viscosity solutions.
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Lemma 2.21. Let n ≥ 3 and v be a viscosity solution of (1.1). There exists t0 > 0
and constants C,C1, C2 > 0 such that for t ≥ t0,
C1t
1
n ≤ min
Γt(v)
|x| ≤ max
Γt(v)
|x| ≤ C2t 1n
and for 0 ≤ t ≤ t0,
max
Γt(v)
|x| ≤ C2.
Moreover,
0 ≤ v(x, t) ≤ C|x|2−n.
Proof. We deduce the bound for v(x, t) first. Let F (x) be the fundamental solution
of the elliptic equation (2.4) as in Section 2.4. Then θˆ = CF (x) is a stationary
solution of the equation vt − Lv = 0. Its integral in time is also a solution of the
variational inequality problem with fˆ = CF (x). If we take C large enough then
fˆ ≥ f and θˆ ≥ 1 on K. Applying the comparison principle for the variational
problem, [39, Proposition 2.2], we have v(x, t) ≤ CF (x) ≤ C˜|x|2−n by (2.5).
The bound on the support of v(·, t) at all times has been proved in [30, Lemma 3.6].
Now consider θ1, θ2 that are respectively a subsolution and a supersolution of
the Stefan problem (1.1) for t ≥ t0 as constructed in Section 2.4.1 and 2.4.2. The
bounds on the support of v for t ≥ t0 follow directly from the behavior of the
supports of θ1, θ2. 
2.5. Limit problems. The expected limit problem is the corresponding Hele-Shaw
type problem with a point source.
2.5.1. Limit problem for vλ. We expect vλ to converge to a solution of
(2.27)


L0v = 0 in {v > 0},
vt
|Dv| =
1
L
qijDjvνi on ∂{v > 0},
lim
|x|→0
v
F 0
= C,
v(x, 0) = 0 in Rn \ {0},
where C,L are positive constants, qij are constants of the operator L0 and F 0 is
the fundamental solution of (2.10).
Since Q := (qij) is symmetric and positive definite, we can write Q = P
2, where
P is also a symmetric positive definite matrix. Let v˜(x, t) := v(Px, t). A direct
computation then shows that the problem (2.27) becomes the classical Hele-Shaw
problem with a point source for function v˜,
(2.28)


∆v˜ = 0 in {v˜ > 0},
v˜t =
1
L
|Dv˜|2 on ∂{v > 0},
lim
|x|→0
v˜
|x|2−n = C,
v˜(x, 0) = 0 in Rn \ {0}.
The problem (2.28) has a unique classical solution V˜ which is given explicitly
(see [36, 38], for instance). Thus (2.27) has unique classical solution V (x, t) :=
V˜ (P−1x, t), which is continuous in (Rn \ {0})× [0,∞).
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2.5.2. Limit problem for uλ. Suppose that V = VC,L is the classical solution of
(2.27) above and set
(2.29) U(x, t) :=
∫ t
0
V (x, s) ds.
It is known that the time integral of the solution of the classical Hele-Shaw problem
with a point source (2.28) satisfies an obstacle problem derived in [36]. Follow-
ing [36] and using a change of variables again, we see that U uniquely solves the
following problem, which is our limit variational problem:
(2.30)


w ∈ Kt,
q(w, φ) ≥ 〈−L, φ〉 , ∀φ ∈ W1,
q(w,ψw) = 〈−L,ψw〉 , ∀ψ ∈W2,
where
Kt =
{
ϕ ∈
⋂
ε>0
H1(Rn \Bε) ∩ C(Rn \Bε) : ϕ ≥ 0, lim
|x|→0
ϕ(x)
F 0(x)
= Ct
}
,
W1 =
{
φ ∈ H1(Rn \Bε) : φ ≥ 0, φ = 0 on Bε for some ε > 0
}
,(2.31)
W2 =W1 ∩ C1(Rn).(2.32)
2.5.3. Near-field limit. Using the boundedness provided by Lemma 2.21, we have
the following general near-field limit result similar to [39].
Theorem 2.22 (Near-field limit). The viscosity solution v of the Stefan problem
(1.1) converges to the unique solution P = P (x) of the exterior Dirichlet problem
(2.33)


LP = 0, x ∈ Rn \K,
P = 1, x ∈ K,
lim
|x|→∞
P (x) = 0,
as t→∞ uniformly on compact subsets of Kc.
Proof. Follow the arguments in proof of [39, Lemma 8.4] and note that by Lemma 2.21
the support of v expands to the whole space as time t→∞. 
The results on the isolated singularity of solutions of linear elliptic equations
in [46] allow us to deduce the asymptotic behavior of P as |x| → ∞.
Lemma 2.23. There exists a constant C∗ = C∗(K,n) such that the solution P of
the problem (2.33) satisfies
lim
|x|→∞
P (x)
F (x)
= C∗,
where F (x) is the fundamental solution of the elliptic equation −Lv = 0 in Rn.
Proof. Lemma 2.23 is a direct corollary of [46, Theorem 5]. The arguments follow
the same techniques as in [39, Lemma 4.3] using a general Kelvin transform and
Green’s function for linear elliptic equations. Following [39, Lemma 4.3], it can
also be shown that the constant C∗ depends continuously on the data of the fixed
boundary Γ = ∂K. 
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3. Uniform convergence of the rescaled variational solutions
The purpose of this section is to show the first main result on the uniform
convergence of the rescaled variational solutions, which is similar to [38, Theorem
3.1].
Theorem 3.1. Let u be the unique solution of variational problem (2.1) and uλ be
its rescaling. Let UA,L be the unique solution of limit problem (2.30) where A = C∗
as in Lemma 2.23, and L =
〈
1
g
〉
as in Lemma 3.2. Then the functions uλ converge
locally uniformly to UA,L as λ→∞ on (Rn \ {0})× [0,∞).
The classical homogenization results of variational inequalities are usually stated
for a fixed bounded domain. Since our admissible set Kλ(t) defined in Section 2.3
changes with λ, we will need to refine the proof. We will use the techniques of
the Γ-convergence introduced in [11] and [30]. Note that these techniques can be
applied not only for the periodic case but also for stationary ergodic coefficients
over a probability space (A,F , P ).
3.1. The averaging property of media and the Γ-convergence. We recall
the following lemma on the averaging property of periodic media, which also holds
for more general stationary ergodic media.
Lemma 3.2 (cf. [29, Section 4, Lemma 7], see also [36]). For a given g satisfying
(1.4), there exists a constant, denoted by
〈
1
g
〉
, such that if Ω ⊂ Rn is a bounded
measurable set and if {uε}ε>0 ⊂ L2(Ω) is a family of functions such that uε → u
strongly in L2(Ω) as ε→ 0, then
lim
ε→0
∫
Ω
1
g
(
x
ε
)uε(x) dx = ∫
Ω
〈
1
g
〉
u(x) dx.
The quantity
〈
1
g
〉
in periodic setting is the average of 1
g
over one period.
We also need some basic concepts and results of the Γ-convergence which are
taken from [11]. Let Ω be a bounded open set in Rn. Consider the functional
(3.1) Jλ(u,Ω) :=


∫
Ω
aij(λ
1
n x)DiuDju dx if u ∈ H1(Ω),
∞ otherwise.
Definition 3.3 (cf. [11, Proposition 8.1]). Let X be a metric space. A sequence of
functionals Fh is said to Γ(X)-converge to F if the following conditions are satisfied:
(i) For every u ∈ X and for every sequence (uh) converging to u in X , we have
F (u) ≤ lim inf
h→0
Fh(uh).
(ii) For every u ∈ X , there exists a sequence (uh) converging to u in X , such
that
F (u) = lim
h→0
Fh(uh).
It is known that the Γ(L2)-convergence of Jλ is equivalent to the G-convergence
of elliptic operator Lλ (see [11, Theorem 22.4] and [30, Theorem 4.3]) and we have
a crucial result on Gamma-convergence of Jλ as follows.
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Theorem 3.4 (cf. [30, Theorem 4.3]). The functionals Jλ Γ(L2)-converge as λ→
∞ to a functional J0, where J0 is a quadratic functional of the form
J0(u) :=


∫
Ω
qijDiuDju dx if u ∈ H1(Ω),
∞ otherwise.
Here the constants qij are the coefficients of the limit operator L0 as in Lemma 2.15.
To deal with the Dirichlet boundary condition, we need to use cut-off functions
and the fundamental estimate below. Here we denote as A the class of all open
subsets of Ω.
Definition 3.5. [11, Definition 18.1] Let A′, A′′ ∈ A with A′ ⋐ A′′. We say that
a function ϕ : Rn → R is a cut-off function between A′ and A′′ if ϕ ∈ C∞0 (A′′), 0 ≤
ϕ ≤ 1 on Rn, and ϕ = 1 in a neighborhood of A′ .
Definition 3.6. [11, Definition 18.2] Let F : Lp(Ω)×A → [0,∞] be a non-negative
functional. We say that F satisfies the fundamental estimate if for every ε > 0 and
for every A′, A′′, B ∈ A, with A′ ⋐ A′′, there exists a constant M > 0 with the
following property: for very u, v ∈ Lp(Ω), there exists a cut-off function ϕ between
A′ and A′′, such that
(3.2)
F (ϕu + (1− ϕ)v,A′ ∪B) ≤ (1 + ε)(F (u,A′′) + F (v,B))
+ ε(‖u‖p
Lp(S) + ‖v‖pLp(S) + 1) +M‖u− v‖pLp(S),
where S = (A′′ \ A′) ∩ B. Moreover, if F is a class of non-negative functionals
on Lp(Ω)×A, we say that the fundamental estimate holds uniformly in F if each
element F of F satisfies the fundamental estimate with M depending only on
ε, A′, A′′, B, while ϕ may depend also on F, u, v.
The result in [11, Theorem 19.1] provides a wide class of integral functionals
uniformly satisfying the fundamental estimate. In particular, the fundamental es-
timate holds uniformly in the class of all functionals of the form (3.1). Thus for
every Jλ, there exists a cut-off function ϕ such that (3.2) hold with F = Jλ and a
constant M independent of λ.
3.2. Uniform convergence of rescaled variational solutions. Now we are
ready to prove Theorem 3.1.
Proof of Theorem 3.1. For a fixed T > 0, we can bound Ωt(u
λ) by B(0, R) for some
R > 0, for all 0 ≤ t ≤ T and λ > 0 by Lemma 2.21. We will show the convergence
in Qε :=
(
B(0, R) \B(0, ε)
)
× [0, T ] for some ε > 0.
We argue the same way as in the proof of [38, Theorem 3.2]. Using the uniform
bound on uλ, uλt from Lemma 2.21 and the standard regularity estimates for an
elliptic obstacle problem which hold uniformly in λ, we obtain a uniform Ho¨lder es-
timate for uλ. Then by the Arzela`-Ascoli theorem and a diagonalization argument,
we can find a function u¯ ∈ C((Rn \ {0})× [0,∞)) and a subsequence {uλk} ⊂ {uλ}
such that
uλk → u¯ locally uniformly on (Rn \ {0})× [0,∞) as k →∞,
uλk(·, t)→ u¯(·, t) strongly in H1(Ωε) for all t ≥ 0, ε > 0.
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In the rest of the proof we show that the function u¯ solves the limit problem
(2.30), whose uniqueness then implies the convergence of the full sequence. We
start with quantifying the singularity at the origin.
Lemma 3.7. We have
lim
|x|→0
u(x, t)
UC∗,L(x, t)
= 1.
Proof. Let C∗ as in Lemma 2.23 and F be the fundamental solution of (2.4) as in
Section 2.4. Fix ε > 0. By Lemma 2.23, there exists a large enough such that
(3.3)
∣∣∣∣P (x)F (x) − C∗
∣∣∣∣ < ε2 , in {|x| ≥ a}
and K ⊂ {|x| < a}. In particular, (3.3) holds for every x, |x| = a.
The set {|x| = a} is a compact subset of Rn \K. Then by Theorem 2.22, there
exists t0 > 0 such that for all t ≥ t0,∣∣∣∣v(x, t)F (x) − P (x)F (x)
∣∣∣∣ < ε2 , for all x, |x| = a.
By triangle inequality we have for all t ≥ t0, for all x such that |x| = a,∣∣∣∣v(x, t)F (x) − C∗
∣∣∣∣ < ε.
Let Φ(x, t) be the fundamental solution of the parabolic equation
(3.4) ut − Lu = 0.
As shown in [16, 2], such unique fundamental solution exists and satisfies
(3.5) N−1t−
n
2 e−
N|x|2
t ≤ Φ(x, t) ≤ Nt−n2 e− |x|
2
Nt
for some N > 0. We consider θ1, θ2 as follows:
θ1(x, t) :=
[
(C∗ − ε)F (x) + c2h(x)
t
− c3t
2−n
n
]
+
χE(x, t),
θ2(x, t) := (C∗ + ε)F (x) + C2Φ(x, t),
where E, h(x) were defined as in Section 2.4.2. We will show that we can choose
the coefficients such that θ1 is a subsolution and θ2 is a supersolution of (1.1) in
{|x| ≥ a} × {t ≥ t0} for some t0. Since we fix the first coefficient of θ1 and θ2, we
need to check the initial conditions carefully.
Note that on the set {|x| = a}, θ1 → (C∗ − ε)F (x) and θ2 → (C∗ + ε)F (x)
uniformly as t → ∞. Thus we can choose a large time t0 such that θ1 ≤ v ≤ θ2
on {|x = a|} × {t ≥ t0}. By (2.20), we can choose c2 large enough such that
supp θ1(·, t0) ⊂ {x : (x, t0) ∈ E} ⊂ Ba(0) and then θ1(·, t0) ≤ v(·, t0) in {|x| ≥ a}.
Following Section 2.4.2, by choosing larger c2, t0 if necessary and c3 satisfying (2.21),
(2.23), θ1 is a subsolution of (1.1) in {|x| ≥ a} × {t ≥ t0}.
Fix the time t0 such that θ1 is a subsolution of (1.1) in {|x| ≥ a} × {t ≥ t0}
as above. By (2.5) and (3.5), θ2 > 0 in R
n. Moreover, since F (x) and Φ(x, t) are
the fundamental solutions of (2.4) and (3.4) respectively, clearly (θ2)t − Lθ2 = 0
in Rn \ {0}. If we choose C2 large enough then θ2(·, t0) > v(·, t0) and θ2 is a super
solution of (1.1) in {|x| ≥ a} × {t ≥ t0}.
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By comparison principle, θ1 ≤ v ≤ θ2 in {|x| ≥ a} × {t ≥ t0}. Moreover, since
h(x) > 0 then
θ1(x, t) ≥ θ˜1(x, t) :=
[
(C∗ − ε)F (x)− c3t
2−n
n
]
+
.
Therefore θ˜λ1 ≤ vλ ≤ θλ2 for λ is large enough.
Noting that Φλ(x, t) := λ
n−2
n Φ(λ
1
n x, λt)→ 0 uniformly as λ→∞ by (3.5), then
by Lemma 2.19, θ˜λ1 , θ
λ
2 converge locally uniformly to θ
0
1, θ
0
2 of the form
θ01(x, t) :=
[
(C∗ − ε)F 0(x)− c3t
2−n
n
]
+
,
θ02(x, t) := (C∗ + ε)F
0(x),
where F 0 is the fundamental solution of −L0u = 0, L0 is the limit of the operators
Lλ as in Lemma 2.15. Applying the same method as in [36] we have
(3.6)
∫ t
0
θ01(x, s) ds ≤ u(x, t) ≤
∫ t
0
θ02(x, s) ds.
By Lemma 2.20 we obtain
(C∗ − ε)F 0(x)t − c3n
2
t
2
n + o(F 0(x)) ≤ u(x, t) ≤ (C∗ + ε)F 0(x)t
as |x| → 0. Dividing both sides of by F 0(x) and taking the limit as |x| → 0 we get
(C∗ − ε)t ≤ lim inf
|x|→0
u(x, t)
F 0(x)
≤ lim sup
|x|→0
u(x, t)
F 0(x)
≤ (C∗ + ε)t.
Since ε > 0 is arbitrary, we have the correct singularity by sending ε to 0. 
Finally, we check that the limit function u¯ satisfies the inequality and equality
in (2.30).
Lemma 3.8. For each 0 ≤ t ≤ T , w = u(·, t) satisfies
q(w, φ) ≥ 〈−L, φ〉 , ∀φ ∈ W1,(3.7)
q(w,ψw) = 〈−L,ψw〉 , ∀ψ ∈W2,(3.8)
where L =
〈
1
g
〉
and W1,W2 were defined as in Section 2.5.2.
Proof. Fix t ∈ [0, T ] and take any φ ∈ W1. By continuity, we can choose φ with a
compact support contained in Ω := B(0, R) \ B(0, ε0) for some 0 < ε0 < R. Let
wk(x) := uλk(x, t) and ϕ := w + φ ∈ H1(Rn). By Theorem 3.4, there exists a
sequence {ϕk} that converges strongly in L2(Ω) to ϕ such that
(3.9) Jλk(ϕk,Ω)→ J0(ϕ,Ω).
We will show that we can modify ϕk into ϕ˜k such that ϕ˜k ∈ Kλk (t) and all the
convergences are preserved.
First, we see that J0(ϕ¯,Ω) < ∞ since ϕ¯ ∈ H1(Ω). By (3.9), Jλk(ϕk,Ω) < ∞
and hence ϕk ∈ H1(Ω) when k is large enough.
Next, we need to modify ϕk so that the boundary condition on Kλk is satisfied.
Since ϕ ∈ H1(Ω), for every ε > 0, there exists a compact set A(ε) ⊂ Ω such that
suppφ ⊂ A(ε) and
(3.10)
∫
Ω\A(ε)
|Dϕ|2 dx < ε.
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Let A′(ε), A′′(ε) such that A(ε) ⊂ A′(ε) ⋐ A′′(ε) ⋐ Ω and B(ε) = Ω \ A(ε).
By [11, Theorem 19.1], the fundamental estimate (3.2) holds uniformly in the class
of all functionals of the form (3.1). Thus there exists a constantM ≥ 0 independent
of λk and a sequence of cut-off functions ξ
k
ε ∈ C∞0 (A′′(ε)), 0 ≤ ξkε ≤ 1, ξkε = 1 in a
neighborhood of A′(ε) such that
(3.11)
Jλk(ξkεϕ
k + (1− ξkε )(wk + φ),Ω) ≤(1 + ε)(Jλk(ϕk, A′′(ε)) + Jλk(wk + φ,B(ε)))
+ ε(‖ϕk‖2L2(Ω) + ‖wk + φ‖2L2(Ω) + 1)
+M‖ϕk − wk − φ‖2L2(Ω).
Define
ϕkε (x) :=
{
ξkε (x)ϕ
k(x) + (1− ξkε (x))(wk(x) + φ(x)) if x ∈ Ω,
wk(x) if x /∈ Ω.
Then ϕkε ∈ H1(Rn), ‖ϕkε − ϕ¯‖L2(Ω) ≤ ‖ϕk − ϕ¯‖L2(Ω) + ‖wk + φ − ϕ¯‖L2(Ω) → 0 as
k →∞ and ϕkε − wk has compact support in Ω.
By ellipticity (1.3) we have
(3.12) Jλk(wk + φ,B(ε)) ≤ β
∫
B(ε)
|D(wk + φ)|2 dx.
In view of (3.10), choose the sequence εn :=
1
n
and denote ϕkn := ϕ
k
εn
. By (3.11),
(3.12), and the convergences ϕkn → ϕ in L2(Ω) and wk → w in H1(Ω) as k → ∞,
for each n there exists k0(n) such that
(3.13)

‖ϕkn − ϕ‖L2(Ω) ≤ min
{
1
n
,
1
Mn
}
,
Jλk(ϕkn,Ω) ≤
(
1 +
1
n
)(
J0(ϕ,Ω) +
β + 1
n
)
+
1
n
(
2‖ϕ‖L2(Ω) + 1
n
+ 1
)
+
2
n
,
for every k ≥ k0(n). We can choose k0(n) such that k0 is an increasing function of
n and k0(n)→∞ as n→∞. We will form a new sequence {ϕˆk} from the class of
sequences {ϕkn}. The idea is that for each k, we will choose an appropriate n(k) and
set ϕˆk := ϕk
n(k). We need to choose a suitable n(k) such that n(k)→∞ and (3.13)
holds for ϕk
n(k) when k is large enough. To this end we introduce an “inverse” of k
as
n(k) := min{j ∈ N : k < k0(j + 1)}.
n(k) is well-defined, non-decreasing and tends to∞ as k →∞. From the definition
of n(k) we see that if k ≥ k0(2) then n(k) ≥ 2 and k0(n(k)) ≤ k < k0(n(k) + 1)
(otherwise n(k) is not the minimum). Thus by (3.13) and definition of ϕˆk we have
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for all k ≥ k0(2),

‖ϕˆk − ϕ‖L2(Ω) ≤ min
{
1
n(k)
,
1
Mn(k)
}
,
Jλk(ϕˆk,Ω) = Jλk(ϕkn(k),Ω)
≤
(
1 +
1
n(k)
)(
J0(ϕ,Ω) +
β + 1
n(k)
)
+
1
n(k)
(
2‖ϕ‖L2(Ω) +
1
n(k)
+ 1
)
+
2
n(k)
.
Sending k →∞ we get

lim
k→∞
‖ϕˆk − ϕ¯‖L2(Ω) = 0,
lim sup
k→∞
Jλk(ϕˆk,Ω) ≤ J0(ϕ¯,Ω).
On the other hand, by Theorem 3.4,
J0(ϕ¯,Ω) ≤ lim inf
k→∞
Jλk(ϕˆk,Ω)
and thus we can conclude that ϕˆk → ϕ¯ strongly in L2(Ω) and Jλk(ϕˆk,Ω) →
J0(ϕ¯,Ω). Moreover, by the definitions of ϕkε , ϕˆ
k, we also have ϕˆk ∈ H1(Ω) and
ϕˆk − wk has compact support in Ω.
Now set ϕ˜k := |ϕˆk|. Then ϕ˜k ∈ H1(Ω), ϕ˜k ≥ 0, ϕ˜k = wk in Ωc ⊃ Kλk for k large
enough, and thus ϕ˜k ∈ Kλk (t) for k large enough. Moreover, following the argument
in the proof of [30, Lemma 4.5], ϕ˜k → ϕ¯ in L2(Ω) and Jλk(ϕ˜k,Ω)→ J0(ϕ¯,Ω).
Since wk, ϕ˜k ∈ Kλk (t) and supp(ϕ˜k − wk) ⊂ Ω, by (2.13) and integration by
parts formula we have
aλkΩ (w
k, ϕ˜k − wk) ≥ −λ
2−n
n
k
〈
uλkt , ϕ˜
k − wk
〉
Ω
+
〈
− 1
gλk
, ϕ˜k − wk
〉
Ω
.
The inequality aλk(u, v − u) ≤ 12Jλk(v)− 12Jλk(u) for any u, v implies
1
2
Jλk(ϕ˜k,Ω) ≥ 1
2
Jλk(wk,Ω)− λ
2−n
n
k
〈
uλkt , φ
k
〉
Ω
+
〈
− 1
gλk
, φk
〉
Ω
,
where φk := ϕ˜k − wk → φ in L2(Ω). Taking lim inf as k → ∞ and using the fact
that uλkt is bounded give
(3.14)
1
2
J0(ϕ,Ω) ≥ 1
2
J0(w,Ω) + 〈−L, φ〉Ω .
This holds for any φ ∈W1 and therefore also for δφ, where 0 < δ < 1. Replacing φ
in (3.14) by δφ we have
1
2
J0(w¯ + δφ,Ω) ≥ 1
2
J0(w¯,Ω) + 〈−L, δφ〉
⇔ 1
2
[
J0(w¯,Ω) + 2δqΩ(w¯, φ) + δ
2J0(φ)
] ≥ 1
2
J0(w¯,Ω) + 〈−L, δφ〉 .
Dividing both sides by δ and sending δ → 0 we obtain
qΩ(w, φ) ≥ 〈−L, φ〉Ω .
Since suppφ ∈ Ω, we conclude that (3.7) holds in Rn.
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Now take ψ ∈ W2. As above, we assume that ψ has a compact support contained
in Ω, and without loss of generality we can also assume that 0 ≤ ψ ≤ 1, ψ = 0 on
Bε(0) (otherwise consider
ψ
maxRn ψ
instead). Since ψ ∈W2 then ψw ∈W1 and (3.7)
holds for ψw¯, we have q(w,ψw) ≥ 〈−L,ψw〉. For the reverse inequality, define
ϕ := (1 − ψ)w ∈ H1(Ω). Arguing as before, we can choose ϕ˜k ∈ Kλk(t) such that
ϕ˜k → ϕ in L2(Ω), Jλk(ϕ˜k,Ω)→ J0(ϕ,Ω). Again, since wk, ϕ˜k ∈ Kλk (t), by (2.13)
and the inequality aλk(u, v − u) ≤ 12Jλk(v)− 12Jλk(u) for any u, v we have
1
2
Jλk(ϕ˜k,Ω) ≥ 1
2
Jλk(wk,Ω)− λ
2−n
n
k
〈
uλkt , ϕ˜
k − wk
〉
Ω
+
〈
− 1
gλk
, ϕ˜k − wk
〉
Ω
.
Taking lim inf as k →∞ and arguing the same as in the proof of (3.7) we get
qΩ(w,ϕ− w) ≥ 〈−L,ϕ− w〉Ω
⇔ −qΩ(w,ψw) ≥ −〈−L,ψw〉Ω
⇔ qΩ(w,ψw) ≤ 〈−L,ψw〉Ω .
Thus q(w,ψw) = 〈−L,ψw〉 for every ψ ∈W2. 
This completes the proof of Theorem 3.1. 
4. Uniform convergence of rescaled viscosity solutions and free
boundaries
In this final section, we establish the convergence of the rescaled viscosity solu-
tions vλ of the Stefan problem (1.1) and their free boundaries. The proof is based
on viscosity arguments showing that the half-relaxed limits of vλ in {|x| 6= 0, t ≥ 0}
defined as
v∗(x, t) = lim sup
(y,s),λ→(x,t),∞
vλ(y, s), v∗(x, t) = lim inf
(y,s),λ→(x,t),∞
vλ(y, s)
coincide and are the viscosity solution of the limit problem with a point source. We
have the following result, which is similar to [38, Theorem 4.2].
Theorem 4.1. Let n ≥ 3 and V = VC∗,L be the solution of Hele-Shaw problem
with a point source (2.27) with the constant C∗ from Lemma 2.23 and L =
〈
1
g
〉
as in Lemma 3.2. The rescaled viscosity solution vλ of the Stefan problem (1.1)
converges locally uniformly to V = V
C∗,〈 1g 〉 in (R
n \ {0})× [0,∞) as λ→∞ and
v∗ = v
∗ = V.
Moreover, the rescaled free boundary {Γ(vλ)}λ converges to Γ(V ) locally uniformly
with respect to the Hausdorff distance.
All the viscosity arguments used in [38, Section 4] can be applied in our anisotropic
case with some minor adaptations. Therefore, we will omit some of the proofs and
refer to [29,30,36,38] for more details. Let us give a brief review of the ideas in the
spirit of [38, Section 4] as follows.
(1) We first prove the convergence of the rescaled viscosity solution and its free
boundary under the condition (1.6).
• By the regularity of the initial data v0 as in (1.6), we deduce a weak
monotonicity of the solution v.
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• Using the weak monotonicity and pointwise comparison principle ar-
guments, we then show the convergence for regular initial data.
(2) For general initial data, we will find regular upper and lower approximations
of the initial data satisfying (1.6) and use the comparison principle together
with the uniqueness of the limit solution to reach the conclusion.
We will state the necessary results here with remarks on the adaptations for the
anisotropic case.
4.1. Some necessary technical results. First, we have the correct singularity of
v∗ and v∗ at the origin, which can be established similarly to the proof of Lemma 3.7.
Lemma 4.2 (cf. [38, Lemma 4.3], v∗ and v∗ behave as V at the origin). The
functions v∗, v∗ have a singularity at 0 with
lim
|x|→0+
v∗(x, t)
V (x, t)
= 1, lim
|x|→0+
v∗(x, t)
V (x, t)
= 1, for t > 0.(4.1)
Proof. Argue as in the proof of Lemma 3.7. 
We will also make use of an uniform estimate on uλ and the convergence of
boundary points deduced from the convergence of variational solutions.
Lemma 4.3 (cf. [29, Lemma 3.1]). There exists constant C > 0 independent of λ
such that for every x0 ∈ Ωt0(uλ) and Br(x0) ∩ Ωλ0 = ∅ for some r, we have
sup
x∈Br(x0)
uλ(x, t0) > Cr
2
for every λ.
Proof. We will prove the statement for x0 ∈ Ωt0(uλ) first, the results then follows
by continuity of uλ. Since Br(x0) ∩ Ωλ0 = ∅ then uλ satisfies
λ
2−n
n uλt − Lλuλ = −
1
gλ
in {uλ > 0} ∩ (Br(x0)× {t = t0}).
Since uλt ≥ 0 and − 1g ≤ − 1M then −Lλuλ ≤ − 1M =: −C0 in {uλ > 0} ∩ (Br(x0)×
{t = t0}).
Define
wλ(x) = uλ(x, t0)− C0
n
hλ(x− x0)
where hλ(x) is the barrier with quadratic growth corresponding to elliptic operator
Lλ introduced in Section 2.4.2. We have {wλ > 0} ∩Br(x0) ⊂ {uλ > 0} ∩ {t = t0}
and therefore, for all λ,
−Lλwλ ≤ 0 in {wλ > 0} ∩Br(x0).
We see that wλ(x0) > 0. Hence the maximum of w
λ in Br(x0) is positive
and by the maximum principle, wλ attains the maximum on the boundary {wλ >
0} ∩ ∂Br(x0) and therefore
sup
Br(x0)
uλ(x, t0) ≥ sup
|x−x0|=r
uλ(x, t0) > inf
|x−x0|=r
C0
n
hλ(x− x0).
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By the quadratic growth of hλ, where the coefficients on the growth rate only
depend on the elliptic constants, we have
sup
Br(x0)
uλ(x, t0) ≥ Cr2,
for some constant C which does not depend on λ. 
Lemma 4.4 (cf. [30, Lemma 5.4]). Suppose that (xk, tk) ∈ {uλk = 0} and (xk, tk, λk)→
(x0, t0,∞). Let U = UC∗,L be the limit function as in Theorem 3.1. Then:
a) U(x0, t0) = 0,
b) If xk ∈ Γtk(uλk) then x0 ∈ Γt0(U),
Proof. See the proof of [30, Lemma 5.4]. 
A weak monotonicity in time of the solution of the Stefan problem (1.1) is given
by the following lemma.
Lemma 4.5 (cf. [38, Lemma 4.7, Lemma 4.8], Weak monotonicity). Let u be the
solution of the variational problem (2.1), and v be the associated viscosity solution
of the Stefan problem. Suppose that v0 satisfies (1.6). Then there exist C ≥ 1
independent of x and t such that
(4.2) v0(x) ≤ Cv(x, t) and u(x, t) ≤ Ctv(x, t) in Rn \K × [0,∞).
Proof. Following the same arguments as in [38, Lemma 4.7, Lemma 4.8], we obtain
(4.2) simply by using elliptic operator L instead of the Laplace operator. 
Lemma 4.3 and Lemma 4.5 automatically give us a crucial uniform lower estimate
on vλ and allow us to show the relationship between v∗, v
∗ and V .
Corollary 4.6. There exists a constant C1 = C1(n,M) such that if (x0, t0) ∈ Ω(vλ)
and Br(x0) ∩ Ωλ0 = ∅, we have
sup
Br(x0)
vλ(x, t0) ≥ C1r
2
t0
.
Lemma 4.7. Let v be the viscosity solution of (1.1) and vλ be its rescaling. Then
the following statements hold.
i) v∗(·, t) is a subsolution of (2.10) in Rn \ {0} and v∗(·, t) is a supersolution
of (2.10) in Ωt(v∗) \ {0} in viscosity sense.
ii) Ω(V ) ⊂ Ω(v∗) and in particular v∗ ≥ V .
iii) Γ(v∗) ⊂ Γ(V ).
Proof. i) follows from standard viscosity arguments with noting that we can take
a sequence of test functions for rescaled elliptic equation that converges to the test
function for (2.10) by classical homogenization results.
ii) See [30, Lemma 5.5], the conclusion holds by i), Lemma 4.2 and Lemma 4.5.
iii) See [30, Lemma 5.6 ii]. 
Proof of Theorem 4.1.
Proof. We follow the proof of [38, Theorem 4.2]; see [38] for more details.
Step 1. We first show the convergence results for the problem with the ini-
tial data satisfying (1.6) using the weak monotonicity in time of the solution,
Lemma 4.5, and its consequences.
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By Lemma 4.7, the correct singularity of v∗ from Lemma 4.2 and the comparison
principle for elliptic equation (2.10) we have
V (x, t) ≤ v∗(x, t) ≤ v∗(x, t) ≤ VC∗+ε,〈 1g 〉(x, t).
Let ε→ 0 we obtain v∗ = v∗ = V by continuity and in particular, Γ(v∗) = Γ(v∗) =
Γ(V ).
Now we show the locally uniform convergence of the free boundaries with respect
to the Hausdorff distance. To simplify the notation, we fix 0 < t1 < t2 and define
Γλ := Γ(vλ) ∩ {t1 ≤ t ≤ t2}, Γ∞ := Γ(V ) ∩ {t1 ≤ t ≤ t2}.
The result will follow if we show that for all δ > 0, there exists λ0 > 0 such that
for all λ ≥ λ0,
(4.3)
dist((x0, t0),Γ
∞) < δ for all (x0, t0) ∈ Γλ, and
dist((x0, t0),Γ
λ) < δ for all (x0, t0) ∈ Γ∞.
A contradiction argument as in the proofs of [36, Theorem 7.1] and [38, Theo-
rem 4.2], using Lemma 4.4 above yields the existence of λ0 for the first inequality.
Hence the main task now is to show the existence of λ0 for the second inequality
in (4.3). Note that we only need to show this pointwise. The result then fol-
lows from the compactness of Γ∞. Suppose that there exists δ > 0, (x0, t0) ∈ Γ∞
and {λk}, λk → ∞, such that dist((x0, t0),Γλk) ≥ δ
2
for all k. Then there exists
r > 0 such that after passing to a subsequence if necessary, we can assume that
Dr(x0, t0) := B(x0, r) × [t0 − r, t0 + r] satisfies either
(4.4) Dr(x0, t0) ⊂ {vλk = 0}, for all k
or,
(4.5) Dr(x0, t0) ⊂ {vλk > 0}, for all k.
But (4.4) clearly implies V = v∗ = 0 in Dr(x0, t0), contradicting (x0, t0) ∈ Γ∞.
Thus we assume (4.5). Following [38], to handle Harnack’s inequality for a parabolic
equation that becomes elliptic in the limit, we rescale time as
wk(x, t) := vλk(x, λ
2−n
n
k t).
Then wk > 0 in Dwr (x0, t0) := B(x0, r)× [λ
n−2
n
k (t0−r), λ
n−2
n
k (t0+r)] and w
k satisfies
wkt −Lλwk = 0 in Dwr (x0, t0). Since λ
n−2
n
k →∞ as k →∞ then for any fixed τ > 0,
there exists λ0 such that τ < λ
n−2
n
k
r
4 for all λk ≥ λ0. Now applying Harnack’s
inequality for the parabolic equation wkt − Lλwk = 0 we have for a fixed τ > 0,
there exists a constant C1 > 0 such that for each t ∈ [t0− r2 , t0+ r2 ] and all λk such
that τ < λ
n−2
n
k
r
4 we have
sup
B(x0, r2 )
wk(·, λ
n−2
n
k t− τ) ≤ C1 inf
B(x0, r2 )
wk(·, λ
n−2
n
k t).
As noted in [38, Theorem 4.2], for the isotropic case, the constant C1 of Harnack’s
inequality can be taken not depending on λk. For the anisotropic case, this constant
also depends on the elliptic constants of operator Lλk . However the rescaling of the
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operator does not change the elliptic constants. Thus C1 can be taken independent
of λk. By this inequality and Corollary 4.6 we have
C2r
2
t− λ
2−n
n
k τ
≤ sup
B(x0, r2 )
vλk(·, t− λ
2−n
n
k τ) ≤ C1 inf
B(x0, r2 )
vλk (·, t)
for all t ∈ [t0 − r2 , t0 + r2 ], λk ≥ λ0 large enough, where C2 only depends on n,M .
In the limit λk → ∞, the uniform convergence of {vλk} to V implies V > 0 in
B(x0,
r
2 )× [t0− r2 , t0+ r2 ], which contradicts the assumption (x0, t0) ∈ Γ∞ ⊂ Γ(V ).
This concludes the proof of Theorem 4.1 when (4.2) holds.
Step 2. For general initial data, arguing as in step 2 of the proof of [38, Theorem
4.2], we are able to find upper and lower bounds for the initial data for which (4.2)
holds. The comparison principle for viscosity solution of the Stefan problem (1.1)
then yields the convergence since the limit function V is unique and does not depend
on the initial data.

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