Abstract. We consider obstructions to the removability of coincidences of maps f, g : N → M, where M, N are manifolds with the codimension dim N − dim M ≥ 0. The coincidence index is the only obstruction for maps to surfaces (any codimension) and maps with fibers homeomorphic to 4-, 5-, or 12-dimensional spheres, for large values of dim M.
Introduction
Throughout the paper we assume the following. Suppose M is an n-manifold, N is an (n + m)-manifold, n ≥ 2, the codimension m ≥ 0, ∂N, ∂M are the boundaries (possibly empty) of N, M, f, g : N → M are maps, the coincidence set Coin(f, g) = {x ∈ N : f (x) = g(x)} is a subset of a set C ⊂ N \∂N.
Consider the Coincidence Problem: "What can be said about the coincidence set of (f, g)?" One of the main tools is the Lefschetz number L(f, g) defined as the alternating sum of traces of certain endomorphism on the (co)homology group of M . Then the famous Lefschetz coincidence theorem provides a sufficient condition for the existence of coincidences (codimension m = 0): L(f, g) = 0 =⇒ Coin(f, g) = ∅. Under some circumstances the converse is also true (up to homotopy): L(f, g) = 0 =⇒ there are maps f ′ , g ′ homotopic to f, g respectively such that Coin(f ′ , g ′ ) = ∅. Thus the problem reads as follows: "Can we remove coincidences by a homotopy of f and g?" By H (H * ) we denote the integral singular (co)homology. For any space Y we define the diagonal map d :
For codimension m = 0, the coincidence index I f g of (f, g) is defined as follows, see [14, Section 3] . Since Coin(f, g) ⊂ C, the map (f, g) : (N, N \C) → M × is well defined. Let τ be the generator of H n (M × ) = Z and O N the fundamental class of N around C, then let 2. Additivity: The index over a union of disjoint sets is equal to the sum of the indices over these sets; 3. Existence of Coincidences: if the index is nonzero then there is a coincidence; 4. Normalization: the index is equal to the Lefschetz number; 5. Removability: if the index is zero then a coincidences can be (locally or globally) removed by a homotopy.
While the coincidence theory for codimension m = 0 is well developed [1, VI.14], [5] , [14] , [19, Chapter 7] (see also [13] for an instance of a generalized cohomology), very little is known beyond this case. For m > 0, the vanishing of the coincidence index does not always guarantee removability. For codimension m = 1, the secondary obstruction to removability was considered by Fuller [8] , [9] for M simply connected. In the context of Nielsen Theory the sufficient conditions of removability for m = 1 were studied by Dimovski and Geoghegan [7] , Dimovski [6] for the projection f : M × I → M, and by Jezierski [11] for M, N subsets of Euclidean spaces or M parallelizable. The main goal of this paper is to provide sufficient conditions of local removability of coincidences for some codimensions higher than 1. In particular, the coincidence index defined below is the only obstruction to removability when (1) M is a surface and when (2) the fiber of f is a 4-sphere, 5-sphere, or 12-sphere, and n is large (Theorem 1). The idea of the proof owes a lot to the proof of the Removability Property for codimension 0 due to Brown and Schirmer [5, Theorem 3.1] .
The Normalization Property, or the Lefschetz Coincidence Theorem, was studied by the author in [15] and [16] in the general case when N is an arbitrary topological space (the earlier works are [12] , [10] 
This formula makes the coincidence homomorphism computable by algebraic means. Since obstructions to removability of coincidences lie in certain cohomology groups, we need to develop a cohomological analogue of the theory outlined above. What follows is the first step towards this goal.
The paper is organized as follows. In Section 2 we present the main properties of the coincidence homomorphism. In Section 3 we prove our main result, the Local Removability Property. In Section 4 we consider specific restrictions on fibers of the maps that would guarantee removability and in Section 5 coincidence-producing maps.
Main Results.
Just as in the homology case, the coincidence index is replaced with the coincidence homomorphism. Definition 1. (cf. [4] ) Let the (cohomology) coincidence homomorphism of (f, g) be defined by
In the case m = 0, the only nonzero part of I f g is I f g :
. Therefore only I f g (τ ) matters and the definition reduces to the definition of the coincidence index, as above.
The next three theorems are proven similarly to Lemmas 7.1, 7.2, 7.4 in [19, p. 190-191] respectively.
All parts of the coincidence homomorphism I f g :
.., n + m, can be used for detecting coincidences in the fashion similar to applications of the homology coincidence homomorphism in [16, Section 7] . Therefore each of them can serve as an independent obstruction to removability. However in this paper the only obstruction we consider is I f g restricted to H n (M × ) = Z. Therefore the only thing that matters is the class I f g (τ ) ∈ H n (N, N \C) which will still be called the (cohomology) coincidence index.
We will state the Normalization Property under additional assumptions, similar to [15, Section 2] , [16, Section 5] . Assume that f (N \C) ⊂ ∂M.
where
is called the (cohomology) Lefschetz number with respect to z of the pair (f, g).
Theorem 4 (Normalization). Suppose M is orientable, connected and compact, and suppose that f (N \C) ⊂ ∂M. Then for each z ∈ H n (N, N \C; Q),
Proof. The proof repeats the computation in the proof of Theorem 7.12 in [19, p. 197 ] with Lemmas 7.10 and 7.11 replaced with their generalizations, Lemmas 3.1 and 3.2 in [15] .
The theorem is true even if N is not a manifold. The Hopf map f : S 3 → S 2 is onto, in other words, it has a coincidence with any constant map c. However the coincidence homomorphism I f c :
is zero, therefore Theorem 2 fails to detect coincidences. In fact, h has a coincidence with any map homotopic to c [2] , therefore the converse of the Lefschetz coincidence theorem for spaces of different dimensions fails in general. Our main result below is a partial converse.
Theorem 5 (Local Removability). Suppose C is a compact submanifold of N , f (C) = g(C) = {u}, u ∈ M \∂M, and the following condition is satisfied: 
When the codimension m = 0 and C = { * }, the theorem reduces to Theorem 3.1 of Brown and Schirmer [5] .
Proof of Local Removability.
The proof uses the classical obstruction theory. Condition (A) guarantees that only the primary obstruction, i.e., the coincidence index may be nonzero. The argument follows the one by Brown and Schirmer [5, Theorem 3.1] for the codimension 0 (see also Vick [19, p. 194 
]).
We can assume that V = D n is a neighborhood of u in M such that and
. Consider the following commutative diagram:
Here δ * is the connecting homomorphism, k, j are inclusions, p is the radial projection. Let q = pQ(f, g) : ∂T → S n−1 . Then q * is given in the first column of the diagram.
Suppose I f g = (f, g) * = 0. Then from the commutativity of the diagram, δ * q * = 0. Now we apply the Extension Theorem, Corollary VII.13.13 in [1, p. 509]. It follows that the primary obstruction to extending q to q ′ : T → S n−1 , c n+1 (q), vanishes. The other obstructions c k+1 (q) ∈ H k+1 (T, ∂T ; π k (S n−1 )) = 0, k > 0, also vanish. Now q has the form
, where a : T → (0, ∞) satisfies the following: (1) a is small enough so that f ′ (x) ∈ D n for all x ∈ T, (2) a(x) = ||g(x) − f (x)|| for all x ∈ ∂T. Then Coin(f ′ , g) = ∅ since q ′ (x) = 0. To complete the proof observe that f ′ is homotopic to f | C×D n relative ∂T because the obstructions to the homotopy lie in H k (T, ∂T ; π i (D n )) = 0 by Theorem VII.13.15 in [1, p. 509].
Observe that this proof applies even if N is not a manifold but a simplicial complex.
Further Results.
For the rest of the paper we assume that f is boundary preserving:
Without loss of generality we can also assume that g(N ) ∩ ∂M = ∅. This can be achieved by a homotopy of g or by attaching a collar to the boundary of M. There-
) is a smooth closed m-submanifold of N. Therefore K is the union of a finite number of connected m-submanifolds C 1 , ..., C s ⊂ N \∂N and f (C i ) = {u i }, where u i ∈ M \∂M. As a result we have the following.
Corollary 1. Suppose every C i satisfies condition (A). Suppose also that for
Then the pair (f, g) can be freed from coincidences, i.e., there are maps
Next we show how to reduce condition (A) to specific restrictions on the fibers of f. Lemma 1. Suppose the following conditions hold for n ≤ k ≤ n + m − 1 :
Proof. First observe that (2) implies that
Therefore the Künneth Formula holds, and together with the Universal Coefficient Theorem, they imply:
If C is an orientable manifold then H m (C) = Z. Then condition (1) implies:
This condition cannot be improved, in the following sense. Suppose
[h] ∈ π n+m−1 (S n−1 )\{0}.
Then h can be extended to a map f : D n+m → D n ⊂ M by setting f (0) = 0 and
) for x ∈ D n+m \{0}. Hence any map homotopic to f relative S n+m−1 is onto [1, Theorem VII.5.8, p. 448]. Therefore coincidences of f and g, where g(x) = 0 for all x, cannot be locally removed.
Proof. It is known [18] that for these k and n, π n+k−1 (S n−1 ) = 0.
is a regular value of f. Suppose also that n = 2 or condition (B) is satisfied. Then I f g (τ ) = 0 implies that the coincidence set C can be locally removed.
Proof. Since u is a regular value of f, there is a tubular neighborhood T of C such that (T, ∂T ) = C × (D n , S n−1 ) (see [1, Theorem II.11.6, p. 94]).
Each fiber f −1 (u i ) is the union of some of the submanifolds C 1 , ..., C s . Let C be the set of all connected components of all fibers of f. Then we can replace the condition on C 1 , ..., C s in Corollary 1 with a condition on fibers of f, as follows: every C ∈ C satisfies condition (A), and for each C ∈ C the index I In [8] , [9] , [7] , [6] , [11] only the case m = 1 and n ≥ 4 is considered. Since our theorem is true for m = 0, 4, 5, 12, and for n = 2, it partially compliments these results. Even though there is no overlap, it is interesting to compare the obstructions. Jezierski [11, Section 5] provides the secondary obstruction to removability of a Nielsen class C:
(W2) the Pontriagin-Thom map is trivial.
Here the Pontriagin-Thom map is defined as the composition
where ν is a normal bundle of C, D ⊂ R n is a ball centered at 0 satisfying (f − g)(∂ν) ⊂ R n \D. It is easy to see from the diagram is Section 3 that (W2) implies that δ * q * = 0. Thus (W2) corresponds to our primary obstruction.
Coincidence-Producing Maps.
A map f : (N, ∂N ) → (M, ∂M ) is called coincidence-producing if every map g : N −→ M has a coincidence with f . Brown and Schirmer [5, Theorem 7.1] showed that if M is acyclic, dim N = dim M = n ≥ 2, then f is coincidenceproducing if and only if f * : H n (N, ∂N ) → H n (M, ∂M ) is nonzero. Let's consider a generalization of this theorem. We call a map f : (N, ∂N ) → (M, ∂M ) weakly coincidence-producing [15, Section 5] if every map g : N → M with g * = 0 (in reduced homology) has a coincidence with f. In particular every weakly coincidenceproducing map is onto.
Theorem 7. Suppose M is orientable, compact and connected. Suppose each C ∈ C satisfies condition (A). Suppose also that for each C ∈ C, j * : H n (N, ∂N ) → H n (N, N \C) is onto, where j is the inclusion. Then the following are equivalent:
(1) f is weakly coincidence-producing;
Proof. The "⇐=" part follows from Corollary 5.1 in [15] . Now suppose g * : ∂N ) and each C ∈ C we have the following.
Hence I C f g (τ ) = 0 because j * is onto. Therefore by Corollary 1 each coincidence set C i can be locally removed.
If m = 0 then all C ∈ C are points. Therefore j * : H n (N, ∂N ) → H n (N, N \{ * }) is an isomorphism and [5, Theorem 7.1] follows. Our theorem also includes the old fact that a map has degree 0 if and only if it can be deformed into a map which is not onto.
In [5, Section 7] Brown and Schirmer provide a number of specific coincidenceproducing maps h : (X, ∂X) → (M, ∂M ) with h * = 0, where X is an manifold of dimension n, M acyclic. For example, let p : S 3 → Σ 3 be the universal covering space, where Σ 3 is the Poincaré sphere, and let e be a 3-cell in Σ 3 . Then f = p| X : X → Σ 3 \e, where X = S 3 \p −1 (e), is coincidence-producing. Now to provide an example with a positive codimension, let C be a manifold such that C = S 4 , S 5 , S 12 unless n = 2, and suppose N = X × C, p : N → X is the projection. Then the map f = hp : (N, ∂N ) → (M, ∂M ) has fiber C with a tubular neighborhood homeomorphic to C × D n . Then condition (A) is satisfied by Lemma 2. Also f * = 0 and j * : H n ((X, ∂X) × C) → H n ((X, X\{ * }) × C) is an isomorphism. Therefore according to the above theorem, f (and any map homotopic to it) is coincidence-producing.
Final Remarks.
(1) The restriction we impose on f to make the theory work are quite severe. Relaxing these conditions would require computation of secondary obstructions (as Fuller did in [8] , [9] ) and the use of the other parts of the coincidence homomorphism.
(2) Nielsen theory for manifolds of different dimensions can be developed by means of Brooks' [3] index-free approach. However it is also possible to consider essential coincidence classes as ones with a non-trivial coincidence homomorphism, as in [4] . The results of this paper make the latter approach seem promising.
