Abstract: Most of the supervised neural networks for numeral handwriting recognition employ the sigmoidal activation function to generate the outputs. Although this function performs rather well, its computational time as well as its hardware realization is costly and complicated. Here, we introduce a simple activation function in forms of a recursive piecewise polynomial function as an activation function. The accuracy of recognition can be adjusted according to the parameters of the function. In addition a new risk function measuring the discrepancy between the correct and estimated classification of the network is also presented to improve the performance. The proposed activation function and the risk function can achieve the same accuracy compatible with that from the sigmoidal function when tested with the benchmark data set.
I. Introduction
Numeral handwriting recognition [2] is still one of the most studied problems in neural pattern recognition area. The recognition is achieved by training a supervised neural network with an appropriate activation function and measuring the success by a risk function. The most popular activation function employed in this work is the sigmoidal or logistic function [3] since it can be adjusted to imitate a threshold function and it is also differentiable. However, this activation function faces the problem of costly computational time and space even though the recognition rate is high. In this paper, we introduce a new simple activation function in forms of a piecewise recursive polynomial function not only to reduce the computational time but also achieve the same compatible recognition rate. This activation function is adapted from the activation function previously suggested by Sunat [6] . The testing data set of size 6000 samples is obtained from CENPARMI database at Concordia University in Canada.
The rest of the paper is organized as follows. Section 2 explains how the features are extracted from a given image. Section 3 introduces our proposed activation function and risk function. Section 4 summarizes the comparison results. Section 5 concludes the paper.
II. Basic Setup
The features of a given numeral handwriting image are extracted by adopting the multi-resolution representation concept introduced by Liu et al. [2] . The concept is summarized as follows. In [2] , Liu et al. proposed a single layer network for solving the CENPARMI classification task. Each numeral image is captured by a multi-resolution representation, i.e. any numeral image is presented to the network in three different resolutions, namely 8× 8, 4× 4 and 2× 2 pixels. This approach facilitates the processing of the data on both pixel and region levels for the network, which can preserve both local and global features on the same scale. It is also an important remedy for some shortcoming of the locally expanded high order inputs introduced further below. Before the original numeral image is processed into the three resolution sub-images, it is normalized to a 32 32 × pixel array. Then, its stroke-width variations in the normalized image are eliminated by Hilditch's algorithm [2] , [4] .
Two different methods for extracting a low resolution image from the original one are suggested and tested. In this work, only the more successful one of both will be used, namely the Gaussian pyramids representation. This method achieves resolution reduction by low-pass filtering the given image. Starting from the original image (resolution 1 ≡ r ) 
Hence, including a reasonable sampling position within the old image for every pixel in the new image, every single layer j of the Gaussian pyramid with the original image at the bottom ( 0 = j ) and a single pixel at the top ( Figure 1 illustrates the pixel arrays of different resolutions, the connection bars between neighboring pixels representing the second order products. 8 × , 4 4 × and 2 2 × . The bars represent the local second order expansions described in the text. Every dot and every bar denote an input value to the network. The picture is taken from [2] .
Every dot and every bar in the figure denotes an input to the neural network. 
Since the CENPARMI handwriting recognition task is a 10-class problem, the network presented in [2] 
The network serves as a classifier, i.e. for every input pattern presented to the input, there should always be exactly one output neuron active, namely the one associated with the correct class, while all other output neurons should exhibit their minimum value. This desired ideal classification function can be written as
with X being the set of input patterns (for this study the preprocessed CENPARMI database) and
Let w be the vector of all synaptic weights within the network, i.e. the vector of all free parameters ij w in the proposed setup. Furthermore, let ( ) S ∈ x sˆ be the desired network output vector for an applied input pattern X ∈ x . Then w can be trained in a supervised way, namely, by reducing the mean square error function (MSE) [3] ( ) ( )
with the widely used error back-propagation (BP) algorithm.
Minimizing an arbitrary error function with BP can easily be derived from the following equation
The so-called generalized delta term j δ encapsulates ( ) ( )
Equation (9) 
III. New Approach
Computing an ANN output mainly means computing the output of each involved neuron as a function of its activation. Inspired by, among others, [5] and [7] , the author of [6] proposed a specific method to model sigmoid-like AF with a piecewise defined polynomial.
The basic polynomial formulation of a function close to the hyperbolic tangent is
As shown in [6] , this piecewise polynomial with p being zero or a positive integer can be implemented in a fast recursive way for software simulations, leading to the term p-recursive piecewise polynomial (p-RPP) for the new AF.
It is also proven that ( ) p g , α is differentiable inα , and a fast pseudo code algorithm providing both g and g ′ is given. Figure 2 shows the graph of the second-order 0-RPP (solid line) compared with the hyperbolic tangent (dashdotted line). Even for this lowest order both curves fit quite well, as the difference plot (dash-dashed line) exhibits. Hence, the main advantage of replacing a real sigmoid AF by the p-RPP is the computation efficiency. In [6] the speedup is documented with some systematic experiments. The results show a computation time decrease for 3-RPP of 30% to 64% compared to a sigmoid AF, (5) , and a decrease of 40% up to more than 80% compared with hyperbolic tangent function, all results being strongly compiler-and precisiondependent. Of course the speed-up is even larger for p-RPP functions of lower orders, e.g. 65% less computation time being the worst value for 0-RPPs compared with hyperbolic tangent. A major problem for the training of an ANN with a gradient descent method like BP algorithms is AF exhibiting ranges of constant values, since no gradient means no weight change. If input patterns generate an activation value in these regions, the synaptic weights will not change anymore, i.e. training can run into saturation without reaching a global minimum. Typical AF likes the logistic function (see (5) ) or the hyperbolic tangent does not have regions with a gradient being totally zero. Therefore, they may run into phases of very slow learning, but never will completely get stuck.
Another problem of constant output for larger ranges of activation arises especially for classification tasks. The classification guess of a network normally is decided by just associating the neuron having the largest output with the predicted class. We will call this the classify-by-max (CBM) criterion. But for the p-RPP function, which outputs its maximum (minimum) value for all activation values ( )
, the probability of two neurons exhibiting exactly the same output value for a specific input pattern becomes significantly large. If, for example, two 0-RPP neurons are activated to the values 01 . . Hence, the zerogradient viz. stereotypic-output ranges are a problematic feature of p-RPP neurons. This has to be countervailed against with extra efforts.
A promising idea is to find a mechanism that keeps the activation of p-RPP neurons within the bounds for non-
, while network training is performed.
Furthermore, a situation that surely should be avoided is a pre-training synapse weight initialization that already pushes neurons into saturation for many input patterns due to large activation values. This will probably happen with large initial weights.
In the following section the results of the handwriting recognition experiment as proposed in [2] are reproduced. The same experiment is repeated using p-RPP neurons without further improvements. A strong dependency of training success from the weight initialization can be shown. The loss of training performance for high initial weights is obvious and can be assigned primarily to the zero-gradient ranges and the problems resulting from it as described above.
A method supporting and developing a network-wide moderate neuron activation will be introduced now. If learning means reducing the MSE error function as defined in (8), the intention -and most times the result -is a network exhibiting one large output value for signaling a class recognition and small output values for all other neurons. The tendency during training with MSE is to manipulate the synaptic weights such, that for all input patterns this largesmall gap is optimized. Thus, BP training with MSE often pushes some synapses to extreme weights in order to reduce error contribution from a subset of input patterns and their according targets. This may lead to extreme activation values for some other patterns. As explained above, such a development is problematic for the AF with stereotypic output ranges like p-RPP.
In [1] an error functional is proposed that can be transformed into an error function for the handwriting recognition problem, involving all output neurons at the same time for a single weight update. The main idea is to add a defuzzification layer right behind the output of the neural network. This output layer has as many units as the network has output neurons or classes, and shall perform a mapping from any vector y of all possible network outputs Y to the desired target vector S ∈ s , with S according to the definition in (7),
Vector y is computed by the activation function having x and w as its variables. Hence, an ideal defuzzification layer satisfies
for all input patterns X ∈ x . Obviously, an error function based on such crisp outputs, associating input patterns with elements of S, is not differentiable and therefore not suited to be used within a BP-like network training. The authors of [1] approximated the fuzzy-to-crisp mapping c by the differentiable function 
This error function can be used on a subset of all possible input data, which may be assumed to exhibit the same distribution like the total data. Then, the sum over all elements of this training set is an empirical estimation of the general misclassification rate of the network. Therefore, the authors of [1] The great advantage of the ADERF error function for the p-RPP AF arises from the following fact: Assuming a nearly ideal defuzzification layer, the ADERF error can be pushed close to zero without the need of pulling the network output to rails, i.e. close to maximum viz. minimum values. After training with this error function is stopped and the defuzzification layer is removed, the network output will classify well in terms of the CBM criterion, but the winner in most cases will not output close to its maximum value. Roughly spoken, we abandon the goal of a network output close to the vectors defined by S, which is unreachable in a perfect way for most problems, anyway, but it is satisfied with a correct CBM classification at all. With this relinquishment, weight configurations emerge from training that result in activation values more probably located in the non-linear ranges of p-RPP and, therefore, tend to avoid stereotypic network outputs.
For the ADERF error function, the general weight updating rule (11) can be given the specific form 
IV. Experimental Results
All experiments presented in this section are approaches to solve the classification task based on the CENPARMI handwriting recognition database, consisting of 6000 images of handwritten numerals. In order to gain comparable results, this set usually is divided into a training set tr T (first 4000 samples) and a test set te T (remaining 2000 samples). This division has been kept throughout the work.
For all experiments, the network architecture was a single layer neural network consisting of ten neurons, with multiresolution locally expanded second order input, altogether 342 float input signals. Furthermore, a bias input providing a value of 1 was fed into each neuron, hence the total number of trainable synaptic weights became 3430 = T , i.e. the generalization capability of the trained network, is considered the measure for training success. For each epoch, every pattern of the training data set was applied to the network input and a weight change was performed according to (11). The learning rate η was set to a fixed value of 0.05. All data presented here have been gathered with a full-custom C++ implementation of the setup.
In a first step, the experiment proposed in [2] , i.e. BP training based on the MSE error function and neurons computing the logistic AF, was reproduced for control reasons. The weights were initialized with 1 max = W , in accordance with the published data, the number of runs for statistics was 20 exp = N . The achieved recognition rate of ( ) % 15 . 0 10 . 97 ± = G fits the published result of 97.05% (unfortunately given without error estimation) very well.
In a second step the new p-RPP AF was introduced to all neurons, and the modified experiment was repeated, again with 20 exp = N . Due to the existence of zero-gradient ranges we expected a worse result compared to the logistic AF, possibly depending on the initialization of synaptic weights. As will be seen below, some runs still gained recognition rates similar to the training with the logistic AF, but others indeed obviously got stuck and converged at much lower rates. For the logistic AF, the maximum deviation from the best result * G over a series of identical (except random initialization) experiments was below 1% of * G . Thus, we propose the percentage R of training runs which achieved at least 99% of the maximum value over all runs to be a coarse measure for training success reliability, 
W
-sweep found in Table 1 for the 1-RPP AF. The solid line represents the mean recognition rate G, the error bars denoting the standard deviation over all runs. Since for higher values of max W training success obviously decreases, the experimentally found reliability measure R, i.e. the ratio of experiment runs, that do not differ more than 1% from the best run, is also included (dash-dotted line). Obviously, for large values of max W the solid line contains dirty data, i.e. runs that got stuck due to the insufficiency of the p-RPP AF. In that case the standard deviation is not a good error measure for the uncleaned data. The dashed line gives the mean and standard deviation over only those runs lying within reliability range and is therefore called cleaned. Together with the reliability plot it provides much better information about characteristics of a training setup.
Another insight from these results is that selecting initial weights small enough already makes the p-RPP AF a fast and well performing alternative to continuously defined AF. This can be seen, for example, from the recognition rate for 1-RPP with 25 . 0 max = W . The number even exceeds the best value for the logistic AF. Generally, all results for experiment series with % 100 = R provided similar or even better recognition rates compared to the logistic AF runs.
But how to select the initial weight range for an arbitrary classification problem has not yet been answered. It is not practical to perform each experiment multiple times with different weight initializations and hope to find a setup providing reliably successful training. Reducing or eliminating the break of performance for large starting weights is fundamental for making p-RPP AF a useful alternative to continuously defined sigmoidal functions. The ADERF error function with its inherent feature to optimize classification without pushing weights too far might be the appropriate tool.
Hence, the MSE error was replaced by the ADERF error function in a third step, while both the p-RPP and the logistic AF were used in different experiment series.
A question not yet answered is how to select the ADERF parameters u and q (see (16)). A priori, we consider them to be integers larger than 0, because the necessary exponent computing can be performed in a fast recursive way. The larger both values are set, the more exactly the defuzzification layer will provide a crisp classification. But computation time will grow, either, since more multiplications have to be performed. Computational costs during training are not considered the topic of optimization for this work, we focus on speeding up classification after training, i.e. when the network is exposed to arbitrary patterns (including not trained ones). Anyway, choosing the step-size of u and q smaller than 1 was decided to be not necessary. Furthermore, the differentiability of ADERF as one of its important properties arises from the approximated character of ADERF. Hence, training might be supported better, if u and q are selected low. This leads to two opposing demands, namely large vs. small values for the ADERF parameters. 
The experiments show that for a high weight initialization, Some ( ) q u, configurations can not remedy the phenomenon of recognition rate convergence far below the values normally reached with the logistic AF and MSE, but that for others the success reliability can be increased significantly. Exemplarily for the 2-RPP AF setup, Figure 4 Furthermore, when summarizing the recognition results for MSE and ADERF ( 6 , 2 = = q u ), applied to two AFs considered so far plus a new one (we call it absolute sigmoid),
we find that ADERF training on networks with the new, more sophisticated function (22) even beats the result achieved with MSE (see Table 3 ). For the other two functions the decrease of recognition rate arising from the use of ADERF is marginal. The absolute sigmoid AF trained with ADERF and the 3-RPP AF trained with both MSE and ADERF provide results which are better than the data presented in [2] and thus are also better than all other published results reviewed in that paper. 
V. CONCLUSION
The task of pattern recognition with feed-forward networks of formal neurons was introduced to be the general topic of this work. A specific classification benchmark problem, namely the CENPARMI handwritten numeral database, served as a standard test for all methods developed within this work. The already published multi-resolution locally expanded high-order neural network architecture was explained and successfully developed further by changing the activation function of the neurons from continuously defined sigmoidal curves to piecewise defined, sigmoid-like polynomials. In this context, success is meant in terms of speed and correct classification rates in generalization mode, i.e. during normal operation after training, when the network is exposed to patterns not trained. The insufficiency of the piecewise defined polynomial activation function was proven to be compensable by using a new error function for training. This error function gains its advantage for being used in combination with the polynomial activation function from its inherent mechanism keeping neuron activations of the trained network low, thus avoiding the neurons to run into activation regions of constant output. For the CENPARMI dataset, the combination of piecewise polynomials and this new error function was shown to provide faster and better classification results than the work referred to as a starting point. 
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