We determine the accuracy of the conformal flatness (IWM-CFC) approximation for the case of single, but strongly differentially rotating relativistic stars. We find that for the fastest rotating and most relativistic polytropic models, the deviation from full general relativity is below 5% for integrated quantities and below 10% for local quantities, such as the angular velocity. Furthermore, we study the deviation of the IWM-CFC approximation from full general relativity by evaluating and comparing different error indicators. We find that for the models that are not near the maximum mass, a simple error indicator constructed from local values of the metric potentials is more indicative of the accuracy of the IWM-CFC approximation than an error indicator that is based on the Cotton-York tensor. Furthermore, we construct a simple, linear empirical relation that allows for the estimation of the error made by the IWM-CFC approximation and which only involves the flattening of the star due to rotation and the minimum value of the lapse function. Thus, in any numerical simulation involving rotating relativistic stars, one can readily know the deviations from full general relativity due to the IWM-CFC approximation.
in the gravitational waves emitted in the post-merger phase, in simulations [4] employing the spatially-conformally-flat spacetime approximation (IWM-CFC [5, 6] ). Evaluating the accuracy of the IWM-CFC approximation in different astrophysically relevant systems is crucial in order to better understand the limits within which it can be applied. Here, we study the accuracy of the IWM-CFC approximation in stars that are highly deformed due to strong differential rotation, as it is the case for HMNSs.
The IWM-CFC approximation has already been tested for the case of single, uniformly rotating, relativistic stars [7] . Furthermore, it has been applied in the study of gravitational collapse [8] [9] [10] [11] where the deviation from general relativity was shown to be negligible [12] . In addition, it was employed in studying neutron star oscillations and stability [13] [14] [15] as well as for the construction of binary neutron star initial data (see [16] for an evaluation of the accuracy in this case) and in the simulation of their mergers (e.g. [4, [17] [18] [19] ). Extended versions of IWM-CFC [20] were also implemented in other computational codes, e.g. [21, 22] .
Here, we focus on differentially rotating polytropes with polytropic index in the range of N = 0.5 − 1.0 and find that for the fastest rotating and most relativistic models, the deviation from full general relativity is below 5% for integrated quantities and below 10% for local quantities, such as the angular velocity. We construct different error indicators and find that a simple error indicator constructed from local values of the metric potentials is superior compared to another one based on the Cotton-York tensor. Finally, we construct a simple, linear empirical relation that allows for the estimation of the error made by the IWM-CFC approximation and which only involves the flattening of the star due to rotation and the minimum value of the lapse function. This empirical relation will be useful in evaluating the accuracy of numerical simulations.
The paper is organized as follows: in Section 2 we present the main equations that govern the models we construct. In Section 3 we provide details for the structure of the equilibrium models and for the different diagnostics we construct, while Section 4 contains our numerical results. In Section 5 we compare the different diagnostics and conclude. If otherwise not specified, non-dimensional units are enforced by the three conditions c = G = M ⊙ = 1.
Main equations and method
In full general relativity (GR), the line element for stationary, axisymmetric stars in equilibrium is given by (see e.g. [23] )
where γ, ρ, ω and µ are metric potentials depending only on the coordinates r and θ . We model the stellar matter as a perfect fluid and assume that the equation of state (EOS) is described by the polytropic relation
where ρ is the rest mass density, K the polytropic constant and N the polytropic index. Following [24, 25] , we adopt a simple differential rotation law of the form
where A is a positive constant that determines the length scale over which the angular velocity Ω changes within the star and Ω c is the angular velocity at the center of the configuration.
In the 3 + 1 formalism of general relativity, the line element is written as
where α is the lapse function, β i is the shift vector and γ i j is the spatial metric. In the context of IWM-CFC, we assume that the spatial metric is conformally flat, i.e.
where ψ is a conformal factor and η i j is the flat metric. In spherical-like coordinates, for an axisymmetric star (and in the absence of meridional circulation) β φ is the only non-zero component of the shift vector β i . Thus, the line element in the IWM-CFC approximation and 3 + 1 split is written as
Inspection of the line elements (1) and (6) yields the relations
and therefore metric (1) takes the IWM-CFC form, if
In practice, one can easily convert a code that solves for the full metric (1) into a code that implements the IWM-CFC approximation. Instead of solving for the metric potential µ, one can impose the condition (8) between the three metric functions, thus allowing for the construction of numerical models in the IWM-CFC approximation without any other modification in a computational code that implements, for example, the Komatsu, Eriguchi and Hachisu (KEH) scheme [24, 25] . Such a code is rns [26] [27] [28] , a new version of which was used as a basis for implementing the condition (8).
Equilibrium models and diagnostics
In order to test the accuracy of the IWM-CFC approximation, we initially focus on the two sequences (A and B) of differentially rotating models with N = 1 and K = 100, originally presented in Table 1 of [29] . Models of sequence A have a constant rest mass of M 0 = 1.506M ⊙ , while models of sequence B have a constant central energy density of ε c = 1.444 × 10 −3 (or equivalently a constant central mass density of ρ c = 1.28 × 10 −3 ). The value of M 0 used in sequence A is chosen in order to represent a nascent, differentially rotating neutron star. In addition to the models presented Table 1 Characteristics of the differentially rotating sequence C. A polytropic equation of state is assumed with N = 1 and K = 100. The central energy density is fixed at 3.3 × 10 −3 (which corresponds to a central rest-mass density of ρ c = 2.6 × 10 −3 ). M is the gravitational mass, T /|W | is the ratio of the rotational over the gravitational binding energy, Ω c is the angular velocity at the center of the configuration, Ω e is the angular velocity at the equator and R e is the circumferential radius at the equator (all quantities are for nondimensional units set by c = G = M ⊙ = 1). in [29] , we constructed two models that have even higher rotation rates: model A12, with a polar to equatorial axis ratio of r p /r e = 0.25 and model B13 with r p /r e = 0.34. In order to study the most relativistic stable models for this EOS, we construct an additional differentially rotating sequence C. Taking into account [30, 31] we fix the central energy density of sequence C at ε c = 3.3 × 10 −3 (equivalently the central rest-mass density is ρ c = 2.6 × 10 −3 ). Table 1 summarizes the characteristics of this new sequence.
For each model that is constructed, various physical quantities are calculated both in IWM-CFC and in full GR. As a first diagnostic, we evaluate relative differences between the two approaches for the gravitational mass M, the ratio T /|W | of the rotational kinetic energy over the gravitational binding energy, the circumferential radius R e at the equator and the angular velocity Ω c at the center of the configuration.
Furthermore, we calculate two more measures of the accuracy of IWM-CFC. Following [7] , a simple error indicator is given by the expression
whereμ := (γ − ρ)/2, i.e. the term appearing in the flatness condition (8) . The above expression vanishes in IWM-CFC, but is non-vanishing for models constructed in full GR with the metric (1). The maximum value is taken over the whole grid. We note that the metric potentials appearing in (9) are calculated in full GR and as a result, ∆ 1 can be calculated in one run of the code. For comparison and since µ is involved in the calculation of γ and ρ, we also define a variant of the previous diagnostic given by the expression
where two separate computations (one in full GR and another in IWM-CFC) are required (the central density and axis ratio are kept fixed).
Another possible diagnostic, proposed in [16] , is constructed by considering the Cotton-York tensor [32] defined on a 3-dimensional spacelike hypersurface
where D i is the 3-dimensional covariant derivative associated with the spatial metric γ i j , R i j is the 3-dimensional Ricci tensor and R the associate Ricci scalar (see also [33] for a review on the Cotton tensor and associated objects derived from it). One then calculates its matrix norm, H i j , i.e. the square root of the largest eigenvalue of C i j C j k and normalizes it by a scalar constructed from the covariant derivative of R i j , to provide a local measure of the accuracy of IWM-CFC
Finally, the quantity H is further normalized by considering the following baryonic density weighted norm
as a measure of the deviation from conformal flatness. In (13), γ is the determinant of the 3-metric γ i j and W = 1/ 1 − γ i j υ i υ j is the Lorentz factor, with υ i the 3-velocity.
The construction of H ρ is not straightforward, since the Cotton-York tensor that is involved needs the computation of third-order derivatives of γ i j . A first step is to express the spatial part of metric (1) as a function of the compactified radial coordinate s = r/(r + r e ) [34] and of m = cos θ , which are the grid coordinates in rns. Evaluating the Cotton-York tensor (11) in the case of axisymmetry, yields the simple form
where the components C sφ and C mφ involve first-, second-and third-order partial derivatives of the metric functions 1 . Their detailed expressions are
and
In the previous expressions, B c is a common multiplicative factor given by
Furthermore, we note that since C i j is symmetric, its largest eigenvalue is the matrix norm H i j involved in (12) . Because C i j vanishes in IWM-CFC, the idea put forward in [16] is to use a solution in full GR and assume that H ρ is representative of its deviation from conformal flatness. In [16] it was applied for neutron star binary inspirals. This has also been used in [11] for studying the rotating collapse of stellar iron cores.
Results
Figures 1, 2, 3 and 4 summarize our findings. Figure 1 shows the absolute value of the relative difference between full GR and IWM-CFC for four representative physical quantities, as a function of T /|W |, along the three different sequences of equilibrium models. We observe that along sequence A all relative differences saturate well below the 1% level, which is explained by the fact that higher rotation leads to smaller central densities, which counteracts the effect of larger oblateness of the star. Along sequence B, the central density is fixed and the error increases practically monotonously, reaching up to 4% for R e and 6% for Ω c . Similar behaviour is encountered along sequence C, where maximum errors for M and Ω c reach 5% and 10% respectively. Figure 2 displays the diagnostics ∆ 1 and ∆ 2 as a function of T /|W | along sequences A and B. For sequence A, ∆ 1 is less than 2% and for sequence B it is around 6%. The values of ∆ 2 rise higher as rotation increases but remain below 2.5% for sequence A and around 9% for sequence B. The two measures are very similar for low and moderate rotation rates (r p /r e < 0.5). The maximum deviation for each model appears at the equator and at a slightly different value of the compactified radial coordinate s = r/(r + r e ), as can be seen in Table 2 .
As far as the diagnostic H ρ is concerned, we note that it attains much larger numerical values along the constant-rest-mass sequence A than along the constantcentral-density sequence B, if the original definition of [16] is followed (namely eq.
(12)), as described in Section 3. This is in contrast to the other diagnostics displayed in Figures 1 and 2 . Upon examination of the numerical evaluations of (12) and (13), we find that this behaviour of H ρ is attributed to the normalization of H by D i R jk D i R jk . As the central density decreases along sequence A, this quantity acquires much smaller values than at high densities (essentially, because one starts approaching the Newtonian limit). Therefore, the behaviour of H ρ is not characterized by the numerator in (12) , but by its denominator and we conclude that this choice of normalization is not appropriate for low-density configurations.
In contrast, along sequence B (which has a fixed central density) the numerical values of H ρ do not exhibit similar behaviour and are only a factor of two larger than the diagnostic ∆ 2 . Therefore, in order to overcome this obstacle, we have employed an alternative normalization for H
where the denominator is always evaluated for the non-rotating model of the sequences. Apart from the normalization, H ρ is computed as described in Section 3. Figure 3 displays the (modified) diagnostic H ρ constructed from the CottonYork tensor, along the two equilibrium sequences A and B. In both cases, the value of H ρ increases significantly, as the rotation rate increases, so that the qualitative behaviour of this diagnostic is as expected. Figure 3 also shows a convergence study of H ρ at three different angular resolutions, showing satisfactory convergence. The radial resolution in all cases was fixed at 201 grid points. Notice that the equilibrium equations solved in rns only involve up to second-order derivatives, while the numerical evaluation of the Cotton-York tensor requires third-order derivatives. Because the numerical grid is not adapted to the surface of the star, Gibbs phenomena are inevitable. These do not pose a significant problem for derivatives up to second order, but when evaluating third-order derivatives the Gibbs phenomena do not allow for improved convergence past roughly 201 radial grid points. Using a surface-adapted grid would cure this problem. In order to subdue this effect and have as smooth third-order derivatives as possible, we doubled the grid spacing for third-order partial derivatives, instead of using a standard central difference formula. This technique was already used in [27] to suppress numerical point-to-point noise in second-order derivatives and we extend it here to third-order derivatives. Figure 4 shows a trend that emerges if one plots the error indicator ∆ 1 versus the product of the flattening parameter f
times (1 − α min ), where α min is the minimum of the lapse function (7). Sequences A, B and C are shown together with the maximum mass model of the Keplerian sequence for the EOS with N = 1 and K = 100. Furthermore, we construct two differentially rotating sequences with r p /r e values of 0.7 and 0.5 for the EOS with N = 0.5 and K = 1. All the previously described data points fall roughly along a line and an empirical formula that describes well the numerical data is the straight line through the origin, of slope 0.15. For the EOS with N = 0.5 and K = 1, we also show the (uniformly rotating) Keplerian sequence, which lies just above all the other data points and is described well by a straight line through the origin, of slope 0.23. Taking into account the range of polytropic EOSs between N = 0.5 and N = 1.0, we find that the approximate, empirical formula
can be used to obtain a good estimate for the error indicator ∆ 1 from the flatness parameter and the minimum value of the lapse of a given model. We notice that the error of the above empirical formula falls within the requirements of the present study (we are mainly interested in the order of magnitude of the error when assuming the IWM-CFC approximation). For the same reason, we only use the error indicator ∆ 1 , since ∆ 2 attains values that are not significantly different. 
Discussion
In order to answer the question which diagnostic performs better as a measure of the error of the IWM-CFC approximation, we should look at how well they correlate with the maximum errors encountered in physical quantities. The constructed measures ∆ 1 and ∆ 2 qualify as adequate choices. Their values and qualitative behaviour are in agreement with that of physical quantities Ω c and R e implying that they are more sensitive to the degree of rotation than integrated physical quantities, such as M and T /|W |. Preliminary results presented in [35] showed that the relative error ∆ 1 peaks around s ≃ 0.4, or r ≃ 2 3 r e . Our current analysis confirms that the maximum deviation appears at around s ≃ 0.42 − 0.44 for all models considered in this survey. Therefore, if one aims to assign a single number to each model in order to evaluate the accuracy of IWM-CFC, then calculating ∆ 1 at the point where it attains its maximum value provides a simple way to do so for the case of isolated rotating stars.
The integrated quantity H ρ comes at second place behind ∆ 1 as a measure of the accuracy of IWM-CFC. Despite the fact that it is based on the Cotton-York tensor, which has the advantage of vanishing identically in IWM-CFC, overall its values do not correlate well with the relative errors in physical quantities. In addition, it demands the calculation of third order derivatives of the spatial metric tensor, while ∆ 1 is simpler to evaluate.
We note that H ρ works better as a diagnostic only if the modification (18) is made. Otherwise, in its original form using (12) instead of (18) , it is unsuitable for constant-rest-mass sequences, that also include low-density models, such as sequence A. To put it differently, the numerator of (12) compares IWM-CFC to GR, while its denominator compares Newtonian theory to GR. Even though each one on its own may be a small number, e.g. of the order of ∼ 10 −2 , in the case of sequence A their ratio can reach considerably higher values, thus making this diagnostic unfit for these cases.
We stress that the 5% error in integrated quantities (10% for local quantities) is seen only for the most relativistic and most rapidly rotating, stable equilibrium models. For models that are somewhat less relativistic and/or moderately rotating (such as realistic proto-neutron stars created in a core collapse of a massive star or hypermassive differentially rotating stars created after a binary neutron star merger event) we find that the IWM-CFC approximation results in errors at the 1% level. Therefore, the IWM-CFC approximation is a robust method for studying realistic neutron star models with differential rotation. 
