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This thesis describes the development, benchmarking and application of a three 
dimensional thermomechanical finite volume model of ice sheet flow. The finite 
volume method was chosen because it offers the advantages of non-orthogonal 
meshes without requiring computationally expensive variational analysis. 
Finite volume formulation of a problem (such as that posed by ice sheets) 
results in a system of equations where every term has a physical interpretation, 
which leads to easy visualisation. Furthermore, the finite volume method is 
always mass and heat conserving. 
Benchmarking of the model was successfully performed using the isothermal 
and thermally coupled European Ice Sheet Modelling INiTiative (EISMINT) 
experiments. Previously recognised numerical anomalies present in the basal 
temperature regime under the conditions of the thermally coupled EISMINT 
tests were explored using refined and rotated meshes. This revealed model 
dependence on the underlying mesh orientation and structure under certain 
boundary conditions. 
The model was applied to the basin containing the Northeast Greenland ice 
stream (NEGIS) and a sensitivity analysis performed to accurately locate and 
simulate the ice stream under present day conditions. The Northeast Greenland 
ice stream was successfully located at its snout and for the majority of its length, 
while the upper reaches were not simulated well. Observations of the modelled 
ice flow and temperature fields around the NEGIS suggest that the draw down 
of cold ridge ice limits basal melt extent and moderates ice stream expansion. 
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1.1 The need for ice sheet modelling 
Danish historian Saxo Grammaticus recorded around the turn of the 13th Cen- 
tury that glacier ice had been observed to move (Saxo, [45]). 
There also, set among the ridges and crags of the mountains, is another kind 
of ice which is known periodically to change and in a way reverse its position, the 
upper parts sinking to the bottom, and the lower again returning to the top. For 
proof of this story it is told that certain men, while they chanced to be running 
over the level of ice, rolled into the abyss before them, and into the depths of the 
yawning crevasses, and were a little later picked up dead without the smallest 
chink of ice above them. Hence it is common for many to imagine that the urn 
of the sling of ice first swallows them, and then a little after turns upside down 
and restores them. 
Following Saxo it took five hundred years till in 1751 J. G. Altmann sug- 
gested that glaciers move under the influence of gravity by sliding (Paterson, 
1994, [109]). Then in 1794, Sveinn Palsson set forward his hypothesis that ice 
behaved like a viscous material deforming under the force of gravity. System- 
16 
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atic observation of glaciers began in the late 19th century. One of the longest 
uninterrupted records of velocity and ice thickness change is that for Hintereis- 
ferner, Central or Oztal Alps, Austria. Data for Hintereisferner runs from 1894 
to the present-day with breaks for the two World Wars (Span et al, 1997 [129]). 
These measurements were made using stakes placed in the ice. Accumulation 
and ablation of mass could be measured by observing the change in glacier sur- 
face relative to the top of the stake, whilst ice velocity could be ascertained 
relative to rock outcrops or other such immovable features. Advances in com- 
puting and electronic engineering permitted the installation of data loggers on 
the surface and at the bed of glaciers, providing atmospheric and dynamic data 
at higher temporal resolutions. Physical measurement of Hintereisferner and 
similar glaciers using data loggers, stakes and other techniques provided data of 
poor spatial resolution at high risk and proportionally high financial cost. The 
advent of ariel photography and ice penetrating radar made available data from 
glaciers and ice sheets at a high spatial resolution. However the data was of 
low temporal resolution as each snapshot required dragging a sled down a radar 
path or flying repeat missions. Development of remote sensing permitted the 
study of large ice masses at higher resolutions in both time and space. Remote 
sensing data has been used to examine glacier flow fields, surface elevations, 
cloud cover and iceberg calving (Joughin, 2001, [78], Bamber et al, 2001, [8], 
Cawkwell, 2001, [29] and Rott et al, 1996, [123] respectively). 
While historic measurements can give a picture of how glaciers have re- 
sponded to climatic change, they offer limited help when predicting glacier re- 
sponse to future climate change. When predicting glacier reaction to climate 
change the most powerful tool available is numerical modelling and, in com- 
parison to field work, modelling is cheap to perform. Modelling, validated by 
observation, can identify or discredit possible flow mechanisms and feedbacks 
within a glacier, as shown by statistical and flow modelling performed on Hiii- 
tereisferner (Schlosser, 1994, [124] and Kershner, 1994, [80]). Modelling provides 
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a environment in which whole ice sheets can be examined for the significance 
of geothermal heat flux, basal water flow, sliding and other mechanisms that 
cannot be measured directly. Further, ice sheet models are capable of pro- 
viding the scientific community with the likely outcome of significant climate 
change. Modelling studies have linked the combined effects of climate change 
upon the Greenland and Antarctic ice sheets, demonstrating a high probabil- 
ity that change in one will be balanced by an opposite change in the other 
(Huybrechts and De Wolde, 1999, [70]). 
The Third Assessment Report by the Intergovernmental Panel on Climate 
Change extensively used ice sheet flow modelling and mass balance sensitivity 
testing to assess the impact of atmospheric warming on ice sheet volume and 
thus sea level change (IPCC, Climate Change 2001, The Scientific Basis, section 
11, [74]). Partially due to increasing concern over the effects of atmospheric 
warming from emission of anthropogenic Greenhouse gases, ice sheet flow models 
have been refined and new methods applied, such as finite element analysis, 
adaptive meshing and lattice gas modelling (Takeda, 2000, [132], Hulbe and 
MacAyeal, 1999, [58], Star, 2001, [130], Bahr, 1995, [6]). Previous methods of 
ice flow modelling have generally fallen into one of two types, finite difference 
or finite element. Each method has its own merits: finite differences provide 
a method that is efficient and relatively easy to code, and the finite element 
method can be used on non-orthogonal meshes at variable resolutions with the 
drawback of being harder to implement and computationally more expensive. 
Finite volumes provide a middle ground, where the model can run on a curvi- 
linear grid but does not require the same level of mathematical complexity and 
processor time necessary with a finite element model. A model of glacier or ice 
sheet flow may easily see ice sheet velocities of centimetres per year at ice divides 
whilst at the margin the ice may be flowing almost three orders of magnitude 
faster. To model such a situation on a mesh of fixed resolution would be a 
waste of processing time and therefore could also limit the resolution at which 
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a modeller is capable of examining fast flow at margins and ice streams. Many 
existing models operate on a fixed mesh with a horizontal grid size in excess 
of ten kilometres, at such a grid size many significant fast flow features cannot 
be resolved. Unlike finite difference and finite element techniques the finite 
volume technique is mass and heat conserving. All mass and heat movement is 
calculated through fluxes into and out of control volumes, the breakdown of such 
fluid flow into its constituent terms, advection, conduction and source terms and 
the corresponding analysis is made easy by the application of the finite volume 
method. This is of particular interest for the study of heat and mass flow at the 
bed of fast flow features where there exists a dynamic equilibrium preventing 
catastrophic positive feedbacks between strain heating and ice flow occurring. 
The reduction in computational time required for a finite volume method, over 
a finite element, may enable the examination of the ice sheet model's sensitivity 
to grid geometry and orientation. To date no studies have been published on 
the effects of meshing upon ice sheet models. In other fields of fluid dynamics 
such effects have been investigated thoroughly. 
It can be seen from the literature that a wide range of techniques have 
been used to study the movement of large ice masses. Early ice sheet models 
were not numerical but physical, with glacier models created using a mixture 
of china clay (Kaolin) and water (Lewis and Miller, 1955, [88]). These clay 
glaciers reproduced some features observed in glacier movement: crevassing, 
sliding and shear deformation. Whilst it was found that wet china clay is better 
than a blancmange mixture made from cornflour for modelling ice flow, it is not 
adequate for any of the applications required of glacier modelling today. It was in 
the same year, 1955, that Glen published his stress-strain relationship, and after 
the development of the stress-strain relationship for ice it became possible to 
develop analytical and numerical models of ice flow. Analytic solutions of linear 
equations describing the flow of ice were used to describe observed behaviours 
within glaciers, such as the transmission of stresses from the basal layers to the 
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surface (Balise, 1985, [7]). Analytic methods typically ignore effects such as 
the coupling of the ice temperature to the flow, till rheology and longitudinal 
stresses; and are therefore unable to describe many important feedback loops, 
see Section 2.4. Perfect plastic approximations of ice sheet rheology, n=1, 
have been used to model the shape of palaeo-ice sheets (Fisher et al, 1985, [39]), 
although the perfect plastic solution does provide a good approximation of ice 
sheet surface slope it has now been superseded by thermally coupled non-linear 
methods. 
A more comprehensive solution is required if accurate prediction of glacier 
mechanics and behaviour is to be performed. The use of Glen's law creates a set 
of non-linear partial differential equations (non-linear where n is not equal to 
one, but is typically 3, or bounded approximately as follows: 1<n< 5). These 
equations can still be solved analytically under specific conditions, for example 
there is a two-dimensional analytic solution for the formation of a ice sheet with 
isothermal ice, flat bedrock, constant accumulation and a fixed margin height 
(Huybrechts and Payne, 1996, [65]). It is more common that the combination 
of boundary conditions and equations under consideration require numerical 
solution because no analytic solution exists. 
During the construction of a new model it is necessary to benchmark it. 
For this purpose the European Ice Sheet INiTiative (EISMINT) was set up 
(Huybrechts and Payne, 1996, [65). By prescribing a set of conditions under 
which an isothermal ice sheet should conform to an analytic solution a standard 
for the benchmarking of models was laid down. A set of benchmarking tests 
were created for three-dimensional coupled and non-coupled models, although 
due to the thermal-flow coupling and the flow diffusion terms there is no ana- 
lytic solution to these scenarios, so a set of comparisons were recorded and thus 
a range of appropriate non-analytic solutions was found. Additional to provid- 
ing benchmarking tests for ice sheet models, EISMINT also gave some insights 
into the effects of surface temperature, creep instabilities, viscosity relationship 
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Model type Authors 
Finite difference Oerlemans, 1981, [101] 
- Payne, 1997, [112] 
- Huybrechts, 1992, [66] 
Multigrid finite difference Star, 2001, [130] 
Finite element Fastook, 1989, [37] 
- Hulbe, 1999, [58] 
- Calvo et al, 2000, [28] 
Finite volume (2D) Lam, 1998, [84] 
Lattice Boltzmann Bahr, 1995, [6] 
Table 1.1: Model types and authors 
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and gridding upon the topography and thermal fields of ice sheets (Payne and 
Baldwin, 2000, [114], Hulton and Mineter, 2000, [61]). Numerous other studies 
on the details of model construction have been performed, examining the effects 
of grid spacing, timestep and spatial and temporal democratisations (Hind- 
marsh and Payne, 1996, [54]), thermal coupling (Van der Wal, 1999, [143]), flow 
law (Payne and Baldwin, 2000, [114]), stress field and flow parameterisation 
(Hubbard, 1996, [57]), boundary conditions (Oerlemans, 1981, [101]), hysteresis 
(Takeda, 2000, [132]), isostacy (LeMeur and Huybrechts, 1996, [87]), solution 
uniqueness and stability (Fowler and Larson, 1980, [40], Fowler and Larson, 
1980, [41]), solution of free surface boundaries (Calvo et al, 2000, [28]) and ice 
stream organisation (Payne and Donglemans, 1997, [112]). 
Early applications of ice sheet models were performed for method valida- 
tion. Comparing temperature and timescale solution with data obtained from 
ice cores proved that flow models could simulate important features of ice flow 
and thermal evolution (Dansgaard and Johnsen, 1969, [32]). Two-dimensional 
isothermal models were examined for their dependence on flow law parameters, 
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and their ability to reproduce existing ice cap geometries. With tuning, isother- 
mal planform models were able to recreate surface topography to within 10% 
(Mahaffy, 1976, [92]). At this point models were still constrained by the comput- 
ing power available, thus domain sizes, model resolution and solution complexity 
were limited, although three-dimensional modelling studies of large ice masses 
such as Antarctica were successful (Heterich, 1988, [53]). Techniques such as the 
force balance approach have been used to include longitudinal stresses and test 
the effect of flow laws, once again comparing the solution of modelling exercises 
with borehole data (Van der Veen and Whillans, 1990, [138]). The importance of 
climate history for the accurate description of polythermal glacier temperature 
fields was highlighted by the use of flowline models and their failure to reproduce 
present-day conditions when no climate forcing was present (Blatter and Hut- 
ter, 1991, [16]). With increases in computer processing power the complexity of 
models has increased, permitting the construction of a fully three-dimensional 
free-surface isothermal finite element model and its subsequent application to 
Storglaciären, Sweden, for the calculation of ice velocities and stress fields for a 
fixed surface geometry (Hanson, 1995, [51]). 
Even with the development of sophisticated FEM models, one-dimensional 
isothermal FDM flowline models can still contribute to the body of knowledge; 
historic variation in the snout position of Hintereisferner has been accurately 
mapped using such a model forced by a combination of dendro-mass balance 
and direct mass balance measurements (Schlosser, 1997, [124]). The response of 
Greenland to climate change and how it arrived at its present near steady-state 
has also been studied with a two-dimensional model (Abe-Ouchi, 1993, [2]). 
Two dimensional isothermal ice sheet models have been used to examine the 
role of large ice masses in their environment, for example, investigation of the 
small ice cap instability which utilised an atmospheric energy balance model, a 
thermodynamic snow-sea ice model, an oceanic mixed layer model and a ter- 
restrial ice model to look for multiple stable solutions, significant coupling and 
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feedback mechanisms (Maqueda et al, 1998, [94]). A similar isothermal two 
dimensional planform model has also been applied to the reconstruction of the 
Patagonian climate through the Last Glacial Maximum, fitting the model to 
the known extent of the ice sheet by tuning of mass balance parameters (Hulton 
et al, 1994, [60]). Finally, the development of three-dimensional or quasi-three- 
dimensional models with varying degrees of stress approximation and different 
thermal schemes have been used to study ice sheets either as a whole or as 
individual basins; Antarctica (Huybrechts, 1992, [66], Budd et al, 1994, [24], 
Hulbe, 1998, [59], Hulbe and MacAyeal, 1999, [58), Näslund, 2000, [97), Takeda, 
2000, [132]), Greenland (Huybrechts et al, 1991, [67], Huybrechts, 1994, [68], 
Huybrechts and De Wolde, 1999, [70], Van der Wal, 1999, (143], Greeve, 2000, 
[47]) and Patagonia (Hulton et al, 2002, [62]). Three dimensional thermome- 
chanical modelling of small regions of ice sheets has succeeded in the repro- 
duction of observed streaming-stagnation processes in ice sheets, identifying 
possible mechanisms (Payne, 1998, [113]). 
The this thesis describes the development, benchmarking, and application 
of a finite volume model of ice flow in large ice masses. This process will also 
include the evaluation of the claims made for finite volume modelling. Namely 
mass conservation, the ability to deal with non-uniform meshes and a reduc- 
tion in computational times, in comparison to models offering similar benefits. 
For the application of the model the basin surrounding the Northeast Green- 
land Ice Stream (NEGIS) has been chosen for a testbed. The NEGIS basin has 
been chosen as it presents significant problems to the modeller. The NEGIS 
penetrates deep into the heart of the Greenland ice sheet, providing the most 
significant method of ice drainage for the northeastern section of the ice sheet. 
The unique geometry of the ice stream and the greatly enhanced flow velocities 
present ice sheet modellers with many challenges. It is hoped that the applica- 
tion of a curvi-linear grid may enable an analysis of the region that has yet to 
be attempted. 
Chapter 2 
Background to glaciological 
modelling 
2.1 Ice dynamics 
All numerical ice sheet models are based upon a set of governing equations that 
provide a mathematical description of the physical processes occurring in ice 
sheets or glaciers. The simplest of these approximations is laminar-flow (Nye, 
1952, [100]). Laminar-flow treats glacier ice as a uniform slab of constant viscos- 
ity deforming under shear stress alone. Bedrock is assumed to be homogeneous 
in traction and of constant slope. For such a situation the shear stress, r, for 
a line of flow at depth d from the surface, is given by: 
Txy = pgd sin a (2. i) 
where g is the acceleration due to gravity, p is ice density and a is the surface 
slope of the ice relative to the horizontal (diagrams detailing the geometry for 
this situation can be found in Paterson, 1994, [109]). Using the following flow 
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law: 
n d9U 
ay b7-) (2.2) 
where u is velocity and b and n are constants, it is possible to integrate Equation 
2.1 to obtain the difference in velocities between the surface of the ice and the 
bed due to shear stress: 
n+1 
sinn a. d"+i (2.3) -Ug 
I' 
where zoo is the ice velocity at the bed. 
This relationship only provides information on the contribution of shear 
stress to the final ice surface velocity, and is used to predict surface velocities or 
total velocity at depth where there is no sliding or a known amount of sliding. 
The occurrence of faults such as crevasses require modification of laminar-flow 
theory by the addition of compressive or extensive longitudinal stresses and 
highlight the inadequacies of laminar-flow theory. Due to the limitations of 
laminar-flow theory more complex relationships between stress and strain have 
been explored. 
These new stress and strain equations can be derived, broadly speaking, by 
one of two methods: perturbation theory (Mangeney and Califano, 1998, [93]) 
or scale lengths (Fowler and Larson, 1980, [40] and Hutter, 1981, [63]), but 
the outcomes of these two methods are often similar. Here a brief overview of 
the scale length method is given (Blatter, 1995, [17]), where the ice sheet is 
transformed onto a non-dimensional set of coordinates. 
Within the ice there are longitudinal stresses Txx, ryy, rz,, and, as noted ear- 
her, shear stresses Txy, r, Tý y. The unscaled set of stress-strain rate equations 
treating glacier ice as a non-Newtonian fluid are as follows; 
au 1 
ex = 
AF(. )Tix (2.4) 
Oyv 
= AF(. )Tyy, (2.5) 
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= ) -AF(. )(Txx +T (2.9) 8z ay 
where u, v and w are velocities in the x, y and z direction respectively, AF(. ) 
represents a flow law given by Equation 2.11, Tz2 and Tay are the normal de- 
viatoric stress components. Equation 2.9 is derived from the incompressibility 
condition, also known as the mass continuity equation; 
au av Ow 
= o. ex + ay + az 
(2.10) 
Stress and strain are linked by Glen's flow law, here represented by AF(. ), the 
following nomenclature is used for the flow law: 
AF(. ) = A(7'a + 7'ö)(n-l)/2 (2.11) 
where T is the effective stress, To is the effective stress in the limit of vanishing 
stress and A is a flow parameter. Flow parameter A can be defined using the 
following relationship (Hooke, 1981, [56]): 
A= Ao exp( -Q+ 
3C l (2.12) 
RT* (T° - T)k J 
T* =T- Temp+To (2.13) 
where T* is the temperature after adjustment for the effect of reduced melting 
point with depth. T* is found using Equation 2.13. In other representations of 
this relationship the right hand terms in the parenthesis are omitted, here they 
represent the temperature of ice relative to the triple point of water, To, using 
a constant C. The flow parameter provides a link between temperature and 
stress. The preceding equations are non-linear and have no analytic solution. 
They therefore require either a numerical method of solution or the application 
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of special boundary conditions to form a problem with an analytical solution. 
To simplify these equations for numerical solution it is assumed that the length 
of the ice mass to be modelled is much greater than the depth of the ice. So an 
aspect ratio, c, is defined as the thickness, h, divided by the horizontal length, 
L. Using this dimensionless aspect ratio the surface and bedrock elevation along 
with the three perpendicular Cartesian coordinates are scaled into dimensionless 
variables; 
(x, y, z, H, B) = (L) (x, y, Ei, EH, EB) (2.14) 
as are the velocity components 
(u, v, w) = Ao (H) (Pg(H)E)"(ü, v, w) (2.15) 
the stress components 
(T=j) Tkk, P) = Pg(H)E(Ti7) Tkk) P) (2.16) 
and the rate factor A 
A= AOA (2.17) 
where H is the ice surface elevation and B is the bedrock topography. These 
scaled variables are substituted into equations 2.4 to 2.9 giving terms multiplied 
by e", where 1<n<3. To create the zeroth order shallow ice approximation 
(SIA) all the terms containing e to a power greater than zero are eliminated. 
For the first order solution all terms with the aspect ratio to a power higher 
than one are eliminated, and similarly for the second order or full solution. 
E 
al 
= -AP (. )(f2Z + Tyy) (2.18) 
ýx = ÄF(. )Txx (2.19) 
Er' = ÄF(. )fry, (2.20) ay 
ý0 äOf, z+f2 öx = 
2AF(. )Txz (2.21) 





= 2ÄF(. )Tyz (2.22) öz 8y 
6 
(a7y af + av 2AP(. )Txv ax) (2.23) 
The elimination of terms assumes the aspect ratio is sufficiently small (the 
SIA approximation is thought to provide a good approximation where ice hori- 
zontal cell extent is about five times ice thickness), thus sometimes the SIA does 
not work well at margins where the aspect ratio is large, or where grid cell size 
is too small. The SIA also fails to include the stresses present in ice streams 
where the majority of ice flow is driven by longitudinal stresses. This shortfall 
can be compensated for by the inclusion of sliding laws. In terms of the stress 
components the zeroth order solution contains only shear stress in horizontal 
directions and gives a good approximation for bulk ice sheet flow over large 
scales. 
t~ 
= 2ÄF(. )f 2 (2.24) äz 
av 
= 2ÄF(. )Týz (2.25) öz 
The first order solution contains longitudinal stresses. And the full solution 
includes variation in vertical velocity in horizontal directions (vertical shear) 
and takes account of the gradient of stress with depth. Additional expressions 
for stress boundary conditions such as the stresses at the ice surface are discussed 
elsewhere (Blatter, 1995 [17]). 
2.2 Basal sliding 
Previous discussion of ice dynamics in Section 2.1 has been limited to the move- 
ment of ice due to plastic flow under the effect of gravity. There are two further 
mechanisms by which an ice sheet or glacier might move, sliding over a hard 
bed and subglacial till deformation. The occurrence of basal sliding leads to 
areas of fast or enhanced flow and in particular ice streams. 
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The importance of fast flow features within ice sheets and glaciers is seen in 
both Greenland and Antarctica where it is estimated that approximately 90% of 
the ice discharge from the Antarctic ice sheet is through fast flow features. The 
single largest flow feature in the Greenland ice sheet is the Northeast Greenland 
Ice Stream (NEGIS). Approximately five hundred kilometres long, the NEGIS 
stretches from the margin far into the interior of the ice sheet, almost to the 
divide. Ice velocities are typically an order of magnitude larger than the sur- 
rounding ice (Bamber et al., 2000, [11]). 
Glacier sliding is an unsolved problem for which no general theory exists. 
This is due partially to the number of factors that influence the sliding mecha- 
nism, as highlighted below (adapted from Weertman, 1979, [146]): 
1. Average shear stress 
2. Average hydrostatic pressure 
3. Longitudinal stresses 
4. Temperature of the ice and the bed 
5. Bedrock topography 
6. Rheology of the ice and the bed 
7. Sub-glacial water flow through till or the ice-bed interface 
8. Volume of water reaching the bed from surface melt via crevasses or 
moulins 
9. Concentration of chemical impurities within the ice 
10. Rock and till debris within the ice 
11. Level of geothermal heat flux 
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Many of these basal parameters cannot easily be incorporated into a nu- 
merical model of glacier sliding. Due to the inaccessibility of ice sheet and 
glacier beds, little spatial or temporal resolution can be achieved when exam- 
ining changes in till rheology, basal ice composition and basal water pressure. 
The only method of investigating basal conditions is drilling a borehole and 
examining the resulting ice core, measuring water pressure and bed separation 
and other significant parameters. The expense and difficulty of obtaining ice 
cores ensures data from drilling exercises is relatively sparse. Ice coring is also 
an invasive technique of data gathering resulting in possible introduction of con- 
tamination to the sample. The modeller is, therefore, left to use approximations 
of basal conditions. Some detail may be inferred from numerical exercises, for 
example, the rebounding of the bedrock under the west coast of Antarctic re- 
veals that much of the Siple Coast was probably inundated by the sea prior to 
glaciation. This suggests the areas of fast flow on the Siple coast, ice streams 
A-D, rest for their entirety upon deformable till deposited when the area was 
last ice free. 
Numerical descriptions of basal sliding have been attempted. One of the first 
was sliding without cavitation (Weertman, 1957, [144]). The theory suggested 
that protrusions from the bedrock surface into the ice cause a greater pressure at 
the upstream face of a protrusion. This excess pressure reduces the melting point 
of the overlying ice and permits melting on the upstream face of the obstacle. 
This water then flows over the obstacle and refreezes on the downstream side of 
the obstacle, at lower pressure. Latent heat of fusion given off by the refreezing 
diffuses back through the bedrock bump and warms the upstream side further, 
causing a positive feedback. So the flow of ice past the obstacle is enhanced 
by this regelation process, where the degree of sliding is inversely proportional 
to the size of the obstacle. A second sliding mechanism without cavitation was 
suggested. Increased normal stresses in the ice caused by a bedrock obstacle are 
thought to enable enhanced flow around the protrusion. This second mechanism 
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sets sliding velocity proportional to obstacle size, creating a tension between the 
two mechanisms, where one mechanism begins to fail the other takes over. These 
two methods are dependent only on basal roughness and drag at the bed, both 
of which change slowly over time. It has been observed that glaciers accelerate 
after increased rainfall, reacting on short time scales, a process that neither 
of the previous two methods can account for (Iken, 1973, from Van der Veen, 
1999, [140]). From such observations it is deduced that cavities separating ice 
and bedrock must be important. Excess water pressure causing separation of 
bed and ice sheet sole has been suggested as a potentially important mechanism 
in the formation of ice streams (Iken and Bindschadler, 1986, [73], Iken et al, 
1993, [72]). 
Bedrock intrusions into the flow of the ice form the basis of the theory of 
sliding with cavitation (Lliboutry, 1968, [91)). Similar to regelation, it is thought 
that ice melts on the upstream side of an obstacle and then flows round or over 
the intrusion to the lee. The water and the ice find a balance, water refreezing 
to the underside of the ice sheet, while the ice above the cavity melts due to 
strain heating. Thus a cavity separating the bed and the ice can be maintained. 
And should water pressure increase due to surface melt, rain or increased basal 
melt then it is possible for the ice to rapidly detach further and for sliding to 
increase. Sliding with cavitation theories have been applied in different forms 
and with different assumptions. One such example is: 
(2.26) Tb =fP+ P) n-1 (f ) 
where -rb is the local basal drag, f is a parameter dependent on the size of 
the intrusions in the ice, P is the subglacial water pressure, n is the exponent 
from Glen's flow law and C is a constant that includes a rate factor and bed 
roughness (Van der Veen, 1999, [140] from Lliboutry, 1987, [89]). Accurate 
use of this relationship requires a large amount of subglacial data, so for most 
modelling exercises basal sliding is therefore a tunable quantity. An example of 
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such a tunable law uses the following relationship (Bindschadler, 1983, [14]): 
3 
Ub=A8 TN (2.27) 
where N is the weight of the overlying ice minus the upward force due to excess 
water pressure at the bed. This is similar to the method employed in other 
literature where basal sliding is directly proportional to the basal driving stress 
(Budd et al, 1984, [24] and Payne, 1995, [111]): 
Ub = -B (PgHa((Hcix 
B)P) 
(2.28) 
where B is a tunable parameter and p is another. So modellers have few lim- 
ited alternatives choice of sliding relationships due to the complex nature of the 
system that is to be modelled, and the choice is made upon the accuracy of the 
results produced by each for a specific case and the applicability of the model 
under the circumstances. Neither of these methods include the effects of basal 
uplift, basal ice composition and till rheology. When examining sliding on an ice 
sheet, small-scale effects may average out and the previous relationships become 
acceptable. Further exercises in modelling basal motion and the relationships 
between basal melt, sliding velocity, till strength and water storage have devel- 
oped theoretical limits on ice stream stability, modes of ice stream operation 
and potential mechanisms for ice stream evolution (Tulaczyk et al., 2000, [137]). 
The transition from ice stream to ice sheet flow has been shown to be sensitive to 
perturbations in the basal temperature regime, switching between the two flow 
states via a runaway process. Other modelling studies have sought to simulate 
ice stream dynamics through the application of low complexity models that do 
not seek to reproduce the mechanisms involved, but rather reproduce observed 
flow features and behaviour, showing that ice streams may be a natural con- 
sequence of ice sheet flow rather than an exceptional case (Van Der Veen and 
Whillans, 1996, [139], Fowler and Johnson, 1996, [42]). It is noted that none of 
the previously described methods account for shear stresses in vertical planes 
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at the ice stream-ice sheet margin, and therefore all neglect the effect of strain 
heating at the ice stream margins. Typically, ice sheet models include basal 
sliding as an on-off function of basal melt. Such a binary function is not an 
accurate model of observed behaviour for two reasons. Firstly, Ice Stream C, 
Antarctica, although now flowing via shear deformation has been observed to 
have a well lubricated bed (Alley et al, 1994, [4]). Secondly, there are also likely 
to be zones of transition as the ice bed moves from a non-lubricated to a fully 
lubricated state, passing through sticky spots. Force balance modelling of the 
Shirase Glacier in East Antarctica showed a 700 km stretch away from the di- 
vide where shear stresses near the bed controlled ice flow, followed by a 200 km 
long transition from shearing to longitudinal stretching and finally to a 50 km 
stretch of ice stream flow dominated by longitudinal stretching (Pattyn, 1996, 
[110]). Alternatives for such models might include functions that take account 
of the surface topography of a rebounded bedrock and the likely occurrence of 
soft basal till and the introduction of weighting terms due to the near margin 
flotation effects of sub-sealevel bedrock. The development of such methods is 
beyond the scope of this thesis and is not explored further. 
2.3 Flow laws 
The search for a law relating stress, strain rate, temperature, ice fabric, impu- 
rities and pressure has been described as the Holy Grail of glaciology, it has 
also been called illusory (Lliboutry and Duval, 1985, [90], from Alley, 1992, [3]). 
Ice rheology is so complex that no single law can describe what is seen on the 
largest scale of ice sheet movement. It follows that glaciological modelling is 
forced to use a flow law that has its basis in the physical processes, whilst still 
providing a good description of the average behaviour of ice. 
The nature and determination of the constants in Glen's flow law are central 
to ice sheet and glacier flow modelling. Following laboratory stress and strain 
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relation experiments (Glen, 1952, [43]) and the subsequent analysis of the results 
a flow law was derived (Nye, 1953, [98]) : 
_n Exy Tx. (2.29) 
where Exy is the shear strain rate, rx, is the shear stress and A is a parameter 
dependent on ice crystal fabric, ice temperature, impurity content and possibly 
other factors (nomenclature from Paterson, 1994, [109]). Neither the value for 
A nor the value for n is constant or absolute. The exponent n has been found 
to change with stress and the fabric (Alley, 1992, [3]). For high shear stresses, 
as occur in the basal layers and at depth in an ice sheet or glacier, n is equal 
to approximately 3. For warm stagnant basal ice where there can exist many 
types of ice fabric n=1 has been suggested, although there appears to be little 
evidence. For lower stress situations such as near the ice surface, where normal 
stresses dominate, it is also possible for n. to decrease close to 1 (Mellor and 
Smith, 1967, [95], from Mellor and Testa, 1969, [96]). Most ice deformation 
takes place via shear stress at depth, thus the majority of modelling studies 
choose to take n=3, as it provides a satisfactory description of average ice 
flow. Choosing a value of n other than unity makes the system of equations 
non-linear, so if an analytic solution to the stress-strain equations is sought n 
is set to one to ensure linearity. 
Numerical models are relatively insensitive to variations in n. The rate 
factor A has a much larger influence and has an Ahrenius type relationship to 
ice temperature, Equation 2.12. 
This relationship has been developed from laboratory experiments and through 
field measurements (Hooke, 1981, [56]). When attempting to calculate a flow 
parameter, field measurements performed by borehole closure are somewhat de- 
ficient as they rely on a simplified model of ice deformation (Paterson, 1994, 
[109]). The alternative to field measurements is laboratory testing of small 
samples, which although useful does not provide modellers with the mean de- 
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T (C) A (s-'(kPa) -3 
0 6.8 x 10-15 
-2 2.4 
-5 1.6 
-10 4.9 x 10-16 
-15 2.9 
-20 1.7 




-45 7.3 x 10-18 
-50 3.6 
Table 2.1: Values for flow law multiplier A (Paterson, 1994, [109]) 
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formation properties of ice that are needed. It has also been shown that values 
for the multiplier in the flow law, A0, vary with depth due to the favoured 
crystal orientation changing with increased pressure. 
There is little agreement over the value that should be taken for A0, and 
therefore A, in numerical simulations. Elsewhere in the literature there are 
recorded sets of recommended values for A, one such set are recorded in Table 
2.1 and plotted in Figure 2.1. 
It is common that after a value for AO has been chosen from experimental 
investigation an enhancement factor is used to tune a model (Hulbe, 1998, (59], 
and Huybrechts, 1992, [66]): 
m. Aoexp(RQ) (2.30) 
where Q is the activation energy for creep, T' is the absolute temperature 
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Figure 2.1: Plot of the flow-law multiplier A. 
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corrected for melting temperature dependence on pressure, R is the gas constant 
and m is an enhancement factor. These constants for the Antarctic (also used 
for Greenland) are taken as: 
T* < 263.15 K Ao = 1.14 x 10-5 Pa-3a-' Q= 60 kJmol-1 
T* > 263.15 K Ao = 5.47 x 1010 Pa-3a-' Q= 139 kJmol-1 
This can be contrasted with the values laid out elsewhere in the literature for 
experiments on a typical Antarctic scenario (Payne, 1995, [111]): 
T* < 263.15 K Ao = 2.28 x 10-4 Pa-3a-1 Q= 60 kJmol-1 
T* > 263.15 K Ao = 1.10 x 1012 Pa-3a-1 Q= 139 kJmo1-1 
Where T* is the temperature adjusted for the variation in melting point 
with increased pressure at depth. It can be seen that there is a wide variation 
in the values taken for A0, up to two orders of magnitude for temperatures in 
excess of 263.15 K. Some variation in AO for the second data set may be due to 
the undeclared inclusion of an enhancement factor. 
Enhancement factor, m, controls the height to width ratio of the ice mass 
modelled. The enhancement factor is generally taken to be between one and ten, 
for example in one modelling experiment grounded ice was given an enhance- 
ment factor of five while floating ice was given an enhancement factor of unity 
(Huybrechts, 1992, [66]). Physical meaning can be given to the enhancement 
factor by using it to include the transition from stiffer Holocene ice to softer 
Wisconsin ice, or for anisotropic ice fabrics, or impurities; strain-rate measure- 
ments at Dye 3 in Greenland revealed that approximately 75% of enhanced ice 
flow (1 < in < 3.5) could be attributed to anisotropy, while the majority of 
remaining enhanced flow could be accounted for with the inclusion of dust and 
ion concentration (Thorsteinsson et al., 1999, [136]). Such physical significance 
for the enhancement factor can only be attributed where there is sufficient data 
obtained from ice fabric studies. In the absence of ice fabric data, the enhance- 
ment factor is reduced to a tunable parameter used on occasion to differentiate 
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between Holocene and Wisconsin ice, but more often used to calibrate ice sheet 
models against thickness or velocity data. 
As has been seen, Glen's law prescribes deformation increasing proportion- 
ally to the cube of the applied stress. Apart from Nye's generalisation of Glen's 
flow law there exist two other types of solution commonly used to model ice 
flow. Firstly, ice can be treated as a perfectly plastic material, deforming little 
until a yield stress is reached at which point it deforms instantly. Due to the 
instant deformation and consequent loss of tension the stress never rises above 
the yield stress, so the rate of deformation is constant. The perfect plastic so- 
lution can be expressed using Glen's law where n= oo. When contrasted with 
Glen's flow law where n=3, it is seen that the perfectly plastic approxima- 
tion behaves in a similar fashion for ice deformation at large stresses, but at 
low stresses is not it does not (Nye, 1951, [99], Reeh, 1982, [118]). The second 
method treats the flow of ice as a problem that can analysed by treating ice as 
a Newtonian material, where deformation rate is directly proportional to the 
stress, ra =1 (Whillans and Johnsen, 1983, [147], Balise and Raymond, 1985, 
[7]). Both methods have been used to find analytic solutions to glacier mechan- 
ics problems, however their principal application is to linear analytic solutions 
rather than numerical solutions. 
2.4 Temperature fields 
In Section 2.3 it was seen that the rate of ice deformation is sensitive to changes 
in temperature. The temperature field of an ice sheet contributes to the de- 
velopment of various flow features and ice sheet topography. Modelling studies 
into the significance of the thermomechanical coupling have found that although 
flow features such as ice streaming can be due to feedback between tempera- 
ture and flow field, the temperature field plays little part in ice sheet response 
to rapid climate change. Topographic and velocity field response timescales for 
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mass balance change are of the order of tens to hundreds of years these are rapid 
when compared to the timescale for thermal response which is of the order of 
tens of thousands of years, (Van der Wal, 1999, [143]); and due to the compar- 
atively fast response of glaciers to changes in mass balance the thermodynamic 
response to rapid climate change is often swamped. Due to the difference in 
response times it is common for the flow solver and temperature solver to work 
on different timesteps (Greeve and MacAyeal, 1996, [46]). 
Temperature perturbations do not penetrate deep into the ice and so have 
little effect on the dynamics of the ice sheet over short periods of time, for 
example the annual cycle in air temperature is damped to 5% of its original 
amplitude at a depth of only 10 meters (Paterson, 1994, [109]). 
Ice sheet thermal insensitivity to rapid climate change does not make void 
the inclusion of thermal schemes. Basal temperature is one of the controlling 
factors in the location and magnitude of ice streaming due to sliding (Section 
2.2). Temperature fields within ice masses are also of interest because they can 
provide a method with which to validate a model. Borehole temperature profiles 
can be compared to model outputs to check for the accurate simulation of local 
flow. 
Near ice divides, where there is little horizontal movement of ice, the tem- 
perature profile of the ice is dominated by the effects of vertical heat conduction 
and advection. Steady-state profiles of ice temperature structure near divides 
have been calculated analytically by simplification of the situation (Robin, 1955, 
[122]), assuming a cold bed frozen to the bedrock, large vertical diffusion and 
negligible horizontal advection of heat. These assumptions approximate flow 
mechanics near an ice divide. The results of such analytic solutions when ap- 
plied to the borehole at Byrd 9, Antarctica, were found to reproduce a good fit 
of observed temperature structures (Gow et al, 1968, [44]). Away from the ice 
divide horizontal advection of heat contributes to the temperature profile. Early 
solutions that sought to take into account the effects of horizontal advection of 
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heat through the insertion of extra terms into a steady-state solution did not 
reproduce observed temperatures, and it was concluded that the difference was 
due to the ice sheet not being in a steady-state (Weertman, 1968, [145J); this 
study succeeded in replicating the main features expected in a profile: a warm 
bed, a cold surface and a slight temperature inversion just below the surface. 
The temperature inversion is a result of cold ice advected vertically downward 
upstream and subsequently advected under the surface of the ice. 
For a complete model of the temperature field within an ice sheet or glacier 
geothermal heat flux and strain heating need to be added to advection and 
conduction. Geothermal heat flux contributes the majority of the energy needed 
to bring the ice to pressure melting point, either creating a film of water on which 
the ice may slide or saturating subglacial till. Basal heating is included in most 
modelling exercises as a boundary condition. The first derivative of temperature 
in the vertical direction is set equal to the conductivity over geothermal heat 
flux where the ice is frozen to the bed. Spatial variation in geothermal heat 
flux underneath ice sheets is not taken into account, so the value for geothermal 
heat flux is typically constant over the whole domain. Due to the thickness of 
overlying ice in areas such as Greenland and Antarctica it is impossible to map 
geothermal heat flux with any accuracy. 
To enhance a model further it is also possible to include the damping effect 
of bedrock thermal inertia (Hulbe, 1998, [59]). Due to the long thermal response 
times of the bedrock it is possible that the thermal regime may never reach a 
steady-state between glacial-interglacial cycles. 
It has been suggested that areas of exceptionally high geothermal heat flux 
might provide a mechanism for enhanced basal melting, ice-bedrock decoupling 
and the onset of ice streaming. Areas of enhanced basal warming could be due 
to thin mantle or a subglacial volcano (Fahnestock et al, 2001, [35]). Studies 
on the magnitude of geothermal heat flux provide a range of values bounded 
by a minimum of 42 mWm-2 (Precambrian Shield situations) and a maximum 
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Study Type of Study GHF (mWm-2) Location 
Budd and Jenssen, 1989, [23] modelling 51.7 Antarctica 
Greeve, 2000, [47] modelling 65 Greenland 
Hansen and Greeve, 1996, [50] modelling 50-60 Antarctica 
Heterich, 1988, [53] modelling 50 Antarctica 
Huybrechts, 1991, [67] modelling 42 Greenland 
Kyle, 1990, [83] experimental 57 ice free Antarctica 
Pollack, 1993, [117] experimental 63-164 Antarctica 
Sclatter et al, 1980, [125] experimental 54.6 Antarctica 
Seigert, 2000, [127] modelling 37-65 Antarctica 
Takeda, 2000, [132] modelling 54.6 Antarctica 
Van der Wal, 1999, [143] modelling 42 Greenland 
Table 2.2: Geothermal heat fluxes from modelling and experimental studies. 
of approximately 164 mWm-2 taken from a map of geothermal heat fluxes 
(Pollack et al, 1993, [117]). Present Antarctic ice sheet surface elevation has 
been reproduced well with a geothermal heat flux of 50-60 mWm-2 (Hansen and 
Greeve, 1996, [50]). Table 2.2 shows a selection of heat fluxes, some obtained 
experimentally and others used for previous modelling studies. 
Various sensitivity studies on the response of ice sheets to variation in 
geothermal heat flux have been performed. One such study found that the 
area of the bed at pressure melting point (PMP) was sensitive to increases in 
geothermal heat, a 150% increase in geothermal heat lead to a 640% increase 
in the area of the bed at PMP (Takeda, 2000, [132]). The same study also 
found that a 150% rise in geothermal heat only lead to a 16% change in ice 
sheet volume, this study did not include the effect of increased basal sliding 
due to extra water at the ice-bed interface, so the small change in volume can 
be taken as an indicator of the insensitivity of the shear stress regime to basal 
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temperature. Other studies have included basal sliding and found that although 
geothermal heat flux is an important parameter in the tuning of models to repli- 
cate present-day flow patterns, it has little effect on a modelled volume response 
over a glacial-interglacial cycle (Huybrechts, 1992, [66]). 
Frictional heating varies with the driving stress across the ice sheet and 
occurs as ice deforms. As layers of ice deform by sliding over each other a small 
amount of heat is generated. For the bulk of the ice sheet it contributes little 
to the heat balance in comparison to advection and conduction; conversely, at 
the margins strain heating may be the largest source of heat. Strain heating 
is directly linked to the shear stress at any point in the ice, and consequently 
reacts instantly to changes in the stress regime. 
Coupling the temperature field to the flow field by use of a viscosity rela- 
tionship creates the possibility for feedback mechanisms to occur. For example, 
strain heating warms the ice, increasing the rate of deformation and so leading 
to greater levels of strain heating. Investigations into the effects of strain heat- 
ing have found that this feedback, if not moderated by horizontal advection of 
cold ice from upstream, can be explosive and catastrophic (Yuen et al, 1986, 
[151]). It has also been found that strain heating can be responsible for the 
creation of areas of basal melting where otherwise there might be none. Strain 
heating arising from shearing in a vertical plane is often omitted in modelling 
studies, even though this mechanism of heat generation can be important at the 
margins of ice streams (Echelmeyer et al., 1992, [33], ). 
In addition to strain heating, geothermal heat flux, advection and conduc- 
tion, heat is generated from the refreezing of melt water percolating down 
through the ice column. This mechanism has been shown to be of some sig- 
nificance in areas of ice streaming where large transverse gradients in ice flow 
velocity create crevassing and permit surface water to drain deeper into the ice 
sheet and refreeze, heating the surrounding ice (Echelmeyer et al., 1992, [33], 
Iken et al, 1993, [72]). Approximations of ice flow for the finite volume model 
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constructed for this thesis do not include longitudinal stress and also require 
the mass modelled to be a continuum. Crevassing would represent a singularity 
of subgrid proportions, thus crevassing at ice stream-ice sheet interfaces is not 
modelled. 
In summary, throughout any large ice mass there is a balance of conduction, 
advection and strain heating. In the basal layers, conduction of geothermal 
heat flux is the dominant mechanism, with strain heating having a small but 
significant effect (Robin, 1955, [122]). At ice divides conduction of heat up from 
the bed is the most important mechanism, as the negligible velocities cause 
advection of heat and strain heating to contribute little. At the surface cooling 
by conduction is the most important mechanism, whilst at the margins strain 
heating and advection are the dominant factors. Due to the different response 
times of the various heat flow terms it might be assumed that Greenland and 
Antarctica are not in steady-state. Modelling studies have shown that this is 
the case for Greenland, where different mechanisms can be seen to be affecting 
the thinning rates spatially (Huybrechts, 1994, [68]). The centre of Greenland 
shows thinning due to constant basal warming and melt in response to the 
last glacial-interglacial transition, whereas the ice at the margin shows thinning 
due to increased ablation rates after the Little Ice Age and appears to have 
responded completely to the glacial-interglacial transition. According to the 
latter study, Greenland is not far from steady-state and at present, on a spatial 
average, is responding to previous climatic change with a slight thickening. 
2.5 Mass balance 
Mass balance has two components; accumulation (mass gain) and ablation (mass 
loss), both of which proceed via a number of mechanisms. Accumulation pro- 
ceeds primarily by snow fall, and the subsequent transformation of snow into 
ice. Other mechanisms for the accumulation of mass include avalanches and the 
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freezing of rain. Ablation can occur through surface melting, iceberg calving, 
evaporation, basal melting and snow removal by wind. Through studies of mass 
balance variability, both spatially and temporally, parameterisations of ablation 
and accumulation have been constructed. Mass balance has been found to be 
significantly affected by: air temperature, latitude, longitude, atmospheric cir- 
culation, cloud cover, surface topography, ice albedo, surface dust and surface 
roughness (Patterson, 1994, [109], Van der Veen et al, 2001, [142], Steffen and 
Box, 2001, [131], Braithwaite, 1995, [22], Braithwaite, 1981, [19]). For the pur- 
pose of modelling the dynamics of glaciers or ice sheets, basic parameterisations 
of accumulation and ablation are used (Huybrechts, 1992, [66], Hulbe, 1998, 
[59], Lam, 1998, [84], Hvidberg, 1996, [71] , Oerlemanns, 1991, 
[104]). 
One method used for the approximation of mass balance is the net balance 
correlation approach. Surface mass balance is correlated to surface elevation, 
time and distance from a point of known mass balance (Bindschadler, 1982, 
[13]). This method requires recalibration for every glacier. More general meth- 
ods have been employed that describe the underlying physical processes involved 
in accumulation (Kerr, 1990, [79]; Oerlemans, 1991, [104]; Oerlemans et al., 
1992, [105]; Siegert and Dowdeswell, 1995, [126]). These studies include such 
factors as surface elevation and slope, distance from moisture source, saturation 
vapour pressure and rate of change of saturation vapour pressure with respect 
to temperature. In addition to such parameterisations of accumulation there 
are several methods for the estimation of ablation variation with air tempera- 
ture: summer mean temperature (Krenke, 1975, [82]), annual mean temperature 
(Oerlemans and van der Veen, 1984, [102]), positive degree days (Braithwaite 
and Olesen, 1984, [20], 1989, [21]; Reeh, 1989, [119]), and multiple tempera- 
ture parameters (Hagen and Liestol, 1990, [49]). Here the positive degree day 
method is used. 
It has been found that the general atmospheric circulation above an ice mass 
is the most important factor in the determination of accumulation patterns 
(Van 
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der veen, 2001, [142]). Thus initiating a modelling run with the nucleation of 
ice on mountain tops (where a topography is formed by rebounded bedrock) 
may not provide the ice sheet modeller with the adequacy in representing the 
process of ice sheet formation hoped for. Even after the application of general 
trends in climate change developed from ice cores, the modeller still cannot be 
sure that the accumulation patterns, or even air temperature, would replicate 
the relationships observed today. 
2.5.1 Positive degree day method 
The positive degree day model approximates ablation using parameterisations in 
terms of surface temperature, surface elevation and latitude. A positive degree 
day is defined as a day on which the daily mean air temperature is above 0 °C. 
It has been shown that there is a high level of correlation between the number 
of positive degree days and ablation. To find the number of positive degree days 
the following equation is used (Braithwaite, 1981, [19], Huybrechts, 1991, [67]); 
1 ra rTD+2.5Q (T - TD)2 PDD =J{J Texp( 2ý2 
)dT}dt (2.31) 
Q 2ý o0 
The number of positive degree days is then summed over the year statistically, 
where 




TMJ = 30.78 - 0.006277Hsurface - 0.3262Lat + Tfor (2.33 
& 
TMA = 49.12 - 0.007992H8ur1Qce - 0.7576Lat + Tjo,. 
(2.34 
where a is a year, a is the standard deviation of the degree days, T MA is the 
mean annual air temperature, TMJ is the mean July temperature, TD is the 
daily temperature and PDD is the number of positive degree days. The values 
for the lapse rate and latitudinal gradient in Equation 2.34 are taken from a 
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compilation of climate data for the whole of Greenland (Ohmura, 1987, [106] 
from Huybrechts, 1991, [67]). More recent studies have examined the lapse rates 
and latitudinal gradients for specific parts of the Greenland ice sheet and these 
values are used elsewhere (Equation 5.3). 
All of the above equations are solved using functions intrinsic to the FOR- 
TRAN 77 compiler (exp and cos) or through numerical solution. For the in- 
tegration in Equation 2.31 steps in temperature of 2 °C and steps in time of 
1 month were used. The integration was performed using the trapezium rule, 
shown here for an integration from time tl to t2 using a time step of At, where 
the integration has been performed over n strips and so requires the function 
f (t) to be evaluated at n+1 positions. 
f 
t2 




t2 - tl (2.36) 
n 
Once the PDD is calculated it is then used to work out the amount of snow 
melted. For every positive day 0.003 m of melt takes place (Braithwaite, 1981, 
[19]). This melted snow then refreezes as superimposed ice. Ablation of ice takes 
place when the amount of superimposed ice is greater than a chosen fraction of 
annual snowfall, pmax. Ice has a lower albedo and so is melted more readily 
than snow, so superimposed ice is melted with a degree day factor of 0.008 m 
per remaining positive degree day. After all the superimposed ice is melted the 
ice sheet ice is then melted at the same rate as the superimposed ice for the 
remaining positive degree days. 
2.5.2 Accumulation 
The accumulation rate is parameterised by the air temperature alone. For every 
degree rise in temperature the amount of ice equivalent precipitation increases 
CHAPTER 2. BACKGROUND TO GLACIOLOGICAL MODELLING 47 
5.3% upon a pre-set level of accumulation M(0), Equation 2.37. The preset level 
of accumulation was obtained from an accumulation data set (Ohmura, 1999, 
[107]). 
Accum(t) = Accum(0) x 1.0533TMA(t)-TMA(o) (2.37) 
This relationship has been used successfully (Huybrechts, 1991, (671), and is 
derived by examining the relationship between 6180 and layer thickness in ice 
cores. This method takes no account of precipitation due to rainfall or changing 
air circulation patterns with time. 
2.6 Computational frameworks for solving ice 
sheet equations 
There are three main types of numerical solution used in computational fluid 
dynamics, Finite Element Method (FEM), Finite Difference Method (FDM) 
and Finite Volume Method (FVM). Although there are significant differences 
between these three methods there is a case to say that a FEM is a generalised 
FVM and in turn that a FVM is a generalised FDM. All three model types take 
a discrete data set and controlling physical equations and then find a solution 
to these equations numerically. It is the method of solution that differs most 
between model types. The FDM generally works on a regular orthogonal grid, 
calculating partial derivatives using algebraic techniques, such as central differ- 
encing, Taylor series or polynomial fitting, then uses matrix inversion techniques 
to solve discretised differential equations. FEM techniques are able to work on 
irregular non-orthogonal grids, solving the governing equations by integrating 
them over the whole domain of the model; a FEM model typically uses compu- 
tationally expensive mathematics for this solving. A FVM model can operate 
on a non-orthogonal grid whilst using more intuitive mathematics than required 
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The majority of ice sheet models to date have been based upon FDM meth- 
ods, due to the ease of coding and the short run times. Running a model on a 
regular grid has the obvious disadvantages that curved boundaries are ill-defined 
and the computational effort over the whole domain is constant, irrespective of 
localised importance, Figure 2.2 shows three different mesh types illustrating 
this point. 
There have been some attempts to model ice sheet dynamics using FVM 
and FEM methods. Finite volumes have been used in a 2D flowline model with 
success, however the model ran on an orthogonal grid and being 2D was tech- 
nically a finite difference scheme (Lam, 1998, [84]). It has been shown that 
FEM ice sheet models can reproduce glacier dynamics over a variety of basal 
geometries and accumulation patterns (Fastook, 1989, [37]). Three dimensional 
or possibly quasi-three-dimensional, thermomechanically coupled FEM models 
have been successfully applied to data from Storglaciäxen and the West Antarc- 
tic Ice Sheet (WAIS)( Hulbe and MacAyeal, 1999, [58], and Hanson, 1995, [51]). 
The former of these two models when applied to the WAIS contained 6229 tri- 
angular elements, 26 horizontal layers and 3168 vertex nodes. A time step of 
0.05 years was necessary for areas of fast flow, and with one cycle of heat, mass 
balance and stress calculations taking about four minutes the model was limited 
in application by computational effort. 
Whilst all FDM, FVM and FEM models are mesh based continuum models 
there is an alternative that has been tentatively explored for its applicability 
to glaciological modelling, namely lattice Boltzmann simulation. Lattice Boltz- 
mann methods, or lattice gas methods, assume that the macroscopic behaviour 
of fluid flows is not related to microscopic behaviour. From this basis a discrete 
model of massed particles colliding and rebounding on a lattice according to 
a set of collision rules is constructed. These rules ensure model macroscopic 
behaviour follows known physical laws. This method has been investigated for 
fixed geometries under isothermal conditions and found to be suitable for flow 
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Figure 2.2: From top to bottom the meshes displayed are: a regular orthogonal 
mesh of fixed grid spacing, an irregular nonorthogonal mesh of triangles and a 
regular curvilinear mesh of quadrilaterals. 
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modelling (Bahr, 1995, [6]). 
To date a fully 3D isothermal or thermally coupled FVM for ice sheet flow 
has not been constructed. 
2.7 Finite volume modelling 
Finite volumes are used extensively in engineering applications such as mod- 
elling airflow over aerofoils and fluid flow through pipes. The model domain 
is discretised into cells forming a mesh, these cells are called control volumes. 
Each control volume occupies an area of real space within the model domain 
and should tessellate exactly with its nearest neighbours. A finite volume model 
calculates the mean change in flux, temperature and velocity over each cell by 
integration and solution of a conservation principal. Whereas, finite difference 
methods solve a mass conservation equation in differential form for each point 
on a mesh. A finite difference solution can create a situation where the physical 
phenomena modelled end up detached from the mathematics finally employed, 
creating a solution that can be difficult to visualise (Tannehill, 1997, [133)). 
Every term in a finite volume formulation has a physical interpretation, thus 
visualisation of the method is easy and its construction intuitive. These bene- 
fits appear to make the FVM seem the natural choice for a mass conservation 
problem (Ferziger and Peric, 2002, [38]). This feature is of benefit to ice sheet 
modellers as it permits analysis of the components of heat flow at any point in 
the ice sheet with relative ease. 
The finite volume method treats each cell as a separate entity and therefore 
control volumes can be of any shape, triangular pyramids and hexahedrons 
being common choices due to ease of tessellation. The control volumes also 
do not need to be of constant size or orientation, this therefore permits the 
use of variable grid resolutions. The finite volume method also permits the 
application of both structured and unstructured grids. These benefits provide 
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ice sheet modellers with a wide range of choices when meshing a large ice mass, 
the choice of mesh being made upon the specific geometry under analysis and 
the aim of the modelling study. 
The advantages of the finite volume method come at a cost to the modeller. 
Every time step all control volume parameters have to be recalculated: the 
normals to each face, the cell volume, the areas of each face and the mid-points 
at the centre of each face. This is a computationally expensive procedure. 
Further, when an ice sheet meets the edge of the model domain, as in the fixed 
margin EISMINT experiments, or when modelling an individual drainage basin, 
it becomes necessary to calculate all of the control volume parameters for half 
cells. 
2.8 Specific difficulties in modelling ice sheet 
dynamics 
Modelling ice and heat flow within an ice sheet or a glacier is made difficult by 
the nature of large ice masses: 
" Little is known about the boundary conditions at the bed of an ice sheet, 
at best the modeller has approximations or tuned solutions that appear 
to produce results similar to observed patterns. 
" Models including thickness evolution require a free surface solution, and 
with every timestep require vertical remeshing. 
9 Ice flow and temperature flow operate on timescales that 
differ by orders 
of magnitude. 
9 The relationship between viscosity and temperature of the 
ice is complex 
and requires data for many parameters. 
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" Different stress regimes operate dependent on the geometry of the ice, the 
crystal fabric and impurities. 
The solution most commonly employed by ice sheet modellers is to examine 
ice sheets on a scale at which many of these features are either not significant 
or are averaged out. 
Chapter 3 
Construction of a 3D ice 
sheet model 
3.1 Introduction 
In this chapter the bases for the mass flow solver, velocity field calculations and 
heat flow solver are given. A curvi linear grid is constructed and employed to 
run the model on. Due to the curvi linear mesh, horizontal grid lines are not 
parallel to either x or y axes, as they would be for an orthogonal mesh, making 
central differencing schemes redundant. Vector algebra is therefore employed to 
calculate horizontal derivatives in ice thickness, surface elevation and tempera- 
ture. Not only are central differencing methods for finding derivatives unusable 
but so are previously proposed methods of integration, it is now necessary to 
integrate the mass flux through a control volume using vector algebra. 
Whilst many of the methods used to construct a finite volume model are 
well established and the mathematics upon which the theory is based is hun- 
dreds of years old these treatments have never yet been attempted within the 
sphere of glaciological modelling. It has therefore been necessary to adapt broad 
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mathematical ideas to tackle this problem. Some adaptations here are less com- 
plex than others, the mass conservation treatment, for example, is a standard 
method. In comparison, the derivation of the heat flow equation whilst based 
upon well known mathematical principals was derived from first principals for 
the construction of this model. The treatment of heat conduction used for this 
model has not been observed in other literature. All but one of the meshing 
techniques used to test the effect of the grid structures upon the model outcome 
have not been directly observed in other literature. 
3.2 Mass flow solver 
The conservation of mass within the ice sheet is expressed by the mass continuity 
equation, with h as the ice thickness, t as the time, ü as the velocity vector and 
q as the flux vector. Whilst the following expression is is the standard treatment 
of mass conservation within glaciological modelling this thesis marks the first 
time that the finite volume treatment has been applied to this relationship. 
Many of the mathematical theorems underpinning the construction of the finite 
volume method here are hundreds of years old but have yet to be applied in 
such a fashion. 
ah 
at __ 
M-V. (hÜ)=M-V" (3.1) 
To apply this across a curvi linear grid, first q is broken down into two perpen- 
dicular components E and F: 
Ei+Fj (3.2) 
The net mass balance, M, is a source term, including ablation, accumulation 
and basal melt, and so it is set to zero for the present. By substitution of 
Equation 3.2 into Equation 3.1 it is possible to express the mass continuity 
equation in a standard form that is easily treated: 
öh äE aF 
ät+ä2+ýy=o 
(3.3) 
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This expression is then integrated over a hexahedron control cell of horizontal 
cross section dA, each layer in the curvi linear mesh lies directly over the previous 
one so the nodes are all aligned in the vertical direction. The control volume's 
horizontal extent is defined by the corners a, b, c, d. Corner coordinates are 
found using the mean of the corners' nearest neighbours, for example: 
(x2, ß + xi-i, j +x , »-i 







dA =0 (3.5) 
JJ at aX ay a6cd 
Breaking up this integral, substituting the identity in Equation 3.2 back into 






Because q" ndS = Edy + Fdx and because the limits of the horizontal extent of 
the control volume are fixed in time the following is true. 
8 
hdxdy +J (Edy - Fdx) =0 (3.7) Ot 
jf 
a bcd 6 cd 
A discretised control volume mean of ice thickness is now defined: 
1 hi'7 = Sabcd 11 h(x, y)dxdy (3.8) 
which is rearranged to give: 
ff 
h(x, y)dxdy = hi, jSabcd (3.9) 






hdxdy = Sabcd At (It 
Substituting Equation 3.10 into line integral Equation 3.7 and discretising the 
integration of fluxes over the four edges of the control volume permits 
the fol- 
lowing approximation: 
hn+' - hin 
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+(Eij- 2 1yaa + Ei+z, ý`, Yac 
+Ei, j+ z 
Aycd + Et_ 12, E 
zyda ) 
-(Fi, 7-2 AxOb + Fi+2,7AXbc 
+Fi, j+ j 
2xcd + Fi- z 
,jL 
Xda ) 
where Ax and Ay for a cell centred finite volume method are given by 
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(3.11) 
OXab = Xb - Xa / Xbc = Xc - Xb L Xcd = Xd - Xc L Xda = Xa - Xd (3.12) 
and 
DYab = Yb - Ya DYbc = Ye - Yb Dyed = Yd - Yc 1 Yda = Ya - Yd (3.13) 
and the horizontal surface area of the cell, Sabcd is found using the cross product 
of the two major diagonals for the cell and when written in terms of the corner 
coordinates is as follows: 
Sabcd - 
I(xc 
- Xa) (Yb - Yd) 
2 
(Yc - Ya)(Xb - Xd)I (3.14) 
When using a fully explicit method a comparatively short time-step is nec- 
essary to ensure model stability. For fluxes through a finite volume cell, the 
ice must not flow more than one cell length in any time period. This stability 
condition is known as the Courant condition and is expressed in equation 3.15 





Where At is the time step and 0x is the cell size in the x direction. For higher 
orders of partial differential equation this criteria becomes more complex. 
3.3 Calculation of velocity field 
Velocity at depth for any point on the model domain can be found using the 
following expression of the shallow ice approximation: 
r 
ü(s) _ -2(pg)'i(Vh " Vh) Oh / A(T)(h - z)"dz + ÜB 
(3.16) ni' 
.. 11 B 
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where ii(s) is a velocity vector dependent on the height above the bed, s, and 
fIB is a basal sliding vector. The shallow ice approximation has been chosen for 
its simplicity of discretisation and the comparatively good results available for 
large ice masses. Calculation of ice thickness and surface elevation derivatives 
are approximated using their mean values over the control volume (Tannehill, 
1997, [133). For a mid-point at a location labelled (i, j-2), using the notation 






x ex z, ý 2 ff 
where surface or line integrals denoted by a are defined by a quadrilateral 
bounded by corners at al , 
V, cl, d'. Equation 3.17 can be approximated to: 
i 
Hdy Hi, j-11 Yalb1 + HbI ybici + Hi, jLycldi + Ha1Ydlal, (3.18) 
where Hn and Hb are the means of the four nearest neighbours: 
Ha = 
1(Hij 
+ Hi-,, j + Hi-l, j-l + Hi, j-1) (3.19) 
Hb = 
1(Hij 
+ Hi+l, j + Hi+i, 1-1 + Hij-1) (3.20) 
The Ay values are found using the following: 
pya, b' = yb, -yal pyblcl = ycl -ybl 
Qycldi = yd' -yci l4dla' - Ya' Yd' 
(3.21) 
The derivative of y is found in the same way using 





Öy Sal, bl, cl, dl ay {j1n ,6 ,c ,dc, 2 
and once again substituting; 
Hdx Hi, j-O/Xalbl + HbAxb1, l + Hi, jzxcld1 + 
HaAXdla1 (3.23) 
a 
The Ox values are calculated using 
0lalbl = 5b' -tai 
02b'ci =X cl -Sb' 
AX 'di = Xdl -X c' 
02dia' 
- xa, -5d' 
(3.24) 
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Both H. and Hb retain the same values for both x and y derivatives. This 
technique is also applied to odd numbered nodes with slight alteration to the 
location of al , bl, ci and d', Figure 3.1(b) gives the new node numbering for 
these calculations. Section 3.6 elaborates on the necessity of odd and even 
numbered midpoints. 
Velocities in the z direction, vertically, are calculated using the incompress- 
ibility condition (Paterson, 1994, [109]) as follows: 
au av aw 
ax+ay+ az =0 (3.25) 
This can be rearranged and then integrated from the bedrock to the surface or 
across the vertical height of each control volume, i, j, k+2 to i, j, k-2 (note 
that here as in the code the vertical labelling starts at k=1 for the surface free 










This expression for vertical velocity is implemented as the integrated volume 
loss below horizontal cell interfaces i, j, k-2 and i, j, k+2 for each control 
volume. 
This method of derivative taking and solving the continuity equation has to 
be adapted for application to the edges of the model domain where there is no 
data outside of the domain upon which to base estimates of surface slope and 
change in ice thickness. The faces, edges and the corners of the domain are all 
affected by this lack of data and require special treatment. For example the 
point (i = 1, j#1, j j4 ny where ny is the number of nodes in the y direction) 
lies on one of the faces of the domain, Equations 3.19,3.24 and 3.21 are reformed 
and substituted into a rewritten Equation 3.18 as follows (Hb does not need to 
be rewritten for this face as none of the values required for its calculation lie 
outside of the model domain): 
Ha = 2(Hlj + H1,3-1) (3.27) 
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Figure 3.1: Node numbering and nomenclature for surface elevation derivatives, 
(a) for even numbered midpoints, (b) for odd numbered midpoints. Crosses 
represent cell centred nodes and circles represent midpoints. 
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1 Xabi = Xbl - Xa L Xb1 ci =X cl - Xbl 
0Xci di = Xdl -X cl 
02di Q= XQ - Xdl 
(3.28) 
Mass can be lost but not gained at the domain edge under the present solver 
implementation, creating a semi-mirrored boundary condition. 
3.4 Heat flow solver 
Heat flow through an ice sheet is modelled using an expression for temperature 
change with time: 
OT 
= -U. VT+ 02T+W (3.29) PCP 
where T is the temperature at any point, U is an ice flow velocity vector (U = 
(u, v, w)). The first term on the right hand side models the flow of heat due 
to advection, the second term conduction of heat and W is a term for strain 
heating, here approximated by (Van der Veen, 1999, [140]); 
W(z) = 2(pg)4(VH " VH)2(H - z)4A (3.30) 
where A is the flow law rate factor. To calculate mean temperature change with 
time for each control volume on the grid Equation 3.29 is integrated over the 
control volume and then averaged by dividing by the volume of the cell. 
1 (3.31) fffdv= 
c PP 
Using the following identity the first term on the right hand side of Equation 
3.31 (advection of heat) can be rearranged: 
U. VT = V"(UT)-TV U (3.32) 
If p (ice density) is constant then V"U=0. This allows the following rear- 
rangement and application of Gauss' theorem. 
-(I - OTdI' =Jfý -6 - ((JT)dV =fý -(I " nTdS (3.33) 
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Equation 3.33 is now easy to approximate for a control volume. Where Tk is 
the temperature on face k of the control volume, r is the normal unit vector to 
the face k and AAk is the area of face k. 
Sti J 




Two methods for the calculation of the value of Tk were used, central differ- 
ences and upwinding. Central differencing calculates the temperature at the 
midpoint located in the centre of the cell face with an interpolation using the 
two nearest cell centre nodes. Upwinding assigns the temperature at the cell 
interface based upon the direction of flow through the cell face, the temperature 
at the cell interface is set to the temperature of the cell from which the heat is 
flowing. Upwinding was introduced to the scheme when it was found that the 
central differencing method previously being used was creating oscillations near 
the ice sheet margin. Although upwinding prevents oscillations it is known to 
be numerically diffusive (Fergizer and Peric, 2002, [38]). Equation 3.35 shows 
a central difference formulation for a midpoint temperature, which can be con- 
trasted with Equation 3.36 for the upwinded scheme. Mixed upwind-central 
difference methods were tested but consistently failed to produce a solution as 
stable as a pure upwind method. 
7, ý _ 
Tn +2 Tn-l (3.35 
Tk = Tn if Uk" iik >0; (3.36) 
Tk =Tn_1 if Uk "irk <0 . 
For the second term in Equation 3.31 (conduction) a rearrangement is possible 




TdV :E VT " iikLAk (3.37) 
P V PP P k-1 
To calculate the derivatives of temperature x and y directions vector calculus 
is required. Note that the volume being integrated over is not the same as that 
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JdV =Vf Ti"ndS (3.39) J 
surf ace 
This surface integral can be approximated by the following summation: 
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V Tkik " rakAAk =V Tkn x,, AAk (3.40) 
k=1 k=1 
so: 
OT _16 ä2 ^, V 7'knx"' AAk (3.41) 
k=1 
Vector multiplication is now used to calculate the area of face k, AAk. 
I DAk =2I Vk1 ® Lk2 1 (3.42) 
To calculate the normal vector to face k, ilk, the following is used 
nk __ 
Vkl ®Vk2 (3.43) 
2AAk 
where Vkl and Vk2 are the diagonal vectors on face k, as shown in Figure 3.2. 
Calculations for derivatives in the y direction are performed in the same manner. 
Derivatives in the z direction use the same methods, however horizontal flow 
of heat through the top and bottom of each cell is not included. Addition of 
horizontal heat flow through the top and bottom of control volumes caused 
instabilities due to the control volume aspect ratio. 
The final term in the heat flow equation describes the heating due to ice 
deformation, and is a source term in the integral equation. Thus heating due 
to ice deformation can be approximated using a summation and averaging over 
the control volume. s 
it'dV P: ý 
6F 
Wk f ff 
k=1 
(3.44) 
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Vk 
Figure 3.2: Schematic diagram showing diagonal face vectors Vk1 and Vk2 for 
face k, the shaded area represents face area Ak and rik is the unit normal vector 
to face k. 
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where V is the volume of the control cell. The approximation for the tempera- 
ture equation is then; 
öTdV 




V ff Öt v k-1 PCp k. l 6 k_1 pcp 
(3.45) 
To the best of the authors knowledge the treatment of the conduction term 
(second term on the right hand side) is unique to this thesis, and has not been 
observed in any glaciological literature on the subject of discretisation. 
Discretisation of the temperature scheme with respect to time was performed 
with a predictor corrector method. Let: 
Tt = .f 
(T) (3.46) 
where T is the temperature at time t and is defined by a function f (T) dependent 
on itself. Taking an explicit step forward in time, T is found at time t+1 
Tt+l = Tt + Otf (Tt) (3.47) 
This explicit step is a discretisation of Equation 3.45 as follows: 
1 aT Tt+l _ Tt 
V 
fffdv f (7'c) (3.48) 
Substitution into Equation 3.45 gives: 
66Vs 











The temperature at Tt+ 2 is found: 
Tt+ 12 - 
T' + Tt+l (3.50) 
2 
This is resubstituted into Equation 3.47 giving; 
Tt+i = Tt + At f (Tt+; ) (3.51) 
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This procedure is iterated until Tt+ 2 finds a steady state. The predictor correc- 
tor scheme permits longer time-steps than a fully explicit scheme. The temper- 
ature is not permitted to rise above the local pressure melting point anywhere 
in the domain. For the benchmarking tests this meant resetting the calculated 
temperature value to the pressure melting point where necessary. When the 
model was applied to the Northeast Greenland ice stream excess temperature 





where AT is temperature over pressure melting point, OHbasa1 thickness of ice in 
the basal control volume. Note the dependence of basal melt on the thickness of 
the basal layer of ice OHba. a1. This problem does not occur with 
finite difference 
schemes that calculate temperature in terms of energy at nodes because excess 
energy is node specific. In a finite volume solution the excess energy is modelled 
as a mean excess temperature for the control volume in question, therefore the 
rate of basal melt is directly proportional to the thickness of ice at any point. 
To overcome this problem a maximum basal melt rate was implemented with 
reference to existing literature on basal melt rates in Greenland (Huybrechts, 
1996, [69]). 
Specific heat capacity, Cp, as used in Equation 3.29, is dependent on tem- 
perature and takes the following form(Buford Price et al, 2002, 
[25]): 
Cp = 2115 + 7.79(T - 273.15) (3.53) 
Similarly the conductivity of ice is given by: 
k=9.828e-0,0057T (3.54) 
Comparison of the values obtained from these relationships with the values 
set out in the EISMINT benchmarking tests and other 
literature, Cp = 2009 
JKg-1K-' and k=2.1 Wm-1K-1, reveals a significant difference as can 
be seen 
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Temperature (K) 
Figure 3.3: Comparison of calculations. The red line shows the most common P 
scenario as used by the EISMINT benchmarking experiments, while the blue 
line plots the resulting variation in when using Equations 3.53 and 3.54 P 
in Figure 3.3. The reduction in - as the temperature rises from 230 K to 270 K 
is close to 40%. The use of a variable specific heat capacity has not been noted 
in any other ice sheet modelling study. Later sensitivity studies on the effects 
of the inclusion of a variable specific heat capacity reveal that it perhaps should 
be included as a matter of course when constructing an ice sheet model. In 
particular, specific heat capacity affects only the flow of heat due to conduction. 
This is of particular importance in the thermal profile near the bed at the ice 
divide where conduction is the most significant heat flow mechanism. 
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3.5 Meshing 
3.5.1 Meshing the EISMINT experiments 
The original mesh for the EISMINT experiments was an orthogonal structured 
grid of 31 by 31 nodes with a constant step in the x and y directions of 50 km, as 
shown in Figure 3.5(a). For the fixed margin experiments in 3D, an edge refining 
algorithm was used to increase the node density at the edge of the mesh, Figure 
3.5(b). While for the moving margin experiments two methods were examined, 
a mesh refinement technique, Figure 3.5(c), and a margin definition technique, 
Figure 3.5(d). Other techniques more commonly used in FEM analysis were 
considered. Typically the meshes used for FEM are unstructured, there is not 
a constant connectivity between nodes, some nodes may be attached to 4 nodes 
while some are connected to 8, for ease of mesh creation and model construc- 
tion unstructured meshes were rejected. Little software exists to automatically 
generate structured meshes, so basic mesh generation software was written. 
The coordinate transform used to refine the mesh for the fixed margin ex- 
periments is commonly used to examine fluid flow through pipes. In its original 
form it is expressed as a function for the transformation governing equations, 
here the method is adapted to shift node positions through the 2D planform 
space of the model domain (Tannehill et al, 1997, [133]). The refinement is 





=a+ (1 - a) 
(O-lx 
+i 
+2a) (3.55) (16+0 
where a defines the area about which the refinement will take place and takes 
the value 1<a>0. If a=2 then the refinement takes place at the margins. Q 
controls the degree of refinement and must take a value that fulfils the criteria 
1< /B < oo, where large values of 8 produce little refinement and values close 
to unity produce progressively greater degrees of refinement. L is the horizontal 
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extent of the ice sheet, in this case 1500 km. The same refinement is also used 
in the y direction. Application of this refinement technique leads to meshes 
such as that in Figure 3.5(b). Although the refined mesh had no negative effect 
on the steady state solution it is noted that the mesh is far from ideal; the 
control volumes located near the margin are long and thin. Such grid shape is 
not best practice as it can often lead to numerical error, especially when the 
flow direction is perpendicular to the long side of the control volume. A good 
control volume should have an aspect ratio close to unity. 
The refined meshes created for the moving margin experiments utilised dif- 
ferent techniques. From experiments on a regular mesh it is known that the 
radius of the ice sheet produced by the moving margin experiments is approx- 
imately 575 km. The first method used to create a non-orthogonal mesh for 
this experiment attempted to define the margin exactly. A normalised square 
mesh was taken (31 by 31 nodes), and the outside edges of the mesh forced to 
follow the line of the steady state ice sheet margin, by reconstruction of node 
coordinates, Equation 3.56. The remaining nodes, inside of this margin are 
then smoothed throughout the centre of the domain by performing a Laplacian 
smoothing, Equation 3.57. As before the transformations are the same for the 
y coordinates as for the x. 
= xR x2+y2 (3.56) 
ýi, j = 4(xi-l, j 
+ xi+l, j + xi, j-i + xi, j+l) 
(3.57) 
where the radius about which refinement takes place is R. This gives a domain 
defined by a circular margin, Figure 3.5(d), any ice growth past the edge of the 
domain will be lost. Implementation of an adaptive gridding scheme would be 
the next step in the development of this method. A shortfall of this form of 
mesh creation is its inability to deal with concave domain edges which it cannot 
handle due to the Laplacian smoothing technique; see Section 3.5.2 for more 
detail. 
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The second method uses vector distortion techniques to increase node den- 
sity in areas of interest (Knupp, 1994, [81]). A vector field was created using 
principals from electromagnetic theory. An imaginary ring of charge was set up 
centred on the summit. Inside any ring of charge there is no net force on any 
free charged particle, in this case each node is treated as a charged free particle, 
and the distance each node is displaced during the refinement is proportional 
to the force experienced due to the imaginary magnetic field. Outside a ring of 
charge there is a force applied to any charged body, this force is proportional to 
the distance from the ring and the magnitude and sign of the charges involved. 
The ring has a set thickness and within that thickness there is another solution 
dependent on the size of the ring, the distance from the centre of the ring and 
the charges concerned. These three solutions were modelled on a mesh. The ring 
defines an area in which the ice sheet margin is going to fall and consequently 
mesh refinement is needed. 
With reference to Figure 3.4 in the central unshaded region there is no 
distortion. In the shaded area the distortion is described by 
D- Rl 
(3.58) xC 2 R3(R2 - RI) 
where D is the distance from the centre of the domain to the node operated on 
and C is a distortion constant. Rl and R2 are as shown on the diagram and 
define the area for refinement. And for the area outside of radius R1 distortion 
is described by; 
±= xCD (3.59) 
Application of the above result method is shown in Figure 3.5(c). 
To gain further insight into the role of grid structure on spatial variation in 
basal temperature the meshes created for the moving margin experiments were 
rotated about the centre of the domain. This was performed using the following 
transforms: 
X2 = Xdivide + COS 8 21 - Xdivide) - sin 
B(ß/1 - Ydivide) 
3.60) 
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Figure 3.4: Schematic diagram of radii used to set the distortion for the distorted 
meshes. 
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Y2 = Ydivide + sin e(xi - Xdivide) + COS e(yl - Ydivide) 3.61 
where x1 and yi are the original coordinates of a node, 12 and y2 are the fi- 
nal coordinates of the node after rotation, 1divide and ydivide specify the divide 
position and 6 is the angle of rotation. The meshes produced by such a trans- 
formation are shown in Figure 3.6, all the meshes shown have been rotated 
through 22°, this angle was chosen as it is not an integer factor of 360, thus any 
dependence on the major diagonals and axes could be eliminated or confirmed. 
3.5.2 Meshing an ice sheet basin 
Various methods of meshing ice sheets were experimented with, the most suc- 
cessful and least intensive to develop was a combination of Laplacian smoothing 
and a vector like distortion. It was found that defining the present margin pre- 
cisely and then using a Laplacian smoothing did not work well. At any concave 
vertex on the edge of the domain the averaging procedure would drag nodes out 
past the fixed margin position creating folds in the mesh. 
Application of the model to a basin demonstrates the potential of the finite 
volume method to deal with curvi-linear meshes and irregular domains. The 
basin containing the Northeast Greenland ice stream was chosen for its inter- 
esting flow features. Using Arcinfo the balance velocity field was examined and a 
domain defined. The domain coincides well with basin delineation for Greenland 
as found elsewhere (Hardy et al, 2000, [52], Zwally, 2001, [1521). Ice thickness, 
surface elevation and balance velocities for this area were then extracted. 
The next stage in the meshing procedure was to stretch nodes around the 
domain edge onto pre-existing evenly spaced data points. The existing grid is 
then smoothed into the whole domain, and the balance velocity data for each 
new coordinate interpolated and the data smoothed over a small window so 
that the effects of steep localised gradients in balance velocity would be felt 
further away in the mesh. The new mesh distorting algorithm used a Laplacian 



























Figure 3.5: Meshes created for the EISMINT experiments (31 by 31 nodes), a) 
Regular orthogonal mesh (RM), b) Orthogonal mesh refined with pipe-flow algo- 
rithin (PFM), c) Non-orthogonal stretched grid (SM), d) Circular mesh (CM), 
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Figure 3.6: Rotated meshes used for the EISMINT benchmarking experiments, 
both meshes are rotated by 22° a) stretched mesh, b) circular mesh (r=0.499) 
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smoothing with a source term to distort the mesh up the normalised velocity 
gradient a distance proportional to the balance velocity at that point, equation 
3.62. 




where C, S1 and S2 are constants of mesh distortion. And F is a field 
created by the normalising, between 1 and -1, of the smoothed balance velocity 
field. For the chosen basin the results can be seen in Figure 3.7. From Figure 
3.7 it can be seen that there is refinement along the length of the ice stream, 
around the ice stream margin and along the ice sheet margin. The method 
employed takes a square grid and stretches it out of shape, thus when a corner 
of a quadrilateral is placed on an flat edge of the domain a triangular cell rather 
than a quadrilateral is formed. This effect is known as degeneracy and can cause 
numerical instabilities. With careful choice of starting position it is possible to 
place such degenerate or near-degenerate cells in areas where it has no effect, 
for example past the continental shelf where no ice will form. 
Two further considerations when meshing an ice sheet basin with a grid 
of variable resolution are smoothing and data interpolation. When placing a 
low resolution grid over part of an ice sheet it is possible that important areas 
of bedrock topography or steep surface gradients are not included, creating a 
smoothing effect on the data sets. Thus potential ice nucleation points and 
bedrock troughs can be excluded from the model. Interpolation of data onto 
points where the resolution of the mesh is higher than the resolution of the data 
is performed here by an inverse distance interpolation. 
Throughout the sensitivity analysis the mesh shown in Figure 3.7(a) was 
found to be unstable probably due to the poor quality of the original mesh which 
contained control volumes of near degenerate shape. Distortion was reduced and 
the mesh shown in Figure 3.7(b) was created. This latter mesh proved to be 
stable. 

























Figure 3.7: Meshes created for the modelling of the NEGIS basin. On the left 
(a) shows the distorted mesh initially implemented, while on the right (b) shows 
the undistorted curvi linear mesh. 
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CHAPTER 3. CONSTRUCTION OF A 3D ICE SHEET MODEL 76 
3.6 Three dimensional staggered grid 
Node coordinates are found during pre-processing, in the mesh creation sub- 
routines. Figure 3.8 shows the pattern of node numbering used throughout the 
code when referencing midpoints from the perspective of a cell centred node. 
It can be seen that there are double the number of midpoints in the y (m) di- 
rection, thus midpoints can be located in one of two geometries with respect to 
their surrounding cell centred nodes. The two geometries are differentiated by 
the value of the y component of the matrix indices, if the y index is odd, one 
geometry is applied and visa versa if the y index is even. These two geometries 
are shown in Figures 3.9(a) and (b), odd and even respectively. 
From the node coordinates it is necessary to create the control volumes. 
The corners of each node centred control volume are found using a mean of 
the coordinates for the node and the seven nearest neighbours of the control 
volume corner. This method is employed because previously utilised directional 
methods, whilst marginally less computationally expensive introduce serious 
directional bias to the derivative calculations. The coordinates of these corners 
are used to define the vectors that cross the face of the cell, the normal vectors 
to the face and the area of the face. It is necessary to calculate the coordinates 
of the midpoint located at the centre of the face and to interpolate data onto 
the midpoint. Two points a and b are located using the previously calculated 
corners of the control volume and joined with a line (1), then the two nodes 
on either side of the midpoint are connected with a line (2), the two equations 
describing these line are then solved as a pair of simultaneous equations for 
their intersection, giving the location of the midpoint. Figures 3.9(a) and (b) 
show the construction of locations a and b, lines 1 and 2, node numbering and 
midpoint location for odd and even numbered midpoints respectively. 
y= mix +c, and y= m2z + C2 (3.63) 
which can be rearranged so that the x coordinate of the midpoint location can 
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be found using: 
C2 - Cl 
2= 
Ml - m2 
(3.64) 
y can be found by substitution back into the equation for a straight line. Linear 
interpolation is now used to calculate the variable values for the new points. This 
method of midpoint location is used to ensure that the midpoint coordinates 
lie on the vertical face defined, other methods previously utilised caused the 
midpoint to be located off the face, often the mis-location was systematic and 
created asymmetries within the solution. 
The assignment of data to locations within rectangular arrays using the 
previously described node numbering technique ensures that mass is conserved. 
This can be illustrated by considering two adjacent control volumes, separated 
by a cell wall with a midpoint node located at the centre of the cell wall. The 
flux through the cell wall is calculated by multiplying the ice velocity at the 
midpoint by the area of the cell wall, both the velocity and the area of the cell 
wall are stored only once for each cell, thus the calculated flux at the midpoint 
is the same for both cells. To calculate the proportion of the flux entering the 
control volume through the face the flux is multiplied by the normal vector to 
the cell face. Once again the data associated with the normal vector is stored 
in only one location, thus the two adjacent control volumes access the same 
velocity, face area and normal vector data when calculating the flux into or out 
of the cell. The only difference in the calculation between cells is the addition 
of a multiplier to the value of -1 for one control volume and 1 for the other, 
indicating gain and loss of mass. So whatever is calculated as loss from one 
cell as given as gain to the adjacent cell. Therefore all the error associated 
with mass transfer through the model domain due to machine error and so it 
can be claimed that, due to the nature of the calculations and storage of data, 
mass is conserved. All data is stored as double precision variables (with the 
exception of integers used for counting and string variables used for filenames) 
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this further reduces the significance of machine error on the final outcome of the 
calculations, with double precision variables stored correctly to fifteen decimal 
places. 
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(n-1, r (n+l, in) 
Yl 
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Figure 3.8: Mesh numbering, crosses represent control volume centred nodes and 
circles represent midpoints. Mesh numbering is shown here from the perspective 
of a cell centred node, giving the transformations required to locate midpoint 
data in arrays. 
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Figure 3.9: Construction lines for the location of midpoints. Crosses represent 
control volume centred nodes and circles represent midpoints. Numbering is 
shown from the perspective of (a) an odd numbered midpoint and (b) an even 
numbered midpoint, giving the transformations required to locate neighbouring 
control volume centred nodes. 
(ri, (ºn+ 1)/l-1) 
CHAPTER 3. CONSTRUCTION OF A 3D ICE SHEET MODEL 
Group Definition 
Bulk 1<x<nx 1 <y<ny 1<z<nz 
Faces x=1 1<y<ny 1<<nz 
x=nx 1<y<ny 1<z<nz 
y=1 1<x<nx 1<z<nz 
y=ny 1<x<nx 1<z<nz 
z=nz 1<x<nx 1<y<ny 
Edges x=1 y=1 1<z<nz 
x=1 y=1 1<z<nz 
x=1 y=1 1<z<nz 
x=1 y=1 1<z<nz 
Corners x= 1 y=1 z =nz 
x=1 y=ny z=nz 
x=nx y=1 z=nz 
x=nx y=ny z=nz 
Table 3.1: Three dimensional domain composition. 
3.7 Three dimensional domain composition 
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The model domain can be broken down into four main groups: bulk, faces, 
edges and corners, defined in Table 3.1. The bulk of the ice needs no special 
treatment. The remaining edges, faces and corners each require specific coding 
exceptions. This is one of the most significant factors in the high computational 
costs involved in running such a model. At the vertical faces certain approxi- 
mations are appropriate and are documented later. At the corners and edges 
it is possible to extend some of the approximations and assumptions applied to 
the faces making the calculations steadily easier. 
It is also necessary to create separate loops for defining the control cell 
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volumes, corner coordinates and normal vectors for cells lying on the faces, edges 
and corners of the domain respectively. In these cases the cells are typically 
treated as half, quarter and eighth volume cells. 
3.8 Domain boundary treatment 
3.8.1 Geometric 
The model is bounded geometrically by a surface topography and a bedrock. 
The initial surface topography is either a contrived surface, as for the EISMINT 
benchmarking experiments, or created from DEMs. In either case for all ex- 
periments presented here the upper ice surface is free to evolve. The bedrock 
is fixed and not permitted to evolve, although there are algorithms to approxi- 
mate the isostatic rebound of bedrock with respect to changes in the overlying 
ice thickness. Such algorithms have been found to benefit the ice sheet simula- 
tion (LeMeur and Huybrechts, 1996, [87]). 
3.8.2 Flow 
The model domain boundary is defined by the edges of control volumes, the 
bedrock and the free surface. No mass is permitted to flow out through the 
bedrock and no mass flows out through the free surface. Flow at the vertical 
model boundaries can either be parallel to the face of the control volume (parallel 
to the domain edge) or perpendicular to the face (directly out of the domain). 
Flow perpendicular to the boundary face of the control volume is treated as a 
mass loss if the flow is outward, with no mass ever entering the model from 
outside the domain. Because the model treats the control volumes on the edge 
of the domain as half cells it is necessary to relocate some mid-points to ensure 
that mass can still flow along the divide. 
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3.8.3 Thermal 
Studies of ice temperature structures and modelling exercises have found that 
at ice divides there is negligible horizontal advection of heat through the ice, 
and that conduction and vertical advection dominate heat transport from the 
bed to the surface. For all cell centred nodes all derivatives are performed and 
all terms are included in the temperature calculation. To calculate derivatives 
and heat fluxes for the midpoint nodes located in cell faces lying on the edge 
of the domain a semi-mirrored boundary condition is assumed. Advection of 
heat out of the domain is permitted, whilst no heat is permitted to flow in, heat 
can also be lost via advection and conduction away from the domain edge into 
the domain. Such a condition assumes that the domain edge lies either on the 
divide or no ice mass lies upstream out of the domain. Likewise no heat can 
be conducted into or out of the domain horizontally, however conduction can 
take place between such midpoint nodes and their nearest internal neighbours. 
Similar boundary conditions have been implemented for studying portions of ice 
sheets, although not individual drainage basins (Bingham et al, 2003, [15]). The 
shortfalls of these boundary conditions have also been highlighted; the model 
cannot react to changes in divide position during studies of long term ice sheet 
reaction to climate change and therefore may misrepresent modern reaction to 
previous changes in ice dynamics. 
3.9 Model Summary 
The model has been constructed using the components as recorded in Table 3.2 
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Component Method 
Velocity solver Shallow ice approximation and 
basal sliding law 
Mass flow solver Explicit finite volume method 
Horizontal mass flow boundary conditions Semi-mirrored at domain edges 
Vertical mass flow boundary conditions 
Heat flow solver 
Vertical heat flow boundary conditions 
Horizontal heat flow boundary conditions 
Derivative calculations 
Free surface at ice air interface 
Basal melting approximation at the bed 
Predictor corrector finite volume method 
Including conduction, advection, strain heating and 
temperature dependent specific heat capacity 
Semi-mirrored 
Geothermal heat flux at bed 
Air cooling at ice surface 
Vector calculus using the normal 




Power law relationship 
Positive degree day method 
Mesh generated by Laplacian smoothing 




Confidence in numerical models can be obtained by benchmarking against recog- 
nised standards. Benchmarking is the process of comparing a model to a set of 
independently established standards, often through the modelling of a situation 
that it is possible to represent with an analytical solution. Whilst benchmarking 
does not validate a model it proves that the model conforms to recognised stan- 
dards. In the case of ice sheet models these standards were established by the 
European Ice Sheet Modeling INi Tiative (EISMINT) (Huybrechts and Payne, 
1996 [65], and Payne, 2000, [114j)). Both analytic and numerical standards were 
recorded for models running under specified boundary conditions. In the fol- 
lowing two sections the finite volume model is tested against these standards, 
both isothermal and thermally coupled versions. All experiments are run on a 
number of different meshes. The differences created by different meshing con- 
figurations are discussed in Section 4.4.1. Under all test conditions and for all 
mesh variations the finite volume model developed for this thesis was found to 
perform well. 
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4.2 Isothermal flow benchmarking 
Benchmarking of the mass flow solver was performed using the isothermal EIS- 
MINT experiments (Huybrechts and Payne, 1996 [65]). The solver was run on 
orthogonal meshes, refined orthogonal meshes, refined non-orthogonal meshes 
and distorted circular meshes, and the results from each of these meshes com- 
pared with the relevant published EISMINT data. 
The EISMINT tests prescribe a set of boundary conditions, physical rela- 
tions, constants and modelling scenarios with which to benchmark ice sheet 
models. The models are run on a 31 by 31 square grid, with a node spacing 
of 50 km. A zeroth order or shallow ice approximation for ice discharge is pre- 
scribed, Equation 4.1. Bedrock elevation, ice thickness and surface elevation are 




Hn+2[VH " VHJ 
i VH (4.1) 
This precise expression was not used, as the thermal solver required that velocity 
be calculated at depth. Instead an equivalent integral of velocity with depth 
was used: 
ux = -2(P6)nIVHln-1'9H A(s - z)ndz (4.2) 
z 
bed 




where T is the temperature, k is the ice conductivity, p is the ice density, Cp is 
the specific heat capacity, U is a three dimensional velocity vector and W is an 
unspecified term to account for strain it is approximated using the relation laid 
out in Equation 3.30. 
Thermal boundary conditions for the basal layer are dependent upon basal 
temperature, if the temperature is greater than pressure melting point then 
there is no geothermal heat flux from the bed, if the temperature 
is less than 
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pressure melting point geothermal heat flux is permitted to warm the basal ice, 
as shown in Equation 4.4: 
OT 
-G ez k if T(s) < Tpmp 
(4.4) 
T(9) = Tpmp if T (s) > Tpmp 
where Tpn, p, pressure melting point, is given by the following equation where 0 
is the change of melting point with depth and To is the triple point of water, 
the values for these constants can be found in Table 0.1. 
Tpmp=To - ßH (4.5) 
There are two accumulation scenarios under which the isothermal tests were 
run, fixed margin and moving margin. The fixed margin experiments set the 
accumulation to 0.3 ma-1 over the whole domain, except for the domain bound- 
aries where accumulation and elevation are held at zero. Surface temperature is 
a function of node distance from the centre of the ice sheet, Equation 4.7. The 
ice sheet formed under these conditions is square in plan and reaches the edge 
of the model domain on all sides. All the boundary conditions are symmetric 
about the centre of the domain and so the ice sheet form is symmetrical on 
lines running north-south, east-west through the centre, and along the principal 
diagonals. 
M=0.3 (4.6) 
Tsurface = 239 +8x 10-8d3 (4.7) 
where d, in km is found using: 
d= max[I x- 2summit , 
Iy - ýsummitl] 
(4"8) 
The moving margin experiments apply a gradient in net mass balance for 
parts of the ice sheet, causing the ice sheet margin to move inward from the 
edge of the domain. Surface temperature is also reparameterised, this time 
with respect to height. In all other aspects the moving margin is identical to 
CHAPTER 4. MODEL BENCHMARKING 88 
the fixed margin experiments. Equations 4.9 to 4.11 give the climatic boundary 
conditions for the moving margin experiments: 
M= min[O. 5, s(Rei - d)] (4.9) 
d= «x - Xsummit)2 + (y - Ysummit)2) 2 (4.10) 
Tsurface = 270 + 0.01H (4.11) 
where Rei is the equilibrium line radius, and s is the mass balance slope; see 
Table 0.1 for values. Once again due to the symmetric boundary conditions the 
final steady state solution is symmetrical. 
To test the time dependent nature of the solutions the EISMINT tests pro- 
pose a sinusoidally varying surface temperature and mass balance. The experi- 
ments differ somewhat for the fixed and moving margin experiments, and each 
is performed twice, once for a time period, öt, of 20000 years and once for a time 
period of 40000 years. These time periods are set to represent the approximate 
lengths of Milankovitch time-scales. A surface temperature forcing term, AT, is 
added to the surface temperature boundary condition, Equations 4.7 and 4.11, 
giving Equation 4.13 for the fixed margin experiments and Equation 4.14 for 
the moving margin experiments. 
OT = 10 sin 
Ott (4.12) 
Tsurface = 239 +8x 10-8d3 + 10 sin 
2ir1Tt 
(4.13) 
Tsurface = 270 + 0.01H + 10 sin 
Ott (4.14) 
For the fixed margin experiments the mass balance is varied with time ac- 
cording to the following: 
girt 
M=0.3 + 0.2 sin at 
(4.15) 
while the mass balance for the moving margin experiments is altered 
by sinu- 
soidal variation in the radial position of the equilibrium line: 
27rt 
Rey _ 450 + 100 sin ýt (4.16) 
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All the isothermal benchmarking tests compare favourably to the results 
obtained in the original EISMINT experiments (Huybrechts el al, 1996, [65]). 
Table 4.1 shows the results for the fixed margin experiments, where it can be 
seen that the divide thickness produced by both the regular grid and the refined 
mesh match the benchmarks as does the midpoint flux. All non-FVM model 
data in Tables 4.1 to 4.6 are taken from the EISMINT literature (Huybrechts and 
Payne, 1996 [65]). Basal divide temperature is slightly warmer than expected 
when compared to the tabulated results but when compared to the spread of 
results recorded graphically for the benchmarking experiments it can be seen 
that these temperatures also fall inside the range of existing results. Figures 
4.13 and 4.14 show the variation in basic variable values, these too compare well 
with the EISMINT benchmarks (most benchmarking figures have been included 
in appendices due to the volume of figures). From Table 4.2 it can be seen that 
the finite volume model reproduces the published values from the EISMINT 
exercises. Again it is noted that basal divide temperatures appear warm when 
tabulated but when examined graphically the difference is seen to be within the 
bounds of other modelling results, Figures 4.15 to 4.17. 
Tables 4.3 to 4.6 display the results for the experiments where sinusoidal 
variation in climatic conditions was applied to the model. Again a number 
of different grids were applied to test for the effects of grid configuration and 
little change was noticed. Across all four sinusoidal experiments variation in 
divide thickness between meshes was less than 0.4%, while variation in basal 
temperature never exceeded 2%. Of note is the lack of data in Tables 4.5 and 
4.6 for the midpoint flux range when the model was run on the stretched mesh 
and the circular mesh, this is due to the deformation in the meshes making 
accurate interpolation of the flux range difficult. Figures 6.1 to 6.12 show the 
model response to the sinusoidal climatic forcing with time. All plots show 
smooth almost sinusoidal variation in thickness and temperature, the 
flux plots 
are not included for the reason given above. Again there is little change in model 
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response between grid configurations. Of greatest interest is Figure 6.7 which 
shows detail of the model response under the dt = 40 ka scenario, it appears 
that the circular mesh responded differently when approaching maximum ice 
thickness, this is probably due to the near degeneracy of a few control volumes 
on the domain edges. These differences are negligibly small with a range of 0.1% 
to 1% variation for all sinusoidally forced experiments. 
It can be seen that the finite volume model performs well when tested against 
the isothermal EISMINT benchmarking tests, and no significant differences in 
key solution characteristics are noted between grid configurations. 
Experiment Divide thickness Midpoint flux Basal divide T 
(m) (102m2a-1) (K) 
3d 3384.4 ± 39.4 794.99 ± 5.67(11) -8.97 f 0.71(6) 
3d/type I 3419.9 ± 1.7 789.95 ± 1.83(6) -8.84 f 1.04(2) 
3d/type II 3342.6 ± 0.4 800.04 ± 2.32(5) -9.04 f 0.67(4) 
Finite volume (RG) 3392.8 791.14 -9.68 
Finite volume (PFG) 3381.8 810.70 -9.48 
Table 4.1: Results from the EISMINT intercomparison exercise and the results 
for the 3D finite volume model. Steady state solutions for the fixed margin ex- 
periments. The numbers in brackets represent the number of models submitted 
under each group for benchmarking. RG - regular grid, PFG - Pipe flow grid. 
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Basal divide T 
(K) 
3d 2978.0 f 19.3 999.38 f 23.55 (10) -13.34 ± 0.56 (6) 
3d/type I 2997.5 f 7.4 999.24 f 17.91 (5) -13.34 ± 0.75 (2) 
3d/type II 2958.9 f 1.3 999.45 f 30.37 (5) -13.29 ± 0.48 (4) 
Finite volume (RG) 2978.9 995.24 -13.911 
Finite volume (SG) 2971.9 985.35 -13.868 
Finite volume (CG) 2981.5 1000.92 -13.971 
Table 4.2: Results for the steady state solution to the moving margin experi- 
ments, including the 3D finite volume model. Numbers in brackets represent 
the number of models in each experiment grouping 
Experiment Divide thickness Midpoint flux Basal divide T 
At t=200ka Range Range Range 
(m) (102m2a-1) (K) 
3d 3230.1 ± 34.8 559.5 ± 5.0 974.04 f 8.03(10) 2.01 ± 0.12(6) 
3d/type I 3264.8 ± 5.6 563.0 ± 3.7 968.28 f 4.85(5) 2.11 ± 0.09(2) 
3d/type II 3195.3 ± 2.6 556.0 ± 3.5 979.80 f 6.21(5) 1.97 ± 0.11(4) 
Finite volume (RG) 3240.6 562.8 966.42 2.11 
Finite volume (PFG) 3230.0 561.2 964.61 2.11 
Table 4.3: The results from the sinusoidally forced fixed margin experiment, 
with öt = 20 ka. The numbers in brackets are the numbers of models submitted 
for benchmarking. For the pipe flow mesh the range in flux had to be calculated 
using a linear scaling of the range. 
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Experiment Divide thickness 












Finite volume (RG) 
Finite volume (PFG) 
3306.6 f 35.9 
3341.7 f 3.9 
3271.4 f 3.2 
3317.5 
3306.8 
614.0 ± 5.8 
619.0 ± 3.2 
609.0 ± 1.9 
617.3 
615.4 
1027.30 f 7.56(10) 
1021.49 f 6.04(5) 
1033.11 f 2.61(5) 
1020.8 
1032.8 
3.95 ± 0.14(6) 
4.12 ± 0.06(2) 
3.87 ± 0.07 
4.28 
4.20 
Table 4.4: The results from the sinusoidally forced fixed margin experiment, 
with 5t = 40 ka. The numbers in brackets are the numbers of models submitted 
for testing benchmarking(Huybrechts and Payne, 1996 [65]). 
Experiment Divide thickness 











2794.2 f 20.0 
2813.5 f 2.0 
2775.7 f 10.6 
528.0 ± 8.9 
528.6 f 11.3 
528.5 f 5.3 
562.85 ± 18.11(10) 
578.17 f 3.29(5) 
547.53 f 10.35(5) 
2.38 ± 0.19(5) 
2.54 ± 0.09(3) 
2.27 ± 0.19 
Finite volume (RG) 2793.7 530.8 590.7 2.43 
Finite volume (SG) 2783.2 502.3 - 2.47 
Finite volume (CG) 2790.2 517.8 - 2.42 
Table 4.5: The results from the sinusoidally forced moving margin experiment, 
with bt = 20 ka. The numbers in brackets are the numbers of models submitted 
for testing benchmarking. Due to the nature of the meshes involved in the 
stretch (SG) and circular (CG) experiments the range of mass flux at the mid- 
point could not be calculated to an appropriate degree of accuracy(Huybrechts 
and Payne, 1996 [65]). 
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Experiment Divide thickness Midpoint flux 
At t=200ka Range Range 
(m) (102m2a-1) 
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2859.2 f 19.2 
2872.5 f 6.8 
2846.0 f 18.6 
595.6 ± 6.2 
591.4 ± 4.6 
599.9 ± 3.1 
528 ± 9.46(10) 
534.04 ± 7.28(5) 
522.21 ± 6.97(5) 
7.46 ± 0.28(5) 
7.61 ± 0.05(2) 
7.37 + 0.35(3) 
Finite volume (RG) 2855.5 591.7 544.0 7.59 
Finite volume (SG) 2849.5 576.7 - 7.69 
Finite volume (CG) 2850.9 597.5 - 7.61 
Table 4.6: The results from the sinusoidally forced moving margin experiment, 
with öt = 40 ka. The numbers in brackets give the number of models submitted 
for benchmarking under each category. 
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4.3 Thermally coupled benchmarking 
Effects of thermomechanical coupling were examined using the EISMINT bench- 
marking experiments (Payne, 2000, [114]). The model setup for the thermal 
EISMINT experiments is similar to that of the isothermal experiments. Do- 
main size is unchanged at 1500 km by 1500 km, horizontal resolution is in- 
creased with 61 nodes in both the x and y directions, at a regular spacing of 25 
km. A slightly different parameterisation of velocity variation with depth was 
employed, including the effects of rheology, and sliding: 
ui = -2(PÖ)n1OH1 n-1 
OH z 
A(T*)(s - z)"dz + Ubedh (4.17) bed 
where i=x, y and Ubed is basal sliding. Conservation of mass remained the 
same as did the the method for solution of the thermal scheme. Parameterisation 
of mass balance is similar to that of the isothermal moving margin experiments, 
Equation 4.9, except for the inclusion of a variable maximum accumulation: 
M= min[Mmax, Sb(Rel - d)] (4.18) 
while the parameterisation for the surface temperature is similar to that set for 
the fixed margin experiments, except for the addition of a variable minimum 
surface temperature: 
? 'surface = Tmin + STd (4.19) 
where d is the radial distance from the divide to a node, MR, ax is the max- 
imum accumulation, Sb = 10-2 ma-lkm-1 is the mas balance gradient, &I 
is the equilibrium line radius, T,,, i,, is the minimum surface temperature, and 
ST = 1.67 x 10-1 Kkm-' is the surface temperature lapse rate. Twelve experi- 
ments, A to L, were constructed in the benchmarking literature and the results 
of seven, A to H excepting E, were explored in some detail. Under all experi- 
ments ice viscosity was coupled to temperature using Equation 2.30 without an 
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enhancement factor. All coupled models are run to steady state over a total 
runtime of 200 ka. 
Experiment A is the standard run, zero ice initial conditions, no sliding and 
climate parameters as laid out in Table 4.3 
Experiment Mmax (ma-1) Rei (km) Tmin (K) Sliding Initial conditions 
A 0.5 450 238.15 none Zero ice 
B 0.5 450 243.15 none Experiment A 
C 0.25 425 238.15 none Experiment A 
D 0.5 425 238.15 none Experiment A 
F 0.5 450 223.15 none Zero ice 
G 0.5 450 238.15 total Zero ice 
H(i) 0.5 450 238.15 partial Zero ice 
H(ii) 0.5 450 238.15 partial Experiment A 
Table 4.7: Thermally coupled EISMINT experiment climate parameters 
Experiments G and H are identical to the control experiment A with respect 
to climatic boundary conditions, they differ due to the addition of basal slid- 
ing. Experiment G includes basal sliding under the whole model domain, while 
Experiment H only introduces basal sliding where the temperature at the bed 
reaches pressure melting point. Sliding at the bed is modelled using a linear 
sliding law: 
ui =_B pgH 
öHa2 face (4.20) 
where B is a free parameter equal to 10-3 ma-'Pa-1 and i is either x or y. In 
the literature experiment H is specified as running from a zero ice condition, an 
extra experiment is performed here to test the effect of initial conditions upon 
the steady state solution produced by the model, H(ii) is run from the steady 
state solution of experiment A. 
All experiments were run on four meshes finding a steady state for all ex- 
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periments. The regular mesh of 31 by 31 nodes similar to the 61 by 61 mesh 
used for these experiments is shown in Figure 3.5 (a), a 61 by 61 node mesh 
stretched so that it is refined about the expected region of the margin is shown 
in Figure 3.5 (e), and Figure 3.5 (f) shows a circular mesh of radius ratio 0.499. 
Results for all the thermally coupled experiments are recorded in Tables 
6.1 to 6.6. All the results show good agreement with the results recorded in 
the EISMINT benchmarking literature. In Figure 4.2 it can be seen that the 
steady state result for experiment A displays good radial symmetry and when 
compared to the EISMINT results in Table 4.1 a likeness with model x can be 
seen. From Table 6.1 it it noted that there is little deviation in topographic 
or thermal properties of the 3D finite volume model from the benchmarking 
models or within the group of FV models run on different meshes. 
Differences in model type can be observed in the spatial variation of basal 
thermal regime. Under the conditions of experiment F and experiment H, not 
one of the original EISMINT models matches another. From comparison of 
Figures 4.5 and 4.6 it can be seen that the finite volume model does not replicate 
the spatial variation of any of the existing models for experiment F, although 
there are similarities with model z. The finite volume model responds to the 
increase and decrease in surface temperature just as the benchmarking models 
did, when the surface is warmer in experiment B radial symmetry is increased, 
and when the surface is cooler in experiment F spoking patterns in the basal 
thermal regime appear. The addition of sliding where the bed is at pressure 
melting point also contributes to the onset of spoking patterns, as shown by the 
results of experiment H, Figures 4.9 and 4.10. 
Of interest are the results of experiment G. From a comparison of the results 
in Table 6.5 only the significant change in melt fraction offers any indication 
that the finite volume model reaches a different steady state to that of the model 
results published for the EISMINT experiments, every other measure appears to 
be within acceptable set of limits. A comparison of the basal thermal regimes, 
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pictured in Figures 4.7 and 4.8, shows that there are significant differences in 
the final steady states. The FVM steady state solutions are on average 1K 
warmer at the divide when compared to the benchmarking standards. The 
basal temperature gradient outward along radii is significantly lower for the 
FVM solutions. It is thought that these observations are due to excess cooling 
caused by increased basal velocity. 
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Figure 4.1: Thermally coupled EISMINT experiment A (Payne, 2000, [114]) 

























































Figure 4.2: Contours of the basal temperature for the thermally coupled EIS- 
MINT experiment A run to steady state. (a) performed on a regular grid, (b) 
stretched mesh, (c) circular mesh (radius ratio 0.499), (d) circular mesh (radius 
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Figure 4.3: Thermally coupled EISMINT experiment B (Payne, 2000, [1141) 








































Figure 4.4: Contours showing the basal temperature for the thermally coupled 
EISMINT experiment B run to steady state. Plot (a) run on a regular grid, (b) 
stretched mesh, (c) circular mesh (radius ratio 0.499), (d) circular mesh (radius 
ratio 0.499), (e) rotated stretched mesh, (f) rotated circular mesh. 
1500 
0 500 1000 1500 
Distance (km) 
(d) 
0 500 1000 1500 
CHAPTER 4. MODEL BENCHMARKING 





















Figure 4.5: Thermally coupled EISMINT experiment F (Payne, 2000, [114]) 
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Figure 4.6: Contours showing the basal temperature for the thermally coupled 
EISMINT experiment F (10K cooler at the ice surface). Plot (a) performed 
on a regular grid, (b) stretched mesh, (c) circular mesh (radius ratio 0.499), 
(d) circular mesh (radius ratio 0.499), (e) rotated stretched mesh, (f) rotated 
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Figure 4.7: Thermally coupled EISMINT experiment G (Payne, 2000, [114]) 
CHAPTER 4. MODEL BENCHMARKING 
1500 




































500 1000 1500 0 500 1000 1500 
Distance (km) Distance (km) 
(e) M 
Figure 4.8: Contours showing the basal temperature for the thermally coupled 
EISMINT experiment G (sliding active over the whole model domain). Plot (a) 
performed on a regular grid, (b) on a stretched mesh, 
(c) on a circular mesh 
(radius ratio 0.499), and (d) on a circular mesh (radius ratio 0.499). 
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Figure 4.9: Thermally coupled EISMINT experiment H (Payne, 2000, [114]) 
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Figure 4.10: Contours showing the basal temperature for the thermally coupled 
EISMINT experiment H (sliding active over the model domain where the basal 
temperature reaches pressure melting point). Plot (a) performed on a regular 
grid, (b) stretched mesh, (c) circular mesh (radius ratio 0.499), (d) circular mesh 
" -"' ''' ütretched mesh, (f) rotated circular mesh. 
1 
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4.4 Conclusions from benchmarking 
As shown in Sections 4.2 and 4.3 the finite volume model developed for this the- 
sis meets the benchmarking standards laid out in the EISMINT literature. In 
addition to benchmarking it has been possible to perform and document extra 
experiments on the nature of ice sheet models. Firstly, the origin of the spok- 
ing patterns has been further investigated using irregular meshing techniques. 
Secondly, the effect of initial conditions was briefly investigated. 
4.4.1 Meshing effects 
To examine the effects of meshing upon the model's steady state solution three 
meshes were constructed. Model specification was as prescribed by the ther- 
mally coupled EISMINT benchmarking tests (Payne et al., 2000, [115]). Pub- 
lished results from the EISMINT benchmarking tests show that no two models 
agreed on the spatial patterning of ice temperature at the bedrock, most prob- 
ably due to numerical artifacts. Under certain boundary conditions all models 
displayed spoke like patterns in the basal temperature field. The effect of grid 
resolution upon finite difference models running under the same conditions has 
been examined by varying the grid spacing on an orthogonal mesh (50 km, 25 
km and 12.5 km), it was found that "The radial anomalies reveal different pat- 
terning associated with each horizontal grid resolution" (Payne and Baldwin, 
2000, [114]). It has also been shown that: "these spoking patterns are possibly 
initiated by cold ice reaching areas of high surface slope such as the margins, 
that the spoking effects are reversible, and that the type of flow law is not a 
controlling factor in the initialisation of spoking". A separate study suggested 
that whilst the spoking patterns are influenced by grid spacing they were also 
a feature of self organisation (Hulton and Mineter, 2000, [61]). If the climate 
conditions are cold then no creep feedback is initiated therefore no spoking oc- 
curs, if climate conditions are warm then pressure melting point can be reached 
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along all flowlines, if however climate conditions fall into an intermediate state 
(such as represented by Experiment F) ice sheet models are forced to mix these 
two flow modes and consequently form a spoking pattern in basal temperature. 
Running the fixed margin isothermal EISMINT tests on a variety of different 
meshes demonstrated the potential for high resolution meshes. Figures 4.12(a) 
and (b) show the differences in flowline thickness profile caused when the model 
is run for a number of refinements. A slight loss of mass over the divide can be 
seen, this is due to the gain in mass at the margin where the solution is better 
defined due to greater node density, mapping the curve of the analytical solution 
more closely. The limiting factor for increased resolution in the fixed margin 
experiments is time-step; as the grid is refined to a greater degree the time-step 
needs continued shortening, to the point where the model takes an impractical 
length of time to run. The moving margin thickness profiles (Figures 4.12(c) 
and (d)) show little gain in resolution at the margin, this is not a cause for 
concern as the moving margin meshes were constructed for improved margin 
delineation rather than resolution. Figure 4.11 shows the planform variation 
in margin position caused by the application of different meshes to the moving 
margin experiments. It can be seen that the stretched mesh (Figure 4.11(b)) 
accommodates a circular ice sheet with the greatest ease. 
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Figure 4.11: Surface elevation contours for the moving margin EISMINT exper- 
iments, run on three meshes. Mesh a) Regular orthogonal mesh, b) Stretched 
mesh, c) Circular mesh 


























Yý sw 000 850 ; 00- 
Y 
L_ 
Distance from divide (km) 
(d) 
Figure 4.12: Steady state results from the fixed and moving margin experiments 
run on a variety of grids; a) Thickness profile for the fixed margin experiments 
(blue-RM, red-PFM Q=1.1, cyan-PFM Q=1.3, magenta-PFM Q=1.05, 
black-PFM ,Q=1.01); 
b) enlargement of the margin depicted in plot (a); c) 
Thickness profile for the moving margin experiments (blue-RM, red-SM , cyan- 
CM with a radius ratio of 0.499); d) enlargement of plot (c). 
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Figure 4.13: Steady state results for the fixed margin experiment run on a reg- 
ular grid. Where (a) shows the mass flux per unit width, (b) the horizontal 
velocity profile with depth at the flowline midpoint, (c) the homologous basal 
temperature down the flowline, (d) the vertical velocity at the divide, (e) the ho- 
molgous temperature at the divide, and (f) shows the homologous temperature 
at the midpoint. 
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Figure 4.14: Steady state results for the fixed margin experiment run on a grid 
refined using a pipeflow algorithm. Where (a) shows the mass flux per unit 
width, (b) the horizontal velocity profile with depth at the flowline midpoint, 
(c) the homologous basal temperature down the flowline, (d) the vertical velocity 
at the divide, (e) the homolgous temperature at the divide, and (f) shows the 
homologous temperature at the midpoint. 
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Figure 4.15: Steady state results for the moving margin experiment run on a 
regular grid. Where (a) shows the mass flux per unit width, (b) the horizontal 
velocity profile with depth at the flowline midpoint, (c) the homologous basal 
temperature down the flowline, (d) the vertical velocity at the divide, (e) the ho- 
molgous temperature at the divide, and (f) shows the homologous temperature 
at the midpoint. 
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Figure 4.16: Steady state results for the moving margin experiment run on a 
stretched grid. Where (a) shows the mass flux per unit width, (b) the horizontal 
velocity profile with depth at the flowline midpoint, (c) the homologous basal 
temperature down the flowline, (d) the vertical velocity at the divide, (e) the ho- 
molgous temperature at the divide, and (f) shows the homologous temperature 
at the midpoint. 
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Running the model under the conditions of Experiment A produced no 
spokes in the basal regime. When the model was run under the conditions 
specified by Experiment F or Experiment H all meshes produced spoked fea- 
tures in the temperature field at the bed. Experiment F differs from A only in 
the minimum surface temperature; for experiment A, Tm; r, = 238.15 K and for 
F, Tmin = 223.15 K. Experiment H includes sliding where the bed reaches pres- 
sure melting point. From Figures 4.6(a) and 4.10(a) it can be seen that where 
a regular orthogonal mesh is employed the spoked features in the bed appear 
to be most symmetrical. In both cases the uses of non-orthogonal grids causes 
the creation of extra spokes, often by splitting the existing pair of spokes that 
lie parallel to the x or y axis and inserting another spoke. When the diagrams 
are compared with the underlying mesh it is noted that there continues to be a 
strong correlation between the axes, major diagonals, some minor diagonals and 
the position of the spokes. Experiment H appears to show a greater degree of 
radial asymmetry for the circular meshes. This is probably due to the near de- 
generacy toward the edge of the model domain. In addition to increased radial 
asymmetry the use of non-orthogonal meshes appears to increase the penetra- 
tion of the spoking patterns, for example when a comparison between Figure 
4.6(a) and Figure 4.6(b) is made, the spokes that lie along the major diago- 
nals are seen to penetrate approximately 100 km closer to the divide when an 
irregular mesh is employed. 
All the thermally coupled experiments were repeated on the rotated meshes, 
created using the transformation described by Equation 3.60. Rotation of the 
meshes enables an evaluation of the effect grid orientation has on steady state 
solutions. Tables 6.1 to 6.6 show that rotation causes no significant change 
in many of the main model features, such as basal divide temperature, divide 
thickness and ice sheet volume. Whilst the changes in the parameters are small 
they still exist, magnified for the experiments where spoking patterns exist. 
The maximum change is seen in the melt fraction, for experiment H the rotated 
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Figure 4.17: Steady state results for the moving margin experiment run on a 
circular grid. Where (a) shows the mass flux per unit width, (b) the horizontal 
velocity profile with depth at the flowline midpoint, (c) the homologous basal 
temperature down the flowline, (d) the vertical velocity at the divide, (e) the ho- 
molgous temperature at the divide, and (f) shows the homologous temperature 
at the midpoint. 
w cw aW 4Q0 500 600 700 Distance from divide (km) 
(a) 
cv aý 4V DU 60 70 
Horizontal velocity at midpoint (ma-' ) 
(b) 
-05 -04 -03 -02 -01 0 
Vertical velocity at divide (ma-) 
(d) 
Homologous temperature at midpoint ( C) 
(f) 
CHAPTER 4. MODEL BENCHMARKING 118 
stretched mesh differs from the regular stretched mesh by slightly less than 
0.5%. Rotation of the meshes causes changes of spoking patterns in the thermal 
basal regime. The patterns have a similar spoked form rotated through 22 
degrees, this is seen through comparison of Figures 4.10(b) with 4.10(e) and 
4.10(c) with 4.10(f). When the circular mesh with a radius ratio of 0.499 is 
rotated through 22 degrees an extra two spokes are formed and a greater degree 
of radial symmetry is observed. It is believed that this increase in symmetry is 
not due to any inherent benefit of using a rotated mesh, rather it is due to the 
random nature of the numerical artifacts that cause the spoking effects. 
Further meshing artifacts were discovered when variation in divide thickness 
with time was examined. As expected the experiments where sliding was present 
never reached a true steady state exhibiting what appeared to be a random series 
of tiny fluctuations, see Figure 4.18. It was expected that for Experiment F all 
model runs would reach a true steady state. This was found not to be the case. 
Figure 4.19 shows the results from two rotated meshes in the final 100 ka of the 
model run, it can be seen that the model run on the stretched mesh reaches 
a steady state with variation in divide thickness at less than 3x 10-6% whilst 
the results from the circular mesh show variation of approximately 5x 10-3%. 
More striking is the contrast between the apparent random fluctuations present 
in the results for the stretched mesh and the clear semi-periodic variation in 
the divide thickness for a circular mesh. From this it is concluded that the 
mesh can influence the form of steady state that the model might reach. This is 
probably due to the shape of the mesh at the ice sheet margin. Should a control 
volume be placed in an unfavourable position it might be that once the rest of 
the model has the potential to reach steady state it is caught in a cycle of filling 
and emptying due to a combination of competing mechanisms. The numerical 
effects of such cyclical behaviour are felt over the whole of the ice sheet. 
From this assessment of the basal thermal regimes produced for the thermally 
coupled EISMINT benchmarking tests it is concluded that the shape of the 
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spoking effects and their orientation is partially controlled by the shape and 
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Figure 4.18: Steady state solutions to experiment H of the EISMINT experi- 
ments; the red line gives the result for the model run on a rotated stretched 
mesh, while the blue line gives the result for the model performed on a rotated 
circular mesh. 
4.4.2 Initial conditions 
To investigate the effect of initial conditions on the steady state solution of 
the thermally coupled finite volume model selected EISMINT experiments were 
performed using model runs with different initial surface profiles and tempera- 
ture fields. Recorded here are the results from variation of the initial conditions 
in experiment H. Of the EISMINT tests experiment H provides the best ap- 
proximation of a fully functional ice sheet model as it includes a relationship 
between basal temperature and a sliding parameterisation. Experiment H(i) 
was run from a no ice initial condition, whilst H(ii) was run from the steady 
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Figure 4.19: Steady state solutions to experiment F of the EISMINT experi- 
ments; the red line gives the result for the model run on a rotated stretched 
mesh, while the blue line gives the result for the model performed on a rotated 
circular mesh. 
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state solution of experiment A. Comparison of Experiment H(i) with H(ii) shows 
that they did not reach the same steady state solution. Figure 4.20 shows the 
difference in basal temperature field for experiments H(i) and H(ii), clear dif- 
ferences in magnitude can be seen while the spatial patterning of the spokes 
appears to have changed little. 
The term steady state does not apply strictly in the cases where basal sliding 
is present as the model is in a continual state of change as parts of the bed 
become warm enough to slide, and subsequently cool due to increased advection, 
leading to a cessation of sliding and a reduction of advection and so to increased 
warming and so on, creating a complex series of feedbacks that approximate a 
steady state closely while never reaching a true steady state. Consequently the 
term dynamic equilibrium is probably better to this quasi-steady state. It is 
therefore possible for model results to represent similar but different phases of 
the same or nearly identical dynamic equilibrium, whilst as a snap shot seeming 
to suggest multiple steady states. Results from experiments H(i) and H(ii) are 
far enough removed in basal temperature regime when in steady state to safely 
assume that they represent multiple steady states. Divide thicknesses differ by 
3.8 m between H(i) and H(ii), showing that although the spatial patterning of 
the temperature regime is sensitive to changes in ice sheet history for a model 
running under such boundary conditions surface elevation is not. 
This experiment highlights two aspects of model behaviour, namely multiple 
steady states and sensitivity to ice sheet history. It is possible for a model run 
with the same climate parameterisations to find two different, equally valid, 
steady states due to changes in initial conditions. So to construct a model 
that is quantitatively valid in comparison to observed velocity and temperature 
fields the modeller is forced to take account of past climate variation, changes in 
isostacy, changes in general atmospheric circulation and sea level change. None 
of these histories can be accurately mapped on a resolution that matches present 
ice sheet model resolution in numerical models. Therefore, ice sheet models are 















Figure 4.20: Differences in thermal basal regime for experiment H run when from 
different initial conditions. This experiment was performed using the rotated 
circular mesh. The diagram represents the quasi-steady state solution reached 
by the model after 200 ka. 
at present best utilised for qualitative examination of ice sheet mechanisms and 
feedbacks. 
Chapter 5 
Modelling the Northeast 
Greenland ice stream 
5.1 Introduction 
The Northeast Greenland Ice Stream (NEGIS) is described as manifesting it- 
self within approximately one hundred kilometres of the ice divide as a fifteen 
kilometre area of enhanced flow (Fahnestock et al., 2001, [34]; Joughin et al., 
2001, [78]). The ice stream then runs for approximately seven hundred kilo- 
metres reaching a width of more than sixty kilometres. The NEGIS was first 
mapped under the Program for Arctic Regional Climate Assessment (PARCA) 
and found to be the primary method of ice discharge from the Northeast of 
Greenland (Thomas et al, 2001, [135]). The ice stream structure was identified 
through use of ERS-1 synthetic aperture radar and visible wave length satellite 
data (Fahnestock et al., 1993, [36]). Shallow troughs in the surface topography 
delineate the margins of the ice stream, starting just below the 3000m eleva- 
tion contour they give the initial ice stream width of fifteen kilometres. Surface 
troughs do not bound the length of the ice stream, instead the presence of 
123 
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stream flow can be inferred through increased surface roughness. Due to the 
complexity of ice flow and significance of the NEGIS it was decided that the 
basin containing the NEGIS would be an interesting area for an initial model 
application. Whilst the application of the FVM model to a single drainage basin 
demonstrates the models capability to work on irregular domains with curvilin- 
ear grids it limits the potential applicability of the model. Long term studies of 
model reaction to climate change require the movement of ice divides, the study 
of a single drainage basin does not permit this. Figure 5.5 shows the location 
of the model domain. 
Modelling studies and remote sensing have identified a number of potential 
deformation mechanisms in various states of balance through the length of the 
ice stream. There are areas where there exists correlation between bedrock 
bumps and downstream increases in velocity, potentially caused by melting and 
refreezing or a steepening in bedrock slope to the lee of the protrusion. These 
areas are differentiated from larger bedrock highs over which the ice has to 
accelerate to maintain flux balance. In certain areas of the stream it appears to 
be constrained by troughs in the bedrock, these areas only cover a few hundred 
kilometres of the seven hundred kilometres of the ice stream's length, and so do 
not provide an adequate explanation of the occurrence of ice streaming (Joughin 
et al., 2001, [78]). A potential factor in the initialisation of the ice stream is the 
shape of the drainage basin, the eastern edge of which curves into the basin and 
creates a convergence of flowlines, rather than the expected divergence of flow 
lines (Zwally, 2001, [152]). Flowlines within the ice stream do not diverge as 
the ice stream widens, instead they narrow and extra mass is drawn across the 
margins of the ice stream (Fahnestock et al., 2001, [341). Previous modelling 
studies have predicted that such widening behaviour will cause the ice stream 
to flow increasingly faster, consequently entraining more marginal ice and so 
widening further (Van Der Veen and Whillans, 1996, 
[139]). Such potentially 
explosive feedbacks are probably limited by the draw 
down of cold ridge ice to 
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the bed, variation in bed strength and changes in basal topography (Pattyn, 
1996, [110]). 
Inversion modelling of the ice stream shows that for the ice plain near the 
margin and at the top of the ice stream there is an area of enhanced flow over a 
weak bed (Joughin et al., 2001, [78]). The same modelling study predicts that 
the middle area of the ice stream owes its enhanced flow to internal deformation 
of warm basal ice and sliding over a strong bed, although due to the limitations 
of the model these results are not so certain. Ice penetrating radar profiles taken 
across the ice stream width show that near the head of the ice stream, there 
is substantial basal melt not restricted to an area under the ice stream, whilst 
downstream basal melt occurs only under the ice stream (Fahnestock et al., 2001, 
[34]). It has been suggested that increased geothermal heat flux due to the exis- 
tence of a subglacial volcano or thin bedrock may initialise enhanced flow in the 
NEGIS (Fahnestock et al, 2001, [35]). The possibility of enhanced geothermal 
heat flux has also been suggested by the results of a Monte Carlo modelling 
exercise of ice flow at the NorthGRIP site, it was found that a geothermal heat 
flux of 92 mWm-2 is required to produce observed basal melt, in comparison 
to the often used values of 42 mWm-2 (Grinsted and Dahl-Jensen, 2002, [48]). 
Approximation of ice rebound for a no ice scenario using a relative ice-rock 
density of 3.7 shows that the area at the margin of the ice sheet possibly lay 
below sea level prior to ice inundation and could therefore have collected silty 
subglacial sediment leading to a weak bed, Figure 5.1 shows the rebounded 
bedrock topography for the NEGIS basin. Seismic studies of West Antarctic ice 
streams have found subglacial geology to be a significant factor in the existence 
of ice streams; with both weak tills and infilling of rough basal topography with 
sediment acting as a lubricant for basal slip (Anandakrishnan, 1998, [5]). 
Thinning in the area surrounding the NEGIS has been observed, using satel- 
lite radar interferometry (Rignot et al, 1997, [120]). Significant mass loss is 
thought to proceed via large amounts of basal melt at the floating tongues of 
CHAPTER 5. MODELLING THE NORTHEAST GREENLAND ICE STREA: \I126 
glaciers, where previous studies had assumed calving to be the most significant 
mass loss mechanism. The model developed for this thesis does not allow for 
floating glacier outlets and therefore excludes a potentially significant factor in 
ice sheet mass balance. The correct treatment of ice sheet to ice shelf transition 
physics at grounding lines has not yet been defined and what has been explored 
is complex and beyond the scope of this thesis (Wilchinsky and Chugunov, 
2000, [148], Wilchinsky and Chugunov, 2001, [149], Hindmarsh and LeMeur, 
2001, [55]). Other literature details variation in near coastal thinning around 
the Northeast of Greenland showing that, despite local surges, on average the 
area approximates a steady state with respect to mass balance (Abdalati et al, 
2001, [1]). Conversely it has been found that along the centre line of the ice 
stream there is a thickening of about 0.04 ma-1 (Fahnestock et al., 2001, [341). 
There is also transmission of bedrock undulations to the ice stream surface, 
and no downstream advection of undulations, which when combined with the 
slow thickening indicates that the ice dynamics and mass balance are close to a 
steady state. 
The finite volume model was applied to the NEGIS region in order to test 
the model on a complex bedrock geometry. Due to the mass conserving nature 
of the model it was also hoped that it would reveal further detail on mass and 
heat flow at the margins of the NEGIS. Previous modelling studies have failed 
to reproduce the ice dynamics surrounding the NEGIS and have required the 
introduction of features such as subglacial volcanoes accurately delineate the ice 
stream. 






























Figure 5.1: Rebounded bedrock for the NEGIS basin. Created using a relative 
ice-rock density of 3.7. On the northern coast of the basin it can be seen that 
there is an area that remains beneath sea level, and therefore may have a soft 
deformable bed. 
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5.2 Numerical modelling studies of the Green- 
land ice sheet 
Early modelling studies of Greenland were one dimensional and made significant 
assumptions regarding the importance of various mechanisms, validation where 
it was performed was against temperature structures from ice cores. These stud- 
ies accurately predicted a simplified temperature structure for ice sheets includ- 
ing features such as a near surface temperature inversion, they also predicted the 
occurrence of limit cycles in basal temperature and calculated age depth profiles 
for Camp Century Greenland (Robin, 1955, [122], Weertman, 1968, [145], Wolff 
and Doake, 1986, [150]). Modelling the evolution of the Greenland ice sheet 
under the climate forcing of the last glacial cycle has been attempted, although 
due to the previously discussed limitations of existing mass balance models the 
exact geometric form of such models are disputable (Hutter and Calov, 1996, 
[64]) 
Effects of flow laws, ice flow parameters, climatic parameters, thermody- 
namic coupling and mass balance forcing on numerical ice sheet simulations of 
Greenland have all be investigated (Van der Veen, 1990, [138], Ritz et al, 1997, 
[121], Van der Wal, 1999, [143], Van der Veen, 2001, [141], Takeda, 2000, [132]). 
Some of these studies revealed or confirmed the existence of mechanisms at 
work within the Greenland ice sheet, whilst other studies were more revealing 
as to the numerical nature of the models or shortfalls in the physics. Total vol- 
ume and surface elevation of steady state solutions for the Greenland ice sheet 
have been found to be sensitive to changes in enhancement factor and sliding 
parameter, while geothermal heat flux has little effect as does ablation parame- 
ters. Conversely it was found that ablation parameters have a large effect on ice 
sheet extent, while ice flow parameters have little. The same experiments were 
performed on a model that had been subjected to a climate history including 
a glacial cycle, the forced ice sheet had a colder bed and consequently slower 
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ice and a greater surface area (Ritz et al, 1997, [121]). Basal thermal regime 
evolution has been tested for sensitivity climate forcing scenarios, geothermal 
heat flux and mass balance. Evolved temperature field structure after the last 
glacial cycle was compared with ice core profiles, it was found that whilst one of 
the modelled profiles provided an excellent fit the remaining two did not. From 
this examination it was concluded that modern ice sheet models do not provide 
a tool for quantitative assessment of temperature fields in ice sheets but are 
better utilised for examining change relative to a reference state (Huybrechts, 
1996, [69], Van der Veen and Whillans, 1996, [139]). Such sensitivity analyses 
are necessary in the development and application of any ice flow model. 
One of the greatest motivating factors in the development of ice sheet mod- 
els is the possibility that global sea level may rise due to increased glacial melt 
under warmer climate conditions. Numerous modelling case studies have been 
performed on the Greenland ice sheet and how it may respond to various climate 
change scenarios (Huybrechts et al., 1991, [67], Huybrechts, 1994, [68], Calov 
and Hutter, 1996, [26], Huybrechts and De Wolde, 1999, [70], Greeve, 2000, [47]). 
These studies have examined the likely response of the Greenland ice sheet to 
temperature increases in terms of increased runoff, ice sheet volume and ex- 
tent. Perhaps the most detailed study of ice sheet reaction to climate warming 
utilised a combined ice sheet, ice shelf, ocean, mass balance and bedrock model. 
The model was run simultaneously for Greenland and Antarctica to assess their 
combined response to three climate warming scenarios. Each climate warm- 
ing scenario was a close approximation of one of the IPCC96 constant-aerosol 
radiative forcing scenarios, and so sought to address potential effects of pro- 
jected increases in anthropogenic Greenhouse gases. It was found that should 
CO2 levels continue to rise at the same pace melt rates in Greenland would 
increase, contributing about 10 cm to sea level rise each year, while Antarctica 
would receive increased accumulation and consequently redress this rise in sea 
level. In addition to the examination of long term reaction to climate change 
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the study also explored the significance of competing mechanisms and feedbacks 
within such climate forcing scenarios. The Greenland ice sheet was found to be 
sensitive to changes in ice dynamics and the height mass-balance feedback on 
all timescales, and to have enough thermal momentum that melting caused by 
two centuries of double Greenhouse gas emission is reversible (Huybrechts and 
De Wolde, 1999, [70]). It was later documented that the thermomechanical ice 
sheet model used failed to resolve the NEGIS, it was suggested that the failure 
to reproduce the location of the ice stream was due to use of the SIA or the low 
resolution (20 km horizontal grid spacing) of the model (Bamber et al, 2000, 
[12]). So it has not been ascertained what role, if any, the NEGIS might play 
in the Greenland ice sheet's evolution under climate warming scenarios. 
5.3 Model setup 
5.3.1 Topographic inputs 
Geometric initial conditions were provided by digital elevation models of ice 
thickness and bedrock topography. Airborne ice penetrating radar measure- 
ments of ice thickness and surface elevation, taken by the University of Kansas 
between 1993 and 1999, and airborne data from the University of Denmark 
taken from the 1970s have been combined to form a5 km DEM of ice thickness 
and bedrock topography (Bamber and Layberry, 2001, [9]). From these aerial 
campaigns it has been noted that due to high radar returns along the length of 
the NEGIS it is likely that basal melting is occurring along its length (Layberry 
and Bamber, 2001, [86]). In previous studies of the NEGIS it has been noted 
that the ice stream overlies a bedrock trough for a few hundred kilometres of 
its length, see Section 5.1, however Figure 5.2 shows that there is a bedrock 
trough running southwest to northeast with a total length of approximately 450 
km, as is seen in Section 5.6 this bedrock trough appears to control the model 






















Figure 5.2: Bedrock data set for the NEGIS basin. The trough underlying the 
NEGIS can be seen to lie just beneath sea level and run southwest to northeast. 
The mountain range that prevents ice loss into the sea along the southern portion 
of the coast is also clearly visible. 
prediction of ice stream location. The creation of the data sets for the NEGIS 
basin are discussed in Sections 3.5.2 while delineation of the domain is discussed 
in Section 5.3.5. Form Figure 5.19 it can be seen that model resolution of on 
average 12 km smooths out many bedrock features. 
5.3.2 Temperature data 
Modelled temperature profiles are assessed by comparison with temperature 
structures obtained from ice cores taken from Greenland. Two ice cores were 
used for this comparison, GRIP (Greenland Ice Core Project) and GISP (Green- 
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Figure 5.3: Temperature profiles from the GRIP and GISP ice cores (blue: 
GISP, red: GRIP). Note the temperature inversion at approximately 1500 in 
depth and the wave of heat from the surface penetrating downward. 
land Ice Sheet Project) were chosen due to their proximity to the NEGIS basin, 
Figure 5.3 shows the temperature profiles from both cores (Johnsen et al, 1995, 
[75], Clow et al, 1996, [30]). Exact reproduction of measured temperatures is not 
possible as neither of the ice core locations fall in the model domain, therefore 
the structure of temperature variation with depth will be of greatest interest. 
Near surface temperature structures will not be reproduced by the model be- 
cause it does not resolve annual temperature variation temporally and secondly 
the model does not resolve vertical variation in temperature on the scale nec- 
essary to model penetration of annual thermal oscillations. Air temperature is 
parameterised as laid out in Section 5.3.4. 
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5.3.3 Climate history 
Climate history for the NEGIS basin is introduced to the model through an 
air temperature forcing term in Equation 5.2. Air temperature impacts on the 
amount of accumulation and ablation across the ice sheet, as well as the thermal 
regime of the modelled ice sheet. Climate histories for the region were created 
using isotopic ratios from cores extracted near the NEGIS basin. Ratios of 
oxygen isotopes in ice have been found to correlate with the air temperature at 
the time of deposition (Paterson, 1994, [109]) as follows: 
6180=0.67T-13.7 (5.1) 
where T is the air temperature at time of deposition and 6180 is the ratio of 
concentrations heavy and light oxygen isotopes with relation to the isotope ra- 
tio in standard mean ocean water. An oxygen isotope record is provided here 
using the data from the GRIP core, Figure 5.4 (Johnsen et al, 1997, [76]). This 
data has previously been used to provide climatic forcing in a similar modelling 
study (Ritz, 1997, [121]). Such a climatic forcing is not accurate for a number 
of reasons: it takes no account of changing atmospheric circulation, it assumes 
the temperature perturbation is the same across the whole ice sheet, the trans- 
fer function used to estimate the forcing may under estimate the temperature 
change between the last glacial maximum and current climatic conditions, folds 
in near basal ice reduce the reliability of the signal and temporal changes in sur- 
face topography leading to changes in mass balance deposition patterns (Van 
der Veen et al, 2001, [142], Ritz, 1997, [121], Cuffey et al, 1995, [31]). 
5.3.4 Mass balance data and parameterisations 
Mass balance is approximated using two parameterisations, one for accumula- 
tion and one for ablation. The form of these parameterisations is laid out in 
Sections 2.5.2 and 2.5.1 respectively. Implementation of the accumulation pa- 
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Figure 5.4: 5180 record from the GRIP ice core, used to estimate historic 
temperature records and provide a temporal forcing for the model. 
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and accumulation distributions for the Greenland ice sheet have been snapped 
using data from 303 ice cores and snow pits and 40 weather stations (Ohmura, 
1999, [107]). Figure 5.5 shows the modern mass balance map for Greenland 
used as an input field for the accumulation calculations. It has been shown that 
modern spatial variation in accumulation is strongly correlated with prevailing 
atmospheric circulation (approximately 80% can be accounted for in this way), 
consequently climate change scenarios can only attain good accuracy if large 
scale air flow has remained constant (Van der Veen et al, 2001, [142]). Ablation 
for the Greenland ice sheet is modelled using the Positive Degree Day method. 
The PDD method requires a parameterisation for mean annual air temperature, 
approximated here with a function of latitude and ice surface elevation. The 
Greenland climate network consists of 18 automatic weather stations, analysis 
of data for the years 1995-1999 revealed an annual mean lapse rate of 0.0071 
'Cm-1, and a latitudinal gradient of -0.78 °C/1° for the west coast and -0.82 
°C/1° for the east coast (Steffen and Box, 2001, (131]). One of the AWS, named 
Tunu-N, used in the calculation of these lapse rates was located in the NEGIS 
basin. Tunu-N was found to have a mean annual air temperature of -27.6 'C 
and was located at 2113 m above sea level. The general form of air temperature 
variation with elevation and latitude is as follows: 
Tsurface = T0 + Tcalib + Tfor - aH - 7Lat (5.2) 
where a is the lapse rate, 'y the latitudinal gradient, Tcalib is a calibration 
temperature and Tfor a climate forcing variable. Using the data for Tunu-N 
gives a value for TTa1; b of 51.38 'C, thus for a zero climate 
forcing scenario 
calibrated for Tunu-N the preceding equation becomes: 
Tsurface = 51.38 - 0.0071H - 0.82Lat (5.3) 
Both parameterisations of air temperature were applied to the NEGIS 
basin. 
























Figure 5.5: Mass balance data set used as reference field for the surface boundary 
conditions in the mass balance solver (derived from Ohmura, 1999, [107]). The 
area marked out with black lines is the model domain and defines the basin in 
which the NEGIS is located. 
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5.3.5 Basin delineation 
Previous delineation of the Greenland ice sheet's drainage basins have produced 
similar results (Hardy et al, 2000, [52] and Zwally, 2001, [152]), showing minor 
differences in the location of the divides for the basin containing the NEGIS. 
Differences occur where there are small drainage basins that lie away from the 
central divide and between two large basins, consequently these small basins are 
attributed in an apparently arbitrary manner to one of the larger basins. 
Delineation of the model domain was performed by an examination of bal- 
ance velocities (Bamber et al, 2000, [11]). Areas of zero flow were taken as ice 
divides and therefore used to delineate the NEGIS basin. The greatest con- 
straint on the definition of the model domain was the inability of the meshing 
algorithm to deal with concave external angles. Thus whilst the choice of the 
model domain is valid the potential for changes in model domain are at present 
limited. 
Figure 5.2 shows the bedrock data set used for lower topographic boundary 
conditions, on the centre left of the diagram it can be seen that there is a bedrock 
low, this low does not coincide with the ice surface divide. Whilst the bedrock 
form is crucial for defining ice motion at the margin it is of little importance 
when compared to the influence surface mass balance on ice surface elevation 
near the divide. Therefore the choice of balance velocities, a function of surface 
topography, for basin delineation is further strengthened. 
5.4 Sensitivity analysis 
Model sensitivity to thermomechanical coupling, enhancement factor, sliding 
parameter, geothermal heat flux, input data smoothing and number of verti- 
cal levels, was investigated during the tuning of the model. Such a sensitivity 
analysis provides the modeller with a method of examining interactions within 
the model, and from these observations, drawing, where possible, conclusions 
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regarding the balance of competing mechanisms within the model. Perform- 
ing a sensitivity analysis may also define the limits of numerical stability and 
bring to light regions where the model may not be simulating the interactions 
of physical mechanisms but still remain numerically stable. Some of the follow- 
ing sensitivity analyses also highlighted features in model response particular 
to the topography of the NEGIS basin. Where the EISMINT benchmarking 
tests finished it is intended that some of the following tests will continue, for 
example the investigation of the vertical discretisation and the inclusion of ther- 
momechanical coupling. Both of these analyses also highlight the effects of a 
specific bedrock geometry. The following sensitivity analysis also acted as an 
exercise in fitting for the tunable parameters. Tables 6.7 and 6.8 record the 
experiments performed. Most experiments were run for 150 ka, over double the 
length of time that a coupled run takes to reach stability. If a climate history 
was present a runtime of 250 ka was prescribed. The thermal scheme and flow 
scheme were run on different time-steps. Where there was no sliding the flow 
solver has a timestep of 0.5 a and where there was sliding a timestep of 0.1 a was 
required. The temperature solvers use a timestep of 10 a. Studies examining 
the effect of model sensitivity to timestep combinations have found the range of 
stable timestep combinations can be limited (Greeve and MacAyeal, 1996, [46]), 
no unstable pairs of timesteps were observed for the finite volume model. The 
mesh was constructed as described in Section 3.5.2. For all experiments in the 
sensitivity analysis the model was run on a 51 by 51 node grid with either 11 
or 15 horizontal levels, 28611 or 39015 nodes respectively. This mesh requires a 
corresponding number of midpoints and mid-level points, 82671 for 11 vertical 
levels and 113679 for 15 vertical levels. 
The coupling of the thermal regime to the ice flow solver was examined 
through comparison of experiments 429 and 430 (original experiment numbers 
have been retained to aid future reference to the benchmarking and application 
of the model). The effects of thermomechanical coupling have been examined 
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extensively elsewhere, it was therefore the purpose of this analysis to investigate 
how coupling effected the output of the model when applied to the Northeast 
Greenland Ice Stream. Initially both models thickened; the uncoupled model, 
429, reaching a thicker steady state when a balance between accumulation and 
ice dynamics had been reached, while the coupled model thickened till the ther- 
mal scheme had reached a higher temperature at the bed and started to flow 
faster when it proceeded to thin back down closer to its present level and reached 
a near steady state. A comparison of thickness change with time as shown in 
Figure 5.6(a) depicts the previously described features. Spatial variation of ice 
velocity for the uncoupled version was controlled only by bed and surface topog- 
raphy, while for the coupled experiment basal temperature had a great influence 
inducing areas of higher flow velocities where the bed neared pressure melting 
point around the trough that constrains the present day NEGIS. Reaching a 
steady state defined by a year on year thickness change of less than 1 mm for 
a near divide location, took 57.6 ka for the coupled run and 19.4 ka for the 
uncoupled run. Longer thermal response timescales are responsible for the near 
tripling in time taken for the coupled model to reach a steady state. The un- 
coupled run showed thickening over the whole ice sheet domain when compared 
to the modern surface elevation DEM, due to the lack of basal sliding and high 
viscosity. The coupled run thinned over the ice divide and thickened over the 
margin, with exceptional levels of thickening in the location the NEGIS. Both 
runs demonstrated over-steepening of surface slope at the margin, as shown in 
Figure 5.6b. 
Model sensitivity to geothermal heat flux was investigated by comparison of 
experiments, 430,436,444,448 and 449. Basal heat flux is probably a significant 
factor in the location of ice streams, section 2.4, this analysis was performed to 
discover how the model reacted to a variety of geothermal heat fluxes. Mean 
ice sheet thickness, total volume, ice covered extent and basal melt fraction are 
used for quantitative comparison and temperature field and thickness evolution 








Figure 5.6: Coupled and uncoupled model runs. (a) Thickness evolution for 
a node near the centre of the ice sheet, coupled-red, uncoupled-blue (430 and 
429 respectively), (b) Plot of thickness profile from the divide to the margin, 
Red-Original ice surface, Blue-coupled flow model, Black-uncoupled flow model 
(430 and 429 respectively). 
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are used for qualitative comparison. Observation of thickness change for a node 
near the ice divide reveals that all runs evolve in a similar fashion toward the 
steady state. Small increases in geothermal heat flux lead to large changes in 
basal melt fraction, for example when geothermal heat flux is doubled from 20 
mWm-2 to 42 mWm-2 the basal melt fraction nearly triples, Figure 5.7(a). 
The increase in geothermal heat flux only penetrates approximately 50% of the 
ice column upward from the bed. Warming of basal ice leads to significantly 
increased basal ice velocities and vertical thinning as the ice sheet spreads out, 
volume is also lost as more of the ice sheet penetrates into high ablation areas. 
Enhancement factors are commonly used to tune the profile of an ice sheet 
model, here a variety of enhancement factors were applied to the model to try 
and obtain a suitable value for the NEGIS. Model response to the enhancement 
factor was tested for values of 1 to 5, the results are shown in Figure 5.8. It 
was found that a 400% increase in enhancement factor increased ice extent by 
only 2.4%, while mean thickness was reduced by 15.02%. This change in surface 
area is relatively small when compared to the surface area change induced by a 
doubling in geothermal heat flux, Figure 5.8(b). Thus the enhancement factor 
acts as a control over the aspect ratio of the ice sheet profile. Basal melt fraction 
is observed to reduce with an increased enhancement factor as vertical advection 
of cold surface ice is increased and insulation from overlying ice is reduced. Of 
interest is the increase in basal melting fraction from enhancement factor values 
of 4 to 5, Figure 5.8(a). This is presumed to be linked to a change in the 
dominant heat flow mechanism at the bed from advection to strain heating. 
Discretisation of the three dimensional real space is known to effect the 
output of ice sheet models. The effects of different horizontal discretisations 
were observed when the ice sheet model was run on different mesh geometries 
under the conditions of the EISMINT benchmarking experiments. The effects 
of vertical discretisation were not however touched upon in the benchmarking. 
Therefore four experiments were compared to examine the effect of vertical 
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Figure 5.7: Sensitivity of (a) basal melt fraction, (b) ice sheet extent, (c) mean 
ice thickness and (d) volume to changes in geothermal heat flux. Cell (a) shows 
clearly the sensitivity of basal melt fraction to increases in geothermal heat flux, 
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Figure 5.8: Sensitivity of (a) basal melt fraction, (b) ice sheet extent, (c) mean 
ice thickness and (d) volume to changes in enhancement factor. Cells (b) and 
(c) shows clearly the way that the enhancement factor controls the aspect ratio 
of the ice sheet, here causing the ice to spread out wards (b), whilst thinning 
(c). 
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discretisation, 430,436,434, and 435. Experiments 430 and 436 were run with 
11 vertical levels, while experiments 434 and 435 were run with 15 vertical levels. 
Geothermal heat flux was set to 30 mWm-2 (436 and 434) and 42 mWm-2 
(430 and 435). For both geothermal heat flux settings, a warming in the basal 
layers was observed with the switch to 15 vertical layers, with a mean warming 
for the whole domain of 2.85 K. Figure 5.11(a) shows the variation in vertical 
temperature profile for a node near the centre of the domain. Comparison of 
spatial variation in basal temperature reveals that increased vertical resolution 
makes the model more sensitive to changes in geothermal heat flux near the 
ice divide, Figures 5.11(b) and (c). The dominant mechanisms for heat flow 
near the divide are vertical conduction and vertical advection, thus an increase 
in vertical resolution will effect model sensitivity to geothermal heat flux near 
the ice divide more than elsewhere in the model domain. Table 5.1 gives the 
changes in ice sheet extent, volume, basal melt fraction and mean thickness, 
with different forms of vertical discretisation. 
Experiment Vertical Geothermal Basal melt Area Mean Volume 
levels heat flux fraction thickness 
(mWm-2) (%) (105km2) (m) (105km3) 
430 10 42 58.57 3.206 1980.3 6.350 
436 10 30 32.45 3.199 2017.4 6.454 
434 15 42 62.15 3.216 1987.8 6.393 
435 15 30 33.58 3.202 2014.5 6.450 
Input ---4.236 1447.7 
6.132 
Table 5.1: Sensitivity analysis on the effects vertical discretisation. 
Basal melt provides a mechanism by which it may be possible to mitigate 
the effects of explosive and catastrophic positive feedbacks. The The effect of 
basal melting algorithm chosen for this model was tested through comparison 
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of model runs 450 and 436 along with 454 and 446, the first pair for a non- 
sliding scenario and latter pair with sliding present. Addition of basal melt 
decreased mean thickness by 169 m for the non-sliding experiments and signif- 
icantly reduced total ice sheet volume. Basal melt fraction was increased in 
the non-sliding case when basal melt was introduced, this is assumed to be due 
to decreased ice thickness leading to decreased flow velocities and therefore de- 
creased heat advection, this is reinforced by the apparent lack of change in the 
basal melt fraction for the sliding case, where overlying ice thickness does not 
control flow speeds to the same extent. Table 5.2 shows the changes in key ice 
sheet characteristics for the addition of basal melting. Figure 5.10 (experiments 
450 and 436) shows the distribution of thickness change with the addition of 
basal sliding, it can be seen that the majority of thinning occurs at the terminus 
of the ice stream, whilst there is slight thickening over the mountain ridge along 
the coast south of the ice stream. The thickening is attributed to thinner ice 
inland reducing mass transport off the mountain slopes. 
Experiment Basal Melt Sliding Basal melt Area Mean Volume 
fraction thickness 
(%) (105km2) (m) (105km3) 
436 no no 32.45 3.199 2017.4 6.454 
450 yes no 41.24 3.035 1935.2 5.873 
446 no yes 31.59 3.158 1966.2 6.210 
454 yes yes 32.93 3.111 1875.0 5.834 
Input ---4.236 
1447.7 6.132 
Table 5.2: Sensitivity analysis (basal melt) 
The sliding parameter is a tunable variable and is here used to try and 
fit the model outputs to observed velocity fields. Four experiments were run 
to examine the effects of variation in sliding parameter, 
436,446, 437, and 
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445, with sliding parameters of 0x 10-3,0.5 x 10-3,1.0 x 10-3 and 1.5 x 10-3 
respectively. It was found that large increases in sliding parameter caused severe 
thinning in the north of the NEGIS basin, while leaving the southern area 
slightly thinner. Ice sheet volume, mean thickness and horizontal extent were 
all seen to decrease with increased sliding. The increase in basal melt fraction 
for experiment 445 (sliding parameter 1.5 x 105) cannot be attributed with any 
certainty to any physical mechanism, although increased advection of heat from 
the interior might provide a mechanism. The sliding parameter is a control on 
mass discharge from the ice sheet. 
Experiment Sliding Basal melt Area Mean Volume 
parameter fraction thickness 
(%) (105km2) (m) (105km3) 
436 0 32.45 3.199 2017.4 6.454 
446 0.5 31.59 3.158 1966.2 6.210 
437 1.0 31.38 3.143 1914.5 6.017 
445 1.5 32.93 3.111 1875.0 5.834 
Input --4.236 1447.7 6.132 
Table 5.3: Sensitivity analysis (sliding parameter) 
During benchmarking the model was tested for sensitivity to initial condi- 
tions, here the model is tested for sensitivity to climate history. Two experi- 
ments were run, one with no climate history forcing (446), one with a climate 
history of 250 ka (452). These experiments were performed in order to inves- 
tigate the effects of the ice sheets memory of past climatic change. The basal 
melt fraction is seen to halve with the introduction of a climate 
history, Table 
5.4. However ice sheet volume, mean thickness and extent change little. An ex- 
amination of basal temperature evolution and divide thickness evolution shows 
that the difference in response timescales causes the temperature response to lag 
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Experiment Climate Basal melt Area Mean Volume 
history fraction thickness 
(%) (105km2) (m) (105km3) 
446 no 31.59 3.158 1966.2 6.210 
452 yes 17.27 3.118 2045.0 6.377 
Input - - 4.236 1447.7 6.132 
Table 5.4: Sensitivity analysis (climate history) 
behind the flow response by approximately 10 ka, Figure 5.13. The reduction in 
basal melt fraction can therefore be attributed to a continuing ice sheet response 
to the last glacial maximum. Figures 5.14(a) and (b) show the velocity field at 
the end experiments 446 and 452 respectively, in both figures excess ice move- 
ment can be seen in the north of the basin, causing a reduction in ice surface 
elevation along the northern edge of the domain. The differences between the 
two velocity fields is shown in Figure 5.14(c), where it can be seen that the ad- 
dition of a climate history increases the speed of ice flow along the length of the 
NEGIS and extends the ice stream inland. A reduction in velocity along either 
side of the ice stream is also observed. Further examination of the difference in 
velocities showed that there was no transition in velocity difference along the 
length of the NEGIS. For nodes inside the NEGIS the difference was at least 
1 ma-1, while for nodes outside the difference was at least -1 ma-1, with no 
transition between the two states, Figure 5.9. This result is also in agreement 
with previous work which showed that there is not a steady transition from cold 
slow flowing ice to warm rapid flow, rather that they represent different flow 
states (Hulton and Mineter, 2000, (61]). 
It is rare that modellers include a variable specific heat capacity in an ice 
sheet model. It is known that the specific heat capacity of ice changes with 
temperature. To investigate how the introduction of a variable specific heat ca- 



























Figure 5.9: Location and extent of the NEGIS shown by a differencing of climate 
enhanced and non-climate enhanced ice flow velocities. 
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Experiment SPHC Basal melt Area Mean Volume 
fraction thickness 
(%) (105km2) (m) (105km3) 
452 no 17.27 3.118 2045.0 6.377 
462 yes 17.27 3.023 1982.9 5.994 
Input - - 4.236 1447.7 6.132 
Table 5.5: Sensitivity analysis (specific heat capacity). SPHC - Variable specific 
heat capacity. 
pacity effect the temperature field and consequently the ice flow and topography 
was a comparison of experiments 452 and 462 is discussed (452 uses a constant 
specific heat capacity while 462 introduces a variable specific heat capacity). 
Changes in specific heat capacity affect only the conduction terms in the tem- 
perature field calculation. Both models were forced using a climate history of 
250 ka. Near the divide an average thickness change of 1% was observed over a 
glacial cycle. In contrast, at the snout of the ice stream a retreat of 20 to 40 km 
was observed, Figure 5.12 shows this spatial variation in thickness. Directly to 
the north of the ice stream an increase of 2K was observed in basal temperature, 
while in the south a decrease of 1K was observed. These two zones are clearly 
separated by the northern ridge delineating the ice stream. As shown in Table 
5.5 basal melt fraction was not effected by the introduction of a variable specific 
heat capacity. The thinning of the ice sheet at the snout of the ice stream is 
probably caused by the increase in heat flux into the ice due to an decrease in 
conductivity and a corresponding increase in the thermal gradient that acts as 
a basal boundary condition to the thermal solver. 
Section 5.3.4 details a surface temperature parameterisation based on data 
from the Tunu-N AWS. The effect of this parameterisation was examined by 
comparison of experiments 463 and 464, both were run for 250 ka with the 
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GRIP climate forcing. The parameterisation derived from Tunu-\ data was 
colder across the whole domain, with an average surface temperature difference 
of -2.4 K at the end of the model runs. Basal temperatures were also found 
to be colder at the end of the model run with an average difference of -2.0 K. 
Cooler surface temperature resulted in reduced accumulation and a retreat at 
the margin of the ice stream. Due reduction in basal temperatures and a slowing 
of ice flow the southern half of the basin is observed to thicken by an average 
of 25 m. Resulting in a closer approximation of present day elevation in the 
north of the domain and a poorer approximation in the south of the domain for 
the Tunu-n parameterisation. The application of the Tunu-N parameterisation 
appears to connect the two branches of the ice stream at the margin of the ice 
sheet, Figure 5.16, and narrow the band of enhanced flow in the interior of the 
ice sheet, consequently simulating observed flow patterns more closely than for 
the application of an existing climate parameterisation as shown in Figure 6.13. 
Experiment Climate Basal melt Area Mean Volume 
fraction thickness 
(%) (105km2) (m) (105km3) 
463 T 12.90 2.965 2021.1 5.994 
464 H 17.25 3.031 1996.7 6.053 
Input -- 4.236 
1447.7 6.132 
Table 5.6: Sensitivity analysis (Air temperature parameterisation). H- 
Huybrechts, 1991, [67], T- Derived from Tunu-N data. 
































Figure 5.10: Change in ice surface elevation with the addition of basal melt. Of 
note is the thinning along the northern coast at the terminus of the ice stream 
and the corresponding thickening of the slower moving ice around the southern 
coastal mountains. 






























Figure 5.11: (a) Vertical temperature structure, black-430, green-436, red-434, 
blue-435. (b) Surface showing the spatial difference in basal temperature be- 
tween runs 434 and 430 (GHF 42 mWm-2). (c) Surface showing the spatial 
difference in basal temperature between runs 436 and 435 (GHF 30 mWm-2). 
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Figure 5.12: Percentage change in ice thickness caused by the introduction of 
variable specific heat capacity. The ice sheet thins the greatest amount where 
the basal ice is hottest and there is a corresponding decrease in conductivity 
and therefore a relative increase in the temperature gradient across the basal 
thermal boundary condition. 
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Figure 5.13: Basal temperature and near divide thickness change time series. 
Dot-dashed line represents basal temperature variation with time near the di- 
vide, the solid line represents ice thickness change for a point near the ice divide. 
There is an visible time lag as the basal temperature responds to the thinning 
of the ice above and the reduction in both the insulating effect of the over lying 
ice and strain heating. 

























































Figure 5.14: (a) Steady state velocity field for experiment 446 (no climate his- 
tory), (b) velocity field for experiment 452 (after 250 ka of climate forcing), (c) 
difference in velocity fields between experiment 446 and 452. 
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5.5 Experimental setup 
There is no agreed best practice for the initialisation of ice sheet models, even 
though it is known that initial conditions can dictate the form of ice sheet steady 
state, Section 4.4.2. Documented methods of initialisation take one of two forms: 
a steady state created using fixed present day geometry and climate parameter- 
isation which is then relaxed till a second steady state is found (Huybrechts et 
al, 1991, [67], Hutter and Caloc, 1996, [64]), or an ice sheet formed by the ap- 
plication of a single or multiple glacial interglacial climate forcing cycles (Hulbe 
and MacAyeal, 1999, [58], Huybrechts, 1994, [68]). The first method relies on 
the approximation of present day conditions being created by modern external 
forcing, the obvious shortfall is that the Greenland ice sheet is known to still be 
reacting to previous changes in climate (Huybrechts, 1994, [68]). The second 
method relies on the assumption that the model has a finite thermal history 
and that forcing over a number of glacial cycles removes all memory of initial 
conditions. It is however noted that no record exists in ice sheet literature of 
comparison between these two methods. A variation on the former steady state 
method has been employed for the modelling of ice sheet evolution through 
glacial cycles. A model is run through a 250 ka glacial cycle using an atmo- 
spheric temperature record derived from the GRIP ice core. Subsequently it is 
permitted to relax for another 100 ka finding a balance between temperature 
dependent mass balance and ice flow (Hutter and Calov, 1996, [64]). 
Using results from the preceding sensitivity analysis the model was tuned for 
a best fit result. Geothermal heat flux was set to 30 mWm-2, sliding parameter 
to 0.5 x 10-3, enhancement factor to 5, with 10 levels in the vertical. Basal 
melt was included and bedrock topography remained unsmoothed. The model 
was run through a 250 ka climate history derived from the GRIP ice core to 
eliminate memory of initial conditions. Prior to the glacial runs the model was 
initiated with surface and bed topography supplied by DEMs. The temperature 
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field was initialised using the following lapse rate relationship: 
z Ti, 9, k = Ti j, surface + 0.1 x (1 - H) (Tpmp, i, j, bed - Ti, j, surface) (5.4) 
This temperature parameterisation is too cold resulting in an initial thickening 
of the ice sheet as it fails to advect ice away fast enough, followed by a thinning as 
the ice warms. Whilst this temperature field is initially too cold it permits stable 
initialisation of the model under most circumstances. Surface temperature was 
parameterised using the relationship developed using data from AWS Tunu-N, 
Equation 5.3. 
5.6 Velocity and temperature evolution 
During the sensitivity analysis it was noticed that increases in enhancement 
factor, geothermal heat flux and sliding parameter all affected the Northern 
area of the NEGIS basin to a greater extent than the southern area. This is 
attributed to the division of the basin by a ridge of bedrock running from the 
southwest to the northeast dividing the basin in two. In the north the bedrock 
is smooth and deep. In the south the bedrock formation is complex and not 
as deep. The northern basin drains straight into the sea, whilst the southern 
basin is cut off from the sea by a mountain ridge, consequently flow follows the 
narrow bedrock trough constraining the NEGIS. 
Examination of the modelled velocity fields shows two areas of enhanced flow, 
referred to here as upper and lower arms. The southern-most arm is located for 
most of its length over the bedrock trough and corresponds to the NEGIS in 
both location, extent and velocity magnitude. Figure 5.15 shows a plot of flow 
pattern using velocity vectors. The controlling effects of bedrock topography 
can be clearly seen. Figure 5.16 shows the magnitude of ice velocities over the 
basin for experiment 463. 
Ice stream extent is best shown using a surface of climatically forced veloc- 
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ities differenced with regular velocities and displayed on a limited colour axis 
shown in Figure 5.9, from this surface the length of the ice stream is measured at 
630 km. Separated by a narrow bedrock ridge to the north is a deeper but more 
shallow bedrock low. Both arms develop due to increased strain heating and 
increased insulation at depth leading to higher basal temperatures, increased 
basal melt and therefore sliding and enhanced shear deformation. Comparison 
between modelled surface velocities, Figure 5.9, and balance velocities, Figure 
5.17, demonstrates a good match, locating the main body of the ice stream and 
enhanced flow in tributaries to the north of the ice stream correctly. The model 
does however under estimate velocity in the upper half of the ice stream along 
the centre of the stream, and also over estimates the spread of the enhanced flow 
around the ice stream. Figure 5.19 shows a plot of ice stream velocity along the 
stream in the direction of flow. Comparison with observed along stream flow 
shows the modelled values provide a reasonable fit for all but the very margin of 
the ice stream (observed velocities digitised from Figure 2 Joughin et al., 2001, 
[78]). The same comparison shows that the floating terminus of the ice stream 
in Zachariee Isstrom is not modelled as it is lost in the ice sheet retreat. 
The introduction of an excess enhanced flow in the north of the basin leads to 
a surface elevation mismatch of approximately -15% for an area of 200 km by 200 
km at the northern margin of the ice sheet. Whilst in the south of the ice sheet 
tuning of the model to ensure the stability of the north leads to over estimation 
of ice thickness in the south by approximately +15% for the first 30 km inland 
from the margin. Figure 5.18 shows the percentage difference in ice thickness 
over the whole of the NEGIS basin. A colour surface of ice stream temperature 
in Figure 5.20 shows a temperature inversion for much of the ice stream length 
and basal melt starting approximately 280 km from the ice sheet margin. From 
comparison of basal temperature, Figure 5.31, with bedrock topography, Figure 
5.2, it can be seen that basal melting under the NEGIS is constrained by the 
bedrock trough. There is also a significant portion of the north of the basin at 

























Figure 5.15: Plot of velocity vectors for the NEGIS basin, overlaid on a colour 
plot of bedrock topography, showing the flow field of the ice stream following 
the bedrock trough under the ice. 
pressure melting point, resulting in the previously noted excess enhanced flow. 
Figures 5.21 to 5.31 show planform colour surfaces of temperature relative to 
pressure melting point for surfaces at constant proportions of ice thickness. 
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Figure 5.16: Modelled velocity for the NEGIS basin (Experiment 463), with the 
ice stream penetrating deep into the ice sheet. At its margins the ice stream 
can be seen to be faster than the surrounding ice by an order of magnitude. 
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Figure 5.17: Balance velocities for the NEGIS basin derived from a digital 
elevation model depicting the ice stream extent and demarcation against the 
slower moving ice. 
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Figure 5.18: Percentage thickness change for the modelled results on the NEGIS 
basin in comparison to present day surface elevation. The ice sheet shows thin- 
ping in the north around the snout of the ice stream and thickening around the 
south. 
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Figure 5.19: Velocity plot along the NEGIS. The black dotted line represents 
velocity down the ice stream, the solid black lines represent bedrock and ice 
surface elevation. The red dotted line represents observed velocity values, while 
the solid red lines represent bedrock and ice surface eleva1tion1. At the sie ut it 
can be seen that the floating tongue of the ice stream is not modelled. but fur 
the rest of the flowline the model reproduces the surface elevation within a few 
percent. Comparison of the observed and modelled velocity plots shows that 
the modelled velocity field appears to react to changes in bedrock topography 
slower than the observed velocities. 
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Figure 5.20: Modelled temperature field along the NEGIS corresponding in 
location with the velocity plot in Figure 5.19 (Experiment 463). The near 
surface temperature inversion can be seen near the snout of the ice stream. 
Approximately 50% of the flowline is observed to be at pressure melting point. 
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Figure 5.22: Horizontal temperature profile for the NEGIS basin at 90% of ice 
thickness 
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Figure 5.24: Horizontal temperature profile for the NEGIS basin at 70% of ice 
thickness 
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Figure 5.26: Horizontal temperature profile for the NEGIS basin at 50% of ice 
thickness 
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Figure 5.28: Horizontal temperature profile for the NEGIS basin at 30% of 
ice 
thickness 
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Figure 5.30: Horizontal temperature profile for the NEGIS basin at 10% of ice 
thickness 
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Figure 5.31: Horizontal temperature profile for the NEGIS basin at 0% of ice 
thickness (basal layer) 
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The existence of excess enhanced flow in the northern portion of the domain 
suggests that there are subglacial processes that while not accounted for in the 
finite volume model, are vital to the initialisation and inhibition of streaming, 
such as geology, subglacial drainage, ice composition and up-stream basal warm- 
ing. A previous modelling study showed a geothermal heat flux of 92 mWin-2 
as reasonable for the area near the ice divide (Grinsted and Dahl-Jensen, 2002, 
[48]). According to the sensitivity analysis of the finite volume model such a 
high geothermal heat flux would lead to basal melt under almost all the NEGIS 
basin. Such total basal melting is not suggested by ice penetrating radar surveys 
of the area (Fahnestock, 2001, [34]). 
Figures 5.35(a)-(d) depict temperature and flow field variation for a transect 
across the ice stream approximately 200 km from the ice stream terminus, in 
the widening section. It can be seen from (a) that there is a cross-stream surface 
gradient. This gradient is reflected in the upward trend of horizontal velocities 
as shown in (d) and an upward trend in near basal temperature across the plot 
as shown in (b). The peak in temperature in (b) can be seen to correspond 
with a trough in the bedrock, note the cooling located to the right (north) of 
the ice stream at approximately 2010 km. From (c) it can be seen that there 
is an increase in downward velocity on each side of the ice stream. From (d) it 
can be seen that there is a peak in west to east velocity (corresponding approx- 
imately with flow out of the page and along the ice stream) which corresponds 
with the bedrock trough. Due to the sudden increase in west to east velocity 
it can be seen that the south to north velocity (approximately perpendicular to 
ice stream flow) increases to the left (south) of the stream and decreases to the 
right (north) of the stream. These three observations combined indicate that 
the ice stream is drawing mass in across its margins, so increasing downward 
velocity and at the same time increasing the rate at which cold surface ice is 
drawn down to the margins of ice stream. This is confirmed by an increase in 
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downward vertical velocity on either side of the stream as shown in (c) sug- 
gesting that drawing down of cold surface ice by enhanced velocities probably 
acts as a moderating factor on the lateral growth of the NEGIS. This effect is 
reduced upstream, as sliding is reduced. Figure 5.34 shows transect plots close 
to the initialisation of ice streaming. Bedrock topography shows the upstream 
continuation of the trough structure. Temperature (a) and horizontal velocities 
(d) both show general upward trends across the transect, with a peak over the 
trough where sliding occurs. Both peaks are weaker than those displayed for 
the downstream transects in Figure 5.35. Again, downward vertical velocity 
appears to increase on either side of the streaming region. Figure 5.33 shows 
plots for a transect across the NEGIS upstream from the onset of sliding. Once 
more the general upward trends across the transect are present as is the trough 
structure. There are peaks in horizontal velocity (d), these are much less pro- 
nounced. There is also a slight increase in near basal temperature across the 
trough, Figure 5.33(b). The most marked difference occurs in the plot of vertical 
velocity across the bedrock trough, Figure 5.33(c). Downward vertical velocity 
is seen to increase dramatically across the trough and to follow the general form 
of the bedrock, slightly displaced to the right, following the direction of ice flow 
across the transect. Thus enhanced downdraw of cold surface ice is observed 
only where basal sliding is present. The combination of these two situations 
could help explain the bounded and unbounded nature of basal melt under the 
NEGIS observed in ice penetrating radar profiles. Basal melt was found to not 
be bounded by the ice stream extent near the head of the ice stream, while 
nearer the margin it was found that basal melt occurred only under the ice 
stream (Fahnestock, 2001, [34]). The observations from ice penetrating radar 
are repeated by the FVM model as a comparison of near basal temperature 
from the three transects shows. As the transects move progressively away from 
the ice sheet margin the temperature peak under the ice stream appears less 
constrained by the bedrock trough. This adds further weight to the idea that 























Figure 5.32: Color plot showing the surface velocity (Experiment 463). Transect 
position across the NEGIS is given by the three lines. The lines correspond from 
left to right with Figures 5.33 to 5.35. 
downdraw of ice helps moderate the extent of the NEGIS, by limiting basal 
melt around areas of fast flow. Figure 5.32 shows the velocity field produced by 
model run 462 and the location of the three transects. 
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Figure 5.33: Transverse plots across the NEGIS upstream from the onset of 
basal sliding. In all plots bedrock is represented by a dotted line (a) is surface 
elevation, (b) near basal temperature, (c) vertical velocity, (d) horizontal veloc- 
ity, south to north velocity (positive left to right across the page) - solid 
line, 






ISoo 1750 1800 1850 1900 1950 2000 2050 
Distance (km) 
(d) 



















800 , E50 1900 1950 2000 2050 
Distance (km) 
(a) 



















Figure 5.34: Transverse plots across the NEGIS at the start of the basal sliding 
zone. In all plots bedrock is represented by a dotted line (a) is surface elevation, 
(b) near basal temperature, (c) vertical velocity, (d) horizontal velocity, south 
to north velocity (positive left to right across the page) - solid line, west to east 
velocity (positive out of the page) - dot and dash line. Note the sharp increase 
in downward vertical velocity at the margins of the ice stream, drawing down 
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Figure 5.35: Transverse plots across the NEGIS in the heart of the basal sliding 
zone. In all plots bedrock is represented by a dotted line (a) is surface elevation, 
(b) near basal temperature, (c) vertical velocity, (d) horizontal velocity, south 
to north velocity (positive left to right across the page) - solid line, west to east 
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6.1 Contribution to knowledge 
The object of this thesis has been to explore the implementation of a finite 
volume model of ice sheet flow and assess the benefits that the finite volume 
technique might bring to glaciological modelling. The finite volume method 
has associated with it some inherent characteristics that offered potential for 
advancing glaciological modelling, mass and heat conservation, non-orthogonal 
meshes, -comparatively low computational costs and easy mathematical visu- 
alisation. Benchmarking of the model through the use of the EISMINT tests 
showed that the finite volume method provides an equally valid way of solv- 
ing the system of equations associated with a fully three dimensional thermo- 
mechanical ice sheet model. The model produced for this thesis met all the 
standards prescribed in the literature, as borne out by the results recorded in 
Chapter 4. 
In Section 3.4 the description of the heat flow solver illustrates the way in 
which the finite volume method enables the modeller to visualise any component 
of heat flow and the contribution it makes to the bigger picture (similar is true of 
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mass flow). This is shown most clearly in Equation 3.45, each term on the right 
hand side represents one mechanism by which heat is transported, or created, 
within the ice sheet. Each of the transport terms is in turn a simple summation 
of the heat flux across each face of the control volume. This mathematical 
composition lends itself to straight forward coding, to the extent where Equation 
3.45 is finally represented by one line of code. The solution of Equation 3.45 
at each timestep therefore represents a net change in heat within the control 
volume under inspection. During the construction of the model this permitted 
the contribution that strain heat, conduction and advection of heat made to 
the final solution, thus reducing the time taken to code the model. The ease 
with which the code can be penetrated is reduced by the methods required for 
recalculation of the normals to each face and the coordinate system with every 
timestep. In Section 3.6 the nature of the coding is explained to show that to 
the limits of machine accuracy the model is mass conserving; in summary, to 
the calculations of mass flux out of one cell uses data from the same locations 
in memory as the calculation of mass flux into the recipient cell, mass loss can 
therefore only proceed by machine level error. 
In addition to benchmarking models, the thermally coupled EISMINT ex- 
periments revealed that all ice sheet models are prone to exhibiting numerical 
artifacts in the thermal regime at the bed. In this thesis a brief examination 
of some potential mechanisms for these spoking patterns was performed using 
irregular and rotated meshes. From these experiments, detailed in Section 4.3 
, it 
became clear that the numerical artifacts causing the spoking patterns in 
the thermally coupled EISMINT experiments were dependent on both mesh 
shape and orientation, while being decoupled from the underlying structure of 
the matrices. The finite volume method permitted the construction of numerous 
non-orthogonal grids upon which these experiments were run. 
Using a finite ele- 
ment method it would have been possible to perform these experiments, 
however 
the computational requirements of such a model and the associated time costs 
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are prohibitively large, as highlighted shortly. Thus the finite volume model not 
only provides a method of investigating ice dynamics, it also enables glaciolog- 
ical modellers to investigate numerical and grid associated artifacts for a three 
dimensional model to an extent not previously practical. 
Introduction of a non-orthogonal grid combined with the ease with which 
domain edge boundary conditions can be modified for the case of a finite vol- 
ume method applied to a large ice mass presents a model with a capacity for 
addressing single drainage basins, as has been done with the constructed model's 
application to the NEGIS basin in Chapter 5. Previously parallelisations of ice 
sheet models have required the domain to be deconstructed using rectangular 
sub-domains. Such a decomposition takes no account of flow fields or topog- 
raphy, therefore a domain boundary may intersect with a feature such as the 
NEGIS, resulting in a domain boundary that contains a rapidly changing flow 
feature. When parallelising code the communication between processors forms 
the greatest limit on the potential for decrease in model run times. When a fast 
flow feature crosses a domain boundary information on upstream and down- 
stream changes needs to be communicated between nodes every time step. In 
comparison, ice divides are, by definition, the slowest changing features present 
in any ice sheet geometry. Therefore if sub-domain boundaries can be placed 
along the location of ice divides the regularity with which nodes on a cluster have 
to communicate with each other is significantly reduced (there can be in excess 
of three orders of magnitude difference in flow velocities between the snout of a 
fast flow feature such as the NEGIS and an ice divide). The application of the 
model developed for this thesis to the NEGIS basin is a first step toward the 
creation of a parallelised ice sheet model framework based upon a basin defined 
domain decomposition. 
All model runs were performed on a single node of a Beowulf cluster (1.8 
GHz Pentium 4 dual-processor units each with a 40 GB hard drive and 1 GB 
memory). A typical model run with a timestep of 0.1 a for the flow solver and 
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10 a for the temperature solver with 11 levels in the vertical, 28611 nodes and 
82671 midpoint and mid-level-points takes approximately 150 hours to run for 
a 250 ka forcing cycle. One full thermal and flow cycle taking less than a second 
to run. Finite difference models are generally at least an order of magnitude 
faster ((116]). Comparison between the performance of the FVM method and 
the FEM method are more difficult as the models have been run on different 
computers. An FEM model of the West Antarctic ice sheet using a triangular 
mesh of 82368 nodes, run on a 300 MHz Sun UltraTM Enterprise TM 2 took 4 
to 4.3 minutes for one complete thermal and flow cycle (Hulbe and NlacAyeal, 
1999, [58]). Thus the finite volume method is more computationally expensive 
than a finite difference method but when compared to a model offering similar 
benefits such as a finite element model it is much faster. 
Model application to the NEGIS basin correctly located the NEGIS along 
the underlying bedrock trough and reproduced surface velocities along the ice 
stream centre line close to observed values, Section 5.6. Excess enhanced flow 
in the north of the basin lead to thinning in the north, while failure to account 
for the physics of the floating tongue of the ice stream lead to a retreat at the 
ice stream margin. Previous studies into the dynamics of the NEGIS and sur- 
rounding area have suggested that there are unobserved processes occurring at 
the bed of the ice stream. High levels of geothermal heat flux are favoured in 
this scenario and have been found to reproduce local flow features (Fahnestock 
et al, 2001, [35], Grinsted and Dahl-Jensen, 2002, [48]), although as noted in 
the section on basal sliding (Section 2.2) there are many contributing factors 
to the initialisation of fast flow, factors such as basal ice impurities, till compo- 
sition, lack of porous till, ice age and basal water drainage all of which could 
contribute to the to the lack observed of fast flow to the north of the NEGIS. 
The channelisation of flow by the underlying bed rock trough may also help con- 
strain and aid the real life development of stream flow. The northern bedrock 
basin although deeper is shallow in crossection and does not constrain the flow 
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of ice, so although the model predicts basal melt and therefore sliding, lack of 
channelisation probably leads to real life inhibition of streaming. Higher order 
stress regimes, including shear stress in vertical planes, might enable the effects 
of bedrock channelisation to be observed. 
Plots of modelled variation of temperature, horizontal velocity and vertical 
velocity (Figures 5.33 to 5.35) on lateral transects across the NEGIS show that 
down draw of cold ridge ice probably acts as a moderating factor, preventing 
ice stream growth beyond its present extent, Section 5.6. Thus providing a 
link between observed basal melt extent and the theory that draw down of cold 
ridge ice might inhibit natural ice stream expansion (Fahnestock, 1996, [34], 
Pattyn, 1996, [110]). The observation of this mechanism may be aided by the 
mass conserving properties of the finite volume method, it cannot however be 
stated that these observations are due to the these properties alone, because no 
comparative study against finite difference and finite element models has been 
undertaken for this thesis. 
For the first time the finite volume method has been successfully applied 
to the three dimensional thermomechanical free surface modelling of ice sheet 
flow. This technique offers the glaciological community benefits such as irreg- 
ular grids, the ability to examine single drainage basins in isolation, a physical 
meaning to each term in the discretisation, relatively low computational effort, 
and mass conservation. The employment of the finite volume method in mod- 
elling the NEGIS has also provided a modelled link between theory describing 
ice movement at the margins of an ice stream and observed ice flow behaviour, 
confirming that the theory and the observation may be consistent. 
6.2 Future developments 
The construction, benchmarking and application of the finite volume model 
presents many future challenges in model development. This FVM model of ice 
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sheet flow lends itself particularly well to parallelisation by assigning a drainage 
basin to each node of a Beowulf cluster or super computer. This application 
throws up further questions about divide movement and data transfer between 
nodes. At present data needs to flow between nodes across sub-domain bound- 
aries at every timestep, due to the possibility that a fast flow feature may lie 
on the boundary. The assignment of basins to nodes will reduce the rate at 
which data will need to be passed between nodes, because domain boundaries 
located on ice divides are situated in the slowest changing locations on the ice 
sheet. The transfer of data between nodes is the greatest limiting factor on 
the potential for increased computational speed when parallelising code and so 
reducing the necessity for this data transfer may increase computational speeds 
dramatically. Were this method to be used it would be necessary to consider a 
method by which the migration of ice divides could be tracked and an automatic 
re-meshing take place should the ice divide move far from its initial location. 
This thesis only explores ice dynamics described by the shallow ice approx- 
imation and so fails to represent accurately the longitudinal stresses present in 
ice stream flow. Similarly, the model neglects to represent ice shelf flow, a fea- 
ture essential for accurate future assessment of grounding line migration for the 
NEGIS which terminates in a small ice shelf. The introduction of longitudinal 
stresses and ice shelf flow present natural areas for model development. 
Whilst basal melt is accounted for where basal ice reaches temperatures in 
excess of pressure melting point no attempt has been made to track the flow or 
collection of basal melt water under the NEGIS basin. The addition of a basal 
water flow model may provide further insight into the causes of ice streaming in 
the NEGIS basin. Equally important is the lack of attention paid to buoyancy 
and sea water pressure at the margin of the ice sheet where basal uplift might 
aid in stream flow. The addition of lithosphere and asthenosphere reaction to 
overburden pressure might also aid the accurate reconstruction of present 
day 
ice sheet conditions and future reaction to climate change. The creation of a 
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model that can run on a curvi-linear grid present glaciological modellers with 
the possibility of modelling embedded areas of interest at a higher resolution 
whilst still not neglecting the effects of the surround ice mass. 
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The following acronyms apply: Regular Mesh (RM), Pipe Flow Mesh (PFM), 
Stretched Mesh (SM), Circular Mesh (CM), Rotated Stretched Mesh (RCM). 
Group Volume Area Melt Divide Divide 
fraction thickness basal T 
106km3 106km2 m K 
Z 2.134 1.031 0.667 3644.000 256.430 
Y 2.157 1.031 0.779 3664.710 256.985 
X 2.202 1.011 0.700 3706.200 256.260 
W 2.111 1.031 0.587 3740.740 255.415 
V 2.068 1.031 0.699 3672.400 254.470 
U 2.205 1.016 0.780 3681.108 255.419 
T 2.147 1.031 0.779 3676.370 257.089 
S 2.060 1.031 0.632 3685.910 254.750 
R 2.118 1.097 0.877 3717.530 254.160 
Q 2.080 1.031 0.679 3694.450 255.067 
Mean 2.128 1.034 0.718 3688.342 255.605 
Range 0.145 0.086 0.290 97.740 2.929 
Finite volume (RM) 2.146 1.028 0.620 3705.5 
256.928 
Finite volume (SM) 2.147 1.030 0.633 3705.0 
256.927 
Finite volume (CM r=0.49) 2.150 1.026 0.623 
3706.3 256.893 
Finite volume (CM r=0.46) 2.136 1.029 0.616 
3704.7 256.861 
Finite volume (RSM) 2.147 1.030 0.634 
3705.0 256.927 
Finite volume (RCM R=0.49) 2.153 1.026 0.634 
3706.7 256.895 
Finite volume range 0.655% 0.38% 
2.760% 0.0432% 0.0261Vý 
Table 6.1: Results for the thermally coupled EISMINT experiment A. 
A-200 
Appendix A A-201 
Group Volume Melt Divide Divide 
change fraction thickness basal T 
change change change 
% % % K 
Z -2.296 14.543 -4.852 4.520 
Y -2.550 9.628 -4.780 4.519 
X -2.679 14.000 -5.064 4.470 
W -3.079 21.976 -5.366 4.604 
V -2.853 10.730 -5.092 4.650 
U -2.132 7.564 -4.649 4.657 
T -2.329 8.087 -4.784 4.988 
S -3.010 16.297 -5.387 4.610 
R -2.077 3.307 -4.071 4.585 
Q -2.885 12.224 -5.222 4.626 
Mean -2.589 11.836 -4.927 4.623 
Range 1.002 18.669 1.316 0.518 
Finite volume (RM) -1.69 11.46 -4.83 4.552 
Finite volume (SM) -2.16 11.47 -4.87 
4.547 
Finite volume (CM r1=0.49) -1.92 10.88 -4.81 
4.519 
Finite volume (CM r1=0.46) -2.65 9.47 -4.88 
4.486 
Finite volume (RSM) -2.16 11.47 -4.87 
4.547 
Finite volume (RCM) -1.92 10.75 -4.81 
4.519 
Finite voume range 40% 21% 1.45% 
1.47% 
Table 6.2: Results for the thermally coupled EISMINT experiments, comparison 
between experiments A and B 
Appendix A A-202 
Group Volume Melt Divide Divide Divide 
change change fraction thickness basal T 
change change change 
% % % % K 
Z 
-28.022 -19.844 -32.384 -12.541 3.820 
Y 
-28.419 -19.884 -27.728 -12.801 3.532 
X -28.883 -16.815 -29.000 -12.981 3.530 
w -28.138 -20.369 -39.353 -12.899 3.923 
V -28.143 -20.369 -30.329 -12.447 3.750 
U -28.662 -17.224 -26.026 -12.984 3.875 
T -28.645 -20.272 -15.789 -13.003 3.478 
S -28.398 -20.369 -35.443 -12.779 3.770 
R -29.226 -19.599 -7.982 -13.948 3.389 
Q -28.510 -20.369 -34.021 -12.902 4.004 
Mean -28.505 -19.515 -27.806 -12.928 3.707 
Range 1.204 3.554 31.371 1.501 0.615 
Finite volume (RM) -28.32 -20.29 -19.02 -12.63 3.630 
Finite volume (SM) -28.28 -19.60 -18.37 -12.64 3.629 
Finite volume (CM r1=0.49) -28.10 -19.60 -18.14 -12.58 3.612 
Finite volume (CM r1=0.46) -28.17 -20.40 -19.35 -12.56 3.594 
Finite volume (RSM) -28.28 -19.60 -18.07 -12.64 3.629 
Finite volume (RCM) -28.10 -19.60 -18.27 -12.58 3.612 
Finite voume range 0.22 0.8 1.21 0.08 1.00% 
Table 6.3: Results for the thermally coupled EISMINT experiments, comparison 
between experiments A and C 
Appendix A A-203 
Group Volume area Melt Divide Divide 
change change fraction thickness basal T 
change change change 
% % % % K 
Z -11.903 -10.184 -2.399 -2.091 -0.200 
Y -12.054 -10.184 -2.567 -2.117 -0.204 
X -12.035 -6.924 -0.857 -2.283 -0.180 
W -11.985 -10.184 -2.044 -2.067 -0.190 
V -11.654 -10.184 1.001 -1.985 -0.170 
U -12.200 -7.382 -4.744 -2.334 -0.209 
T -11.877 -10.184 -0.128 -2.183 -0.149 
S -12.184 -10.184 0.475 -2.134 -0.207 
B. -12.890 -9.298 -1.482 -2.517 -0.207 
Q -12.067 -10.184 -3.387 -2.098 -0.185 
Mean -12.085 -9.489 -1.613 -2.181 -0.188 
Range 1.236 3.260 5.745 0.532 0.060 
Finite volume -11.66 -9.96 0.08 -2.06 -0.193 
Finite volume (SM) -11.97 -9.74 0.44 -2.11 -0.199 
Finite volume (CM r1=0.49) -11.47 -9.55 -0.18 -2.07 -0.233 
Finite volume (SM r1=0.46) -12.12 -10.5 -1.00 -2.09 -0.265 
Finite volume (RSM) -11.97 -9.74 0.58 -2.12 -0.199 
Finite volume (RCM) -11.47 -9.55 -0.18 -2.07 -0.233 
Finite volume range 0.65 0.95 1.44 
0.05 37.3% 
Table 6.4: Results for the thermally coupled EISMINT experiments, comparison 
between experiments A and D 
Appendix A A-204 
Group Volume Area Melt Divide Divide 
fraction thickness basal T 
106km3 106km2 m K 
Z 1.530 1.031 0.272 2220.800 248.770 
Y 1.533 1.021 0.316 2223.330 249.054 
X 1.531 1.016 0.295 2222.200 248.260 
w 1.509 1.031 0.260 2215.719 248.170 
V 1.506 1.031 0.250 2214.800 247-700 
U 2.205 1.016 0.780 3681.431 255.381 
T 1.529 1.021 0.372 2219.270 248.660 
S 1.503 1.031 0.286 2212.550 247.860 
R 1.536 1.087 0.391 2228.280 249.482 
Q 1.505 1.031 0.303 2213.680 248.007 
Mean 1.589 1.032 0.352 2365.206 249.134 
Range 0.702 0.071 0.530 1468.880 7.681 
Finite volume 1.548 1.021 0 2233.6 250.023 
Finite volume (SM) 1.543 1.031 0 2230.4 249.983 
Finite volume (CM r1=0.49) 1.549 1.025 0 2233.0 249.991 
Finite volume (SM r1=0.46) 1.545 1.027 0 2232.2 249.989 
Finite volume (RSM) 1.543 1.031 0 2230.4 249.983 
Finite volume (RCM) 1.549 1.025 0 2233.0 249.991 
Finite volume range 0.6% 0.979% - 0.148% 0.004% 
Table 6.5: Results for the thermally coupled EISMINT experiments, comparison 
between experiments A and G 
Appendix A A-205 
Group Volume Area Melt Divide Divide 
fraction thickness basal T 
106km3 106km2 m K 
Z 1.811 1.028 0.516 3433.100 255.850 
Y 1.923 1.022 0.492 3475.050 256.714 
X 2.034 1.020 0.458 3578.400 256.110 
w 1.896 1.033 0.582 3580.980 255.090 
V 1.780 1.031 0.475 3445.500 253.930 
U 2.205 1.016 0.780 3681.089 255.419 
T 1.857 1.024 0.622 3286.710 256.369 
S 1.744 1.031 0.526 3427.410 254.080 
R 1.818 1.083 0.486 3526.280 253.737 
Q 1.929 1.031 0.351 3625.320 254.951 
Mean 1.900 1.032 0.529 3507.984 255.225 
Range 0.461 0.067 0.429 394.380 2.977 
Finite volume 1.946 1.036 0.450 3599.7 256.660 
Finite volume (SM) 1.935 1.043 0.427 3587.1 256.628 
Finite volume (CM r1=0.49) 1.925 1.041 0.420 3581.7 256.576 
Finite volume (SM r1=0.46) 1.918 1.035 0.428 3576.1 256.533 
Finite volume (RSM) 1.935 1.045 0.429 3585.5 256.625 
Finite volume (RCM) 1.927 1.041 0.425 3582.5 256.580 
Finite volume range 1.46% 0.773% 714% 0.660% 0.0495% 
Table 6.6: Results for the thermally coupled EISMINT experiments, comparison 
between experiments A and H 
Appendix B 
For this appendix the following acronyms apply: Regular Mesh (RM), Pipe 
Flow Mesh (PFM), Stretched Mesh (SM), Circular Mesh (CM). The following 
diagrams have been placed in an appendix because to include them in the main 
body of the text would have made it harder to read. Further these diagrams form 
only a small, yet still important, part of the benchmarking, they reveal nothing 
new about the model but stand only to strengthen the case that the model 
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Figure 6.1: Variation in divide thickness when the subjected to sinusoidally 
varying climate conditions. Both the regular grid and the pipeflow grid are 
included. The periods for the sinusoidal variation were set to 20 ka and 40 ka. 

























Figure 6.2: Enlargement showing divide thickness change when forced by sinu- 
soidal climate conditions and run on a regular and a refined mesh. Red - RG 
dt=20 ka, Blue - RG dt=40 ka, Black - PFG dt=20 ka, 
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Figure 6.3: Results showing divide thickness variation for the moving margin 
experiments when forced by sinusoidal variation in climate conditions of period 
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Figure 6.4: Results showing divide thickness variation for the moving margin 
experiments when forced by sinusoidal variation in climate conditions of period 
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Figure 6.5: An enlargement of results plotted in Figure 6.4. Red - RG, Blue - 
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Figure 6.6: Results showing divide thickness variation for the moving margin 
experiments when forced by sinusoidal variation in climate conditions of period 


















Figure 6.7: An enlargement of results plotted in Figure 6.6. Red - RG, Blue - 
SM, Black - CM. 
ýk.. 
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Figure 6.8: Variation in divide basal temperature for the fixed margin experi- 
ment forced by sinusoidal variation in climate conditions with periods of 20 ka 
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Figure 6.9: Variation in divide basal temperature for the fixed margin experi- 
ment forced by sinusoidal variation in climate conditions with periods of 20 ka 
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Figure 6.10: Variation in divide basal temperature for the moving margin ex- 
periment forced by sinusoidal variation in climate conditions with periods of 20 
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Figure 6.11: Variation in divide basal temperature for the moving margin ex- 
periment forced by sinusoidal variation in climate conditions with periods of 20 
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Figure 6.12: Variation in divide basal temperature for the moving margin ex- 
periment forced by sinusoidal variation in climate conditions with periods of 20 
ka and 40 ka, run on a circular mesh. Red - dt=20 ka. Black - dt=40 ka. 
Appendix C 
Exp mS Geo Coupled Smooth 
429 5 0 42 no 1 
430 5 0 42 yes 1 
434 5 0 42 yes 1 
435 5 0 30 yes 1 
436 5 0 30 yes 1 
437 5 1 30 yes 1 
440 4 0 30 yes 1 
441 3 0 30 yes 1 
442 2 0 30 yes 1 
443 1 0 30 yes 1 
444 5 0 20 yes 1 
445 5 2 30 yes 1 
446 5 0.5 30 yes 1 
447 5 1 30 yes 5 
448 5 0 50 yes 1 
449 5 0 60 yes 1 
Vertical Basal Climate i a7'iuble TV 4 
levels melt history SpHC 
10 no no no H 
10 no no no H 
15 no no no H 
15 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
10 no no no H 
Table 6.7: Model parameter values for the sensitivity analysis (experiments 
429-449), where Exp-experiment number, m-enhancement factor, S-sliding pa- 
rameter, Geo-geothermal heat flux, Smooth-degree of smoothing, SpHC - spe- 
cific heat capacity, TMA-Mean annual air temperature parameterisation (H- 
Huybrechts, 1991, [67], T-Derived from Tunu-N AN'D'S data). 
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450 5 0 30 yes 1 10 yes no no H 
451 5 0 30 yes 1 10 no yes no H 
452 5 0.5 30 yes 1 10 no yes no H 
453 5 0.5 30 yes 1 10 yes yes no H 
454 5 0.5 30 yes 1 10 yes no no H 
462 5 0.5 30 yes 1 10 no yes yes H 
463 5 0.5 30 yes 1 10 no yes yes T 
464 5 0.5 30 yes 1 10 no yes yes H* 
Table 6.8: Model parameter values for the sensitivity analysis (experiments 450- 
462), where Exp-experiment number, m-enhancement factor, S-sliding param- 
eter, Geo-geothermal heat flux, Smooth-degree of smoothing, SpHC - specific 
heat capacity, TMA-Mean annual air temperature parameterisation (H and H' 



















Figure 6.13: Modelled velocity for the NEGIS basin (Experiment 464). This 
has been included as a diagram in an Appendix as a record of the velocity field 
produced under a set of tunable parameters that were not chosen for the final 
model runs yet still provided a reasonable fit for the ice stream location. It was 
considered sub-standard due to the break between the two portions of the ice 
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