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Actualment, a Internet, hi ha una gran quantitat de serveis web amb informacio´ disponible.
Alguns d’ells, fins i tot, ofereixen eines de tal manera que altres portals les puguin incorporar
o utilitzar. Quan s’implementa un entorn web 2.0 e´s molt important tenir en compte quina
informacio´ es pot obtenir d’altres serveis, i quines eines hi ha disponibles per crear una interf´ıcie
amigable per a l’usuari. Aix´ı mateix, la capacitat de connexio´ entre diferents aplicacions web
permet aprofitar el contingut albergat en uns portals per importar-lo en altres sense que l’usuari
l’hagi de tornar a introduir manualment.
A me´s, la quantitat de formats disponibles avui en dia i les diferents prefere`ncies dels usu-
aris exigeix que un servei web els ofereixi informacio´ per diferents canals. D’aquesta manera,
l’usuari pot elegir la forma de consulta depenent de les condicions de cada moment.
Amb tot aixo`, la quantitat d’informacio´ que arriben a allotjar aquests portals e´s inimagi-
nable. Tant e´s aix´ı, que habitualment supera la capacitat de seleccio´ dels usuaris, els quals
necessiten eines que els permetin obtenir la informacio´ que cerquen sense haver de processar
tota la resta. Els sistemes de filtratge sense personalitzar poden tenir dificultats amb aquesta
tasca, cosa que explica el gran intere`s que hi ha actualment pel desenvolupament de sistemes
personalitzats de recomanacio´ de continguts, que pretenen facilitar la informacio´ que interessa
a cada usuari, tot evitant que la resta d’elements superflus l’ocultin.
Els objectius d’aquest projecte so´n resoldre aquestes dues qu¨estions per a un servei web
que constitueix una Agenda Social: El primer e´s connectar l’agenda amb altres sistemes per
obtenir dades, utilitzar-ne les seves eines, i proporcionar sortides amb formats estandarditzats.
El segon objectiu e´s dissenyar, implementar i avaluar un sistema de recomanacio´ per a aquesta
plataforma. D’acord amb l’estat actual de la intel·lige`ncia artificial i les eines d’aprenentatge
disponibles, veurem tres propostes basades en aquestes tecnologies. A me´s, tambe´ inclourem la





Partint de la implementacio´ d’una Agenda Social, aquest projecte hi incorporara` els mo`duls
que habilitaran la seva connexio´ amb altres serveis que s’han considerat rellevants, i tres pro-
postes per a un sistema de recomanacio´ basat en la seleccio´ de continguts a trave´s d’eines
d’intel·lige`ncia artificial. A me´s, inclourem tambe´ dues alternatives basades en les te`cniques
habituals dels sistemes de recomanacio´ me´s populars actualment.
En primer lloc veurem l’entorn web 2.0 de l’Agenda Social. Explicarem alguns detalls sobre
la seva estructura, funcionament i capacitats, i seguidament, el Cap´ıtol 4 mostrara` els reque-
riments relacionats amb les capacitats d’interconnexio´ de l’agenda amb altres serveis, i tambe´
informacio´ sobre les seves interf´ıcies.
A continuacio´, en el Cap´ıtol 5 explicarem la teoria d’intel·lige`ncia artificial en la qual es basa
el sistema de recomanacio´ que proposarem. Despre´s d’aixo`, el Cap´ıtol 6 resumira` els objectius
dels sistemes de recomanacio´ i les te`cniques que habitualment utilitzen, i tambe´ altra informacio´
d’intere`s sobre aquests sistemes.
El Cap´ıtol 7 detalla el disseny del sistema de recomanacio´ per a l’Agenda Social, les diferents
propostes del qual seran avaluades a la Seccio´ 8.
Finalment, els Annexos B i C mostren els detalls d’implementacio´ dels dos blocs comentats,
estructurats segons s’indica a l’Ape`ndix A.
El CD adjunt a l’entrega conte´, a part d’aquest mateix document en format pdf, el codi que
implementa les funcionalitats realitzades i la seva documentacio´ JavaDoc. La carpeta Social-
Agenda conte´ la implementacio´ dels diferents paquets que intervenen en el funcionament dels
dos mo`duls realitzats. La part escrita en Java e´s dins la carpeta src, mentre que les pa`gines
JSP so´n a webpages.
La documentacio´ detallada amb les dades de tots els me`todes (tan pu´blics com privats) e´s
a la carpeta javadocFull, la qual seria u´til en cas d’haver de modificar el codi. Una versio´
redu¨ıda, destinada a la reutilitzacio´, e´s la que hi ha a javadocPub, on nome´s es mostra infor-
macio´ referent als me`todes pu´blics. La documentacio´ JavaDoc es pot visualitzar obrint el fitxer





L’Agenda Social (Figura 3.1) sobre la qual s’ha desenvolupat el projecte e´s un entorn web 2.0
amb el nom OCEM (Orange Comunity Events Manager). Aquest portal permet que els usuaris
registrats introdueixin les dades d’esdeveniments que podran ser compartits amb altres persones.
Els entorns web 2.0 utilitzats per gran quantitat de persones arriben a emmagatzemar un
alt nombre de continguts molt variats. Tant e´s aix´ı que un usuari en concret nome´s estara`
interessat en una petita part d’aquests. Per tal que pugui visualitzar-los i poder-los separar de
la resta, e´s important dotar el servei d’eines que agilitzin i ajudin a realitzar aquesta operacio´.
Amb aquest objectiu, l’Agenda Social disposa de filtres de contingut mitjanc¸ant els quals es
poden seleccionar algunes caracter´ıstiques i obtenir una llista d’esdeveniments que els complei-
xen.
Aix´ı mateix, es prete´n que el servei sigui actiu per l’usuari. E´s a dir, no n’hi ha prou amb
que` l’usuari visiti la pa`gina quan vulgui recopilar informacio´ sino´ que e´s convenient que l’agenda
el pugui avisar quan s’hagi inserit o modificat quelcom que pugui ser del seu intere`s. Per aixo`,
l’usuari es pot subscriure a les diferents cerques que realitzi, i aix´ı ser avisat en cas d’inserir-se
un nou esdeveniment en una de les modalitats a les que s’ha subscrit. Aquestes notificacions
tambe´ es podran realitzar per SMS o ser visualitzades des d’un canal de sindicacio´ RSS (que
mostrara` la llista completa d’esdeveniments pero` l’usuari nome´s sera` alertat d’aquells que siguin
nous).
3.1 L’entorn de l’aplicacio´
L’Agenda Social esta` programada en forma de Java Servlets1 per incloure en un servidor d’apli-
cacions utilitzant Java EE (Java Platform, Enterprise Edition). L’entorn de desenvolupament
que s’ha utilitzat e´s el de la Figura 3.2. Tal i com alla` es mostra, la programacio´ s’ha realit-
zat des de NetBeans, que incorpora el seu propi servidor d’aplicacions (GlassFish). Aquest es
comunica amb la base de dades MySQL, a la qual tambe´ podem accedir directament des de
l’interf´ıcie visual SQLyog. El client, amb un navegador web, connecta al servidor d’aplicacions
mitjanc¸ant el protocol HTTP.
En l’entorn de programacio´ del servei s’utilitzen diferents llenguatges per resoldre les fun-
cionalitats que requereix el sistema. Les accions i funcions del software estan implementades
en Java, les quals s’executaran al servidor per cada peticio´ que es realitzi. S’utilitza JSP2 per
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Figura 3.2: Entorn de desenvolupament.
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HTML i Java, de manera que es pot definir la forma de la pa`gina i disposar-hi els continguts
que vinguin de l’accio´ que s’ha realitzat en el nucli Java de l’aplicacio´. Aquest codi JSP es
compila en el moment d’execucio´ i resulta en un codi HTML que pot incloure altres llenguatges
habituals en les pa`gines web. Aix´ı doncs, s’utilitza CSS per definir els estils i JavaScript per
implementar codi que s’executi al navegador de l’usuari.
Per l’emmagatzemament permanent de dades s’utilitza una base de dades MySQL, a la qual
s’accedira` des de l’aplicacio´ mitjanc¸ant crides JDBC i en algun cas espec´ıfic crides natives SQL.
Mitjanc¸ant aquestes eines l’entorn aplica el patro´ MVC (Model-View-Controller, Figura
3.3), el qual defineix tres mo`duls amb les funcionalitats diferenciades:
Model: S’encarrega de comunicar l’aplicacio´ amb la base de dades per poder-hi guardar o
recuperar informacio´. S’utilitza JDBC per comunicar-se en la base de dades, i les crides
retornaran objectes Entity3 representant les entrades de la base de dades.
View: S’encarrega de la visualitzacio´ de les pa`gines a partir de la informacio´ que se li propor-
cioni mitjanc¸ant els objectes HttpServletRequest i HttpSession. Aix´ı doncs, no ha de
realitzar interaccions complexes amb el model. Simplement ha de recuperar les dades que
l’accio´ executada li hagi preparat, i incrustar-les en el codi HTML. Aqu´ı e´s on interve´ la
programacio´ en JSP.
Controller: Vincula les peticions dels usuaris amb els servlets, de tal manera que els inclou
la informacio´ de sessio´ de cada usuari en particular i els para`metres de les peticions en
objectes HttpSession i HttpServletRequest. Aix´ı mateix, crea l’objecte HttpServle-















Figura 3.3: Esquema senzill per il·lustrar el patro´ MVC.
Evidentment, el codi JSP e´s capac¸ d’obtenir un objecte model i interactuar amb la base
de dades. Pero`, en principi, aquest patro´ esta` dissenyat perque` cada mo`dul es centri amb una
tasca espec´ıfica i el programador el pugui implementar sense haver-se de preocupar per altres
conceptes. Aix´ı doncs, en l’agenda, habitualment es deixaran els resultats a punt com a atribut
de la peticio´, els quals la pa`gina a visualitzar podra` recuperar fa`cilment. En alguns casos tambe´
es consulta la base de dades, pero` una pa`gina JSP no l’hauria de modificar. A me´s, e´s molt
me´s senzill corregir el codi de les accions en Java que no de les pa`gines JSP, ja que la sorti-
da de consola en l’execucio´ no indica amb tanta precisio´ on es produeixen els errors. Per tant,
s’intenta situar el processament complicat a les accions Java, i minimitzar-lo en les pa`gines JSP.
3Veure Enterprise JavaBean, que facilita la comunicacio´ amb les bases de dades convertint-ne els resultats
de les crides en objectes. http://java.sun.com/products/ejb/index.jsp
17
3.2. APLICACIO´ DEL PATRO´ MVC CAPI´TOL 3. AGENDA SOCIAL
3.2 Aplicacio´ del patro´ MVC
3.2.1 Controller
Per relacionar les peticions de l’usuari amb els me`todes que conte´ l’aplicacio´ s’utilitza la classe
ControllerServlet del paquet web. Aquest servlet esta` definit en el fitxer de configuracio´
web.xml de manera que respongui a qualsevol peticio´ acabada en .do. Aix´ı doncs, aquesta
classe el que fa e´s guiar les peticions (GET i POST) a les accions corresponents. Aquestes estan
descrites en classes que estenen la classe abstracta Action del paquet web.action. Aquesta
darrera classe defineix tambe´ un me`tode abstracte perform, que e´s el que executara` el Control-
ler de l’accio´ corresponent quan rebi una peticio´.
El Codi 3.1 mostra part del que forma la classe ControllerServlet. Com podem veu-
re, disposa d’un objecte del tipus HashMap al qual s’insereixen entrades per definir les accions
disponibles. La l´ınia 9 e´s un exemple de les moltes entrades que hi ha, totes elles seguint el
mateix patro´. L’exemple indica que la peticio´ /init.do ha de ser corresposta amb l’accio´ Ini-
tAction, de la qual se n’executara` el me`tode perform. L’accio´ d’exemple requereix el model
EventModel per accedir a la base de dades. Una de les maneres per donar-li aquesta capacitat
e´s proporcionar-li-ho en aquest punt.
El me`tode doPost recupera el path de la peticio´ (13), el bescanvia per l’accio´ corresponent
(14) i n’executa el me`tode perform (17). Finalment, comentar tambe´ que el me`tode doGet
redirigeix a doPost.
Codi 3.1: Part de la classe ControllerServlet.
1 public class ControllerServlet extends HttpServlet {
2 private HashMap actionMap;
3 @Override
4 public void init() throws ServletException {
5 actionMap = new HashMap();
6 ServletContext context = getServletContext();
7
8 //Inicialitzacio´




12 public void doPost(HttpServletRequest req, HttpServletResponse resp) throws IOException,
ServletException {
13 String op = req.getServletPath();
14 Action action = (Action) actionMap.get(op);
15 // [... s’ha ome`s part del codi, corresponent a notificacions de l’agenda ...]
16 try {
17 action.perform(req, resp);
18 } catch (Exception e) {
19 e.printStackTrace();
20 RequestDispatcher dispatcher = req.getRequestDispatcher("/error.jsp");
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3.2.2 Model
Els models so´n les eines que permeten obtenir i desar informacio´ a les taules de la base de
dades MySQL. Per cada taula hi ha una classe al paquet model amb el nom TaulaModel. Per
exemple, la taula event e´s gestionada per la classe EventModel. Aquests objectes es creen al
me`tode contextInitialized de la classe ContextListener del paquet util cada vegada que
s’inicia l’aplicacio´ web, i s’emmagatzemen com a atributs del context.
La classe ContextListener implementa ServletContextListener i HttpSession-
Listener, i e´s configurada com al listener d’esdeveniments de l’aplicacio´ a web.xml.
Aix´ı doncs, tal i com s’indica al JavaDoc de ServletContextListener4, el me`tode
contextInitialized dels listeners que implementin aquesta classe sera` executat
cada vegada que s’inicialitzi un context, i sempre sera` abans de fer qualsevol altra
cosa.
Com ja s’ha comentat, una de les maneres de fer arribar els models a les classes d’accions e´s
passar-los-els mitjanc¸ant el constructor (tal i com es veu en el Codi 3.1). Una altra manera,
potser me´s co`moda, e´s obtenir-los directament des de l’accio´, en el moment d’execucio´ a partir
del context, el qual es pot aconseguir utilitzant el me`tode esta`tic getContext de la classe Model
(paquet model). Per obtenir el model de la taula event d’aquesta manera s’utilitzaria una l´ınia
com la segu¨ent:
EventModel eventmodel = (EventModel)Model.getContext().getAttribute("eventModel");
De fet, e´s en el mateix me`tode contextInitialized de ContextListener on es proporci-
ona una refere`ncia al context per la classe esta`tica Model.
Acce´s a la Base de Dades
Cada model, quan e´s creat, construeix tambe´ el seu objecte de la classe Controller<E> indi-
cant el tipus d’entitat que ha de retornar. Cal no confondre aquesta classe Controller, que
es refereix a controlador de la base de dades i part del Model, amb ControllerServlet, que
significa controlador de servlets, e´s a dir, part del bloc Controller.
Tornant a la creacio´ d’aquesta classe, vegem-ne un exemple per EventModel,
controller = new Controller<Event>(emf,utx,Event.class);
Aix´ı doncs, es crea en realitat un Controller<Event>, la qual cosa ja indica que ha d’interac-
tuar amb la taula event de la base de dades, i que retornara` llistes d’objectes Event del paquet
entity (veure Figura 3.4).
Els me`todes de la classe model acaben cridant un me`tode retrieve (o similar) del con-
troller especificant les restriccions a incloure a la sente`ncia SQL. D’aquesta manera, la classe
Controller<E>, escrita nome´s una vegada, e´s u´til per a tots els models.
En principi, les sente`ncies SQL que s’envien a la base de dades des de Java han de ser en
llenguatge JDBC que, de fet, en la majoria de casos so´n ide`ntics. Me´s endavant veurem com
ha estat u´til incloure un me`tode de crida nativa SQL per realitzar una operacio´ complexa que
JDBC no permetia fer amb comoditat.
Exclusio´ mu´tua
Com que cada peticio´ que rep el servidor s’executa en un thread diferent, conve´ prevenir la base

















SELECT * FROM 
taula WHERE id=X
Figura 3.4: Crida a la base de dades des de les diverses accions, passant pels models i els objectes
controllers de la classe Controller<E>.
erro`nia. E´s a dir, cal proporcionar algun sistema d’exclusio´ mu´tua.
Aquest control s’aplica a la classe me´s propera a la base de dades, Controller<E>, aix´ı doncs
el codi sera` reutilitzat per cada taula, i aquest sera` l’u´nic lloc on caldra` tenir en compte els
efectes de la concurre`ncia. La classe que realitza el control d’acce´s e´s UserTransaction, de la
qual una u´nica insta`ncia (utx) ha de ser proporcionada a cada objecte de classe Controller<E>.
Aquest utx el proporciona el ContextListener a partir de l’anotacio´ @Resource, i el disposa









Aix´ı doncs, es podra` obtenir invocant
Model.getUtx();
De totes maneres, quan el ContextListener crea els diferents models ja els proporciona
aquest objecte, que alhora el passen al Controller<E> que ells mateixos creen. Per tant, i al
fons de la qu¨estio´, la classe Controller<E> realitza els accessos d’escriptura a la base de dades
de la segu¨ent forma:
Codi 3.2: Escriptura d’una nova entrada entity a la base de dades.
utx.begin(); //obte´ exclusio´ mu´tua
em.persist(entity); //realitza una operacio´
em.flush(); //guarda els canvis a la base de dades
utx.commit(); //allibera l’exclusio´ mu´tua
en aquest exemple la crida persist crea una nova entitat a la base de dades. La crida d’acce´s
pro`piament es realitza sobre l’objecte em de la classe EntityManager, que tambe´ prove´ del
ControllerServlet.
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3.2.3 Visualitzacio´
Per la visualitzacio´ s’utilitzen les diferents pa`gines escrites en JSP. Per tal de redirigir-hi la
peticio´ de l’usuari, l’accio´ que s’estigui processant realitza una crida de la segu¨ent forma:
ViewManager.nextView(req, resp, "pagina.jsp");
D’aquesta manera s’executa el me`tode esta`tic de la classe ViewManager (del paquet web).
Aquest me`tode treu per la sortida de l’usuari la pa`gina /templates/template_web.jsp que
consta del t´ıtol, els menu´s i la refere`ncia al fitxer d’estil CSS. La crida estableix tambe´ un
atribut body a la peticio´, que indica quin JSP cal carregar al cos de la pa`gina. En cas de no
indicar cap pa`gina, es carregara` la vista inicial amb el llistat d’esdeveniments.
Aix´ı doncs, a l’hora de crear una pa`gina nome´s cal escriure’n el contingut central, i la resta




Vinculacio´ amb altres serveis
Actualment, la majoria de serveis disposen d’una interf´ıcie que permet fer-los accessibles des
d’aplicacions web de tercers. Aix´ı doncs, es prete´n que aquests serveis puguin ser utilitzats
per altres desenvolupadors, la qual cosa multiplica el ventall d’usos que se’ls pot donar. Hi ha
diverses maneres de crear una interf´ıcie amigable per la vinculacio´ d’aplicacions. Una de les
me´s simples i utilitzades darrerament e´s creant una interf´ıcie RESTful. A continuacio´ veurem
en que` consisteix aquesta forma de definir les connexions entre sistemes.
4.1 Serveis RESTful
Un servei RESTful [1] e´s aquell que segueix els principis REST (Representational State Trans-
fer). Aquest nom indica que el servei conte´ una interf´ıcie mitjanc¸ant la qual les aplicacions
es poden comunicar amb ell d’una manera simple. Perque` aix´ı sigui, es proposa utilitzar les
accions ba`siques de HTTP [2] per transportar continguts XML [3]. Aquesta comunicacio´ consi-
dera tambe´ les restriccions de HTTP, de manera que ha de ser sense estats. E´s a dir, qualsevol
peticio´ conte´ tota la informacio´ necessa`ria per obtenir la resposta, i no s’ha de fer refere`ncia a
cap comunicacio´ anterior.
L’avantatge d’aquesta metodologia vers altres eines com la famı´lia WS-* o sistemes COM o
CORBA, e´s que la comunicacio´ e´s molt simple gra`cies a que es restringeix a utilitzar HTTP i
transportar nome´s la informacio´ necessa`ria mitjanc¸ant XML amb les etiquetes que cada servei
es defineixi. Aix´ı doncs, s’evita haver de maniobrar amb capes interme`dies complexes que pu-
guin crear problemes en cas de tenir configuracions diferents entre els dos extrems.
Com que l’atribut RESTful no te´ una frontera clarament definida per saber si el servei que
s’esta` desenvolupant ho e´s o no, [1] explica una arquitectura que, seguint les regles de la qual,
du a desenvolupar una interf´ıcie clarament RESTful. Aquesta e´s l’arquitectura orientada a
recursos, Resource-Oriented Architecture. Do´na relleva`ncia a l’adrec¸abilitat dels recursos i la
propietat de no conservar estat en les transaccions.
S’ente´n per recurs qualsevol informacio´ que pugui ser d’intere`s per a un usuari. Aix´ı doncs,
cal que els recursos siguin adrec¸ables, e´s a dir, que es puguin localitzar directament mitjanc¸ant
una URI [4]. Per exemple, certes pa`gines web no canvien la direccio´ a la que el navegador
apunta a mesura que es van explorant les diferents visualitzacions que proporciona. Aquest e´s
precisament el cas que cal evitar en una arquitectura RESTful. El que es prete´n e´s que cada
recurs pugui ser accedit directament a partir d’una URI, i no haver de viatjar per altres recursos.
Respecte el concepte de no mantenir estat en les transaccions, ja s’ha comentat que e´s per
conservar la simplicitat del protocol HTTP i poder realitzar peticions sense haver de fer re-
fere`ncia a informacio´ intercanviada anteriorment.
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A me´s, l’arquitectura versa sobre l’u´s que s’ha de donar a les primitives HTTP. En resum,
cal usar GET per obtenir dades, PUT per crear un nou recurs o modificar-ne un d’existent, POST
per crear un nou recurs i DELETE per eliminar-lo. E´s de destacar que en algunes ocasions es
realitza un u´s de POST que no e´s compatible amb la filosofia REST. Aquesta primitiva nome´s
pot ser utilitzada per proporcionar informacio´ al servidor, pero` no per retornar-ne. E´s a dir,
caldria que aquest resultat fos adrec¸at directament sense haver de passar per un POST. Per
tant, aquest u´s indegut de POST s’hauria de traduir en realitat en 2 passos: POST per donar la
informacio´ al servidor, i GET per obtenir la informacio´ que retorna.
Aix´ı doncs, actualment, gran quantitat de serveis implementen interf´ıcies d’aquest tipus.
Alguns d’ells que puguin proveir dades interessants per l’Agenda Social seran utilitzats tal i
com s’explica en els segu¨ents apartats.
4.2 Facebook
Facebook1 e´s una xarxa social que, en part, obte´ valor a partir d’aplicacions desenvolupades
per tercers i integrades en el mateix portal. Per permetre-ho, Facebook do´na informacio´ sobre
com interactuar amb el seu sistema.
A part d’aplicacions integrades en la mateixa web, aquesta xarxa disposa tambe´ d’una in-
terf´ıcie RESTful a partir de la qual es pot obtenir informacio´ de l’usuari que s’autentiqui. Per
exemple, el seu nom, informacio´ sobre formacio´, fotografies o la mateixa informacio´ dels seus
amics.
En concret, allo` que me´s pot interessar per desenvolupar l’Agenda Social e´s la llista dels
amics de l’usuari. D’aquesta manera, l’Agenda podria saber quins dels seus usuaris so´n amics
entre ells gra`cies a que han confirmat la seva amistat en Facebook.
A me´s, tambe´ es considera interessant que l’agenda sigui capac¸ d’importar esdeveniments
de Facebook. E´s a dir, un usuari que a Facebook ha trobat un esdeveniment interessant, ha
donat dades respecte la seva assiste`ncia o ha creat aquesta cita, hauria de poder recuperar-ne
les dades des de l’agenda. D’aquesta manera s’aconseguiria que, sense gran esforc¸, els usuaris
inserissin me´s esdeveniments a l’agenda.
Per aconseguir-ho, s’ha disposat la icona de Facebook a la pa`gina inicial de l’Agenda Social
(Figura 3.1). Quan l’usuari cliqui alla`, i despre´s del procediment d’autenticacio´ davant de la
xarxa social, sera` redirigit al llistat d’esdeveniments que s’hagin pogut obtenir a partir del seu
compte de Facebook. Alla`, l’usuari pot seleccionar quins esdeveniments importar (Figura 4.1).
Un cop iniciat el procediment, esdeveniment a esdeveniment se li mostra com queden emplenats
els camps de l’agenda per cada un d’aquests (Figura 4.2), i aix´ı en pot modificar o completar
els que facin falta.
S’ha publicat una API de Facebook per Java [5] que permet accedir-hi co`modament des
d’aquest llenguatge sense baixar a nivell de XML i HTTP. En la Seccio´ B.1 s’explica com s’ha
implementat la funcionalitat que requereix l’Agenda Social, mitjanc¸ant aquestes llibreries.
4.2.1 Procediment d’autenticacio´ de l’usuari contra Facebook
El procediment d’autenticacio´ de l’usuari cap a Facebook que la xarxa social proposa e´s bastant
elaborat i permet realitzar-se sense que l’Agenda Social hagi de maniobrar amb dades privades
de l’usuari (la seva contrasenya). Aix´ı doncs, e´s un procediment forc¸a segur per l’usuari, ja que
1Facebook: http://www.facebook.com
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Orange Community Events Manager file:///D:/Narcis/Documents/Narcis/uni/PFC/editantHTML/importarFa...
1 de 1 06/04/2009 19:42
Figura 4.1: Llista de seleccio´ d’esdeveniments a importar d’un altre servei.
Figura 4.2: Pa`gina de confirmacio´ d’un esdeveniment a importar. L’usuari pot verificar i modificar
els camps a l’Agenda Social.
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pot confiar que l’aplicacio´ no robara` el seu compte de Facebook.
La Figura 4.3 mostra com es realitza aquest procediment. El que es vol aconseguir e´s comu-
nicar l’Agenda Social i Facebook tot tenint en compte que actua en nom de l’usuari. Aix´ı doncs,
en primer lloc, l’usuari inicia l’accio´ (a l’agenda) de sincronitzar dades amb Facebook. L’agenda
contesta indicant una direccio´ a la qual s’ha de redirigir amb la apiKey, que e´s una clau que
identifica l’aplicacio´ davant Facebook. L’usuari presentara` aquesta clau a la URL que se li ha
indicat redirigir-se, que pertany a la xarxa social. Aleshores, aquest darrer sistema envia a
l’usuari el formulari d’autenticacio´. Ell l’emplena amb el seu identificador i la seva contrasenya,
que envia cap a Facebook. Llavors, la xarxa social crea un token (o testimoni) d’autenticacio´ i
el do´na a l’usuari, juntament amb la direccio´ de l’agenda a la qual s’ha de redirigir ara.
Amb aquest token queda autenticat que l’Agenda Social pot accedir a Facebook en nom de
l’usuari. Aix´ı doncs, l’usuari el do´na a l’agenda i aquesta es comunica directament amb xarxa
social, que li do´na una clau de sessio´ per mantenir l’estat d’autenticacio´ fins que aquesta caduqui.
En cas que l’usuari ja hagi iniciat sessio´ a Facebook amb el navegador, o hagi marcat l’opcio´
perque` se’l recordi, s’omet el pas de demanar-li les credencials.
D’altra banda, si e´s la primera vegada que l’usuari accedeix des d’aquesta aplicacio´, se li
demanara` si n’autoritza a l’acce´s a les seves dades. Si ho denega, els dos sistemes no arribaran
a obtenir una comunicacio´ satisfacto`riament.
4.2.2 Autenticacio´ de l’aplicacio´ contra Facebook
Ja hem vist en l’apartat anterior com es fa perque` l’usuari es pugui autenticar davant de Face-
book. Qui tambe´ ho ha de fer, pero`, e´s l’aplicacio´. Aixo` e´s necessari perque` la xarxa social pugui
gestionar la privacitat de l’usuari. La primera vegada que un usuari s’autentica mitjanc¸ant una
aplicacio´, la xarxa social li demana si permet que aquesta accedeixi a les seves dades. Aleshores,
cal evitar que un altre servei hi accedeixi sense demanar-li permı´s (e´s a dir, fent-se passar per
l’aplicacio´ que havia estat acceptada).
Per resoldre aquesta situacio´, l’aplicacio´ s’identifica amb la API key i s’autentica mitjanc¸ant
la Secret key. La primera d’elles no e´s secreta: la coneix l’usuari que l’entrega a Facebook en el
procediment anterior. La segona, pero`, nome´s la coneix l’aplicacio´ i l’entrega a Facebook per
demostrar que no es tracta de cap suplantacio´.
4.2.3 Configuracio´ de l’aplicacio´ a Facebook
Per permetre aquest intercanvi de claus entre el desenvolupador i la xarxa social, cal que l’apli-
cacio´ es doni d’alta. Aix´ı doncs, cal registrar-la i configurar-la a trave´s del compte de Facebook
del desenvolupador. Pel cas que ens interessa, les dades rellevants so´n les claus API key, Secret
key i la direccio´ Callback URL.
En l’apartat anterior ja s’ha comentat l’u´s dels dos primers para`metres. El darrer indica a
quina URL s’ha de dirigir l’usuari despre´s del proce´s d’autenticacio´ vers Facebook. Aix´ı doncs,
una vegada introdu¨ıdes les credencials, el navegador de l’usuari apuntara` a la Callback URL
passant com a para`metre el auth token que necessita l’agenda. Aquestes claus es subministren
a la pa`gina de configuracio´ de l’aplicacio´ (Figura 4.4).
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Figura 4.3: Procediment d’autenticacio´ a Facebook.
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Figura 4.4: Configuracio´ de l’aplicacio´ de Facebook. El desenvolupador, com a usuari de la xarxa,
l’ha de donar d’alta i configurar-la.
4.3 Twitter
Twitter2 e´s un servei de notificacio´ d’estat que permet a l’usuari publicar una breu descripcio´
del que pensa o esta` fent en cada instant. A me´s, permet seguir els comentaris d’altres usuaris
via web, RSS i, fins i tot, rebent un SMS cada vegada que hi hagi un canvi d’estat d’un usuari
d’intere`s.
Dins el marc de l’Agenda Social, es va donar com a requeriment que el sistema fos integrat
amb Twitter. Aix´ı doncs, l’u´s que sembla u´til donar-li e´s notificar a Twitter quan un usuari
modifiqui un esdeveniment. D’aquesta manera, les persones que siguin followers (o seguidors)
d’aquest usuari podran ser notificats d’aquest canvi via Twitter, que alhora permet enviar-ho
per SMS.
S’han publicat unes APIs de Java per Twitter [6] que permeten accedir al servei co`modament
des d’aquest llenguatge. El procediment d’autenticacio´ pero`, en aquest cas, no e´s tan elaborat
com el de Facebook, de manera que obliga a l’Agenda Social maniobrar amb la contrasenya en
clar de l’usuari. Aix´ı doncs, en el seu moment i tenint en compte que es tracta d’una versio´
de demostracio´ de l’aplicacio´, es va decidir guardar la contrasenya de l’usuari en clar a la base
de dades per poder accedir al seu compte Twitter quan fos necessari realitzar un canvi d’estat
referent als esdeveniments.
A me´s, aprofitant altres funcionalitats de l’API, es permet que quan un usuari consulti la in-
formacio´ d’un altre vegi un enllac¸ a la seva pa`gina de Twitter i tambe´ que pugui fer-se’n seguidor
directament des de l’Agenda Social, aix´ı sent notificat dels seus canvis mitjanc¸ant aquest servei.
En la Seccio´ B.3 s’explica com s’ha actuat per manipular les APIs i aconseguir integrar
aquest servei a l’Agenda Social.
2Twitter: http://www.twitter.com
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4.4 Google Calendar
Google Calendar e´s el servei de calendari i agenda que proporciona Google. Tambe´ ofereix una
interf´ıcie RESTful juntament amb unes APIs per diferents llenguatges, Google Data APIs [7],
d’entre les quals la de Java es ido`nia per l’Agenda Social.
L’u´s que es pot donar de vincular el servei amb Google Calendar e´s importar esdeveniments
d’aquesta plataforma perque` aix´ı l’usuari no els hagi d’introduir manualment una altra vega-
da. Per tant, es defineix l’accio´ de sincronitzar amb Google Calendar de manera que permeti
restringir els esdeveniments a seleccionar segons un rang de dates i tambe´ segons els diferents
calendaris que l’usuari hi tingui definits. Posteriorment, una pa`gina de seleccio´ permet decidir
particularment quins esdeveniments importar (Figura 4.1) i despre´s, un a un, corregir-ne (o
afegir-hi) dades en cas que sigui necessari (Figura 4.2), tal i com s’ha vist en la importacio´
d’esdeveniments de Facebook.
D’aquesta manera s’agilitza la creacio´ d’esdeveniments a l’Agenda Social permetent reu-
tilitzar l’esforc¸ de l’usuari pero` alhora donant la possibilitat de co`modament afegir-hi dades
addicionals per camps que Google Calendar no consideri. La implementacio´ d’aquesta funcio-
nalitat es pot veure a la Seccio´ B.2.
4.4.1 Estructuracio´ de la informacio´ a Google Calendar
La informacio´, a Google Calendar, s’estructura en calendaris. Cada usuari en pot tenir varis,
i cada esdeveniment esta` vinculat a un d’aquests. Els calendaris poden ser pu´blics o privats, i
l’usuari tambe´ en pot importar d’altres persones.
L’obtencio´ de la llista de continguts, de fet, funciona mitjanc¸ant canals Atom. E´s a dir,
l’aplicacio´ realitza una peticio´ a una determinada direccio´ i la resposta e´s un canal Atom que
conte´ la llista de calendaris o esdeveniments. Cada ı´tem de la llista conte´ una direccio´ que sera`
utilitzada per obtenir-ne el seu contingut.
Pel cas de l’usuari usuari@gmail.com, el canal per obtenir la llista de calendaris e´s
http://www.google.com/calendar/feeds/usuari@gmail.com
Una peticio´ a aquesta adrec¸a ens retornara` un XML en format Atom llistant els calendaris de
l’usuari. Cada entrada indica la direccio´ del propi calendari, a partir de la qual se’n poden
obtenir i modificar caracter´ıstiques seves. Pel calendari principal, e´s de la forma
http://www.google.com/calendar/feeds/usuari@gmail.com/usuari@gmail.com
mentre que per la resta de calendaris no e´s tan senzill, com per exemple
http://www.google.com/calendar/feeds/usuari@gmail.com/1oiehp40o82id5hbnrn1usa1ho%40group.
calendar.google.com
El problema e´s que aquesta direccio´ ens proporciona acce´s a propietats del calendari, pero`
no als seus esdeveniments. Per aixo`, cal obtenir l’adrec¸a del canal d’esdeveniments d’aquest
calendari. En principi, segons Google, cal obtenir-les des de la pa`gina de Google Calendar (es
proporcionen a l’apartat de configuracio´). Pel cas del calendari principal, pero`, es pot fer sense




• Llista d’esdeveniments del calendari principal:
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http://www.google.com/calendar/feeds/usuari@gmail.com/private/full
Tot i aix´ı, aquest me`tode no funciona per la resta de calendaris. A me´s, les llibreries tampoc
proporcionen cap forma d’obtenir el canal d’esdeveniments a partir de la informacio´ del calen-
dari. Per tant, e´s necessari deduir-les d’alguna manera, o s’haura` de demanar a l’usuari que
les obtingui de la web de Google Calendar calendari a calendari (cosa a evitar). Observem
a continuacio´ les direccions que obtenim a partir de la pa`gina de Google calendar (vegem un
exemple).
• Canal d’un calendari no principal:
http://www.google.com/calendar/feeds/usuari@gmail.com/1oiehp40o82id5hbnrn1usa1ho%40group.
calendar.google.com
• Canal de la llista dels seus esdeveniments:
http://www.google.com/calendar/feeds/1oiehp40o82id5hbnrn1usa1ho%40group.calendar.google.com/
private/full
Veiem que conserven una certa lo`gica. La segona la podem obtenir de la primera eliminant el
segment que conte´ l’identificador usuari@gmail.com, i afegint al final /private/full. Per tant,
amb aquest procediment el problema queda extraoficialment solucionat, e´s a dir, que funcionara`
sempre i quant Google Calendar mantingui aquesta estructura. I diem extraoficialment perque`,
com que la documentacio´ no parla de que` l’adrec¸a es pugui obtenir aix´ı, entenem que un canvi
en l’estructura no seria necessa`riament avisat a la pa`gina de les llibreries.
Obtencio´ dels objectes en Java
Despre´s de manipular totes aquestes adreces, el procediment per obtenir els objectes (ja siguin
calendaris o esdeveniments) a partir d’elles e´s molt senzill. L’exemple segu¨ent mostra com obte-
nir la llista de calendaris, on url e´s l’adrec¸a apropiada i service e´s un objecte CalendarService
creat apropiadament:
CalendarFeed calFeed = service.getFeed(url, CalendarFeed.class);
List<Calendar> lc = cFeed.getEntries();
Aix´ı doncs, per obtenir els esdeveniments cal canviar l’adrec¸a, les declaracions i l’objecte que
determina la classe del resultat de la crida.
La resta de detalls me´s espec´ıfics de la implementacio´ del mo`dul per l’Agenda Social es
comenten a la Seccio´ B.2.
4.5 Google Maps i Localitzacio´ Geogra`fica
La inclusio´ de Google Maps obre dues possibilitats molt interessants per l’Agenda Social. Per
una banda, es pot utilitzar per marcar la posicio´ exacta de cada esdeveniment per tal que els
usuaris la puguin consultar. D’altra banda, es pot utilitzar tambe´ per mostrar la localitzacio´
geogra`fica dels usuaris. Orange disposa d’un servei de localitzacio´ en un servidor REST i va
demanar que s’inclogue´s aquesta prestacio´ a l’Agenda Social.
Servei de Localitzacio´ d’Orange
Aquest servei permet demanar la posicio´ d’un usuari mitjanc¸ant una peticio´ HTTP, despre´s
de la qual es retornara` el resultat en format XML. La capc¸alera de la peticio´ HTTP cal que
contingui les opcions:
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Content-Type: text/xml
Accept: application/xml
Aleshores cal autenticar l’usuari fent una peticio´ de la forma
GET http://oust.elibel.tm.fr/dragnshare/api/auth/index.xml?login=xxx&password=yyy
on xxx e´s l’identificador de l’usuari i yyy e´s la seva contrasenya xifrada en SHA-13. El servidor
retornara` una resposta de la forma
1 <result status="OK">
2 <token>
3 <socialID> valorSocialId </socialID>
4 <key> valorKey </key>
5 </token>
6 </result>
on valorSocialID e´s l’identificador que cal donar per localitzar aquest usuari, i valorKey e´s la





Un cop l’usuari ha estat autenticat i es disposa de la clau de sessio´, es pot procedir a obtenir
la seva informacio´ de localitzacio´. Caldra` fer una accio´ GET de la forma
GET http://oust.elibel.tm.fr/dragnshare/api/users/socialID/geolocalisations
amb el valor de socialId que s’ha obtingut de l’autenticacio´. Aquesta peticio´ retornara`, vist en
un exemple,
1 <geolocalisation localized_at="2009-04-09 10:00:34">








on podem veure que es mostra quan s’ha realitzat la darrera localitzacio´ i el carrer, ciutat, codi
postal i coordenades de la ubicacio´ de l’usuari
El que s’ente´n com una funcionalitat interessant en l’Agenda Social e´s mostrar en el perfil de
l’usuari un mapa amb la seva darrera localitzacio´ (Figura 4.5). Aix´ı doncs, si l’usuari do´na les
seves credencials per aquest servei, permetra` que altres persones vegin aquest mapa en visitar el
seu perfil. El punt en el mapa es marca a partir de les coordenades proporcionades i, a me´s, es
mostra la informacio´ de carrer, localitat i codi postal. L’usuari pot navegar a trave´s del mapa
arrossegant-lo amb el punter i pot canviar el zoom mitjanc¸ant la rodeta del ratol´ı, tal i com e´s
habitual a Google Maps.
El mapa s’insereix a la pa`gina mitjanc¸ant JavaScript tal i com s’indica a la Seccio´ B.9.1. La
programacio´ del mo`dul de localitzacio´ es veu a la Seccio´ B.4.
4.5.1 Mapa en els esdeveniments
Per tal de poder indicar la posicio´ exacta on es realitzen els esdeveniments, l’usuari pot fer
emergir un mapa (clicant Show address in the map) en el formulari de creacio´ o edicio´ d’un
d’ells (Figura 4.6). La primera vegada que l’usuari obri aquest mapa, apareixera` senyalada amb
3SHA: Famı´lia de sistemes de funcions hash criptogra`fiques de l’Age`ncia de Seguretat Nacional dels Estats
Units. RFC SHA-1: http://www.ietf.org/rfc/rfc3174.txt.
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Localization information: Avenue de la République, Châtillon.











 My active events feed
















Map data ©2009 Tele Atlas - Terms of Use
Orange Community Events Manager http://localhost:8081/SocialAgenda2/goViewUser.do?usernick=Narcis
1 de 1 06/04/2009 19:47
Figura 4.5: Perfil d’un usuari amb localitzacio´ habilitada.
una marca vermella la posicio´ que Google Maps pugui trobar segons la informacio´ que s’hagi
introdu¨ıt en els camps Adrec¸a i Ciutat, que tambe´ s’indicaran en un globus sobre la marca. El
mapa disposa de les capacitats de mobilitat habituals en Google Maps.
A me´s, l’usuari pot afinar la posicio´ de la marca arrossegant-la cap alla` on li convingui. Aix´ı
doncs, quan hagi estat posicionada satisfacto`riament, pot marcar la casella Save map location
per indicar que es guardi amb les dades de l’esdeveniment. En cas contrari, si perd la refere`ncia
i vol tornar al punt inicial dedu¨ıt dels camps del formulari, pot fer-ho tancant i tornant a obrir
el mapa amb la casella “guardar posicio´” sense marcar.
4.6 Publicacio´ de canals RSS
En aquest apartat no es tracta la interconnexio´ amb un altre sistema mitjanc¸ant una interf´ıcie
RESTful, pero` s’ubica aqu´ı ja que forma part d’una comunicacio´ de l’agenda amb l’exterior.
Les especificacions de l’agenda demanaven que l’usuari tingue´s acce´s a canals RSS dels esdeve-
niments pu´blics i dels de les llistes a les que s’ha subscrit. Un canal de sindicacio´ RSS (Really
Simple Syndication per RSS 2.0 [8]) permet obtenir co`modament dades d’un servei web amb
cont´ınua actualitzacio´. Aquestes dades les pot demanar un programa anomenat agregador,
que permet ajuntar elements de diferents llocs web a`gilment (sense haver-ne de descarregar les
imatges ni formats) i mostrar-los de manera uniforme perque` l’usuari les pugui llegir a mode
de not´ıcies.
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Figura 4.6: Part del formulari de creacio´ d’un esdeveniment amb el mapa desplegat.




4 <title>Tı´tol del canal</title>
5 <link>http://www.exemple.com/urlCanal</link>
6 <description>Descripcio´ del canal</description>
7
8 <item>
9 <title>I´tem 1 del canal</title>
10 <link>http://www.exemple.com/urlItem1.htm</link>
11 <description>
12 Una breu descripcio´ de l’ı´tem anunciat,
13 o fins i tot la descripcio´ completa
14 </description>









El Codi 4.1 mostra un exemple del format RSS 2.0. Com podem veure, definim un canal
amb el seu t´ıtol, enllac¸ per obtenir-lo, descripcio´. . . Aleshores es llisten els diferents ı´tems que
s’hi han inclo`s. Cada un d’ells consta d’un t´ıtol i l’enllac¸ per anar a la pa`gina on es mostra.
S’hi pot incloure tambe´ una descripcio´. El para`metre guid significa Globally Unique Identifier
i ha de tenir un valor u´nic que pugui identificar cada ı´tem. Pel cas de l’Agenda Social es pot
utilitzar la mateixa URL indicada a l’enllac¸. El camp pubDate indica la data de publicacio´
d’aquest ı´tem. Aquesta, tambe´ es pot indicar mitjanc¸ant un camp dc:date, que e´s tal i com
s’anomenen les dades segons el conjunt d’elements metadata Dublin Core [9]. La llista segueix
amb la resta d’´ıtems que hagi de contenir.
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A l’agenda s’utilitza el camp descripcio´ per indicar la data i hora de l’esdeveniment seguit
de la descripcio´ d’aquest. L’enllac¸ de l’´ıtem correspon a la pa`gina de visualitzacio´ de l’esdeve-
niment, de la forma
http://servidor.upc.edu/SocialAgenda2/viewEvent.do?eventid=ID
on ID correspon a l’identificador de l’esdeveniment.
Les llibreries per Java del Projecte ROME [10] permeten crear co`modament aquests canals
de sindicacio´ en diferents formats (RSS 2.0, RSS 1.0, RSS 0.91, ATOM 3.0 i d’altres), i han




En aquest apartat veurem tres sistemes de prediccio´ i varis me`todes d’aprenentatge per aquests,
els quals seran posteriorment aplicats per desenvolupar diferents propostes per un sistema de
recomanacio´ per l’Agenda Social.
Aquests sistemes so´n capac¸os de predir, amb me´s o menys error, el valor de la sortida donades
les seves entrades. Per aconseguir-ho cal, en primer lloc, entrenar-los. E´s a dir, proporcionar-
los un conjunt d’entrades juntament amb les seves sortides esperades. Aix´ı doncs, el sistema
s’ajusta al comportament d’aquestes, que suposadament e´s representatiu del de les dades que
haura` de predir.
En primer lloc, veurem un bloc que obte´ la sortida a partir d’una combinacio´ lineal adaptati-
va de les seves entrades. Els coeficients de ponderacio´ tenen capacitat d’aprenentatge mitjanc¸ant
el me`tode del descens per gradient.
Seguidament entrarem al camp de les xarxes neuronals. Veurem l’estructura d’una neurona
artificial i ens adonarem que e´s com el sistema anterior tot afegint-hi una funcio´ d’activacio´
com a darrera etapa. De fet, aquesta funcio´ podria ser de la forma f(x) = x, de manera que
el sistema ja seria ide`ntic al primer. Un sistema format per una u´nica neurona rep el nom de
perceptro´. El pas significatiu, pero`, e´s ampliar-lo a va`ries neurones, formant aix´ı una xarxa
neuronal. En veurem algunes propietats i tres me`todes d’entrenament, el primer dels quals
molt proper al descens per gradient.
Fins aqu´ı tots els me`todes d’aprenentatge troben els seus resultats de forma emp´ırica, e´s
a dir, provant diverses possibilitats i veient quines donen un error inferior sobre el conjunt
d’entrenament. Pero` el darrer sistema que veurem, SVM, proporciona una solucio´ anal´ıtica
que, d’entre les mu´ltiples possibles combinacions o`ptimes pel conjunt d’entrenament, elegeix
l’o`ptima de cara a l’error de prediccio´.
5.1 Descens per gradient sobre una neurona lineal
El descens per gradient e´s un me`tode d’aprenentatge aplicable sobre un sistema que sumi una
ponderacio´ de les seves entrades per obtenir un valor de sortida (com el de la Figura 5.1. Aquest
me`tode d’entrenament permet automa`ticament obtenir una combinacio´ de pesos wi a wL que
proporcionin un error mı´nim per les entrades amb les que s’ha entrenat el sistema.
Aquest me`tode consisteix en entrenar el sistema amb un conjunt d’entrades i les seves
sortides ideals. L’error quadra`tic, operant amb 2 coeficients, podria tenir la forma de la Figura
5.2. Sobre aquest, es prete´n assolir l’error mı´nim (a la figura situat al punt w1 = w2 = 111 ).
35
5.1. DESCENS PER GRADIENT CAPI´TOL 5. APRENENTATGE
Segons el valor dels dos coeficients, el sistema estara` situat en un punt sobre la superf´ıcie
d’aquesta gra`fica. Aleshores, per saber cap a on dirigir-se, calcula el gradient de l’error i
modifica els coeficients en sentit contrari. E´s a dir, observa quina e´s la direccio´ de ma`xima















Figura 5.1: Sistema que pondera les entrades mitjanc¸ant uns coeficients wi ajustables. De fet, e´s un
filtre adaptatiu, o un perceptro´ o neurona amb una funcio´ d’activacio´ lineal
5.1.1 Cerca del punt amb mı´nim error
Cerca de punts cr´ıtics
Sigui el conjunt d’entrades ~xi per i = 1, . . . , N ,
~xi = [xi1, xi2, . . . , xiL]T
on xil ∈ [0, 1] pel nostre cas com ja veurem me´s endavant, les sortides ideals ri i els pesos de
ponderacio´ del sistema ~wi. Siguin
~w = [w1, w2, · · · , wL]T
i les sortides del sistema si,
si = ~xi
T · ~w
aleshores, es pot calcular l’energia de l’error entre la sortida del sistema i el seu valor ideal, en










T · ~w − re)2 (5.1)
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Figura 5.2: Exemple d’error segons w1 i w2 per un cas de dues dimensions. En aquest cas, s’ha
dibuixat f(w1, w2) = (w1 + 10w2 − 1)2 + (10w1 + w2 − 1)2.

























(xeiwi − re) · xei (5.3)












(se − re) · ~x (5.5)





T · ~w − re
)









re · ~xe (5.6)
El sistema sera` compatible determinat o compatible indeterminat,
rank(A) = A′ ≤ L
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e´s la matriu ampliada, i ~w el vector inco`gnita. Aix´ı doncs, el sistema d’equacions tindra` almenys
una solucio´, e´s a dir, un o diversos punts cr´ıtics.
Caracteritzacio´ dels punts cr´ıtics
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on les derivades creuades so´n iguals per ser una funcio´ de variables separables i, a me´s, podem
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perque`, com veurem a la Seccio´ 7.1.2, xe,i ≥ 0 provenen de les me`triques definides en
l’interval [0, 1].


































no siguin nuls, la matriu sera`
definida positiva i es tractara` d’un mı´nim local. Per altra banda, si algun element de la diago-
nal e´s nul, sera` una matriu semidefinida positiva. Aleshores, voldra` dir que per aquest conjunt
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d’entrenament alguna de les dimensions no te´ efectes en l’error i, per tant, aquest te´ infinites
solucions. Tot i aix´ı, com que la resta de derivades parcials no nul·les segueixen sent positives,
hi haura` un mı´nim en aquelles altres dimensions.
En el cas de tenir nome´s un punt cr´ıtic, sabem que e´s un mı´nim. Si n’hi haguessin varis,
pero`, el que tindr´ıem e´s una regio´ de mı´nims. En canvi, el que no e´s possible e´s tenir diferents
mı´nims separats ja que, en aquest cas i com que la funcio´ e´s derivable, haur´ıem trobat un ma`xim
local entre ells.




= 0, pero` aixo` nome´s es donaria si ~xi = 0 ∀i,
la qual cosa vol dir que no disposem d’entrades no nul·les. No hi hauria prou informacio´ per
realitzar l’entrenament.
Per tant, el descens per gradient, que de fet fa que el sistema sigui un filtre adaptatiu, ha
de convergir cap al mı´nim que te´ la funcio´ error (o un punt dels de la regio´ de mı´nims).
A l’inici del procediment d’entrenament els coeficients de ~w es poden establir a 0, deixar-los
en el darrer punt on s’havien situat o simplement inicialitzar-los a l’atzar. A cada iteracio´
s’incrementaran els pesos wi en
4~w = −K · ∇E = −K
N∑
i=1
(se − re) · ~xe
Aix´ı doncs, els coeficients es mouran en sentit contrari al resultat del gradient. Si en una di-
mensio´ el gradient ja e´s nul, aquest coeficient romandra` alla` on s’hagi inicialitzat.
Aquest me`tode e´s, en teoria, computacionalment menys costo´s que resoldre l’equacio´ (5.6),
ja que evita el ca`lcul d’una matriu inversa i sobretot no requereix tractar de manera especial
els casos quan hi hagi me´s d’una solucio´ (quan |A| = 0, A no te´ inversa). Tot i que per una
matriu relativament petita el cost de realitzar una inversa no e´s significatiu, pot ser u´til pel cas
d’ampliar el nombre de dimensions, per resoldre els casos amb me´s d’un mı´nim i sobretot per
encaminar el segu¨ent me`tode que en el fons deriva d’aquest procediment.
5.1.2 Eleccio´ del para`metre K
La constant K escala l’increment realitzat a cada iteracio´ sobre els coeficients del filtre. Si
aquesta constant e´s massa gran, com es pot veure a la Figura 5.3, el sistema divergira` cap a un
error cada cop major. Al contrari, si K e´s suficientment petita (Figura 5.4), me´s ra`pidament o
me´s lentament el sistema anira` convergint.
Existeix una cota pel para`metre K segons les propietats del senyal entrant. Tot i aix´ı, com
que no esta` caracteritzat quines propietats tindra` en un cas real, no es creu oportu´ compro-
metre’s amb un valor que permetria una converge`ncia me´s ra`pida pero` augmentaria el risc de
divergir.
5.2 Xarxes neuronals
Fins aqu´ı ja hem ente`s el sistema format per una combinacio´ lineal i entrenat mitjanc¸ant el
descens per gradient. Ara e´s l’hora de complicar-lo una mica me´s, transformant-lo en xarxa
neuronal.
En primer lloc veurem l’estructura d’una neurona artificial i la similitud que te´ amb el sis-
tema anterior. Seguidament formarem una xarxa neuronal, tot comentant-ne la seva disposicio´
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Figura 5.3: Exemple on K e´s massa gran i el
sistema divergeix.
Figura 5.4: Exemple on en els dos casos el sis-
tema convergeix.
en capes i veient alguns consells pel seu dimensionament.
Aleshores veurem tres me`todes d’entrenament per xarxes neuronals. El primer d’ells, back-
propagation, e´s en realitat una evolucio´ del descens per gradient per tal d’aplicar-lo a aquestes.
El segon, algoritmes gene`tics, realitza una cerca forc¸a atzarosa del resultat, tot considerant
possibilitats bastant disperses. Finalment, la recuita simulada e´s l’aplicacio´ del concepte d’un
procediment metal·lu´rgic sobre una xarxa neuronal.
5.2.1 Una neurona
Una Neurona artificial (Figura 5.5) es defineix com a un sistema amb va`ries entrades i una
sortida, capac¸ d’aprendre per a quines condicions d’entrada ha d’activar o desactivar la sortida.
Internament aquesta multiplica cada entrada pel seu pes wi i aleshores suma tots aquests
valors ponderats. Finalment, una funcio´ d’activacio´ decideix si la neurona s’ha d’activar o no, i
d’aquesta manera estableix la sortida a 1 o 0. De fet, segons quina funcio´ d’activacio´ s’utilitzi,
el valor de sortida pot ser binari o continu. Pel cas de la funcio´ d’activacio´ grao´, la sortida



















Figura 5.5: Neurona artificial.
Altres funcions d’activacio´ que poden ser u´tils si es desitja una sortida continua so´n la Sig-
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mo¨ıdal i la Tangent hiperbo`lica, les quals tot i conservant la derivabilitat (que sera` molt u´til per
entrenar el sistema) mantenen un comportament proper al grao´. A me´s, una altra funcio´ d’ac-
tivacio´ que es pot utilitzar e´s fact(x) = x, tractant-se aleshores d’una neurona lineal. Aquest
cas revela exactament la mateixa situacio´ que la seccio´ anterior. Aix´ı doncs, aquesta proposta
prete´n ampliar-la no utilitzant una sola neurona ara, sino´ va`ries, i amb una funcio´ d’activacio´
derivable i gene`rica.
5.2.2 Xarxa neuronal: neurones interconnectades
Una xarxa neuronal e´s un conjunt de neurones interconnectades de manera que s’organitzen en
capes. Pel cas de les xarxes feedforward, cada neurona te´ una connexio´ amb totes i cada una
de les neurones de la segu¨ent etapa. Aix´ı doncs, en realitat, cada una d’aquestes connexions
tindra` assignat un pes wi que correspon al coeficient que aplica cada neurona abans de sumar
els resultats de les seves entrades. Quan es parla de xarxes neuronals, en canvi, el pes wij
s’assigna a la connexio´ que hi ha entre les neurones i i j, i no nome´s a la neurona j com es feia
pel cas d’un sol exemplar. Amb aquest canvi de lloc dels pesos, el sistema disposa de tantes
entrades com neurones te´ a la primera capa, i tantes sortides com neurones te´ a l’u´ltima. La
xarxa de la Figura 5.6 te´ tres capes, tres entrades i una sortida.
Figura 5.6: Xarxa neuronal amb 3 entrades i 1 sortida. Disposicio´ en 3 capes: capa d’entrada, capa
oculta i capa de sortida.
La primera capa de la xarxa s’anomena capa d’entrada. La darrera, capa de sortida. Aquelles
capes que hi pugui haver entremig so´n les capes ocultes, ja que no so´n visibles des de l’exterior
del sistema.
El nombre de capes ocultes necessa`ries per resoldre els problemes habituals e´s entre 0 i 2.
Rarament calen dues capes ocultes, que permeten aproximar funcions amb qualsevol tipus de
forma, o si es tracta de classificacions poden detectar llindars arbitraris. En la majoria de casos,
una capa e´s suficient i ja e´s capac¸ d’aproximar qualsevol relacio´ cont´ınua entre dos espais finits.
Finalment, si no hi ha cap capa oculta ens remetem a un cas molt proper al de la Seccio´ 5.1
ja que simplement s’aplicaria un pes a cada entrada, e´s a dir, es tractaria d’una combinacio´
lineal de les entrades. Formalment es diu que aquest sistema nome´s seria capac¸ de representar
funcions o decisions linealment separables.
El nombre d’entrades de la xarxa ha de ser tal que cada entrada sigui una variable indepen-
dent amb influe`ncia sobre el valor de les sortides. El nombre de sortides ha de permetre a la
xarxa comunicar els resultats del seu processament.
Un altre factor a ajustar e´s el nombre de neurones de les capes ocultes. Si aquest e´s massa
alt, podem tenir problemes de sobredimensionament, com ara e´s el cas de disposar de poques
mostres d’entrenament per entrenar un sistema amb tanta capacitat d’adaptacio´. A me´s, tambe´
pot ser que el temps d’entrenament sigui tan llarg que mai es pugui acabar el proce´s correcta-
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ment. Si el nombre de neurones de les capes ocultes e´s massa petit, e´s possible que la xarxa no
pugui processar correctament alguns conjunts complicats de dades.
L’u´nica manera de cone`ixer quin e´s el dimensionament apropiat pel sistema e´s a prova i
error. Aixo` s´ı, [11] do´na tres regles intu¨ıtives per tenir una orientacio´ de quin nombre de
neurones ocultes utilitzar per iniciar els tests:
• pertanyent a l’interval tancat, els extrems del qual els formen el nombre d’entrades i
nombre de sortides de la xarxa.
• aproximadament dos terc¸os del nombre d’entrades me´s el nombre de sortides.
• inferior al doble del nombre d’entrades.
Aix´ı doncs, es tracta de comenc¸ar amb un valor proper a aquestes tres guies i veure amb
simulacions quina e´s la xarxa que es comporta millor.
5.2.3 Entrenament de la xarxa
Les xarxes neuronals so´n u´tils per resoldre problemes com, per exemple, recone`ixer patrons,
realitzar classificacions, prediccions i tasques de mineria de dades. Per aconseguir que la xarxa
aprengui el comportament que ha d’adoptar, cal entrenar-la per tal que els pesos de les conne-
xions s’ajustin al valor que els correspon.
L’entrenament pot ser supervisat o no supervisat. En el primer dels casos, la xarxa apre`n a
partir de dades que contenen un conjunt d’entrades i la sortida que haurien de provocar. Aix´ı,
la xarxa va iterant sobre aquestes dades i ajustant les pesos de les connexions. En cada iteracio´
es realitza una modificacio´ d’aquests pesos segons l’error que s’ha obtingut en processar totes les
dades del conjunt d’entrenament. Per altra banda, l’entrenament no supervisat no proporciona
les sortides ideals. L’objectiu e´s que la xarxa realitzi una classificacio´ de les dades d’entrada i
ella mateixa descobreixi els grups en que` classificar. En aquest document es treballara` nome´s
sobre entrenaments supervisats.
Habitualment l’entrenament es realitza sobre el 30% de les dades conegudes, ja que es guarda
el 70% restant per la validacio´ de la xarxa, e´s a dir, verificar si els resultats so´n satisfactoris un
cop ha estat entrenada. E´s important que les dades d’entrenament estiguin ben seleccionades
ja que pot ser que el sistema no funcioni per sobreentrenament (s’hauria de reduir el nombre
d’elements amb els que s’ha entrenat) o be´ perque` la xarxa ha apre`s sobre unes dades no del
tot representatives del conjunt a predir. En aquest darrer cas caldria incloure altres dades per
tal que el conjunt fos representatiu.
5.2.4 Entrenament: Backpropagation
Una manera de fer convergir una neurona, me´s senzilla i amb menys requeriments computaci-
onals que el descens per gradient (Seccio´ 7.1.4), e´s mitjanc¸ant la regla delta. En comptes de
calcular l’error global de totes les entrades i aleshores calcular 4~w per moure els pesos, aquest
me`tode ho fa sobre l’error de cada mostra d’entrenament. E´s a dir, operant sobre la pote`ncia







com es pot veure e´s semblant a (5.1), pero` aqu´ı no es sumen totes les mostres sino´ que es realitza
la modificacio´ dels pesos mostra a mostra. Aix´ı, el sistema tambe´ convergeix encara que no
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segueix exactament el camı´ de ma`xim pendent (o`ptim), sino´ que ho fa aproximadament.
D’aquest me`tode en deriva la te`cnica d’entrenament backpropagation o retropropagacio´. S’es-
tudiara` el cas d’una xarxa neuronal de tres o me´s capes, per tal que n’hi hagi almenys una
d’oculta. La notacio´ que s’utilitzara` esta` esquematitzada a la Figura 5.7. Es denominara` xeij
a l’entrada a la neurona j procedent de la neurona i i corresponent a la mostra d’entrenament
e. El pes a multiplicar la connexio´ entre aquestes dues neurones sera` wij . S’iterara` sobre els






Figura 5.7: Notacio´ entre les neurones de la darrera capa oculta i les de la capa de sortida. El
sub´ındex e indica que els valors corresponen a la mostra d’entrenament e.
Cada neurona (Figura 5.5), per exemple una neurona de sortida l, donada una mostra
d’entrenament e, te´ una sortida sel la qual es correspon a avaluar la seva funcio´ d’activacio´ en






El valor ideal de sortida l per aquesta mostra d’entrenament e´s rel.
Aleshores, considerant la regla delta, el desplac¸ament s’introdueix als pesos corresponent a
una mostra e respecte l’error a la sortida,















Aleshores es defineix δj ,




de manera que 4wij queda me´s clar,
4wij = K · δj · xeij (5.7)
Operant sobre δj ,
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El terme ∂sj(y)∂yj no s’ha desenvolupat ja que e´s simplement derivar la funcio´ d’activacio´ de la
neurona, que dependra` de cada cas particular.






= sl(y) · (1− sl (y))
i, per a aquesta neurona, la modificacio´ dels pesos e´s
4whl = ·δl · xehl
δl = (rel − sel) · sel · (1− sel)
de tal manera que es coneixen totes les dades i es pot calcular sense problemes.
Aplicant aixo` mateix, pero`, a una neurona h de la capa oculta, comporta el problema que
alla` no es coneix la sortida esperada rehl, ja que la mostra d’entrenament nome´s do´na les sortides
de la darrera capa. Aix´ı doncs, es procedeix recalculant 4wih segons l’error a la sortida,




















































Intentant escriure-ho d’una manera semblant a (5.7),























La constant K s’anomena learning rate. El comportament del sistema segons aquest para`metre
e´s semblant al descrit en la Seccio´ 5.1.2.
Aix´ı doncs, com es pot veure, la modificacio´ dels pesos de la neurona oculta h depe`n de δ
de totes les neurones de la capa de sortida. Per aixo`, s’anomena te`cnica de retropropagacio´.
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Aquest procediment es pot generalitzar per la resta de capes de la xarxa. Per neurona j de











Un altre para`metre que opcionalment es pot incloure a l’entrenament e´s el moment. Aquesta
eleccio´ permet augmentar la velocitat de converge`ncia intentant conservar una cohere`ncia entre
la direccio´ de descens de les successives iteracions. E´s a dir, es suma una part de l’increment
anterior al ca`lcul del nou increment, de manera que la modificacio´ dels pesos e´s
4wij(t) = Kδjxeij + α · 4wij(t− 1)
on 4wij(t) e´s l’increment que s’aplicara` durant aquesta iteracio´, que es defineix com al resultat
de (5.7) sumat a una part de l’increment aplicat en la iteracio´ anterior (4wij(t− 1)). Aqu´ı, α
e´s el moment o momentum.
5.2.5 Entrenament: Algoritmes gene`tics
Una xarxa neuronal tambe´ es pot entrenar mitjanc¸ant algoritmes gene`tics. Aquests, apliquen
el principi de la seleccio´ natural sobre les diferents solucions al problema. E´s a dir, entenent
cada solucio´ (insta`ncia dels coeficients de la xarxa) com a un organisme, la seleccio´ natural
fara` que aquells que estan menys adaptats (els que comporten me´s error en les sortides) siguin
eliminats. En canvi, aquells organismes me´s adaptats sobreviuran amb me´s probabilitats. A
me´s, l’encreuament entre organismes forc¸a ben adaptats donara` lloc a altres organismes possi-
blement millors.
En el s´ımil per entrenar xarxes neuronals es considera que cada organisme te´ un cromosoma
(que e´s una solucio´) format per un cert nombre de gens (tots els coeficients que calen per deter-
minar la solucio´). Aleshores s’inicia l’entrenament creant una poblacio´ inicial de cromosomes
(definit com a para`metre). Seguidament s’avalua el nivell d’adaptacio´ que ha assolit cada un
d’ells (com menys error, me´s adaptat). Acte seguit es seleccionen els cromosomes que s’en-
creuaran. La probabilitat de ser seleccionats e´s proporcional a l’adaptacio´ assolida. Cada dos
cromosomes seleccionats per encreuar-se realitzaran un encreuament donant lloc a un tercer
cromosoma que contindra` material gene`tic dels dos. Aquest nou cromosoma sera` mutat o no
amb certa probabilitat.
S’aniran encreuant cromosomes dos a dos fins que s’hagi obtingut la nova poblacio´ desitjada,
i l’algoritme acabara` quan la millor solucio´ hagi estat la mateixa durant un cert nombre de cicles.
L’encreuament consisteix en dividir els dos cromosomes en tres parts de manera que la lon-
gitud total dels dos extrems sigui igual que la de la part central. Aleshores, el nou gen contindra`
els dos extrems d’un dels cromosomes, i la part central de l’altre. La mutacio´ serveix per intro-
duir nou material gene`tic i evitar quedar-se estancat combinant un nombre finit de solucions
provinents de la poblacio´ inicial. Aquest procediment, que s’aplicara` en alguns cromosomes re-
sultat d’un encreuament, consisteix en multiplicar cada gen per un coeficient aleatori (inferior
a un llindar). La proporcio´ de gens que seran mutats es defineix en un para`metre. L’eleccio´
d’un valor massa alt per a aquest porta l’entrenament a ser simplement una cerca aleato`ria de
solucions. D’altra banda, un valor massa baix limita les solucions que es poden explorar.
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Aquest me`tode d’entrenament e´s molt u´til per resoldre problemes molt complexes, ja que sol
aconseguir una solucio´ acceptable en un temps raonable. En canvi, per problemes me´s simples
pot tardar massa temps en aconseguir un resultat tan bo com el me`tode anterior.
5.2.6 Entrenament: Recuita simulada
La recuita e´s el procediment metal·lu´rgic que consisteix en escalfar el material i deixar-lo refre-
dar lentament fins que cristal·litzi. Aquest procediment dota d’altres propietats al material, ja
que en proporcionar-li temperatura es do´na me´s llibertat als a`toms que el formen, de manera
que poden reorganitzar-se evitant les tensions que hi havia abans del procediment.
La simulacio´ que s’aplica a l’entrenament de les xarxes neuronals consisteix en donar certa
aleatorietat als coeficients que determinen la xarxa, e´s a dir, multiplicar-los per un valor proper
a 1. Aix´ı doncs, la temperatura a la que esta` el material, o l’energia que es do´na als seus a`toms,
es tradueix en el valor ma`xim que podra` obtenir aquest coeficient.
El procediment s’inicia a la temperatura establerta, es generen els coeficients d’aleatorietat
i es multipliquen als valors que determinen a la xarxa, tot obtenint una nova solucio´. Si aquesta
e´s millor que l’anterior, es mante´. Si no, es torna enrere. Aixo` es repeteix fins que s’ha arribat
al ma`xim d’intents per temperatura. Aleshores es redueix la temperatura, i es segueix amb el
procediment, que acaba quan s’arriba al valor que ha estat establert com a temperatura inferior.
5.3 SVM: Support Vector Machines
Com ja s’ha comentat a la Seccio´ 5.2, les xarxes neuronals, ja siguin d’una neurona (cas del
perceptro´) o va`ries, so´n bons classificadors. Una neurona e´s capac¸ de determinar la frontera en-
tre dues classes linealment separables. Aixo` s´ı, habitualment hi ha me´s d’una frontera possible,
i quina d’elles elegira` el sistema dependra` de l’estat inicial i el procediment d’entrenament que
hagi seguit. De fet, qualsevol d’aquests llindars sera` igualment va`lid i correcte en refere`ncia a
les dades d’entrenament, pero` a l’hora d’utilitzar el sistema pot ser que algunes fronteres donin
menys error de prediccio´ que d’altres.
SVM cerca la millor solucio´, considerant que la frontera o`ptima e´s aquella frontera va`lida
que estigui me´s allunyada de qualsevol punt de les dues classes. E´s a dir, que entre la frontera
i l’element me´s proper del conjunt d’entrenament hi hagi un marge de seguretat tan ampli com
sigui possible (Figura 5.8). Per tant, SVM maximitza aquest marge a banda i banda (m).
Aix´ı doncs, analitzarem ara l’exemple per veure com podem trobar aquest llindar. Sigui
~xi ∈ {~x1, ~x2, . . . , ~xn} una dada d’entrenament
~xTi = [xi1, xi2, . . . , xi,L]
que pertany a la classe yi ∈ {−1, 1}. La solucio´ o`ptima pel llindar e´s la recta
~wT · ~x+ b = 0
mentre que les fronteres marcades per la primera dada d’entrenament trobada de cada classe
so´n
~wT · ~x+ b = 1
~wT · ~x+ b = −1
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Figura 5.8: Frontera o`ptima entre les dues classes (verda i vermella) i notacio´ per a l’explicacio´. Font:
[12].
per les dues classes marcades amb les etiquetes 1 i −1. La dista`ncia entre un punt ~xp i la recta
~xT~x = k e´s (veure [13])
~wT · ~xp + k
‖~wT ‖
Aplicant aquesta fo´rmula, la dista`ncia entre (0, 0) i la mateixa recta e´s
k
‖~w‖








Per tant, la solucio´ que cerquem sera` la que maximitzi aquest marge m, i en consequ¨e`ncia
minimitzi ‖~w‖, o tambe´ la seva energia, 12‖~w‖2.
La solucio´ ~w hauria de classificar correctament totes les dades d’entrenament. La classe
estimada yˆi es determina aix´ı:
~wT · ~xi + b ≥ 1⇒ yˆi = 1
~wT · ~xi + b ≤ −1⇒ yˆi = −1
L’estimacio´ sera` correcta si yˆi = yi. Per tant, la condicio´ per cercar la solucio´ es pot resumir en
yi ·
(
~wT · ~xi + b
) ≥ 1 ∀i






~wT · ~xi + b
) ≥ 1 ∀i (5.8)
de la qual haurem de trobar ~w i b.
Per aixo` utilitzarem els multiplicadors de Lagrange indicat a [14]. Segons aquest, el fet
que la restriccio´ sigui una desigualtat porta a la condicio´ que els multiplicadors αi compleixin
αi ≥ 0, i que calgui tambe´ maximitzar el Lagrangia` respecte aquests αi. Amb aixo`, es pot
operar amb normalitat com si les restriccions fossin igualtats. El Lagrangia`,
L = 1
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Cerquem el gradient respecte ~w i l’igualem a 0.
∇~wL = ~w +
n∑
i=1
















αiyi = 0 (5.12)
Tenim ara ~w en funcio´ dels αi. De fet, tenim wi = fi(α1, . . . , αn) amb f bijectiva. Aix´ı
doncs, del problema inicial “minimitzar L respecte ~w”, podem passar al seu problema dual
canviant la funcio´ per la seva variable. Ara, tal i com s’especifica a [14], cal “maximitzar L

































































la qual cosa e´s un quadratic programming problem (QP), de tal manera que sempre es pot trobar
un mı´nim global segons αi i aleshores trobar ~w amb (5.11). Per resoldre el QP, en SVM es sol
utilitzar la te`cnica Sequential Minimal Optimization (SMO). E´s una forma iterativa de trobar
aquest punt singular, que consisteix en agafar una parella (αi, αj) per cada iteracio´ i resoldre
el QP per a aquestes. Aix´ı es repeteix l’operacio´ amb diferents parelles fins que el sistema
convergeix al punt desitjat.
Finalment, un cop trobats els αi, l’equacio´ resultant a aplicar per determinar la classe de
noves entrades ~z sera`






i ~z + b (5.14)
on si f > 0 se l’assignara` la classe 1, i si f < 0 se l’assignara` la classe −1.
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Tolera`ncia a errors
Tambe´ es poden permetre errors en el sistema, de manera que si el conjunt d’entrenament no
e´s separable linealment la classificacio´ es pugui resoldre permetent alguns errors. Aleshores
s’estableix un compromı´s: com menys errors es permetin, me´s petit sera` el marge de separacio´.
Pero` com me´s gran sigui el marge de separacio´, me´s confianc¸a tindrem en les prediccions.
Frontera no lineal
Una bona manera per resoldre els problemes que no so´n separables linealment e´s utilitzar una
transformacio´ φ(·) que porti les dades cap a un espai amb un nombre de dimensions superior.
L’objectiu e´s que al nou espai el llindar de separacio´ s´ı que sigui lineal i, per tant, alla` es pugui
aplicar SVM sense problemes.
Si be´ e´s cert que com me´s dimensions s’utilitzin me´s alt sera` el cost computacional, aplicant
el Kernel Trick aquest es pot reduir significativament. Si observem (5.13), podem veure com no
e´s necessari cone`ixer φ(~xi) i φ(~xj) ja que nome´s apareixen com a producte escalar. El teorema de
Mercer afirma que qualsevol funcio´ nucli (K(~xi, ~xj)) cont´ınua, sime`trica i semidefinida positiva
es pot expressar com a producte escalar en un espai amb me´s dimensions. Aix´ı doncs, podem
expressar
K(~xi, ~xj) = φ(~xi)Tφ(~xj)
Per tant, donada una funcio´ de transforamcio´ φ(~x) podem trobar K(~x1, ~x2) = <φ(~x1), φ(~x2)>
i utilitzar-la per calcular directament φ(~xT1 · ~x2) sense haver de passar per φ(~x1) ni φ(~x2).
E´s me´s, de fet, tampoc cal calcular φ(xi) durant el filtrat de noves dades per determinar a
quin conjunt corresponen, ja que com es pot veure a (5.14) l’equacio´ de classificacio´ de noves
dades tambe´ depe`n nome´s del producte φ(~xTi · ~z), altra vegada substitu¨ıble per K(~xi, ~z) per
alleugerir el processament.
Tal e´s el punt de simplicitat que do´na el Kernel Trick que fins i tot desapareix la funcio´
φ(·) i l’usuari especifica directament una funcio´ K(~xi, ~xj), sense ser necessari cone`ixer la trans-
formacio´ a la que do´na lloc. S’ente´n que, com a producte escalar que defineix, aquesta funcio´
mesura la semblanc¸a entre els vectors ~xi i ~xj . Per tant, de cara a l’aplicacio´ de la te`cnica SVM,
nome´s cal proporcionar una funcio´ que especifiqui com mesurar aquesta semblanc¸a. Aixo` s´ı,





Actualment, la quantitat d’informacio´ que rep un usuari quan consulta una font sol superar la
seva capacitat d’assimilacio´, processament i seleccio´. Amb la popularitzacio´ de la Web 2.0, la
generacio´ de continguts es multiplica i el llanc¸ament d’una cerca s’aplica sobre tots aquests. La
capacitat computacional ha augmentat significativament durant els darrers anys i pot afrontar
aquest creixement sense grans problemes, pero` les possibilitats d’assimilacio´ dels continguts
pels usuaris es mantenen me´s o menys constants. Aquest exce´s d’informacio´ sobre les persones
pot desviar-los l’atencio´ dels elements que estaven cercant o d’aquells que els podrien ser u´tils,
ofuscats per altres resultats que no s’avenen amb les seves necessitats.
E´s me´s, moltes vegades un entorn web 2.0 pot oferir a l’usuari quelcom u´til o d’intere`s que ell
encara no s’ha plantejat cercar, o s’ha creat recentment i no ha estat informat de la introduccio´
d’aquest contingut.
Els sistemes de recomanacio´ neixen com a eina per retenir aquest exce´s d’informacio´ i pre-
tenen ser capac¸os de seleccionar els elements d’intere`s per l’usuari. Als anys 80 ja s’investigava
en alguna seleccio´ de continguts basada en cie`ncies del coneixement, recuperacio´ d’informacio´
i teories de prediccio´ sobre bases de dades de documentacio´. Me´s endavant, cap a mitjans
dels 90, les propostes es centren ja en un sistema de generacio´ de rankings, o llistes ordenades
segons la utilitat de l’element per l’usuari en qu¨estio´. Aix´ı doncs, s’ente´n que un sistema de
recomanacio´ ha de proporcionar a l’usuari una llista amb un nombre limitat d’elements orde-
nats segons l’intere`s que representin per ell. Aquesta llista es genera a partir de dades del propi
sistema i d’informacio´ que ha d’introduir el mateix usuari per permetre al sistema personalitzar
la seleccio´ de continguts.
Una de les definicions me´s actuals i completes de sistema de recomanacio´ e´s la que presenta
[15]. Segons aquesta, l’objectiu del sistema hauria de ser guiar l’usuari cap a elements que
siguin del seu intere`s o que siguin u´tils per ell. Aquesta definicio´ no es limita a presentar una
llista ordenada sino´ que el terme “guiar” es refereix a saber captar l’atencio´ de l’usuari en el
moment adequat segons l’element que es pretengui recomanar.
Aix´ı doncs, divideix el sistema en dues parts: el bloc Filtre i el bloc Guia.
El Filtre
En primer lloc, el filtre te´ per objectiu seleccionar els elements u´tils o d’intere`s per l’usuari. Per
poder actuar necessita dades de l’entorn —per saber de que` disposa per recomanar— i dades
de l’usuari —per entendre que` e´s el que li interessa en particular. Les primeres, poden ser tan
aviat informacions dels elements a recomanar com valoracions d’altres usuaris. Les segones,
en canvi, so´n les valoracions del propi usuari sobre elements del sistema, que seran utilitzades
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Figura 6.1: Diagrama de blocs del model proposat per [15].
per ajustar i modelar el perfil de l’usuari que el sistema en percep — el qual sera` utilitzat per
determinar quins ı´tems se li han de recomanar.
Habitualment l’intere`s dels usuaris respecte un element es mesura mitjanc¸ant valoracions
seves obtingudes de forma impl´ıcita o expl´ıcita. Una puntuacio´ obtinguda de forma expl´ıcita
podria ser, per exemple, el cas de demanar a l’usuari que valori l’element sobre una escala
proposada. Al contrari, l’obtencio´ impl´ıcita d’aquesta informacio´ significa que l’usuari no ha de
fer conscientment l’accio´ de valorar l’element, sino´ que la puntuacio´ es podria obtenir a partir
del nombre de visites que ell ha fet a l’´ıtem.
El compromı´s del filtre rau en no seleccionar me´s elements del compte, la qual cosa inclouria
contingut la utilitat del qual podria ser poc rellevant. Per altra banda, tampoc conve´ ometre
informacions que haurien de ser interessants per l’usuari. El resultat d’aquest bloc funcional e´s
una llista ordenada d’elements.
El Guia
En segon lloc, el guia rep aquesta llista i la seva tasca e´s decidir com suggerir-li cada entrada
a l’usuari. En el millor dels casos es podria tenir en compte el moment, la posicio´ i la manera
com es suggereix aquesta informacio´, per tal que l’usuari pugui percebre de la millor forma
possible la utilitat que li proporciona, o en desperti el seu intere`s. El guia hauria de considerar
tambe´ que, tal i com s’indica a [16], la probabilitat de que` un usuari visiti un element d’una
llista ordenada segons el seu intere`s decau exponencialment amb la posicio´ d’aquest element.
Aquest darrer bloc funcional es proposa a [15] pero` no es sol tenir en compte en la majoria
d’articles que, de fet, proposen te`cniques per desenvolupar filtres. Aix´ı mateix, la classificacio´
que es veura` al segu¨ent apartat nome´s te´ en compte el filtre, considerant-lo l’u´nic bloc integrant
del sistema de recomanacio´.
6.1 Classificacio´ dels sistemes de recomanacio´
En la literatura es proposen diferents classificacions en funcio´ de la informacio´ i el procediment
utilitzat pel filtre del sistema de recomanacio´. Potser una de les me´s completes e´s la que es
proposa a [17]. Les dues categories principals (les me´s desenvolupades i utilitzades) tambe´ fi-
guren a la resta d’escrits. Vegem doncs una pinzellada d’aquesta classificacio´ per entendre on
s’ubicara` la proposta d’aquest projecte.
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6.1.1 Filtres col·laboratius
Els filtres col·laboratius intenten concloure quins elements interessaran a un usuari comparant-
lo amb d’altres usuaris que formin part de la comunitat. E´s a dir, la te`cnica que utilitzen e´s
comparar l’intere`s que mostren els usuaris per diferents elements. Aix´ı doncs, si es troben varis
usuaris amb interessos similars, e´s possible que un element u´til per alguns d’ells sigui tambe´
interessant per la resta.
Com a subclassificacio´, trobem els basats en memo`ria i els basats en models.
Basats en memo`ria
Els filtres col·laboratius basats en memo`ria, o tambe´ anomenats basats en l’usuari, so´n els me´s
comuns. Aquests pretenen obtenir una idea de similitud entre usuaris mitjanc¸ant la compara-
cio´ de les seves valoracions en un conjunt d’elements. Aixo` permetra` crear una llista ordenada
d’´ıtems a partir de les valoracions dels usuaris me´s similars a l’usuari objectiu.
Per quantificar la semblanc¸a entre dos usuaris c1 i c2, es tindran en compte nome´s els ı´tems
que ambdo´s usuaris hagin puntuat, Sc1,c2 . En primer lloc, podem considerar els vectors ~c1 i
~c2 els components dels quals seran les valoracions que ha introdu¨ıt l’usuari sobre el conjunt
d’elements que tots dos han puntuat (cada dimensio´ correspon a un element)
~c1 = [rc1s1 , rc2s2 , . . . , rc1sn ] si ∈ Sc1,c2
Aleshores, la semblanc¸a entre els dos usuaris es pot quantificar mitjanc¸ant el cosinus de l’angle








s∈Sc1,c2 (rc1,s − r¯c1) · (rc2,s − r¯c2)√∑
s∈Sc1,c2 (rc1,s − r¯c1)2 ·
∑
s∈Sc1,c2 (rc2,s − r¯c2)2
on r¯ci e´s la mitjana de les valoracions de l’usuari ci. Aquesta correlacio´ el que fa e´s valora
positivament les puntuacions que ambdo´s usuaris desvien en el mateix sentit respecte la seva
mitjana de puntuacions. Per tant, dos usuaris s’assemblaran si els agraden i els desagraden els
mateixos elements. A aquesta manera de calcular la semblanc¸a entre dos usuaris se l’anomena
tambe´ semblanc¸a basada en correlacio´.
Aleshores disposem d’un ı´tem a recomanar anomenat ı´tem objectiu el qual l’usuari objectiu
no ha valorat, pero` s´ı que ho han fet usuaris similars a ell. Principalment hi ha tres maneres
de combinar les puntuacions dels usuaris similars per estimar la puntuacio´ de l’usuari objectiu.
El conjunt d’N usuaris me´s similars a c (usuari objectiu) sera` anomenat Cˆ. En primer lloc,








on no es considera que cap dels usuaris prevalgui sobre un altre per assemblar-se me´s. Si aixo`





on k e´s una constant de normalitzacio´.
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Finalment, la darrera opcio´ intenta corregir el desajustament que es produeix si dos usuaris
puntuen en diferents escales. E´s a dir, dos usuaris amb gustos molt semblants poden estar
utilitzant una fraccio´ diferent de l’escala proposada pel sistema. Tot i aix´ı, el valor rellevant
per a la prediccio´ e´s la puntuacio´ relativa respecte la resta d’´ıtems. Per tant, a l’hora d’obtenir
la prediccio´ de puntuacio´ per un usuari a partir d’altres, pot ser convenient convertir el resultat
a l’escala de puntuacions de l’usuari objectiu. Aixo` es pot aconseguir restant la mitjana de
puntuacions de l’usuari font i sumant-hi la de l’usuari objectiu:
rc,s = r¯c + k
∑
c′∈Cˆ
sim(c, c′)× (rc′,s − r¯′c) (6.1)
Basats en models
Els filtres col·laboratius basats en models, o tambe´ anomenats basats en els ı´tems, intenten
aprendre un model de l’usuari relacionant les puntuacions del mateix amb les d’altres. Mit-
janc¸ant models de clu´sters o xarxes Bayesianes, [16] intenta estimar
Prob(rc,s = x | rc,s′ , s′ ∈ Sc)
on C e´s el conjunt de tots els usuaris, c ∈ C e´s l’usuari al que es vol recomanar l’element s ∈ S,
S el conjunt de tots els elements que poden ser recomanats i Sc el conjunt d’usuaris que han
valorat c. la valoracio´ que donaria l’usuari c a l’element s e´s rc,s.
Per tant, es prete´n estimar la probabilitat de que` rc,s sigui x sabent que l’usuari ha pun-
tuat l’´ıtem s′ amb rc,s′ a partir de les puntuacions que han donat altres usuaris ci als ı´tems s i s′.
Un cop creat un model que proporcioni una aproximacio´ d’aquest valor per x = 0 . . . n, es
pot predir la valoracio´ rˆc,s com a l’esperanc¸a de rc,s(x),
rˆc,s = E{rc,s(x)} =
n∑
x=0
x× Prob(rc,s = x | rc,s′ , s′ ∈ Sc)
Una altra opcio´ dels filtres col·laboratius basats en els ı´tems, descrita a [18], e´s utilitzar
el mateix procediment que els basats en usuaris pero`, enlloc de calcular la semblanc¸a entre
usuaris sim(c1, c2) cerquen la semblanc¸a entre ı´tems sim(s1, s2) mitjanc¸ant ca`lculs ana`logs. A
primer cop d’ull, podria semblar que es tracte´s d’un filtre basat en el contingut (se’n parla me´s
endavant, a la Seccio´ 6.1.2), pero` cal prestar atencio´ a la manera com comparen els ı´tems per
concloure si so´n similars o no. El que proposen e´s entendre com a propietats de cada ı´tem
les puntuacions que hi han donat els usuaris. Aix´ı doncs, formant el vector ~si i ~sj a partir de
les puntuacions dels usuaris que han valorat ambdo´s ı´tems, es pot establir com a mesura de
similitud el cosinus o la correlacio´ de Pearson entre ells. Pel cas del cosinus, simplement cal
operar amb els vectors ~s enlloc de ~c. Pel cas de la correlacio´, resultaria aix´ı:
sim(s1, s2) =
∑
c∈Cˆ(rc,s1 − r¯s1) · (rc,s2 − r¯s2)√∑
c∈Cˆ(rc,s1 − r¯s1)2 ·
∑
c∈Cˆ(rs2,c − r¯s2)2
Els me`todes d’agregacio´ per formar les prediccions concorden amb els que hem vist pels
filtres basats en memo`ria.
Avantatges i inconvenients
Els filtres col·laboratius presenten com a avantatge que so´n totalment independents del con-
tingut que es recomana, rao´ per la qual e´s el tipus de filtre me´s utilitzat. E´s a dir, en el cas
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que no es conegui o resulti molt costo´s poder induir caracter´ıstiques de l’element a recomanar,
aquest tipus de filtre e´s una bona eleccio´ perque` no requereix aquesta informacio´. Tant si es
recomanen pel·l´ıcules, llibres, restaurants com esdeveniments, la u´nica informacio´ necessa`ria
so´n les puntuacions dels usuaris. Aquesta facilitat, pero`, es tradueix en el cost computacional
que comporten aquests filtres, el procediment me´s restrictiu dels quals e´s la cerca d’usuaris
similars. Realitzar la operacio´ de cosinus o la correlacio´ de Pearson usuari per usuari entre
cada parell d’ells pot ser una tasca llarga en sistemes a`mpliament utilitzats. Si hi ha molts
usuaris el processament d’aquesta operacio´ sera` llarg.
Per altra banda, els filtres col·laboratius reuneixen bastants dels problemes t´ıpics dels siste-
mes de recomanacio´. En primer lloc tenim el problema del nou usuari (o new user). Un usuari
que tot just ha creat el seu compte i encara no ha introdu¨ıt cap valoracio´ no podra` ser comparat
amb la resta d’usuaris. Si n’ha introdu¨ıt poques, pot ser que la comparacio´ mostri resultats
inva`lids o poc acurats. Per tant, aquest usuari no obtindra` un bon rendiment del sistema de
recomanacio´ fins que hagi realitzat prou valoracions.
El problema del nou element (o new item) es posa de manifest quan s’acaba d’introduir un
contingut i, per tant, encara ningu´ l’ha valorat. Pot ser que aquest quedi enterrat entre altres
continguts i, com a consequ¨e`ncia de l’exce´s d’informacio´, cap usuari arribi a visitar-lo. Com que
els filtres col·laboratius es basen en les puntuacions d’altres usuaris per recomanar l’element,
si no ha estat valorat no podra` ser recomanat. Aixo` xoca amb el paradigma dels sistemes
de recomanacio´ ja que precisament pretenen evitar que l’exce´s d’informacio´ oculti continguts
rellevants per l’usuari. Algunes propostes intenten solucionar aquest problema recomanant a
l’atzar, en alguna ocasio´, ı´tems que no han estat encara valorats per donar-los una oportunitat
de ser-ho. Tot i aix´ı, aixo` pot dur amb molta probabilitat a una recomanacio´ erro`nia o fora de
context, la qual cosa tambe´ degrada les prestacions del sistema.
El tercer problema cla`ssic dels sistemes de recomanacio´ e´s el de l’ovella grisa (o gray sheep).
I e´s que encara que l’existe`ncia d’una xarxa mundial faciliti trobar persones amb gustos similars,
ens podem trobar amb alguns usuaris el perfil dels quals no coincideixi amb gaires col·laboradors
i, per tant, per falta de noves valoracions d’usuaris semblants obtindrien resultats molt pobres
o incorrectes del sistema de recomanacio´.
Finalment, el darrer problema a comentar e´s el de la falta de densitat de valoracions (o
sparsity). En casos on la quantitat d’informacio´ e´s molt elevada respecte el nombre d’usuaris
integrants en la comunitat, pot resultar que la densitat en les valoracions sigui molt baixa. E´s a
dir, que cada element hagi estat puntuat per poques persones. Com que els filtres col·laboratius
es basen en el contrast de valoracions que diversos usuaris hagin donat a un mateix conjunt
d’elements, si so´n molt disperses pot ser que el nombre de valoracions a comparar entre dos
usuaris (e´s a dir, el nombre d’elements que ambdo´s usuaris han puntuat en comu´) sigui molt
baix. Aixo` resultaria en un coeficient de semblanc¸a entre ells poc acurat i, per tant, les re-
comanacions serien tambe´ poc precises. Aix´ı doncs, els filtres d’aquesta classe donen millors
resultats quan s’apliquen sobre conjunts amb una alta densitat d’usuaris respecte el seu nombre
d’elements.
6.1.2 Filtres basats en el contingut
Els filtres basats en el contingut es valen de la coneixenc¸a de les caracter´ıstiques dels elements.
Juntament amb les valoracions de l’usuari intenten modelar-ne els seus gustos o les seves ne-
cessitats, per aix´ı saber si l’´ıtem a recomanar pot ser del seu intere`s. Aix´ı doncs, e´s fruit del
filtrat de la informacio´, e´s a dir, el sistema necessita alguna eina per percebre correctament les
caracter´ıstiques dels ı´tems. En el cas de recomanacio´ de not´ıcies, per exemple, es poden utilit-
zar les paraules que conte´ cada redactat (mitjanc¸ant eines de filtrat de paraules). Si parlem de
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pel·l´ıcules, es podrien tenir en compte el ge`nere, nom del director, actors principals. . . tot i que
en aquest cas aixo` ja requeriria que la base de dades dispose´s d’aquesta informacio´. Es parla
aqu´ı de “item – to – item correlation” ja que es recomanaran els elements semblants als que
han estat ben valorats per l’usuari.
Per determinar la utilitat u(s, c) que podria presentar un element s a l’usuari c es pot operar
amb el vector ~ws que conte´ els pesos que indiquen la importa`ncia de cada paraula clau en l’´ıtem
s, i el vector ~wc, coordenades del qual indiquen la relleva`ncia de cada paraula clau per l’usuari.
Aquesta es podria haver obtingut segons els elements que hagi visitat, adquirit o puntuat millor.
Aleshores, una forma comparar els dos vectors e´s calculant-ne el cosinus de l’angle que formen,
u(s, c) = cos(~ws, ~wc) =
~ws · ~wc
‖~ws‖ · ‖~wc‖
Altres maneres de realitzar aquest tipus de filtres so´n mitjanc¸ant classificadors Bayessians
(com el que es proposa a [19]) o te`cniques d’aprenentatge.
Per veure un cas on e´s complicat implementar aquest sistema podem pensar en un reco-
manador d’una botiga electro`nica on les caracter´ıstiques dels ı´tems no solen ser tan fa`cilment
inferibles si hi ha gran varietat de productes.
En aquest tipus de filtres no es presenta el problema del nou element, ja que no fa falta
que sigui puntuat sino´ que les caracter´ıstiques que se’n detallen en el moment d’insercio´ (o les
que n’infereix el sistema) ja so´n suficients per cercar usuaris als qui interessi. El problema de
l’ovella grisa tampoc hi te´ aplicacio´ perque` el que s’intenta e´s crear un model particular per
cada usuari sense haver-se de basar en les valoracions dels deme´s. Tampoc e´s preocupant la
falta de densitat de valoracions ja que una vegada creat el model per l’usuari, el sistema hauria
de ser capac¸ de predir una puntuacio´ per qualsevol ı´tem a partir de les seves caracter´ıstiques o
el seu contingut.
Tot i aix´ı, el problema del nou usuari segueix present, ja que sense les seves puntuacions no
el podem caracteritzar correctament.
Per tant, aquest tipus de filtre soluciona la majoria de punts febles dels filtres col·laboratius
a canvi d’un esforc¸ previ en caracteritzar els elements o idear quina informacio´ d’ells podria ser
rellevant.
Aquest tipus de filtre i el filtre col·laboratiu so´n els me´s rellevants i considerats en la majoria
de classificacions.
6.1.3 Altres tipus de filtres
A part dels dos tipus de filtres me´s populars n’existeixen d’altres la classificacio´ dels quals queda
me´s difusa i no e´s uniforme a les diferents publicacions. En aquest apartat en veurem alguns
d’aquest tipus.
Els filtres demogra`fics pretenen classificar l’usuari entre diferents classes demogra`fiques a
partir de la informacio´ personal que proporcioni al sistema. Potser e´s una mica rudimentari
en el sentit que cal primer que l’usuari empleni una se`rie de qu¨estions sobre dades personals
que permetran encabir-lo en una de les classes considerades per recomanar-li el mateix que als
usuaris de la mateixa classe. A me´s, la necessitat d’haver d’incloure gaires dades personals al
sistema pot presentar problemes si els usuaris es mostren contraris a donar aquesta informacio´
per la xarxa, sense cone`ixer-ne el seu destinatari.
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Tambe´ es do´na nom als filtres basats en utilitat i basats en coneixement. Ambdo´s intenten
recone`ixer quines necessitats solucionaria un ı´tem i recomanar-lo als usuaris que han indicat
tenir aquelles necessitats. Serien, en realitat, un tipus espec´ıfic de filtre basat en el contingut.
6.1.4 Sistemes h´ıbrids
Per esquivar els problemes que presenta cada sistema de recomanacio´ es poden utilitzar sistemes
h´ıbrids. La combinacio´ dels dos sistemes es pot fer ponderant la prediccio´ de cada un d’ells de
manera que s’obtingui el mı´nim d’error, o be´ canviant de sistema segons ens interessi per cada
ı´tem o usuari (depenent de la informacio´ o les valoracions que en tenim).
Per exemple, [20] proposa la combinacio´ lineal d’un filtre col·laboratiu i un filtre basat en el
contingut els quals inicialitza amb el mateix pes. A mesura que l’usuari introdueix realimentacio´
el sistema busca l’equilibri de manera que s’obtingui el mı´nim d’error possible. Aquest sistema
proposa utilitzar la mateixa ponderacio´ per tots els ı´tems, pero` una altra solucio´ seria utilitzar
el filtre basat en el contingut per aquells ı´tems que tinguin un baix nombre de valoracions de
la comunitat — pels quals el filtre col·laboratiu donaria uns resultats me´s pobres — i un de
col·laboratiu per la resta.
6.2 Aplicacio´ de te`cniques d’aprenentatge a sistemes de
recomanacio´
Com ja s’ha comentat, alguns sistemes h´ıbrids com ara [20] i [21] ponderen diferents me`triques
de manera que s’obtingui un mı´nim error en la prediccio´ final. Tot i aix´ı, no especifiquen quin
me`tode d’aprenentatge utilitzen per ajustar aquests coeficients. En principi, tractant-se d’una
combinacio´ lineal hauria de correspondre a quelcom equivalent a l’entrenament mitjanc¸ant des-
cens per gradient o al ca`lcul del mı´nim sobre la funcio´ error.
Altres publicacions com ara [22] utilitzen xarxes neuronals, tot i que amb una filosofia bas-
tant diferent de la que hem vist anteriorment. Alla` el que es proposa e´s recomanar not´ıcies a
partir de les paraules importants que contenen. Cada paraula important d’una not´ıcia estaria
representada per una neurona, que s’activaria o no depenent de les connexions que tingui amb
les paraules dels articles seleccionats per l’usuari. Aix´ı doncs, aquest me`tode no utilitza xarxes
feedforward com les que s’han explicat.
Finalment, comentar que algunes publicacions recents fan refere`ncia a models SVM, com ara
[23], que els utilitza per crear un filtre col·laburatiu per realitzar recomanacions en l’entorn del
comerc¸ electro`nic, on s’argumenta que la seva utilitzacio´ com a classificador e´s molt satisfacto`ria.
6.3 Avaluacio´ dels sistemes de recomanacio´
L’avaluacio´ dels sistemes de recomanacio´ no e´s senzilla. En primer lloc, perque` per avaluar cor-
rectament un sistema conve´ que aquest sigui utilitzat per bastants usuaris durant un per´ıode de
temps prou llarg com perque` el sistema pugui recollir prou dades per funcionar correctament.
A me´s, per falta d’estandarditzacio´ en l’a`mbit, les diferents propostes utilitzen me`triques molt
espec´ıfiques i diferents entre elles, les quals dificulten la comparacio´ entre sistemes o no so´n prou
objectives per poder distingir les fortaleses i les debilitats dels sistemes que s’estan comparant.
L’article [15] fa un recull de les me`triques cla`ssicament utilitzades i proposa un escenari
juntament amb unes definicions que permetin encabir-hi qualsevol recomanador, facilitant aix´ı
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la comparacio´ entre les propostes.
Aixo` s´ı, cal tenir en compte que la majoria de vegades no e´s tan important l’error entre la
puntuacio´ predita i la que despre´s pugui donar l’usuari, sino´ el fet que aquest ı´tem hagi estat
u´til una vegada recomanat. Tot i que la majoria de recomanadors pretenen obtenir una llista
ordenada d’elements, al final allo` que guiara` l’usuari e´s el fet que es recomanin els ı´tems que li
interessen, i no pas un ma`xim ajust nume`ric en les prediccions.
6.3.1 Me`triques cla`ssiques
Vegem una breu explicacio´ de les me`triques que, segons [15], s’utilitzen t´ıpicament per compa-
rar les propostes dels recomanadors, o me´s concretament el bloc funcional del filtre. En primer
lloc veurem les me`triques accuracy i mean absolute error. Seguidament les me`triques heretades
de les te`cniques de recuperacio´ d’informacio´, com ara precision and recall i per altra banda el
ROC (Receiver Operating Characteristic).
Accuracy
Mesura quant d’acurat e´s el sistema. E´s a dir, quantes recomanacions de les realitzades so´n




S’ente´n com a recomanacio´ correcta que la utilitat de l’objecte recomanat e´s propera a les pre-
fere`ncies reals de l’usuari. Com es pot veure, aixo` e´s molt subjectiu a l’hora de comptabilitzar-
ho.
Mean Absolute Error (MAE)
Entenem que P (u, i) indica les prediccions per l’usuari u sobre l’´ıtem i, i p(u, i) so´n les pre-
fere`ncies reals de l’usuari vers aquest ı´tem. Aquests valors seran 0 si l’´ıtem no e´s d’intere`s, i 1
si aquest hauria de ser recomanat. Aleshores, mesurem l’error sobre aquestes funcions,
MAE =
∑
u,i |p(u, i)− P (u, i)|
N
on N e´s el nombre d’observacions disponibles. Per tant, veiem que la operacio´ penalitza els
casos quan P (u, i) i p(u, i) tenen un valor diferent, tot incrementant l’error. Altres me`triques de-
rivades d’aquesta com el root mean squarred error poden ser utilitzades amb la mateixa validesa.
Precision i Recall
Per definir aquestes me`triques s’utilitza una confusion matrix, que consisteix en ordenar els
ı´tems segons si han estat recomanats o no, i alhora si so´n en realitat rellevants per l’usuari o
no. Podem veure la taula amb els valors definits per cada cel·la a la Taula 6.1.
Rellevant Irrellevant
Recomanat a b
No recomanat c d
Taula 6.1: Confusion table per les me`triques Precision i Recall.
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Aix´ı doncs, precision ens diu dels elements que s’han decidit recomanar, en quants d’ells es
comet un error ja que no so´n en realitat rellevants per l’usuari. Per altra banda, accuracy posa
de manifest la quantitat d’elements rellevants que han estat passats per alt sense ser recomanats.
En un recomanador que ordena els elements segons la prediccio´ d’importa`ncia, la variacio´
del llindar a partir del qual es recomana o es deixa de recomanar canvia el valor d’aquestes
dues me`triques.
Un llindar massa alt provoca que molts dels elements recomanats siguin rellevants, la qual
cosa resultaria en una bona precisio´. Tot i aix´ı, per sota del llindar hi queden una se`rie d’ele-
ments rellevants que no s’han recomanat, la qual cosa empitjora el recall. Aix´ı doncs, movent
aquest llindar e´s fa`cil sintonitzar el sistema per obtenir la resposta desitjada. Per comparar
sistemes de recomanacio´, pero`, el que conve´ e´s dibuixar la gra`fica precision contra recall per va-
ris llindars, i veure quin sistema aconsegueix alhora un millor comportament en les dues figures.
ROC (Receiver Operating Characteristic)




aix´ı, aquesta me`trica posa de manifest si es comet error recomanant elements no rellevants per
l’usuari. L’objectiu per aconseguir un bon filtre e´s minimitzar el fallout en combinacio´ amb
maximitzar el recall. E´s a dir, aquestes me`triques destaquen si realment es recomana allo` que
e´s important (recall), i no es recomana allo` que no ho e´s. Per tant, una altra opcio´ de comparar
diferents sistemes de recomanacio´ seria veient la gra`fica ROC, e´s a dir, recall contra fallout.
6.3.2 Me`triques sobre un entorn comu´
La proposta de l’article [15] intenta unificar criteris i transformar les diferents me`triques que
s’han utilitzat cla`ssicament de manera que proporcionin una forma d’avaluar qualsevol tipus
de recomanador. Per fer-ho, defineix els esdeveniments de recomanacio´, que so´n aquelles acci-
ons que provoquen que una se`rie d’´ıtems siguin recomanats a l’usuari. Amb aquesta proposta,
permet encabir els sistemes de recomanacio´ basats en esdeveniments dins les me`triques mo-
dificades. Aix´ı doncs, un sistema d’una botiga electro`nica podria rebre l’esdeveniment d’una
compra d’un ı´tem, que generaria la recomanacio´ d’´ıtems similars o complementaris.
Com que el sistema de recomanacio´ proposat en aquest projecte no e´s basat en esdeveni-
ments, no tractarem aquestes me`triques en profunditat ja que en realitat, en aquests casos,
s’acaben reduint a les me`triques cla`ssiques explicades a l’apartat anterior. Simplement per
veure aixo`, la Taula 6.2 mostra la nova confusion matrix. Alla` rw(e) significa la finestra de
recomanacio´ de l’esdeveniment e, e´s a dir, les recomanacions que aquest esdeveniment ha provo-
cat. La proposta modifica les me`triques recalle i precisione definides de la mateixa manera que
en l’apartat anterior pero` utilitzant ara els valors ae, be, ce i de. A me´s, la capc¸alera de la taula
classifica entre ı´tems u´tils/interessants i ni u´tils ni interessants, la qual cosa te´ un significat
igual o molt proper a rellevant i irrellevant. Aix´ı doncs, eliminant el concepte d’esdeveniment de
recomanacio´ de la Taula 6.2 acabem obtenint-ne una de molt semblant a la Taula 6.1. D’aqu´ı,
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el resultat de les me`triques pel sistema proposat en aquest document sera` el mateix utilitzant
unes o altres me`triques, i completament va`lid per comparar les tres propostes de filtres que es
veuran me´s endavant.
U´til/interessant Ni u´til ni interessant
Pertany a rw(e) ae be
No pertany a rw(e) ce de
Taula 6.2: Confusion table per les me`triques modificades.
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Cap´ıtol 7
Proposta d’un sistema de
recomanacio´ per l’Agenda Social
En aquest apartat aplicarem les nocions teo`riques explicades al Cap´ıtol 6 per crear una proposta
d’un sistema de recomanacio´. La Figura 7.1 en mostra un esquema general que pot orientar el
lector per seguir les disertacions de la proposta.
En primer lloc, a la Seccio´ 7.1 justificarem quin tipus de filtre pot ser convenient per l’A-
genda Social segons la informacio´ de la que disposi. Per tant, alla` veurem el mo`dul de ca`lcul
de les me`triques base i el filtre. L’estat actual de les te`cniques d’aprenentatge en l’a`mbit de
la intel·lige`ncia artificial i la capacitat computacional dels servidors fa que pugui resultar in-
teressant veure com els me`todes d’entrenament del Cap´ıtol 5 responen davant la tasca del filtre
del sistema. En primer lloc utilitzarem la primera d’elles, que simplement cerca la combinacio´
lineal d’alguns valors de manera que proporcioni prediccions amb el mı´nim d’error possible.
Com ja s’ha vist al Cap´ıtol 6, me`todes equivalents ja han estat aplicats en altres propostes
de sistemes de recomanacio´. Per tant, alla` la importa`ncia recau en els valors a ponderar. Se-
guidament, pero`, estendrem aquesta combinacio´ lineal a xarxa neuronal, de manera que amb
me´s requeriments computacionals sera` capac¸ de resoldre problemes me´s complexes. Finalment
veurem com introduir el sistema SVM per realitzar aquesta mateixa tasca, el qual actualment
esta` considerat un sistema de classificacio´ que proporciona resultats molt satisfactoris.
Seguidament, a la Seccio´ 7.2 analitzarem quines condicions ha de complir el guia per tal que
pugui despertar l’intere`s de l’usuari cap als esdeveniments recomanats i, alhora, l’inciti a donar
valoracions que serveixin per cone`ixer-lo millor.
Finalment, comentar alguns detalls sobre la implementacio´ de tot aquest disseny es poden


















Proporciona accés a Facebook
Valora
Disseny (1) Disseny (2)
Figura 7.1: Esquema del sistema de recomanacio´ proposat. Cada usuari disposara` d’un sistema com aquest, que sera` entrenat per personalitzar-lo d’acord amb
els seus interessos.
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7.1 Bloc Filtre
El portal OCEM, com a entorn Web 2.0, es nodreix del contingut que els seus propis usuaris
hi allotgen. El procediment per allotjar aquest contingut, e´s a dir els diferents esdeveniments
que hi figuren, es realitza a partir d’un formulari de creacio´ o d’importacio´. Tots dos contenen
els mateixos camps, de la forma que es mostra en la Figura 7.2.
Figura 7.2: Formulari de creacio´ d’un esdeveniment a l’Agenda Social.
D’entre aquests, val la pena seleccionar els camps que siguin me´s tancats en el sentit de
tenir valors comuns entre diferents esdeveniments semblants. A me´s, han de servir per discernir
si l’esdeveniment pot ser d’intere`s per l’usuari i si a aquest li e´s factible assistir-hi. Aix´ı doncs,
vegem un breu comentari de cada camp:
Title: E´s un camp bastant lliure, el qual moltes vegades pretendra` ser curt abans que suficient-
ment prec´ıs pel sistema de recomanacio´. Mesurar l’intere`s d’un usuari per un esdeveni-
ment segons el seu t´ıtol resulta complicat, ja que s’hi poden ometre paraules que l’usuari
sobreentengui o s’especifiquin en altres camps.
Date: La data de l’esdeveniment e´s important, sens dubte, per evitar recomanar a l’usuari
esdeveniments del passat. Aix´ı doncs, es proposa recomanar ı´tems amb una data del
futur. Per tant, esdevindria nome´s una informacio´ que restringeix el conjunt d’´ıtems que
poden ser recomanats. En un sistema final, caldria estudiar la quantitat d’esdeveniments
que s’hi introdueixen i veure amb quina previsio´ es fa. Aix´ı, si calgue´s, es podria limitar
la recomanacio´ a un cert per´ıode de temps vista.
Address: No es considera rellevant aquest camp, ja que si be´ un usuari es pot moure en zones
properes a la seva localitat, no e´s gaire probable que un esdeveniment sigui del seu intere`s
segons la posicio´ exacta en el carrer on es realitzi.
City: La ciutat s´ı que e´s una informacio´ clau. Moltes vegades l’usuari assistira` a actes ge-
ogra`ficament propers a la localitat on resideixi. Aix´ı doncs, una localitat on un usuari ha
assistit per presenciar un esdeveniment indica que aquest te´ la capacitat de desplac¸ar-s’hi.
Per tant, seria factible per ell assistir en un altre acte d’aquesta mateixa localitat. Aix´ı
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doncs, aquest podria ser recomanat amb encert. Un altre punt a favor d’aquesta entrada
e´s que disposa d’una llista desplegable per seleccionar el nom de la ciutat. Aixo` evita
confusio´ per errades d’escriptura o diferents maneres d’expressar un mateix nom.
Country: Sens dubte podria ser rellevant per distingir localitats de diferents pa¨ısos que tinguin
el mateix nom. Aquest camp no s’ha utilitzat en la versio´ de demostracio´, pero` en cas
de ser u´til es podria annexar a la informacio´ de ciutat per crear juntament un distintiu
un´ıvoc.
Map: La versio´ de demostracio´ no incorpora aquesta funcionalitat. Tot i aix´ı, una versio´ me´s
desenvolupada del recomanador podria intentar entendre en quines a`rees geogra`fiques
es desplac¸a l’usuari per, me´s enlla` del nom de la ciutat, recomanar-li els esdeveniments
d’aquelles zones.
Category: E´s un altre camp molt important. Una senzilla classificacio´ en categories dels
diferents esdeveniments do´na molta informacio´ al filtre.
Privacitat: E´s un element restrictiu el qual impedira` que alguns esdeveniments es recomanin.
Aix´ı doncs, simplement s’aplica per restringir els ı´tems a recomanar. No aporta cap
informacio´ al filtre.
Keywords: Aquest camp ha estat introdu¨ıt per facilitar el proce´s de recuperacio´ d’informacio´
de l’esdeveniment. A un usuari li costa relativament poc especificar un parell de paraules
clau, les quals so´n de molta ajuda a l’hora de classificar l’´ıtem, sobretot tractant-se d’una
versio´ de demostracio´. Pot servir per distingir caracter´ıstiques importants dels esdeveni-
ments, aix´ı com subdividir la categoria que els ha estat assignada. En una versio´ final de
la pa`gina, el valor d’aquest camp es podria obtenir utilitzant te`cniques de filtrat de text
sobre el t´ıtol i la descripcio´ de l’esdeveniment. Aixo` requeriria un estudi fora de l’abast
d’aquest projecte.
Description: Tan aviat pot ser un text curt o poc explicatiu (fins i tot nul) o be´ un redactat
llarg, complex i detallat. El camp anterior ja recull la informacio´ ba`sica i necessa`ria que
es pugui mostrar aqu´ı. Aix´ı doncs, no es considera rellevant.
Attached file (or URL): Per la llibertat que hi ha a l’hora d’introduir contingut en aquest
camp, no es considera rellevant a l’hora de categoritzar l’esdeveniment.
Informacio´ particular de cada usuari
Per cada esdeveniment es disposa de la puntuacio´ mitjana que els usuaris han introdu¨ıt (rating).
Aquest camp pot ser d’ajuda per discernir entre ı´tems importants o ı´tems poc acceptats per
la comunitat. La puntuacio´ s’obte´ a partir d’un simple sistema de votacio´ dels esdeveniments
disponible a la versio´ original de l’agenda, que permet a l’usuari votar un nombre enter d’es-
trelles entre 1 i 5. De fet, el guia utilitzara` una versio´ avanc¸ada d’aquest sistema, per la qual
cosa cal tenir en compte que la retroalimentacio´ utilitzada per l’aprenentatge sera` d’aquest tipus.
Finalment, la integracio´ del sistema amb Facebook obre les portes a obtenir informacio´ entre
les relacions socials dels usuaris. Aix´ı doncs, es pot relacionar un usuari amb les seves amistats
importades, la qual cosa pot ajudar al sistema de recomanacio´. Com que l’agenda permet que
en visualitzar un acte l’usuari pugui marcar-se com a participant indicant aix´ı que hi assis-
tira`, e´s possible detectar en quins esdeveniments hi assisteixen amics de l’usuari i extreure’n
conclusions a l’hora de recomanar-los. Aix´ı doncs, aquesta informacio´ s’anomenara` participants.
En resum, el conjunt d’informacions que s’ha considerat u´til per desenvolupar aquest sistema
de recomanacio´ e´s el segu¨ent:
• Localitat
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7.1.1 Eleccio´ del tipus de filtre
Com podem observar en les l´ınies anteriors, a partir del moment en que` s’introdueix un esde-
veniment a l’aplicacio´ ja es disposa de molta informacio´ sobre aquest. De fet, almenys 5 camps
d’informacio´ poden ser realment u´tils a l’hora d’entendre quins ı´tems cal recomanar. Aixo` afa-
voreix l’eleccio´ d’un filtre basat en el contingut.
A me´s, cal tenir en compte les opcions de privacitat a l’hora de crear un esdeveniment: Pu-
blic, Registered i Private. Aixo` indica que hi poden haver esdeveniments personals o familiars
els quals possiblement no siguin puntuats per gaire gent. Aix´ı doncs, un filtre col·laboratiu
recauria en el problema de densitat de puntuacions. Aquest punt es veu refermat si pensem
en que` es tracta d’una aplicacio´ d’agenda on cada dia es generen ı´tems nous i d’altres queden
en el passat, la qual cosa afavoreix la poca densitat de puntuacions. Per aquest fet, seria me´s
convenient crear un model de l’usuari i poder-li recomanar elements segons el contingut que
se’n coneix, que no pas intentar comparar usuaris que hagin puntuat esdeveniments en comu´.
Finalment, cal tenir en compte tambe´ que un filtre col·laboratiu posaria de manifest el pro-
blema del nou ı´tem, ja que en crear-se un esdeveniment aquest no tindria cap valoracio´, la qual
cosa e´s necessa`ria per recomanar-lo als usuaris semblants als qui els ha agradat. En canvi, un
filtre basat en el contingut no tindria aquest inconvenient ja que, en principi, l’element neix
amb forc¸a dades que el caracteritzen (si ha estat creat utilitzant les possibilitats de l’aplicacio´).
Aix´ı doncs, per aquestes raons, l’eleccio´ del tipus de filtre pel sistema OCEM e´s d’un filtre
basat en el contingut, i no pas col·laboratiu. Aixo` no obstant, el problema del nou usuari
seguira` present. Pero` gra`cies al relativament poc esforc¸ que costara` obtenir dades de l’element
objectiu, aquesta eleccio´ ens evitara` els problemes de densitat de valoracions i del nou element
sense haver-ne de pagar un preu desmesurat.
7.1.2 Eleccio´ de les me`triques sobre la informacio´ base
El segu¨ent pas e´s veure quines me`triques cal utilitzar perque` el sistema sigui capac¸ de recone`ixer
si la informacio´ continguda en aquests camps e´s propera o no als gustos de l’usuari. Per fer
aixo`, el que es dura` a terme e´s considerar com a esdeveniments de refere`ncia aquells als que
ha assistit (o assistira`) l’usuari objectiu. Aix´ı doncs, l’usuari sera` modelat segons els actes als
quals assisteixi (i n’informi l’aplicacio´ com a tal). Per mantenir una cohere`ncia, s’intentara`
que el resultat d’aquestes me`triques sigui un valor entre 0 i 1 de manera que la proximitat
a 1 indiqui me´s afinitat per l’usuari, mentre que els voltants del 0 indiquin poca probabilitat
d’intere`s. Aquests valors seran calculats per cada camp, esdeveniment i usuari, per la qual cosa
s’utilitzaran les expressions “usuari objectiu u” i “esdeveniment objectiu e”. Aix´ı mateix, com
que les condicions variaran amb el temps, s’hauran d’actualitzar perio`dicament.
Rating
Per comenc¸ar, el camp me´s senzill e´s el de puntuacio´ mitjana o rating. Aquest camp correspon
a un valor real,
r(e) ∈ [1, 5] r(e) ∈ <
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on r(e) representa la puntuacio´ mitjana que ha rebut l’esdeveniment e mitjanc¸ant el sistema
de votacio´ que incorpora la versio´ inicial de l’agenda. Per tant, per proporcionar una entrada
normalitzada al sistema de recomanacio´, utilitzarem el valor entre 0 i 1 procedent de
prating(u, e) = prating(e) =
r(e)
5
Per aquest cas particular, prating no depe`n de l’usuari objectiu.
Categoria i Localitat
Aqu´ı trobem dos casos molt similars on l’usuari ha d’elegir d’entre una llista de possibilitats:
categoria i localitat. En els dos casos, la llista e´s tancada ja que pel que fa a la localitat
sobreente´n que si el valor ja esta` registrat l’usuari la podra` seleccionar-lo de la llista. En
aquests casos considerem que un indicador de refere`ncia e´s el nombre d’esdeveniments als que
ha assistit l’usuari de la mateixa localitat o naturalesa (segons cada cas). Perque` el valor
resultant es comprengui en l’interval [0, 1] cal dividir-lo pel ma`xim nombre d’esdeveniments als
que hagi assistit l’usuari d’una mateixa categoria o localitat. Per tant, la puntuacio´ resultara`
de la segu¨ent forma:
pcat, loc(u, e) =
Nu(x)
maxx(Nu(x))
on Nu(x) indica el nombre d’esdeveniments que l’usuari objectiu u ha assistit de la categoria o
localitat x.
Participants
El camp participants es pot valorar d’una manera equivalent. Partint del nombre d’amics de
l’usuari objectiu que assisteixen (en cada moment) a l’esdeveniment, es pot definir la me`trica
normalitzant aquest valor pel nombre ma`xim d’amics que en aquest mateix moment assisteixen




on Nua (e) indica el nombre d’amics de l’usuari objectiu u que assisteixen a l’esdeveniment e.
Paraules Clau
Finalment, el cas me´s complex e´s el de les paraules clau. Una primera proposta e´s partir del
valor ma`xim entre el nombre d’esdeveniments que l’usuari ha assistit i contenen una paraula
clau, entre les paraules clau de l’esdeveniment objectiu. Aquest s’hauria de normalitzar amb
el nombre ma`xim d’esdeveniments que l’usuari ha assistit i contenen una paraula clau d’entre






on pei , i = 1, . . . ne so´n les paraules clau de l’esdeveniment objectiu e. N
u(x) indica el nombre
d’esdeveniments als que l’usuari u ha assistit que contenen la paraula clau x. Finalment, qejk ,
k = 1, . . . , nej so´n les paraules clau de l’esdeveniment ej 6= e.
Pero` el fet que els usuaris incloguessin una paraula clau general en els esdeveniments ofus-
caria la resta de paraules, agafant aquesta tot el pes de la puntuacio´. Un exemple es pot veure
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considerant un usuari del qual el denominador de la normalitzacio´ sigui la puntuacio´ del nom
d’un esport. Aleshores, si en un esdeveniment esportiu s’introdueixen com a paraules clau
aquest esport que es jugara` (per refinar la categoria) i els equips que hi participaran, un altre
esdeveniment d’aquest mateix esport obtindria la ma`xima puntuacio´, tot i que potser juguen
dos equips dels quals l’usuari no n’e´s seguidor. E´s a dir, el nom de l’esport ha ocultat el dels
dos equips participants.
La me`trica Overlap Coefficient, que [20] empra per recomanar redactats de not´ıcies evita




on D correspon a les paraules clau de l’esdeveniment objectiu i Q correspon a les “paraules clau
de l’usuari”, e´s a dir, les paraules clau dels esdeveniments als que ha assistit l’usuari.
D’aquesta manera la me`trica no depe`n de la quantitat de paraules clau que tinguin els dos
conjunts. Aixo` e´s important perque` pot ser que un esdeveniment tingui moltes me´s paraules
clau que les de tots els esdeveniments als que ha assistit l’usuari, i tambe´ a l’inversa (que l’es-
deveniment tingui molt poques paraules clau comparat amb les de l’usuari).





min(|D|, |Q|) = 2




7.1.3 Combinacio´ de les me`triques
Les me`triques que avaluen la informacio´ base s’han de combinar de manera que el resultat final
sigui una prediccio´ va`lida de la valoracio´ que donaria l’usuari a aquest esdeveniment objectiu.
En tots els casos, l’objectiu e´s minimitzar l’error global obtingut a partir d’un conjunt de dades
d’entrenament, per les quals l’usuari ha proporcionat la seva valoracio´. Cada usuari disposara`
del seu propi filtre, de manera que aquest sera` entrenat nome´s amb les seves dades i el seu
objectiu sera` obtenir els esdeveniments a recomanar espec´ıficament a aquest usuari.
En les segu¨ents seccions veurem les 3 propostes per combinar aquestes me`triques. La primera
considera ponderar cada me`trica per un coeficient ajustat a mida de cada usuari. La segona pro-
posta ho amplia a una xarxa neuronal. Finalment, la tercera proposta utilitza un sistema SVM.
7.1.4 Combinacio´ lineal de les me`triques
Es disposa de 5 me`triques que avaluen quant de favorable o proper e´s cada un dels 5 camps a
l’usuari. La combinacio´ d’aquestes me`triques per obtenir la puntuacio´ que assignaria l’usuari a
aquest esdeveniment passa per saber realment quina e´s la importa`ncia que te´ cada un d’aquests
camps per l’usuari. L’exemple me´s clar e´s la informacio´ sobre els participants. Mentre que
alguns usuaris pra`cticament nome´s estarien interessats en els esdeveniments on participen els
seus amics, d’altres no li donarien la me´s mı´nima importa`ncia o, fins i tot, pot ser que prefereixin
evadir-se’n. Per tant, e´s evident que per a aquests dos models d’usuari la me`trica participants
no pot tenir la mateixa relleva`ncia, e´s a dir, la mateixa ponderacio´. Aix´ı mateix, si una de les
me`triques no e´s adequada per l’usuari, es pot eliminar del co`mput. A me´s, tal i com s’afirma
a [24],
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“La combinacio´ lineal de puntuacions obtingudes d’agents d’Information Retrieval
pot millorar l’efectivitat d’aquests, permetent obtenir un resultat millor que el de
qualsevol d’ells individualment.”
referint-se amb “agents d’Information Retrieval” a entitats que avaluen les caracter´ıstiques de
documents, bases de dades o de la World Wide Web, les puntuacions dels quals ordenarien
aquesta informacio´ segons certs criteris. E´s a dir, quelcom molt proper a mesurar la proximitat
dels camps d’informacio´ d’un esdeveniment amb els criteris de l’usuari. Per tant, aixo` referma
que una combinacio´ lineal de les 5 me`triques pot ser una bona solucio´.
Aix´ı doncs, es tracta de cercar els 5 coeficients de ponderacio´ que aplicats sobre les 5
me`triques de recuperacio´ d’informacio´ permetin obtenir, amb el mı´nim d’error, les puntuacions














Figura 7.3: Sistema que realitza una prediccio´ a partir de la combinacio´ lineal de les entrades
(me`triques base). De fet, e´s un perceptro´ lineal, o una neurona amb la funcio´ d’activacio´ lineal.
En la literatura, la majoria de propostes de sistemes h´ıbrids que plantegen una combinacio´
lineal de diferents resultats, expliquen que cerquen els coeficients de ponderacio´ de tal manera
que es minimitzi l’error mitja` pero` no especifiquen quina metodologia han emprat per fer-ho.
En aquest disseny s’utilitza la te`cnica del descens per gradient (Seccio´ 5.1). La forma com
s’ha realitzat la implementacio´ d’aquest es pot consultar a la Seccio´ C.3.1. De fet, aquest cas es
correspon al d’una xarxa neuronal sense cap capa oculta i funcio´ d’activacio´ lineal a les neurones.
En la implementacio´ els coeficients s’inicialitzen a 0. La constant K es pot modificar per
millorar-ne els resultats: si l’error en una iteracio´ e´s major que en la iteracio´ anterior, no
s’aplica l’increment sobre ~w (e´s a dir, es torna endarrere) i, a me´s, es redueix K per les segu¨ents
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7.1.5 Xarxa Neuronal
Aquesta segona proposta de filtre pel sistema de recomanacio´ aplica la teoria de la Seccio´ 5.2.
Si la proposta anterior corresponia a una xarxa neuronal sense cap capa oculta, ara es tracta
d’ampliar-la i permetre me´s dinamisme en la combinacio´ de les me`triques. Aix´ı doncs, si el
problema e´s massa complex per l’estructura anterior, l’actual n’hauria de poder millorar les
prestacions. Per aixo` s’operara` amb una xarxa de tres capes, que permet dinamisme amb les
operacions i no recau en la complexitat de tenir 2 capes ocultes que ja s’ha comentat que no
sol ser necessa`ria. Com que es tracta d’un sistema que s’utilitzara` i s’entrenara` amb forc¸a
frequ¨e`ncia, conve´ que no sigui excessivament complex per evitar entrenaments massa costosos,
rao´ per la qual considerem que una capa oculta e´s suficient per verificar el comportament d’a-
questa proposta.
Aix´ı doncs, es proposa una xarxa de 3 capes amb 5 entrades (per les me`triques base elegides
anteriorment) i una sortida que prete´n donar la valoracio´ predita per l’´ıtem que s’avalua. Segons
les regles orientatives que s’han comentat a la Seccio´ 5.2, el nombre de neurones a la capa oculta
(o) hauria de complir:
• o ∈ [1, 5]
• o ≈ 235 + 1 ≈ 4.33
• o < 2 · 5 = 10
Per a aquestes raons es consideraran les opcions de 3, 4 i 5 neurones a la capa oculta. Com que
es tracta d’una regla orientativa, per precaucio´ es tindran en compte tambe´ les opcions de 2 i
6 neurones.
En quant als me`todes d’entrenament, es realitzaran proves amb els tres que implementa la
llibreria [11], que ja hem vist a la Seccio´ 5.2. Tot i aix´ı, el que te´ me´s sentit de ser aplicat e´s
el de backpropagation, ja que els algoritmes gene`tics i la recuita simulada realitzen una cerca
massa atzarosa que possiblement no sigui efectiva per a aquest problema. Al Cap´ıtol 8 veurem
com es comporta cada un d’aquests en la implementacio´ del filtre.
Com que el sistema ja no e´s una simple combinacio´ lineal de les me`triques base, el desen-
volupament de la Seccio´ 5.1 es complica. El fet que es realitzi una combinacio´ no lineal de
les entrades fa que les parcials creuades de la matriu Hessiana (5.7) puguin no ser nul·les i
aleshores no es pot assegurar l’existe`ncia d’un sol mı´nim o una regio´ de mı´nims. Per evitar
que l’entrenament mitjanc¸ant backpropagation s’estanqui en una solucio´ que no sigui el mı´nim
d’error global, la implementacio´ del sistema de recomanacio´ inclou tambe´ un me`tode d’entre-
nament h´ıbrid que combina Backpropagation i la Recuita Simulada.
Aix´ı doncs, quan es seleccioni un entrenament h´ıbrid aquest s’iniciara` amb backpropagation.
Quan es donin les segu¨ents condicions es realitzaran 5 iteracions amb recuita simulada:
• L’error resultant d’aquesta iteracio´ e´s major que l’anterior, o la millora e´s inferior a 10−4.
• S’han fet almenys 100 iteracions des de l’u´ltim entrenament amb Recuita Simulada.
Llavors es continuara` amb l’entrenament de backpropagation fins que es tornin a donar aquestes
condicions, o es finalitzi un cop venc¸udes les iteracions permeses o obtingut un error suficient-
ment petit.
La sortida de la xarxa neuronal, en principi, sera` un valor continu entre 0 i 1. Aquest s’haura`
de multiplicar per 5 de manera que s’ajusti a la valoracio´ en estrelles que l’usuari realitza a
la web, tal i com es detallara` en el disseny del guia. Pot ser que retorni un nombre no enter
d’estrelles, el qual podem arrodonir, ja que l’usuari no do´na prou informacio´ com per saber si
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aquest punt intermedi e´s correcte. E´s a dir, el sistema no es pot entrenar de manera que els
valors intermedis siguin coherents.
A la Seccio´ C.4 veurem la implementacio´ d’aquest mo`dul en l’Agenda Social.
7.1.6 SVM: Support Vector Machines
Si be´ abans s’han utilitzat les xarxes neuronals com a eines per realitzar una regressio´, en aquest
apartat es proposa utilitzar la te`cnica SVM (veure Seccio´ 5.3) en forma de classificador.
El fet que pugui ser interessant aplicar el sistema SVM al filtre del sistema de recomanacio´
ve donat perque` actualment esta` considerat un molt bon classificador. Per una banda, s´ı que
e´s cert que la funcio´ del filtre e´s ordenar els esdeveniments segons l’intere`s que despertin per
l’usuari. Pero` per altra banda, cal tenir en compte que la informacio´ que podra` obtenir el
guia de l’usuari sera` limitada, i per tant dif´ıcilment es puguin proporcionar dades que permetin
l’aprenentatge en una escala cont´ınua de valors que asseguri una ordenacio´ un´ıvoca. Aix´ı doncs,
el fet d’haver plantejat la proposta d’una xarxa neuronal, que tambe´ esta`n considerades com
a classificadors, fa plantejar la possibilitat de reorientar el problema de regressio´ cap a un de
classificacio´. E´s a dir, com que l’usuari retornara` puntuacions en nombres enters de l’1 al 5
(tal i com s’indicara` al disseny del guia), no es podra` corregir una llista ordenada sino´ que en
realitat es disposara` d’una classificacio´ segons la valoracio´ de cada ı´tem.
Aix´ı doncs, per implementar aquesta proposta filtre i poder-ne realitzar algunes avaluacions
s’ha utilitzat la llibreria [25], que realitza tasques de classificacio´ mitjanc¸ant SVM.
Al classificador se li subministren com a entrades les mateixes puntuacions base, i les sorti-
des (que aqu´ı es coneixen com a etiquetes) so´n les puntuacions que ha donat l’usuari escalades
entre 0 i 1 (per la millor compatibilitat amb els sistemes anteriors). En les prediccions realitza-
des, aquest me`tode retornara` sempre el valor d’una de les etiquetes per les quals s’ha entrenat.
D’aquesta manera, s’obtindra` sempre un nombre enter d’estrelles.
A la Seccio´ C.5.1 es pot veure com s’ha utilitzat la llibreria per programar el sistema de
recomanacio´. Les avaluacions d’aquest me`tode es poden veure al Cap´ıtol 8.
7.2 Bloc Guia
El filtre de l’apartat anterior permet a l’agenda obtenir, per cada usuari, una llista d’esde-
veniments ordenada segons el seu intere`s. E´s l’hora ara de veure el disseny d’un mo`dul que
gui¨ı l’usuari cap a allo` que li interessa i que mostri cada suggeriment quan sigui me´s adient, de
la millor manera perque` ell en percebi la utilitat que li pot aportar. Per tant, aqu´ı tractarem
on disposar els esdeveniments a recomanar, com i quins mostrar-li a l’usuari.
7.2.1 On mostrar les recomanacions?
El primer lloc on conve´ que hi hagi recomanacions e´s a la pa`gina inicial, un cop l’usuari ha
iniciat sessio´. Tenint en compte el disseny de l’agenda, s’ha considerat oportu´ situar 3 recoma-
nacions a la part superior de la llista d’esdeveniments de la pa`gina principal (Figura 7.4). Els
tres ı´tems recomanats apareixen de costat.
Com que en aquesta pa`gina hi ha, normalment, una llista forc¸a llarga d’elements, cal que
les recomanacions cridin l’atencio´ a l’usuari. Per aconseguir-ho, es situen dins d’un quadre
ombrejat i, a me´s, se’n marca el contorn de cada un d’ells quan s’hi passa per sobre amb el
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ratol´ı (a la figura hi ha l’esdeveniment central marcat).
Figura 7.4: Recomanacions a la pa`gina principal: 3 esdeveniments.
Mostrar aqu´ı els esdeveniments te´ per objectiu que l’usuari en conegui alguns que desconei-
xia i els pugui consultar si realment li interessen.
El t´ıtol Recommended events enllac¸a a una llista ordenada dels esdeveniments me´s ben pun-
tuats segons la prediccio´ del filtre. D’aquesta manera l’usuari pot explorar me´s recomanacions
quan ho cregui convenient. A l’altra banda del quadre, l’enllac¸ My top rated events du a una
llista ordenada amb les puntuacions que l’usuari ha realitzat. Aquesta darrera llista e´s u´til
sobretot durant els per´ıodes de test per recordar els moviments fets amb cada compte.
Quan l’usuari visita la pa`gina d’informacio´ d’un esdeveniment (Figura 7.5), se li recomanen
tambe´ un ma`xim de 3 elements. En aquest cas, pero`, tots tres so´n de la mateixa naturalesa que
el que s’esta` visualitzant. Aquesta restriccio´ serveix perque`, per exemple, si hi ha molts esde-
veniments amb una prediccio´ de 5 estrelles tots ells d’unes determinades categories, tants que
nome´s es recomanin aquests, altres esdeveniments interessants no siguin ocultats per aquesta
abunda`ncia. Aix´ı doncs, quan l’usuari visiti un ı´tem que tambe´ li interessa (potser no tant)
d’una de les categories perjudicades, alla` dins podra` veure esdeveniments recomanats i, a me´s,
relacionats.
7.2.2 Que` presentar a l’usuari?
Als dos llocs que s’han habilitat per les recomanacions, de cada ı´tem se’n mostra el seu t´ıtol,
un resum de les seves dades (usuari creador i localitat), i se’n pinten tambe´ tantes estrelletes
com puntuacio´ el filtre n’hagi predit. Aix´ı com clicant-ne el t´ıtol se’n pot consultar la seva
pa`gina, conve´ tambe´ incitar la correccio´ o ratificacio´ de la prediccio´. E´s important, per tant,
que alla` mateix on es veuen les estrelles de la puntuacio´ predita l’usuari la pugui corregir si li
sembla que l’eleccio´ del filtre no e´s correcta. Aix´ı mateix, si puntua l’esdeveniment del qua-
dre de recomanacio´ aquest es canviara` per un de nou al mateix lloc, ja que s’interpreta que
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Figura 7.5: Recomanacions a la pa`gina de visualitzacio´ d’un esdeveniment.
l’usuari ha volgut corregir (o ratificar) una puntuacio´ i a partir d’aquest moment ja coneix l’e-
xiste`ncia d’aquest esdeveniment (si el vol veure el pot cercar). Per tant, com que l’esdeveniment
ja e´s conegut, ja no pot tornar a ser recomanat i se’n pot visualitzar un altre ocupant el seu lloc.
La reca`rrega s’ha de fer d’una manera fa`cil i co`moda que no impliqui tornar a transmetre
tota la pa`gina, ja que aixo` faria me´s inco`moda l’accio´ de puntuar i podria conduir a rebre
menys valoracions. Per aixo`, e´s convenient utilitzar AJAX per a aquesta tasca. Aix´ı mateix,
s’ha disposat una creueta que suggereix tancar l’esdeveniment en cas que resulti d’intere`s nul,
la qual cosa assigna un 0 com a valoracio´.
7.2.3 Quins esdeveniments mostrar?
En primer lloc cal deixar clar que volem recomanar esdeveniments que l’usuari no conegui. A
part d’aixo`, cal que hagin estat puntuats pel filtre, la privacitat permeti visualitzar-lo. . . Per
tant, a l’hora d’obtenir-los de la base de dades s’apliquen aquestes restriccions respecte l’usuari
actiu:
• que no hi participi
• que no l’hagi puntuat
• que no l’hagi creat ell
• que la seva privacitat sigui public o registered
• que la data de l’esdeveniment sigui en el futur
• que el filtre hi hagi assignat una prediccio´
• que la prediccio´ del filtre hagi estat superior a cert llindar
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Amb totes aquestes condicions es recuperen un nombre d’esdeveniments, dels quals se’n selec-
cionaran els M millor puntuats segons la prediccio´.
Un cop coneguts els esdeveniments a recomanar cal veure quan mostrar-ne cada un d’ells.
Entenem que cada recomanacio´ s’ha de visualitzar me´s d’una vegada. E´s a dir, si cada element
nome´s fos mostrat un cop, molts d’ells haurien exhaurit les seves possibilitats de ser explorats en
ocasions quan l’usuari fa una consulta concreta a l’agenda sense parar-los atencio´. Aix´ı doncs,
conve´ que les recomanacions siguin repetides fins que es rebi consta`ncia de que han arribat a
l’usuari. Aquesta es percebra` mitjanc¸ant la seva interaccio´ (ja sigui puntuant-lo, tancant-lo
o assistint-hi). D’altra banda, tampoc conve´ que els esdeveniments recomanats siguin sempre
els mateixos fins que l’usuari interactu¨ı amb ells, ja que aleshores el sistema esdevindria massa
mono`ton. Tot i aix´ı, una ciclicitat a l’atzar de les impressions d’´ıtems de la llista seleccionada
podria donar les mateixes oportunitats a el primer esdeveniment i al darrer (que podria ser
forc¸a o poc interessant). Tambe´ e´s interessant considerar que segons [16], la probabilitat de que`
un usuari visiti un element d’una llista ordenada segons el seu intere`s decau exponencialment
amb la posicio´ d’aquest element.
Per totes aquestes raons, el guia mostrara` 3 esdeveniments a l’atzar de la llista pero` les
possibilitats de visualitzacio´ de cada un d’ells decauran exponencialment segons la seva posicio´
en el ra`nking. E´s a dir, el nombre ma`xim de visualitzacions v(p) per l’esdeveniment en la posicio´





on b c indica la part entera inferior. Si tots els esdeveniments han consumit el seu cre`dit de
visualitzacions o ja no queden 3 esdeveniments amb una visualitzacio´ disponible, cal reinici-
alitzar el compte i tornar a comenc¸ar de 0. D’aquesta manera s’aconsegueix que en un cicle
pra`cticament tots els esdeveniments de la llista hagin estat visualitzats tantes vegades com els
pertoca segons la seva relleva`ncia estimada.
El darrer esdeveniment que es mostri sera` aquell M = bpdc que compleixi
N · e−λpd = 1
i aix´ı,







Aquest disseny facilita la tasca d’establir un llindar dur entre el darrer element recomanat i
el primer que no tindra` aquest privilegi. D’aquesta manera la importa`ncia que es dona a cada
ı´tem es va suavitzant en minvar les seves possibilitats d’aparicio´, fins al punt que un d’ells ja
no podra` apare`ixer cap vegada. E´s una eleccio´ que do´na una gradualitat en la decisio´ de “relle-
vant” o “irrellevant”, portant-la a una escala que permet defugir del nome´s blanc i nome´s negre.
Conve´ destacar tambe´ que el cre`dit de visualitzacions es comptabilitza separadament entre
les de la pa`gina principal i la d’informacio´ dels esdeveniments. Aix´ı doncs, aquesta darrera
mostrara` unes recomanacions forc¸a me´s variades i no tan marcades per la capc¸alera de la llista
(ja que nome´s seran ı´tems d’aquesta mateixa naturalesa). Aixo` no deixa de ser bo perque` mante´
una relacio´ amb l’esdeveniment que l’usuari esta` explorant i, a me´s, no es mostra tan repetitiu
amb els esdeveniments que ja tenen moltes oportunitats a la pa`gina principal.
Els para`metres λ i N
Aquests para`metres so´n els que determinen, entre els dos, quin e´s el darrer element que es
pot mostrar com a recomanacio´. Caldra` ajustar-los segons quin sigui l’u´s que es doni a cada
sistema en particular, i realitzar un estudi de fins a quina quantitat d’elements seleccionats pot
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ser efectiva o arribar a semblar una eleccio´ massa aleato`ria. Complementa`riament es podria
afegir llindar inferior per descartar ı´tems amb una puntuacio´ predita massa baixa.
En qualsevol cas, per realitzar proves amb l’aplicacio´ s’han emprat els valors
λ = 0.05
N = 5
D’aquesta manera, per cada 5 visualitzacions de l’esdeveniment amb me´s prioritat se’n re-
alitzara` una del cuer de la llista. El total de visualitzacions que completaran un cicle (si cap
esdeveniment e´s reemplac¸at durant aquestes) e´s de 33, que a tres ı´tems per ca`rrega de pa`gina
correspon a 11 ca`rregues si l’usuari no utilitza les eines per obtenir noves recomanacions en una
mateixa visualitzacio´. Si aix´ı ho fes, donaria molt me´s dinamisme al sistema de recomanacio´ ja
que deixarien de presentar-se-li aquests elements als que ja ha prestat atencio´.
Per tant, a l’hora d’obrir comercialment un sistema final cal veure’n l’u´s que li donen els
seus usuaris, la quantitat d’esdeveniments no privats que es generen cada dia i quin dinamisme
s’espera de les recomanacions, aix´ı com si aquestes so´n me´s efectives quan se’n mostren poques
i amb alta repeticio´, moltes i uniformement totes elles, o la majoria i amb una disminucio´ pro-
nunciada del nombre de visualitzacions. Totes aquestes formes es poden donar a la funcio´ v(p)
mitjanc¸ant els para`metres λ i N .
7.2.4 Ordenacio´ dels ı´tems amb la mateixa puntuacio´
Com que les valoracions dels usuaris es realitzen mitjanc¸ant 5 estrelles, el filtre no hauria de
poder predir valors els quals l’usuari no pot expressar per entrenar-lo. D’aquesta manera, com
que tambe´ es regira` segons aquesta escala de 5 valors, molts esdeveniments obtindran ide`ntica
puntuacio´.
Per poder-los ordenar i aix´ı seguir el criteri de la caiguda exponencial en l’intere`s segons el
seu ordre, el criteri utilitzat ha estat avaluar la suma de les puntuacions base de cada ı´tem. Aix´ı
doncs simplement es tracta de, dins d’una mateixa puntuacio´ que s’ha predit, entendre quins





En la primera fase d’avaluacions s’ha utilitzat un simulador d’usuaris per veure com es comporta
cada una de les propostes, i comparar el seu comportament a l’hora de realitzar l’aprenentat-
ge. Tambe´ e´s u´til per entendre com reacciona cada sistema en relacio´ a la modificacio´ dels
para`metres, sobretot per l’ajustament de les dimensions de la xarxa neuronal. Tot i aix´ı, no
deixen de ser uns resultats va`lids nome´s per a la intu¨ıcio´ ja que no es tracta d’uns usuaris reals,
sino´ d’unes dades simulades.
A continuacio´, s’han realitzat tambe´ proves amb un nombre redu¨ıt d’usuaris reals, les quals
ja serveixen per extreure conclusions me´s so`lides. Aquests usuaris han introdu¨ıt i valorat els
esdeveniments durant un curt per´ıode de proves. Han disposat d’eines espec´ıfiques per poder
puntuar tots els elements, la qual cosa permet calcular l’error come`s en les prediccions.
8.1 Simulacio´ d’esdeveniments i d’usuaris
En aquest apartat s’explica com ha estat dissenyat el simulador d’usuaris. Aquest ha estat
programat de manera que, quan s’executa, esborra tots els continguts de la base de dades i
comenc¸a a crear esdeveniments. Seguidament procedeix a la creacio´ dels usuaris juntament
amb la simulacio´ les puntuacions i assiste`ncies necessa`ries per a avaluar el sistema de recoma-
nacio´. Tot aixo` es realitza amb l’execucio´ de generaEvents() de la classe UserGen (paquet
intelligentFilter.userCreator).
La creacio´ d’esdeveniments, usuaris, dades d’assiste`ncia i valoracions es realitza amb un cert
grau d’aleatorietat, dins una estructura definida, que de seguida comentarem. Aixo` es fa aix´ı
per evitar que els resultats a predir siguin totalment aleatoris (i per tant “impredictibles”) sino´
que se’ls pugui donar una lo`gica semblant a la que puguin tenir els interessos d’un usuari real.
El generador disposa tambe´ de les segu¨ents constants per delimitar en quin rang es mouran
els valors aleatoris:
• MAXPCLAUEVENT = 7: Ma`xim de paraules clau per esdeveniment, de 1 fins a MAXPCLAUE-
VENT.
• MAXPCLAUCAT = 10: Ma`xim de paraules clau per categoria.
• MAXEVENTSCATLOC = 19: Ma`xim d’esdeveniments per cada categoria i localitat.
• MINEVENTSCATLOC = 10: Mı´nim d’esdeveniments per categoria i localitat. Entre MINE-
VENTSCATLOC i MAXEVENTSCATLOC - 1. Cal que MAXEVENTSCATLOC - MINEVENTSCATLOC
> 0
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• MAX EVENTS USUARI = 59: Nombre ma`xim d’esdeveniments als que assistira` un usuari.
• MIN EVENTS USUARI = 20: Nombre mı´nim d’esdeveniments als que assistira` un usuari.
Cal que MAX EVENTS USUARI - MIN EVENTS USUARI > 0.
• USER MAX EVENTS PERCENT = 100: Restriccio´ percentual del ma`xim d’esdeveniments als
que assistira` un usuari respecte el total d’existents.
• CAT PER USER MEAN = 2.5: Mitjana de categories principals que tindra` assignades cada
usuari.
• N USERS = 3: Nombre d’usuaris que es crearan
• EVENTS PUNTUATS OK PERCENT = 100: Percentatge d’esdeveniments assistits a puntuar
correctament segons el model de l’usuari.
• SIGMA = 0.05: Arrel de la pote`ncia del soroll Gaussia` que s’aplicara` a les puntuacions
de l’usuari, tenint en compte que la puntuacio´ ma`xima e´s 1.
• MU = 0: Mitjana del soroll.
• TEST PERCENT = 0: Percentatge de puntuacions que no passen a formar part de la base de
dades. S’imprimeixen per pantalla per poder ser avaluades amb altres eines. La impressio´
e´s en format compatible amb Matlab.
8.1.1 Simulacio´ d’esdeveniments
El me`tode generaEvents() realitza aquest procediment. El generador parteix d’una llista de
ciutats, les presents a la base de dades (6 en aquell moment), i disposa d’una llista de 12 ca-
tegories (les que habilita l’agenda a l’hora de crear un nou esdeveniment). Aleshores, per cada
combinacio´ categoria–localitat es generen un nombre d’esdeveniments entre el mı´nim i el ma`xim
permesos per aquest conjunt (segons les constants establertes). En l’exemple, el valor aniria
entre 10 i 19.
A cada esdeveniment se li assignen les dades necessa`ries, aix´ı com un usuari autor de l’ele-
ment, un t´ıtol de la forma Loc-Cat-0000 on Loc i Cat so´n les tres primeres lletres de la localitat
i categoria a les que correspon, i altres camps que queden en blanc ja que no so´n rellevants de
cara al sistema de recomanacio´. 0000 e´s reemplac¸at per un nombre de quatre xifres diferent en
cada esdeveniment (de fet, s’ordenen segons l’ordre de creacio´).
Cada categoria te´ MAXPCLAUCAT paraules clau de la forma Cat-000. Cada esdeveniment en
tindra` aleato`riament algunes d’elles (Figura 8.1). El nombre de paraules clau per esdeveniment
esta` distribu¨ıt uniformement entre 1 i el nombre total de paraules de la categoria.
8.1.2 Simulacio´ d’usuaris
Els usuaris es creen amb el nom uXXXX, on XXXX e´s un nombre u´nic per cada un d’ells, e-mail
uXXXX@dummy.upc.edu i contrasenya igualment uXXXX. L’usuari seleccionara` un nombre de
categories segons una distribucio´ de Poisson1 desplac¸ada de manera que tots els usuaris selecci-
onin almenys una categoria i la mitjana de categories per usuaris sigui de CAT PER USER MEAN,
la funcio´ densitat de probabilitat de la qual es pot veure a la Figura 8.2. Aixo` sembla ser una
representacio´ coherent ja que la majoria d’usuaris estarien interessats amb poques categories
(dos o tres), pero` pot haver-hi usuaris que ho estiguin amb me´s, i algun que ho estigui amb
1La distribucio´ de Poisson te´ com a funcio´ de densitat de probabilitat f(k) = e
−λλk
k!
, mitjana µ = λ i
varia`ncia σ2 = λ.
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Figura 8.1: Generacio´ d’esdeveniments. Per cada combinacio´ categoria–localitat se’n creen un nombre
aleatori. Aquests es vinculen a algunes de les paraules clau d’aquesta categoria.
totes. Aix´ı doncs, l’usuari que s’esta` simulant escollira` a l’atzar les categories fins a tenir-ne de
seleccionades tantes com li correspongui. L’usuari simulat elegira` tambe´ una localitat, la qual
representaria la poblacio´ on resideix.
Un cop marcada aquesta pauta, de tots els esdeveniments vinculats a aquesta localitat i a
alguna d’aquestes categories l’usuari en seleccionara` un nombre delimitat per MAX EVENTS USUA-
RI, MIN EVENTS USUARI i USER MAX EVENTS PERCENT. L’usuari assistira` a aquests esdeveniments
seleccionats que, a me´s, serveixen de guia per elegir-ne d’altres de relacionats. Aixo` prete´n po-
sar de manifest que, habitualment, les persones no assistiran a qualsevol esdeveniment d’una
categoria sino´ que e´s important tenir en compte quines paraules clau hi pertanyen. E´s a dir,
dins de la categoria esport, segurament hi haura` esports d’intere`s i d’altres que no ho seran.
Aleshores, els anomenats esdeveniments afins so´n aquells que coincideixen en localitat i
tenen alguna paraula clau en comu´ (i, per tant so´n de la mateixa categoria) amb algun dels es-
deveniments guia. De tots aquests, l’usuari assistira` a un ma`xim del 50% (sense comptabilitzar
aqu´ı els de la seva localitat). Aquests esdeveniments, a part de les paraules clau que coinci-
deixen amb les dels esdeveniments guia, en poden tenir d’altres. D’aquesta manera l’usuari
assistira` a esdeveniments que continguin paraules clau rellevants per ell, i potser tambe´ d’altres
a les quals no presta consideracio´. La Figura 8.3 exemplifica el funcionament aquesta seleccio´
d’esdeveniments a assistir.
Com podem veure, en aquesta generacio´ l’usuari nome´s assisteix a esdeveniments de la seva
localitat. Si be´ aixo` possiblement no s’acosti al comportament de les persones reals, el simula-
dor s’ha realitzat amb aquestes pautes per un motiu molt clar. Des del punt de vista del filtre
del sistema de recomanacio´, els camps categoria i localitat es tracten de la mateixa manera. E´s
a dir, en els dos s’utilitza la mateixa me`trica per obtenir la puntuacio´ base d’aquesta entrada.
Aix´ı doncs, el generador els tracta de diferent manera per veure com actua el sistema vers cada
una de les entrades, tenint en compte que en un usuari real no tenen perque` comportar-se igual.
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Figura 8.2: Funcio´ densitat de probabilitat d’una distribucio´ de Poisson desplac¸ada cap a la dreta
amb λ = 1.5, f(k) = e
−λλk−1
(k−1)! per k > 0, f(k) = 0 per k = 0. La mitjana resultant e´s, per tant, µ = 2.5,











Figura 8.3: De la localitat de l’usuari juntament amb cada categoria de les que te´ seleccionades,
assisteix a alguns esdeveniments (quadrats en vermell). Aleshores els esdeveniments afins so´n aquells
que comparteixen alguna paraula clau (les vermelles) amb els que ha assistit (fletxes en taronja).
D’aquests, l’usuari tambe´ hi assistira` a alguns (quadrats en taronja).
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D’aquesta manera, podem provar el sistema amb una entrada en la qual l’usuari nome´s assisteix
a esdeveniments d’un tipus, i amb una altra en la qual s’admet (en la majoria de casos) una




















Figura 8.4: Esquema de la simulacio´ de les valoracions dels usuaris. AWGN e´s Additive White
Gaussian Noise, e´s a dir soroll teo`ricament Gaussia` i blanc que es suma a les dades.
Un cop determinada l’assiste`ncia de l’usuari, ja som capac¸os de calcular les me`triques base
per a aquest. Tot i aix´ı, calen algunes valoracions seves com a retroalimentacio´ per entrenar
el filtre. Com que es tracta d’un cas simulat per veure com es comporten les diferents propos-
tes d’aquest treball, s’ha decidit calcular les puntuacions de l’usuari utilitzant una combinacio´
lineal de les puntuacions base (amb els coeficients de ponderacio´ aleatoris), al resultat de la
qual s’hi sumara` un soroll Gaussia` de mitjana nul·la µ = 0 i de pote`ncia σ2 (amb σ = SIGMA).
Tot i que aixo` no permet veure quant de be´ s’adaptaria cada proposta a un usuari real, s´ı
que permet veure com reacciona cada filtre vers l’entrada amb soroll Gaussia`. Aix´ı doncs, e´s
u´til per entendre com es comporta cada proposta segons els diferents para`metres que es poden
configurar.
L’eina utilitzada per generar el soroll e´s el generador pseudo-aleatori que proporciona Java
a la classe Random del paquet java.util. Aquest proporciona valors en una distribucio´ normal
x ∼ N(µ = 0, σ2 = 1)
la qual es pot adequar a les necessitats del simulador d’usuaris mitjanc¸ant la relacio´
Z = σX + µ
on
Z ∼ N(µ, σ2)
X ∼ N(0, 1)
Cal comentar tambe´ que, com que es tracta d’un primer conjunt de dades per intuir el
funcionament del filtre, no es va introduir informacio´ sobre amistats importades de Facebook.
Aix´ı doncs, en realitat el model actuara` nome´s sobre les quatre me`triques categoria, localitat,
paraules clau, i puntuacio´ mitjana.
8.1.3 Optimitzacio´ de l’acce´s a la base de dades
La quantitat d’usuaris a simular no cal que sigui alta ja que el filtre s’aplica per separat a cada
un d’ells i, per tant, se’n poden co´rrer les diferents proves sobre un de sol. En canvi, el nombre
d’esdeveniments generats s´ı que conve´ que sigui prou alt com perque` l’usuari simulat assisteixi a
alguns d’aquests i en deixi d’altres per a ser recomanats, n’hi hagi varis per categoria i per cada
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paraula clau, etc. De fet, per cada conjunt categoria–localitat hi haura` entre 10 i 19 elements.
Aix´ı doncs, per 6 localitats i 12 categories,
6× 12× 10 = 720
6× 12× 19 = 1 368
resultarien entre 720 i 1 368 esdeveniments en total.
Segons els me`todes que inicialment disposava el Controller, per a cada esdeveniment calia
cridar el me`tode create(Event e) sobre l’EventModel. Aquest, en realitat, redirigeix la crida
a Controller.create(E param), el qual realitza les segu¨ents operacions:
1. Obte´ l’EntityManager, objecte que utilitzara` per realitzar les crides a la base de dades.
2. Compta el nombre d’entrades que hi ha en la taula d’aquest model.
3. Assigna com a identificador una unitat me´s que el nombre anterior.
4. Cerca si ja hi ha algun element amb aquest identificador (aixo` podria passar si hi haguessin
identificadors lliures en posicions interme`dies).
• Si ja esta` ocupat, ho intenta amb el segu¨ent fins que en troba un de lliure.
5. Assigna aquest identificador a la classe Entity.Event.
6. Obte´ altra vegada un objecte EntityManager.
7. Escriu la nova entrada a la base de dades tot agafant exclusio´ mu´tua.
• Obte´ exclusio´ mu´tua.
• Escriu les dades.
• Allibera l’exclusio´ mu´tua.
8. Tanca l’EntityManager.
En realitat, alla` on realment es crea l’element a la base de dades e´s en els passos 6, 7 i 8,
mentre que entre l’1 i el 5 simplement s’esta` cercant quin e´s l’identificador lliure despre´s de
l’u´ltim ı´tem, la qual cosa pot requerir varis accessos.
Com que la creacio´ d’aquest miler d’esdeveniments tardava forc¸a, es va estudiar quina
fraccio´ de temps utilitzen les fases de cerca d’identificador i escriptura de l’element. Aix´ı
doncs, mitjanc¸ant la reaccio´ d’objectes Date de java.util per donar una refere`ncia temporal
a l’inici i al final de les dues fases, i fent una inspeccio´ visual sobre la impressio´ en pantalla dels
intervals de temps definits, es va observar que el repartiment era aproximadament :
• Cerca d’identificador: 70% esdeveniments.
• Escriptura de les dades: 30% esdeveniments.
Aquestes dades no so´n exactes, pero` asseguren que la cerca d’identificador consumeix un temps
gens menyspreable.
Com que durant la simulacio´ d’esdeveniments e´s factible afegir-los tots de cop, hi ha la pos-
sibilitat de cercar identificador per al primer i anar creant els segu¨ents de manera consecutiva
incrementant-lo en una unitat cada vegada. A me´s, ni tan sols seria necessari agafar i alliberar
l’exclusio´ mu´tua en cada operacio´, sino´ que es podria fer al principi i al final de totes elles.
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De fet, indicant a les taules SQL que l’identificador de l’esdeveniment e´s una Primary Key
amb les opcions NOT NULL i AUTO INCREMENT, podem inserir elements sense que el tinguin espe-
cificat. La base de dades determinara` automa`ticament el seu valor a partir de l’u´ltim que hagi
assignat. Aquest procediment no garanteix que sempre s’utilitzi el primer valor lliure despre´s
del darrer utilitzat, pero` e´s totalment va`lid pel cas que ens ocupa.
Per aquest motiu es van crear els me`todes createBatch i updateBatch. Aquest darrer
parteix de la mateixa filosofia pero` s’utilitza en modificar entrades, com ara pel cas de renovar
les puntuacions base o escriure les prediccions del filtre. Cada un d’ells realitza aquests passos:
1. Obte´ l’objecte EntityManager.
2. Obte´ exclusio´ mu´tua.
3. Crea o actualitza tots i cada un dels elements.
4. Allibera l’exclusio´ mu´tua.
5. Tanca l’EntityManager.
Satisfacto`riament, amb aquest canvi l’execucio´ de l’eina de generacio´ resulta notablement me´s
ra`pida.
L’estructura de l’agenda Social permet que aquests dos nous me`todes siguin tambe´ u´tils
per la resta de models, no nome´s per l’EventModel (veure Seccio´ 3.2.2). Aix´ı doncs, nome´s cal
crear els me`todes createBatch i updateBatch a cada classe model on puguin ser interessants
i vincular-los als mateixos me`todes de la classe Controller. En particular, aquests s’han
definit en els models EventModel, ParticipantModel, UserModel i PuntuacionsModel, amb
una sintaxis semblant a la segu¨ent:
public boolean createBatch(List<User> luser){
return controller.createBatch(luser);
}
En els tres primers casos, aquestes eines nome´s s’utilitzarien durant el procediment de simulacio´
d’usuaris i esdeveniments, mentre que en el darrer d’ells e´s u´til per l’actualitzacio´ en bloc de
les dades del sistema de recomanacio´.
8.2 Primeres avaluacions
En primer lloc s’han realitzat diverses proves per veure com reaccionen les xarxes neuronals vers
la modificacio´ dels seus para`metres. L’accio´ ComparaFiltresAction s’ha programat de manera
que es realitzi el filtrat de les puntuacions de la base de dades per l’usuari actiu i n’escrigui els
resultats en fitxers de text. El filtrat es realitza mitjanc¸ant el descens per gradient i una xarxa
neuronal.
Abans de veure quins so´n els fitxers de sortida, cal comentar que quan indiquem error
d’entrenament fem refere`ncia al RMS Error entre les valoracions de l’usuari que han servit per
l’entrenament i les prediccions que el filtre realitza per a aquests ı´tems en la darrera iteracio´








on xi e´s el valor de la valoracio´ de l’usuari i xˆi n’e´s l’estimacio´.
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A continuacio´ es detalla com s’organitzen i que` contenen els fitxers de sortida.
Caracter´ıstiques dels filtres
El fitxer Entorn.txt conte´ informacio´ del filtrat que s’ha realitzat, de manera que automa`ticament
quedin enregistrades les configuracions dels dos filtres utilitzats. Un exemple d’aquest e´s:
N. total events: 973
N. events assistits: 57
N. events amb feedback: 40
Perceptron:






Neural Feedforward & Backpropagation:
N. layers: 3






Temps entrenament: 1m 11.989s
Temps filtrat: 0.025s
Com podem veure, en la primera part hi ha algunes anotacions sobre la base de dades, aix´ı
com el nombre d’esdeveniments existents, assistits i valorats per l’usuari. Seguidament tenim
el bloc de dades Perceptron, que do´na informacio´ sobre el filtre que realitza una combinacio´
lineal de les me`triques base. Alla` hi podem observar el valor final dels seus coeficients, el darrer
error quadra`tic mitja` obtingut del procediment d’entrenament, el nombre d’iteracions que s’han
realitzat. Tambe´ indica el temps que ha durat l’operacio´ d’entrenament i de filtrat.
Al darrer bloc hi ha la informacio´ referent a la xarxa neuronal per a un tipus d’entrenament
en particular. Indica el nombre de capes i les neurones de la capa oculta (si n’hi ha). Segui-
dament informa de la funcio´ d’activacio´ utilitzada i dels para`metres learning rate i momentum
donats al me`tode d’entrenament. Els para`metres que segueixen indiquen el mateix que en el
bloc anterior.
Resultats de l’entrenament
Fins a 8 fitxers contenen les dades a avaluar. En primer lloc, PerceptronErrors.txt i Neu-
ralErrors.txt contenen la trac¸a d’errors d’entrenament pels que ha anat passant cada filtre.
Amb aquests valors es pot entendre quan una configuracio´ convergeix me´s ra`pidament que una
altra.
La resta de fitxers contenen la informacio´ referent a les puntuacions base, les valoracions
de l’usuari i les prediccions. Cada l´ınia es refereix a un esdeveniment diferent, i els diferents
valors es separen en comes de manera que es pugui importar fa`cilment a Matlab. Aix´ı doncs,
el significat de cada columna es pot observar a la Taula 8.1.
2Puntuacio´ base referent a la categoria
3Puntuacio´ base referent a les paraules clau
4Puntuacio´ base referent als participants
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Columna 1 2 3 4 5 6 7 8 9
Significat userid eventid cat2 localitat p. clau3 rating part4 valoracio´ prediccio´
Taula 8.1: Significat de les columnes dels fitxers de sortida de valors.
D’aquesta manera la informacio´ s’estructurara` en diferents fitxers segons el filtre mitjanc¸ant
el qual s’hagin realitzat les prediccions i segons si l’usuari havia valorat o no els esdeveniments.
Pel cas del filtrat amb una xarxa neuronal,
• NeuralTrain.txt: conte´ la informacio´ relativa als ı´tems que l’usari ha valorat.
• NeuralPred.txt: conte´ nome´s la informacio´ relativa als ı´tems que l’usuari no ha valorat.
• NeuralTot.txt: conte´ informacio´ de tots els ı´tems.
Pel cas del filtre amb descens per gradient la situacio´ e´s l’ana`loga, utilitzant el prefix Percep-
tron.
Amb aquest format, els fitxers (per exemple NeuralTrain.txt) es poden importar directa-
ment a Matlab mitjanc¸ant l’ordre
load NeuralTrain.txt;
i accedir-hi a trave´s de la variable NeuralTrain.
8.2.1 Combinacio´ lineal i descens per gradient: Perceptro´ lineal
Utilitzant aquest sistema s’obte´ sempre el mateix error d’entrenament, ja que l’u´nic para`metre
que es pot ajustar e´s la constant K del filtre, i aquesta ja es redueix en cas que impedeixi la
seva converge`ncia. Aix´ı doncs, les dades obtingudes per a l’usuari simulat so´n:
• Error final d’entrenament: 0.0598
• N. Iteracions: 50 000
• Temps entrenament: 0.824 s
• Temps filtrat: 0.000 s
8.2.2 Xarxa neuronal i Backpropagation
En aquest mode d’entrenament, els para`metres a ajustar so´n el momentum (M) i el learning
rate (LR).
Funcio´ d’activacio´ TANH
La Figura 8.5 permet comparar la converge`ncia segons tres valors de M , en les 100 primeres
iteracions per a LR = 0.001. Com s’hi pot observar, la l´ınia vermella e´s la que comenc¸a amb un
error me´s baix, pero` ra`pidament e´s superada per la verda, que cap a les 100 iteracions es mante´
propera a la blava. Alla`, la vermella es mante´ una mica separada amb me´s error. Per tant, a
elegir amb aquestes dades potser la millor opcio´ seria la l´ınia blava, mentre que la vermella no
hauria de ser seleccionada ja que convergeix forc¸a me´s lentament.
Els errors finals d’entrenament so´n tots tres propers a 0.06, per la qual cosa considerem una
eleccio´ encertada M = 0.1, gra`cies a la seva velocitat de converge`ncia.
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Figura 8.5: Error d’entrenament en les primeres 100 iteracions segons el momentum per a Backpro-
pagation, TANH i LR = 0.001.
En quant al learning rate, la Figura 8.6 ens en mostra tres exemples. Observem que com
me´s gran e´s el LR me´s lenta e´s la converge`ncia inicial. Pero` a partir de cert moment comenc¸a
a oscil·lar. Com veiem, entre la l´ınia vermella i la blava, aquesta darrera porta menys error
entre les iteracions 20 i 65 (aproximadament) pero` aleshores esdeve´ millor la vermella, tot i les
seves oscil·lacions. A me´s, segons la Taula 8.2, la simulacio´ que obte´ un millor error final e´s per
LR = 0.1, tot conservant la tende`ncia que mostra al centenar d’iteracions.




Taula 8.2: Valor de l’error final d’entrenament per a backpropagation amb TANH i M = 0.1.
Per veure si el punt o`ptim cau entre LR = 0.1 i LR = 0.001 la Figura 8.7 mostra tres
simulacions amb valors intermedis. Alla` podem veure com per LR = 0.1 i LR = 0.05 la
converge`ncia oscil·la, mentre que per la resta no ho fa. Cal tenir en compte que pels valors
LR = 0.005 i LR = 0.001 les l´ınies se solapen i nome´s veiem un color, encara que les dues
passen pels mateixos punts. Aix´ı doncs, la millor opcio´ d’aquesta gra`fica e´s LR = 0.05 la qual
queda confirmada veient que tambe´ e´s la que te´ un error final d’entrenament menor (Taula 8.3).
Nombre de neurones a la capa oculta
Amb els para`metres de la simulacio´ amb millor resposta de l’apartat anterior s’han fet algunes
proves per determinar quina seria la millor opcio´ en quant a nombre de neurones a la capa
oculta. Per tant, utilitzaven la funcio´ d’activacio´ TANH, M = 0.1 i LR = 0.05. Els casos
estudiats so´n els que s’indiquen a la Seccio´ 7.1.5 a partir de les regles intu¨ıtives de la Seccio´5.2.
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Figura 8.6: Error d’entrenament a les primeres 100 iteracions segons el learning rate mitjanc¸ant
backpropagation, TANH i M = 0.1.






Taula 8.3: Valor de l’error final d’entrenament per a Backpropagation amb TANH i M = 0.1. Refi-
nament sobre la Taula 8.2
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Figura 8.7: Error d’entrenament en les primeres 100 iteracions segons el learning rate per a Backpro-
pagation, TANH i M = 0.1. Refinament sobre la Figura 8.6.
Tal i com mostra la Figura 8.8, un augment del nombre de neurones a la capa oculta no
sempre implica una converge`ncia me´s ra`pida, ni tampoc un menor error final d’entrenament.
Alla`, les prefere`ncies serien 6 neurones, 4 neurones i 3 neurones amb aquest ordre, ja que en
les 100 primeres iteracions so´n les opcions que convergeixen me´s ra`pidament. La Taula 8.4
mostra com les millors opcions segons l’error final d’entrenament so´n de 3 i 6 neurones ocultes.
Pero` si tenim en compte el temps d’entrenament que fa falta per arribar aquest error (aixo` s´ı,
sempre 50 000 iteracions), com veiem a la Figura 8.9, aquest creix linealment i per 6 neurones
(me´s d’un minut i mig) e´s me´s del doble que per 3, mentre que l’error nome´s descendeix en
6 ·10−4. Per aquestes raons val la pena, almenys en aquest sistema que haura` de realitzar molts
entrenaments, dotar el sistema de nome´s 3 neurones ocultes.
Funcio´ d’activacio´ Sigmo¨ıdal
La Figura 8.10 mostra la comparacio´ per diferents learning rates, juntament amb la millor versio´
que s’ha trobat utilitzant la funcio´ d’activacio´ TANH. Alla` podem observar que la converge`ncia
me´s ra`pida es produeix amb la TANH i, a me´s, e´s la que millor error final obte´ (aixo` s´ı, seguida
de prop per LR = 0.1 i LR = 0.2 amb funcio´ sigmo¨ıdal).
Seleccionant LR = 0.1 per la seva velocitat de converge`ncia, la Figura 8.11 permet observar-
ne el comportament segons diferents valors de M . Alla` veiem com l’error final arriba a ser proper
pero` superior al del cas amb TANH, i la converge`ncia es comporta de forma bastant diferent.
Mentre que la TANH descendeix me´s lentament a l’inici, a partir aproximadament de la iteracio´
20 ja obte´ un error inferior a les simulacions amb funcio´ sigmo¨ıdal. Veient aquest comporta-
ment i, a me´s, sabent que l’error final no millora, e´s convenient mantenir la proposta que s’ha
aconseguit en l’apartat anterior.
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Figura 8.8: Error d’entrenament en les primeres 100 iteracions segons el nombre de neurones a la
capa oculta per a Backpropagation i TANH.
Figura 8.9: Temps d’entrenament segons el
nombre de neurones a la capa oculta.






Taula 8.4: Valor de l’error final d’entrenament
per a Backpropagation amb TANH i M = 0.1.
Refinament sobre la Taula 8.2
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Figura 8.10: Error d’entrenament en les primeres 100 iteracions i final segons el LR amb M = 0.1 i
funcio´ d’activacio´ sigmo¨ıdal. Comparacio´ amb la simulacio´ obtinguda amb TANH.






Figura 8.11: Error d’entrenament en les primeres 100 iteracions i final segons el M amb LR = 0.1 i
funcio´ d’activacio´ sigmo¨ıdal. Comparacio´ amb la simulacio´ obtinguda amb TANH.
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8.2.3 Entrenament amb Algoritmes Gene`tics i Recuita Simulada
Ja s’ha indicat anteriorment que els algoritmes gene`tics solen ser bones solucions per resoldre
problemes molt complexes en un temps raonable. Aix´ı doncs, segurament no sera` el me`tode
d’entrenament me´s adequat per la qu¨estio´ que ens ocupa. Tot i aix´ı, val la pena verificar quins
resultats proporciona.
La Figura 8.12 mostra el comportament d’un entrenament mitjanc¸ant algoritmes gene`tics
(50 iteracions) comparat amb la millor solucio´ obtinguda de Backpropagation (a 50 000 itera-
cions). Hi podem veure que l’algoritme gene`tic, gra`cies a la seva cerca atzarosa de solucions,
parteix d’un error inferior. Tot i aix´ı, e´s curio´s que cap a la iteracio´ 15 i fins a la 34 l’error
augmenti desproporcionadament, ja que segons l’explicacio´ teo`rica de [11] s’haurien de preser-
var els cromosomes que generen una solucio´ amb menys error. Cal tenir en compte que amb
els algoritmes gene`tics es realitzen moltes menys iteracions perque` el temps d’execucio´ de cada
una d’elles e´s molt me´s alt que pel cas de backpropagation.
Figura 8.12: Error d’entrenament en les primeres 100 iteracions. Comparacio´ entre l’anterior proposta
de backpropagation i un algoritme gene`tic.
Tipus d’entrenament N. iteracions Error final d’entrenament Temps d’execucio´
Algoritme gene`tic 50 0.0534 68 s
Backpropagation 50 000 0.0460 58 s
Figura 8.13: Error final d’entrenament i temps d’execucio´. Comparacio´ entre l’anterior proposta de
backpropagation i un algoritme gene`tic.
Vist que l’error final (Taula 8.13) tampoc millora i el temps que requereix cada iteracio´ d’a-
quest algoritme, considerem oportu´ mantenir la proposta d’entrenament de backporpagation.
Amb l’entrenament mitjanc¸ant recuita simulada s’obtenen resultats similars, ja que tambe´
es basa en una cerca aleato`ria d’una solucio´.
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8.2.4 Estad´ıstica de les prediccions
Si observem l’histograma de les prediccions realitzades amb el perceptro´ lineal i amb la xarxa
neuronal resultant del procediment d’ajustament (Figura 8.14) veiem que, tot i la xarxa neu-
ronal tenir un error quadra`tic mitja inferior en entrenament, les prediccions es distribueixen
d’una manera molt diferent. Mentre que el perceptro´ do´na resultats pra`cticament en tot el
rang possible, veiem com la xarxa neuronal concentra els seus resultats en el rang [5, 10]. Val
a dir que, per a aquestes simulacions, les prediccions no so´n contrastables amb els valors reals
ja que no es disposa d’ells pero`, sabent que provenen en realitat d’un perceptro´ amb una mica
de soroll, e´s de suposar que la distribucio´ dels resultats del perceptro´ sigui me´s propera a la
ideal — de fet, els seus coeficients so´n molt propers als que ha determinat el generador d’usuaris.
Segurament, aquest mal comportament de la xarxa neuronal es deu a la seva constitucio´
com a classificador. E´s a dir, aquestes so´n considerades una bona manera de resoldre els pro-
blemes de classificacio´ entre les classes per a les quals hagin estat entrenades (parlem sempre
d’entrenament supervisat). Per tant, aquesta gra`fica contrasta que, majorita`riament, la xarxa
neuronal retornara` sortides per a les quals ha estat entrenada. E´s a dir, no predira` valors que
no tinguin representacio´ en el conjunt d’entrenament. El perceptro´, en canvi, s´ı que realitza
una interpolacio´ entre els valors pels que ha estat entrenat.
Figura 8.14: Histograma comparant les dades predites (i per tant no puntuades) pel perceptro´ lineal
i per la xarxa neuronal. Les puntuacions han estat escalades al rang [0, 10].
El fet que aquest problema s’hagi pogut visualitzar ve provocat per la manera com el si-
mulador d’usuaris reparteix les valoracions. Fixant-nos en la Figura 8.15 podem observar la
distribucio´ de les valoracions de l’usuari simulat (en blau). Totes elles so´n al rang [5, 10], i
majorita`riament a l’interval [6, 8]. I e´s que justament e´s l’algoritme d’eleccio´ i valoracio´ dels
esdeveniments que estableix una puntuacio´ a part dels esdeveniments assistits. Com que es
tracta dels assistits, que alhora so´n semblants entre ells, justament tenen puntuacions base me´s
altes, de manera que la seva combinacio´ lineal, realitzada pel generador, resulta en valoracions
pertanyents a la part alta de l’escala.
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D’altra banda, fora del rang de les dades entrenades hi destaca un percentatge significatiu
d’esdeveniments amb valoracio´ predita de −1. No deixa de ser curio´s, ja que en principi s’es-
tava argumentant que la xarxa neuronal nome´s retorna valors pels que ha estat entrenada. La
Figura 8.16 reflecteix quina e´s la prediccio´ del perceptro´ per a aquests elements als que la xarxa
neuronal assigna un −1. Efectivament, so´n valors la puntuacio´ dels quals cauria entre 2 i 3,
llunyana del mı´nim valor pel que ha estat entrenada la xarxa (5). Aix´ı, possiblement, en no
trobar-los cap classe adient els assigna un valor proper a 0. De fet, en l’escala amb que` s’ha
entrenat el filtre [0, 1], el valor −1 correspon a −0.1.
Figura 8.15: Histograma comparant les dades d’entrenament i les predites (i per tant no puntuades)
per la xarxa neuronal. Les puntuacions han estat escalades al rang [0, 10]. El desajustament entre els
pesos de les barres no indica necessa`riament un error en la prediccio´, ja que la distribucio´ de les dades
predites e´s diferent a les de l’entrenament.
Per aquest motiu, en el segu¨ent apartat es comenta una modificacio´ del generador d’usuaris
per veure si aleshores el sistema reacciona millor.
8.3 Modificacio´ del generador d’usuaris
Aquesta segona proposta per simular els usuaris parteix de l’anterior (Seccio´ 8.1) a la qual s’ha
introdu¨ıt una petita modificacio´. Enlloc de puntuar nome´s part dels esdeveniments d’intere`s
per l’usuari, la qual cosa duia a reportar nome´s bones valoracions, s’assignara` ara un valor a tots
els esdeveniments existents. Aquestes es guarden totes a la base de dades. Per aixo`, l’eina que
realitza les execucions d’entrenament i filtrat ha estat tambe´ modificada de manera que nome´s
entreni el sistema amb un 30% de les puntuacions disponibles. Aix´ı, la resta de puntuacions
serviran per veure, ara s´ı, l’error de prediccio´, i no l’error d’entrenament que es mesurava abans.
D’aquesta manera, la quantitat de bones o males puntuacions no sera` uniforme, pero` cap
d’aquestes dues categories quedara` sense representacio´. O almenys aix´ı sera` en la majoria de
casos, ja que l’eleccio´ a l’atzar de les puntuacions disponibles obre la porta a que s’elegeixin
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Figura 8.16: Visualitzacio´ de la valoracio´ del perceptro´ per a les dades que la xarxa neuronal en
prediu un valor al voltant de −1.
nome´s aquell 30% de puntuacions me´s altes, pero` es tracta d’una possibilitat entre moltes,
que en general no passara`. La Figura 8.17 mostra l’histograma normalitzat de les puntuaci-
ons disponibles d’una de les realitzacions del conjunt d’usuaris generat amb aquesta proposta,
comparada amb una de les anteriors. Alla` podem veure com, si be´ la majoria d’esdeveniments
tenen una puntuacio´ dolenta, pra`cticament totes les categories tenen representacio´. Aix´ı doncs,
l’eleccio´ aleato`ria del 30% d’aquestes tindra` habitualment tambe´ representacio´ en la majoria de
valors. En canvi, pel simulador anterior, en nome´s disposar d’algunes puntuacions, l’entrena-
ment es realitzava per totes elles, distribucio´ que es concentrava en les bones valoracions.
8.4 Avaluacions amb el nou generador
L’entrenament amb part del conjunt de dades creat amb aquest segon generador permet a la
xarxa neuronal donar sortides en un rang me´s ampli. Aix´ı ho mostra la Figura 8.18, la qual
indica que el repartiment de dades entre entrenament i prediccio´ ha estat, si me´s no, d’una
distribucio´ propera.
Sorprenentment, en la simulacio´ realitzada per obtenir aquestes dades on el generador no ha
afegit soroll a les valoracions, el filtre constitu¨ıt per la xarxa neuronal ha tingut me´s dificultats
per entrenar-se. Part de la informacio´ de la simulacio´ e´s la segu¨ent:
N. total events: 1248
N. events assistits: 22




Temps entrenament: 0.4 s
Temps filtrat: 0.0 s
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Figura 8.17: Histograma normalitzat de les puntuacions disponibles en una realitzacio´ utilitzant la
primera i la segona proposta per simular els usuaris.
Figura 8.18: Histograma normalitzat de les puntuacions organitzades segons hagin estat destinades
a l’entrenament o hagin estat predites. La generacio´ no conte´ soroll, de manera que la prediccio´ del
filtre e´s molt exacte i pra`cticament reflecteix el comportament de les dades originals.
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Neural Feedforward & Backpropagation:
Error final: 0.0119
N. Iteracions: 50000
Temps entrenament: 6 min 44.1 s
Temps filtrat: 0.015s
Les dades a remarcar aqu´ı so´n el temps d’entrenament i l’error final d’entrenament. Mentre
que pel perceptro´ lineal ha estat una tasca senzilla, la xarxa neuronal ha tardat 6 minuts en
l’execucio´ i nome´s ha aconseguit un error de 0.0119. La conclusio´ que en podem treure e´s
que esta` sobredimensionada per a aquestes dades que no contenen gens de soroll, i potser se
n’haurien de reajustar els para`metres o el nombre de neurones ocultes. Com que l’objectiu del
treball no e´s ser capac¸ d’estimar aquests valors simulats, no es realitzara` aquest ajustament,
pero` queda consta`ncia de que` e´s el que passa si en un cas real s’obtenen resultats com aquests.
8.4.1 Aplicacio´ de les me`triques d’avaluacio´ dels sistemes de recoma-
nacio´
E´s l’hora de sotmetre les prediccions a algunes me`triques proposades per sistemes de recoma-
nacio´, que s’expliquen a la Seccio´ 6.3. Com que aquestes es basen en relacions entre els ı´tems
elegits i els desestimats per ser recomanats, les gra`fiques estan estructurades en funcio´ d’u-
na puntuacio´ llindar la qual permet classificar els elements en aquestes dues categories. Les
gra`fiques permeten comparar els dos filtres que hi figuren i veure per quin llindar funciona
millor cada un d’ells per a aquest conjunt de dades.
Amb les dades de que` es disposa, no e´s possible cone`ixer quins ı´tems “haurien d’haver estat
recomanats”. Per aixo`, l’estimacio´ que s’utilitza aqu´ı e´s que si la puntuacio´ de l’usuari simulat
e´s superior al llindar d’aquest cas, l’element hauria d’haver estat recomanat. Els resultats d’a-
questes representacions so´n a les Figures 8.19, 8.20 i 8.21.
Com podem veure, en quant a accuracy els resultats so´n bons pels dos filtres. En canvi,
quant al recall, comenc¸a a degradar-se per llindars alts, mentre que la precisio´ no te´ una baixada
tan brusca de rendiment. Possiblement un bon llindar suficientment alt i que permeti obtenir
un valor acceptable dels tres para`metres e´s el 5. Tot i aix´ı, caldria veure si e´s convenient
recomanar-li a un usuari real tot allo` que sobrepassi aquesta puntuacio´. Per tant, al cap i a la
fi, aixo` dependria de la forma de puntuar que tingui.
Figura 8.19: Me`trica accuracy comparant els resultats de la xarxa neuronal i els del perceptro´ lineal.
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Figura 8.20: Me`trica precision comparant els
resultats de la xarxa neuronal i els del perceptro´
lineal.
Figura 8.21: Me`trica recall comparant els re-
sultats de la xarxa neuronal i els del perceptro´
lineal.
8.4.2 Entrenament h´ıbrid
S’han realitzat tambe´ algunes proves amb l’entrenament h´ıbrid que s’explica a la Seccio´ 7.1.5. El
fet e´s que mitjanc¸ant aquest me`tode, sobre una base de dades de les mateixes caracter´ıstiques,
s’aconsegueix un error final d’entrenament de l’ordre de 0.01, la qual cosa e´s el me´s baix que
s’ha obtingut en les simulacions amb soroll i σ = 0.05. A me´s, aixo` no es tracta nome´s d’una
base de dades en concret, sino´ que en va`ries repeticions s’ha donat aquest fet.
Fins ara, l’error obtingut mitjanc¸ant el perceptro´ lineal i la xarxa neuronal havia estat sem-
pre de l’ordre de σ. En aquest cas, pero`, tal i com es pot veure en l’exemple de la Taula 8.5, la
difere`ncia e´s molt me´s acusada. Amb aquest me`tode l’error final d’entrenament e´s comparable
a σ5 .
Me`tode d’entrenament Error final d’entrenament Ordre respecte la pote`ncia del soroll
Perceptro´ i descens per gradient 0.0486 ∼ σ
Xarxa neuronal i me`tode h´ıbrid 0.00988 ∼ σ5
Taula 8.5: Comparacio´ de l’error d’entrenament entre el perceptro´ lineal i el me`tode h´ıbrid sobre una
xarxa neuronal.
Una dada a comentar e´s la difere`ncia d’error introdu¨ıda per cada per´ıode de recuita simu-
lada. Mentre la primera vegada que s’entra en aquest cicle l’error d’entrenament millora de
l’ordre de 0.01, en els quatre segu¨ents casos aquesta millora e´s de l’ordre 10−5. I, evidentment, la
difere`ncia entre els errors finals d’entrenament de la taula e´s major que 0.01. Per tant, entenem
que la introduccio´ d’algunes iteracions de recuita simulada perio`dicament no nome´s disminueix
substancialment l’error en poques iteracions (com e´s ara en la primera d’aquestes) sino´ que a
me´s tambe´ situa la xarxa en un punt a partir del qual el mecanisme de backpropagation pot
continuar millorant la seva solucio´.
8.4.3 Comparacio´ amb un sistema SVM
Finalment, a mode de comentari es mostra aqu´ı una de les simulacions realitzades amb SVM.
E´s a mode de comentari perque` d’aquesta no se’n poden extreure gaires conclusions, tot i que
no fa cap mal tenir-la en compte.
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El cas e´s que per aplicar la te`cnica d’aprenentatge SVM cal anomenar un nombre limitat
d’etiquetes per entrenar el comparador. D’aquesta manera, actuant purament a mode de clas-
sificador, no proporcionara` valors en un rang continu.
Per aconseguir aquestes dades, el que s’ha fet e´s arrodonir les valoracions dels usuaris. Apro-
fitant que a la web es realitzen a trave´s 5 estrelles, s’han utilitzat com a etiquetes els valors
1
i , i = 1, 2, . . . 5. Per comoditat s’ha considerat tambe´ l’etiqueta 0. Aix´ı doncs, per traslladar
cada puntuacio´ a aquestes etiquetes, s’han arrodonit per defecte cap a aquests valors. Aquest
procediment s’ha aplicat sobre una base de dades com les anteriors, amb σ = 0.05.
La Taula 8.6 mostra la comparacio´ dels errors finals d’entrenament (amb el 30% de les
dades) i l’error de prediccio´, calculat mitjanc¸ant el 70% de dades restants. Sorprenentment,
l’error del sistema SVM e´s 0, mentre que en els altres dos casos e´s bastant petit. Aixo` es do´na
perque` al arrodonir s’ha eliminat gairebe´ tot el soroll que hi havia a les dades. El filtre SVM
ha obtingut un error de 0 justament perque` retorna u´nicament les etiquetes per les que s’ha
entrenat. En canvi, l’error produ¨ıt pels altres dos sistemes es deu a petites imprecisions a la
seva sortida, e´s a dir, l’obtencio´ de resultats com ara 0.201 enlloc de 0.2, la qual cosa el ca`lcul
de RMSE contempla com a error. Si aquestes prediccions s’arrodoneixen per valor me´s proper
a les etiquetes definides, tots tres sistemes obtenen error 0.
Sistema Error final d’entrenament Error de prediccio´
Perceptro´ 0.0257 0.0368
Xarxa neuronal 0.0124 0.0125
SVM 0.0000 0.0000
Taula 8.6: Error final d’entrenament i error de prediccio´ en els tres filtres proposats. Dada anecdo`tica,
pel tipus de base de dades que s’ha utilitzat.
8.5 Recapitulacio´
Fins a aquest punt, val a dir que els valors exactes dels para`metres de els combinacions elegides
no so´n el me´s important, sino´ haver compre`s com es comporta el sistema. Una variacio´ del mo-
mentum provoca que varii el pendent en la gra`fica de l’error d’entrenament de les 100 primeres
iteracions. Una variacio´ al learning rate tambe´ ho fa, i pot arribar a provocar oscol·lacions.
Si e´s massa petit, el pendent e´s molt baix i, per tant, la converge`ncia molt lenta. Si e´s massa
alt, comencen a apare`ixer oscil·lacions, fins al punt que poden dur el sistema a no convergir
(NaNs). El temps d’entrenament creix aproximadament linealment amb el nombre de neurones
a la capa intermitja, per be´ que l’error d’entrenament no sempre millora.
Tambe´ cal recordar que l’estad´ıstica de les dades predites mostra que e´s necessari entrenar
el filtre amb un conjunt de dades apropiat. D’aquesta tasca se n’encarrega el guia, ja que e´s
qui intenta que els esdeveniments siguin valorats per l’usuari com a feedback.
Finalment, cal tenir en compte tambe´ que el me`tode d’entrenament h´ıbrid millora signifi-
cativament els resultats de backpropagation. Aix´ı doncs, com que no aporta cap inconvenient,
resulta apropiat aplicar-lo quan es pretengui treballar amb retropropagacio´.
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8.6 Avaluacions amb usuaris reals
Per poder contrastar el funcionament del filtre del sistema de recomanacio´ amb dades me´s fi-
ables que les combinacions lineals amb soroll que s’han proposat als apartats anteriors, s’ha
intentat obtenir una base de dades de valoracions d’usuaris reals, mitjanc¸ant la qual es pugui
mesurar alguna taxa d’error del filtre. Per aconseguir-ho, 6 usuaris voluntaris han introdu¨ıt
esdeveniments al sistema. A me´s, s’ha dissenyat una pa`gina (Figura 8.22) mitjanc¸ant la qual
aquests usuaris poden introduir les seves valoracions i dades d’assiste`ncia co`modament, la qual
cosa facilita tambe´ la tasca de repassar les puntuacions, les dades d’assiste`ncia i la valoracio´
dels ı´tems que encara no s’han puntuat. Aquesta pa`gina permet mostrar tots els esdeveniments,
nome´s aquells que l’usuari encara no hagi puntuat, aquells que l’usuari hagi assistit, i nome´s
aquells que l’usuari ja hagi puntuat. Aix´ı doncs, s’ha demanat als 6 usuaris que puntu¨ın tots
els esdeveniments disponibles al sistema, i que n’indiquin la seva assiste`ncia.
A part d’aquests 6 usuaris i els esdeveniments que han introdu¨ıt, se n’ha creat un de fictici
amb uns interessos molt espec´ıfics i unes valoracions extremes (amb identificador 3). Finalment,
s’han introdu¨ıt esdeveniments llunyans i previsiblement de poc intere`s pels usuaris voluntaris,
la qual cosa modela els esdeveniments soroll que podrien arribar d’altres comunitats.
Figura 8.22: Pa`gina que permet als voluntaris introduir co`modament les puntuacions. D’aquesta
manera es poden obtenir me´s fa`cilment tots els valors de la matriu de valoracions ı´tem – usuari.
El camp amics a Facebook dels usuaris voluntaris ha estat introdu¨ıt manualment segons
la seva relacio´ a la vida real. La Figura 8.23 mostra els vincles que s’han definit entre ells
(visualitzats segons el seu identificador).
Per poder calcular l’error en les prediccions del filtre, cal dividir les valoracions de mane-
ra que aproximadament un 30% d’elles siguin conegudes pel sistema de recomanacio´ i el 70%
restant serveixin per a l’avaluacio´ de les prediccions. Les dades d’assiste`ncia no s’ocultaran
ja que representaran l’entorn de l’usuari, ja que probablement en el passat hauria assistit a
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Figura 8.23: Vincle establert entre els usuaris voluntaris. L’usuari 3 no te´ cap vincle amb la resta
perque` e´s el perfil extrem que s’ha modelat.
esdeveniments similars. Aixo` permet evitar el problema del nou usuari que podria causar la
brevetat d’aquest per´ıode de proves.
En un principi, l’eleccio´ del conjunt d’entrenament hauria de ser aleato`ria entre les dades
de les que es disposa. En aquest cas, pero`, cal tenir en compte que el guia del sistema de
recomanacio´ incita l’usuari a puntuar. D’alguna manera, si al quadre de recomanacio´ veu un
element amb un nombre d’estrelles que no es correspon a la seva opinio´, se li esta` despertant
la voluntat de corregir-lo. La funcionalitat del guia que permet puntuar aquest element d’una
manera tan co`moda, amb un simple clic i sense haver de recarregar la pa`gina, molt possible-
ment acabi per fer reaccionar l’usuari i corregir la prediccio´, e´s a dir, introduir una nova dada al
conjunt d’entrenament. Per tant, aquest guia permet que a base d’errors es vagi confeccionant
un conjunt de dades d’entrenament molt u´til per a realitzar unes prediccions me´s acurades.
D’alguna manera, gra`cies al guia, el filtre apre`n dels seus errors.
Aix´ı doncs, en un proce´s iteratiu, l’usuari aniria donant les seves valoracions sobretot per a
aquells elements amb una prediccio´ menys acurada. Un cop el filtre s’entrena amb aquestes, si
d’un bon classificador es tracta, hauria de ser capac¸ d’assimilar la mateixa valoracio´ als ı´tems
similars a cada un d’aquests. E´s per aixo` que el guia ajuda a obtenir un conjunt de dades
d’entrenament o`ptim, i amb representacio´ per tota l’escala de valors disponibles.
Per modelar-ho, s’han observat els esdeveniments introdu¨ıts al sistema i, intu¨ıtivament se-
gons el seu t´ıtol, s’han classificat en diferents conjunts. Cada conjunt esta` format per almenys
tres esdeveniments. Aix´ı doncs, a partir d’un conjunt d’entrenament obtingut a l’atzar, s’ha
modificat lleugerament perque` hi entre´s almenys un esdeveniment de cada un dels conjunts, tot
traient-ne d’altres de repetitius per conservar la proporcio´ 30% – 70%.
A continuacio´ veurem els resultats obtinguts. Si no s’indica el contrari, els errors es refereixen
a error RMS de prediccio´ sobre les dades de tots els usuaris, les quals no pertanyen al conjunt
d’entrenament. Per a cada usuari s’ha entrenat una insta`ncia diferent del filtre i u´nicament
amb les seves dades d’entrenament.
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Puntuacions base
Pel que fa a les puntuacions base, s’han utilitzat les especificades a al Seccio´ 7.1. En refere`ncia a
la me`trica per les paraules clau, s’ha utilitzat la darrera de les dues propostes comentades. Tal
i com alla` hav´ıem comentat, la primera proposta te´ el problema que una paraula clau general
aclapara me´s puntuacio´ del compte per un esdeveniment que me´s espec´ıficament pot no tenir
intere`s.
La Taula 8.7 mostra com el nombre d’entrades on la puntuacio´ de les paraules clau e´s 1, i
que l’usuari ha puntuat amb 2 o menys estrelles, e´s el triple de gran per la primera proposta
que per la segona. S’ente´n que si un usuari nome´s puntua un esdeveniment amb 1 o 2 sobre
5, el seu intere`s vers aquest e´s considerablement baix. Per aixo`, la valoracio´ amb un 1 per
part de les paraules clau d’aquest element possiblement sigui donada pel cas que s’ha comentat
de contenir una paraula d’a`mbit me´s general (en la primera proposta). Clarament, doncs, la




Taula 8.7: Nombre d’entrades que els usuaris han puntuat 2 o menys estrelles i que han rebut una
ma`xima puntuacio´ (1) per la me`trica de paraules clau. E´s a dir, entrades en les quals la me`trica no es
comporta correctament. U´til per veure com la segona proposta millora la primera me`trica.
8.6.1 Perceptro´ lineal
L’error RMS obtingut dels esdeveniments utilitzats com a prediccio´, variant la constant K del
perceptro´ lineal, es pot veure a la Taula 8.8. Des del valor me´s petit que s’ha utilitzat aquesta
constant, quan va augmentant, amb ell es va reduint l’error, amb alguna excepcio´ (K = 0.3).














Taula 8.8: RMSE del filtre perceptro´ lineal segons diferents valors de K.
Si be´ aquests valors de K so´n sorprenentment grans, cal recordar que el filtre redueix K a
la meitat del seu valor quan la difere`ncia d’error entre dues iteracions e´s positiva. Aix´ı doncs,
observant la sortida per pantalla del programa veiem com des de molt al principi es realitzen
operacions d’aquest tipus, tal i com es pot observar al Codi 8.1. Aix´ı doncs, una K tan gran
segurament e´s u´til per realitzar els primers salts, tot permetent al filtre iniciar una ra`pida con-
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verge`ncia per despre´s reajustar-ne la constant.
Tal i com podem veure, el millor error que s’havia aconseguit en una iteracio´ anterior a la
21 ja e´s el que perdurara` fins al final. En les darreres iteracions on no apareix un canvi de
K, el que passa e´s que els coeficients del filtre so´n de l’ordre de 10−15, que multiplicats per la
constant de l’ordre de 10−17 superen la precisio´ dels elements double. Aix´ı doncs, el filtre ente´n
que l’error es mante´ i segueix disminuint la constant. Veient aquest comportament potser seria
convenient aplicar una condicio´ de final d’entrenament per estalviar temps, la qual es podria
obtenir relacionant K amb un valor llindar com ara 10−7, o l’existe`ncia d’un alt nombre d’ite-
racions sense millora en l’error resultant, o fins i tot quan es vegi que els increments a realitzar
sobre els coeficients so´n molt propers a zero. Aquesta darrera condicio´ indica que el sistema
s’ha situat molt a prop d’un mı´nim local que, tal i com es mostra a la Seccio´ 5.1.1, es correspon
al mı´nim global o la regio´ de mı´nims de la funcio´ error.
Codi 8.1: Exemple de la sortida per pantalla durant el procediment de filtrat per K = 0.7 durant
l’entrenament del filtre per un usuari.
Reajustant K=0.7 del filtre.( 3.81051177665153 < 28.438647412749198 ). Iteracio´ 1
Reajustant K=0.35 del filtre.( 12.294036494712929 < 39.81046763520033 ). Iteracio´ 3
Reajustant K=0.175 del filtre.( 13.734142370991597 < 15.38159072831329 ). Iteracio´ 5
Reajustant K=0.0875 del filtre.( 0.1414213562373095 < 0.14142135623730953 ). Iteracio´ 10
Reajustant K=0.04375 del filtre.( 0.12909944487358055 < 0.12909944487358058 ). Iteracio´ 18
Reajustant K=0.021875 del filtre.( 0.12909944487358058 < 0.15275252316519466 ). Iteracio´ 19
Reajustant K=0.0109375 del filtre.( 0.1414213562373095 < 0.15275252316519466 ). Iteracio´ 21
Reajustant K=0.00546875 del filtre.( 0.1414213562373095 < 0.15275252316519466 ). Iteracio´ 28
[...]
Reajustant K=1.554312234475219E-16 del filtre.( 0.1414213562373095 < 0.15275252316519466 ).
Iteracio´ 182
Reajustant K=7.771561172376095E-17 del filtre.( 0.1414213562373095 < 0.15275252316519466 ).
Iteracio´ 186
Iteracions acabades (50000), error = 0.1414213562373095
Si be´ en aquest cas la modificacio´ de la constant e´s bastant ra`pida (es multiplica per 0.5
cada vegada que l’error nou e´s pitjor que l’anterior), tambe´ s’han realitzat proves amb un canvi
menys acusat, les quals obtenien pitjors errors de prediccio´. En canvi, accelerant la disminucio´
de K, e´s a dir, multiplicant-la per 0.25, la converge`ncia s’accelera fins al punt que el filtre s’es-
tabilitza en 12 iteracions com a ma`xim (en la majoria dels usuaris, amb 9 iteracions ja s’havia
arribat a l’error final).
De totes maneres, l’ajustament gaire prec´ıs d’aquesta constant no e´s tan important en re-
lacio´ a l’error de prediccio´ que es pugui obtenir. De fet, segurament s’obtenen errors diferents
perque` amb cada una d’elles s’arriba a un punt diferent de la regio´ de mı´nims de la funcio´
error. Com que aquesta funcio´ error la crea el filtre amb les dades que coneix, no te´ informacio´
sobre les dades utilitzades per a la prediccio´. Aix´ı doncs, segurament alguns punts d’aquesta
regio´ donen millor prediccio´ que d’altres, tot i que l’error d’entrenament acabi essent el mateix.
Precisament aquest sera` l’avantatge que tindra` el filtre SVM, ja que de tots els punts amb
menys error en seleccionara` l’o`ptim en quant a marges de seguretat entre les fronteres definides
per les dades d’entrenament.
8.6.2 Xarxa neuronal
A les avaluacions realitzades anteriorment ja s’ha vist que la forma h´ıbrida d’entrenament res-
ponia amb molt me´s bon comportament per la xarxa neuronal que s’ha d’utilitzar. Aix´ı doncs,
conve´ amb les dades reals veure quins so´n els para`metres adients per cada un dels me`todes d’a-
quest entrenament h´ıbrid, aix´ı com acabar de dimensionar la capa oculta de la xarxa neuronal.
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Per realitzar aquest procediment s’ha implementat la classe abstracta AjustaParams per-
tanyent al paquet recommender.filter (veure Seccio´ C.2.2). Pel cas de la xarxa neuronal, la
implementacio´ final d’aquesta classe correspon a AjustaParamsHibrid del paquet recommen-
der.filter.neuralFeedForward.
Aquesta classe proporciona un me`tode capac¸ de calcular l’error RMS de prediccio´ sobre tots
els usuaris variant tres para`metres de la xarxa neuronal. El fet que el nombre de para`metres
sigui nome´s de tres ve donat pel temps d’execucio´ d’aquest me`tode, que amb els recursos dels
que es disposa e´s de me´s de 13 hores. Per tant, en una primera insta`ncia s’ha considerat adient
ajustar primer la dimensio´ de la capa oculta de la xarxa i els dos para`metres del me`tode d’en-
trenament que actua principalment (backpropagation).
Cal tenir en compte, pero`, que en aquest cas les xarxes neuronals s’inicialitzen en un punt
a l’atzar. A me´s, hi poden haver diversos mı´nims en la funcio´ error segons els coeficients de les
neurones. Per tant, diferents realitzacions amb el mateix entrenament (pero` diferent inicialit-
zacio´) podran donar un error de prediccio´ tambe´ diferent.
Els conjunts de valors pels que s’han realitzat proves han estat:
Neurones capa oculta = {0, 1, 2, 3, 4, 5, 6, 7}
Learning rate = {10E−6, 10−5, 1.0−4, 0.0010, 0.01, 0.025, 0.05, 0.075, 0.1, 0.25, 0.5, 0.75, 1.0}
Momentum = {10−4, 0.0010, 0.01, 0.1, 0.3, 0.5}
En una primera insta`ncia s’ha obtingut una u´nica combinacio´ va`lida amb un error de pre-
diccio´ inferior a 0.1800 (Taula 8.9). Aquest resultat sorpre`n, ja que no te´ gaire sentit que una
xarxa neuronal tingui una neurona a la capa oculta i tambe´ una neurona a la capa de sortida.
Per veure la variacio´ de l’error entre diferents realitzacions s’ha reprodu¨ıt 10 vegades aquest
entrenament en concret. Segons aquestes darreres repeticions, l’error de prediccio´ d’aquesta
xarxa neuronal estaria, en un interval de confianc¸a del 95%,
[0.1869, 0.2139]
variacio´ la qual e´s realment gran com per ser capac¸os de determinar quin dels casos proporcio-
na el millor resultat amb una sola simulacio´. Tampoc es disposa de prou temps i recursos per
realitzar me´s mostres de cada combinacio´ i aix´ı poder-ne ajustar una mica me´s el seu interval
de confianc¸a.
Tambe´ cal comentar que diversos valors retornen NaN, que ve generat en produir-se una
excepcio´ durant el procediment d’entrenament, la qual significa que s’ha desbordat algun dels
coeficients de la xarxa. Aixo` vol dir que en per a aquelles condicions, algunes vegades (i per
a alguns usuaris) el sistema no convergeix, la qual cosa tampoc interessa ja que conve´ obtenir
un filtre ra`pid, i que no hagi d’anar repetint l’entrenament fins a trobar una inicialitzacio´ que
convergeixi.
En la segona realitzacio´ d’aquest procediment, el mı´nim error e´s el de la Taula 8.10, que e´s
un error fins i tot inferior al cas anterior i en unes condicions radicalment diferents. Per tant,
conve´ veure quines so´n les condicions que provoquin habitualment desbordament, i triar-ne
alguna de les altres que no tingui un temps d’entrenament exageradament alt, i un error que
rondi el 0.2.
Veient on es concentren els desbordaments segons les dues simulacions, s’observa que el
para`metre amb me´s relleva`ncia e´s el learning rate. Aquests sempre es produeixen per als valors
Learning rate = {0.5, 0.75, 1.0}
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Taula 8.10: Millor combinacio´ de para`metres per a la segona simulacio´.
nome´s a excepcio´ d’un per a LR = 0.075. Aixo` indica que els LR propers a 1 condicionen una
alta probabilitat de desbordament. Tambe´ cal comentar que pel cas de 0 neurones a la capa
oculta no s’ha observat cap desbordament. Finalment, no s’observa cap relacio´ entre els valors
del momentum dels entrenaments desbordats.
La Figura 8.24 mostra un histograma normalitzat dels errors de les dues simulacions. Alla`
podem veure que on es concentren me´s valors e´s prop de 0.2. Per tant, es tracta d’escollir una
d’aquestes combinacions tot tenint en compte que el LR no sigui massa alt.
Figura 8.24: Histograma normalitzat dels errors RMS de les dues simulacions (una en blau i l’altra
en vermell).
Finalment, la Taula 8.11 mostra els intervals on es troben els errors de prediccio´ amb el
95% de confianc¸a, segons 10 simulacions per cada una de les combinacions estudiades. Les dues
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primeres so´n les que s’acaben de comentar. La tercera intenta posar lo`gica a la sorpresa del
resultat de la primera, i combina l’entrenament d’aquesta amb la xarxa de la segona. Tot i
aix´ı, el resultat no s’acosta al millor dels dos anteriors. Vist aixo`, la quarta combinacio´ prete´n
provar l’altre extrem, e´s a dir, sense capa oculta. Alla` veiem que la variacio´ de l’error e´s bastant
me´s petita, tot i que el rang du a un error superior que el de la combinacio´ 1. Per tant, molt
sorprenentment, tenir una sola neurona a la capa oculta que acaba desembocant a una altra
sola neurona de sortida, resulta millor que tenir-ne 3 o cap.
Para`metre Combinacio´ 1 Combinacio´ 2 Combinacio´ 3 Combinacio´ 4
neurones ocultes 1 3 3 0
learning rate 0.05 10−4 0.05 0.05











Taula 8.11: Estudi individual de 4 combinacions, les que han donat millors resultats en l’escombrat
anterior i dues de semblants.
8.6.3 SVM
Per ajustar els para`metres del filtre SVM s’han seguit els consells de [26]. Alla` es recomana
intentar ajustar el sistema primer amb la funcio´ nucli RBF,
f(~u,~v) = e−γ|~u−~v|
2
on caldra` ajustar el para`metre γ i C. El primer apareix a la funcio´ nucli, mentre que el segon
e´s el factor de penalitzacio´ que s’aplica per cada error perme`s en l’entrenament.
La Figura 8.25 mostra les corbes de nivell de l’error RMS variant els para`metres C i γ.
Segons aquest document, aquesta funcio´ nucli sol resoldre acceptablement la majoria de pro-
blemes i nome´s conve´ canviar-la en cas que els resultats siguin realment dolents.
El mı´nim error obtingut en aquesta simulacio´ e´s de 0.1512, pertanyent a les illes del blau
me´s fosc que marquen el llindar de 0.16. Aquest mı´nim es do´na per a
log2(C) = 7
log2(γ) = −4
Per perfilar el punt d’error mı´nim realitzem una altra simulacio´ amb me´s punts intermedis, ara
en els intervals
log2(C) ∈ [5, 9]
log2(γ) ∈ [−6,−2]
augmentant l’exponent cada 0.2. D’aqu´ı en resulta la Figura 8.26, que mostra dues petites
regions amb un error inferior a 0.15. De fet, analitzant els resultats veiem que hi ha 3 punts
on l’error e´s mı´nim, dos dels quals so´n els que podem observar a la figura i el darrer no e´s
visible ja que queda situat sobre l’eix log2(γ). Les tres combinacions que donen aquest mı´nim
error so´n les que es reflecteixen en la Taula 8.12. Com que l’eleccio´ dels llindars de classificacio´
que realitza SVM e´s determinista, la realitzacio´ d’aquest entrenament successives vegades do´na
sempre el mateix resultat. Per tant, aqu´ı no e´s oportu´ repetir les simulacions per incloure l’error
en un interval de confianc¸a.
103





Taula 8.12: Les tres combinacions que resulten en un mı´nim error de prediccio´ per SVM.
Figura 8.25: Corbes de nivell indicant el RMSE de prediccio´ mitjanc¸ant SVM, segons la variacio´ de
C i γ.
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Figura 8.26: Corbes de nivell indicant el RMSE de prediccio´ mitjanc¸ant SVM, segons la variacio´ de
C i γ. Particularitzacio´ en un rang de la simulacio´ anterior.
8.6.4 Solucions t´ıpiques: filtres Col·laboratiu
Per poder comparar les tres propostes amb algun filtre t´ıpic i a`mpliament utilitzat s’ha imple-
mentat tambe´ un filtre col·laboratiu basat en els usuaris i un basat en els ı´tems. Inicialment
es pretenia utilitzar les llibreries Java Taste5, ja que alguns articles de la bibliografia indiquen
haber-les emprat. Pero` aquestes actualment s’han reubicat al projecte Apache Mahout, de
manera que ja no estan disponibles en el seu format antic. La utilitzacio´ del codi d’aquest nou
projecte requereix la instalacio´ d’un cluster Hadoop, la qual cosa es complica l’u´s d’aquestes
llibreries pel cas de l’Agenda Social. De fet, el projecte proposa la utilitzacio´ completa del
seu servidor web (Apache), cosa que no e´s adequada per a un filtre complementari que no e´s
l’objectiu principal del projecte. Aix´ı doncs, resulta me´s senzill implementar aquests dos filtres
espec´ıficament per l’arquitectura de l’agenda que no pas realitzar una migracio´ d’aquest tipus.
A continuacio´ es veu com es comporten els dos filtres amb certa variacio´ per a les dades
d’entrenament, ja que no te´ sentit utilitzar les mateixes per la seva constitucio´ i formulacio´.
Filtre col·laboratiu basat en usuaris
Per a aquest filtre, amb la poca quantitat d’usuaris de la que es disposa, el funcionament no e´s
satisfactori. A me´s, degut a la forma com s’ha programat el filtre que requereix l’acce´s a base
de dades, aquesta avaluacio´ s’ha realitzat sobre totes les dades disponibles, la qual cosa significa
que estar´ıem parlant d’un error d’entrenament. Aixo` afavoriria aquest filtre col·laboratiu, que
tot i aix´ı no aconsegueix acostar-se a els resultats de els altres propostes.
La Taula 8.13 mostra els errors (deterministes) que s’han obtingut del filtre per diferents va-
lors del llindar que discerneix entre considerar un usuari per obtenir la prediccio´, o no considerar-
lo, segons la seva semblanc¸a amb l’usuari objectiu. Cal recordar que aquesta semblanc¸a s’ha
5Java Taste library: http://taste.sourceforge.net/
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calculat mitjanc¸ant totes les dades disponibles a la base de dades, i no nome´s les del conjunt
d’entrenament.
Aquests errors tan alts es deuen probablement a l’existe`ncia del problema de l’ovella grisa
a les dades de prova. La Taula 8.14 mostra les correlacions de Pearson entre els usuaris que
el filtre utilitza per calcular les prediccions. Tal i com alla` s’observa, cap d’aquestes supera el
70%. Aix´ı doncs, com que no es disposa d’usuaris realment semblants entre ells, les prediccions
d’aquest filtre no so´n bones. Nome´s en el primer cas s’arriba a acostar a l’error del perceptro´
lineal, encara que el filtre col·laboratiu en realitat s’entrena amb totes les dades disponibles i,
per tant, disposa d’avantatge. D’alguna manera hauria de ser forc¸a millor com per plantejar-se
realitzar altres proves.
Val a dir que segurament en un sistema, real utilitzat per gran quantitat d’usuaris, aquest
filtre funcionaria molt millor per la majoria d’ells que no pas en aquest petit conjunt de dades.
Per descomptat, seria molt interessant poder realitzar aquestes avaluacions sobre un sistema
real, pero` desgraciadament no esta` a l’abast d’aquest projecte. De totes maneres, aquest docu-







Taula 8.13: Errors d’entrenament del filtre col·laboratiu basat en els usuaris.
1 2 3 5 6 7 8
1 — 0.1996 0.1737 −0.1230 0.6063 0.6577 0.2164
2 — 0.2642 −0.0683 0.5660 0.3757 0.4715
3 — 0.2846 −0.0281 0.2246 −0.2037
5 — −0.1929 −0.0918 −0.1572
6 — 0.5181 0.3489
7 — 0.4015
Taula 8.14: Correlacio´ de Pearson entre els usuaris.
Filtre col·laboratiu basat en ı´tems
La comparacio´ del filtre col·laboratiu cla`ssic basat en els ı´tems amb les dades que s’han avaluat
dels filtres anteriors e´s complicada i no acaba de tenir sentit. La base de dades que s’ha dis-
posat com a entrenament conte´ les puntuacions de tots els usuaris per certs esdeveniments. Si
entrenem el filtre basat en ı´tems amb aquestes dades, e´s incapac¸ de trobar la semblanc¸a entre
un esdeveniment puntuat i un sense puntuar, ja que el ca`lcul es basa en la corresponde`ncia de
les puntuacions dels usuaris. Aix´ı doncs, com que no els pot trobar semblanc¸a, l’u´nic que pot
fer e´s puntar-los amb 0 (la qual cosa genera un error enorme) o deixar-los sense puntuar.
6Llindar a comparar amb la correlacio´ de Pearson a partir del qual es considerara` un usuari semblant a
l’usuari objectiu.
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D’altra banda, el que s´ı que e´s possible e´s veure com es comporta el filtre si li proporcionem
totes les dades de les que disposem. Aix´ı doncs, l’error que obtindr´ıem seria equivalent a l’error
d’entrenament amb un conjunt d’entrenament format per tots els esdeveniments. Aquest resulta
ser, en el millor dels casos, de 0.11, mentre que en les propostes anteriors l’error d’entrenament
ronda el 0.05.
Per tant, considerem que no tenim prous dades per veure realment en quina posicio´ situar
aquest filtre, ja que segurament rendiria millor en un sistema utilitzat per molts usuaris.
8.6.5 Recapitulacio´
Vegem aqu´ı un resum dels millors resultats obtinguts per les tres propostes de filtre. Cal recor-
dar que pel cas de la xarxa neuronal s’especifica un interval ja que el resultat de l’entrenament








Taula 8.15: RMSE de prediccio´ de la millor configuracio´ per cada una de les propostes.
8.6.6 Precision – Recall
Una de les maneres t´ıpiques per avaluar els sistemes de recomanacio´, com ja s’ha comentat a
la Seccio´ 6.3.1, e´s veient-ne quin d’aquests maximitza la corba precision – recall. En principi,
aquestes me`triques s’han de calcular sabent quins ı´tems ha recomanat el filtre i quins ı´tems
haurien d’haver estat recomanats o u´tils per l’usuari. En un sistema ideal es tractaria de me-
surar quines recomanacions han estat visitades i quines no.
Per aconseguir-ne una aproximacio´ a partir de les dades de les que es disposa —tenint en
compte que el temps limitat de recollida de dades no permet realitzar aquest seguiment sobre un
u´s diari del sistema per cada usuari— e´s necessari definir un llindar. Els ı´tems que l’usuari hagi
puntuat per sobre d’aquest llindar es consideraran d’intere`s, mentre que els altres no haurien
de ser recomanats. Evidentment, la millor estimacio´ que pot fer el guia e´s establir el llindar al
mateix punt.
Intu¨ıtivament, sobre l’escala de 5 estrelles tradu¨ıda als valors[
0.2, 0.4, 0.6, 0.8, 1
]
els llindars possibles serien, per exemple, els punts mitjos entre aquests valors. De fet, com
que la sortida del filtre s’arrodoneix a algun d’aquests 5 valors, no e´s important exactament
on s’estableixi en llindar, sino´ quines valoracions deixa al conjunt d’idealment recomanades i
quines no. Per tant, es poden definir
Th =
{
0.3, 0.5, 0.7, 0.9
}
El me´s normal seria que un usuari volgue´s que se li recomanessin els esdeveniments de 5
estrelles. Probablement tambe´ els de 4, i pot ser que per a alguns usuaris tambe´ els de 3. De
fet, tot depe`n de com ell utilitzi l’escala de valors, i la quantitat d’esdeveniments disponibles
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en aquestes prediccions.
El problema e´s que utilitzant aquesta aproximacio´, com que en principi mour´ıem els dos
llindars simulta`niament, la gra`fica no representa una corba com l’esperada. Aixo` passa perque`,
en principi, haurien de quedar fixats els esdeveniments interessants i els no interessants, mentre
que el filtre mouria el seu llindar per definir diferents esdeveniments recomanats i sense reco-
manar, dibuixant cada punt de la gra`fica.
De totes maneres, el que s´ı que esta` a l’abast dels l´ımits d’aquest treball e´s analitzar el
comportament dels diferents filtres segons els dos llindars que me´s probablement modelin un
usuari: 0.7 i 0.5, tot utilitzant l’aproximacio´ que hem vist. Les Figures 8.27 i 8.28 mostren els
punts precision – recall segons aquests dos llindars aplicats al filtre i als usuaris.
En la primera d’elles observem clarament com es comporta millor la proposta SVM, seguida
de prop per la xarxa neuronal. Aquesta e´s una bona solucio´, ja que mostraria a l’usuari els
esdeveniments puntuats amb 4 i 5 estrelles, la qual cosa e´s molt raonable. Si la quantitat d’es-
deveniments amb aquestes prediccions e´s prou gran, aquest llindar permetria al filtre operar
sense comprometre les seves figures de me`rit.
En canvi, la figura de la dreta, amb el llindar a 0.5, mostra una mica me´s de desgavell. Si be´
els resultats de la xarxa neuronal i el perceptro´ milloren respecte les seves anteriors marques,
el SVM empitjora considerablement en el seu recall. Aixo` significa que el SVM, que do´na un
RMSE me´s baix, proporciona me´s errades prop del llindar establert que no pas la xarxa neuro-
nal. Aix´ı doncs, aquesta segurament elegiria millor quins esdeveniments cal recomanar i quins
no, mentre que possiblement cometria me´s errades a l’hora de crear la ordenacio´ que utilitzara`
el guia per definir la frequ¨e`ncia amb que` mostrar-los.
Amb tot aixo` cal recordar que el SVM assigna les fronteres de decisio´ segons l’o`ptim que
en pot calcular, mentre que per la xarxa neuronal poden ser diferents en cada iteracio´ i les del
perceptro´ simplement resulten ser, a sorts (e´s a dir, segons quina K tinguem), una de les que
satisfan millor el conjunt d’entrenament.
En global, el millor resultat obtingut segons aquestes dues gra`fiques e´s el de SVM pel llindar
de 0.7.
Com a curiositat, les Figures 8.29 i 8.30 mostren les corbes precision – recall que s’han ob-
tingut fixant el llindar de relleva`ncia segons l’usuari a 0.7 i 0.5 respectivament, mentre que s’ha
variat el llindar del filtre entre els valors 0.3, 0.5, 0.7 i 0.9. Alla` s’hi reflecteix el comportament
que comporta abaixar el llindar del filtre, e´s a dir seleccionar me´s dades del compte pero` no
oblidar-ne sense recomanar (recall proper a 1 i precision proper a 0), i apujar aquest llindar,
el que significa seleccionar molt pocs ı´tems (recall proper a 0 i precision a 1). Els punts me´s
propers a (1, 1) so´n els mateixos que es veien en les gra`fiques anteriors.
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Figura 8.27: Punts precision – recall. Llindar de
0.7 pels filtres i pels usuaris.
Figura 8.28: Punts precision – recall. Llindar de
0.5 pels filtres i pels usuaris.
Figura 8.29: Corbes precision – recall. Llindar de
0.7 pels usuaris, i variable pels filtres.
Figura 8.30: Corbes precision – recall. Llindar de
0.5 pels usuaris, i variable pels filtres.
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8.7 Conclusions
Amb les dades reals que s’han aconseguit per provar aquest sistema de recomanacio´ hem obser-
vat que, en quant a error RMS, la millor solucio´ e´s la implementacio´ mitjanc¸ant SVM. Aquesta
la segueixen la xarxa neuronal i el perceptro´ lineal. Ambdues propostes obtenen resultats
similars quan s’ajusten correctament els seus para`metres. El fet que la xarxa neuronal no pro-
porcioni un resultat determinista fa que l’error oscil·li amb una mitjana una mica inferior que
el del perceptro´. Tot i aix´ı, en alguns casos obte´ un error superior.
A aixo` cal sumar-hi que el temps d’entrenament i filtrat requerit per la xarxa neuronal e´s
molt me´s elevat que el del perceptro´ i del SVM. Mentre el primer pot durar 2 minuts per a
la poca quantitat d’usuaris que hi ha a l’aplicacio´ de prova, els altres dos realitzen la tasca
en menys de 10 segons. Aixo` pot ser un motiu per considerar que la complexitat de la xarxa
neuronal no e´s necessa`ria per resoldre aquest problema.
E´s important pero` tambe´ veure on les diferents propostes acumulen els errors. Les gra`fiques
precision – recall ens mostren que per un llindar de separacio´ entre elements a recomanar i
a no recomanar de 0.7 el sistema SVM obte´ els millors resultats, seguit de prop per la xarxa
neuronal. El perceptro´, en canvi, queda lluny d’aquests. D’altra banda, per a un llindar de 0.5
les tres propostes s’acosten i el millor resultat l’obtindria la xarxa neuronal.
Segurament, amb dades de naturalesa similar a aquestes, seria convenient utilitzar el sistema
SVM i un llindar de 0.7, la qual cosa s’hauria de tornar a avaluar segons els comentaris que
proporcionin els usuaris sobre el sistema de recomanacio´. Si pel contrari es prefer´ıs establir el
llindar a 0.5, el perceptro´ i el SVM presenten un resultat equilibrat amb un temps d’entrena-





En aquest projecte s’ha implementat un mo`dul d’interconnexio´ de l’Agenda Social amb altres
serveis web i s’ha dissenyat, implementat i avaluat amb els recursos disponibles un sistema de
recomanacio´ per a aquest entorn.
El mo`dul d’interconnexio´ permet importar esdeveniments de Google Calendar i de Face-
book, i tambe´ informacio´ sobre les amistats de l’usuari en aquesta xarxa social, que ha estat
utilitzada pel sistema de recomanacio´. Permet, a me´s, anunciar modificacions d’esdeveniments
a trave´s de Twitter i publicar canals RSS segons les prefere`ncies de cada usuari. Finalment,
s’han incorporat mapes de Google Maps per mostrar la posicio´ on tindran lloc els esdeveniments
i la localitzacio´ dels usuaris que proporciona el servidor d’Orange.
El disseny del sistema de recomanacio´ ha resultat en un guia i tres variants del filtre basades
en te`cniques d’aprenentatge i intel·lige`ncia artificial, les quals processen la informacio´ obtin-
guda d’unes me`triques base que aprofiten a`mpliament la informacio´ disponible a l’agenda. La
primera proposta esta` basada en una combinacio´ lineal d’aquestes me`triques, mentre que la
segona incorpora una xarxa neuronal. Finalment, la tercera es basa en SVM.
Les avaluacions del filtre del sistema de recomanacio´, realitzades amb els recursos disponi-
bles, mostren que la proposta basada en SVM obte´ uns bons resultats amb uns requeriments
computacionals poc exigents. D’altra banda, la xarxa neuronal presenta un comportament forc¸a
variat segons la seva inicialitzacio´ i un requeriment computacional segurament massa elevat com
per poder ser aplicat a sistemes amb molts usuaris. La primera proposta de totes mostra una






El sistema de recomanacio´ proposat e´s obert i admet diferents ampliacions, sobretot en quant
a la definicio´ de les me`triques base. En primer lloc, una proposta interessant podria ser canviar
el me`tode de puntuar la localitzacio´ de l’esdeveniment. Si be´ en un sistema de demostracio´
el nombre de localitats era redu¨ıt, en un sistema real potser apareixerien molts noms de po-
bles realment propers, que haurien de comptabilitzar en un sol nom. Aix´ı doncs, per resoldre
aquesta situacio´ es podria avaluar la possibilitat de determinar la puntuacio´ de localitat a partir
de les coordenades geogra`fiques de l’esdeveniment, i no pas del nom geogra`fic. Aprofitant que
aquests es poden situar mitjanc¸ant Google Maps, es podria aplicar una xarxa neuronal o un
sistema SVM sobre les coordenades i determinar quin e´s l’intere`s de l’usuari pels esdeveniments
d’aquella zona.
Una altra ampliacio´ en les me`triques base podria fer refere`ncia a les paraules clau. Es
podria intentar obtenir aquest camp automa`ticament en funcio´ de la descripcio´ de l’element,
mitjanc¸ant te`cniques de filtrat de text. Tot i aix´ı aquesta tasca seria complexa i caldria avalu-
ar amb deteniment si funciona correctament, ja que s’hauria de verificar que la me`trica de la
puntuacio´ per les paraules clau e´s adequada als resultats d’aquest filtre.
En quant a l’ajustament dels para`metres del sistema de recomanacio´, s’hauria de veure el
seu funcionament en un sistema obert al pu´blic, o amb una quantitat prou elevada d’usuaris que
l’utilitzin durant un temps suficient. Aixo` permetria veure realment com funciona cada filtre
i, sobretot, com reaccionen els usuaris davant el guia dissenyat. Depenent de l’u´s que es doni
l’agenda s’hauria de determinar quan recalcular les me`triques base, entrenar el filtre de cada
usuari i generar-ne les prediccions. Possiblement aixo` s’hauria de fer en hores quan el sistema
tingui una baixa ca`rrega, com ara a la matinada. Aixo` s´ı, depenent de la ubicacio´ dels usuaris
s’hauria de considerar, si es distribueixen en diferents fusos horaris, quina e´s el moment quan
el sistema e´s menys utilitzat.
Si el sistema obert realment e´s molt utilitzat, potser aleshores seria convenient aplicar una
finestra temporal per la seleccio´ d’esdeveniments amb els que s’entreni el filtre. E´s a dir, si
s’utilitza durant molt de temps, pot ser que l’usuari canvi¨ı de prefere`ncies. Per tant, les valora-
cions antigues donaran dades no representatives de l’usuari. Aix´ı doncs, una bona solucio´ seria
entrenar el filtre amb, per exemple, els esdeveniments del darrer any. De la mateixa manera,
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Durant el redactat d’aquest document ja s’han vist les especificacions, requeriments i avaluaci-
ons del programari desenvolupat. Aqu´ı es mostren els diversos detalls d’implementacio´ referents
als dos mo`duls que s’han realitzat.
Si be´ entre les explicacions s’inclouran alguns fragments de codi que es considerin especi-
alment interessants, pot ser u´til tambe´ consultar el codi complet, proporcionat al CD adjunt.
Aquest tambe´ inclou part de l’estructura global de l’Agenda Social de manera que permeti
comprendre el funcionament de tot el sistema.
Com a visio´ general, la Figura A.1 mostra els paquets que s’han desenvolupat en aquest
projecte. Els tres primers corresponen a la part de vinculacio´ amb altres serveis. El paquet
recommender conte´ la implementacio´ del sistema de recomanacio´. El paquet web, que es detalla
a la Figura A.2, conte´ les accions accessibles des de la interf´ıcie web, que utilitzaran el proces-
sament de la resta de paquets.
L’explicacio´ de la implementacio´ s’estructura de la segu¨ent manera:
• Vinculacio´ amb altres serveis: Ape`ndix B.
– Paquets de processament: Seccio´ B.1 a B.5.
– Accions per accedir-hi des de la web: Seccio´ B.6 a B.8.
– Fitxers JavaScript: Seccio´ B.9.
• Sistema de recomanacio´: Ape`ndix C.
– Paquets de processament: Seccio´ C.1 a C.10.
– Accions per accedir-hi des de la web: Seccio´ C.11 a C.16.
– Fitxers JavaScript: Seccio´ C.17.
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Figura A.1: Esquema dels paquets de l’Agenda Social que s’han desenvolupat en aquest projecte. El
paquet web no mostra els seus subpaquets per qu¨estio´ d’espai (veure Figura A.2).
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El paquet facebook conte´ les eines que permeten vincular l’agenda amb aquesta xarxa social. La
classe FacebookConnector retorna totes les dades que interessen a l’agenda emmagatzemades
en una classe FacebookUserProfile.
B.1.1 Classe: FacebookConnector
retrieveFacebookProfile(...)
public static FacebookUserProfile retrieveFacebookProfile(HttpServletRequest req,
HttpServletResponse resp,
String userid)
El me`tode retrieveFacebookProfile (veure Figura B.1) connecta amb Facebook mit-
janc¸ant la crida facebookLogin(req, resp), que ens proporciona directament un objecte
FacebookRestClient (pertanyent a l’API Java per Facebook) mitjanc¸ant el qual ja podem
interactuar amb Facebook (l’usuari ja ha estat autenticat), utilitzant la seva insta`ncia client.
Del me`tode users getLoggedInUser() sobre aquesta insta`ncia client podem obtenir l’identi-
ficador de l’usuari en Facebook, que ens servira` per cone`ixer quins usuaris de l’agenda el tenen
com a amic a la xarxa social.
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Figura B.1: Diagrama de sequ¨e`ncia del me`tode retrieveFacebookProfile de FacebookConnector.
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Seguidament es realitzen les peticions de llista d’amics i llista d’esdeveniments. Cada pe-
ticio´ es realitza amb un me`tode sobre client i s’ha de recuperar la resposta cridant cli-
ent.getResponsePOJO() El me`tode retorna un objecte que ha parsejat la resposta XML. Se-
gons la peticio´ que s’hagi fet, s’haura` de fer el casting d’aquest a una o altra classe.
Pel cas de la llista d’amics, es realitza aix´ı:
client.friends_get();
FriendsGetResponse friendsResponse = (FriendsGetResponse)client.getResponsePOJO();
friends = friendsResponse.getUid();
Com podem veure, s’ha fet el casting a la resposta indicant que pertany a la classe FriendsGe-
tResponse. Sobre aquesta, el me`tode getUid() ens retorna un objecte List<Long> que conte´
els identificadors dels amics de l’usuari.
Pel cas de recuperar la llista d’esdeveniments, realitzem el mateix procediment (Codi B.2),
ara pero` amb el me`tode events get(...) sobre client. de fet, aquesta crida correspon al
Codi B.1. Tots aquests para`metres que pot rebre la funcio´ so´n possibles filtres que es poden
aplicar a l’hora d’obtenir la llista d’esdeveniments. Ja sigui per l’usuari que ha creat l’esdeve-
niment, per l’identificador d’aquest o limitant l’hora en que` es du a terme.
Codi B.1: Crida al me`tode per realitzar la peticio´ d’esdeveniments






Codi B.2: Proce´s d’obtencio´ de la llista d’esdeveniments relacionats amb l’usuari
1 client.events_get(null, null, null, null); // Es pot limitar per dates.
2 EventsGetResponse infoResponse = (EventsGetResponse)client.getResponsePOJO();
3 events = infoResponse.getEvent();
Com que a Facebook nome´s solen sortir esdeveniments bastant globals i coneguts (a di-
fere`ncia de Google calendar, que e´s me´s aviat una agenda personal), es va considerar no aplicar
cap restriccio´ i obtenir tots els esdeveniments vinculats a l’usuari. Aix´ı doncs, tots aquests
para`metres es posen a null. Aleshores es fa el casting de la resposta a la classe EventsGetRes-
ponse i finalment s’obte´ l’objecte List<Event> amb el me`tode getEvent(). Aquesta classe
Event de la llista correspon al paquet com.facebook.api.schema.Event i, per tant, caldra`
traduir-la a la classe Event corresponent a l’agenda (del paquet entity).
El me`tode retornara` null davant de qualsevol excepcio´ o en cas que el facebookId de l’u-
suari sigui −1, casos que indicarien problemes en l’autenticacio´ o en el proce´s de recuperacio´
de dades.
Si l’execucio´ e´s satisfacto`ria, es retornara` un nou objecte FacebookUserProfile amb totes
les dades que s’han obtingut, creat mitjanc¸ant
return new FacebookUserProfile(facebookId, friends, events, userid);
on userid e´s l’identificador de l’usuari en l’Agenda Social.
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facebookLogin(...)
private static FacebookRestClient facebookLogin(HttpServletRequest req, HttpServletResponse
resp)
El me`tode facebookLogin (Codi B.3) facilita el procediment d’autenticacio´ (Figura 4.3) de
l’usuari vers Facebook. Aquest me`tode s’executara` en diverses ocasions: quan l’usuari vulgui
sincronitzar amb Facebook i quan retorni de la xarxa social una vegada introdu¨ıdes les seves
credencials. Per aixo`, s’estructurara` en tres casos tal i com es mostra me´s endavant.
En primer lloc, intenta recuperar l’atribut facebookSession de la sessio´ de l’usuari a l’A-
genda Social (l´ınia 5). Aqu´ı hi hauria la clau de sessio´ per la xarxa social en cas que l’usuari ja
hague´s realitzat aquest procediment.
En cas que no sigui aqu´ı, cal veure si l’usuari en realitat ve d’introduir les credencials a
Facebook, i aleshores ens estaria portant un auth token, que s’hauria de recuperar de la seva
peticio´ cap a l’agenda (l´ınia 11).
Aleshores tenim tres casos possibles:
1. Tenim una sessionKey: l’usuari ja s’ha autenticat a Facebook durant aquesta sessio´ de
l’agenda.
2. Tenim un auth token: l’usuari ve d’introduir les credencials a Facebook.
3. No tenim cap dels dos: hem d’enviar l’usuari a Facebook perque` hi introdueixi les cre-
dencials.
En el primer d’aquests (l´ınia 13), ja tenim tot el que cal per establir la connexio´ amb Face-
book, tot creant l’objecte FacebookRestClient passant-li les claus que autentiquen l’agenda
(apiKey i secretKey).
En el segon cas (l´ınia 22), hem d’intercanviar aquest token per la clau de sessio´, la qual cosa
es pot fer amb el me`tode auth getSession(token) sobre l’objecte client. En cas d’error, es fa
autenticar l’usuari de nou. Si tot segueix com e´s esperat, s’obte´ una clau de sessio´ i s’emma-
gatzema a l’atribut facebookSession (l´ınia 37).
Si estem en el tercer dels casos (l´ınia 44), s’envia l’usuari a autenticar-se davant Facebook,
mitjanc¸ant sendToLogon(), que es descriura` a continuacio´.
Codi B.3: Codi que permet iniciar sessio´ a Facebook




4 HttpSession session = req.getSession();
5 String sessionKey = (String)session.getAttribute("facebookSession"); //Si ja t’havies
autenticat amb OCEM i Facebook junts, ja conec la clau.
6 if (sessionKey == null)
7 {
8 System.out.println("No sessionKey in session. Trying to get it from request.");
9 sessionKey = req.getParameter("fb_sig_session_key");
10 }
11 String token = (String)req.getParameter("auth_token");
12
13 if (sessionKey != null && sessionKey.length() > 0) // tenim sesssion key
14 {
15 System.out.println("Have a sessionKey: " + sessionKey);
16 facebookRestClient = new FacebookRestClient(apiKey, secretKey, sessionKey);
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17 //e`xit!
18
19 System.out.println("Successfully authentified, way 1.");
20 return facebookRestClient;
21 }
22 else if (token != null) //tenim have a token
23 {
24 System.out.println("No sessionKey in request. Using token now.");
25 System.out.println("Have a token (" + token + ") with no sessionKey");
26 facebookRestClient = new FacebookRestClient(apiKey, secretKey);
27 facebookRestClient.setIsDesktop(false);
28
29 sessionKey = facebookRestClient.auth_getSession(token);
30 System.out.println("sessionKey: " + sessionKey);
31 if (sessionKey == null)
32 {





38 System.out.println("Got sessionKey from Token");
39
40
41 System.out.println("Successfully authentified, way 2.");
42 return facebookRestClient;
43 }
44 else // no hi ha session key ni token
45 {










private static void sendToLogon(HttpServletResponse resp, String apiKey) throws IOException {




En aquest me`tode simplement es redirigeix a l’usuari a una direccio´ de Facebook en la qual
s’indica de quina aplicacio´ es tracta. Alla`, la xarxa social valorara` si ha de demanar les creden-
cials a l’usuari o be´ ja esta` autenticat en aquesta sessio´, i tambe´ si li ha de sol·licitar permı´s
perque` l’aplicacio´ indicada pugui accedir a les seves dades.
B.1.2 Classe: FacebookUserProfile
Aquesta classe emmagatzema les dades obtingudes de Facebook de manera que siguin fa`cils i
co`modes de tractar per l’agenda. En principi, n’hi ha prou amb utilitzar el seu constructor (Codi
B.5) que, amb els para`metres d’entrada ja converteix els objectes com.facebook.api.schema.Event
a entity.Event (l´ınia 7). Aquest procediment, que es realitza al me`tode privat convertFa-
cebookEvents(List<Event> events) no es comentara` ja que simplement e´s obtenir les dades
d’un objecte i desar-les en l’altre (t´ıtol, descripcio´...), en els camps tan apropiats com sigui
possible. El Codi B.4 comenta per que` s’utilitza cada atribut.
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Codi B.4: Atributs de la classe FacebookUserProfile
1 private long facebookId;
2 private List<Long> friendsIdsFacebook; //llista d’IDs dels amics
3 private List<com.facebook.api.schema.Event> eventsFacebook; //Llista d’esdeveniments format
Facebook
4 private List<Event> eventsAgenda; //Llista d’esdeveniments format Agenda
5 private int importingProcess; //Refere`ncia per mantenir consta`ncia del procediment d’importacio´ des
de la web.
6 private String userid;
Codi B.5: Constructor de FacebookUserProfile
1 public FacebookUserProfile(long facebookId, List<Long> friendsIdsFacebook, List<com.facebook.
api.schema.Event> eventsFacebook, String userid){
2 this.facebookId = facebookId;
3 this.friendsIdsFacebook = friendsIdsFacebook;
4 this.eventsFacebook = eventsFacebook;
5 this.userid = userid;
6
7 this.eventsAgenda = convertFacebookEvents(eventsFacebook);
8
9 importingProcess = 0;
10 }
B.2 Paquet: googleCalendar
Aquest paquet conte´ les eines necessa`ries per importar els esdeveniments de Google Calendar.
B.2.1 Classe: MyCalendar
Conte´ les dades necessa`ries per gestionar amb comoditat els diferents calendaris que l’usuari
hagi pogut definir en Google Calendar:
private int id; //Identificador del calendari
private String name; //Nom del calendari
private URL link; //Direccio´ per accedir al calendari
B.2.2 Classe: GoogleCalendarSession
Aquesta classe esta` basada en els exemples que proporciona Google per aprendre el funciona-
ment de les seves APIs.
Codi B.6: Constructor de GoogleCalendarSession.
1 public GoogleCalendarSession(String userid, String login, String password) throws
ServiceException, IOException{
2 importingProcess = 0;
3 this.userid = userid;
4 metafeedUrl = new URL(METAFEED_URL_BASE + login);
5 service = new CalendarService("calendarServiceExample");
6 System.out.println("Iniciant sessio Google Calendar: "+login+" / "+password);
7 service.setUserCredentials(login, password);
8
9 CalendarFeed calendarFeed = service.getFeed(metafeedUrl, CalendarFeed.class);
10 List<CalendarEntry> calendaris = calendarFeed.getEntries();
11 eventFeedUrlList= new ArrayList<MyCalendar>();
12 for(int i=0; i<calendaris.size(); i++){
13 CalendarEntry calendari = calendaris.get(i);
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14 String link1 = calendari.getSelfLink().getHref();
15 StringTokenizer st = new StringTokenizer(link1, "/", true);
16 String eventFeedLink = "";
17 for(int j=0; st.hasMoreTokens(); j++){ //simplement parteixo en ”/” i ometo els elements 8 i
9
18 if( !(j==8 || j==9) ){
19 eventFeedLink = eventFeedLink + st.nextToken();








El seu constructor (Codi B.6) inicia sessio´ a Google Calendar i obte´ la llista de calendaris de
l’usuari. Per fer-ho, cal realitzar els segu¨ents passos i invocar les segu¨ents funcions sobre les
APIs de Google (entre pare`ntesi la l´ınia on es realitza cada accio´):
• Crear la URL a la qual s’ha d’adrec¸ar la API per obtenir les dades de l’usuari (4).
• Crear l’objecte CalendarService (5).
• Indicar les credencials de l’usuari (que l’agenda guarda a la base de dades) (7).
• Obtenir el canal dels calendaris (de fet, funciona per publicacions de canals Atom privats)
(9), i extreure’n la llista intel·ligible des de Java (10).
• Per cada calendari,
– Agafar l’enllac¸ que li correspon (14).
– Crear l’adrec¸a del canal dels esdeveniments d’aquest calendari (17 a 23).
– Crear l’objecte MyCalendar, que conte´ aquesta adrec¸a (24).
El procediment d’obtencio´ de les adreces dels canals d’esdeveniments correspon a la deduccio´
que hem vist a la Seccio´ 4.4.
Un cop inicialitzat l’objecte GoogleCalendarSession ja podem invocar la funcio´
public List<Event> getCalendarEvents(int id)
que retorna la llista d’esdeveniments del calendari indicat (l’identificador es refereix a la posicio´
del canal d’esdeveniments del calendari a la llista eventFeedUrlList). Tambe´ es pot realitzar
un filtrat segons la data de l’esdeveniment, cridant en aquest cas la funcio´ del Codi B.7.
Codi B.7: Me`tode que retorna una llista d’esdeveniments, filtrant-los segons un rang de dates espe-
cificat. Funcio´ modificada dels exemples de les llibreries de Google Calendar.
1 public List<Event> getCalendarEvents(int id, Date startTime, Date endTime, String text)
throws ServiceException, IOException{
2 List<Event> llistaEvents = new ArrayList<Event>();
3
4 CalendarQuery q = new CalendarQuery(eventFeedUrlList.get(id).getLink());
5 if(startTime != null){
6 DateTime dtStart = new DateTime(startTime);
7 q.setMinimumStartTime(dtStart);
8 }
9 if(endTime != null){
10 DateTime dtEnd = new DateTime(endTime);
11 q.setMaximumStartTime(dtEnd);
12 }
13 if(text != null){
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14 q.setFullTextQuery(text);
15 }
16 CalendarEventFeed resultFeed = service.query(q, CalendarEventFeed.class);
17 List<CalendarEventEntry> myList = resultFeed.getEntries();






Tal i com veiem, l’obtencio´ dels esdeveniments amb les restriccions de dates fa que el pro-
cediment difereixi lleugerament de l’obtencio´ d’objectes a partir d’una adrec¸a que hem vist
abans. Aqu´ı es crea un CalendarQuery q, al qual s’afegeixen les restriccions temporals en
forma d’objectes DateTime (l´ınies 7 i 11). Finalment, a la l´ınia 16 es realitza la crida a l’a-
drec¸a corresponent i es retorna la llista d’esdeveniments ja traduida a objectes entity.Event
(realitzada per la funcio´ tradueixEvent).
B.3 Paquet: twitter
Aquest paquet conte´ una sola classe amb les dues eines que necessita l’agenda per realitzar les
funcionalitats de fer-se follower d’un usuari i publicar un estat a Twitter. Ba`sicament, el que
fan e´s ajuntar el procediment d’autenticacio´ i realitzacio´ de cada una d’aquestes funcions.
B.3.1 Classe: TwitterTools
E´s la classe que conte´ les dues eines.
Me`tode: beFollower(...)
public static void beFollower(String twitterLogin, String twitterPassword, String userNick)
throws Exception{
Twitter twitter = login(twitterLogin, twitterPassword);
if(userNick == null || userNick.length() == 0){




Aquesta funcio´, utilitzant les credencials de l’usuari i el nickname de la persona a ser seguida,
invoca el me`tode login(...) de les APIs de Twitter i seguidament befriend(...), que fa a
l’usuari autenticat follower de l’indicat. En cas d’error, llanc¸a una excepcio´.
Me`tode updateStatus(...)
public static void updateStatus(String twitterLogin, String twitterPassword, String newStatus
) throws Exception{
Twitter twitter = login(twitterLogin, twitterPassword);
twitter.updateStatus(newStatus);
}
Aquest me`tode simplement autentica l’usuari tal i com s’ha vist abans, i modifica el seu estat
(l´ınia 3).
B.4 Paquet: geoloc
Aquest paquet conte´ les eines per realitzar la localitzacio´ dels usuaris mitjanc¸ant el servei d’O-
range.
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B.4.1 Classe: Localization
Aquesta classe emmagatzema les dades necessa`ries per comunicar la ubicacio´ de l’usuari, ob-








• missatge d’error, en cas de no obtenir els resultats esperats
B.4.2 Classe: GeoLoc
Aquesta classe conte´ un u´nic me`tode pu´blic que realitza l’extraccio´ de dades del servidor d’O-
range. Per tractar les dades rebudes en XML s’utilitzen les APIs del projecte JDOM [38].
Me`tode localitza(...)
public static Localization localitza(WebsettingModel model, Integer userid)
Aquest me`tode realitza tot el procediment d’autenticacio´, peticio´ i extraccio´ de les dades de
localitzacio´. Per a me´s simplicitat, s’han fraccionat aquestes funcionalitats en diferents me`todes
privats.
En primer lloc obte´ les credencials de l’usuari de la base de dades de l’Agenda Social. Se-
guidament, s’obte´ la contrasenya que s’ha d’entregar al servidor, que e´s la contrasenya que ha
introdu¨ıt l’usuari xifrada en SHA-1 (me`tode encripta(String s)).
Seguidament, s’autentica contra el servidor d’Orange autentica(String login, String
password). Aquest me`tode retorna una llista de dos Strings: L’identificador que Orange as-
signa a aquest usuari i la clau a utilitzar per accedir a aquest servei des de l’agenda durant
aquesta sessio´.
Aleshores es prepara la peticio´ i es processen les dades de la resposta tal i com es pot veure
al Codi B.8. Entre les l´ınies 1 i 3 es prepara i realitza la peticio´, juntament amb el para`metre
que cal passar per certificar que l’usuari ja ha estat autenticat.
Codi B.8: Codi utilitzat per realitzat una peticio´ i obtenir les dades del XML rebut
1 String uri = "http://oust.elibel.tm.fr/dragnshare/api/users/"+id+"/geolocalisations";
2 Map<String, String> vars = asMap("token", key);
3 InputStream page = fetchWebPage(uri, vars);
4
5 SAXBuilder saxbuilder = new SAXBuilder();
6 Document oDoc = saxbuilder.build(page);
7 page.close();
8
9 Element geoloc = oDoc.getRootElement();
10 String time = geoloc.getAttributeValue("localized_at");
11 if(geoloc == null){
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12 new Localization("Can’t get localization");
13 }
14 Element message = geoloc.getChild("message");
15 if(message != null){
16 Localization loc = new Localization(message.getText());
17 return loc;
18 }
19 Element way = geoloc.getChild("way");
20 Element city = geoloc.getChild("city");
21 Element postal = geoloc.getChild("postal_code");
22
23 Element coords = geoloc.getChild("coords");
24 Element x=null;
25 Element y=null;
26 if(coords != null){
27 x = coords.getChild("x");
28 y = coords.getChild("y");
29 }
30 Localization loc = new Localization(id, way, city, postal, x, y, time);
Seguidament s’utilitzen les llibreries JDOM [38] per extreure les dades del format XML en
que` s’han rebut. En primer lloc es crea un objecte SAXBuilder que seguidament s’utilitza per
crear un Document a partir de l’InputStream que encapsula la resposta del servidor d’Orange.
Recordem al Codi B.9 un exemple de la recepcio´ a aquesta peticio´ per seguir millor el
desenvolupament de l’extraccio´ d’informacio´.
Codi B.9: Recordatori del format de les dades
1 <geolocalisation localized_at="2009-04-09 10:00:34">








El que cal per obtenir les dades d’aquest format e´s anar desglossant node a node aquesta
informacio´. Comencem pel node arrel (l´ınia 9 del Codi B.8) que ens retornara` un objecte re-
presentant la l´ınia 1 de la resposta en XML. Aleshores podem obtenir l’atribut que ens indica
l’hora a la que s’ha realitzat la darrera localitzacio´.
Continuem obtenint els descendents d’aquest aplicant el me`tode getChild("nom"), que ens
retornara` el node amb el nom que indiquem. Finalment, creem un objecte Localization, el
constructor del qual ja s’encarrega d’obtenir el valor de cada un dels elements que li hem passat
(excepte l’identificador i l’hora de la localitzacio´) realitzant la operacio´:
element.getText();
Aquestes dades seran representades a la pa`gina web mitjanc¸ant Google Maps, tal i com es
pot veure a la seccio´ B.9.1.
B.5 Paquet: rss
Aquest paquet proporciona una eina per generar co`modament un canal RSS.
B.5.1 Classe: RssCreator
Conte´ com a atribut el camı´ d’alla` on estigui ubicat el servidor per poder referenciar els enllac¸os
dins del canal. Aquest s’obte´ de la classe Model,
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public static final String SERVER_LOCATION = model.Model.ServerUrl();
Me`tode: getRss(...)









Genera directament la informacio´ que s’ha d’enviar per disposar d’un canal amb els esdeveni-
ments, t´ıtol enllac¸ i descripcio´ indicats. Utilitza les llibreries del projecte ROME [10] i, per









De fet, el format es podra` triar a partir del query string que demani el contingut del canal
i aquest sera` generat a l’instant. Per defecte es genera un canal RSS 2.0.
Principalment, en el codi del me`tode (Codi B.10) es crea l’objecte canal i se li assignen
les propietats que s’han comentat abans. Aleshores s’afegeixen els esdeveniments al canal mit-
janc¸ant el me`tode privat addEvent(...) que s’explicara` me´s endavant. Finalment, es crea
l’objecte SyndFeedOutput i se li proporciona el Writer que fara` arribar la informacio´ al nave-
gador de l’usuari (escrivint la resposta a la seva peticio´). Per brevetat, s’ha ome`s comentar els
elements try catch i les barreres de guarda.
Codi B.10: Establiment de les propietats del canal i insercio´ d’una llista d’esdeveniments





6 List entries = new ArrayList();
7 Iterator<Event> it = events.iterator();
8 while(it.hasNext()){
9 Event event = it.next();
10 addEvent(event, entries, mode);
11 }
12 feed.setEntries(entries);
13 SyndFeedOutput output = new SyndFeedOutput();
14 output.output(feed, out);
Me`tode: addEvent(...)
Per formatar cada esdeveniment tal i com les llibreries requereixen amb la informacio´ dels ı´tems
del canal, s’empra aquesta funcio´ privada (Codi B.11).
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Primerament, cal diferenciar el tractament entre els esdeveniments privats i els esdeveni-
ments pu´blics. Pels pu´blics, l’adrec¸a on el navegador s’ha de dirigir en ser seleccionats e´s
directament la pa`gina de l’agenda que mostra l’esdeveniment. En canvi, pels privats, l’agenda
ha de demanar autenticacio´ a l’usuari en cas que aquest no tingui una sessio´ va`lida en aquell
moment. Aquestes opcions es diferencien en les l´ınies 4 a 9, simplement enviant-lo a l’accio´
corresponent en cada cas.
Aleshores s’indica la data de creacio´ de l’esdeveniment i se li afegeix la descripcio´ mitjanc¸ant
un objecte SyndContent, indicant que e´s del tipus text/plain (l´ınies 10 a 15).
Seguidament es disposa la data de l’esdeveniment (la de planificacio´, i no la de creacio´ de
l’objecte) en un format familiar a l’usuari (l´ınies 16 a 29), la qual s’imprimira` a l’inici de la
descripcio´. Aixo` es realitza mitjanc¸ant un objecte GregorianCalendar. Finalment, l’´ıtem s’a-
fegeix a la llista indicada.
La Figura B.2 mostra un exemple del resultat d’aquest processament.
Narcis's Social Agenda Feed
Here are all Narcis active events
Excursió als Bufadors
martes, 17 de marzo de 2009 17:57
08:00, 2009-03-21: Són uns forats, com unes petites coves, que acumulen aire fred i sembla que bufin. Prop de Llaers.
Fira de les 40 hores
sábado, 28 de marzo de 2009 15:38
2009-03-29: Fira de ls 40 hores a Ripoll. Evidentment, plou.
Mataplana
miércoles, 01 de abril de 2009 16:44
2009-03-31: Visita al castell del compte Arnau i cens de fauna.
Excursió Canigó
jueves, 02 de abril de 2009 10:39
2009-04-15: Aquest event, de moment, no és real...
Narcis's Social Agenda Feed http://sockets.upc.edu:8081/SocialAgenda2/getRss.do?mode=private&u...
1 de 1 10/04/2009 12:47
Figura B.2: Exemple del resultat d’un esdeveniment publicat en un canal RSS 2.0. La data de creacio´
de l’´ıtem surt en castella` a efectes de l’idioma del sistema operatiu utilitzat.
Codi B.11: Me`tode per afegir cada esdeveniment al canal de sindicacio´.
1 private static void addEvent(Event event, List entries, String mode) throws Exception{
2 SyndEntry entry = new SyndEntryImpl();
3 entry.setTitle(event.getTitle());
4 if(mode.equals("private")){








11 SyndContent description = new SyndContentImpl();
12 description.setType("text/plain");
13 String descripcio = event.getDescripcio();
14 if(descripcio.length() == 0)
15 descripcio = "(no description)";
16 String dia = "", hora = "";
17 Calendar gc = new GregorianCalendar();
18 gc.setTime(event.getData());
19 dia = java.sql.Date.valueOf(gc.get(Calendar.YEAR) + "-" + (gc.get(Calendar.MONTH) + 1) + "
-" + gc.get(Calendar.DAY_OF_MONTH)).toString();
20 if (event.getTime() != null) {
21 gc.setTime(event.getTime());
22 hora = java.sql.Time.valueOf(gc.get(Calendar.HOUR_OF_DAY) + ":" + (gc.get(Calendar.
MINUTE)) + ":00").toString();
23 hora = hora.substring(0, hora.lastIndexOf(":"));











Aquest paquet conte´ les accions que so´n accessibles des de la interf´ıcie web i vinculen l’agenda
amb altres serveis utilitzant les eines que ja s’han comentat.
B.6.1 Classe: getRssAction
Aquesta classe no redirigira` la peticio´ cap a un fitxer JSP sino´ que ella mateixa retornara` la
sortida que ha de rebre l’usuari, ja que s’ha d’escriure en format de canal de sindicacio´. La
part me´s important del me`tode perform d’aquesta classe e´s la del Codi B.12, on s’han exclo`s
algunes sente`ncies try catch.
En primer lloc s’estableix el tipus de codificacio´ que s’utilitzara` per la resposta (l´ınia 1), i
seguidament s’obte´ el Writer necessari per escriure-hi el contingut RSS (l´ınia 2). Aleshores es
distingeixen dos casos: un canal pu´blic (l´ınia 45, per defecte) que mostrara` els esdeveniments
pu´blics, i un canal privat (l´ınia 12) que mostrara` els esdeveniments actius de l’usuari (els que
responguin a les cerques en les que ell s’hagi subscrit).
En el mode privat cal algun tipus d’autenticacio´ de l’usuari ja que aquestes dades no hau-
rien de ser accessibles pu´blicament. Per solucionar-ho cal optar per una metodologia que els
agregadors siguin capac¸os de processar.
Aix´ı doncs, tenint en compte que es tracta d’una aplicacio´ de demostracio´ (on, per exem-
ple, les credencials d’autenticacio´ no viatgen xifrades) i la informacio´ que es transmetra` e´s poc
sensible, s’ha optat per realitzar nome´s un procediment d’autenticacio´ i transmetre les dades
sene xifrar. L’autenticacio´ es dura` a terme incloent el hash de la clau de l’usuari (a l’agenda)
en la peticio´ del canal de sindicacio´. D’aquesta manera es pot disposar un enllac¸ a la pa`gina
que permeti a l’usuari afegir-lo a l’agregador de manera senzilla. Es caracteritzara` aquest enllac¸
com a privat, de manera que si l’usuari no el publica ningu´ me´s el coneixera`, aix´ı doncs nome´s
ell podra` fer aquesta peticio´.
Per tant, pel cas d’una peticio´ privada es verifica que el hash que porta la peticio´ concordi
amb el que hi ha emmagatzemat a la base de dades (l´ınia 23). En cas contrari, es tancara` el
procediment.
Finalment s’ajusten els detalls del canal com ara el t´ıtol i la descripcio´, i es procedeix a in-
vocar el me`tode RssCreator.getRss que, proporcionant-li el Writer out ja escriura` la sortida
cap al navegador de l’usuari.
Codi B.12: Vinculacio´ entre la peticio´ del canal de sindicacio´ i les eines del paquet rss.
1 resp.setContentType("text/html;charset=UTF-8");
2 PrintWriter out = resp.getWriter();
3
4 String mode = req.getParameter("mode");
5
6 String feedTitle = null;
7 String feedLink = null;
8 String feedDescription = null;
9 String feedType = null;
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10 List<Event> eventList = null;
11
12 if (mode.equals("private")) {
13
14 String userid = req.getParameter("userid");
15 String userHash = req.getParameter("userverify");
16 String dbuserHash = usermodel.getPassword(userid);
17 if (dbuserHash == null) {




22 //Verificat usuari leg´ıtim
23 if (!userHash.equals(dbuserHash)) {






29 String nick = usermodel.getNick(userid);
30 int id = -1;
31 try {
32 id = Integer.parseInt(userid);
33 } catch (Exception e) {
34 id = -1;
35 }
36 if (id == -1) {
37 return;
38 }
39 eventList = getPrivateEventList(id);
40 feedTitle = new String(nick + "’s Social Agenda Feed");
41 feedLink = getPrivateFeedLink(userid, userHash);
42 feedDescription = new String("Here are all " + nick + " active events");
43 feedType = req.getParameter("feedtype");
44
45 } else { //mode.equals(”public”) pero` com que per ara no n’hi ha me´s el deixem per defecte.
46
47 eventList = getPublicEventList();
48 feedTitle = new String("Social Agenda Public Feed");
49 feedLink = getPublicFeedLink();
50 feedDescription = new String("Here are all public events");
51 feedType = req.getParameter("feedtype");
52 }
53 RssCreator.getRss(eventList, mode, feedTitle, feedLink, feedDescription, feedType, out);
B.6.2 Classe: rssToEventAction
Aquesta accio´ serveix per redirigir l’usuari que ve d’un canal de sindicacio´ a un esdeveniment
que no permet ser visualitzat pu´blicament sense pre`via autenticacio´ (Codi B.13). Aqu´ı es ve-
rifica si l’usuari ja te´ una sessio´ va`lida a l’agenda. En aquest cas se li mostra directament la
pa`gina de l’esdeveniment (l´ınia 5).
En canvi, si no te´ la sessio´ iniciada, se li mostra la pa`gina d’autenticacio´ passant el para`metre
goEventId que indica que despre´s d’autenticar-se s’ha de mostrar l’esdeveniment indicat.
Codi B.13: Part del codi de rssToEventAction
1 Info_User iu = (Info_User)session.getAttribute("Info_User");
2 if( iu == null ){ //usuari no autenticat
3 ViewManager.nextView(req, resp, "/goLogon.do?goEventId="+goEventId);
4 }
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5 else{ //Usuari ja autenticat. Anem directament a l’esdeveniment.
6 ViewManager.nextView(req, resp, "/viewEvent.do?eventid="+goEventId);
7 }
B.6.3 Classe: facebookSyncAction
Aquesta classe proporciona l’accio´ que permet a l’usuari importar els esdeveniments i amics de
Facebook.
Pel cas dels amics, s’obte´ la llista dels seus identificadors de Facebook i es busca a l’agenda
si cap d’aquests hi esta` donat d’alta. En cas afirmatiu, s’insereixen dues l´ınies a la taula amic
de la base de dades. En una d’aquestes files hi haura` l’identificador de l’usuari seguit de l’i-
dentificador de l’amic (identificadors pertanyents a l’agenda), mentre que a l’altra sera` el cas
invers. A me´s, abans d’inserir-les, es verifica que aquesta relacio´ no hagi estat ja designada (que
les dues files no existeixin). La decisio´ d’inserir dues files e´s per proporcionar me´s comoditat
a l’hora de saber si dos usuaris so´n amics entre ells, ja que la relacio´ d’amistat a Facebook e´s
bidireccional.
Pel cas de la importacio´ d’esdeveniments, aquests es carreguen en una llista que es guarda
com a atribut. Aleshores es redirigira` l’usuari cap a la pa`gina /event/eventImportSelecti-
on.jsp perque` procedeixi a la seleccio´ i edicio´ dels esdeveniments a importar.
Cal comentar el cas particular que si el FacebookUserProfile retornat e´s null significa
que la classe FacebookConnector ha hagut de redirigir l’usuari a la xarxa social perque` s’hi
autentiqui. Aix´ı doncs, caldra` finalitzar la funcio´ sense donar cap resposta en aquesta accio´
(perque` ja ha estat donada).
B.6.4 Classe: goCalendarSelectionAction
Aquesta accio´ permet a l’usuari iniciar el proce´s d’importacio´ d’esdeveniments de Google Calen-
dar mitjanc¸ant les eines del paquet googleCalendar. El procediment que realitza e´s crear un
objecte GoogleCalendarSession i d’alla` obtenir-ne la llista de calendaris perque` l’usuari pugui
escollir de quins d’ells i entre quines dates importar-ne els esdeveniments. Aquesta informacio´
la mostrara` la pa`gina /googleCalendar/calendarSelection.jsp.
B.6.5 Classe: goGcEventSelectionAction
Un cop seleccionats els calendaris i les restriccions de dates, aquesta accio´ es connectara` a Goo-
gle Calendar i recuperara` els esdeveniments que compleixin aquestes condicions. Seguidament,
s’establira` un atribut de sessio´ amb la llista d’esdeveniments candidats a ser importats i es diri-
gira` l’usuari a la pa`gina de seleccio´ d’esdeveniments /event/eventImportSelection.jsp, punt
on el proce´s d’importacio´ de Facebook i el de Google calendar conflueixen. A partir d’aquest
moment ja es maniobra amb esdeveniments de la classe entity.Event i les dues importacions
poden finalitzar amb el mateix codi, pertanyent al paquet web.cation.event.importEvent.
B.6.6 Classe: goFollowTwitterAction
Aquesta accio´ executa l’eina que permet fer-se follower d’un usuari de Twitter (Twitter-
Tools.beFollower), indicat al para`metre followingid. Aquest identificador pertany a l’A-
genda Social, i cal convertir-lo a l’identificador de Twitter mitjanc¸ant la l´ınia d’aquest usuari a
la taula websetting de la base de dades. Finalment, per veure el resultat de l’operacio´ (confir-
macio´ o error) es mostra a l’usuari la pa`gina /twitter/followingTwitter.jsp, que rebra` el
para`metre error si l’operacio´ no ha estat satisfacto`ria.
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B.7 Paquet: web.action.event.importEvent
Els dos procediments d’importacio´ d’esdeveniments (Facebook i Google Calendar) tenen part
de les accions en comu´: les corresponents a visualitzar i modificar els esdeveniments que s’estan
important. Un cop recuperats els esdeveniments de cada un d’aquests serveis i transformats
aquests objectes a altres de la classe entity.Event, el procediment esdeve´ exactament el ma-
teix. Per aixo` s’han fet confluir els darrers passos dels dos processos en les dues accions que
conte´ aquest paquet.
La Figura B.3 esquematitza els dos procediments, i deixa clar l’ordre en que` s’executen les
accions. Com podem veure, inicialment els processos estan separats. En aquest tram els esde-
veniments de Google Calendar passen per una accio´ me´s que permet distingir entre els diferents
calendaris del servei mentre pels de Facebook aquest pas no te´ sentit perque` alla` no s’utilitza
aquest criteri d’ordenacio´.
En el punt previ on conflueixen els dos processos e´s on s’emmagatzema la llista d’esde-
veniments com a atribut de la sessio´. Aix´ı doncs, la pa`gina eventImportSelection.jsp els
pot recuperar indiferentment de la seva procede`ncia. Un cop acabada la importacio´ del darrer
esdeveniment de la llista (sigui importat o sigui ignorat) aquest atribut e´s eliminat de la sessio´
de l’usuari. Finalment, cal comentar que la classe createEventAction, que e´s la que insereix
l’esdeveniment a la base de dades, e´s compartida entre el proce´s de creacio´ d’esdeveniments i el
d’importacio´, ja que en ambdo´s casos cal inserir-lo a la base de dades (tot i que la continuacio´
del procediment e´s diferent).
B.7.1 Classe: goImportEventAction
Aquesta accio´ s’encarrega de preparar els atributs de sessio´ necessaris per arrancar la cadena
d’accions d’importacio´ d’esdeveniments. El que cal doncs, e´s obtenir la llista d’esdeveniments
del para`metre de sessio´ llistaevents i comparar-la amb els ı´tems que han estat marcats com
a importar en la pa`gina eventImportSelection.jsp.
Aquests esdeveniments seleccionats s’indiquen en els para`metres de la peticio´ selectX, on X
e´s la posicio´ de l’esdeveniment a la llista. Aquest para`metre sera` true o false segons l’usuari
hagi deixat la casella marcada o l’hagi desmarcat.
Per tant, cal extreure els esdeveniments que no cal importar de la llista, tot deixant els
necessaris a l’atribut de sessio´ llistaevents. Si no hi queda cap esdeveniment, es mostrara`
un missatge que indica que no hi ha res a importar.
B.7.2 Classe: ignoreEventAction
Aquesta classe executa l’accio´ d’ignorar un esdeveniment que pre`viament s’havia marcat com
a candidat a ser importat. La seva tasca consta simplement d’incrementar el punter del proce-
diment d’importacio´
process++;
i verificar si queden esdeveniments per importar o ja s’han acabat. En el primer dels casos,
haura` de redirigir l’usuari a la pa`gina importEvent.jsp passant com a para`metre de la peticio´
el punter que s’ha incrementat. En el segon cas, es dura` l’usuari a la pa`gina principal de l’a-
genda i s’esborrara` l’atribut de sessio´ llistaevents.
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B.8 Paquet: web.action.event
Aquest paquet conte´ les classes que realitzen les accions referents a esdeveniments, com ara
crear-ne un, afegir-hi un comentari, borrar-lo, puntuar-lo. . . Aqu´ı, pero`, nome´s es comentaran
les classes que intervenen en les funcionalitats que presenta aquest projecte.
B.8.1 Classe: CreateEventAction
Aquesta classe conte´ l’accio´ encarregada de crear un esdeveniment. A partir de les dades que
ha inserit l’usuari al formulari crea un objecte entity.Event i l’insereix a la base de dades de
l’agenda com a nova entrada. Aquest procediment s’ha de realitzar tan per la creacio´ d’esdeveni-
ments nous com pels que s’importin (e´s a dir, nous per l’agenda pero` amb les dades obtingudes
d’una altra font). La integracio´ d’aquesta classe en l’execucio´ del procediment d’importacio´
d’esdeveniments esta` esquematitzat a la Figura B.3.
Aix´ı doncs, s’ha adaptat aquesta accio´ perque` reaccioni correctament quan s’executa ve-
nint del formulari de la pa`gina importEvent.jsp, a me´s de conservar la funcionalitat ba`sica
que ha d’actuar en cas de venir de la pa`gina create form.jsp (pel cas de creacio´ d’un es-
deveniment, quan aquest s’ha creat, es dirigeix l’usuari a la pa`gina que el mostra: /viewE-
vent.do?eventid=X, on X e´s l’identificador d’aquest).
El processament de les dades de l’esdeveniment e´s ide`ntic ja que els camps i els para`metres
en els que s’envia la informacio´ so´n els mateixos. S’ha de tenir en compte, pero`, el para`metre
process, que nome´s existira` si e´s el cas d’un procediment d’importacio´. En ser-ho, s’incre-
mentara` aquest valor i es dirigira` l’usuari a la visualitzacio´ de la pa`gina d’edicio´ del segu¨ent
esdeveniment a importar, importEvent.jsp passant-li el nou valor de process. Tambe´ cal con-
siderar el cas que s’hagi creat l’u´ltim esdeveniment a importar. Aleshores s’esborraria l’atribut
de sessio´ llistaevents i es dirigiria l’usuari a la pa`gina principal de l’agenda.
En cas d’obtenir un error en emplenar els camps de l’objecte entity.Event (com ara la
manca de t´ıtol) cal tornar a mostrar el mateix esdeveniment incloent el missatge que identifiqui
el problema. Per tant, es procedira` cap a la pa`gina importEvent.jsp pero` el punter process
no sera` incrementat.
En resum, l’accio´ considera aquests casos:
• Sense error en crear l’objecte entity.Event
– Creacio´ d’un esdeveniment −→ viewEvent.do=eventid=X
– Importacio´ d’un esdeveniment
∗ No e´s el darrer −→ importEvent.jsp?process=Y+1
∗ E´s el darrer −→ pa`gina inicial
• Amb error (p. ex. falta t´ıtol)
– Creacio´ d’un esdeveniment −→ create form.jsp
– Importacio´ d’un esdeveniment −→ importEvent?process=Y
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Figura B.3: Esquema del procediment d’importacio´ d’esdeveniments des de Google Calendar i Face-
book. En l’accio´ anterior a la converge`ncia dels dos, s’estableix l’atribut de sessio´ llistaevents, que
te´ validesa en tots els blocs que so´n a l’interior del quadre de ratlles discont´ınues. Els dos quadres difu-
sos no pertanyen al procediment d’importacio´, sino´ que so´n camins va`lids pel procediment de creacio´
d’esdeveniments. Es mostren perque` la classe createEventAction e´s compartida entre la importacio´ i
la creacio´ d’un nou esdeveniment. En verd, accions constitu¨ıdes per classes Java; en blau, pa`gines JSP.
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B.9 JavaScript: GoogleMaps
Els mapes de Google Maps s’han d’inserir a les pa`gines mitjanc¸ant JavaScript. El codi necessari
es pot ubicar en fitxers .js en el directori de les pa`gines web del projecte. Aix´ı doncs, podran
ser carregats pel navegador de l’usuari.
Per tal de poder satisfer els requeriments que s’exposen a la Seccio´ 4.5, s’han creat dues
implementacions similars. Una d’elles nome´s mostra el mapa amb un marcador (mapRO.js), i
l’altra permet a me´s desplac¸ar-lo i guardar la nova posicio´ (map.js).
B.9.1 Fitxer: mapRO.js
Aquest fitxer conte´ les funcions ba`siques per mostrar un mapa amb una marca en el lloc indicat
(RO de read only, ja que no permet modificar la posicio´ de la marca), i s’utilitza per mostrar la
ubicacio´ dels esdeveniments i la localitzacio´ de les persones en la seva pa`gina de perfil. Perque`
aquest sigui mostrat correctament, en primer lloc cal inicialitzar-lo amb la segu¨ent funcio´:
1 function initializeRO() {
2 if (GBrowserIsCompatible() && coord12 && coord22) {




7 pos2 = new GLatLng(coord12, coord22);
8 map2.setCenter(pos2, 15);
9 actualPoint2 = pos2;




Primer de tot es verifica si el navegador de l’usuari e´s compatible amb l’execucio´ del mapa.
A me´s, com que es tracta de l’eina de visualitzacio´ d’un punt, verifica que existeixin les coorde-
nades que ha de mostrar. En cas contrari, voldria dir que l’esdeveniment no te´ una localitzacio´
associada i, per tant, no tindria sentit mostrar un mapa.
En cas que efectivament aquest s’hagi de mostrar, es crea l’objecte GMap2, de tal manera
que se li passa el node que l’ha de contenir, un element <div> amb identificador map canvas2.
Seguidament s’habiliten i afegeixen diferents funcionalitats a aquest objecte. En primer lloc,
enableScrollWheelZoom() activa l’opcio´ de poder ampliar o reduir el zoom del mapa amb la
rodeta del ratol´ı.
Cada vegada que es canvia el zoom s’han de recarregar noves imatges de Google Maps.
Per fer aquest procediment me´s sensible a l’ull de l’usuari es pot permetre que inicialment la
nova imatge del mapa sigui l’anterior (ja carregada pel navegador) canviada d’escala i, quan
s’hagi recuperat la nova vista del servidor, sera` reemplac¸ada pel seu contingut definitiu. Aixo`
s’habilita amb la funcio´ enableContinuousZoom().
Conve´ tambe´ permetre una forma alternativa de canviar el zoom del mapa pels ratolins
que no tinguin rodeta. Aixo` s’aconsegueix inserint un objecte GControl al mapa. Hi ha varies
classes que implementen aquesta interf´ıcie, les quals donen lloc a diferents tipus de taulers de
control1 sobre el mapa. Per a aquesta ocasio´, en tractar-se d’un mapa de dimensions limitades,
el control petit GSmallMapControl (Figura B.4) de posicio´ i zoom e´s adequat. Tot i aix´ı, la nova
classe GSmallZoomControl3D (Figura B.5) ofereix nome´s uns botons de zoom me´s estilitzats
i moderns. Aix´ı doncs, com que arrossegant el mapa es pot canviar la vista, no es considera
necessari tenir els controls de posicio´ i amb aquesta darrera opcio´ es guanya espai i visibilitat
1Es poden consultar els diferents tipus de controls disponibles a http://code.google.com/apis/maps/
documentation/reference.html#GControlImpl
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del mapa.
Figura B.4: Control GSmallMapControl que per-
met modificar el zoom i la posicio´.
Figura B.5: Control GSmallZoomControl3D que
amb un disseny me´s modern permet modificar
nome´s el zoom.
Seguidament conve´ centrar el mapa alla` on posarem la marca. Els punts, en Google Maps,
s’han d’indicar mitjanc¸ant objectes GLatLng, al qual se li passen les coordenades a l’hora de
crear-lo. Aix´ı doncs, es centra el mapa en aquest punt i es crea un marcador (GMarker), que
s’inserira` al mapa amb addOverlay().
Amb tot aixo` el mapa ja esta` configurat i llest per ser mostrat a l’usuari. Ara nome´s cal
executar la funcio´ showMapRO() que canviara` la propietat de visibilitat de l’objecte que conte´
el mapa i el text de l’enllac¸ que realitza aquesta accio´.
A la pa`gina on s’hagi d’inserir el mapa cal definir-hi el seu contenidor (com ara un element
<div>) amb identificador map canvas2. Tambe´ cal assignar el valor corresponent a les variables
JavaScript coord21 i coord22 (que definiran la posicio´ de la marca del mapa) la qual cosa es
pot fer de la segu¨ent manera:
1 <script type="text/javascript">






obtenint el valor de les classes Double de Java.
B.9.2 Fitxer: map.js
Aquesta e´s la versio´ completa del mapa que permet modificar la posicio´ del marcador arrossegant-
lo. S’utilitza a les pa`gines de creacio´, edicio´ i importacio´ dels esdeveniments.
En aquest cas, la funcio´ initialize() no centra el mapa en cap punt en concret, sino´ que
nome´s configura les seves propietats i controls. Tambe´ crea un objecte GClientGeocoder, que
permet obtenir les coordenades d’una posicio´ a partir del text de la seva adrec¸a.
La funcio´ showAddress(address) (Codi B.14) pregunta a Google Maps per la localitzacio´
d’una adrec¸a indicada per text. Aixo` ho fa mitjanc¸ant l’objecte GClientGeocoder que ha creat
el me`tode initialize(). Per fer-ho, s’executa el seu me`tode getLatLang, que ens retornara`
l’objecte que indica la ubicacio´ que cerquem. Se li passa en primer lloc el text de l’adrec¸a que
es vol cercar, i a continuacio´ la funcio´ que s’ha d’executar quan el servidor de Google Maps
hagi resolt aquesta peticio´, a la qual se li passara` aquest objecte resultant. De fet, tal i com
JavaScript ho permet, aquesta funcio´ s’ha definit dins la mateixa crida.
Un cop resolta aquesta peticio´ es verifica si s’ha pogut trobar l’adrec¸a cercada. Si aix´ı ha
estat s’hi centra el mapa, s’elimina el marcador anterior (si n’hi havia cap) i s’hi disposa el nou
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amb la propietat {draggable: true}. A me´s, tambe´ s’activa automa`ticament la casella de la
pa`gina amb la que l’usuari indica que vol guardar la localitzacio´ al mapa. Tambe´ s’insereix al
mapa una bafarada que mostra l’adrec¸a que s’ha cercat.
El fet que el marcador sigui arrossegable requereix inserir listeners per captar les accions de
l’usuari i canviar les coordenades que s’enviaran al servidor un cop sotme`s el formulari. Aix´ı
doncs, cal afegir-ne un (GEvent.addListener) vinculat a l’esdeveniment dragstart i un altre
vinculat a dragend. En el primer d’ells cal tancar les finestres d’informacio´ que pugui tenir
el mapa (com ara la bafarada que s’hagi inserit en una cerca anterior), i en el segon d’ells
es guarden les coordenades del lloc on l’usuari ha deixat el marcador per poder-les inserir al
formulari com a elements ocults.
Finalment, la variable funciona serveix perque` en el moment d’enviar el formulari (si la
casella de guardar ubicacio´ esta` marcada) es verifica si el navegador encara esta` intentant tra-
duir l’adrec¸a indicada, tot evitant problemes de concurre`ncia. Si e´s aix´ı, s’introdueix un retard
d’un segon i es torna a intentar. Si no, es copia la posicio´ actual als camps ocults del formulari
corresponents. Aixo` tambe´ evita enviar coordenades en cas d’haver obtingut un error en la
u´ltima localitzacio´ realitzada.
Codi B.14: Funcio´ que converteix un text adrec¸a en les coordenades d’aquella posicio´ i hi estableix
un marcador que es pot arrossegar.
1 function showAddress(address) {
2 funciona=0;
3 var lafoCE=document.getElementById(’lafoCEX’);




8 if (!point) {
9 funciona=2;
10 alert("Address: "+address + " not found");
11 } else {
12 actualPoint = point;
13 map.setCenter(point, 15);
14 if(lafoCE != null && lafoCE.saveloc.checked==false && marker != null){
15 map.removeOverlay(marker);
16 marker = null;
17 }
18 if(marker == null){
19 marker = new GMarker(point, {draggable: true});
20




25 GEvent.addListener(marker, "dragend", function() {


















El paquet recommender conte´ totes les eines de processament que fan refere`ncia al sistema
de recomanacio´. Aquestes s’utilitzen des de les accions del paquet web.action.recommender
(Seccio´ C.11).
Les classes estan distribu¨ıdes en diferents subpaquets segons la funcionalitat que proporci-
onin:
• recommender.filter: Alberga les classes que s’utilitzen com a contenidors d’informacio´ i
les que proporcionen me`todes d’u´s general pels diferents filtres del sistema de recomanacio´.
Tambe´ alberga els diferents subpaquets corresponents a cada filtre que s’ha proposat.
– recommender.filter.perceptron: Conte´ la completa implementacio´ del filtre per-
ceptro´ lineal, proposta de la Seccio´ 7.1.4.
– recommender.filter.neuralFeedforward: Conte´ les diferents classes que propor-
cionen una interf´ıcie senzilla i co`moda cap a les llibreries [11], des de les quals es pot
crear una xarxa neuronal i entrenar-la mitjanc¸ant els me`todes alla` disponibles.
– recommender.filter.SVM: Conte´ les classes que proporcionen una interf´ıcie adequa-
da a l’agenda cap als me`todes estudiats del paquet [25].
– recommender.filter.typical: Conte´ una implementacio´ pro`pia dels dos filtres
cla`ssics en sistemes de recomanacio´: els col·laboratius basats en usuaris i en ı´tems.
• recommender.guide: Alberga les eines de processament del mo`dul guia del sistema de
recomanacio´.
• recommender.tools: Conte´ subpaquets amb diferents eines generals per a l’avaluacio´ del
filtre.
– recommender.tools.puntuaList: Proporciona la funcionalitat de processament ne-
cessa`ria per la pa`gina que mostra una interf´ıcie amigable per puntuar ra`pidament
tots els esdeveniments. Aquesta e´s la que han utilitzat els usuaris voluntaris per
donar les dades que han perme`s avaluar el filtre.
– recommender.tools.userCreator: Disposa els dos generadors d’usuaris mitjanc¸ant
els quals s’han realitzat les avaluacions de les Seccions 8.2 i 8.4.
A continuacio´ es veura` detalladament cada un dels subpaquets i les seves classes.
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C.2 Paquet: recommender.filter
Vegem les diferents classes d’aquest paquet, les quals fan refere`ncia a aspectes generals i comuns
entre els filtres.
C.2.1 Classe abstracta: Filter
La classe abstracta Filter marca la pauta de funcions que ha d’implementar cada filtre. Per
tant, cada implementacio´ d’un filtre ha de ser una extensio´ d’aquesta (veure Figura C.1).
D’aquesta manera, els filtres podran ser creats en una part de codi i utilitzats en altres llocs
sense que alla` el codi depengui de quin tipus de filtre ha de tractar. Els me`todes ba`sics que ha
de definir cada filtre so´n:
• TrainingLog entrena(BlocEntrades btrain): Ha d’entrenar el filtre amb el bloc d’en-
trades que se li proporciona.
• Double filtra(Entrada e): Ha de retornar el resultat de filtrar l’entrada proporciona-
da, i modificar-ne el seu contingut per tal que reflecteixi la prediccio´.
• long filtra(BlocEntrades bent): Ha de filtrar un bloc d’entrades (pot utilitzar la
funcio´ anterior per cada entrada)
A me´s, a mesura que anaven avanc¸ant les avaluacions es van afegir me`todes que permetien
obtenir sortides de cada filtre en concret, per poder-ne entendre millor els seus resultats. So´n
els segu¨ents:
• void print(): Imprimeix les dades del filtre, si en te´, com ara els coeficients del perceptro´
lineal o de la xarxa neuronal.
• void print(TrainingLog tl): Escriu les dades anteriors seguides de la informacio´ que
conte´ aquest objecte, la qual fa refere`ncia a un procediment d’entrenament segurament
dut a terme pel mateix filtre.
• void emplenaComparaLog(ComparaLog cmplog, TrainingLog tl): Emplena la infor-
macio´ del contenidor ComparaLog a partir de les dades del filtre i el contenidor Trainin-
gLog proporcionats.
• escriuEntorn(String fitxer, TrainingLog tl): Escriu al fitxer indicat la informacio´
de configuracio´ del filtre, juntament amb la informacio´ del contenidor TrainingLog.
La classe tambe´ proporciona una eina comunament utilitzada entre tots els filtres que per-
met arrodonir qualsevol puntuacio´ entre 0 i 1 al seu valor corresponent segons les 5 estrelles de
la interf´ıcie gra`fica. Aquest e´s el me`tode Double roundToStars(Double d).
Finalment, aquesta classe implementa tambe´ els me`todes generals per poder desar l’estat
d’un filtre de manera que es pugui recuperar en una sessio´ posterior sense necessitat de tornar-
lo a entrenar. Per fer-ho, cal que Filter i les seves classes derivades implementin la interficie
Serializable. Aix´ı doncs, els segu¨ents me`todes proporcionen aquesta funcionalitat:
• void salva(String userid): salva el filtre al fitxer XXX.fil, on XXX e´s l’identificador
de l’usuari propietari del filtre.
• void recupera(String userid): recupera el darrer filtre que s’hagi guardat per a aquest
usuari, e´s a dir, al fitxer XXX.fil.
Per guardar el filtre cal crear un objecte FileOutputStream indicant-li el nom del fitxer,
amb el qual es crea aleshores un ObjectOutputStream. Sobre aquest s’aplica la operacio´ wri-
teObject(Object o) on es passara` el filtre this per ser guardat. Si el filtre no implementa la
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interf´ıcie Serializable, aquesta darrera operacio´ llenc¸ara` una excepcio´.
Per recuperar el filtre cal obrir el fitxer amb un objecte FileInputStream, amb el qual es
crea un objecte ObjectInputStream sobre el que s’executa el me`tode readObject(). Fent el
casting corresponent podrem obtenir el filtre, en principi sabent nome´s que correspon a la classe
Filter, la qual no hauria de fer falta de particularitzar amb una de les seves derivades.
Un exemple d’una utilitzacio´ ba`sica dels filtres seria el segu¨ent:
1 BlocEntrades btrain = //obtenir el bloc d’entrades d’entrenament
2 BlocEntrades bpred = //obtenir el bloc d’entrades de prediccio´
3 Filter filtre = FilterFactory.get...();
4 filtre.train(btrain);
5 filtre.filter(bpred);
6 //desar les dades a la base de dades.
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Figura C.1: Jerarquia de les classes derivades de Filter.
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C.2.2 Classe abstracta: AjustaParams
Aquesta classe proporciona un model per a les classes que implementen les eines per avaluar
els filtres realitzant un escombrat de para`metres (Figura C.2). Aix´ı doncs, defineix el me`tode
abstracte perform() el qual hauran d’implementar les seves derivades, particularitzant l’escom-
brat de para`metres per cada filtre.
A me´s, proporciona una se`rie d’eines d’u´s comu´ entre les seves classes hereteres. En primer
lloc, la funcio´ getExistingDataSet() permet obtenir les dades reals de l’avaluacio´ realitzada
a la Seccio´ 8.6. Aquesta eina evita haver d’accedir a la base de dades cada vegada que es vulgui
executar un escombrat de para`metres, la qual cosa fa que no sigui necessari construir i desple-
gar tota l’aplicacio´ sobre el servidor web, tasca que dura gairebe´ 5 minuts. Aquesta comoditat
e´s important sobretot en les fases de depuracio´ on sovint cal compilar una i altra vegada el codi.
La funcio´ getParametre e´s u´til en alguns casos per construir un vector dels valors que han
de formar part de l’escombrat. La seva capc¸alera e´s de la segu¨ent forma:
protected static double[] getParametre(double first, double last, double step, int mode)
Els valors first i last indiquen quins han de ser el primer i l’u´ltim valor del vector, ambdo´s
inclosos. El para`metre step indica el salt que s’ha de fer entre valor i valor. Finalment, mode
estableix el tipus de salt a realitzar, el qual cal expressar-lo mitjanc¸ant les segu¨ents constants
pu´bliques d’aquesta classe:
• LINEAL: xi = n0 + i · s
• EXPONENCIAL: xi = 2n0+i·s
• GEOMETRIC: xi = n0 · si
on xi e´s el para`metre a retornar en cada iteracio´, n0 e´s el valor inicial i s el valor de la variable
step.
Finalment, l’eina calcRMSE(List<Entrada> le) permet calcular l’arrel de l’error quadra`tic
mitja` a partir d’una llista d’entrades. A difere`ncia de l’eina que proporciona la classe Tools, en
aquest cas no es distingeix entre entrades puntuades i no puntuades, o filtrades i no filtrades.
C.2.3 Classe: BlocEntrades
Aquesta classe e´s un contenidor per les entrades que s’han de proporcionar als filtres, que
de fet encapsula la llista ArrayList<Entrada> entrades. Implementa la interf´ıcie Itera-
ble<Entrada> per tal que es pugui iterar sobre elles amb la construccio´
for(Entrada e : blocEntrades){
//processament de l’entrada
}
la qual cosa requereix que s’implementi el me`tode abstracte d’aquesta interf´ıcie, iterator(),
el qual e´s redirigit a la mateixa funcio´ de la llista entrades.
La utilitat d’aquesta encapsulacio´ e´s poder verificar que totes les entrades tenen les mateixes
dimensions, ja que els filtres s’han implementat de manera que el nombre de dimensions sigui
gene`ric. Aixo` s´ı, necessiten que totes les entrades del bloc responguin al mateix nombre d’elles.
Per aixo`, el me`tode getDimensions() proporciona el nombre de dimensions de les entrades del
bloc. En afegir-se una nova entrada o crear-se el bloc, es verifica que es respecti la igualtat de
dimensions. Si aixo` no es compleix, la creacio´ del bloc llenc¸a una excepcio´.
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Figura C.2: Jerarquia de classes que extenen AjustaParams per particularitzar el seu funcionament
segons el tipus de filtre al que responen.
El me`tode privat mateixesDimensions(ArrayList<Entrada> llista) facilita la operacio´
de verificar si la llista que es vol incluir conte´ entrades amb les dimensions adequades. En aquest
cas, retornara` les dimensions que tenen. Si la llista e´s buida retorna 0, i si conte´ entrades amb
dimensions diferents retorna −1. Aquest s’utilitza en me`todes com add(ArrayList<Entrada>
llista) i add(Entrada e).
Tambe´ conve´ poder passar co`modament un BlocEntrades a List<Puntuacions> ja que
aquesta darrera e´s la forma com s’emmagatzemen a la base de dades. Aquest me`tode trenca
una mica la generalitzacio´ que es vol aconseguir en la implementacio´, ja que es tracta d’una
funcio´ espec´ıfica per a aquesta base de dades. Aquesta funcionalitat l’implementa getPuntua-
cions(), on es realitza el canvi del vector de coordenades double[] a els diferents para`metres
Double que requereix la base de dades. Te´ en compte tambe´ que per a la base de dades un
para`metre no puntuat ha de tenir el valor null, mentre que per als filtres agafen el valor −1 (ja
que una variable double no pot ser null). Si be´ e´s cert que alguns filtres podrien donar aquest
valor com a sortida, no e´s important que es consideri com a no filtrat perque` mai s’hauria de
recomanar un ı´tem amb una valoracio´ predita de −1, la qual dista enormement de la valoracio´
me´s baixa que realment pot donar un usuari mitjanc¸ant la interf´ıcie web (que e´s 0).
Parlant de la compatibilitat amb les entitats Puntuacions, s’ha implementat tambe´ un
constructor que permet crear el bloc d’entrades a partir d’una llista d’aquestes. Si hi ha algun
problema amb les dimensions llenc¸a una excepcio´ — cosa que no hauria de passar ja que els
objectes d’aquesta entitat tenen tots els mateixos para`metres, i per tant les mateixes dimensions
C.2.4 Classe: ComparaLog
Aquesta classe e´s una eina que es va desenvolupar per realitzar les avaluacions de les Seccions
8.2 i 8.4, destinada a guardar en fitxers dades d’un filtre perceptro´ lineal i d’una xarxa neuronal.
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Proporciona una se`rie de me`todes perque` es vagin indicant les condicions de l’entorn dels filtres,
dades del procediment d’entrenament i les prediccions realitzades, les quals es passaran a fitxers
una vegada acabades les operacions. El format dels fitxers e´s el que s’indica a la Seccio´ 8.2.
En crear el contenidor cal indicar-li el nombre d’esdeveniments als que ha assistit l’usuari.
Tambe´ cal indicar el nombre total d’esdeveniments i el nombre d’aquests que han estat puntuats
per l’usuari, mitjanc¸ant la crida al me`tode setEntornGlobal. Aleshores cal realitzar els entre-
naments i els procediments de filtrat. Seguidament cal donar-li la informacio´ dels para`metres
amb els que s’han configurat els dos filtres mitjanc¸ant setEntornPerceptron i SetEntornNeu-
ral. Aquestes dues, de fet, cal invocar-les des del me`tode emplenaComparaLog pertanyent a
cada filtre.
Finalment, cal invocar escriuFitxerDades (que es preocupa de gravar les prediccions dels
filtres i les evolucions de l’error d’entrenament) i escriuFitxerEntorn (que escriu les dades
d’entorn que s’han indicat anteriorment).
La forma com s’ha programat aquesta classe e´s bastant repetitiva. Un exemple e´s el del
Codi C.1. Simplement es tracta d’anar guardant la informacio´ en Strings i posteriorment
escriure-la al fitxer indicat, precedit per la direccio´ PATH (constant de la classe) mitjanc¸ant
l’encapsulacio´ d’objectes FileWriter dins d’un BufferedWriter, alhora en un PrintWriter
sobre el que s’aplica va`ries vegades el me`tode println. Per acabar l’escriptura cal executar-hi
flush() i close() per tal que les dades quedin guardades correctament i el fitxer sigui alliberat.
Codi C.1: Escriptura en un fitxer del bloc d’entrades proporcionat.
public static void escriuPuntuacions(String filename, List<BlocEntrades> lbent){
File fitxer = new File( PATH + filename);
PrintWriter file = null;
try {
file = new PrintWriter(new BufferedWriter(new FileWriter(fitxer)));
for(BlocEntrades bent : lbent){












La classe Enter simplement e´s un contenidor d’un objecte Integer el qual permet ser canviat
sense destruir la refere`ncia al propi objecte. Implementa el me`tode compareTo(Integer n) per
a poder ser comparat amb altres enters. S’utilitza en la cerca d’un ma`xim a la classe PBaseU-
til de manera que aquest es pugui guardar pel processament de diferents ı´tems, la qual cosa
redueix el temps d’execucio´.
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C.2.6 Classe: Entrada
Aquesta classe emmagatzema la informacio´ de les entitats Puntuacions en un format gene`ric
en quant a nombre de dimensions1. El vector double[]coordenades s’ha de proporcionar en
la seva creacio´, ja que d’aquest en depe`n el nombre de dimensions del vector. Incorpora pero`
tambe´ un constructor particularitzat per l’agenda que permet obtenir un objecte Entrada a
partir d’una entitat Puntuacions.
Com que les dades s’emmagatzemen en variables double i aquestes no poden ser null,
s’ente´n que −1 representa “no puntuat”, en refere`ncia a la valoracio´ de l’usuari i la prediccio´
del filtre.
Disposa tambe´ d’un me`tode print() que imprimeix per pantalla l’identificador de l’entra-
da, l’usuari i de l’esdeveniment, les puntuacions base (o coordenades) d’aquesta entrada, la
valoracio´ de l’usuari i la prediccio´ que tingui assignada. Aquesta impressio´ es realitza amb una
precisio´ de dues xifres decimals, ja que sol ser utilitzada per avaluar intu¨ıtivament el funciona-
ment dels filtres durant el procediment de desenvolupament del programa.
El me`tode printLog(), en canvi, retorna un String amb les mateixes dades pero` amb la
ma`xima precisio´ disponible per cada un dels valors, separats entre ells per comes de manera
que el fitxer on vagin a parar sigui fa`cilment importable a Matlab R©. Aquest e´s el me`tode que
s’utilitza en el Codi C.1, que escriu un bloc d’entrades en un fitxer.
C.2.7 Classe: FilterFactory
Aquesta classe simplement intenta fer un recull dels constructors me´s utilitzats dels filtres, de
cara a poder oferir una interf´ıcie entenedora i co`moda d’aplicar. El que s’aconsegueix e´s mante-
nir nome´s els constructors me´s utilitzats i resumir-los en una sola classe com a me`todes esta`tics,
separant-los d’altres funcions que es puguin haver utilitzat en per´ıodes de test.
Les capc¸aleres d’aquests me`todes so´n les del Codi C.2, en la majoria de les quals nome´s es
realitza una vinculacio´ directa al constructor apropiat de cada filtre. En el cas del perceptro´
lineal, es crea un vector de 5 coordenades nul·les per passar-lo al filtre, la qual cosa en deter-
minara` tambe´ el seu nombre d’entrades. Aixo` permet que la implementacio´ del perceptro´ no
estableixi un nombre d’entrades determinat, sino´ que e´s aquesta classe la que el defineix. Aixo`
no passa amb els filtres implementats en llibreries externes perque` en aquests es tracta ja d’una
particularitzacio´ del filtre, de tal manera que es requereix coneixer-ne les seves caracter´ıstiques
dimensionals.
Codi C.2: Capc¸aleres dels me`todes esta`tics que proporcionen objectes Filter amb diferents imple-
mentacions.
public static Filter getPerceptronFilter()
public static Filter getPerceptronFilter(Integer n, String trainingMethod)
public static Filter getNeuralfeedforwardFilter()
public static Filter getNeuralfeedforwardFilter(Integer hiddenNeurons, String
trainingMethod, TrainingMethodParams tmParams, Integer maxIterations)
public static Filter getSvmClassifierFilter()
public static Filter getSvmClassifierFilter(double c, double gamma)
public static Filter getSvmRegressionFilter()
public static Filter getCollaborativeItemBasedFilter(int userid)
public static Filter getCollaborativeUserBasedFilter(int userid)
public static Filter getExistingFilter(String userid)
1S’ente´n per dimensions el nombre d’entrades del filtre.
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C.2.8 Classe: PBaseUtil
Aquesta classe alberga els me`todes que calculen les me`triques base descrites a la Seccio´ 7.1.2.
Els ca`lculs s’implementen als me`todes privats que es descriuen a continuacio´.
Me`tode: puntFromPresencia(...)
Double puntFromPresencia(int userid, int eventid, String str)
Permet avaluar les me`triques de categoria i localitat segons la prese`ncia de l’usuari amb la
fo´rmula que s’ha indicat pre`viament. Cal passar-li com a para`metre l’identificador de l’usua-
ri, el de l’esdeveniment i finalment un String que sigui ‘‘cat’’ en cas de voler puntuar la
categoria, o ‘‘loc’’ si es desitja obtenir la puntuacio´ de la localitat. En primer lloc invoca
el me`tode taulaConta, el qual retorna una Hashtable que vincula cada localitat o categoria
amb el nombre d’esdeveniments que l’usuari ha assistit en aquesta. Tambe´ requereix el String
anterior per diferenciar quin para`metre tractar. Aquest me`tode, alhora, crida eventsPartici-
pant per obtenir els esdeveniments als que assisteix l’usuari, directament de la base de dades.
Seguidament, de la taula que s’ha obtingut se’n selecciona el valor corresponent a la localitat
o categoria on pertany l’esdeveniment i es divideix entre el nombre ma`xim en aquesta taula







private Double puntRanking(int userid, int eventid)
Aquest me`tode retorna la puntuacio´ segons la me`trica referent al ranking —o puntuacio´ mitjana—
descrit anteriorment. Aix´ı doncs, simplement obte´ l’esdeveniment i el seu valor corresponent a
ranking:
Event e = emodel.retrieve(eventid);
return new Double(e.getRanking() / 5);
Me`tode: puntPClau2(...)
private Double puntPClau2(int userid, int eventid)
Aquest me`tode (Codi C.3) implementa la proposta de me`trica per les paraules clau, segons
l’overlapping coefficient. En primer lloc obte´ les parules clau de tots els esdeveniments als que
ha assistit l’usuari, gra`cies al me`tode paraulesClauUsr(int userid), que en realitat el que fa
e´s construir un List<String> a partir dels esdeveniments als que assisteix l’usuari, agafant-ne
les seves paraules clau un a un. Cal comentar que el String de paraules clau es fa processar
per la segu¨ent funcio´:
1 private static String[] llistaPClau(String spclau) {
2 if (spclau == null) {
3 return null;
4 }
5 String[] lpclau = spclau.split(", ");
6 return lpclau;
7 }
Aquesta separa les paraules clau segons les comes (i espai) entre elles, i les situa en un vector
de cadenes de cara`cters (l´ınia 5).
157
C.2. PAQUET: RECOMMENDER.FILTER APE`NDIX C. IMPL. S. RECOMAN.
Un cop recollides, s’obte´ tambe´ la llista de paraules clau de l’esdeveniment a puntuar mit-
janc¸ant aquesta darrera funcio´, les quals seran emmagatzemades en una llista. Seguidament es
computa la interseccio´ entre les paraules dels esdeveniments de l’usuari i les paraules de l’actual,
mitjanc¸ant el me`tode intersectLists(List l1, List l2), el qual verifica paraula a paraula
quines so´n comunes i les afegeix a la llista resultant.
Seguidament es cerca quin e´s el mı´nim d’elements que tenen les llistes de paraules de l’esde-
veniment o de l’usuari, i s’assigna com a denominador. Finalment, nome´s cal dividir el nombre
d’elements a la llista interseccio´ entre aquest denominador.
Codi C.3: Implementa la proposta de me`trica per les paraules clau, segons l’overlapping coefficient
1 private Double puntPClau2(int userid, int eventid) {
2 List<String> lpusr = paraulesClauUsr(userid);
3 Event e = emodel.retrieve(eventid);
4 String s = e.getPclau();
5 if (s == null || s.equals("")) {
6 return new Double(0);
7 }
8 String[] ape = llistaPClau(s);
9 List<String> lpe = Arrays.asList(ape);
10
11 List<String> intersection = intersectLists(lpe, lpusr);
12 ArrayList<Integer> sizes = new ArrayList();
13 sizes.add(lpe.size());
14 sizes.add(lpusr.size());
15 Integer min = Collections.min(sizes);
16 if (min == 0) {
17 return new Double(0);
18 }
19 double res = (double) intersection.size() / (double) min;
20 if (eventid == 13 && userid == 1) {




25 return new Double(res);
26 }
Me`tode: puntPClau(...)
private Double puntPClau(int userid, int eventid)
Aquest me`tode implementa la primera proposta de me`trica per les paraules clau. Havia estat
utilitzat inicialment, pero` en veure que la segona proposta funcionava millor va quedar en desu´s.
Tot i aix´ı, es conserva la implementacio´.
Me`tode: puntFriends(...)
private Double puntFriends(int userid, int eventid, Enter denomAmics)
Aqu´ı s’implementa la me`trica referent a les amistats assistint en cada esdeveniment. Per aixo`,
cal obtenir el nombre d’amics que assisteixen a l’esdeveniment en qu¨estio´, i dividir-lo entre el
nombre ma`xim d’amics que assisteixen en un esdeveniment. Com que aquest denominador e´s
comu´ entre tots els esdeveniments (si les seves me`triques s’avaluen sense temps per canviar
les condicions entre avaluacions) cal nome´s buscar-lo un cop i es pot aprofitar per la resta de
ca`lculs. Aixo` e´s el que fa que es demani el para`metre denomAmics, el qual conte´ l’enter que
serveix com a denominador.
La primera vegada que es realitza el ca`lcul, com que no es disposa de denominador, cal
passar un objecte Enter creat i sense inicialitzar. En aquest s’emmagatzemara` el denominador
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corresponent, i haura` de ser reenviat pels ca`lculs sobre la resta d’esdeveniments.
Si no es vol utilitzar aquesta optimitzacio´, es pot passar null i cada vegada es creara` un
objecte Enter nou, sense repercussio´ en els ca`lculs.
La cerca de denominador es recolza en el me`tode contaAmicsEvent(int userid, int
eventid), el qual revisa amic a amic si participa en l’esdeveniment indicat.
Codi C.4: Cerca quants amics assisteixen a aquest esdeveniment
1 private int contaAmicsEvent(int userid, int eventid) {
2 int res = 0;
3 List<Amic> lamics = amodel.retrieveUserid("" + userid);
4 for (Amic a : lamics) {
5 List<Participant> lp = partmodel.retrieveEventIdUserId(eventid, a.getFriendid());







Tal i com es pot veure al Codi C.4, per cada amic es realitza un acce´s a la base de dades. Tot i
que, en principi, com que l’acce´s nome´s e´s de lectura no hauria de suposar gaire temps, pot ser
que en haver de calcular me`triques per molts usuaris amb molts amics s’hague´s d’optimitzar
aquest procediment tot enviant tants accessos a la base de dades. No e´s el cas de les avaluacions
de l’agenda, pero` es deixa consta`ncia de l’idea a seguir si calgue´s realitzar-ho.
Una opcio´ seria fer una crida SQL a la taula Participant restringint que eventid sigui
l’especificat, i que userid sigui un dels especificats. Aixo` pot arribar a ser tambe´ una crida
molt llarga a causa de la quantitat d’ORs que s’han d’incloure entre identificadors d’usuaris.
Pero` es pot evitar tambe´ fent servir la crida SQL JOIN. El que fa aquesta e´s retornar nome´s
les entrades d’una taula que tenen un corresponent en una altra taula. Aix´ı doncs, caldria fer
un JOIN entre Participant i una taula creada a mida que contingui nome´s els amics de l’usuari
objectiu (amb identificador X), e´s a dir:
SELECT * FROM amics WHERE userid=X AS a
S’ha indicat tambe´ que ens referirem a aquesta seleccio´ de la taula com a a. Aleshores cal
indicar quines so´n les columnes que serveixen d’unio´ entre les dues taules, recordant que ens
dirigirem a la taula principal mitjanc¸ant o, segons l’estructura de l’agenda. Per tant, indicarem
JOIN ... ON o.userid = a.friendid
de manera que l’identificador de l’amic correspongui a l’identificador de l’usuari que assisteix.
Aix´ı doncs, la crida resultant seria
SELECT o.* FROM participant AS o JOIN (SELECT * FROM amic WHERE userid=X) AS a ON o.userid =
a.friendid WHERE o.eventid = Y
on hem indicat que estem operant sobre l’esdeveniment amb identificador Y . Aquesta crida
retornara` una entitat Participant, ja que hem seleccionat els camps o.*, e´s a dir, els de la
taula o. Per integrar aquesta crida a l’agenda podem utilitzar la funcio´ retrieveAdvSQL del
Controller, a partir del model ParticipantModel, passant nome´s la part restant a partir de
JOIN. E´s a dir,
List<Participant> lp = partModel.retrieveAdvSQL("JOIN (SELECT * FROM amic WHERE userid="+
userid+") AS a ON o.userid = a.friendid WHERE o.eventid="+eventid);
return lp.size();
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Aleshores, com podem veure, nome´s caldria retornar la mida de la llista de resultats.
La cerca del denominador corresponent tambe´ utilitza aquesta funcio´ per cone`ixer quants
amics participen a cada esdeveniment. Per conveni, en qualsevol d’aquestes me`triques, si un
denominador e´s 0 s’assigna 0 a la me`trica resultant, que aix´ı obte´ el valor mı´nim dins el rang
dels possibles.
Me`tode: calculaPuntuacio(...)
Totes aquestes funcions vistes fins ara calculen les me`triques base separadament. El me`tode
que s’encarrega d’ajuntar-les e´s
public boolean calculaPuntuacio(int eventid, int userid, Puntuacions p, Enter denomAmics)
el qual actualitza l’objecte p amb les puntuacions calculades. Admet tambe´ el para`metre deno-
mAmics per la optimitzacio´ de la me`trica referent als amics. Alhora, aquesta funcio´ e´s invocada
des del me`tode que s’explica a continuacio´.
La Figura C.3 mostra el diagrama de sequ¨e`ncia de l’execucio´ d’aquest me`tode.
Me`tode: puntuaBatchCreateUpdate(...)
private void puntuaBatchCreateUpdate(int userid, List<Event> le, ArrayList<Puntuacions>
lpCreate, ArrayList<Puntuacions> lpUpdate)
Aquest me`tode puntua, per a un usuari userid, els esdeveniments de la llista le. Les llis-
tes lpCreate i lpUpdate han de ser ArrayLists buits (en principi), i e´s alla` on s’afegiran les
entitats Puntuacions, les quals seran modificades pel me`tode calculaPuntuacio. Segons si
l’entrada referent a aquest usuari i esdeveniment ja existeix o s’ha de crear nova, se n’afegira`
la seva informacio´ a la llista lpCreate i lpUpdate de manera que es pugui cone`ixer si s’ha
d’invocar el me`tode create(p) o update(p) sobre el model PuntuacionsModel. Aixo` permet
que s’actualitzin les entrades ja existents i es cre¨ın les noves.
Cal, pero`, ajuntar el procediment de puntuacio´ i el d’emmagatzemament a la base de dades.
Aquesta e´s tasca del me`tode puntuaBatchGuardaAllEvents:
public void puntuaBatchGuardaAllEvents(int userid) {
ArrayList<Puntuacions> lpCreate = new ArrayList();
ArrayList<Puntuacions> lpUpdate = new ArrayList();
List<Event> le = emodel.retrieve();
puntuaBatchCreateUpdate(userid, le, lpCreate, lpUpdate);
guarda(lpCreate, lpUpdate);
}
Com veiem, aquest genera les dues llistes, fa puntuar tots els esdeveniments per l’usuari
indicat i indica el me`tode guarda(lpCreate, lpUpdate), el qual realitza les accions sobre la
base de dades, que ja s’han comentat.
La variant d’aquest darrer me`tode
public void puntuaBatchGuarda(int userid, List<Event> le)
realitza la mateixa operacio´ pero` nome´s sobre els esdeveniments especificats a la llista le.
Despre´s d’aquesta explicacio´ e´s interessant veure que les llistes lpCreate i lpUpdate no cal
que arribin buides, i les puntuacions s’aniran afegint a la que correspongui. Aixo` s’utilitza en
el generador d’usuaris, ja que es van obtenint les puntuacions usuari a usuari despre´s de la
seva generacio´, i s’accedeix a la base de dades un cop acabat tot el procediment. D’aquesta
manera s’estalvia temps al no haver de realitzar una escriptura per cada usuari generat. Tot i
160
APE`NDIX C. IMPL. S. RECOMAN. C.2. PAQUET: RECOMMENDER.FILTER
Figura C.3: Diagrama de sequ¨e`ncia del me`tode calculaPuntuacio de PBaseUtil.
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que sembli que es pugui realitzar la puntuacio´ global al final, a la Seccio´ C.10 s’argumenta que
conve´ avaluar algunes me`triques base per poder obtenir la valoracio´ simulada de l’usuari segons
el filtre simulat.
U´s general de la classe
Per tant, com a conclusio´ i resum per l’u´s general de la classe (sense requerir operacions parcials
per realitzar testos), el me`tode que genera i guarda de forma senzilla i neta les puntuacions per
un usuari e´s
public void puntuaBatchGuardaAllEvents(int userid)
El diagrama de sequ¨e`ncia de la seva execucio´ es pot veure a la Figura C.4.
Figura C.4: Diagrama de sequ¨e`ncia del me`tode puntuaBatchGuardaAllEvents de PBaseUtil.
C.2.9 Classe: Tools
Aquesta classe incorpora me`todes que implementen eines generals d’u´s en l’entorn del filtre del
sistema de recomanacio´.
Me`tode: getInterval(...)
public static String getInterval(long ms)
Aquest me`tode converteix una quantitat de mil·lisegons en un temps llegible per les persones,
en hores, minuts i segons (els darrers, amb tres decimals). S’utilitza en l’escriptura de fitxers
de resultats per expressar el temps d’entrenament i filtrat.
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Me`tode: calcRMSE(...)
public static Double calcRMSE(BlocEntrades bent, Filter f, boolean roundToStars)
Calcula l’arrel de l’error quadra`tic mitja` (RMSE). En els ca`lculs no es consideren els me`todes
amb valoracio´ o prediccio´ −1, els quals s’ente´n que no han estat processats i per aixo` no han
de computar en l’error.
Me`tode: getTrainAndPredictionData(...)
public static void getTrainAndPredictionData(PuntuacionsModel pmodel, String userid,
ArrayList<Entrada> training, ArrayList<Entrada> prediction)
Aquesta crida recupera les puntuacions de la base de dades referents a l’usuari userid, les
transforma en objectes Entrada i les classifica segons serveixin per a l’entrenament o per a les
prediccions. La classificacio´ es fa segons el valor usrpuntuacio en l’entitat Puntuacions sigui
null o no.
C.2.10 Classe: TrainingLog
Aquesta classe e´s un contenidor de dades que emmagatzema l’error final que s’ha aconseguit en
un entrenament (null si no esta` disponible), el nombre d’iteracions que s’han utilitzat (−1 si
no esta` disponible), la llista d’errors corresponents a cada iteracio´ (que tambe´ pot ser nul·la) i
el temps (en mil·lisegons, o −1) que ha durat aquest entrenament.
Aquest contenidor s’omple amb les dades de l’entrenament i s’utilitza per deixar consta`ncia
d’aquestes als fitxers per les avaluacions.
C.2.11 Classe: UserDataSet
Aquest contenidor reuneix la informacio´ corresponent a un usuari, necessa`ria per realitzar
l’entrenament i crear les prediccions per a ell. Conte´ el seu userid i els bloc d’entrades d’en-
trenament i de prediccio´.
Incorpora tambe´ un me`tode escriuDades,
public boolean escriuDades(String nomfitxer, ParticipantModel partmodel, UserModel umodel,
long tf)
el qual requereix el nom del fitxer (amb el seu camı´), acce´s a les taules de participants i usuaris
de la base de dades i el nombre de mil·lisegons que ha durat el procediment d’entrenament.
Aquest me`tode escriu aquestes dades en el fitxer especificat, i s’ha utilitzat en les avaluacions
de la Seccio´ 8.6. La metodologia emprada per escriure a un fitxer e´s la mateixa que l’explicada
a la Seccio´ C.2.4.
C.3 Paquet: recommender.filter.perceptron
Aquest paquet conte´ la implementacio´ del filtre basat en el perceptro´ lineal, o combinacio´ lineal
de les me`triques base.
C.3.1 Classe: PerceptronFilter
Aqu´ı e´s on s’implementa el filtre. Els me`todes me´s ba`sics so´n els que implementen la classe
abstracta Filter (Seccio´ C.2.1). En primer lloc comentem els constructors.
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public PerceptronFilter(double[] coefs)
public PerceptronFilter(double[] coefs, String trainingMethod)
public PerceptronFilter(double[] coefs, int n, String trainingMethod)
Tots ells accepten el vector coefs. Aquest indica els coeficients inicials del filtre, que de fet
FilterFactory inicialitza a 0. Opcionalment es pot proporcionar n el nombre ma`xim d’ite-
racions, el qual seria u´til si l’entrenament perille´s de ser massa llarg, cas que no s’ha donat.
Si no s’indica, es realitzen un ma`xim de 50 000 iteracions (determinat a la constant ITERACI-
ONS). Finalment es pot seleccionar un entrenament mitjanc¸ant el me`tode del gradient (passant
‘‘Gradient’’) o solucionant el sistema d’equacions (passant ‘‘Inversa’’). Aquest darrer
me`tode no sol ser apropiat ja que habitualment el sistema te´ me´s d’una solucio´ i, com que es
resol invertint-ne la matriu i aquesta operacio´ no e´s possible, no arriba a cap dels punts amb
mı´nim error.
El me`tode entrena(BlocEntrades btrain) es redirigeix a entrenaGradient o entrenaIn-
versa. El primer d’aquests realitza el segu¨ent procediment:
• Realitza una iteracio´ (itera).





Cada iteracio´ invoca el me`tode
private Double itera(BlocEntrades entrades, Double prevError, int it)
Aquest, el que fa e´s:
• Calcula els increments segons la fo`rmula del descens per gradient.
• Els suma als coeficients del filtre (incrementa(double[] increments)).
• Calcula l’error d’entrenament.
• Si l’error e´s major que en el cas anterior,
– Torna endarrere els increments (incrementaUndo(double[] increments)).
– Torna endarrere l’error.
– Divideix la constant K entre 2.
– Disposa el boolea` segueixMillorant com a fals.
• Si la millora d’error no e´s major que cert llindar, posa el boolea` segueixMillorant a fals.
• Si no, posa el boolea` a cert.
• Retorna l’error d’entrenament.
Cal dir que els llindars que fan parar el filtre quan l’entrenament no millora, durant les ava-
luacions, s’han posat suficientment llunyans com perque` no parin el procediment i es pugui
visualitzar l’evolucio´ del filtre.
L’entrenament mitjanc¸ant la resolucio´ del sistema amb la matriu inversa s’ha implementat
utilitzant les llibreries Jama [35], que proporcionen eines per operar amb matrius des de Java.
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El que fa aquest me`tode e´s, doncs, resoldre l’equacio´ (5.6) de la Seccio´ 5.1.1. De la manera que




En primer lloc es crea un vector de matrius x on s’aniran emmagatzemant coordenades de cada





que sera` de dimensions L×L. La l´ınia 8 ho fa multiplicant (times) cada entrada de L dimensions
pel seu transposat (transpose()). A la segu¨ent l´ınia, tal i com indica l’expressio´, es van sumant
els resultats d’aquesta multiplicacio´. Seguidament es genera la inversa de A (inversa()).





en la l´ınia 14 i 15. Observem que alla` es multipliquen els vectors per un escalar. Finalment
es realitza la multiplicacio´ de matrius (l´ınia 17) i es recuperen les dades de la matriu resultant
mitjanc¸ant getColumnPackedCopy, que les retorna en forma de vector de doubles.
Codi C.5: Resolucio´ del sistema d’equacions calculant la matriu inversa.
1 Matrix[] x = new Matrix[btrain.size()];
2 for (int e = 0; e < btrain.size(); e++) {
3 Entrada ent = btrain.get(e);
4 x[e] = new Matrix(ent.coordenades, ent.coordenades.length);
5 }
6 Matrix A = new Matrix(btrain.getDimensions(), btrain.getDimensions(), 0);
7 for (int e = 0; e < btrain.size(); e++) {
8 Matrix tmp = x[e].times(x[e].transpose());
9 A = A.plus(tmp);
10 }
11 Matrix IA = A.inverse();
12 Matrix B = new Matrix(btrain.getDimensions(), 1);
13 for (int e = 0; e < btrain.size(); e++) {
14 Matrix tmp = x[e].times(btrain.get(e).usrPuntuacio);
15 B = B.plus(tmp);
16 }
17 Matrix res = IA.times(B);
18 this.filtre = res.getColumnPackedCopy();
Deixant ja els dos me`todes d’entrenament, passem a veure el procediment de filtrat. La
funcio´
public long filtra(BlocEntrades bent)
itera sobre cada entrada i, per filtrar-la, crida l’altra funcio´ pu´blica
public Double filtra(Entrada e)
que emmagatzema el resultat del filtrat a la variable corresponent del contenidor Entrada, i
tambe´ el retorna com a resultat de la funcio´. El filtrat e´s senzill, ja que nome´s es tracta de
realitzar un producte escalar que es pot implementar amb un bucle de 3 l´ınies. Com a barrera
de seguretat es verifica pre`viament que el nombre de coordenades del filtre sigui igual que el
de l’entrada i, si e´s aix´ı, es prossegueix amb el ca`lcul. Si no es compleix, retorna −1 i tambe´
l’assigna com a resultat (indicant que no ha estat filtrat).
Ja deixant la funcionalitat ba`sica del filtre, passem a comentar el me`tode
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public static PerceptronFilter getRandomTestFilter(int[] shape)
Aquest e´s u´til pel generador d’usuaris i retorna un filtre amb coeficients aleatoris entre 0 i 1 en
les posicions on shape tingui un 1, i 0 en la resta. El generador utilitzat e´s el de la llibreria Math
de Java. Els coeficients so´n normalitzats de manera que la seva suma doni 1, amb la intencio´
que el resultat d’un ı´tem valorat amb les ma`ximes puntuacions base (1 cada una d’elles) retorni
com a resultat tambe´ 1. La utilitat d’assignar 0 a alguns coeficients e´s per permetre operar el
filtre correctament en per´ıodes de proves quan no es disposa d’algunes me`triques.
Finalment queden algunes funcions utilitzades per a l’avaluacio´ del filtre, com ara
public void emplenacomparaLog(ComparaLog cmplog, TrainingLog tl)
que introdueix la informacio´ d’entorn (coeficients resultants, nombre d’iteracions i error final
d’entrenament). Tambe´ es poden imprimir els coeficients per pantalla mitjanc¸ant la funcio´
print() o print(TrainingLog tl) (la darrera inclou tambe´ l’error final d’entrenament).
C.4 Paquet: recommender.filter.neuralFeedforward
Aquest paquet conte´ les classes que encapsulen el funcionament de les llibreries de [11] i hi
atribueixen funcionalitats addicionals per encaixar-ne les capacitats amb l’Agenda Social.
En general, hi ha diferents tipus de classes:
• Classe NeuralFeedforwardFilter: encapsula la xarxa neuronal, que funcionara` com a
filtre, i este´n la classe abstracta Filter.
• Classes derivades de TrainingMethod: inicialitzen i vinculen els me`todes d’entrenament
de les xarxes neuronals amb l’Agenda Social.
• Classes Wrapper: Corregeixen un problema de les llibreries, tot permetent que els objectes
que implementen els me`todes d’entrenament puguin ser referenciats amb una variable de
la classe Train
• Classes derivades de TrainingMethodParams: defineixen para`metres a establir en els
me`todes d’entrenament.
• Classe AjustaParamsHibrid: particularitza el procediment d’escombrat de para`metres
per al me`tode d’entrenament h´ıbrid i la xarxa neuronal
Vegem a continuacio´ aquestes classes amb una mica me´s de detall.
C.4.1 Classe: NeuralFeedforwardFilter
Aquesta classe encapsula l’objecte xarxa neuronal de la classe FeedforwardNetwork. Este´n,
com els altres filtres, la classe Filter i implementa la interf´ıcie Serializable. En els seus
para`metres es defineixen:
• Les dimensions de la xarxa (entrades, neurones a la capa oculta i sortides).
• La funcio´ d’activacio´ que utilitzen les neurones.
• El nombre ma`xim d’iteracions que es permet a l’entrenament.
• L’error objectiu.
• El tipus d’entrenament a realitzar.
Disposa d’un constructor ba`sic
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public NeuralFeedfowrardFilter()
pero` tambe´ d’un constructor avanc¸at on es poden indicar diferents valors per a alguns para`metres,
public NeuralFeedforwardFilter(Integer hiddenNeurons, String trainingMethod,
TrainingMethodParams tmParams, Integer maxIterations)
com ara el nombre de neurones a la capa oculta, el me`tode d’entrenament, para`metres del
me`tode d’entrenament i el nombre ma`xim d’iteracions. Tots aquests para`metres so´n opcionals,
podent passar null en cada un d’aquests camps per indicar que s’apliqui la opcio´ per defecte.
Aquest constructor avanc¸at canvia el valor dels atributs de la classe segons els que s’han
passat en la seva crida i aleshores executa la funcio´ initialize(), que el constructor ba`sic
tambe´ ha de cridar. Aquest me`tode inicialitza els objectes que constitueixen la xarxa neuronal
i la seva forma d’entrenament:
private void initialize(){
setTrainingMethod();
network = new FeedforwardNetwork();
ActivationFunction threshold = this.getActivationFunction();
network.addLayer(new FeedforwardLayer(threshold, INPUTS));






En primer lloc es crida un me`tode que simplifica l’establiment del me`tode d’entrenament. En
realitat el que fa e´s buscar, segons el String TRAINING METHOD SELECT, quin objecte que im-
plementi la interf´ıcie TrainingMethod cal crear per tal que la xarxa es pugui entrenar de la
manera especificada. Es podra` accedir a aquest objecte mitjanc¸ant la refere`ncia trainingMet-
hod. En el cas que hi hagi un entrenament secundari (quan s’entrena de forma h´ıbrida), tambe´
hi haura` disponible la refere`ncia trainingMethod2.
Seguidament es crea l’objecte que implementa la xarxa neuronal (pertanyent ja a la llibreria)
i s’obte´ tambe´ l’objecte de la llibreria que conte´ la funcio´ d’activacio´ que s’utilitzara`, segons la
que s’indica en els atributs de la classe. En realitat, el que fa la funcio´ getActivationFuncti-
on() e´s crear un objecte del tipus ActivationTANH, ActivationLinear o ActivationSigmoid
segons la funcio´ que s’hagi especificat. Aquest objecte s’haura` de proporcionar durant el pro-
cediment d’addicio´ de capes a la xarxa neuronal.
Aleshores s’inicia l’addicio´ de capes de neurones a la xarxa (l´ınies 6 a 10). Finalment, s’apli-
ca el me`tode reset() sobre la xarxa, la qual cosa fa que s’inicialitzin els seus coeficients en un
punt aleatori, rao´ per la qual a les avaluacions s’ha comentat que el resultat de l’entrenament
de la xarxa neuronal no era ide`ntic en diferents realitzacions tot i entrenar-la en les mateixes
condicions.
Un cop inicialitzat l’objecte es pot procedir ja a l’entrenament de la xarxa. El me`tode
public TrainingLog entrena(BlocEntrades btrain)
en realitat simplement s’encarrega d’utilitzar les eines de blocToVectorInputs i blocToVec-
torOutputs (que es veuen me´s endavant) per convertir les dades de manera que encaixin amb
l’estructura de la xarxa neuronal, i cridar aleshores el me`tode del Codi C.6.
Codi C.6: Me`tode d’entrenament de la xarxa neuronal.
1 private TrainingLog entrena(double[][] inputs, double[][] idealOutputs) {
2 Date inici = new Date();
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3 if (inputs == null || idealOutputs == null) {
4 return new TrainingLog(Double.NaN, -1, null, -1);
5 }
6 int i = 0;
7 ArrayList<Double> llistaErrors = new ArrayList();
8
9 final Train train = trainingMethod.getTrain(network, inputs, idealOutputs);
10 double error;
11 int lastSecondMethod = 0;
12 double lastError = 0;
13 do {
14 train.iteration();
15 error = train.getError();
16 llistaErrors.add(error);
17 if (TRAINING_METHOD_SELECT.equals("Hybrid") && ((lastSecondMethod > 100) && (error >
lastError || Math.abs(error - lastError) < 0.0001))) {
18 trainSecundari(inputs, idealOutputs, llistaErrors);
19 lastSecondMethod = 0;
20 }
21 lastError = train.getError();
22 i++;
23 lastSecondMethod++;
24 } while ((i < MAX_TRAINING_ITERATIONS) && (error > ERROR_OBJECTIU));
25 Date fi = new Date();
26 return new TrainingLog(error, i, llistaErrors, fi.getTime() - inici.getTime());
27 }
Deixant de banda aspectes generals, com ara barreres d’entrada i control del temps emprat,
la primera operacio´ rellevant de cara a aquesta memo`ria e´s la de la l´ınia 9, on s’obte´ l’objecte
Train a partir del me`tode d’entrenament. Per ser creat requereix la xarxa, els valors de les
diferents entrades d’entrenament i les sortides ideals per a aquestes. L’entrenament es realitza
dins el bucle. Concretament e´s a la l´ınia 14 on s’itera sobre la xarxa neuronal i seguidament
se’n calcula l’error d’entrenament. La condicio´ de la l´ınia 17 permet que si l’entrenament e´s
h´ıbrid i es donen les condicions oportunes (veure Seccio´ 7.1.5) es realitzin algunes iteracions
amb el me`tode d’entrenament secundari (en principi recuita simulada), el qual es realitza en un
procediment molt similar. El comptador lastSecondMethod verifica quantes iteracions s’han
realitzat amb el me`tode primari des de l’u´ltima del secundari. Aix´ı doncs, s’incrementa cada
iteracio´ del me`tode primari i es reinicialitza despre´s de realitzar un bloc d’iteracions amb el
me`tode secundari.
Les iteracions continuaran duent-se a terme fins que s’arribi al nombre ma`xim d’iteracions
definit o l’error sigui inferior a l’error objectiu.
Finalment es retornen les dades del procediment d’entrenament (error final, nombre d’ite-
racions, llista d’errors intermedis i temps emprat) mitjanc¸ant un objecte TrainingLog.
A l’hora de filtrar, la funcio´ filtra converteix les dades del bloc d’entrades a una matriu
de doubles i aplica la instruccio´
outputs[i][0] = network.computeOutputs(inputs[i])[0];
Aleshores cal assignar els valors del vector outputs a les entrades corresponents del bloc. La
funcio´ computeOutputs retorna un vector amb els resultats de totes les sortides de la xarxa. El
fet que nome´s hi hagi una neurona de sortida no ens eximeix d’indicar que volem el valor de la
primera posicio´ del vector.
La conversio´ entre objectes BlocEntrades i objectes double[][] per a la xarxa es realitzen
en les funcions blocToVectorInputs (que transforma les entrades) i blocToVectorOutputs
que retorna les sortides segons les valoracions de l’usuari. Una altra utilitat d’aquest caire e´s
el me`tode insereixOutputs, que situa les prediccions de la xarxa neuronal al bloc d’entrades
proporcionat, tot arrodonint-les als valors de l’escala de puntuacions en estrelles si l’atribut
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boolea` ROUND TO STARS aix´ı ho especifica.
C.4.2 Interf´ıcie: TrainingMethod
La interf´ıcie TrainingMethod e´s la que han d’implementar els me`todes inicialitzadors de formes
d’entrenament pertanyents a les llibreries. La Figura C.5 mostra quines so´n les classes que
l’implementen.
Figura C.5: Interf´ıcie TrainingMethod i classes que l’implementen.
Aquests inicialitzadors simplement han de permetre crear l’objecte Train que entrenara` la
xarxa, tot passant-li els para`metres que necessita (entrades i sortides ideals), contenir els cons-
tructors apropiats (que permetin o no la modificacio´ d’algun dels para`metres d’entrenament) i
implementar la funcio´ emplenaComparaLog, que ha de retornar una llista de Strings indicant
el me`tode d’entrenament utilitzat i els para`metres amb els que s’ha configurat.
La finalitat d’aquest encapsulament e´s poder definir el me`tode d’entrenament en un u´nic
lloc del codi i deixar operar la resta de forma gene`rica, sense haver de dependre d’aquest. Per
la simplicitat d’aquestes tres classes que implementen la interf´ıcie comentada, no se’n detallara`
me´s la seva programacio´.
C.4.3 Classes: GeneticAlgWrapper i SimulatedAnnealingWrapper
Aquestes dues classes pretenen resoldre un error de les llibreries [11]. En la seva documenta-
cio´ s’especifica que els objectes que realitzen les iteracions de l’entrenament implementen la
interf´ıcie Train (de les mateixes llibreries). Si be´ pel cas de backpropagation e´s aix´ı, aixo` no
es compleix en pels altres dos me`todes. Una opcio´ per solucionar-ho e´s modificar el codi de la
llibreria, pero` s’ha preferit conservar-la tal i com es proporciona.
La solucio´ per la qual s’ha optat e´s crear aquestes dues classes que s´ı que implementin la
interf´ıcie Train. Simplement han de redirigir el seu constructor i els me`todes de la interf´ıcie
(getError(), getNetwork() i iteration()) cap a l’objecte TrainingSetNeuralGeneticAl-
gorithm o NeuralSimulatedAnnealing segons correspongui.
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C.4.4 Classe: AjustaParamsHybrid
Aquesta e´s la classe que realitza l’ajustament d’alguns para`metres per l’entrenament h´ıbrid.
En concret ajusta els del me`tode d’entrenament principal i el nombre de neurones a la capa
oculta. Este´n la classe AjustaParams (Seccio´ C.2.2).
C.4.5 Classes derivades de TrainingMethodParams





Han estat dissenyades per poder definir para`metres del me`tode d’entrenament a partir del
constructor de NeuralFeedforwardNetwork. L’u´s d’aquestes es limita actualment a l’escombrat
de para`metres que realitza la classe AjustaParamsHybrid.
C.5 Paquet: recommender.filter.SVM
En aquest paquet s’implementa el codi que vincula les llibreries SVM libsvm amb l’Agenda
Social. La classe SvmClassifierFilter implementa un classificador SVM, el qual es pot ana-
litzar amb un escombrat de para`metres mitjanc¸ant AjustaParamsSVM.
C.5.1 Classe: SvmClassifierFilter
Aquesta classe implementa la vinculacio´ amb un classificador SVM. Este´n Filter i implementa
la interf´ıcie Serializable. Te´ dos constructors,
public SvmClassifierfilter()
public SvmClassifierFilter(double c, double gamma)
El primer d’ells inicialitza els para`metres amb els seus valors per defecte, mentre que el segon
permet especificar les constants c i γ de la funcio´ nucli. Els para`metres s’han d’especificar en
un objecte svm parameter, que s’ha de subministrar a l’hora d’entrenar el model.
El me`tode entrena(BlocEntrades btrain) e´s el que s’encarrega d’entrenar el model, tot
creant-lo de nou cada vegada. Seguidament utilitza el me`tode privat getProblem(BlocEntrades
btrain), que transforma el bloc d’entrades en l’objecte que requereixen les llibreries svm pro-
blem. El Codi C.7 mostra com ho fa. En primer lloc cal crear un objecte svm problem que
s’anomena prob. Seguidament cal indicar a prob.l el nombre de mostres de les que es disposa
per dur a terme l’entrenament. El vector prob.y ha de contenir les etiquetes a les que s’assigna
cada mostra (la sortida ideal del classificador), les quals s’identifiquen en una variable double
per cada mostra. Aleshores cal crear un vector de vectors a prob.x. El vector contindra` vectors
de doubles, que contindran les puntuacions base de les entrades proporcionades. Les l´ınies 3
a 5 inicialitzen els atributs del problema i les l´ınies 6 a 14 els emplenen amb els valors del
bloc d’entrades. Cal notar aqu´ı que, per tal d’entendre correctament les etiquetes dels usuaris
simulats (que no eren valors exactes), es representen com als enters entre 1 i 5. Aix´ı doncs,
el procediment de filtrat haura` de normalitzar la sortida del model, ja que cal retornar-la a
l’interval [0, 1].
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Codi C.7: Transformacio´ d’un BlocEntrades a un svm problem.
1 private svm_problem getProblem(BlocEntrades bent){
2 svm_problem prob = new svm_problem();
3 prob.l = bent.size();
4 prob.y = new double[prob.l];
5 prob.x = new svm_node[prob.l][bent.getDimensions()];
6 for(int i=0; i<bent.size(); i++){
7 Entrada e = bent.get(i);
8 for(int j=0; j<e.coordenades.length; j++){
9 prob.x[i][j] = new svm_node();
10 prob.x[i][j].index = j+1;
11 prob.x[i][j].value = e.coordenades[j];
12 }




Aleshores entrenar el model e´s tan simple com cridar el me`tode esta`tic
model = svm.svm_train(prob, param);
El procediment de filtrat crea un vector x del tipus svm node[] amb tantes posicions com
puntuacions o dimensions te´ l’entrada que s’ha de filtrar (e´s a dir, 5 pel cas de l’agenda).
Aleshores nome´s cal aplicar la crida a la funcio´ esta`tica
e.resultat = svm.svm_predict(model, x)/5;
on e e´s un objecte Entrada. La divisio´ entre 5 normalitza la sortida a l’interval [0, 1].
C.6 Paquet: recommender.filter.typical
Aquest paquet alberga les implementacions pro`pies de dos filtres col·laboratius t´ıpics: un d’ells
basat en els ı´tems i l’altre basat en els usuaris:
• CollaborativeItemBasedFilter
• CollaborativeUserBasedFilter
en aquest paquet tambe´ hi ha una classe amb eines comunes CollaborativeTools, i la
classe contenidora Element, que conte´ dades d’usuaris o ı´tems segons el filtre que l’utilitzi.
C.6.1 Classe: CollaborativeTools
Aquesta classe conte´ dos me`todes pu´blics u´tils pels dos filtres col·laboratius que s’han imple-
mentat. El me´s senzill dels dos e´s:
public static double mean(double[] v)
el qual retorna la mitjana dels valors del vector v.
L’altre me`tode e´s:
public static Double correlaPearson(double[] v1, double mean1, double[] v2, mean2)
Aquest calcula la correlacio´ de Pearson entre els vectors v1 i v2. El ca`lcul requereix la mitjana
dels dos vectors. Com que els filtres han de realitzar comparacions de l’estil “un contra tots”,
seria malgastar recursos anar calculant cada vegada la mitjana de l’element comu´. Per aixo`,
aquest me`tode sol·licita les mitjanes dels dos vectors, les quals seran computades en un altre
lloc (mitjanc¸ant la funcio´ anterior) i, per tant, podran ser reutilitzades.
Per realitzar aquest ca`lcul s’utilitza la funcio´ privada substractScalar, la qual permet
co`modament restar un escalar (la mitjana, en aquest cas) de cada una de les components del
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vector. Finalment, per acabar d’aplicar la fo´rmula de la correlacio´ de Pearson, s’utilitza tambe´
el me`tode privat rootSquarredSum(doble[] vec), el qual fa l’arrel de la suma dels quadrats
de les components del vector subministrat.
C.6.2 Classe: Element
La classe Element permet vincular un identificador a un objecte Double. Aquesta implementa
la interf´ıcie Comparable<Element>, de manera que un vector d’elements es pot ordenar mit-
janc¸ant la crida Collections.sort(llista). Implementar aquesta interf´ıcie significa que cal
implementar el me`tode del Codi C.8. Aquest simplement redirigeix la crida compareTo cap a
l’objecte Double del propi element, tot passant-li el corresponent a l’element a comparar.
Codi C.8: Implementacio´ de la funcio´ compareTo.
public int compareTo(Element e) {
return result.compareTo(e.result);
}
Finalment, aquesta classe tambe´ redefineix el me`tode toString (Codi C.9), el qual mostra
per pantalla els dos valors del contenidor.
Codi C.9: Redefinicio´ del me`tode toString espec´ıfica per la classe Element.
public String toString(){
return("Element{ id="+id+", result="+result+" }");
}
C.6.3 Classe: CollaborativeItemBasedFilter
Aquesta implementacio´ del filtre col·laboratiu basat en ı´tems (teoria del filtre explicada a la
Seccio´ 6.1.1) disposa de dos constructors. El ba`sic requereix l’identificador de l’usuari propietari
del filtre, ja que aquest ha d’accedir a la base de dades i recone`ixer-ne les seves valoracions. El
constructor avanc¸at, a me´s, permet definir el llindar de semblanc¸a a partir del qual les dades
de l’element s’utilitzaran per predir la valoracio´ de l’esdeveniment objectiu.
Aquest filtre no requereix entrenament, ja que el seu procediment de filtrat es basa simple-
ment en comparar ı´tems similars entre ells i assignar-los una valoracio´ predita semblant. Per
aixo`, el me`tode train nome´s retorna un objecte TrainingLog sense informacio´. Tot i aix´ı, e´s
important implementar-lo encara que no sigui realment u´til ja que permet estendre la classe
Filter, la qual cosa fa que la resta de codi de l’agenda no s’hagi de preocupar de quin tipus
de filtre esta` manipulant.
El me`tode me´s enrevessat de la classe e´s el de filtrat. Per filtrar una entrada, la funcio´
filtra(Entrada e) procedeix aix´ı:
1. Seleccionem esdeveniments:
• userid corresponent a l’usuari objectiu.
• eventid diferent al de l’esdeveniment objectiu.
• valorats per l’usuari.
2. Per cada esdeveniment dels seleccionats:
(a) Seleccionem usuaris que hagin valorat l’esdeveniment objectiu i l’esdeveniment de la
iteracio´.
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i. en recuperem les valoracions a l’esdeveniment objectiu i a l’esdeveniment de la
iteracio´.
(b) Correlem els dos vectors formats per les valoracions de cada esdeveniment.
(c) Si la correlacio´ supera el llindar establert,
i. admetem l’esdeveniment a formar part de la valoracio´ predita. Contribuira` en la
valoracio´ de l’esdeveniment de la iteracio´ ponderada pel coeficient de correlacio´.
3. Normalitzem: dividim del resultat entre la suma de coeficients obtinguts de les correlaci-
ons.
4. Arrodonim a valors de l’escala de les 5 estrelles, en el rang [0, 1].
En aquest procediment s’han realitzat un parell de crides SQL complexes, les quals realitzen un
bon processament amb un sol i u´nic acce´s a la base de dades. La primera crida realitzada (punt
1) e´s bastant simple. Pero` la seleccio´ del punt 2a i la seva ramificacio´ s’implementa mitjanc¸ant
dues crides me´s sofisticades.
La primera de les crides e´s la del Codi C.10. Alla` s’hi poden veure alguns comentaris espe-
cificant la funcio´ de cada l´ınia. Globalment, el que fa e´s ajuntar dues taules. La primera conte´
les puntuacions de l’esdeveniment objectiu. La segona, les de l’esdeveniment de la iteracio´. Aix´ı
podem seleccionar nome´s les files en les que la valoracio´ de l’usuari no e´s nul·la per cap dels dos
esdeveniments. Cal observar aleshores que el SELECT general agafa totes les columnes de o., e´s
a dir, de la primera taula (definida com a o en la l´ınia 6). Aix´ı doncs, aquesta crida seleccionara`
nome´s les entitats Puntuacions corresponents a l’esdeveniment objectiu.
La segona crida e´s equivalent. Simplement permuta els ı´tems en verd de la primera taula
pels de la segona. D’aquesta manera selecciona les entitats corresponents a l’esdeveniment de
la iteracio´.
Codi C.10: Seleccio´ de les puntuacions dels usuaris que han valorat alhora l’esdeveniment objectiu i
el de la iteracio´. Les paraules en verd simbolitzen valors que han de provenir de variables de Java, els
quals depenen del moment d’execucio´.
1 SELECT o.* FROM −−left table
2 (SELECT * FROM puntuacions
3 WHERE eventid = idEventObjectiu −−els puntuats de l’esdeveniment objectiu
4 AND userid != idUsuariObjectiu −−no volem les de l’usuari objectiu (perque` no ha puntuat l’event
objectiu) tot i que per tant no caldria...
5 AND usrpuntuacio IS NOT NULL) −−que hagin puntuat
6 AS o
7 JOIN
8 (SELECT * FROM puntuacions
9 WHERE eventid = idEventIteracio −−que tambe´ hagin puntuat l’altre esdeveniment
10 AND userid != idUsuariObjectiu −−la de l’usuari objectiu no
11 AND usrpuntuacio IS NOT NULL) −−que ho hagin puntuat
12 AS p
13 ON o.userid=p.userid −−igualem els userids, perque` so´n els usuaris que han de puntuar ambdo´s
esdeveniments.
C.6.4 Classe: CollaborativeUserBasedFilter
Aquesta classe conte´ una implementacio´ pro`pia d’un filtre Col·laboratiu basat en els usuaris
(descrit en la Seccio´ 6.1.1). Tambe´ disposa de dos constructors, un dels quals permet especificar
el llindar a partir del qual es consideraran els usuaris com a persones amb gustos similars.
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En aquest cas s´ı que es realitza un entrenament que cerca els usuaris els quals la seva
correlacio´ amb l’usuari objectiu e´s superior al llindar del filtre. Aixo` ho fa el me`tode entre-
na(BlocEntrades btrain). Cal tenir en compte que l’entrenament es realitza amb totes les
dades de la base de dades pero` cal insertar el para`metre btrain a la capc¸alera de la funcio´ per
permetre estendre la classe Filter.
Aquest entrenament compara l’usuari objectiu amb la resta d’usuaris. Cada usuari esta` ca-
racteritzat per un vector format per les valoracions que han introdu¨ıt els dos usuaris a comparar.
Aquesta comparacio´ es realitza al me`tode privat entrenaUsuari. Les crides SQL que alla` s’hi
realitzen so´n equivalents a les del Codi C.11. El que aquesta fa e´s ajuntar una taula amb les
puntuacions de l’usuari 1 i les de l’usuari 2, totes elles amb valoracio´ no nul·la. La vinculacio´
es realitza segons la columna eventid de les dues taules. Aix´ı en selecciona les entitats de l’un,
i seguidament es repeteix la crida per seleccionar les de l’altre. Igual que abans, les dues crides
que es realitzen so´n equivalents tot canviant els termes en verd entre la taula principal i la taula
del JOIN. Aquesta funcio´ retorna un objecte Element que indica l’identificador de l’usuari i el
valor de la correlacio´ d’aquest amb l’usuari objectiu.
Codi C.11: Seleccio´ de les puntuacions dels esdeveniments que han estat valorats alhora l’usuari 1 i
l’usuari 2. Les paraules en verd simbolitzen valors que han de provenir de variables de Java, els quals
depenen del moment d’execucio´.
1 SELECT o.* FROM puntuacions AS o
2 JOIN
3 (SELECT * FROM puntuacions
4 WHERE userid = userid2
5 AND usrpuntuacio IS NOT NULL)
6 AS q −−que l’usuari dest´ı hagi puntuat
7 ON o.eventid = q.eventid −−condicio´ de join
8 WHERE o.userid = userid1 −−que la seleccio´ sigui d’un dels dos usuaris
9 AND o.usrpuntuacio IS NOT NULL −−que l’hagin puntuat
Els identificadors dels usuaris semblants es desen en l’atribut del filtre similarUserIds,
que e´s un vector d’enters. Els coeficients resultants de la correlacio´ d’aquests amb l’usuari
propietari del filtre es desen a similarUserCoefs i la mitjana de les valoracions de cada un
d’aquests usuaris a similarUsersAvg. Aquests dos darrers atributs so´n vectors de doubles.
Aix´ı doncs, per a una posicio´ i podem obtenir les tres dades corresponents a un mateix usuari
consultant aquests tres atributs.
El procediment de filtrat e´s bastant me´s simple, i consisteix en aplicar la fo´rmula (6.1) de
la Seccio´ 6.1.1. Aquesta requereix les valoracions dels usuaris similars a l’usuari objectiu per
l’esdeveniment objectiu, el coeficient de semblanc¸a entre els dos usuaris, i la mitjana de les
valoracions dels dos usuaris (la de l’usuari propietari del filtre s’emmagatzema a myAvg durant
el procediment d’entrenament).
C.7 Paquet: recommender.guide
Aquest paquet alberga la implementacio´ del guia que forma part del sistema de recomanacio´
per l’Agenda Social.
C.7.1 Classe: PuntuacionsRanked
Aquesta classe implementa la funcionalitat de mostrar els esdeveniments un nombre de vegades
proporcionalment d’acord amb la seva posicio´ en el ranking produ¨ıt pel filtre. Un objecte d’a-
questa classe conte´, com a atribut, l’entitat Puntuacions corresponent a aquest esdeveniment
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i un enter indicant la posicio´ del ranking on es troba.
El me`tode getMaxShown() permet cone`ixer quin e´s el nombre ma`xim de vegades que s’ha
de mostrar aquest esdeveniment en un cicle (fins que es reinici¨ın els comptadors).
La funcio´ esta`tica
public static List<PuntuacionsRanked> getRankedList(List<Puntuacions> lp){
converteix un llistat ordenat d’entitats Puntuacions a un format per PuntuacionsRanked. Per
fer-ho agafa cada objecte de la primera llista i, amb aquest i la seva posicio´, crea la segona tot
afegint-l’hi.
C.7.2 Classe: Guide
Aquesta classe implementa la interf´ıcie del guia cap a l’exterior. E´s a dir, e´s aqu´ı on s’ha d’a-
drec¸ar el codi referent a la web per obtenir els esdeveniments a recomanar en cada visualitzacio´.
El sistema ha de crear un objecte Guia per cada usuari quan aquest inicialitzi la seva sessio´.
L’objecte es guarda amb la informacio´ de sessio´.
Per obtenir un nombre d’esdeveniments a recomanar cal utilitzar la segu¨ent funcio´:
public List<ItemLlistatEvent> getEvents(int n, String naturalesa, List<Integer> jaRecomanats)
El nombre d’esdeveniments que volem obtenir l’indica n. El para`metre naturalesa ha de ser
null si la visualitzacio´ es realitza a la pa`gina principal de l’agenda. En canvi, si la recomanacio´
pertany a la visualitzacio´ de la pa`gina d’un esdeveniment, cal indicar-ne aqu´ı la seva naturale-
sa, ja que les recomanacions tambe´ seran d’aquesta. La llista jaRecomanats permet evitar la
seleccio´ dels esdeveniments dels quals en contingui els identificadors. Aixo` e´s important quan
la peticio´ de la recomanacio´ ve des d’una ca`rrega en AJAX provocada per la puntuacio´ d’un
esdeveniment ja recomanat. Com que es reemplac¸a nome´s aquell esdeveniment, conve´ que no
coincideixi amb els dos que es mantenen al quadre de recomanacions. Aix´ı doncs, l’identificador
de cada un d’aquests haura` de figurar a la llista.
Aquest me`tode utilitza l’eina getRecommendedList per obtenir la llista completa de pos-
sibles recomanacions. Aleshores el me`tode seleccionaMostrar s’encarrega d’aleato`riament
seleccionar-ne n a les quals encara quedin visualitzacions disponibles. Si no en retorna prous
(o cap), es torna a intentar despre´s d’haver reinicialitzat els comptadors de visualitzacio´ (cosa
que fa l’eina reinitializeVisua).
Per poder crear pa`gines que mostrin totes les recomanacions ordenades i els elements me´s
ben valorats per l’usuari, s’han implementat els me`todes getAllRecommender() i getMyTopRa-
ted(), els quals retornen respectivament els esdeveniments (en format ItemLlistatEvent) a
mostrar al llistat.
C.8 Paquet: recommender.tools
Aquest paquet conte´ algunes eines de processament utilitzades u´nicament per les tasques d’ava-
luacio´ del filtre. No formen part, per tant, de la implementacio´ en s´ı del sistema de recomanacio´.
El subpaquet puntuaList esta` dirigit a tractar les dades obtingudes de la pa`gina de puntuacio´
ra`pida de tots els esdeveniments per part dels usuaris voluntaris. L’altre subpaquet, userCre-
ator, e´s el que conte´ el codi que proporciona la simulacio´ dels usuaris, comentada a la Seccio´ 8.1
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C.9 Paquet: recommender.tools.puntuaList
Aquest paquet conte´ dues classes necessa`ries per al processament de les dades obtingudes mit-
janc¸ant la pa`gina de puntuacio´ ra`pida destinada als usuaris voluntaris.
C.9.1 Classe: Combinat
La pa`gina de puntuacio´ ra`pida per als usuaris voluntaris permet modificar la valoracio´ i l’as-
siste`ncia de tots els esdeveniments. Aquesta justament e´s la informacio´ que la classe Combinat
emmagatzema en forma d’atributs:
• Event e: Conte´ l’entitat que fa refere`ncia a l’esdeveniment en qu¨estio´.
• ItemLlistatEvent eventLlistat: Conte´ l’objecte amb les dades de l’esdeveniment en
el format necessari per representar-lo en una pa`gina en forma de llistat.
• Participant participant: Conte´ la informacio´ d’assiste`ncia de l’usuari per a aquest
esdeveniment.
• Puntuacions puntuacions: Conte´ la informacio´ de les valoracions de l’usuari per a
aquest esdeveniment.
La classe tambe´ disposa dels segu¨ents me`todes, que permeten realitzar les operacions habi-
tuals amb me´s comoditat:
• boolean esAssistitUsuari(): Retorna true si l’usuari assisteix a l’esdeveniment.
• boolean esPuntuatUsuari(): El boolea` retornat fa refere`ncia a si l’usuari ha valorat
aquest esdeveniment o no.
C.9.2 Classe: CombinatTools
Aquesta classe proporciona un seguit d’eines amb les quals, a partir d’una llista de Combinats,
podem obtenir-ne una altra llista amb part d’aquests, segons les condicions que verifiquin.
• getAssistits(List<Combinat> lc): La llista resultant nome´s conte´ els esdeveniments
als que l’usuari assisteix.
• getNoAssistits(List<Combinat> lc): Retorna nome´s els esdeveniments en els que l’u-
suari no assisteix.
• getFaltaPuntuar(List<Combinat lc): Retorna nome´s els esdeveniments que falten ser
puntuats per l’usuari.
• getPuntuats(List<Combinat> lc): Retorna nome´s els esdeveniments que l’usuari ha
puntuat.
Tambe´ forma part d’aquesta classe el me`tode
public static List<Combinat> getCombinats(String userid, List<Event> events, ParticipantModel
partmodel, PuntuacionsModel puntmodel)
el qual, a partir d’una llista d’esdeveniments i un usuari, recupera les dades necessa`ries de la
base de dades per formar la llista de Combinats resultant.
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C.10 Paquet: recommender.tools.userCreator
Aquest paquet proporciona el codi que implementa els dos simuladors d’usuaris explicats a la
Seccio´ 8.1.
C.10.1 Classe: UserGen
Aquest e´s el primer generador d’usuaris. L’objecte d’aquesta classe ha de ser creat una vegada
hi hagi disposats els models i un objecte PBaseUtil als seus atributs de context. Se’ls recupe-
rara` d’alla` en el moment de construir el generador.
L’eina principal a utilitzar, que realitza tot el procediment, e´s el me`tode pu´blic
public void createEventsUsers()
el qual crida la majoria de les altres eines en l’ordre apropiat:
1. Esborra tots els esdeveniments de la base de dades.
2. Esborra tots els usuaris (i entrades d’altres taules que en depenen) de la base de dades.
3. Genera els esdeveniments simulats, segons el criteri que s’ha explicat a la Seccio´ 8.1.
4. Genera els usuaris i les seves valoracions segons el criteri de la Seccio´ 8.1.
5. Guarda a la base de dades les valoracions dels usuaris.
La generacio´ dels usuaris utilitza el me`tode puntuaBatchCreateUpdate de l’objecte PBa-
seUtil tenint en compte la optimitzacio´ alla` proposada, que va afegint les puntuacions a una
llista que cal guardar un cop generats tots els usuaris (darrer punt).
C.10.2 Classe: UserGen2
Aquest e´s el segon generador d’usuaris, que es detalla conceptualment a la Seccio´ 8.3. E´s
important destacar que depe`n del generador anterior, ja que utilitza el seu me`tode creatE-
ventsUsers() per obtenir una base de dades amb usuaris i esdeveniments. Amb aquesta,
modifica les valoracions i n’hi insereix de noves, de manera que tots els esdeveniments quedin
puntuats. Sera` aleshores l’eina que entreni i filtri la que s’haura` d’encarregar d’ocultar algunes
valoracions per permetre realitzar prediccions.
L’u´nic me`tode d’aquesta classe e´s el que realitza aquesta tasca, genera().
C.11 Paquet: web.action.recommender
Aquest paquet conte´ les accions que habiliten l’acce´s al processament del filtre des de la web.
En les Seccions C.12 a C.16 se’n detallen els subpaquets que conte´.
C.12 Paquet: web.action.recommender.globalEvaluation
Aquest paquet conte´ les dues accions necessa`ries per realitzar les avaluacions globals (fent
prediccions per a tots els usuaris).
C.12.1 Accio´: GlobalPuntuacionsBaseAction
Calcula el valor de les me`triques base de tots els esdeveniments i per tots els usuaris.
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C.12.2 Accio´: GlobalTrainingAction
Entrena i filtra les dades mitjanc¸ant el filtre que s’especifiqui al me`tode:
protected Filter getTestedFilter(int userid){
Filter filtre = FilterFactory.get***Filter();
return filtre;
}
Aquest me`tode e´s ubicat a l’inici de la classe perque` es pugui canviar co`modament en per´ıodes
d’avaluacions.
Els esdeveniments seleccionats com a conjunt d’entrenament s’obtenen del fitxer Training-
Set.txt, ubicat a la carpeta on es dipositen els resultats. Aquest fitxer conte´, separats per
espai i comes, els identificadors de les entitats Puntuacions que s’han d’utilitzar per entrenar
el filtre. El me`tode getExistingDataSet retorna una llista d’objectes UserDataSet on hi ha
les Puntuacions de cada usuari classificades segons hagin de ser utilitzades per entrenament o
per prediccio´.
D’altra banda, la funcio´ createNewTrainingSet() crea un nou conjunt i en deixa consta`ncia
a un nou fitxer TrainingSet.txt, amb una fraccio´ TRAINING DATA FRAC dels esdeveniments (en
principi un 30%). La constant booleana NEW TRAINING SET defineix si s’ha de crear un nou con-
junt d’entrenament o no, abans de realitzar les proves.
La carpeta de sortida conte´ un fitxer amb les puntuacions d’entrenament, un altre amb
les de prediccio´ i un tercer amb les dues classes per a cada usuari, anomenats u001Pred.txt,
u001Train.txt i u001Tot.txt, on 001 e´s l’identificador de l’usuari. Tambe´ els fitxers Mer-
gedPred.txt, MergedTrain.txt i MergedTot.txt contenen les dades anteriors pero` de tots els
usuaris.
Per cada usuari s’escriu un fitxer u001Dades.txt amb informacio´ seva com l’identificador,
nickname, esdeveniments totals, d’entrenament, de prediccio´, assistits i temps de filtrat. El
fitxer u001Entorn.txt conte´ informacio´ sobre el tipus de filtre, d’entrenament, dades sobre
els para`metres d’entrenament, error final d’entrenament i temps d’entrenament. Finalment, el
fitxer u001Errors.txt conte´ la successio´ d’errors d’entrenament (si estan disponibles) pels que
ha passat el sistema, un d’ells en cada fila.
El directori de sortida s’indica a la constant FILE PATH.
C.13 Paquet: web.action.recommender.guide
Aquest paquet conte´ les accions que fan refere`ncia al guia del sistema de recomanacio´.
C.13.1 Accio´: GuideRateAction
Quan un usuari puntua un esdeveniment des de la interf´ıcie gra`fica del sistema de recomana-
cio´, en realitat realitza una peticio´ a aquesta accio´ sense que el navegador recarregui la pa`gina
(veure el codi en JavaScript que ho permet, Seccio´ C.17). E´s a dir, de manera as´ıncrona.
Aquesta accio´ disposa la puntuacio´ de l’usuari a la seva destinacio´ i obte´ el seu objecte Guia
per proporcionar al navegador un nou esdeveniment a recomanar en substitucio´ del que l’usuari
ha puntuat. Per no coincidir amb els altres esdeveniments ja mostrats, es llegeix l’atribut de
sessio´ eventsRecomanats. Aquest e´s una llista d’enters amb els esdeveniments que s’estan re-
comanant amb aquell moment. Aquest atribut s’ha d’establir cada vegada que es mostra algun
quadre de recomanacio´ per mantenir la informacio´ actualitzada i evitar situacions on dos dels
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esdeveniments recomanats siguin el mateix.
Una vegada realitzat el processament es retorna com a visualitzacio´ la pa`gina newEvent-
List.jsp, que proporciona el contingut complet de la cel·la de l’esdeveniment a canviar.
C.13.2 Accio´: goRecommendedListAction
Aquesta accio´ e´s la que prepara la informacio´ per mostrar la llista ordenada i en pa`gina completa
d’esdeveniments recomanats, sobretot u´til en per´ıodes de proves per veure com reacciona el
sistema de recomanacio´. El para`metre de la peticio´ pag indica la pa`gina a visualitzar de la llista
(a 10 esdeveniments per pa`gina). El para`metre content pot fer que, si val ‘‘mytopRated’’,
es mostri la llista d’esdeveniments ja valorats per l’usuari (ordenats segons la seva valoracio´).
C.14 Paquet: web.action.recommender.puntuaList
Aquest paquet conte´ les accions vinculades a la llista de puntuacio´ ra`pida pels usuaris voluntaris.
Les accions so´n:
• goPuntuaListAction: Obte´ i prepara les dades per la visualitzacio´ de la llista. Retorna
la pa`gina que conte´ la llista i el formulari.
• GuardaPuntuacionsAction: E´s la accio´ que invoca el formulari d’aquesta llista. Per tant,
desa les dades que n’ha obtingut (puntuacions i dades d’assiste`ncia).
C.15 Paquet: web.action.recommender.test
Aquest paquet conte´ algunes accions de proves utilitzades durant el desenvolupament i test
del filtre (sense incloure el guia). Una de les me´s importants e´s ComparaFiltresAction que
compara un filtre perceptro´ lineal amb una xarxa neuronal (utilitzat per obtenir els resultats
de la Seccio´ 8.2). Una altra accio´ a destacar e´s goSimulateTastesByPerceptronAction, que
juntament amb SimulateTastesByPerceptron obte´ un perceptro´ lineal amb els coeficients a
l’atzar i puntua (amb soroll o sense) els esdeveniments com si es tracte´s d’un usuari simulat.
Hi ha tambe´ altres eines que s’havien utilitzat inicialment per observar el funcionament
correcte del simulador d’usuaris i els procediments de filtrat que, tot i que han merescut el seu
temps per desenvolupar-les i han tingut la seva utilitat, no so´n rellevants a afectes de l’estruc-
tura final del programa.
C.16 Paquet: web.action.recommender.testInterface
Aquest paquet conte´ les accions que s’han utilitzat en el per´ıode de proves de la interf´ıcie final
del filtre. Aquestes fan refere`ncia sempre a un usuari en particular.
Actualment, les me´s importants so´n accessibles (un cop l’usuari ha iniciat sessio´) des del
menu´ inferior dret Filtre:
1. PuntuacionsBase: Calcula les me`triques base de l’usuari actiu. Accio´ obtePuntuacions-
BaseAction.
2. Train: Mostra la pa`gina de seleccio´ de quin filtre entrenar. Seguidament s’entrenara`
el filtre amb totes les dades disponibles. Accio´ goSelectTrainAction (que prepara el
formulari) i segueix cap a TrainALaCartaAction.
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3. Filtra: Realitza les prediccions per l’usuari actiu. A partir d’aquest moment, si hi ha esde-
veniments disponibles, apareixera` el requadre de recomanacio´ (o actuara` amb informacio´
actualitzada). Accio´ FiltraAction.
C.17 JavaScript: Interf´ıcie del Guia
La interf´ıcie del guia esta` completada amb dos scripts de JavaScript per poder-li donar el
dinamisme que requereix per captar l’atencio´ de l’usuari.
C.17.1 Fitxer: rating2.js
En primer lloc, aquest fitxer conte´ una versio´ modificada del script que originalment tenia
l’agenda per realitzar votacions des de la pa`gina de l’esdeveniment. Alla` hi ha dues fileres d’es-
trelles: una que mostra la puntuacio´ mitjana de l’esdeveniment, i l’altra que permet a l’usuari
realitzar la puntuacio´ clicant-ne una d’elles.
Per als quadres de recomanacio´, pero`, e´s important que l’usuari pugui veure quina e´s la
prediccio´ del filtre per cada esdeveniment i alhora que pugui votar-lo, pero` sense haver de
mostrar dues fileres d’estrelles. Per aixo`, aquesta modificacio´ el que fa e´s ajuntar les dues
funcionalitats en una filera d’estrelles:
• Si l’usuari no es situa sobre cap estrella, es mostra la puntuacio´ predita pel filtre.
• Si l’usuari es situa damunt d’una estrella, s’il·luminen nome´s aquesta i les anteriors,
suggerint que si la clica es guardara` la seva prefere`ncia.
Per poder-ho dur a terme, la funcio´ losehighlight2 (que es crida un cop el cursor surt de
damunt d’una estrella) incorpora el para`metre rating, el qual indica el nombre d’estrelles que
hauran de restar il·luminades. A me´s, com que es recomanaran 3 esdeveniments en la mateixa
pa`gina, cal identificar les estrelles de manera un´ıvoca, ja que s’han d’encendre o apagar les del
propi esdeveniment i no les dels altres. Per aixo`, s’incorpora tambe´ el para`metre first a les
funcions d’encesa i apagada de les estrelles. La identificacio´ sera` de la forma:
• Esdeveniment 1: first=10. Estrelles 11, 12, 13, 14 i 15.
• Esdeveniment 2: first=20. Estrelles 21, 22, 23, 24 i 25.
Seguint aquest patro´, i sabent que rating indica la puntuacio´ de 1 a 5, les estrelles a encendre’s
seran de la first + 1 fins a la first+rating. Les segu¨ents hauran de ser apagades.
Quan es clica una estrella, es procedeix a valorar aquest esdeveniment i a obtenir una nova
recomanacio´, proce´s que s’esquematitza a la Figura C.6. En primer lloc executa la funcio´ setS-
tar2, que realitza el flashing (s’il·luminen i apaguen 3 vegades per captar l’atencio´ i indicar que
s’ha detectat el clic). Seguidament crida la funcio´ rate() del fitxer ajaxlist.js, que dema-
nara` un nou esdeveniment al servidor de manera as´ıncrona. Aquest s’explica a continuacio´. Cal
comentar aqu´ı que, per evitar que l’usuari puntu¨ı un altre esdeveniment mentre s’esta` realitzant
el flashing i l’adquisicio´ d’un nou ı´tem (portaria problemes amb les variables globals), el primer
que fa l’aplicacio´ quan detecta un clic sobre una estrella e´s posar la variable set a true. Aquesta
fa que es desactivi el funcionament de qualsevol altra estrella, excepte l’activitat que s’esta` du-
ent a terme. Quan s’hagi recarregat el nou esdeveniment alla` on correspon, set tornara` a false.
C.17.2 Fitxer: ajaxlist.js
La funcio´ rate() e´s la que crida el script anterior per informar al servidor d’una nova valoracio´ i
adquirir una altra recomanacio´ per mostrar al lloc de l’esdeveniment valorat. Aquesta operacio´
180

















Figura C.6: Procediment de valoracio´ de la recomanacio´ actual i obtencio´ d’un esdeveniment per
substituir-la. En verd, les accions Java del servidor. En blau, les pa`gines JSP, i en taronja els fitxers
JavaScript.
es realitza de forma as´ıncrona mitjanc¸ant AJAX.
En primer lloc, cal obtenir l’objecte que permet connectar amb el servidor, XMLHttpRequest.
El codi que l’obte´ e´s el segu¨ent:
Codi C.12: Codi que retorna l’objecte que permet comunicar-se as´ıncronament amb el servidor. Font:
[36].
1 function GetXmlHttpObject(){
2 var xmlHttp = null;
3 try{
4 // Firefox, Opera 8.0+, Safari
5 xmlHttp = new XMLHttpRequest();
6 }catch (e){
7 // Internet Explorer
8 try{
9 xmlHttp = new ActiveXObject("Msxml2.XMLHTTP");
10 }
11 catch (e){
12 xmlHttp = new ActiveXObject("Microsoft.XMLHTTP");
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S’hi diferencien dos casos per solucionar els problemes de compatibilitat entre navegadors de
diferents fabricants. D’una banda el Firefox, Opera i Safari utilitzen l’objecte XMLHttpRe-
quest, mentre que l’Internet Explorer requereix un objecte ActiveXObject. A me´s, a quest
darrer, s’ha de crear d’una manera si el navegador e´s una de les versions modernes (passant
‘‘Msxm12.XMLHTTP’’ al constructor) o d’una altra si es tracta de versions anteriors (cal ales-
hores passar ‘‘Microsoft.XMLHTTP’’).
Un cop solucionat aquest petit desgavell, afortunadament, podem operar indistintament
amb l’objecte que retorna aquesta funcio´. El que fa el me`tode rate() aleshores e´s construir la
peticio´ pel servidor, tot incorporant-hi la segu¨ent informacio´:
• La valoracio´ que ha donat l’usuari: R.
• La posicio´ on es mostrava la recomanacio´: P ∈ [1, 3].
• L’identificador de l’esdeveniment recomanat: eid.
• Un para`metre denotant si es tracta d’una recomanacio´ mostrada a la llista general o dins
la pa`gina d’un esdeveniment: W , que val ‘‘llista’’ o ‘‘event’’.
• Si es mostra en un esdeveniment, la naturalesa d’aquest: N .
La lletra o cadena en cursiva e´s la que identifica quin valor s’ha de mostrar en la peticio´ que ha
de resultar aix´ı:
guideRate.do?rating=R&pos=O&eventid=eid&where=W&naturalesa=N
Aqu´ı, guideRate indica l’accio´ i a partir del cara`cter ? s’indiquen els para`metres a passar,
en parelles nom–valor. Aleshores es configura la funcio´ que cal executar quan s’hagi rebut la
resposta, i s’envia aquesta informacio´ com a peticio´ HTTP GET:




Per tant, quan s’hagi rebut la resposta s’executara` stateChanged. De fet, es fa cada cop
que hi ha un canvi d’estat, i el que ens interessa e´s l’estat 4 (resposta rebuda). Per aixo`, cal
verificar que xmlHttp.readyState val 4. Aleshores simplement cal canviar el contingut del
contenidor de l’esdeveniment en qu¨estio´ pel text rebut (X e´s l’identificador del contenidor):
document.getElementById(X).innerHTML = xmlHttp.responseText;
Quan s’ha acabat tot el procediment, cal restablir la variable set a false perque` l’usuari pugui
continuar valorant elements recomanats.
La funcio´ silence realitza el mateix procediment pel cas que l’usuari cliqui la creu, que sig-
nifica intere`s nul. aleshores no cal fer flashing de cap estrella, simplement establir les variables
globals i procedir cap a rate().
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