Abstract-This paper addresses pilot-assisted estimation of frequency-selective time-invariant channels in multicarrier Code Division Multiple Access communications systems (MC CDMA and MC DS-CDMA). Performance in terms of normalised mean square error (NMSE) is derived for two discrete channel frequency response estimators: a conventional estimator based on the minimum mean square error criterion, and an improved estimator exploiting subspace relationships between the frequency and impulse responses of the discrete channel. For MC DS-CDMA, NMSE performances of both estimators result in closedform solutions. For MC CDMA, a closed-form solution is derived for the NMSE of the conventional estimator; upper and lower bounds are provided for the NMSE of the improved estimator. Furthermore, for the particular case of identically distributed discrete channels with common arbitrary power delay profile and uncorrelated weights, a closed-form expression for the NMSE of the improved estimator is also obtained. Numerical results illustrate the accuracy of the proposed NMSE expressions.
I. INTRODUCTION
The fantastic growth of wireless services and multiuser communications and the increasing demand for higher data rates during the last decade have boosted the research on broadband communications systems. The Direct Sequence Code Division Multiple Access (DS-CDMA) technique has already been successfully implemented for third generation mobile communication systems, mainly due to its ability to efficiently share the bandwidth amongst several simultaneously transmitting narrowband users without (substantial) deterioration on either systems performance [1] , [2] , [3] , [4] . However, as data rates increase, the communications channels may become very hostile and induce Inter-Symbol Interference. Also, multiple access interference (MAI) which stems from the lack of code orthogonality at reception and the so-called near-far effect which find it sources in imperfect power control and MAI itself, hinder higher effective data throughput.
Orthogonal Frequency Division Multiplexing (OFDM) is an ingenious mature technique [5] , [6] , [7] , [8] which overcomes channel delay spreads and achieves higher spectrum efficiency in wireless communications systems. OFDM entails redundant D. F. Cardoso is with Centro de Análises de Sistemas Navais, Brazil (email: deolinda@cetuc.puc-rio.br).
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block transmissions and enables very simple equalisation of frequency-selective finite impulse response (FIR) channels using single-tap equalisers. A frequency-selective channel is converted into parallel independent subchannels, each experimented by a different subcarrier. However, OFDM suffers from high peak to average power ratio (PAPR) due to IDFT operation at the transmitter and is sensitive to carrier-frequency and timing offsets.
Single carrier block transmission schemes as well as muticarrier systems have been widely studied in multiple user access schemes. The combination of DS-CDMA and multicarrier modulation was proposed circa 1993 [9] , [10] . Since, the idea of integrating the merits of both CDMA and OFDM schemes has attracted significant research interest [11] , [12] , [13] . Such systems are known as Multicarrier CDMA systems and are based on some combination of DS spreading and OFDM transmission. This paper focuses on MC CDMA (Multicarrier Code Division Multiple Access) [9] and MC DS-CDMA (Multicarrier Direct Sequence Code Division Multiple Access) [10] systems incorporating Cyclic Prefix (CP) guard interval, an elegant solution which enjoys detection devoid of interblock interference (IBI) [14] .
MC CDMA divides the available bandwidth into a large number of narrow orthogonal subchannels and spreads each user's data symbol in the frequency domain by transmitting all the chips of a spread symbol, at the same time, over the available subchannels [15] , [16] using an OFDM-like transmission. In this context, the gain of each subchannel is different from the others. This leads to the loss of orthogonality between different users and degraded overall system performance due to MAI. MAI mitigation schemes at the receiver side include acurrate channel impairments estimation and equalisation.
On the other hand, MC DS-CDMA spread user's data symbols in the time domain. The MC DS-CDMA signal transmitted by each user's mobile station can be viewed as a set of parallel usual (single carrier) DS-CDMA signals, where all subcarriers are mutually orthogonal, and the same spreading code is used for each carrier. If the number of subcarriers is set to one, MC DS-CDMA reduces to classical DS-CDMA. Code orthogonality between users is preserved at the receiver side despite propagation through a frequencyselective multipath channel, and coherent symbol detection entails accurate channel estimation.
Since for coherent detection channel state information (CSI) is required, development of accurate channel estimation techniques are of crucial importance. Channel estimation tech-niques can be divided into two major categories: supervised or blind. In supervised techniques pilot symbols must be periodically transmitted in order for the receiver to acquire CSI and effectively track the channel variations. Thus, there is a tradeoff between channel estimation accuracy and data throughput. Channel coefficients can be estimated through two-dimensional linear filtering [17] , [18] , [19] . Estimates of the channel impulse response can also be obtained by interpolation, through adaptive schemes [20] and using decisiondirected techniques in the frequency domain [21] . Optimal location of pilots is the subject of extensive research [22] , [23] , [24] , [25] , [26] . On the other hand, blind approaches explore some knowledge of statistical characteristics of the received signal rather than information extracted from pilots. This allows for increased throughput, although blind algorithms are in general more computationally demanding than assisted ones [27] (and references therein).
This paper addresses the problem of pilot-assisted estimation of time-invariant channels in MC CDMA and MC DS-CDMA based wireless communications systems. Performances of two assisted discrete-time channel estimators, in terms of normalised mean square error (NMSE), are investigated: a conventional estimator which is based on the minimum mean square error (MMSE) criterion, and an improved estimator which exploits subspace relationships between the frequency and impulse responses of the discrete channel. In fact, the simple yet improved channel estimator introduced in [28] is based on the idea of retaining the most significant taps of the channel impulse response. In this paper, in order to investigate and compare the performance of these estimators, we reformulate the improved estimator [28] in light of a subspace projection approach [29] , [30] , [31] , [32] .
Our contributions are listed next. The subspace projection approach allows us to nicely derive analytical expressions for the NMSE of both estimators for both systems. For MC CDMA systems, we propose upper and lower bounds on the NMSE of both estimators. It is shown that for the conventional estimator, upper and lower bounds degenerate into the same expression, thus resulting in a simple closed-form solution. For the particular case of identically distributed discrete channels with common arbitrary power delay profile and Rayleigh weights, closed-form solutions also result. For MC DS-CDMA systems, we obtain simple closed-form expressions for the NMSE of both estimators. This paper is organised as follows: the discrete signals models for MC CDMA and MC DS-CDMA systems are described in section II. Sections III and IV present, for MC CDMA and MC DS-CDMA respectively, the analysis of the pilot-aided channel estimators and equalisers used. Numerical results are presented in Section V, and Section VI draws the conclusions.
Notation: Capital boldface characters denote matrices; small boldface characters denote vectors, sometimes with subscript M or P to emphasise their size. The operators (.) T , (.) H , (.) * denote transpose, Hermitian and complex conjugate, respectively, and (·) −1 denotes matrix inversion. The trace of a matrix A is denoted tr(A). The operator E [·] stands for ensemble averaging, and I M denotes the M × M identity matrix.
II. MULTICARRIER CDMA SYSTEM MODEL
We consider synchronous uplink transmissions in a cell where K users are active. These users employ orthogonal spreading sequences of length N and their transmitted data symbols are drawn from a (2-D) complex signal constellation. Data symbols originating from different users are assumed statistically independent. The discrete channel linking the kth user's transmitter to the base station, h k , is modelled as a time-invariant FIR filter with L taps, that is:
T ; the tap gains are samples of the continous equivalent baseband complex channel impulse response. It is assumed that uplink channels remain fixed during each symbol interval. It is also assumed that a cyclic prefix (CP) of sufficient length G I , i.e. G I ≥ L − 1, is inserted before the transmission of each block in order to help eliminate interblock interference after processing at the receiver side. In the following, the discrete signals models for multicarrier CDMA (MC CDMA) and multicarrier DS-CDMA (MC DS-CDMA) systems are described, respectively. After insertion of a CP of length G I , the resulting block of dimension P = M + G I is transmitted through the discrete multipath channel linking the k-th user to the base station, h k . The transmission through h k can be expressed employing a P × P lower triangular Toeplitz linear convolution matrix H k , with first column:
A. MC CDMA System
At the base station, the CP is removed from the received block, which turns the channel linear convolution into a circular one. Further processing involves the application of an M -point DFT to the resulting block, yielding the received signal at the base station:
where C k = diag(c k ) is a M × M diagonal matrix, whose elements are the chips of the spreading sequence of the k-th user; n(i) is a zero-mean complex white Gaussian noise vector with covariance matrix E n(i)n
is the i-th data symbol transmitted by the k-th user with |b k (i)| = 1 and
In (1), Q k is an M ×M diagonal matrix, whose entries contain the elements of the discrete channel frequency response, given by the M × 1 vector:
where
The channel frequency response q k in (2) can also be written in terms of the L × 1 channel impulse response vector
B. MC DS-CDMA System
In MC DS-CDMA, depicted in Figure 2 , the transmitter of the k-th user performs a serial-to-parallel conversion on the data symbols sequence, forming data blocks b k (i) of length M . The symbols in each data block b k (i) are spread by the same length N spreading sequence and transmitted chipby-chip using an OFDM scheme. The length M 'frequencydomain' symbol fed to the OFDM transmitter k during the
, where c k,j is the j-th chip of the spreading sequence assigned to the k-th user. After cyclic-prefix insertion, the resulting OFDM symbol of length
I is transmitted through the discrete multipath channel h k . The MC DS-CDMA receiver at the base station removes the cyclic prefix and computes the M -point DFT of the resulting OFDM symbol. The received signal is the superposition of the K signals corresponding to the transmission of the j-th chip of the i-th data block of the k-th user, corrupted by noise:
where (3), and n(i; j) is a zeromean complex white Gaussian noise vector with covariance matrix E n(i; j)n H (i; j) = σ 2 I M . Collecting N consecutive chip blocks, an M × N matrix for the i-th data symbol block can be written as:
III. CHANNEL ESTIMATION AND EQUALISATION FOR MC CDMA
Let m be the index of the user of interest. The conventional channel estimation scheme used here for MC CDMA is based on the MMSE criterion as in [33] . Accordingly,
whose solution is an unbiased channel estimate which would indeed lead to the true channel frequency response:
The usual approach of approximating the expectation by an average over N p pilot symbols yields the unbiased estimator given by:
A. Improved Channel Estimator
The channel estimate resulting from (8) can be improved thanks to the fact that, in general, the channel impulse response length L satisfies L ≤ M . As a result, any component
, in a given channel impulse response estimate is considered noisy (i.e. non-significant tap) and can be removed [28] . The improved estimation procedure consists in: i) applying an M -point IDFT to the channel
Other Users' signals (MAI)
frequency response estimate in order to obtain the channel impulse response estimate, ii) then replace the last (M − L) elements of this impulse response by zeros, and iii) transform back the remaining coefficients, called significants taps, to the frequency domain, applying an M -Point DFT. After this last step, an improved channel frequency response estimate q w m results. Thus, the improved estimator is obtained as follows:
Looking from a different perspective [29] , [30] , [31] , [32] , it can be shown that this procedure is equivalent to projecting the original channel frequency response estimate in the subspace generated by the first L columns of the DFT matrix F M,M . Note that by virtue of (3) the true frequency response of the channel has to lie in this subspace. The true value of L is in general not known a priori, and one can make the conservative
Then, the true channel frequency response (CFR) also lies in the subspace spanned by the first G columns of F M,M . The projection matrix W o that projects a length M vector onto the subspace spanned by the first G columns of F M,M is given by
Hence, the improved channel estimate is also an unbiased estimate and is given by:
It should be stressed that no matter how the original channel frequency response estimate q m is obtained, the use of the projection matrix W o leads to a reduced estimation error (see appendix); in this regard, the subspace projection procedure on its own can be viewed as a channel estimate improver. The performance enhancement, however, affects differently the noise and multiple access interference (MAI) components of the estimation error, as will be seen shortly.
B. Statistical Analysis
In the following, the performances of the conventional and improved estimators are derived. In order to address both cases, consider an M × M matrix A m which evaluates to 1)
m in (9), both leading to unbiased estimators since A m C m q m = q m . The channel estimator of the m-th user can be written as:
The mean square error (MSE) of the channel estimator of the m-th user, given the K channels, is:
which, after some manipulation, results in
Since the symbols of different users are assumed to be statistically independent, the expectation in (12) reduces to:
It turns out that (12) can be further simplified to:
Thus,
Since A m C m q m = q m and considering K active users, the average MSE over all users can be written as:
To proceed further, it is assumed that the channels of the different users are:
and ii) identically distributed. Thus, without loss of generality, the statistics of the channel frequency response of any given user, say the first user, can be used. The expectation of (13), i.e., 2 = E[ε 2 ], leads to:
where matrix
Finally, the normalised mean square error (NMSE) averaged over the K users is given by e 2 = 2 M :
Expressing (16) in terms of the channel impulse response
It is possible to upper and lower bound the normalised mean square error e 2 in (17) by carrying out an Eigenvalue decomposition (EVD) in order to obtain the minimum and maximum eigenvalues, λ min and λ max respectively, of the
Taking expectation on (19) and using E[ h 1 2 ] = 1 yields:
Thus, the lower and upper bounds of the NMSE of the channel estimator in (17) are
.
(21) It should be emphasised that the bounds in (21) are general and independent of the channel characteristics, given the assumptions made.
To proceed further, the conventional estimator case A m = C m which reduces to the conventional estimator in (8) . The matrices B in (14) and D F in (18) evaluate to
and
where C = 
and its trace is given by:
Matrix D F in (23) becomes:
Eigenvalue decompositon of D F in (26) for the conventional estimator case leads to λ max = λ min = K. Applying these results to (21) , the NMSE of the conventional estimator (e 2 c ) boils down to:
It is interesting to note that the equality in (27) for the conventional estimator in (8) does not depend on the users' channel characteristics; it is only dependent on the number of active users K, the number of carriers used M , the number of transmitted pilot symbols N p , and the noise power σ 2 . 
2) Case
T . And, using the fact that
Matrix D F in (18) becomes:
Applying (29) and (30) to (17) , the NMSE of the improved channel estimator (e 2 w ) is obtained as
The lower and upper bounds of e 2 w are in turn given by:
where λ min and λ max are the minimum and maximum eigenvalues of D w F as defined in (30), respectively. The comparison of (27) and (31) motivates the defintion of the MAI reduction factor η as:
and the noise reduction factor γ as:
In ( 
with η min and η max given, respectively, by : For the improved estimator, η evaluates to :
where {d It follows that the NMSE of the improved estimator becomes:
C. Equalisation and Detection
Employing the channel estimates obtained in the previous sections, equalisation of (1) followed by symbol detection can be performed. One possibility is to apply an MMSE equaliser:
whose solution is
is the inverse of the correlation matrix. Here, the correlation matrix is estimated using R(i) = 
IV. CHANNEL ESTIMATION FOR MC DS-CDMA
From (5) it can be seen that the code orthogonality between users is preserved despite propagation through the multipath channel. MAI is eliminated via code-matched filtering and the received signal at the base station for the m-th desired user is:
The (conventional) channel estimator for MC DS-CDMA minimises the mean square error between the received signal y m (i) and a reconstructed signal for user m:
yielding an unbiased channel estimate (it would indeed lead to the true channel frequency response):
Replacing the expectation term in (41) by a temporal average over consecutive pilot symbol blocks (number of pilot symbols satisfies N p = M ), the channel estimate becomes:
As MAI was removed at despreading, channel estimate errors are due only to background noise. The NMSE for conventional channel estimation in MC DS-CDMA systems then reduces to:
A. Improved Channel Estimation
As described in section III-A, the channel estimate in (42) can be improved by virtue of the projection matrix W o :
As in the MC CDMA case, the variance of the noise induced estimation error is reduced by a factor of G/M . Hence
B. Equalisation and Detection
The MMSE equaliser is given by:
where . We remark that since in the MC DS-CDMA case the signals of the users can be decoupled, MMSE equalisation and detection of any given user can be performed once the channel of this user is known or estimated. In MC CDMA the MMSE equaliser would require the knowledge of the channels of all active users or, as was done here, it requires the correlation matrix of the received signal to also be estimated.
V. NUMERICAL RESULTS
The numerical results presented were obtained for synchronous uplink MC CDMA and MC DS-CDMA systems employing BPSK modulation and orthogonal Hadamard sequences of length M . The K channels are assumed identically distributed, and modelled as time-invariant FIR filters. The guard interval is of CP-type, and it is assumed its length G I is sufficiently large to allow IBI-free transmissions. For channel estimation purposes, each user transmits a burst of N p pilot symbols prior to the transmission of data symbols. The improved estimator assumes that the true CFR, which is to be estimated, lies in the subspace spanned by the first G columns of F M,M .
First, an MC CDMA system with M = 32 subcarriers is considered. This system serves K = 16 active users. The system parameters of interest are N p = 128 and G = 8. Since the general performance results depend on the particular choice of the signatures in use, the results presented here were obtained as follows: a group consisting of K signatures drawn from the set of M = 32 available spreading codes was assembled. Equations (27) and (35) were then computed for that group. Next, a new group consisting of K signatures randomly selected was composed and the procedure was then repeated. The results presented thus correspond to the mean value of 100 random selections of groups of K spreading sequences.
It is interesting to note that the lower and upper bounds on e 2 w are indeed tight. It is also possible to verify that e 2 w < e 2 c , that is, the subspace projection estimator is indeed an improved estimator. Figure 4 illustrates the lower and upper bounds on the MAI reduction factor η in (36) as well as the noise reduction factor γ = G/M in (34) , versus the number of active users K. The results in Figure 4 were obtained by averaging η max and η min over 100 randomly selected groups containing K signatures each. Since η max in (36) is less than unity, η indeed reduces the MAI component of the NMSE. Note that for loaded systems, since η max < γ, the reduction of the MAI component of the NMSE using the improved channel estimator is greater than the reduction of the noise component, which in turn does not depend on the system load. It is also worth mentioning that, for this example, the improved estimator reduces the noise component of the NMSE of the conventional estimator to 25% of its original value since γ = G M = 0.25. Moreover, it can be shown that when the system approaches full load (K = 32), the values of η min and η max converge to η = In Figure 5 , the MAI reduction factor η in (37) is evaluated for two MC CDMA systems with M = 16 and M = 32 subcarriers respectively, for Channels Scenario A. The other relevant parameter is G = 6. The results shown are an average of 100 randomly selected groups composed of K spreading sequences each. Figure 6 assesses the average NMSE performance of the pilot-aided channel estimators obtained by means of Monte Carlo simulations of (1), in conjunction with (8) or (9), and compares them with numerical results dictated by expressions (27) and (38), for an MC CDMA system with M = 32, In order to evaluate the impact of the improved channel estimates on system performance, figures 9, 10 and 11 present the average BER versus E b /N 0 performance obtained from simulations. Figure 9 depicts BER performance of an MC CDMA system with M = 32, G = 8 and N p = 128, for two different system loads, i.e. K = 8 and K = 16 active users, for Channels Scenario B. The results are an average of 500 Monte Carlo simulations of (1). For each simulation, a burst of N p pilot symbols is transmitted prior to transmission of up to N tr data symbols, where N tr is adequately selected for each E b /N 0 considered. The CFR estimate obtained using the N p pilot symbols remains fixed during the reception of the N tr subsequent data symbols, over which BER is assessed. Symbol detection is carried by MMSE equalisation followed by hard decision, as described in Section III-C. The correlation matrix used in the MMSE equaliser is updated over the N p + N tr transmitted symbols. performs poorly in terms of BER, as expected. Nevertheless, a receiver using the channel estimator improving procedure still offers gains of at least 4dB over the BER performance of a receiver using the CFR conventional estimator. As expected, an increased number of transmitted pilot symbols yields better channel estimates which in turn translate into better BER performance. It can be seen that when the improved estimators are used, the large reduction of the MAI component of the NMSE of the MC CDMA channel estimate translates into a significant improvement in performance.
Results of a similar experiment are illustrated in Figure 11 , which depicts average BER versus E b /N 0 performances of two MC DS-CDMA systems experimenting Channels Scenario A: one with M = 16, N p = 32 and the other with M = 32, N p = 64; these two systems share the common parameter G = 6. The results are an average of 300 Monte Carlo simulations of (39). For each simulation, a burst of N p pilot symbols is transmitted prior to transmission of up to N tr data symbols, where N tr is adequately selected for each E b /N 0 considered. The CFR estimate obtained using the N p pilot symbols remains fixed during the reception of the N tr subsequent data symbols, over which BER is assessed. Symbol detection is carried by MMSE equalisation followed by hard decision, as described in Section IV-B. It is assumed that the equaliser has perfect knowledge of the noise variance in (46). Curves labeled "MC DS-CDMA" refer to BER performance obtained using the MMSE equaliser of Section IV-B in conjunction with the conventional CFR estimator of (42) in (46). Curves labeled "MC DS-CDMA W 0 " refer to BER performance obtained using the MMSE equaliser in conjunction with the improved CFR estimator of (44) in (46). Curves labeled "MC DS-CDMA perfect" refer to BER performance obtained using the MMSE equaliser in conjunction with the true CFR q m . For both systems, there is approximately a 3dB loss in performance when using the conventional CFR estimate in place of the perfect CFR. Nevertheless, for the system with M = 32, the performance obtained with the adoption of the improved estimator is very close to the performance obtained when using perfect estimates. This is indeed expected, since adoption of the improving procedure reduces the variance of the noise induced estimation error by a factor of BER versus E b /N 0 performance for MC DS-CDMA System, Channels Scenario A
VI. CONCLUSIONS
The problem of pilot-aided frequency-selective channel estimation for MC CDMA and MC DS-CDMA has been addressed. Performance in terms of NMSE were derived for two channel estimators: a conventional estimator based on the minimum mean square error criterion, and an improved estimator which exploits subspace relationships between the frequency and impulse responses of the discrete channel.
For MC DS-CDMA, NMSE performance of both estimators resulted, thanks to MAI suppression, in simple closed-form solutions which depend only on the number of carriers M , number of pilot symbols N p and noise power σ 2 , for the conventional estimator, and dimension G of the subspace in which the true CFR is assumed to lie, number of pilot symbols N p and noise power σ 2 , for the improved estimator. Upper and lower bounds on NMSE were derived for both estimators in the case of MC CDMA systems. Upper and lower bounds of the conventional estimator degenerate into the same expression, thus resulting in a closed-form NMSE, which depends only on the number of pilot symbols N p , number of active users K, number of carriers M and noise power σ 2 . Furthermore, assuming the K channels i) share a common power delay profile and ii) are identically distributed, results in a closed-form expression for the NMSE of the improved estimator, which in turn depends only on the number of pilot symbols N p , dimension G of the subspace in which the true CFR is assumed to lie, noise power σ 2 as well as the common power delay profile and spreading sequences in use.
Observation of the obtained NMSE expressions indicated that MAI and thermal noise contribute differently to the performance of the estimators. The fact that the improving procedure via projection matrix affects differently the thermal noise and MAI terms of the NMSE of the improved estimator motivated the definitions of a noise reduction factor as well as a MAI reduction factor.
APPENDIX
This Appendix shows the reduction in estimation error resulting from the use of projection matrix W o . Let q be an estimate of the M ×1 vector q, q = q+( q−q) = q+ε, where ε is the error vector incurred by the estimation procedure.
Suppose vector q is of the form q = Fh, i.e, q lies in the subspace spanned by the columns of matrix F (with h of dimension L × 1, and L ≤ M ). Let W o be the matrix that projects a vector a ∈ C M in this subspace:
Thus the projection q p of q in the subspace spanned by the columns of F is given by:
where ε p is the projection of the error vector ε in the subspace spanned by F. Since ε ∈ C M ,
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