Introduction
Let X be a Banach space and let (Ω, Σ) be a measurable space. Let m : Σ → X be a countably additive vector measure. We consider a sequence of (nonzero) real functions {f n } n that are square m-integrable. We say that f j and f k are orthogonal with respect to m if ∫ f j f k dm = 0 for all j, k ∈ N j ̸ = k . This notion is defined by imposing simultaneously orthogonality with respect to all the elements of the family of scalar measures defined by the vector measure. This kind of orthogonality with respect to a vector measure has been studied in a series of papers (see [6, 7, 8, 15] ). In these papers we can find several examples (see Examples 4, 5, and 10 [15] ). The orthogonality with respect to a vector measure generalizes the usual orthogonality given by the integral with respect to a scalar measure, and provides a natural setting for studying the properties of functions that are orthogonal with respect to a family of measures. Families of polynomials that are orthogonal with respect to a large set of scalar measures were studied at the end of the 19th century. These measures are called indeterminate measures.
We consider the following equation have the same Moments. The study of this kind of measures resulted in a beautiful mathematical theory. For instance, the Moment's problem was studied by Nevalinna 1922 using the modern function theory (see [11] ). In 1923, Marcel Riesz solved the Moment's problem by obtaining general results on the extension of positive functionals (see [14] ). The Stieltjes-Wigert polynomial defines a family of polynomials that are orthogonal with respect to this class of measures. Let {d λ } λ∈ [−1,1] be a family of densities. Then we will see that it is possible to define a vector measure m using these densities and it is possible to obtain a family of polynomials that is orthogonal with respect to this vector measure. In this paper the existence of orthogonal sequences in the spaces of square integrable functions with respect to a vector measure m is analyzed. After the preliminary Section 2, we show in Section 3 that we can always build an orthogonal sequence with respect to a vector measure m, where m has been obtained from a family of indeterminate measures. An example that shows this construction is provided. Finally, in Section 4 a Kadec-Pelczynski disjointification technique that produces sequences of functions that are almost disjoint and then m-orthogonal in L 2 (m) is developed and the existence of basic sequences in some subspaces of L 2 (m) is shown. Some previous results regarding this technique have been developed in a series of papers (see [5] , [9] , [10] ). In this paper we adapt this technique in the context of spaces of square integrable functions with respect to a suitable vector measure.
Basic results
We will use standard Banach and function space notation; our main references are [3, 4, 10, 12] . Let X be a Banach space. We will denote by B X the unit ball of X , that is B X := {x ∈ X : ∥x∥ ≤ 1}. X ′ is the topological dual of X and B X ′ its unit ball. Let (Ω, Σ) be a measurable space. Throughout the paper m : Σ → X will be a countably additive vector measure, i.e. m(∪
in the norm topology of X for all sequences {A n } n of pairwise disjoint sets of Σ . We say that a countably vector measure 
Let X be a Banach space and let {x n } ∞ n=1 be a sequence of X . We say that {x n } ∞ n=1 is a Schauder basis of X if there exists a unique sequence of scalars and {y n } ∞ n=1 are equivalent if and only if there exists an isomorphism T from X to Y for which T (x n ) = y n for all n ∈ N. The following result can be found in ( [10] , Proposition 1.a.9.).
is a basic sequence of a Banach space X and {y n } ∞ n=1 is another sequence in X so that
is a basic sequence of a Banach space X .
If {x
is a basic sequence of a Banach space X with basis constant K and
is a basic sequence which is equivalent to {x n } ∞ n=1 . Now we consider the particular case when X is a space of 2 -integrable functions with respect to a vector measure m . In this case, the question of how to recognize a basic sequence arises. The following remark provides a basic test for recognizing a basis in a subspace of L 2 (m), (see [3] , Theorem 1. Ch.V).
Remark 2.2 Let {f
to be a basic sequence, it is both necessary and sufficient that there exists a positive finite constant K so that for any choice of scalars
and any integers m < n we have
.
(1)
and so the criterion above can be written as follows. For any finite sequence of scalars
m-Orthogonal sequences
The notion of m-orthonormal sequence is the natural generalization of the concept of orthonormal sequence in a Hilbert space L 2 (µ) and has been studied in [6, 7, 8, 13, 15] . We consider a sequence of real functions
that are square m-integrable. We say that
and Figure) . For every i ∈ N, 
If j > i then
is an m -orthogonal sequence.
Some results on the existence of m-orthonormal sequences in L 2 (m) are provided. For any vector measure, it is easy to prove the existence of m -orthonormal sequences of functions in any (nontrivial) space of square integrable functions with respect to a vector measure. To show this fact we present the following lemma:
Lemma 3.2 Let m be a positive vector measure. Suppose that there is a sequence
On the other hand, if
and the result is obtained. 2
Let {f n } n be a sequence of m -orthogonal functions and let ⟨m, x ′ ⟩ be a positive Rybakov measure. Then of functions in the nonscalar case introduces a strong restriction, in particular regarding completeness of the orthogonal sequence. An orthonormal set Ψ is said to be complete if there exists no other orthonormal set containing Ψ , that is, Ψ must be a maximal orthonormal set. It is easy to prove that an orthonormal set Ψ is complete if and only if for any f such that f is orthogonal to Ψ , f must be zero. Let us show this fact with an easy construction. Suppose that (Ω 0 , Σ 0 , µ 0 ) is a probability measure space, and consider a complete
is also an m 0 -orthonormal sequence for a countably additive vector measure m 0 : Σ 0 → X that is absolutely continuous with respect to
is complete, the equalities above imply
for a real number r(x ′ ) . Therefore, if we assume that for every x ′ ∈ X ′ the corresponding Radon-Nikodým derivative belongs to L 2 (µ 0 ) , we obtain that
This relation establishes a strong restriction on m 0 . For instance, suppose that X is a Banach space with an unconditional basis
are the corresponding biorthogonal functionals and A ∈ Σ 0 . In this case the relation above implies that
for every A ∈ Σ 0 , i.e. m 0 can be in fact considered as a scalar positive measure.
Remark 3.3 The above argument shows that in general we cannot expect completeness for m -orthonormal sequence of functions, although under certain (strong) assumptions it is possible to obtain m -orthonormal basis for L
2 (m) (see [13] 
A constructive procedure for finding m-orthogonal sequences: Indeterminate measures
In this section we show a procedure to build families of orthogonal polynomials on a vector measure that is made of indeterminate measures. The following procedure shows that an orthogonal sequence with respect to a vector measure m can be built, where m has been obtained from a family of indeterminate measures. Consider the Lebesgue measure space (Ω, Σ, dx). Let {S n } n be a sequence of real numbers and let ∆ n be the (n + 1) × (n + 1) Hankel matrix where
It is well known that if det(∆ n ) > 0 for all n ∈ N then the sequence {S n } ∞ n=0 is defined positive. In this case we define the linear operator L :
The Moment's Problem is determined if {S n } n is a defined positive sequence, i.e. there exists a nondecreasing distribution, F (x), with support into Ω such that for all n , ∫ Ω x n F (x)dx = S n is satisfied.
We call indeterminate measure to a family F λ (x) of nondecreasing distributions with support into Ω which have the same Moments, i.e. the Moments ∫ Ω x n F λ (x)dx = S n do not depend on the parameter λ . We define the following sequence:
Then it is easy to prove that
Let X be a Banach space. We can define a countably additive vector measure ν :
Then the construction presented above shows that [16] ). In this example Stieljes shows that for each n ∈ N
If we take |λ| 
is positive defined; therefore,
for every λ ∈ R, |λ| < 1 . The above construction provides a sequence of ν -orthogonal polynomials P n (x) for a suitable vector measure. 
where dx is the Lebesgue measure and A ∈ Σ.
Using elementary integral calculus, it is easy to prove that for every
A ∈ Σ lim m→∞ ∫ A e − ln 2 (x) m [1 + 1 m + 1 sin(2π ln(x))]dx = 0.
This shows that ν is well defined and so countably additive. Moreover, it is also clear that the functions
m) and they satisfy that for all j < l ,
if j = l where B l is a nonnull constant for all l ∈ N .
Kadec-Pe lczyński decomposition
The aim of this section is to give a canonical procedure to obtain disjoint sequences in the space L 2 (m). This will be the first step for finding m-orthogonal sequences and providing the corresponding existence theorems.
In what follows, a well-known result of Kadec and P elczyński will be applied to the context of sequences of functions on spaces of integrable functions with respect to a vector measure (see [9] ). Throughout this section we will consider a positive vector measure m .
Let H be a Hilbert space and let us consider a positive countably additive vector measure m : Σ → H .
We define the subsets of
By normalizing if necessary, we assume that ∥f n ∥ L 2 (m) = 1 for all n ∈ N.
Remark 5.1 Note that the classes M L 2 (m) (ε) have the following properties:
(
, then there exists a set A such that ∥m∥(A) < ε and
The first property is obvious. To prove the second, we suppose that there exists a square m-integrable function g so that it is not in
So ∥m∥(Supp g) = 0 , which is a contradiction. To prove the third we denote by A the set σ(f, ε) . Then
This finishes the proof of (3). 
The proof can be found in (Lemma 2.37, [12] ).
The following result shows 2 mutually excluding possibilities for a sequence {f n } n of functions in L 2 (m).
On the one hand, when {f n } n is included in the set M L 2 (m) (ε) for some ε > 0, the norms ∥·∥ L 2 (m) and ∥·∥ L 1 (µ)
are equivalent, where µ is a Rybakov control measure for m. On the other hand, when
for every ε > 0, we can build another sequence (
converges to zero in L 1 (µ).
is continuously embedded into L 1 (µ) and it is an order continuous Banach lattice with weak unit. There are 2 excluding cases.
(1) We suppose that
The direct implication is obtained from the inclusion L 2 (m) → L 1 (µ) . Conversely, we suppose that µ(σ(f n , ε)) converges to 0. Since µ is a Rybakov measure and thus it is a control measure ∥m∥(σ(f n , ε))
Therefore, {f n } n converges to zero in L 2 (m) if and only if {f n } n converges to zero in L 1 (µ) .
(2) If the above supposition does not hold, then {f n } n ⊈ M L 2 (m) (ε) for all ε. In order to simplify the notation we consider ∥f n ∥ L 2 (m) = 1. Thus, there exists an index n 1 ∈ N such that f n1 is not in M L 2 (m) (ε) where
Now we apply Lemmma 5.2, so there exists δ 1 > 0 such that for all A ∈ Σ with ∥m∥(A) < δ 1 it follows
. We take j 2 > j 1 such that 4 −j2 < δ 1 . Following the same argument, there exists
We take ε = 4 −(j2+1) . Again, we apply Lemma 5.2 and there exists δ 2 > 0 such that for all A ∈ Σ 
In the same way, it is possible to find 2 subsequences {f n k } ∞ k=1 and σ(f n k , 4 −j k ) k that satisfy the following inequalities:
Now, we define the following disjoint sequence of sets:
Thus φ k ∩ φ l = ∅ for k ̸ = l . This allows us to construct the sequence of disjoint functions h k = χ φ k f n k .
Due to the lattice properties of L 2 (m) and to Remark 2.2 we obtain that the sequence {h k } ∞ k=1 is a basic sequence. On the other hand, we check that lim k→∞ ∥f n k − h k ∥ = 0 . Indeed
So if we apply Remark 2.1 we obtain that {f n k } ∞ k=1 is a basic sequence. Let K be the basic constant of the sequence {h k } k . Note that -by passing to a subsequence if necessary-we can obtain that ∑ ∞ k=1 ∥f n k − h k ∥ < 1/(2K). Remark 2.1 enables us to give that {h k } k and {f n k } k are equivalent unconditional basic sequences.
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The next result is a direct consequence of the Kadec and P elczynski process for obtaining disjoint sequences. It provides a method for, given a convenient sequence {f n } n , finding a disjoint (and then morthogonal) subsequence of {f n } n . 
