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WEIGHTED CUNTZ ALGEBRAS
LEONID HELMER AND BARUCH SOLEL
Abstract. We study the C∗-algebra T /K where T is the C∗-algebra generated by d
weighted shifts on the Fock space of Cd, F(Cd), ( where the weights are given by a
sequence {Zk} of matrices Zk ∈ Mdk(C)) and K is the algebra of compact operators on
the Fock space. If Zk = I for every k, T /K is the Cuntz algebra Od.
We show that T /K is isomorphic to a Cuntz-Pimsner algebra and use it to find
conditions for the algebra to be simple.
We present examples of simple and of non simple algebras of this type.
We also describe the C∗-representations of T /K.
1. Introduction
In [1] O’Donovan studied the C∗-algebra generated by a single weighted shift modulu
the compact operators. To do this he first proved that such a C∗-algebra is isomorphic
to a certain crossed product of a commutative C∗-algebra by an action of Z. Then, he
was able to use known results for such crossed products to study the algebra. The same
approach was used by P. Ghatage in [2] (and also, with W. Phillips, in [3]).
In [5], the second author, with P. Muhly, introduced and studied algebras of weighted
shifts on the Fock space associated with a correspondence. This is a far reaching gener-
alization of the classical weighted shift (on ℓ2). The emphasis there was on the nonself
adjoint operator algebras associated with such shifts (these algebras are called weighted
Hardy algebras).
Here we explore the case where the correspondence is a finite dimensional Hilbert space
, Cd. Recall that the Fock space associated with Cd is the Hilbert space
F(Cd) := C⊕ Cd ⊕ (Cd)⊗2 ⊕ (Cd)⊗3 ⊕ · · · .
So that, when d = 1, we get ℓ2. Now, the sequence of weights is a sequence {Zk}∞k=0 of
invertible matrices where Zk is a d
k × dk complex matrix, Z0 = 1 and there are 0 < ǫ and
M ≥ ǫ such that ǫI ≤ |Zk| ≤ MI (for every k). As shown in Lemma 2.3 , we can (and
often will) assume that Zk is positive for all k.
For every 1 ≤ i ≤ d, write Wi for the operator, in B(F(Cd)), defined by
Wi(ξ1 ⊗ ξ2 ⊗ · · · ⊗ ξn) = Zn+1(ei ⊗ ξ1 ⊗ ξ2 ⊗ · · · ⊗ ξn)
where each ξj lies in Cd and {e1, . . . , ed} is the standard orthonormal basis of Cd. We
refer to {Wi} as the weighted shifts and note that we can write Wi = ZSi where Si is the
unweighted shift defined by
Si(ξ1 ⊗ ξ2 ⊗ · · · ⊗ ξn) = (ei ⊗ ξ1 ⊗ ξ2 ⊗ · · · ⊗ ξn)
and
Z := Z0 ⊕ Z1 ⊕ Z2 ⊕ · · · .
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Note also that, by our assumptions on the sequence {Zk}, Z and each Wi is bounded and
Z is bounded and invertible. Such weighted shifts were studied by G. Popescu in [6] but
in his study the matrices Zk were assumed to be diagonal.
Write T (Cd, Z) (or, simply, T ) for the C∗-algebra generated by {Wi}di=1. It turns out
that this algebra contains the algebra of the compact operators on F(Cd) (denoted K)
and we propose to study the C∗-algebra T /K. If Zk = I for every k, T /K is isomporphic
to the Cuntz algebra Od. Thus, we refer to the algebra T /K as a weighted Cuntz algebra.
If d = 1 this is the algebra studied in [1], [2] and [3]. As mentioned above, it was
done by presenting it as a crossed product C∗-algebra (see [1, Theorem 3.1.1]) and then
applying the theory of crossed product C∗-algebras.
In our case, we will prove, in Theorem 2.10, that we can present the algebra T /K as a
Cuntz-Pimsner algebra associated with a C∗-correspondence q(F ) over a C∗-algebra q(D).
Note that this generalizes the case d = 1 since a C∗-crossed product is a Cuntz-Pimsner
algebra. (It also generalizes Theorem 8.1 of [5] where Cd is replaced by the correspondence
associated with an automorphic action on a von Neumann algebra). Then, at least in
principle, one can apply the theory of Cuntz-Pimsner algebras to study the algebra T /K.
In this paper, we use this approach to study the question of simplicity of the algebra
T /K and its C∗-representations.
The problem with this approach is that the correspondence that we get (or the dynamics
in the case d = 1) can be quite complicated and one may have to impose additional
conditions on the sequence of weights. For d = 1 the simplicity question was answered
in [2] for the case where the sequence of weights is almost periodic (see [2, Proposition
2.2]). Here, for the study of simplicity, we make the assumption that the sequence {Zk}
is essentially periodic. We refer to this assumption as Condition A(p) (see the discussion
preceding Lemma 3.5).
Assuming Condition A(p), we are able, in Theorem 5.4, to find conditions for the algebra
T /K to be simple. For this we use the characterization of simplicity of Cuntz-Pimsner
algebras proved by J. Schweizer in [7] (see Theorem 5.3 below) and an analysis of the
algebra q(D) and its ideals. In fact, we show, in Corollary 3.16, that q(D) is isomorphic
to Md∞ ⊗ C00 where Md∞ is the UHF algebra obtained as a direct limit of the algebras
Mdn(C) and C00 is given explicitely.
In Section 4 we present some examples of simple and non simple algebras of the form
T /K for different sequences of weights (see also Corollary 5.5).
Finally, in Section 6, we describe the C∗-representations of the algebra T /K and show
that each such representation is given by an invertible operator R and a Cuntz family
{Ui} satisfying certain conditions.
What we see in both Theorem 5.4 and Theorem 6.1 is that (assuming our Condition
A(p)) understanding the structure of T /K reduces to understanding the structure of a
certain “corner” of q(D) (denoted C00). In some cases we know that C00 is finite dimen-
tional and then we can get more definite results (as demonstrated in the examples that
we present).
Notation
Let F+d be the free algebra on d generators. An element α ∈ F+d is a word α = α1α2 · · ·αn
where αi ∈ {1, . . . , d}. The length of this word will be written |α|.
We shall often write Mk for Mk(C). For a matrix A ∈Mdn , the rows and columns will
be indexed by words in F+d . So we can write A = (aα,β) (with |α| = |β| = n). We shall
write eα,β for the matrix unit with 1 in the α, β position and 0s elsewhere.
Also, given u1, u2, . . . , ud and α ∈ F+d with |α| = n ≥ 1, we write uα = uα1uα2 . . . uαn .
For the trivial word ∅, u∅ = I.
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2. The weighted Cuntz algebras as Cuntz-Pimsner algebras
Let E = Cd with 0 < d < ∞ be a finite dimensional Hilbert space. Then the (full)
Fock space F(Cd) = ⊕∞k=0(Cd)⊗k is a Hilbert space. For every ξ ∈ Cd we have ξ =
a1e1 + ... + aded where {ei : i = 1, ..., d} is the standard basis in Cd. Hence, if Tξ is the
creation operator associated with ξ, then Tξ = a1Te1+...+adTed. For the sake of simplicity
we shall write Si for Te1, i = 1, ..., d. The Toeplitz algebra T (Cd) of Cd is defined to be
the algebra C∗(S1, ..., Sd).
The following definition appeared in [5] in the context of W ∗-correspondences.
Definition 2.1. A sequence Z = {Zk}k≥0 of operators Zk ∈ B((Cd)⊗k) will be called a
weight sequence in case:
1. Z0 = IA,
2. sup ‖Zk‖ <∞,
3. each Zk is invertible, and
4. There is an ǫ > 0 such that Zk ≥ ǫI for all k ≥ 1 .
Given a weight sequence it defines a weight operator Z = diag(Z1, Z2, ...) : F(Cd) →
F(Cd), where Zk : (Cd)⊗k → (Cd)⊗k. We write, for 1 ≤ i ≤ d, Wi = ZSi and refer
to it as a weighted shift. The weighted Toeplitz algebra, T (Cd, Z), is the C∗-algebra
generated by {Wi : 1 ≤ i ≤ d}. It follows from our assumptions on the weight sequence
that the hypotheses A and B from [5, Section 6] are satisfied and (using [5, Proposition
6.5]) the Toeplitz algebra T (Cd) is a subalgebra of the the weighted Toepliz algebra
T (Cd, Z) = C∗(ZSi : i = 1, ..., d). It also follows that T (Cd, Z) = C∗(ZSi : i = 1, ..., d)
contains the algebra K(F(Cd) of the compact operators on the Fock space.
Remark 2.2. We assumed that Zk satisfy condition 4. above in order to use [5, Propo-
sition 6.5] and conclude that T (Cd) is a subalgebra of the the weighted Toepliz algebra
T (Cd, Z). However, the following lemma (which is well known when d = 1) shows the
positivity of Zk is not an essential assumption and the structure of the algebra T (Cd, Z)
(and its quotient by the compact operators) will not change if, instead, we require only
that |Zk| ≥ ǫI for all k ≥ 1. In fact, for the rest of the paper we will not use condition
4. but we will use the containment T (Cd) ⊆ T (Cd, Z). Thus, if one defines the weighted
Toepliz algebra as C∗(Z, Si : i = 1, ..., d), one need not assume condition 4. (and Zk do
not even have to be positive or even selfadjoint).
Lemma 2.3. Let {Zk} is a sequence of operators Zk ∈ B((Cd)⊗k) that satisfy conditions
1.-3. above and there is some ǫ > 0 such that |Zk| ≥ ǫI for all k ≥ 1 and let T (Cd, Z) =
C∗(ZSi : i = 1, ..., d) as above. Then there is a sequence {Z ′k} satisfying 1.-4. above such
that the algebra T ′ := C∗(Z ′Si : i = 1, ..., d) is unitarily equivalent to C∗(ZSi : i = 1, ..., d).
Proof. We construct Z ′k inductively using the fact that, given an invertible operator A,
there is a unitary operator V such that V ∗A ≥ 0 (simply use the polar decomposition of
the invertible operator A) . Let Z ′0 = I. Since Z1 is invertible, we have a unitary operator
U1 such that Z
′
1 := U
∗
1Z1 ≥ 0. Since Z2(ICd ⊗U1) is invertibe, there is a unitary operator
U2 such that Z
′
2 := U
∗
2 (Z2(ICd ⊗ U1)) ≥ 0. Continuing this way, we get a sequence of
unitary operators {Uk : k ≥ 0} (with U0 = I) such that, for every k,
Z ′k := U
∗
kZk(ICd ⊗ Uk−1) ≥ 0.
The sequence {Uk} defines a unitary operator U ∈ B(F(Cd)) such that
U∗ZSiU = Z ′Si
for all i.

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We write Pn for the projection of the Fock space F(Cd) onto (Cd)⊗n. The following
lemma is a consequence of the inclusion T (Cd) ⊆ T (Cd, Z).
Lemma 2.4. The operators Pk (0 ≤ k), Si (1 ≤ i ≤ d) and Z are all contained in
T (Cd, Z). So, T (Cd, Z) is the C∗-algebra generated by {I, Si, Z}.
Proof. Clearly Si ∈ T (Cd, Z) and, therefore, also P0 = I−ΣSiS∗i and Pk = Σ|α|=kSαP0S∗α.
For Z, note that ZP0 = P0 ∈ T (Cd, Z) and ZP⊥0 = Σi(ZSi)S∗i ∈ T (Cd, Z). 
Write Wt := Σ
∞
n=0e
intPn and γt = Ad(Wt) for t ∈ R to get the gauge automorphism
group on B(F(Cd)).
Next, we write
D := {X ∈ T (Cd, Z) : γt(X) = X ∀t }
and
F := {X ∈ T (Cd, Z) : γt(X) = eitX ∀t }.
For simplicity, we shall write T for T (Cd, Z).
We shall need the following well known definitions.
Definition 2.5. (a) E is a (right) Hilbert C∗-module over the C∗-algebra A if E is a
right A-module equipped with an A-valued inner product (assumed to be A-linear
in the second term) which is complete in the norm ‖ξ‖2 := ‖〈ξ, ξ〉‖.
(b) An operator T : E → E on a Hilbert C∗-module is said to be adjointable if there is
T ∗ : E → E such that 〈Tξ, η〉 = 〈ξ, T ∗η〉 for all ξ, η ∈ E. The set of all adjointable
operators on E is a C∗-algebra denoted L(E).
(c) Given ξ, η ∈ E, the operator θξ,η on E is defined by θξ,ηζ = ξ〈η, ζ〉. The algebra
of the (generalized) compact operators K(E) is {θξ,η : ξ, η ∈ E} and it is a sub
C∗-algebra (in fact, an ideal) of L(E).
(d) A C∗-correspondence E over a C∗-algebra A is a right Hilbert C∗-module over A
that is also endowed with a ∗-homomorphism ϕ : A→ L(E) that can be viewed as
left multiplication of A on E, making E a bimodule over A.
In this paper, the algebra will be unital and ϕ will be a unital map.
Lemma 2.6. (1) F is a C∗-correspondence over the C∗-algebra D where the left
and right actions are defined by multiplication and the D-valued inner product
is 〈T, S〉 = T ∗S.
(2) D = {T ∈ T : TPk = PkT, k ≥ 0} ⊆ Σ⊕k≥0PkT Pk and F = {T ∈ T : TPk =
Pk+1T, k ≥ 0} ⊆ Σ⊕k≥0Pk+1T Pk.
(3) Writing ϕF for the left action of D on F , we get ker(ϕF ) = DP0 = P0T P0.
(4) Write K(F ) for the algebra of generalized compact operators on F then K(F ) =
ϕF (D) = L(F )
Proof. The proof of the parts (1)-(3) is straightforward and is omitted. For part (4),
recall that K(F ) ⊆ L(F ) is the norm closed ideal generated by the operators θξ1,ξ2 (for
ξ1, ξ2 ∈ F ) where
θξ1,ξ2ξ3 = ξ1〈ξ2, ξ3〉 = ξ1ξ∗2ξ3.
But, then, θξ1,ξ2 = ϕF (ξ1ξ
∗
2) ∈ ϕF (D). Thus, K(F ) ⊆ ϕF (D) and
I = ϕF (I) = ϕF (P
⊥
0 ) = ϕF (ΣiSiS
∗
i ) = ΣiθSi,Si ∈ K(F ).

Write K for the algebra of compact operators on the Fock space F(Cd) and let q :
B(F(Cd))→ B(F(Cd))/K be the quotient map. It is straightforward to check that q(F )
is a C∗-correspondence over q(D) (with the obvious operations and inner product).
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Lemma 2.7. (1) ker(ϕq(F )) = {0}
(2) For ξ, η ∈ F
θq(ξ),q(η) = ϕq(F )(q(ξη
∗)).
(3) K(q(F )) = L(q(F )) = ϕq(F )(D).
Proof. Note first that, for d ∈ D,
(2.1) d = dP0 + ΣidSiS
∗
i
Assume now that q(d) ∈ ker(ϕq(F )). Then, q(dSi) = 0 (as Si ∈ F ) and, thus, dSi ∈ K and
also dSiS
∗
i ∈ K. It follows from (2.1) that q(d) = 0. This proves (1).
For (2) we compute θq(ξ),q(η)q(ζ) = q(ξ)q(η)
∗q(ζ) = q(ξη∗)q(ζ) = ϕq(F )(q(ξ)q(η)∗)q(ζ).
This shows that K(q(F )) ⊆ ϕq(F )(D). For the converse, we have, for d ∈ D, ϕq(F )(q(d)) =
Σiϕq(F )(q((dSi)S
∗
i )) = Σiθq(dSi),q(Si) ∈ K(q(F )). 
We now write ui := q(Si) and z := q(Z) and, for a word α of length n, uα = uα1 · · ·uαn .
The following properties of {uα} follow immediately from the properties of {Si} and will
be used repeatedly.
Lemma 2.8. (1) For words α, β of the same length, u∗αuβ = δα,β
(2) For every n > 0, Σ|α|=nuαu∗α = I.
Lemma 2.9.
q(F ) = Σiuiq(D)
where ui = q(Si). More generally, if we write F
n for span{a1 · · · an : ai ∈ F} then
q(F n) = Σ|α|=nuαq(D).
Proof. Fix n ≥ 1. We have Σ|α|=nuαu∗α = I and, therefore, q(F n) = Σ|α|=nuαu∗αq(F n) =
Σ|α|=nuα(u∗αq(F
n)) ⊆ Σαuαq(D). The converse inclusion is obvious. 
The main result of this section is the following theorem.
Theorem 2.10. The C∗-algebra T (Cd, Z)/K is ∗-isomorphic to the Cuntz-Pimsner alge-
bra O(q(F ), q(D)).
Recall that, given a C∗-correspondence X over a C∗-algebra A and a C∗-algebra B.
A ∗-representation π : O(X,A) → B is given by a pair of maps: a contractive map
T : X → B and a ∗-homomorphism σ : A→ B such that, for x, y ∈ X and a, b ∈ A,
(1) T (ϕX(a)xb) = σ(a)T (x)σ(b)
(2) T (x)∗T (y) = σ(〈x, y〉)
(3) σ(1)(ϕX(a)) = σ(a) for every a ∈ JX := ϕ−1X (K(X)) ∩ (ker(ϕX))⊥ where σ(1) :
K(X)→ B is a ∗-homomorphism defined by σ(1)(θx,y) = T (x)T (y)∗.
Lemma 2.11. With q(F ) and q(D) as above, define
σ : q(D)→ T /K
by σ(q(d)) = q(d) and
T : q(F )→ T /K
by T (q(ξ)) = q(ξ).
Then σ and T satisfy conditions (1)-(3) above and, thus, define a ∗-homomorphism π
of O(q(F ), q(D)) onto T /K.
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Proof. It is clear that σ is a well defined ∗-homomorphism and T is a contraction. It is
also clear that T is a bimodule map (over σ). For (2), we write
T (q(ξ))∗T (q(η)) = q(ξ)∗q(η) = q(ξ∗η) = σ(〈q(ξ), q(η)〉).
For (3), note first that it follows from Lemma 2.7 that Jq(F ) = q(D) and, for d ∈ D,
ϕq(F )(q(d)) = Σiθq(dSi),q(Si).
Thus σ(1)(ϕq(F )(q(d))) = ΣiT (q(dSi))T (q(Si))
∗ = Σiq(dSi)q(Si)∗ = q(d) = σ(q(d)) prov-
ing (3). Since T is generated by {I, Si, Z} and I, Z ∈ D and Si ∈ F , T /K is generated
by the images of σ and T . Thus, π is onto T /K.

Proof. (of Theorem 2.10) In view of Lemma 2.11 all we need to prove is that the ∗-
homomorphism π is injective but this follows from Theorem 6.4 of [4], since σ is injective
and π admits a gauge action. Indeed, the injectivity of σ is clear from his definition, and
if d ∈ D and ξ ∈ F , then γt(d) = d and γt(Si) = eitSi. Hence, γt(σ(q(d))) = γt(q(d)) =
q(d) = σ(q(d)) and γt(T (q(Si))) = e
itT (q(Si)). 
3. The algebra q(D) and its ideals
In this section we shall study the algebra q(D) and its ideals. We shall pay special
attention to those ideals that are invariant in the following sense.
Definition 3.1. An ideal J ⊆ q(D) is said to be invariant if
q(F )∗Jq(F ) ⊆ J.
Using Lemma 2.9, this is equivalent to
u∗iJuj ⊆ J
for all i, j.
Note that the automorphism group γ = {γt}, on B(F(Cd)), as defined in the discussion
following Lemma 2.4, can be used to define bounded projections Φj on B(F(Cd)) by
Φj(X) =
1
2π
∫ 2pi
0
e−ijtγt(X)dt.
In particular, for A ∈ T , A ∈ D if and only if Φ0(A) = A.
Lemma 3.2.
q(D) = C∗({uαzmu∗β, u∗αzmuβ : |α| = |β|, m ≥ 0}).
Proof. Fix a ∈ q(D) and write a = q(A) for some A ∈ D. Since A ∈ T , it is a norm limit
of (noncommutative) polynomials in Z,Z∗, Si, S∗i . Since Φ0 is a contractive projection,
and A = Φ0(A), we can assume, by applying Φ0, that each of these polynomials lie in D.
Each such polynomial is a finite sum of monomials and each monomial lies in the range
of some Φj . By applying Φ0, we can assume that each monomial lies in D. Thus, A is
a norm limit of polynomials in {Z,Z∗, Si, S∗i } where each monomial lies in D. It follows
that a is a norm limit of polynomials in {z, z∗, ui, u∗i} where each monomial lies in q(D).
It is straightforward to check (using Lemma 2.8) that each monomial in q(D) is a product
of elements in {uαzmu∗β, u∗αzmuβ : |α| = |β| ≥ 0, m ≥ 0} or their adjoints.

Recall that a unital C∗-algebra is said to be finite if it has no proper isometries.
Lemma 3.3. The algebra q(D) is finite.
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Proof. Suppose v = q(V ) is an isometry in q(D). Then v∗v = I and, thus V ∗V = I +K
for a compact operator K. Thus limk→∞ ‖Pk(V ∗V − I)Pk‖ = 0. Fix N such that, for
every k ≥ N , ‖PkV ∗V Pk − Pk‖ < 1/2. It follows that, for such k, PkV ∗V Pk is invertible
in B(PkF(Cd)) ∼= Mdk(C). Write Ck for its inverse and note that
(3.1) ‖Ck‖ ≤ 1
1− ‖Pk − PkV ∗V Pk‖ < 2.
Since B(PkF(Cd)) is a matrix algebra and PkV ∗V Pk = PkV ∗PkV Pk, it follows that PkV Pk
is also invertible. Write Bk for its inverse (so that Ck = B
∗
kBk) and B := I⊕ I⊕· · ·⊕ I ⊕
BN⊕BN+1⊕· · · ∈ B(F(Cd)). It follows from (3.1) that B is bounded (in fact ‖B‖ ≤
√
2)
and it is the inverse of V ′ := I ⊕ I ⊕ · · · ⊕ I ⊕ PNV PN ⊕ PN+1V PN+1 ⊕ · · · . Thus V ′ is
invertible in B(F(Cd)) and q(V ′) is invertible in B(F(Cd))/K. But q(V ′) = q(V ) = v.
Thus v is invertible in B(F(Cd))/K. Since v ∈ q(D), it is also invertible there.

For the next proposition note that we can view q(D) as a C∗-correspondence over itself
with left and right actions given by multiplication and the inner product is 〈d1, d2〉 := d∗1d2.
Proposition 3.4. (1) Suppose d > 1, then there is no map v : q(D) → q(F n) that
is an isomorphism of correspondences (that is, a surjective bimodule map that
preserves the inner product).
(2) Suppose d = 1 and u = q(S). Then z commutes with un if and only if there is a
map v : q(D)→ q(F n) that is an isomorphism of correspondences .
Proof. Assume first that d > 1. Fix n ≥ 1 and v : q(D)→ q(F n) that is an isomorphism of
correspondences. Fix two different words α, β of length n. Then uα, uβ ∈ q(F n) and, thus,
there are dα, dβ ∈ q(D) such that v(dα) = uα and v(dβ) = uβ. Since v preserves inner
products, we have d∗αdβ = 〈dα, dβ〉 = 〈v(dα), v(dβ)〉 = 〈uα, uβ〉 = u∗αuβ = 0. Similarly
d∗αdα = d
∗
βdβ = I. Thus dα, dβ are two isometries in q(D) with orthogonal ranges. By
Lemma 3.3, this is impossible.
Now, assume d = 1 and v : q(D)→ q(F n) is an isomorphism of correspondences. There
is w ∈ q(D) such that v(w) = un and b ∈ q(D) such that v(z) = unb (as q(F n) = unq(D)).
Then v(z) = v(w)b = v(wb). Thus z = wb. Now, u∗nzun = 〈v(w), v(zw)〉 = 〈w, zw〉 =
w∗zw = w∗wz (since q(D) is commutative when d = 1). Similarly, I = u∗nun = w∗w and
we get u∗nzun = z. Thus, z commutes with un. For the other direction, assume that z
commutes with un. By Lemma 3.2 the algebra q(D) is generated by {ukzmu∗k, u∗kzmuk}.
But, writing k = ln + r = (l + 1)n − (n − r) (with 0 ≤ r < n), we have u∗kzmuk =
un−ru∗(l+1)nzmu(l+1)nu∗(n−r) = un−rzmu∗(n−r).Thus, q(D) is generated by {ukzmu∗k}. It
follows that un commutes with every a ∈ q(D). Now we define v : q(D) → q(F n) by
v(a) = una = aun (so that v(ukzmu∗k) = unukzmu∗k). It is straightforward to check that
v is an isomorphism of correspondences.

For a fixed p ∈ N we shall consider the following condition on Z:
Condition A(p): limk→∞ ‖Ip ⊗ Zk − Zk+p‖ = 0.
In particular, Condition A(p) holds if there is some N > 0 such that, for k ≥ N ,
Zk+p = Ip ⊗ Zk, where Ip is the identity matrix of size dp.
Note also that, if Condition A(p) holds then it holds also for {Z∗k}. That is, we have
limk→∞ ‖Ip ⊗ Z∗k − Z∗k+p‖ = 0.
Recall that q : T → T /K is the quotient map and we write ui = q(Si) and z = q(Z).
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Lemma 3.5. Z satisfies Condition A(p) if and only if uαz = zuα for every word α with
|α| = p. In this case, we also have u∗αz = zu∗α for |α| = p.
Proof. uαz = zuα if and only if SαZ−ZSα ∈ K. This hold if and only if SαZS∗α−ZSαS∗α ∈
K (since S∗αSα = I). Thus, uαz = zuα for every |α| = p if and only if Σ|α|=pSαZS∗α −
Σ|α|=pZSαS∗α ∈ K. Since I − Σ|α|=pSαS∗α = Σp−1i=0Pi ∈ K, this is satisfied if and only if
Σ|α|=pSαZS∗α − Z ∈ K. The last inclusion is equivalent to ||Pk+p(Σ|α|=pSαZS∗α)Pk+p −
Pk+pZPk+p|| → 0 for k → ∞. But Pk+pZPk+p = Zk+p and it is easy to check that
Pk+p(Σ|α|=pSαZS∗α)Pk+p = Ip⊗Zk (simply apply it to ej1 ⊗· · ·⊗ ejk+p). So this completes
the proof.
The last statement follows from the fact that Condition A(p) also holds for Z∗ in place
of Z.

Lemma 3.6. Assuming Condition A(p), every element in C∗(z) commutes with each
uαu
∗
β for words α, β with |α| = |β|.
Proof. Suppose |α| = |β| = m and fix n such that m ≤ np. Since Σ|γ|=np−muγu∗γ = I and
z is commutes with uδ for |δ| = np, we have
uαu
∗
βz = Σ|γ|=np−muαuγu
∗
γu
∗
βz = Σ|γ|=np−muαuγzu
∗
γu
∗
β = Σ|γ|=np−mzuαuγu
∗
γu
∗
β = zuαu
∗
β.
The same argument also works for z∗ and it follows that uαu∗β commutes with every
operator in C∗(z).

Lemma 3.7. If, for some p > 0, condition A(p) holds then
q(D) = C∗({uαzmu∗β : |α| = |β|, m ≥ 0}).
Proof. We need to show that, for |α| = |β| and m ≥ 0, u∗αzmuβ ∈ C∗({uαzmu∗β : |α| =
|β|, m ≥ 0}). First, write α = α′α′′ and β = β ′β ′′ where |α′| = |β ′| is a multiple of
p and 0 ≤ |α′′| = |β ′′| = k < p. Then u∗αzmuβ = u∗α′′u∗α′zmuβ′uβ′′ = u∗α′′zmu∗α′uβ′uβ′′
which is 0 if α′ is different from β ′ and u∗α′′z
muβ′′ otherwise. Thus, we can assume that
|α| = |β| = k < p. Then, we write
u∗αz
muβ = Σ|γ|=p−kuγu∗γu
∗
αz
muβ = Σ|γ|=p−kuγ(uαuγ)∗zmuβ = Σ|γ|=p−kuγzm(uαuγ)∗uβ
which is 0 if α is different from β and Σuγz
mu∗γ otherwise. In any case, we see that u
∗
αz
muβ
lies in C∗({uαzmu∗β : |α| = |β|, m ≥ 0}). 
We now write for n ≥ 0,
(3.2) Cn = C∗({uαzlu∗β : l ≥ 0, np ≤ |α| = |β| < (n + 1)p}).
In particular,
(3.3) C0 = C∗({uαzlu∗β : l ≥ 0, 0 ≤ |α| = |β| < p}).
Lemma 3.8. Assuming Condition A(p) for some p > 0, we have the following.
(1) For every n ≥ 0, Cn ⊆ Cn+1 . If ιn is the inclusion map then
ιn(uαz
lu∗β) = Σ|γ|=puαuγz
lu∗γu
∗
β.
(2) For every n ≥ 0, Mdp(C)⊗Cn is isomorphic to Cn+1 via the map gn : Mdp(C)⊗Cn →
Cn+1 defined by
gn(eγ,ζ ⊗ a) = uγau∗ζ
where a ∈ Cn and eγ,ζ is a matrix unit of Mdp(C) (where |γ| = |ζ | = p).
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(3) For every n ≥ 0, Cn is isomorphic to Mdpn(C)⊗ C0. The isomorphism is given by
the map φn where
φn(eα,β ⊗ a) = uαau∗β
for a ∈ C0 and |α| = |β| = np. In fact,
φn = gn−1(IMdp ⊗ gn−2) · · · (IMdp(n−1) ⊗ g0).
(4) Write ιn for the inclusion of Cn into Cn+1 and
ψn := φ
−1
n+1 ◦ ιn ◦ φn : Mdpn(C)⊗ C0 →Mdp(n+1)(C)⊗ C0.
Then
ψn(eα,β ⊗ uτzlu∗σ) = Σ|ρ|=p−|τ |eατρ,βσρ ⊗ Σ|δ|=|τ |uδzlu∗δ.
(5) For every n ≥ 0 and 1 ≤ i, j ≤ d,
u∗iCnuj ⊆ Cn.
Proof. To prove (1), take uαz
lu∗β ∈ Cn (with np ≤ |α| = |β| < (n + 1)p) and compute
uαz
lu∗β = Σ|γ|=puαuγu
∗
γz
lu∗β = Σ|γ|=puαuγz
lu∗γu
∗
β ∈ Cn+1
since (n+ 1)p ≤ |αγ| = |βγ| < (n+ 2)p.
To prove (2), define gn as the linear map defined by
gn(eγ,ζ ⊗ a) = uγau∗ζ , a ∈ Cn, |γ| = |ζ | = p.
It is straightforward to check that it’s range is contained in Cn+1. It is also clear that
this map is self adjoint. To prove that it is multiplicative, compute (eγ1,ζ1 ⊗ a)(eγ2,ζ2 ⊗
b) = δζ1,γ2eγ1,ζ2 ⊗ ab and gn(eγ1,ζ1 ⊗ a)gn(eγ2,ζ2 ⊗ b) = uγ1au∗ζ1uγ2bu∗ζ2 = δζ1,γ2uγ1abu∗ζ2 =
gn(δζ1,γ2eγ1,ζ2 ⊗ ab). To prove surjectivity, fix uαzlu∗β ∈ Cn+1 (with (n+ 1)p ≤ |α| = |β| <
(n + 2)p). Write α = α′α′′ and β = β ′β ′′ with |α′| = |β ′| = p and |α′′| = |β ′′| = |α| − p.
Then uαz
lu∗β = uα′(uα′′z
lu∗β′′)u
∗
β′ = gn(eα′,β′ ⊗ uα′′zlu∗β′′). Thus gn is surjective.
To prove injectivity, assume that 0 = gn(Σeα,β ⊗ aα,β) = Σuαaα,βu∗β. Thus
Σuαaα,βu
∗
β = 0.
Fix α0 and β0 with |α0| = |β0| = p and multiply this equation on the left by u∗α0 and, on
the right, by uβ0. We get aα0,β0 = 0 for every α0 and β0.
This proves (2) and (3) follows from this.
To prove (4) we have to trace the definitions of the maps involved. From the proof of
(1) we get
ιn(uαz
lu∗β) = Σ|γ|=puαuγz
lu∗γu
∗
β.
Thus
ψn(eα,β ⊗ uτzlu∗σ) = φ−1n+1(ιn(uαuτzlu∗σu∗β)) = φ−1n+1(Σ|γ|=puαuτuγzlu∗γu∗σu∗β).
Now, for every γ with |γ| = p we write γ = ρδ with |ρ| = p− |τ | and |δ| = |τ |. Then we
get
ψn(eα,β ⊗ uτzlu∗σ) = φ−1n+1(Σ|ρ|=p−|τ |,|δ|=|τ |uαuτuρuδzlu∗δu∗ρu∗σu∗β)
= Σ|ρ|=p−|τ |eατρ,βσρ ⊗ Σ|δ|=|τ |uδzlu∗δ.
For (5), it is enough to take a ∈ Cn to be a generator uαzlu∗β with np ≤ |α| = |β| <
(n + 1)p. Assume first that |α| > np. Then we can write α = kα′ and β = lβ ′ for some
k, l and np ≤ |α′| = |β ′| < (n+ 1)p, Then u∗iuαzlu∗βuj = δi,kδj,luα′zlu∗β′ ∈ Cn. Now assume
that |α| = |β| = np and n 6= 0. Then, a similar argument shows that u∗iuαzlu∗βuj =
δi,kδj,luα′z
lu∗β′ and |α′| = |β ′| = np − 1 < np. Thus, in this case u∗iuαzlu∗βuj ∈ Cn−1 ⊆ Cn
(where we used part (1)). To complete the proof we have to show that u∗i z
luj ∈ C0. For
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that, we write u∗i z
luj = Σ|γ|=p−1uγu∗γu
∗
i z
luj = Σ|γ|=p−1uγzlu∗γu
∗
iuj = δi,jΣ|γ|=p−1uγz
lu∗γ ∈
C0.

Since q(D) = ∪Cn = limn→∞(Cn, ιn), we have
Corollary 3.9. Assuming Condition A(p),
q(D) ∼= lim
n→∞
(Mdnp ⊗ C0, ψn).
Since the case where p = 1 (so that Condition A(1) holds) is simpler, we first take care
of this case.
Case I : p = 1
If p = 1, C0 = C∗(z) and
ψn : Mdn(C)⊗ C0 → Md(n+1)(C)⊗ C0
is defined by
ψn(eα,β ⊗ zl) = Σieαi,βi ⊗ zl.
Thus, we have the following.
Corollary 3.10. Assuming Condition A(1),
q(D) ∼= Md∞ ⊗ C∗(z)
where Md∞ is the UHF algebra obtained as a direct limit of the algebras Mdn(C).
It follows that, using this isomorphisms, we can write every closed ideal in q(D) as
Md∞ ⊗ J0 for some closed ideal J0 ⊆ C∗(z).
Lemma 3.11. Assuming Condition A(1), every ideal J in q(D) is invariant in the sense
of Definition 3.1. That is, for every ideal J ⊆ q(D) and every 1 ≤ i, j ≤ d, u∗iJuj ⊆ J .
In fact,
q(F )∗Jq(F ) ⊆ J.
Thus, in this case, q(D) has no non trivial invariant ideals if and only if it has no non
trivial ideals and that is the case if and only if C∗(z) has no non trivial ideals.
If z is a normal operator, this happens if and only if z ∈ CI which is the case if and
only if Zk → λI for some λ ∈ C (and λ 6= 0 by our standing assumptions on {Zk}).
Proof. Let J be an ideal in q(D). We shall show that, for every i, j, u∗iJuj ⊆ J . So,
we fix J and i, j. There is an ideal J0 ⊆ C∗(z) such that J is generated by elements
of the form a = uαu
∗
βc where |α| = |β| and c ∈ C∗(z). If |α| = |β| = 0 then a = c
and u∗iauj = u
∗
i cuj = u
∗
iujc = δi,jc ∈ J . Suppose now that 0 < |α| = |β| and consider
u∗i (uαu
∗
βc)uj. This would be different from 0 only if α = iα0 and β = jβ0 for some words
α0, β0. In this case,
u∗i (uαu
∗
βc)uj = uα0u
∗
β0
c ∈ J
completing the proof of invariance of J . For the last statement of the lemma it is clear
that, if z is a normal operator and C∗(z) has no closed non trivial ideals then sp(z) should
be a single point.

Case II: p > 1
For p > 1, we cannot write ψn = tn ⊗ idC0 where tn : Mdpn → Mdp(n+1) and, thus, we
cannot conclude that q(D) ∼= Md∞ ⊗ C0. We will have to look closer at the structure of
C0.
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Definition 3.12. A family {tα,β}|α|=|β|=n in a unital C∗-algebra is called a family of Mdn-
matrix units if, for every |α| = |β| = |σ| = |τ | = n, tα,βtσ,τ = δβ,σtα,τ , t∗α,β = tβ,α and
Σ|γ|=ntγ,γ = I.
Clearly, the family {uαu∗β : |α| = |β| = n} is a family of Mdn-matrix units. The proof
of the following lemma is straightforward and is omitted.
We write ξm for the word of length m, ξm = 11 . . . 1 (m times).
Lemma 3.13. If A is a unital C∗-algebra that contains a family of Mdn-matrix units
then A is isomorphic to Mdn ⊗ (tξn,ξnAtξn,ξn) where the isomorphism τ : A → Mdn ⊗
(tξn,ξnAtξn,ξn) is given by τ(a) = Σ|α|=|β|=neα,β⊗tξn,αatβ,ξn. Also, τ−1(eα,β⊗a) = tα,ξnatξn,β.
For simplicity, we write q = p− 1.
In our notation here, we write C00 = uξqu∗ξqC0uξqu∗ξq and then, by the lemma (using
tα,β = uαu
∗
β), we get
C0 ∼= Mdq ⊗ C00
where the isomorphism τ : C0 →Mdq ⊗ C00 is
τ(a) = Σ|α|=|β|=qeα,β ⊗ uξqu∗αauβu∗ξq
for a ∈ C0 and
τ−1(eα,β ⊗ b) = uαu∗ξqbuξqu∗β
for b ∈ C00.
Using (3.3), we get
Lemma 3.14.
C00 = C∗({uξmcuξq−mu∗ξq : c ∈ C∗(z) 0 ≤ m ≤ q })
(where uξ0 is I).
Proof. C0 is generated by uαcu∗β for 0 ≤ |α| = |β| ≤ q and c ∈ C∗(z). Fix such a generator
and write m = |α| = |β|. Using the definition of C00, we look at uξqu∗ξquαcu∗βuξqu∗ξq . Now,
u∗ξquα = u
∗
ξq−m
u∗ξmuα and this is 0 unless α = ξm and, in this case, it is equal to u
∗
ξq−m
.
So we can replace uξqu
∗
ξq
uα by uξqu
∗
ξq−m
. Similarly, u∗βuξqu
∗
ξq
can be replaced by uξq−mu
∗
ξq
.
Thus we now consider uξqu
∗
ξq−m
cuξq−mu
∗
ξq
. Writing uξq = uξmuξq−m and using Lemma 3.6
we compute uξqu
∗
ξq−m
cuξq−mu
∗
ξq
= uξmuξq−mu
∗
ξq−m
cuξq−mu
∗
ξq
= uξmcuξq−mu
∗
ξq−m
uξq−mu
∗
ξq
=
uξmcuξq−mu
∗
ξq
, and we are done. 
Computed on the generators of C0, we have, for 0 ≤ |ρ| = |σ| = m ≤ q = p − 1 and
c ∈ C∗(z), τ(uρcu∗σ) = Σ|α|=|β|=qeα,β ⊗ uξqu∗αuρcu∗σuβu∗ξq . Now, u∗σuβ = u∗αuρ = 0 unless
α = ρα′ and β = σβ ′ (for some α′, β ′ with |α′| = |β ′| = q−m) and, in this case, u∗σuβ = uβ′
and u∗αuρ = uα′. We also have uξq = uξmuξq−m. Thus τ(uρcu
∗
σ) = Σ|α′|=|β′|=q−meρα′,σβ′ ⊗
uξm(uξq−mu
∗
α′)cuβ′u
∗
ξq
. But (uξq−mu
∗
α′)cuβ′ = c(uξq−mu
∗
α′)uβ′ and u
∗
α′uβ′ = 0 unless α
′ = β ′
and u∗α′uα′ = I. Thus, finally, we have
(3.4) τ(uρcu
∗
σ) = Σ|α′|=q−meρα′,σα′ ⊗ uξmcuξq−mu∗ξq .
It will also be useful to compute what τ−1 does to the generators of Mdq ⊗ C00. When
c ∈ C∗(z) , |α| = |β| = q and 0 ≤ m ≤ q, we have τ−1(eα,β ⊗ uξmcuξq−mu∗ξq) =
uαu
∗
ξq
uξmcuξq−mu
∗
ξq
uξqu
∗
β = uαu
∗
ξq−m
cuξq−mu
∗
β, since u
∗
ξq
= u∗ξq−mu
∗
ξm
and u∗ξmuξm = I. Fi-
nally, since uξq−m = u
∗
ξm
uξq , we can write
(3.5) τ−1(eα,β ⊗ uξmcuξq−mu∗ξq) = (uαu∗ξq)(uξmcu∗ξm)(uξqu∗β).
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Lemma 3.15. Let τ be as above and write
τ˜n = idMdpn ⊗ τ : Mdpn ⊗ C0 →Mdpn ⊗Mdp−1 ⊗ C00 ∼= Mdpn+p−1 ⊗ C00
and ψ˜n = τ˜n+1 ◦ ψn ◦ τ˜−1n : Mdpn+p−1 ⊗ C00 → Mdpn+2p−1 ⊗ C00. Then, for B ∈ Mdpn,
eγ,δ ∈Mdq and a ∈ C00,
(3.6) ψ˜n(B ⊗ eγ,δ ⊗ a) = B ⊗ eγ,δ ⊗ (Σ|ρ|=peρ,ρ)⊗ a.
Proof. Recall that we write q for p − 1. It is enough to prove it for B = eα,β (with
|α| = |β| = pn) and a = uξmcuξq−mu∗ξq where 0 ≤ m ≤ q and c ∈ C∗(z). Thus, we shall fix
such α and β and c ∈ C∗(z) and prove
ψ˜n(eα,β ⊗ eγ,δ ⊗ uξmcuξq−mu∗ξq) = Σ|γ|=peαγρ,βδρ ⊗ uξmcuξq−mu∗ξq .
Indeed,
ψ˜n(eα,β ⊗ eγ,δ ⊗ uξmcuξq−mu∗ξq) = τ˜n+1(ψn(eα,β ⊗ (uγu∗ξq)(uξmcu∗ξm)(uξqu∗δ)))
= τ˜n+1(ψn(eα,α ⊗ uγu∗ξq)ψn(eα,β ⊗ uξmcu∗ξm)ψn(eβ,β ⊗ uξqu∗δ))
= τ˜n+1((Σieαγi,αξqi ⊗ I)(Σ|ρ|=p−meαξmρ,βξmρ ⊗ Σ|σ|=muσcu∗σ)(Σjeβξqj,βδj ⊗ I))
= τ˜n+1(Σi,j,|ρ|=p−meαγi,αξqieαξmρ,βξmρeβξqj,βδj ⊗ Σ|σ|=muσcu∗σ)
= τ˜n+1(Σieαγi,βδi ⊗ Σ|σ|=muσcu∗σ).
For the last equality we used the fact that, for the product of the matrix units to be non
zero we need ξqi = ξmρ = ξqj and it follows that i = j and ρ = ξq−mi. Now,
τ˜n+1(Σieαγi,βδi ⊗ Σ|σ|=muσcu∗σ) = Σieαγi,βδi ⊗ τ(Σ|σ|=muσcu∗σ).
We have τ(uσcu
∗
σ) = Σ|α′|=q−meσα′,σα′ ⊗ uξmcuξq−mu∗ξq and, thus, we get Σieαγi,βδi ⊗
(Σ|σ|=mΣ|α′|=q−meσα′,σα′ ⊗ uξmcuξq−mu∗ξq) = Σi,|σ′|=qeαγiσ′,βδiσ′ ⊗ uξmcuξq−mu∗ξq . Write a =
uξmcuξq−mu
∗
ξq
and iσ′ = ρ and note that then eαγiσ′,βδiσ′ ⊗ a = eα,β ⊗ eγ,δ ⊗ eρ,ρ ⊗ a to get
the desired result.

Corollary 3.16. Assume that Condition A(p) holds. Then
q(D) ∼= Md∞ ⊗ C00
where Md∞ is the UHF algebra obtained as a direct limit of the algebras Mdn(C).
4. Examples
In this section we assume that d = 2 and Condition A(2) holds so that q(D) ∼= M2∞⊗C00
where C00 = C∗({c1u1u∗1, u1c2u∗1 : c1, c2 ∈ C∗(z) }). Note that it is a C∗-algebra with unit
u1u
∗
1.
It will be convenient to write Il for the identity matrix of size 2
l × 2l. (Recall that Zk
is a 2k × 2k matrix, as d = 2 here).
Fix N ∈ N and A,B ∈ M2N (C) such that A and B are positive and invertible. Define
Z = {Zk} by setting Zk = I for k < N , ZN = A, ZN+1 = B ⊕ B = I1 ⊗ B ∈ M2(N+1)(C)
and, for m > 2, ZN+m = I2 ⊗ ZN+m−2. Then, Condition A(2) is clearly satisfied.
Lemma 4.1. With the set up as above we get, for every k ≥ N + 1 (and l = k−N − 1),
(i) If l is even,
PkS1S
∗
1ZPk = e1,1 ⊗ Il ⊗B
and
PkS1ZS
∗
1Pk = e1,1 ⊗ Il ⊗ A.
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(ii) If l is odd,
PkS1S
∗
1ZPk = e1,1 ⊗ Il ⊗A
and
PkS1ZS
∗
1Pk = e1,1 ⊗ Il ⊗ B.
(iii) For every k ≥ N + 1,
PkS1S
∗
1Pk = e1,1 ⊗ Il ⊗ IN .
It follows that, for every (non commutative) polynomial p(x, y, z), the following are equiv-
alent
(1) p(A,B, I) = p(B,A, I) = 0.
(2) Pkp(S1S
∗
1Z, S1ZS
∗
1 , S1S
∗
1)Pk = 0 for every k ≥ N + 1.
(3) Pkp(S1ZS
∗
1 , S1S
∗
1Z, S1S
∗
1)Pk = 0 for every k ≥ N + 1.
(4) p(u1u
∗
1z, u1zu
∗
1, u1u
∗
1) = 0.
(5) p(u1zu
∗
1, u1u
∗
1z, u1u
∗
1) = 0.
Proof. We will first prove (i). The proof of (ii) and (iii) is similar and is omitted. To
prove (i), we assume that l is even (so that k − N is odd) and we apply the right hand
side to en1 ⊗ · · · ⊗ enk .
PkS1S
∗
1ZPk(en1 ⊗ · · · ⊗ enk) = PkS1S∗1(Il+1 ⊗ B)(en1 ⊗ · · · ⊗ enk)
= PkS1S
∗
1(en1⊗· · ·⊗enl+1⊗B(enl+2⊗· · ·⊗enk)) = δn1,1e1⊗en2⊗· · ·⊗enl+1⊗B(enl+2⊗· · ·⊗enk)
= (e1,1 ⊗ Il ⊗ B)(en1 ⊗ · · · ⊗ enk).
Also,
PkS1ZS
∗
1Pk(en1 ⊗ · · · ⊗ enk) = PkS1ZS∗1(en1 ⊗ · · · ⊗ enk) = δn1,1PkS1Z(en2 ⊗ · · · ⊗ enk)
= δn1,1PkS1(Il ⊗ A)(en2 ⊗ · · · ⊗ enk) = δn1,1PkS1(en2 ⊗ · · · ⊗ enl+1 ⊗A(enl+2 ⊗ · · · ⊗ enk))
= δn1,1e1 ⊗ en2 ⊗ · · · ⊗ enl+1 ⊗ A(enl+2 ⊗ · · · ⊗ enk) = (e1,1 ⊗ Il ⊗A)(en1 ⊗ · · · ⊗ enk).
We now turn to prove the equivalence of (1)-(5).
Assume (1) holds. Then, for every k = N + 1 + 2m (that is, l = 2m is even),
Pkp(S1S
∗
1Z, S1ZS
∗
1 , S1S
∗
1)Pk = e1,1 ⊗ I2m ⊗ p(B,A, I) = 0 (using (i) and the assump-
tion that (1) holds). Similarly, for k = N + 2m (that is, l = 2m − 1 is odd), we use (ii)
to get Pkp(S1S
∗
1Z, S1ZS
∗
1 , S1S
∗
1)Pk = e1,1 ⊗ I2m−1 ⊗ p(A,B, I) = 0. Thus, (1) implies (2).
The arguments above can be reversed to show that, in fact, (1) and (2) are equivalent.
The proof that (1) and (3) are equivalent is almost identical and is omitted.
Since p(u1u
∗
1z, u1zu
∗
1, u1u
∗
1) = q(p(S1S
∗
1Z, S1ZS
∗
1 , S1S
∗
1)), (4) is saying that p(S1S
∗
1Z, S1ZS
∗
1 , S1S
∗
1)
is compact and this is equivalent to
(4.1) lim
k
‖Pk(p(S1S∗1Z, S1ZS∗1 , S1S∗1))Pk‖ = 0.
It is now clear that (2) implies (4) (and, therefore, (1) implies (4)). To show that (4)
implies (1), assume that (4.1) holds. But then, by considering a subsequence,
lim
m
‖PN+1+2m(p(S1S∗1Z, S1ZS∗1 , S1S∗1))PN+1+2m‖ = 0.
But this implies that p(B,A, I) = 0. Similarly, for the subsequence {N + 2m}, we get
p(A,B, I) = 0 , completing the proof that (4) is equivalent to (1). The proof that (5) is
equivalent to (1) is almost identical.

Lemma 4.2. If A,B commute then zu1u
∗
1 commutes with u1zu
∗
1 and, thus, C00 is com-
mutative.
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Proof. It follows from Lemma 4.1 that, for every k > N + 1, PkS1S
∗
1ZPk commutes with
PkS1ZS
∗
1Pk if A and B commutes. Thus zu1u
∗
1 commutes with u1zu
∗
1.

Lemma 4.3. Let A,B be as above and A˜, B˜ be two selfadjoint matrices in Mn(C) for
some n ≥ 1 such that, for every polynomial p(x, y, z),
(4.2) p(A,B, I) = p(B,A, I) = 0 ⇐⇒ p(A˜, B˜, I) = p(B˜, A˜, I) = 0.
(Possibly A = A˜ and B = B˜). Then the following are equivalent.
(1) There is a (unital) isomorphism φ : C∗(A˜, B˜, I) → C00 such that φ(A˜) = u1u∗1z
and φ(B˜) = u1zu
∗
1.
(2) There is a (unital) isomorphism φ : C∗(A˜, B˜, I) → C00 such that φ(B˜) = u1u∗1z
and φ(A˜) = u1zu
∗
1.
(3) For every polynomial p(x, y, z), p(A˜, B˜, I) = 0 if and only if p(B˜, A˜, I) = 0.
Proof. We prove the equivalence of (1) and (3). The proof of the equivalence of (2) and
(3) is similar (or follows by symmetry).
To prove that (1) implies (3), assume that (1) holds. If p(A˜, B˜, I) = 0 then it follows
from (1) that p(u1u
∗
1z, u1zu
∗
1, u1u
∗
1) = 0. But, using the equivalence of (4) and (5) in
Lemma 4.1, we get p(u1zu
∗
1, u1u
∗
1z, u1u
∗
1) = 0 and, using (1) again, we get p(B˜, A˜, I) = 0.
A similar argument proves the converse.
Now assume (3). Since C∗(A˜, B˜, I) is finite dimensional and A˜, B˜ are selfadjoint, what
we need to show is that such φ is well defined and injective (surjectivity is clear). But
this means that, for every polynomial p, p(A˜, B˜, I) = 0 (and, therefore, by (3), also
p(B˜, A˜, I) = 0) if and only if p(u1u
∗
1z, u1zu
∗
1, I) = 0. But, p(A˜, B˜, I) = 0 if and only
if p(A˜, B˜, I) = p(B˜, A˜, I) = 0 (by (3)) and, by (4.2), this is equivalent to p(A,B, I) =
p(B,A, I) = 0. By Lemma 4.1, this is equivalent to p(u1u
∗
1z, u1zu
∗
1, I) = 0.

Corollary 4.4. In the setup of this section, C00 is a finite dimensional C∗-algebra.
Proof. Take A˜ = A ⊕ B and B˜ = B ⊕ A. They satisfy (3) of Lemma 4.3 and it follows
that C00 ∼= C∗(A˜, B˜, I). 
Example 4.5. Let N = 1 and A,B the two positive 2 × 2 matrices B =
(
2 1
1 2
)
and
A =
(
3 0
0 1
)
. We will show that Condition (3) of Lemma 4.3 holds and C∗(A,B, I) =
M2, consequently, C00 ∼= M2 and q(D) ∼= M2∞ and it has no non trivial ideals.
To see this, set W = 1√
2
(
1 1
1 −1
)
. Then W is a selfadjoint unitary and a simple
computation shows that WAW ∗ = B and WBW ∗ = A. Thus, for a polynomial p(x, y, z),
Wp(A,B, I)W ∗ = p(B,A, I) and condition (3) of Lemma 4.3 follows. Thus, there is a
(unital) isomorphism φ : C∗(A,B, I)→ C00 such that φ(A) = u1u∗1z and φ(B) = u1zu∗1.
Now, write A = C∗(A,B, I) ⊆ M2 and let ei,j be the matrix units in M2. Then
e1,1 =
1
2
(A−I) ∈ A, e2,2 = I−e1,1 ∈ A, e1,2 = e1,1(B−2I) ∈ A and e2,1 = e∗1,2. Therefore
C∗(A,B, I) = M2.
Example 4.6. Let N = 1, A =
(
1 0
0 2
)
and B =
(
2 0
0 1
)
. Condition (3) of
Lemma 4.3 clearly holds and, thus, C00 ∼= C2. In fact, there is a (unital) isomorphism
φ : C∗(A,B, I)→ C00 such that φ(A) = u1u∗1z and φ(B) = u1zu∗1. Consequently, q(D) ∼=
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M2∞⊗C2 and it has 2 non trivial ideals. We will show that these ideals are not invariant,
so, it does not have a non trivial invariant ideals.
Write {e1, e2} for the standard basis of C2. Then C2 has 2 non trivial ideals J1 = Ce1
and J2 = Ce2. Since φ(e1) = φ(−13A + 23B) = −13u1u∗1z + 23u1zu∗1 and φ(e2) = φ(23A −
1
3
B) = 2
3
u1u
∗
1z − 13u1zu∗1, the corresponding ideals in M2 ⊗ C00 are M2 ⊗ (2u1zu∗1 − u1u∗1z)
and M2 ⊗ (2u1u∗1z − u1zu∗1). By applying τ−1, we get, in C0, the ideals
J1 = τ
−1(M2 ⊗ (2u1zu∗1 − u1u∗1z)) = spank,lτ−1(ek,l ⊗ (2u1zu∗1 − u1u∗1z))
= spank,luku
∗
1(2u1zu
∗
1 − u1u∗1z)u1u∗l = spank,l(2ukzu∗l − uku∗l z)
and
J2 = τ
−1(M2 ⊗ (2u1u∗1z − u1zu∗1)) = spank,lτ−1(ek,l ⊗ (2u1u∗1z − u1zu∗1))
= spank,luku
∗
1(2u1u
∗
1z − u1zu∗1)u1u∗l = spank,l(2uku∗l z − ukzu∗l )
. Now, fix 1 ≤ m, j ≤ 2 and consider u∗mJiuj. Note that u∗mC0uj ⊆ C0. In fact,
u∗muku
∗
l uj = δk,mδj,lI, u
∗
muku
∗
l zuj = δk,mu
∗
l zuj = δk,mΣn,tu
∗
l utunzu
∗
nu
∗
tuj = δk,mδj,lΣnunzu
∗
n
and u∗mukzu
∗
l uj = δm,kδj,lz.
Thus
u∗mJ1uj = spank,l(2δk,mδj,lΣnunzu
∗
n − δm,kδj,lz) = C(2z − Σnunzu∗n)
and
u∗mJ2uj = spank,l(2δk,mδj,lΣnunzu
∗
n − δm,kδj,lz) = C(2Σnunzu∗n − z).
In order to apply τ , we note that τ(z) = I ⊗ zu1u∗1 and τ(Σnunzu∗n) = I ⊗ u1zu∗1. Thus
τ(u∗mJ1uj) = C(I ⊗ (2zu1u∗1 − u1zu∗1)) *M2 ⊗ (2u1zu∗1 − zu1u∗1) = τ(J1)
τ(u∗mJ2uj) = C(I ⊗ (2u1zu∗1 − zu1u∗1)) *M2 ⊗ (2u1u∗1z − u1zu∗1) = τ(J2).
Thus, for every ideal J of C0 and every m, j, u∗mJuj * J .
Example 4.7. Let N = 1, A = 3I and B =
(
3 0
0 1
)
. Condition (3) of Lemma 4.3
does not hold for A,B but it does hold for A˜, B˜ where
A˜ =

 3 0 00 3 0
0 0 1

 , B˜ =

 3 0 00 1 0
0 0 3


and, thus, C00 ∼= C3. In fact, there is a (unital) isomorphism φ : C∗(A˜, B˜, I) → C00 such
that φ(A˜) = u1u
∗
1z and φ(B˜) = u1zu
∗
1. Consequently, q(D) ∼= M2∞ ⊗ C3.
Each non trivial ideal in C3 is Cei + Cej for some 1 ≤ i, j ≤ 3. So we now consider
the ideals Cei in C3. Since φ(e1) = 12φ(A˜ + B˜ − 4I) = 12(u1u∗1z + u1zu∗1 − 4u1u∗1),
φ(e2) =
1
2
(3I − B˜) = 1
2
(3u1u
∗
1 − u1zu∗1) and φ(e3) = 12φ(3I − A˜) = 12(3u1u∗1 − u1u∗1z), the
corresponding ideals in M2⊗C00 are M2⊗ (u1u∗1z+u1zu∗1− 4u1u∗1), M2⊗ (3u1u∗1−u1zu∗1)
and M2⊗ (3u1u∗1−u1u∗1z). By applying τ−1, we get the corresponding ideals in C0 and we
write
J1 = τ
−1(M2 ⊗ (u1u∗1z + u1zu∗1 − 4u1u∗1)) = spank,lτ−1(ek,l ⊗ (u1u∗1z + u1zu∗1 − 4u1u∗1))
= spank,luku
∗
1(u1u
∗
1z + u1zu
∗
1 − 4u1u∗1)u1u∗l = spank,l(uku∗l z + ukzu∗l − 4uku∗l ).
J2 = τ
−1(M2 ⊗ (3u1u∗1 − u1zu∗1)) = spank,lτ−1(ek,l ⊗ (3u1u∗1 − u1zu∗1))
= spank,luku
∗
1(3u1u
∗
1 − u1zu∗1)u1u∗l = spank,l(3uku∗l − ukzu∗l ).
J3 = τ
−1(M2 ⊗ (3u1u∗1 − u1u∗1z)) = spank,lτ−1(ek,l ⊗ (3u1u∗1 − u1u∗1z))
= spank,luku
∗
1(3u1u
∗
1 − u1u∗1z)u1u∗l = spank,l(3uku∗l − uku∗l z).
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Now, fix 1 ≤ m, j ≤ 2 and consider u∗mJiuj. Note that u∗mC0uj ⊆ C0. In fact, u∗muku∗l uj =
δk,mδj,lI, u
∗
muku
∗
l zuj = δk,mu
∗
l zuj = δk,mΣn,tu
∗
l utunzu
∗
nu
∗
tuj = δk,mδj,lΣnunzu
∗
n and u
∗
mukzu
∗
l uj =
δm,kδj,lz.
Thus,
u∗mJ1uj = spank,l(δk,mδj,lΣnunzu
∗
n + δm,kδj,lz − δm,kδj,lI) = C(Σnunzu∗n + z − 4I).
u∗mJ2uj = spank,l(δk,mδj,l3I − δm,kδj,lz) = C(3I − z).
u∗mJ3uj = spank,l(δk,mδj,l3I − δk,mδj,lΣnunzu∗n) = C(3I − Σnunzu∗n).
In order to apply τ , we note that τ(I) = I ⊗ u1u∗1, τ(z) = I ⊗ zu1u∗1 and τ(Σnunzu∗n) =
I ⊗ u1zu∗1. Thus
τ(u∗mJ1uj) = C(I ⊗ (u1zu∗1 + zu1u∗1 − 4u1u∗1)) ⊆M2 ⊗ (u1u∗1z + u1zu∗1 − 4u1u∗1)
τ(u∗mJ2uj) = C(I ⊗ (3u1u∗1 − zu1u∗1)) *M2 ⊗ (3u1u∗1 − u1zu∗1)
and
τ(u∗mJ3uj) = C(I ⊗ (3u1u∗1 − u1zu∗1)) * M2 ⊗ (3u1u∗1 − u1u∗1z).
Thus, for every m, j, u∗mJ1uj ⊆ J1 but u∗mJ2uj * J2 and u∗mJ3uj * J3
5. Simplicity
We assume here that Condition A(p) holds for some p > 0. In order to discuss the
simplicity of the C∗-algebra T (Cd, Z)/K in this case, we shall need to analyse the ideals
of q(D).
Proposition 5.1. The following statements are equivalent.
(1) There is a non trivial ideal J in q(D) such that, for every 1 ≤ i, j ≤ d, u∗iJuj ⊆ J .
(2) There is a non trivial ideal J0 in C0 such that for every 1 ≤ i, j ≤ d, u∗iJ0uj ⊆ J0.
(3) There is a non trivial ideal J00 in C00 such that, for every 1 ≤ i, j ≤ d, τ(u∗i τ−1(Mdq⊗
J00)uj) ⊆Mdq ⊗ J00 where τ : C0 →Mdq ⊗ C00 is the isomorphism (see the discus-
sion preceeding Lemma 3.14).
Proof. We start by assuming (2) and write J0 for a non trivial ideal in C0 such that for
every 1 ≤ i, j ≤ d, u∗iJ0uj ⊆ J0. Then τ(J0) is a non trivial ideal of Mdq ⊗ C00. We let
J00 be the (non trivial) ideal in C00 such that τ(J0) = Mdq ⊗ J00. It is then clear that
J00 satisfies (3). Conversely, given J00 as in (3), we set J0 := τ
−1(Mdq ⊗ J00) and get (2).
Thus (2) and (3) are equivalent.
So it is enough to prove that (1) and (2) are equivalent. Assume (1) holds and J is a
non trivial ideal in q(D) such that, for every 0 ≤ i, j ≤ d, u∗iJuj ⊆ J . Then, for every n,
J ∩ Cn is an ideal in Cn such that, for every 0 ≤ i, j ≤ d, u∗i (J ∩ Cn)uj ⊆ J ∩ Cn. Since
J = ∪n(J ∩ Cn), there is some n such that J ∩ Cn is a non trivial ideal of Cn. Fix such n
and write Jn = J ∩ Cn. Since, for every i, j, u∗iCnuj ⊆ Cn (Lemma 3.8(5)), we also have
u∗iJnuj ⊆ Jn.
By applying this pn times we find that, for every α0, β0 such that |α0| = |β0| = pn,
u∗α0Jnuβ0 ⊆ Jn.
Since φn : Mdpn ⊗ C0 → Cn (as in Lemma 3.8) is an isomorphism, there is a non trivial
ideal J0 in C0 such that
Jn = φn(Mdpn ⊗ J0) = Σ|α|=|β|=pnuαJ0u∗β.
Fix α0, β0 such that |α0| = |β0| = pn and then
u∗α0Jnuβ0 = u
∗
α0
(Σ|α|=|β|=pnuαJ0u∗β)uβ0 = J0.
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But, since u∗α0Jnuβ0 ⊆ Jn ⊆ J , we find that J0 ⊆ J and, as J is an ideal,
(5.1) uα0J0u
∗
β0
⊆ J.
We want to show that, for every i, j and a ∈ J0, u∗iauj ∈ J0. So we fix i, j and a ∈ J0.
Take α′, β ′ with |α′| = |β ′| = np−1 and write α = α′i and β = β ′j. Then uiuαu∗iauju∗βu∗j =
uiα′(uiu
∗
i )a(uju
∗
j)u
∗
β′u
∗
j . Since uiu
∗
i and uju
∗
j lie in C0, (uiu∗i )a(uju∗j) ∈ J0 and, thus, using
(5.1) for α0 = iα and β0 = jβ, uiuαu
∗
iauju
∗
βu
∗
j ∈ J . But, then, from the invariance
property of J , u∗i (uiuαu
∗
iauju
∗
βu
∗
j)uj ∈ J . But this is uαu∗iauju∗β = φn(eα,β ⊗ u∗iauj).
Therefore u∗iauj ∈ J0. Since i, j are arbitrary and a is an arbitrary element of J0, (2)
follows.
Now assume (2), that is, there is a non trivial ideal J0 in C0 such that for every 0 ≤
i, j ≤ d, u∗iJ0uj ⊆ J0. For every n ≥ 1, let Jn be the ideal in Cn defined by Jn :=
φn(Mdpn ⊗ J0). Note first that Jn ⊆ Jn+1. If b ∈ Jn then b = φn(Σ|α|=|β|=pneα,β ⊗ aα,β) =
Σ|α|=|β|=pnuαaα,βu∗β for aα,β ∈ J0. But then
b = Σ|α|=|β|=pn,|γ|=|δ|=puαγu∗γaα,βuδu
∗
βδ
Applying successively the invariance assumption of J0, we get u
∗
γaα,βuδ ∈ J0. Thus
b = Σ|α|=|β|=pn,|γ|=|δ|=puαγcα,γ,β,δu∗βδ
for some cα,γ,β,δ ∈ J0. It follows that b ∈ Jn+1.
Now, we write J = ∪nJn and J is an ideal in q(D). To show that J has the invariance
property of (1), it suffices to show that, for every n, i, j, u∗iJnuj ⊆ Jn.
So, we fix i, j, n and b ∈ Jn. Then b = Σ|α|=|β|=pnuαaα,βu∗β for aα,β ∈ J0 and
u∗i buj = Σ|α|=|β|=pnu
∗
iuαaα,βu
∗
βuj.
We can assume that all α, β appearing in this sum satisfy α = iα′ and β = jβ ′ for some
α′, β ′ with |α′| = |β ′| = pn − 1 (otherwise, the corresponding summand is 0). Thus, we
can write u∗iuα = uα′ and u
∗
βuj = u
∗
β′ and get
u∗i buj = Σ|α′|=|β′|=pn−1uα′aα,βu
∗
β′ = Σ|α′|=|β′|=pn−1,k,luα′uku
∗
kaα,βulu
∗
l u
∗
β′
= Σ|α′|=|β′|=pn−1,k,luα′k(u∗kaα,βul)u
∗
β′l.
Since u∗kaα,βul ∈ J0 (as we assume that (2) holds) and |α′k| = |β ′l| = pn, u∗i buj ∈ Jn and
this proves (1).

In order to discuss the simplicity of the algebra T (Cd, Z)/K we need first the following
definition.
Definition 5.2. Let X be a C∗-correspondence over a unital C∗-algebra A. We say that
it is minimal if there are no non trivial ideals J ⊆ A such that 〈X, JX〉 ⊆ J . It is said
to be nonperiodic if X⊗n and A are isometric (that is, there is a unitary map from X⊗n
onto A) only if n = 0.
The following theorem was proved by J. Schweizer [7, Theorem 3.9].
Theorem 5.3. Let X be a full C∗-correspondence over a unital C∗-algebra A. Then the
Cuntz-Pimsner algebra O(X,A) is simple if and only if X is minimal and nonperiodic.
Using Proposition 3.4 , we get the following.
Theorem 5.4. If d > 1 and Condition A(p) holds for some p > 0, then the C∗-algebra
T (Cd, Z)/K is simple if and only if the equivalent conditions of 5.1 do not holds.
If d = 1 and Condition A(p) holds (so that z commutes with up) then the C∗-algebra
T (Cd, Z)/K is not simple.
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Observe that the case d = 1 in this theorem follows also from [2, Proposition 2.2].
Using our analysis of Example 4.5, Example 4.6 and Example 4.7 and using Lemma 3.11,
we get
Corollary 5.5. Suppose d > 1. The algebras T (Cd, Z)/K of Example 4.5 and of Exam-
ple 4.6 are simple while the algebra of Example 4.7 is not.
Also, when Condition A(1) holds, the algebra T (Cd, Z)/K is simple if and only if C∗(z)
has no non trivial ideals.
If z is a normal operator, this happens if and only if z ∈ CI which is the case if and
only if Zk → λI for some λ ∈ C. (Note that, when Zk = I for all k, the algebra is the
Cuntz algebra Od).
6. ∗-Representations of T /K
The main theorem of this section is the following.
Theorem 6.1. Suppose Condition A(p) holds, {Ui}1≤i≤d is a Cuntz family (in B(H)),
R ∈ B(H) is a invertible operator that commutes with Uα and with U∗α for all words α of
length p. Then the following are equivalent.
(1) There is a ∗-representation π of T /K on H such that π(ui) = Ui for 1 ≤ i ≤ d
and π(z) = R.
(2) There is a ∗-representation π00 of C00 onH such that (in the notation of Lemma 3.14),
π00(uξmf(z)uξq−mu
∗
ξq
) = Um1 f(R)U
q−m
i U
∗q
1
for every polynomial f and 0 ≤ m ≤ q = p− 1.
Of course, if z is assumed positive (as we can, by Lemma 2.3), then we might take R to
be positive and then the requirement that it commutes with U∗α is redundant.
Proof. It is clear that (1) implies (2). To prove the other direction we assume that {Ui}
and R are as in the statement of the theorem and (2) holds. Then, we proceed in two
steps.
First, we show that there is a ∗-representation σ of q(D) on H such that, for the
generators (see Lemma 3.7) we have σ(uαz
mu∗β) = UαR
mU∗β for |α| = |β|.
Then, we define a linear map T : q(F )→ B(H) by T (Σiuidi) = ΣiUiσ(di), for di ∈ q(D).
(Note that, by Lemma 2.9, q(F ) = Σuiq(D)). Then we show that the pair (σ, T ) induces
a ∗-representation of the Cuntz-Pimsner algebra O(q(D), q(F )) (which is isomorphic to
T /K).
Since {Ui} is a Cuntz family, we shall repeatedly use the following (which also hold for
{ui} by Lemma 2.8).
(i) For words α, β of the same length, U∗αUβ = δα,β
(ii) For every n > 0, Σ|α|=nUαU∗α = I.
Now we turn to the proof of the first step (the existence of σ as above).
We are given a ∗-representation π00 of C00 onH such that (in the notation of Lemma 3.14),
π00(uξmf(z)uξq−mu
∗
ξq
) = Um1 f(R)U
q−m
1 U
∗q
1
for every polynomial f and 0 ≤ m ≤ q = p− 1.
Note that, for every a ∈ C00, a = uξqu∗ξqauξqu∗ξq . Since π00(uξqu∗ξq) = U q1U q∗1 , we have
that π00 is in fact a representation of C00 on U q1U q∗1 H . Using Lemma 3.13 (with uαu∗β in
place of tα,β) and the discussion following it, we can write every b ∈ C0 as
b = τ−1(Σ|α|=|β|=qeα,β ⊗ aα,β) = Σ|α|=|β|=quαu∗ξqaα,βuξqu∗β
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for some {aα,β : |α| = |β| = q} ⊆ C00 and b = 0 only if aα,β = 0 for all α, β. Therefore, we
can define σ0 on C0 by
(6.1) σ0(Σ|α|=|β|=quαu∗ξqaα,βuξqu
∗
β) = Σ|α|=|β|=qUαU
∗q
1 π00(aα,β)U
q
1U
∗
β .
Then σ0 is well defined (as Σ|α|=|β|=quαu∗ξqaα,βuξqu
∗
β = 0 only if all aα,β are 0) and is clearly
selfadjoint. To show that it is a ∗-representation, it is left to prove that it is multiplicative.
But
bb′ = (Σ|α|=|β|=quαu∗ξqaα,βuξqu
∗
β)(Σ|θ|=|γ|=quθu
∗
ξq
a′θ,γuξqu
∗
γ) = Σ|α|=|β|=|γ|=quαu
∗
ξq
aα,βa
′
β,γuξqu
∗
γ
since uξqu
∗
βuθu
∗
ξq
= δθ,βuξqu
∗
ξq
and uξqu
∗
ξq
a = a for every a ∈ C00. Applying σ0 we get
σ0(bb
′) = Σ|α|=|β|=|γ|=qUαU
∗q
1 π00(aα,βa
′
β,γ)U
q
1U
∗
γ .
But, since U q1U
∗
βUθU
∗q
1 = δθ,βU
q
1U
∗q
1 and U
q
1U
∗q
i π00(a) = π(a) for every a ∈ C00, we get
σ0(bb
′) = (Σ|α|=|β|=qUαU
∗q
1 π00(aα,β)U
q
1U
∗
β)(Σ|θ|=|γ|=qUθU
∗q
1 π00(a
′
θ,γ)U
q
1U
∗
γ ) = σ0(b)σ0(b
′).
Thus σ0 is a representation of C0 on H . Note that, for every a ∈ C00 and |α| = |β| = q,
we have
(6.2) σ0(uαu
∗
ξq
auξqu
∗
β) = UαU
∗q
1 π00(a)U
q
1Uβ .
Thus, for l ≥ 0 and 0 ≤ |α| = |β| < p,
(6.3) σ0(uαz
lu∗β) = σ0(uαu
∗
ξq
uξqz
lu∗ξquξqu
∗
β) = UαU
∗q
1 (U
q
1R
lU∗q1 )U
q
1Uβ = UαR
lU∗β .
In particular
σ0(z) = R.
Next, for every n > 0 we define a ∗-representation of Cn on H . To do this, note that it
follows from Lemma 3.8 (3) that every b ∈ Cn can be written uniquely as
b = Σ|α|=|β|=pnuαaα,βu∗β
for some {aα,β} in C′. Thus, we define σn on Cn by
σn(Σ|α|=|β|=pnuαaα,βu∗β) = Σ|α|=|β|=pnUασ0(aα,β)U
∗
β .
It is clear that σn is well defined and selfadjoint. The proof that it is multiplicative
proceeds along the same lines as the proof above that σ0 is multiplicative and is omitted.
Recall (Equation 3.2) that Cn is generated by {uαzlu∗β : l ≥ 0, np ≤ |α| = |β| <
(n + 1)p }. Given α, β with np ≤ |α| = |β| < (n + 1)p, we can write uα = uα′uγ, uβ =
uβ′uθ where |α′| = |β ′| = np and 0 ≤ |γ| = |θ| < p. It follows that uγzlu∗θ ∈ C0 and
uαz
lu∗β = uα′uγz
lu∗θu
∗
β′.
Thus σn(uαz
lu∗β) = σn(uα′(uγz
lu∗θ)u
∗
β′) = Uα′σ0(uγz
lu∗θ)U
∗
β′ and, using Equation 6.3, we
have, for np ≤ |α| = |β| < (n+ 1)p,
(6.4) σn(uαz
lu∗β) = Uα′UγR
lU∗θU
∗
β′ = UαR
lU∗β .
Recall that, for every n ≥ 0, Cn ⊆ Cn+1 and q(D) = ∪Cn. In order to use the represen-
tations {σn} to define a representation σ on q(D), we need to show that, for every n ≥ 0,
σn+1, restricted to Cn, equals σn.
In Lemma 3.8 (1), we denoted the inclusion of Cn in Cn+1, ιn. Thus, we want to show
that σn+1 ◦ ιn = σn. So, fix uαzlu∗β ∈ Cn (with np ≤ |α| = |β| < (n + 1)p). Then
ιn(uαz
lu∗β) = Σ|γ|=puαuγz
lu∗γu
∗
β and
σn+1 ◦ ιn(uαzlu∗β) = σn+1(Σ|γ|=puαγzlu∗βγ) = Σ|γ|=pUαγRlU∗βγ = Σ|γ|=pUαUγRlU∗γU∗β
= Σ|γ|=pUαUγU∗γR
lU∗β = UαR
lU∗β = σn(uαz
lu∗β)
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where we used the assumption that R commutes with Uγ for |γ| = p.
Thus {σn} defines a unital ∗-representation σ of q(D) = ∪nCn that satisfies
(6.5) σ(uαz
lu∗β) = UαR
lU∗β
for l ≥ 0 and 0 ≤ |α| = |β|.
Now we show that the pair (σ, T ), as defined above, induces a unital ∗-representation
π as in (1).
Thus, we have to show that (σ, T ) satisfies three conditions, listed in the discussion
preceding Lemma 2.11: 1) T : q(F )→ B(H) is a bimodule map (over σ), 2) T preserves
the inner product: T (ξ)∗T (η) = σ(〈ξ, η〉), and 3) (σ, T ) satisfies the covariance condition.
For the bimodule property note that it is immediate that T is a right module map. For
the left module map property we have to show that given d ∈ q(D) and ξ ∈ q(F ), then
T (ϕq(F )(d)ξ) = σ(d)T (ξ). Since every ξ ∈ q(F ) has the form
∑
i uidi, di ∈ q(D), we can
reduce the proof to showing that T (ϕq(F )(d)uidi)) = σ(d)T (uidi) for each fixed i. Using∑
j uju
∗
j = I, we obtaini
T (ϕq(F )(d)uidi) = T (
∑
j
uju
∗
j(ϕq(F )(d)ui)di) =
∑
j
Ujσ(u
∗
jdui)σ(di).
We shall prove that for every i, j and every d ∈ q(D),
σ(u∗jdui) = U
∗
j (σ(d))Uj .
Then we obtain∑
j
Ujσ(u
∗
j(ϕq(F )(d)ui)σ(di) =
∑
j
UjU
∗
j σ(d)Uiσ(di) = σ(d)Uiσ(di).
Hence, T (ϕq(F )(d)uidi) = σ(d)T (uidi) for every d ∈ q(D) and every fixed i, and this will
proves that
T (ϕq(F )(d)ξ) = σ(d)T (ξ).
Thus we have to prove the equality σ(u∗jdui) = U
∗
j (σ(d))Uj. By Lemma 3.7, it is enough
to prove it for d = uαz
mu∗β, where |α| = |β|. We distinguish two cases: |α| = |β| ≥ 1 and
|α| = |β| = 0. If |α| = |β| ≥ 1 then we write α = α1α′ and β = β1β ′, with |α′| = |β ′| =
|α|−1, and we get σ(u∗juαzmu∗βui) = σ(u∗juα1uα′zmu∗β′u∗β1ui) = δα1,jδi,β1σ(uα′zmu∗β′), since
u∗juα1 = δα1,j and u
∗
β1
ui = δi,β1. Hence
σ(u∗juαz
mu∗βui) = δα1,jδi,β1σ(uα′z
mu∗β′) = δα1,jδi,β1Uα′R
mU∗β′ = U
∗
j UαR
mU∗βUi
= U∗j σ(uαz
mu∗β)Ui.
Now, let |α| = |β| = 0. Then we have to show that σ(u∗jzmui) = U∗j σ(zm)Uj . As in the
proof of Lemma 3.8, (5), we can write
u∗jz
mui =
∑
|γ|=q
uγu
∗
γu
∗
jz
mui =
∑
|γ|=q
uγz
mu∗γu
∗
jui = δi,j
∑
|γ|=q
uγz
mu∗γ.
Then, σ(u∗jz
mui) = σ(δi,j
∑
|γ|=q uγz
mu∗γ) = δi,j
∑
|γ|=q UγR
mU∗γ . But the same calcula-
tions in B(H) in the reverse direction give us:
δi,j
∑
|γ|=q
UγR
mU∗γ =
∑
|γ|=q
UγR
mU∗γU
∗
j Ui =
∑
|γ|=q
UγU
∗
γU
∗
jR
mUi = U
∗
j R
mUi = U
∗
j σ(z
m)Ui.
Hence, σ(u∗jz
mui) = U
∗
j σ(z
m)Uj , and this proves that for every d ∈ q(D) and every α, β
with |α| = |β|, holds σ(u∗αduβ) = U∗ασ(d)Uβ.
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For 2), let ξ =
∑
i uidi ∈ q(F ) and η =
∑
i uici ∈ q(F ), di, ci ∈ q(D). Then T (ξ)∗T (η) =
T (
∑
i uidi)
∗T (
∑
i uici) = (
∑
i Uiσ(di))
∗∑
i Uiσ(ci) =
∑
i,j σ(di)
∗U∗i Ujσ(ci). Since U
∗
i Uj =
δi,jI, we get
T (ξ)∗T (η) =
∑
i
σi(di)
∗σ(ci) = σ(
∑
i
d∗i ci).
But σ(
∑
i d
∗
i ci) = σ(
∑
i,j d
∗
iu
∗
iujcj)) = σ((
∑
i uidi)
∗∑
j ujcj) = σ(〈
∑
i uidi,
∑
i uici〉) =
σ(〈ξ, η〉).
For 3), we have seen in Lemma 2.11 that Jq(F ) = q(D). Thus, for d ∈ q(D), σ(1)(ϕq(F )(d)) =
σ(1)(ϕq(F )(d
∑
i uiu
∗
i )) = σ
(1)(
∑
i ϕq(F )((dui)u
∗
i )) = σ
(1)(
∑
i θdui,ui) =
∑
i T (ϕq(F )(d)ui)T (ui)
∗ =∑
i σ(d)T (ui)T (ui)
∗ = σ(d)
∑
i UiU
∗
i = σ(d) where, in the second equality, we used
Lemma 2.7 (2).
Hence, the pair (σ, T ) defines a ∗-representation of T /K on B(H), which is obviusly is
unital since π(I) = σ(I) = I and the proof is complete.

In the following corollaries we demonstrate how this theorem can be applied by consid-
ering several examples.
Corollary 6.2. Suppose Condition A(1) holds and z ≥ 0 (and then, by Lemma 3.10,
C00 = C0 = C∗(z) ∼= C(sp(z))). Then the ∗-representations of T /K are given by a Cuntz
family {Ui}di=1 (in B(H)) and a positive invertible operator R ∈ B(H) that commutes
with every Ui and satisfies sp(R) ⊆ sp(z).
Proof. This follows from Theorem 6.1 together with the fact that a ∗-representation of
C∗(z) ∼= C(sp(z)) is given by sending z to a positive operator whose spectrum is contained
in sp(z). 
Note that, for the unweighted case, z = I and T /K ∼= Od and Corollary 6.2 reduces to
the well known description of the representations of Od.
Corollary 6.3. Let Z be as in Example 4.5. Then the ∗-representations of T /K are given
by a Cuntz family {U1, U2} (in B(H)) and a selfadjoint invertible operator R ∈ B(H) that
commutes with UiUj for all 1 ≤ i, j ≤ 2 and such that the family {fi,j}2i,j=1 defined by
f1,1 :=
1
2
(U1U
∗
1R−U1U∗1 ), f2,2 := U1U∗1 −f1,1, f1,2 := f1,1(U1RU∗1 −2U1U∗1 ) and f2,1 := f ∗1,2
is a family of 2× 2 matrix units in B(U1U∗1H).
Proof. By Theorem 6.1, the representations are given by a Cuntz family {U1, U2} (in
B(H)) and a selfadjoint invertible operator R ∈ B(H) that commutes with UiUj for all
1 ≤ i, j ≤ 2 and gives rise to a ∗-representation π00 of C00. But, as shown in that example,
C00 is isomorphic (via φ) to the algebra C∗(A,B, I) where A,B are as in Example 4.5 .
The isomorphism φ maps A to u1u
∗
1z and B to u1zu
∗
1. Thus the representation π00 ◦ φ
(on U1U
∗
1H) maps A to U1U
∗
1R and B to U1Ru
∗
1. It follows that π00 ◦ φ maps e1,1 to
f1,1 :=
1
2
(U1U
∗
1R−U1U∗1 ), e2,2 into f2,2 := U1U∗1−f1,1, e1,2 into f1,2 := f1,1(U1RU∗1−2U1U∗1 )
and e2,1 into f2,1 := f
∗
1,2. Thus, π00 is well defined if and only if {fi,j} is a family of 2× 2
matrix units in B(U1U
∗
1H).

Corollary 6.4. Let Z be as in Example 4.6. Then the ∗-representations of T /K are given
by a Cuntz family {U1, U2} (in B(H)) and a selfadjoint invertible operator R ∈ B(H) that
commutes with UiUj for all 1 ≤ i, j ≤ 2 and satisfy
(i) sp(U1U
∗
1R) ⊆ {1, 2} (as an operator on U1U∗1H).
(ii) sp(U1RU
∗
1 ) ⊆ {1, 2} (as an operator on U1U∗1H).
(iii) U1U
∗
1R + U1RU
∗
1 = 3U1U
∗
1
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Proof. To analyze the representations of C00 (which is isomorphic to the algebra C2 in
this example) we write π00 for such a representation and get that T1 := π00(φ(e1)) =
−1
3
U1U
∗
1R +
2
3
U1RU
∗
1 and T2 := π00(φ(e2)) =
2
3
U1U
∗
1R − 13U1RU∗1 where e1, e2 are the
generators of C2. Then T1, T2 are projections with T1T2 = 0 and T1 + T2 = U1U∗1 . We
have U1U
∗
1R = 2T1 + T2 and U1RU
∗
1 = 2T1 + T2 so that (i) and (ii) are clear. Since also
U1U
∗
1R + U1RU
∗
1 = 3T1 + 3T2 = 3U1U
∗
1 , we are done.

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