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Classically a spline function is a piecewise polynomial function on some 
interval having a specified number of continuous derivatives. It is now well 
known [2,26] that such functions solve a variety of minimization problems in 
Hilbert space. For example, let H*[a, b] be the space of functions on [a, 61 
with a square integrable second derivative. Under the norm 
11 x 11” = j x(u)~” + / x(b)i* + Sb ( x”(t)/* dt, 
a 
H”[u, b] is a Hilbert space, and the functionals x H x(t) are continuous for 
each t E [a, b]. Let a = ti < t, < ... < t, = b, and f1 ,..., f,, be given. Then 
the natural cubic spline function which interpolates the points (fR , f,J, 




j x”(t)l” dt : s E H’[u, 61, x(tk) = & , 1 < K < $ . 
If we introduce the Hilbert space epimorphism l? : Hs[u, b] +Ls[u, b], by 
R(x) = xn, and the variety V = {X E H2[u, b] : .$tk.) = tl, , 1 < K < n}, then 
the preceding minimization problem becomes 
min{// R(x)11 : x E I’;-. [*I 
Such problems, with R replaced by a more general linear differential operator, 
and I’ replaced by a variety of functions satisfying more involved boundary 
conditions have been extensively studied recently; we may refer to [2, 181 for 
additional details. 
* Presented to tht American Mathematical Society, Atlantic City, January, 1971. 
t Partially supported by grants from the National Science Foundation and the 
Purdue Research Foundation. 
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From now on we will emphasize this variational nature of the spline prob- 
lem by considering further generalizations of problem [*I. Thus, given 
any Hilbert space epimorphism R : X + Y and closed convex set K C X, 
we may pose 
min{/l R(x)11 : N E K]. [**I 
Any solution is called an R-spline interpolant of K, this terminology being 
most natural when K is a linear variety. At this level of generality problem [**I 
has been studied by Atteia [I], Golomb [14], and Laurent [19]. 
Next we observe that problem [ * *] makes perfectly good sense when X and 
Y are merely Banach spaces. Indeed, there are already some instances of this 
in the literature. Thus, in [27] Schoenberg considers a cardinal interpolation 
problem. Here K is a linear variety defined by a sequence of linear functionals 
(point evaluations) and belongs to some Sobolev space EPJ’-cc, co), 
1 <p < cc, while R is the m-th-derivative operator. Also, Mangasarian 
and Schumaker [21] have studied spline problems of the form [**I in the 
spaces wmyp[a, b], 1 <p < cc. Here R is affine with linear part an ordinary 
differential operator and the set K is that portion of a given polyhedron 
which satisfies a given system of differential inequalities. It is of interest to 
recall that their version of [**I can be reformulated and solved as an optimal 
control problem. We further note that some unpublished work of Golomb 
on the Hm*p extension of functions leads to problems of the form [**I. 
Finally, we recall the discussion in [14] concerning optimal approximation 
of sets U C X by “tl-flats,” i.e., linear varieties of codimension 1~. A key step 
in the solution of this problem is the determination of the optimal O-flat, 
which, in the case where U is a “disc” defined by a variety V and operator R 
is exactly the R-spline interpolant of V, i.e., the solution of [**I. 
In this paper we make a theoretical study of problem [**I, restricting 
ourselves for the most part to the special case where K is a linear variety. 
A subsequent paper will be devoted to the case where K is defined by a 
(generally infinite) system of linear inequalities, and so will include the cases 
of polyhedra, balls, cones, etc. The primary aim in this work is to see how 
and in what form the known Hilbert space results persist in a more general 
setting. 
When K is a linear variety the geometry of the spline optimization prob- 
lem [**I may be fruitfully considered from the viewpoint of the theories 
of best approximation and metric projections [15, 161. This is done in Sec- 
tions 1 and 2. The resultant theory and the theory of subgradients lead in 
Section 3 to several characterizations of R-splines, which generalize the 
orthogonality condition (2.4) of [14], valid in Hilbert spaces. To illustrate 
these characterizations we compute a simple R-spline in the space HapP[a, b]. 
In Section 4 we give a convergence theorem for R-splines which generalizes 
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Theorem 7.1 of [ 141, valid in Hilbert space. -Is an example it is shown that 
this theorem leads to a solvability criterion for a system of linear equations, 
which contains a result of Ducateau [7]. Finally, in Section 5 we introduce 
the notion of “relaxed R-spline,” this being essentially a solution of [v*] 
with S replaced by its weak-star closure in X**. Such solutions are shown 
to exist and be sequentially approachable by elements of K under various 
hypotheses. An example is given in Ll[a, b]. 
I. R-SPLINES AND BEST APPROXIMATION 
Let X and Y be two Banach spaces and R : X+ Y a bounded linear 
mapping with nullspace Z(R). Let M be a closed linear subspace of X and I’ 
a flat parallel to M. This means that V is an element of the quotient space 
X/M, that is, V = .‘~a + M for some .‘c,, E X. 
DEFINITION 1.1. N is an R-spline intepolant of V if .I* is a solution of 
min{// R(v)11 : ZI E V]. [**I 
In practice the sense of Definition 1.1 is this. A family P of bounded linear 
functionals is given (that is, F C X*) and M appears as n {Z(f) : f  E F}. 
Also given is a corresponding family (c, : f  EF} of scalars. Suppose that &rO 
solves the system f(x) = C~ , f  EF. Then, depending on the precise inter- 
pretation of the seminorm x w II R(x)11 , an R-spline interpolant of Y is a 
“smoothest” solution of the system f  (x) = c, , f  E F. 
Also, in practice, it frequently happens that dim Z(R) < co, and/or that R 
has closed range (in which case R is said to be normally solvabie), and/or 
that codim M < co. Thus we will feel free to make one or more of these 
assumptions if doing so significantly improves the theory to be developed. 
To connect the theory of R-splines with that of best approximation we first 
recall the following terminology: 
DEFINITION 1.2. Let (I’, d) be a metric space withy,, E E’, NC Y. (a) y is 
a best approximation to y,, from N if y E N and d( y,, , y) = d( yO , N). (b) Let 
PN( y,,) denote the set (possibly void) of all best approximations to y,, from N. 
The set valued map PN : Y + 2” is the metric projection for N. (c) If PN( yO) 
is a singleton set for every yO E Y, then N is a Chebyshev set. 
Chebyshev sets are necessarily closed. In this paper we will only be con- 
cerned with the case where Y is a Banach space and N a linear subspace of Y. 
Numerous concrete examples of Chebyshev subspaces of classical Banach 
spaces are presented in textbooks on approximation theory [4, 291. In a more 
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abstract vein we recall the well-known fact that every (closed) subspace of 
a Banach space Y is a Chebyshev set if and only if Y is reflexive and rotund. 
Now Lindenstrauss has shown [20] that every reflexive space has an equiv- 
alent rotund norm. From this it follows that every reflexive space can be 
renormed so as to be (reflexive and) rotund and so that the new norm differs 
from the original norm by at most E (arbitrary) over any given bounded set 
(such as the unit ball). 
Metric projections have been discussed in [15, 16, 291. In particular, they 
coincide with orthogonal projections when Y is a Hilbert space. 
Now let X, Y, M, R, V = “rs + M be as defined at the beginning of this 
section, and let N = R(M) C I;. 
THEOREM 1.1. An R-spline interpolant of V exists ;f  and only if there 
exists a best approximation to R(x,) from N. In addition an element x0 + m E V 
is an R-spline interpolant of V if and only ;f  R(m) E P,(R(-x,)). 
The proof of this result may safely be omitted. 
In general we do not expect to find best approximations from N unless N 
is closed. Hence the following result is of interest. 
THEOREM 1.2. Assume that R is normally solvable. Then N = R(M) is 
closed in Y if and only if M + Z(R) is closed in X. 
Proof. If N is closed, then R-l(N) = M + Z(R) is closed. The converse 
has been proved by Goldberg [13, p. 1041. An alternative proof of the con- 
verse, due to Golomb and Jerome, was later given in [14, p. 71, for the case 
of Hilbert spaces. 
Remark. In part II of our study of R-splines (cf. Introduction) we show 
that the above criterion for closure of R(M) remains valid for completely 
arbitrary sets MC X, provided that Z(R) satisfies a certain approximation- 
theoretical hypothesis. We also note that, for any MC X, the criterion 
M + Z(R) closed is equivalent to (a) the canonical image of M in X/Z(R) 
is closed; and to (b) whenever a coset x + M is at zero distance from Z(R), 
then the two sets have nonempty intersection. 
In order to discuss the uniqueness question for R-splines we introduce a 
hypothesis [H] : M n Z(R) = {I!?}, w h ere 8 denotes the zero vector in X. 
This condition seems to have first been considered in the spline context by 
Golomb [14, p. 41. Sometimes it is described by saying that M is poised with 
respect to A. When the condition is satisfied, the restriction of R to M (hence 
to V) is injective. 
THEOREM 1.3. There is a unique R-spline interpolant of V if and only if [H] 
holds and there is a unique best approximation, n, say, to R(Q) from N. 
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Proof. .4ny R-spline interpolant of I’ has the form sr, - t/z, where 
R(m) = n, and IN E 11% Assuming [WI, nl is unique and hence so is the 
R-spline. Conversely, if a unique R-spline .V exists, then we know 
PAV(R(,x,,)) + 0. If R(m,) and R(m,) both belong to this set, then N,, - rnl 
and x0 -- me are both R-splines, so m, = ma and P,(R(.vJ) is a singleton. 
Finally, if .T E ill n Z(R), then I + .V is also an R-spline, so .v must be 0 
and [H] holds. 
COROLLARP 1.1. If  N is a Chebyshev set and if condition [H] holds, then 
each JEat parallel to M contains a unique R-spline interpolant. The converse is 
valid when R is surjective. 
Following [14] we can now obtain an explicit formula for the R-spline 
interpolant of V under the assumptions of Corollary 1.1. Let RM denote the 
restriction of R to M. By the open mapping principle R,+, is an isomorphism. 
DEFINITION 1.3. The spline operator S = S(M, R) is the mapping 
I - RG 0 PN 0 R, where I is the identity map on X. 
The point of this definition is 
COROLLARY 1.2. Let x0 E X. Under the assumptions of Corollary 1.1, 
S(x,) is the (unique) R- pl s ine interpolant of the fEat x,, + M. 
When R is surjective the spline operator S is continuous (resp. linear) 
if and only if PN is continuous (resp. linear). Hence in general S is neither 
linear nor continuous. While linear metric projections occasionally occur in 
non-Hilbert spaces, continuous (nonlinear) metric projectories are more 
common. For example, it is well known that every Pnr is continuous when 
Y is uniformly rotund. In fact, weaker assumptions about Y suffice; see [15] 
for a survey of results in this direction. Thus in a fairly large number of 
circumstances (e.g., when Y is an L P or an HnEyp space for 1 <p < 03), 
the spline operator is continuous. -4s will be shown below, it is also an open 
mapping. 
2. THE SPLINE SPACE 
Let x0 E X. We denote by ~(zc,,) the set of all R-spline interpolants of the 
flat V = .T,, + M. The sets 9(x,,) are closed convex subsets of V and are 
bounded exactly when condition [q holds. For we have 
.9(x0) = x0 -t R$(P,v 0 R( - x0)), (2.1) 
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whether or not [H] holds. Hence the first remark follows from the continuity 
of R and the fact that RN(y) is always closed and convex. Now if [H] holds 
and N is closed then RM is an isomorphism; since PN( y) is always a bounded 
set we have .Y(Jc,J bounded also. 
DEFINITION 2.1. The spline space 9’ = Y(M, R) is given by 
SF = u {.!Y(x) : NE x;. 
Thus the spline space consists of all possible R-spline interpolants of flats 
parallel to M. Evidently it contains the null space Z(R). We note that if 44, 
is any set for which X = M + Ml , then 
Y = u (.Y(x) : x E A&}. 
We also note that, under the assumptions of Corollary 1.1, the spline space 
is the image of X under the spline operator: Y = S(X). 
The next result establishes general properties of Y and in particular 
shows that Y is topologically equivalent to a Banach space when PN is 
continuous. We use the notation Ne for (y E Y : 0 E PN(y)}. 
THEOREM 2.1. (a) I f  A is normally solvable then Y is a closed balanced 
subset of X which is a union of one-dimensional subspaces. 
(b) Under the assumptions of Corollary 1.1, M @ Y = X. 
(c) Under the same assumptions together with the continuity of PN , 9 is 
homeomorphic to X/M. 
(d) If N is a Chebyshev set and N@ C R(S), then Y is a linear subspace 
of X if and only if PN is linear. 
Proof. (a) The sets Ne and R(X) n Ne are easily seen to have the pro- 
perties stated in part (a). Now it may be observed that Theorem 1.1 implies 
9 = R-l(R(X) n Ne), (2.2) 
and this suffices for the proof of (a). 
(b) It is to be shown that any N E X can be expressed uniquely as a 
sum x = s + m, where s G Y and m 6 AZ. Clearly the existence of such a 
decomposition follows by taking s E Y(x). Suppose that 
x = s1 + m, = sa + mp , 
where si E Y and mi E M. Then R(s, - sa) = R(s,) - R(s,) E No + No, 
hence R(s, - s2) EN n (Ne +. Ne). Since N is a Chebyshev subspace, 
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R(s, ~ s.,) = 0 (theorem of Ptak and Singer; see [3, p. 331 for a proof). Now 
the s.~ both belong to the same flat parallel to 31. Therefore, R(Q) = R(s,) 
entails s1 = s, , because of condition [HI. Consequently, the x-decomposition 
is unique. 
(c) Since S is constant on flats parallel to ;1J, it defines a bijective map 
SM : X/M-t 9. Now S is continuous (since P,v is), hence standard results 
on identification topologies imply that SM is also continuous [8, p. 1251. It 
remains to prove that SM is open and this will certainly follow if S is open 
[i&d]. But if Qnl : .Y + X/M is the quotient map and 0 C X is open, then 
0 + M = Q&&(O)) is also open. Hence 
S(0) = S(0 n M) = Y n (0 + 31) 
is (relatively) open in 9. 
(d) Since h’e C R(X), (2.2) simplifies to 
.4/’ = R-l(p). (2.3) 
From this it follows that Y is a linear subspace if and only if W is a linear 
subspace. But it is known [16, p. 2331 that the latter condition is equivalent 
to the linearity of PN . 
Apropos Theorem 2.1(d) we should make the following remark about the 
linearity of metric projections. As mentioned earlier, this is an infrequent 
phenomenon in non-Hilbert spaces. Consider, however, the following situa- 
tion. Let (Q, Z, ,u) be a measure space, let -4 E C, and put 
for some p, 1 <p < oz. Then PN(y) = ?/ . XA, (i.e., P, is multiplication 
by the characteristic function of ,4c), and is clearly linear. 
In the present (spline) context, this situation would arise as follows. Let X 
be a Banach space and R : X+LP(&) a bounded linear map. Assume that 
iV C R(X) (N as defined above). For a fixed ;v ED(&) let 
Then the parallel subspace is 
M = {x EX: Rx 1 A = O} and R(M) = N n R(X) = A? 
If R is surjective then the corresponding spline space is linear. 
For the remainder of this section we assume that M has co-dimension 
n < 00, and consider the problem of finding n linearly independent splines 
in .Y. Thus whenever Y I%, M = X and Y is linear, we will have found a 
basis for it. The starting point is some (perhaps arbitrary) basis for 1’11~. 
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We consider two procedures. The first is straightforward. Starting with 
any basis (jr ,...,fn} for Ml, we find the dual basis {x1 + M,..., -v, + M} in 
X/M, and then {S&r, + ill),..., S&r, + M)} = {S(x,),..., S(x,J} is a 
linearly independent set of splines. Of course this procedure requires the 
solution of n individual R-spline problems. By contrast, the alternative 
procedure, to be described next, requires an appropriate renorming of X 
(by means of a “spline norm”) followed by the maximization of n linear 
functionals over the new unit ball. 
DEFINITION 2.2. Let o be an equivalent norm on X. Then, 
(a) The u-norm duakty map J0 is defined on X* by JJ6) = {e} C X, 
and if f # 0, Jo(f) = {x E X : f (x) = u(f) u(x) = u(f)“}. 
(b) u is a spline norm (more precisely, an (Al, R)-spZine norm) provided 
that f E Al implies JJ f) E 9. 
The relevance of a spline norm u to our problem is as follows. Suppose 
that we can inductively construct two sequences { fi ,..., fn} C X* and 
{ 1 ,..., x,} C X SO that Xj E Jc(fj) and fj E {x1 ,..., Xj-.r , M}l; the construction 
igins with any nonzero fi E 111 for which J,(fJ # $3. Then {x1 ,..., xn} is a 
linearly independent set of splines. Indeed, xj E Y since u is a spline norm, 
and (x1 ,..., x,} is linearly independent since the matrix [fi(xj)], being upper 
triangular with diagonal entries u(fi)* # 0, is nonsingular. It remains to see 
how to produce spline norms on X. 
THEOREM 2.2. Assume that N is a Chebyshev set with PN continuous, and 
that condition [H] holds. Let 4 be a monotonic (= absolute) norm on R2, whose 
unit sphere contains no horizontal line segments. Let p be a continuous seminorm 
on X with kernel M. Then u = #( / 1 R( .)I] , p(e)) is a spline norm on X. 
Proof. The triangle inequality for u follows from the monotonicity of 4. 
Further, since ker p C M, if U(X) = 0 then x E M n Z(R) = {e}, and so u 
is a norm. It is clear that u is weaker than I/ . 11 . Now suppose that u(x,) --f 0. 
Then R(x,) + 8 and p(xJ + 0. Use Theorem 2.1(b) to write x, z= s, + m, . 
Then R(s,) + R(m,) - 8, and by applying PN to both sides we see that 
R(m,) - 8. [H] now implies that m, + 0. Next considers,; we have R(s,) -+ B 
and p(s,) = ,D(s~ + m,) = p(Q - 0. S’ mce ker p - ill, p induces a norm on 
X/M which is equivalent to the original norm because of finite dimensionality. 
Hence s, + M-t 8 in X/M. Finally, Theorem 2.1(c) implies 
S - S& + M) ---t 8, n- 
and so u is an equivalent norm on X. 
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iY\‘ow suppose that 0 + f E ,lI and .Y t L( .f). Then 
u(x) .= u(f-‘f(x) == u(f-‘j‘(.Y -- 11~) < u(s - m), vm E :I% 
From this we wish to conclude that R(s) E iV [recall (2.2)]. We have 
4(11 R(x)ll 1 P(4) d Nil WY - m)ll ) P(.V - 4) = #(II 4x - m)ll Y P(4). 
Hence it will suffice to prove that if 0 < a, 6, c and $(a, 6) < $(c, b), then 
(I < c. I f  not, then c < a so (c, 6) ,( (a, 6) and +(c, 6) < $(a, 6). Hence 
$(a, 6) = $(c, 6) = d and +(+(a + c), 6) < d. But then 
whence 
(c, 6) < (+(a + c), 6) < (a, 6) 
a contraction. This completes the proof. 
Remark 2.1. It is known [9, p. 4851 that the family of monotonic norms 
on R2 is in 1 - 1 correspondence with the family of convex nondecreasing 
functions 4 on [0, ok) for which I/J(O) = 1 and f  < #(t) < t + 1. 
Remark 2.2. Suppose that u is a strict spline norm on -X, that is, the 
induced norm on X/M is strictly convex. Then the induced norm on ML 
is Frechet Cl. Working entirely within this space, suppose that we have a 
sequence (fr ,...,fn> such that 6 #fi is a-orthogonal to {fi ,...,fi-i}. I f  
si E JU(fi), then the conditions stated just prior to Theorem 2.2 are satisfied. 
(Strict spline norms can be obtained by the method of Theorem 2.2 if $ is 
strongly monotonic and P(X)’ = Z Ifi(x for some Y, 1 < Y < co). 
Remark 2.3. The question arises in our spline norm approach to the 
construction of linearly independent subsets of Y, whether it is necessary 
to make some special choice of basis for n/r. That is, if (fi ,...,fn} is linearly 
independent in X*, and .x~ E J,,(h), is {x1 ,..., x,> also linearly independent ? 
In particular, it may be asked: If  (X*, u) is smooth (so that J0 is single 
valued), does Jo map linearly independent sets into linearly independent sets ? 
The answer is clearly affirmative if (T is a Hilbert norm. Conversely, 
THEOREM 2.3. Let (X*, U) be smooth and rejexive and huae the property 
that J,, maps independent sets info independent sets. Then (z is a Hilbert norm. 
Proof. I f  the conclusion is invalid, there would be closed subspace 
L C X”, codim L = 2, with LB not a linear subspace (this is a slight extension 
of results of Singer [29, p. 3511). Now JO(Le) = L, which is two-dimensional. 
However, LB must contain three linearly independent vectors. For otherwise, 
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there would be a two-dimensional subspace A with LB C AC X*, and 
L@A=X* (sinceL+Le=X*). NowLn(Le+LB)CLnA=(O},so 
L is a Chebyshev set. Therefore, L @LB = X, hence (1 C LB and Le is a 
subspace, which is a contradiction. 
Remark 2.4. Spline spaces seem to have first been considered by Jerome 
and Schumaker [lg], for the special case where R is a linear differential 
operator acting on H2[a, b], and codim M < co. Under assumption [HI, 
they were able to exhibit a basis for Y by introducing a special (Hilbert) 
spline norm, and taking as the desired basis the set of Riesz representers 
corresponding to an arbitrary basis for M. The preceding few paragraphs 
constitute a Banach space generalization of this procedure. In particular, 
Theorem 2.3 shows that some care must be exercised in the choice of basis 
for M, before the procedure may be expected to work in non-Hilbert spaces. 
3. CHARACTERIZATION OF R-SPLINES 
Because of recent developments [24, 251 in the abstract theory of convex 
programming, it is possible to readily characterize the solutions of the R-spline 
interpolation problem [**I. The basic result, due to Pshenichny and 
Rockafellar, is the following. We use the previous notation and in addition 
define 
F(x) = 11 R(x)l; for .r E X. 
LEMMA 3.1. T E I7 solves [* *] if and only if 
W(x) n it! + 0. 
Here Z(x) is the subdifferential of F at N. Let us also introduce the notation 
d(y) to denote the subdifferential of the norm on Y at the point y. 
LEMMA 3.2. If R is surjective, then R* defines a weakstar homeomorphism 
between d(R(x)) and W(x). 
Proof. Since R is surjective, R* is injective and range (R*) = Z(R). Also 
d(R(x)) is w*-compact. It remains to show R*(d(R(x))) = Z(x). Now it is 
easy to see that R*(d(R(x))) = aF(x) n Z(R)‘-, so we must prove that 
aF(x) C Z(R)l. But if X E aF(x), then A(x) < 11 R(x)\1 , hence h(Z(R)) < 0 and 
so h E Z(R)l. 
Combining these two lemmas we have 
THEOREM 3.1. Let R be surjective. Then JT E V solves [* *] if and only if there 
exists # E d(R(a)) such that R*(#) E MI ( or e q uivalently, such that 4 E R(M)l). 
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Now \ve specialize a bit and suppose that I- is smooth, i.e., that the norm 
on I- is (Gateaux) differentiable. In this cast let 
this is defined (by assumption) whenever y # 0 and G(y; .) is a norm-one 
linear functional on Y. Now we have 3(y) = {G(y; .)}, so we may state 
COROLLARY 3.1. Let I- be a smooth space and let R be surjective. Then 
s E 17 solves [**I if and om’y ;f R* 3 G(R(.?); .) E M’-. 
This corollary is a generalization of earlier characterizations of R-splines 
in Hilbert space ([14, p. 41, for example). We now illustrate the use of these 
results bv outlining the solution of a simple extension of the problem dis- 
cussed in the Introduction. 
EXAMPLE. Let H~?a[a, b] be the space of functions s for which s’ is 
absolutely continuous and X” ELp[a, b], where 1 <p < a3. The norm is 
given by /I x 119 = 1 x(a)i” + 1 x(b)lp + JE / x”(t)10 dt. Let R : HJ’,~-+LP be 
defined by x --t x”; then R is surjective. Since also dim Z(R) < CO, the image 
R(M) will be closed in L P whenever M is a closed subspace of Hpv2 (Theorem 
1.2). Now let a < t, < t, < ... < t, < b, with n > 2, and let 
AZ = {x E H”,” : x(tJ = 0, 1 < k < ?z}. 
Then condition [H] holds, so by Corollary 1.1, each flat parallel to AI contains 
a unique R-spline interpolant. 
Next define 4, : I? - LQ by y M 1 y/l! y 11 P-l sgn(y). Then we have for 
y, 2 E LP, 
G(y; z) = fb 4&v) (t) z(t) dt, 
- n 
hence for x, IE H@, 
R* 0 G(R(x); .) (x) = /; ED (t) x”(t) dt. (3.1) 
According to Corollary 3.1, given x,, E H P,Z, the unique R-spline interpolant 
x of V = x0 + M is characterized by the functional (3.1) belonging to Ml. 
This latter space is the n-dimensional linear span of the point evaluation 
functionals (6, ,..., at ). 
The admissible valies &,(x”) which satisfy (3.1) can be explicitly character- 
ized. Namely, they constitute the unit sphere of the (n - 2)-dimensional 
subspace IV == (R*)-l (Ml) = (R*)-l (Ml n Z(R)l). However, this IV 
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is just R(M)I. At this point let us assume that t, = a, t, 1 b. Then defining 
functions ha ,..., hn-l bv 
h,(t) = (ti - t) (ti - k&)), (3.2) 
where Ki is the characteristic function of [a, tJ, we have 
R(M) = ) v EL” : 1” 
I- a 
h,(t)y(t) dt = 0; . 
That is, the functions (3.2) form a basis for IV. We note that IV @ {constants} 
is the (n - 1)-dimensional subspace of the Schwerdtfeger space [28] (section- 
ally linear functions on [a, b] with joints at {tl ,..., tn}) consisting of such 
functions with equal values at a and b. 
Finally, to illustrate numerically, we specialize to {tl , t, , t3} = (0, $, I}, 
and to M = {x E H, p12 : x(0) = x(1) = E, x(&) = 0). In this case, dim W = 1 
as IV is spanned by the function h, . Hence the function c$~(x”) is uniquely 
determined: 
#J#“) = -Ml h, I/q . (3.3) 
Here II h2 llq = (4 m)-l, and the minus sign is chosen because the 
boundary conditions on x require it to be convex (since sgn($‘) = sgn(+,(Z)) 
is constant). We now solve (3.3) for F”, integrate twice, and adjust the two 
constants of integration plus /I XII to satisfy the boundary conditions. The 
result is simply 
x(t) = ,$ 1 1 - 2t p-l)ikJ-l)* 
Remark 3.1. The ease with which this example can be solved is due to 
the low codimension of M. When codim(M) = n > 4, then x can only be 
found by solving a system of n - 2 generally nonlinear equations. To express 
these equations we introduce the norm duality map T, : Ln - LQ by 
x + 11 x II $&). Th en it is known that T, is a homeomorphism with inverse 
T, . Next we choose a convenient x0 (perhaps a polynomial of minimal degree 
belonging to V). Then f = N,, + M, where +E is that unique element of M 
for which 
T,(R(x,) + R(iE)) E w. 
In terms of the basis (3.2) for W we are led to the equations 
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Solving these equations for the 0. yields an element 4 E TV for which 
T,(4) - R(.Q) m: R(m). Hence I‘ finally appears as 
.v = so 7 R&y T,(4) - R(q)). 
When t, -= 0, t, -= 1 then the map RG is given by 
R;(y) (t) 1 1.’ (t - s)y(s) ds -- t 1” (t - s)y(s) ds. 
- 0 ‘0 
4. CONVERGENCE OF R-SPLINES 
In this section we give a convergence theorem for R-splines which extends 
(and somewhat improves) results of Golomb [14] and Ducateau [7] for the 
Hilbert space case. The setting is a normally solvable operator R : X+ Y 
and a decreasing sequence {I’,} of closed nonempty flats in X, each of which 
is poised with respect to R. The space X is an arbitrary Banach space but Y 
must satisfy “property (E)” of Fan and Glicksberg [ll]. We recall this 
definition. 
DEFINITION 4.1. A Banach space Y has property (E) if Y is reflexive and 
rotund and in addition, if a sequence {m} of unit vectors converges weakly 
to a unit vector y, then in fact, 11 yn - y /I + 0. 
Such spaces were characterized in several ways in [ 111. It is also known 
[5, p. 901 that property (E) is dual to the property of having a Frechet dif- 
ferentiable dual norm, whence it follows that every uniformly rotund space 
(or every reflexive locally uniformly rotund space) has property (E). 
THEOREM 4.1. Let X, R, Vn be dejned as in the first paragraph of this 
section, and let Y satisfy property (E). A ssume that V,, has jinite codimension 
in X. Then fi Vn is nonenzpty if and only ff there is x, E V, for which (11 R(x,)ll} 
is bounded. 
Proof. We first observe that there is a unique R-spline interpolant Zn 
of V, . This is a consequence of Corollary 1.1, since the hypotheses imply, 
in particular, that R( V,) is closed in Y (using Theorem 1.2). By definition of 
the splines ?%, we have 
II WJ < II WJII > m < ?a. (4.1) 
Next, since property (E) is hereditary and R has closed range we may as well 
assume that R is surjective. Then Theorem 3.1 is applicable and we have 
& E d(R(Q) n R(Sn - I’,). Now given the existence of x, E V, with 
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(11 R(x,J/} bounded it f o 11 ows that {]I R(&Jj} is bounded. By (4.1) (11 R&)II) 
increases to a finite limit A. We are going to show that {R(Q) 
has a limit 7. Granting this, it follows that J E R( V,) for all n, since these sets 
are closed. Thus we have 7 = R(v,) for some v, E Jr, . But since R 1 V, is 
injective, and the Vn’s decrease, we have vr = vg = ... = v E n I”, . 
To see that {R(Q) is a Cauchy sequence, we apply property (E.l) of 
Fan and Glicksberg [ll, p. 5551 to the sequences {R(Q) and {&}. We have 
II A II = 1 and $mW%J) = II Wm)ll = A#WJ) < II Wn)ll < 4 for 
nz < n. Hence 
lim sup &JR(Q) = A, 
m+=c 
n = 1, 2,... 
which implies that 
lim jl R(QI = 1 
n+ao 
i;+“f li;+yp A#WJ), 
which is property (E.l) of [I 11. 
Conversely, the argument indicated by Golomb [14, p. 201 shows that if 
V, # 0, then it contains a unique R-spline interpolant V; and 
II WJII G II WI > for all 12. (4.2) 
This completes the proof. 
COROLLARY 4.1. If (11 R(z,Jl} is bounded, then lim z,, = C, the unique 
R-spline interpolant of V,, . 
The proof of this corollary follows the same lines as that of Corollary 7.1 
of [14], since implicit in the preceding proof is the fact that lim R(zJ = R(U) 
(use (4.2) and the uniqueness of v). 
EXAMPLE. We reconsider the abstract moment problem introduced 
subsequent to Definition 1.1. Given are a family F C X* and a corresponding 
family {c+ : 4 E F} of scalars. The problem concerns the existence of a 
solution x E X of the system 
~$4 = c, , 4 EF. (4.3) 
Part of the difficulty here is that X need not be a dual space so that the usual 
technique of applying some variant of the Hahn-Banach theorem to deduce 
the existence of a solution is not available. Some concrete problems of this 
sort have been recently considered by Golomb, Schoenberg, and Ducateau; 
in all these cases the family F consists of certain point evaluations. 
409/40/3-4 
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11-e first note that a necessar!. condition for the solvability of (4.3) is that 
the function 4 + r* be continuous on F in the relative weak-star topology. 
\Ve assume this and also that F is (weak-star) separable, this condition holding 
in particular whenever S is separable and F is a bounded set in S*. Let 
i91 > 42 Ye.. ] be a (weak-star) dense sequence in F and {ci , cz ,...I the corre- 
sponding sequence of scalars. 1Ve set 
Then the solvability of (4.3) is e q uivalent to n Kn f 0. Hence the R-spline 
method for solving (4.3) is to choose an epimorphism R : X--f E’ for some I; 
with property (E), such that Z(R) n1 F = Z(R) n’- {&j = {e}, and to show 
that (11 R(%,Jl} is bounded. If this can be done for any such R, the method 
guarantees solvability by producing a convergent sequence of approximate 
solutions. 
5. RELAXED R-SPLINES 
We continue with the usual notation - S, I’, R : X + Y, and 
Y = x0 + MC X. R is assumed surjective. For any Banach space IV, the 
canonical embedding of IV into IV** is denoted by JW , and if KC IV*, its 
weak star closure is denoted by w*-cl(K). The basic idea of this section is to 
consider the possibility that the R-spline problem [**I may not, as initially 
formulated, have any solution. Before defining the notion of “relaxed 
R-spline” we need some preliminary lemmas. 
LEMMA 5.1. (a) w*-cl(JX(M)) = 11/1+ 
(b) Z(R**) = Z(R)“. 
Proof. (a) Omitted. 
(b) Since Z(R**) is w*-closed and contains J,(Z(R)), part (a) implies 
Z(R) C Z(R**). On the other hand, 4 E Z(R**) implies 
+ E (range (R*))‘- = Z(R)LL. 
LErvnvrA 5.2. (a) R(fif)‘l = w*-c~(R**(M~~)); 
(b) dim Z(R) < CO implies R(IM)lI = R**(ML1). 
Proof. (a) Since Jx(M) is w*-dense in MLL it follows that 
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is u*-dense in R**(M”). Hence 
R(M)LL = w*-cl(J,(R(M))) = z~‘*-cl(R**(AP)). 
(b) From part (a) it is sufficient to show that R**(ML1) is w*-closed 
in Y**. But this set is the linear hull of the R**-image of the unit ball of M-‘l 
and this image is convex and w*-compact. Hence by [lo, p. 4291 it is sufficient 
to show that R**(MLL) is normclosed. However, since R** is surjective 
(because R is), we may apply Theorem 1.2, taking into account that Z(R) is 
finite dimensional, and applying Lemma 5.1(b). 
LEMMA 5.3. 
inf{ll R(v)11 : v E V> = inf{l] R**($)l : I$ E w*-cl(Jx(V))). 
Proof. 
inf{[l R(v)\1 : v E V} 
= dist(R(x,), R(M)) > dist(J,(R(x,)), R**(Wl)) 
= inf(]/ R**($)(j : + E w*-cl(.f~(V)) 3 dWJ@(q,)), WW) 
= dist(R(x,,), R(M)). 
Here we have used Lemmas 5.1(a) and 5.2(a); in addition, a theorem of 
Deutsch and Maserick [6, p. 5291 is needed to establish the final equality. 
We now reconsider the R-spline problem [**I, assuming both condition 
[H] and the closure of R(M) in Y. If an R-spline interpolant of V fails to 
exist it is because of some deficiency in the approximative properties of 
R(M) (e.g., perhaps Y is not reflexive). At this point Lemma 5.3 suggests 
augmenting problem [**I by embedding its domain V into X**, taking its 
weak star closure there, and replacing R by its extension R**. 
DEFINITION 5.1. A relaxed R-spline interpolant of V is a solution of 
min{ll R**(4)]/ : 4 E w*-cl(Jx(V))}. [***I 
As we show below, this problem always has a solution under the hypotheses 
of the preceding paragraph. First, however, we wish to point out that prob- 
lem [***I is an extension of problem [**I, in the sense of Ioffe and Tihomirov 
[17, p. 2111. This fact, together with their Lemma 1.2 [i&d.] provides an 
indirect proof of Lemma 5.3 above. The proof that [***I is an extension 
of [**I reduces to the following. Let 4 E w*-cl(Jx( V)) and let U be a w*- 
neighborhood of 4. Then 
inf(i\ R(x)ll : x E I;, J&x) E U} < 11 R**(C)11 . (5.1) 
590 HOIA4E.s 
One way to establish this inequality is to use the theory of closures of convex 
functions [22]. Write 4 = J,r(s,,) $ zc, where ‘ZC Edl’-L. Introduce a convex 
function F on A1 b! 
qz) = !I1 WI) f &)I, ! ,” E Jx(W, 
(+‘rJ, z E +z+Jx(M). 
By considering ec*-continuous linear minorants of 8’, one sees that the closure 
of F is given by x H /j R(x,) + R(z)ll , z E M. Hence by [22, p. 291, we have 
11 R**(4)lI = 11 R(xJ + R**(w)11 = li~+~rfF(z). 
Cc” 
This fact establishes (5.1). 
The embedding of optimization problems into dual spaces is not a new 
idea. It is, for example, a recurrent theme in control theory, having been 
popularized by Young, McShane, and Warga in particular; see [31, 171. The 
latter article also contains references to the Russian literature. 
In the present more abstract spirit, the recent papers of Mosolov [23] and 
Temam [30] are relevant. The former author, somewhat unnecessarily, 
limits consideration to optimization over bounded sets. Further the relaxed 
solutions obtained in that paper generally do not belong to X**, but rather 
to some quotient space thereof. The Temam paper contains no proofs, and 
further, as an example below will indicate, the main existence theorem there 
[30, p. 7561 is partially incorrect as stated. 
THEOREM 5.1. .4ssume that R(,U) is closed in I’ and that condition [H] 
holds. Then problem [***I has a solution, that is, a relaxed R-spline interpolant 
of L’ exists. 
Proof. The hypotheses imply that RM is an isomorphism. Let 
(z’~ = .x0 + m,} be a minimizing sequence in ti- for the functional /I R(.)ll . 
Then (R(q)) is bounded, hence (m,} is bounded, hence (vJ is bounded. Let 
9 be any w*-cluster point of {z)~} in w*-cl(Jr( V)). Then 
// R**(d)11 < lim inf 11 R**(j,r(v,))jl = lim inf (( R(zl,& 
= inf{ll R(w)11 : v  E V} 
= inf{l/ R**(z)11 : z E w*-cl(Jx(o))}. 
Thus C$ is a relaxed R-spline interpolant of Y. 
Remark 5.1. It is a consequence of condition [H] for problem [**I and 
of Lemma 5.1(b) that condition [H] also holds for problem [***I. 
We now give a simple example of a situation where there is a unique and 
computable relaxed R-spline. 
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EXAMPLE. Let X = Y = Ll[a, b], let R = I (the identity operator), and 
let g E C[a, b] have unidmodal absolute value, that is, (/g Ilrn = max 1 g(.)i 
is attained uniquely at t,, , a < to < b. Let V = .‘cO + M, where 
M = {x E s : <s, 0”) = 01. 
Here 
(x, g,> = [” x(t)g(t) dt. 
-a 
We may assume that I/g /lrn = 1 = <x0 , g). Let 6, E C[a, 6]* denote point 
evaluation at to . Our first claim is that the set of relaxed I-spline interpolants 
of I’ coincides with the set of Hahn-Banach extensions of sgng(t,) S, to 
L”[a, b]*. If we call these two sets P and Q, respectively, then 
P = (4 EL=+, b]* : jl $4 I/ = 1 = 4(g)}. 
Thus if # E P, the restriction of # to C[u, b] has norm 1 and attains this norm 
at g. Identifying this restriction with a signed measure on [a, b] and con- 
sidering the supports of the positive and negative variations of this measure, 
one sees that the restriction must be sgng(t,) 8, . This argument shows that 
P = Q. 
Our next claim is that Q (and hence P) is a singleton set. This is equivalent 
to saying that 6, has a unique Hahn-Banach extension from C[u, b] to L”[u, b]. 
This in turn follows from the identification of Lm[u, b]* with bu[u, b], the 
space of bounded additive set functions defined on the Lebesgue measurable 
subsets of [a, b] [IO, p. 2961. Namely, the unique extension p0 E ba[a, b] of 6, 
is defined by 
PO(E) = 1, to E E 
= 0, to E [a, b]\\E. 
Thus we have shown that the relaxed I-spline interpolant of I’ is unique and 
equals w g(to> p. . 
Suppose that this example is altered somewhat as follows. We have 
R : X+Ll[u, b] is surjective and has dim Z(R) < co. MC X is a subspace 
isomorphic to N = {y E Ll[u, b] : (y, g) = O}. We may then apply Lemma 
5.2(b), Remark 5.1 and the preceding analysis to conclude that the relaxed 
R-spline interpolant of VC X is the unique + EW*-cl(JX(V)) which R** 
maps into sgn g(to) j(R(x,), g)l) 6, , where as usual V = x0 + M. 
The final problem to be considered is the attainment of the relaxed 
R-spline by means of sequential convergence in some topology on X**, 
such as the weak star topology. For instance, it might be hoped that under 
the assumptions of Theorem 5.1, any bounded minimizing sequence in I’ 
would contain a subsequence w*-convergent to a relaxed R-spline. Indeed, 
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such an assertion has been made by Temam [30. p. 755, 7561. However, this 
is in general false, even when R is the identity operator. 
EXAMPLE. Let S =: I’ 7 Ii, R = 1. and define f  = (1, I,...) E VI (- 1”). 
Let I’ = {s E 1’ : x,.f, = 1:. For this case, the original I-spline problem is 
solvable; the standard unit vectors c$, , (4, ,... all are solutions in L’. In parti- 
cular, b4 , A ,...I is a bounded minimizing sequence in PV. But as is well 
known, this sequence has no zL**-convergent subsequence in m. 
THEOREM 5.2. Consider problem [ ***I together with the assumptions of 
Theorem 5.1. Suppose that (a) A-* is separable, or (b) X is rejlexive, or (c) Y is 
reflexive. Let {vlnj, be any minimizing sequence in F for problem [***I. Then 
{ Jx(vn)} has a subsequence which converges to a relaxed R-spline interpolant of 
1,’ (a) in the aTeak star topology on X**, resp. (b) in the weak topology 
on X** (=X), resp. (c) in the cr(X**, Z(R)l) topology on X**. 
Proof. (a) and (b). Both assertions follow from standard facts about 
weak star topologies and reflexive spaces, once it is recalled that the proof of 
Theorem 5.1 has shown that {vn} must be bounded. 
(c) The unit ball B of I’* is weakly compact and so R*(B) is weakly 
compact in X* (since R* being continuous is weakly continuous). This set 
spans R*(Y*) = Z(R). A theorem of Gantmacher and Smuliau [12] now 
implies that { Jx(v,)} has a subsequence {m,} say, which converges pointwise 
on R*(B) (hence pointwise on Z(R)I) to a limit C$ E X**. From this it follows 
that R**(z),) + R**(c#) weakly in Y** = Y. As the norm in Y is weakly 
lower semicontinuous, the proof is complete. 
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