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ABSTRACT

Pant, Tejas Anup. M.S.M.E., Purdue University, August 2014. Study of a Generalized
Empirical Model for Predicting Pressure Drop for Internal Flows. Major Professors:
Haifeng Wang, School of Aeronautics and Astronautics Engineering, and Robert P. Lucht,
School of Mechanical Engineering.
A generalized empirical model for estimating the pressure drop across a channel for a
given massflow rate is studied through computational fluid dynamics (CFD) simulations.
It is observed that for developing laminar and turbulent flow through channels and pipes
of arbitrary cross-section, the variation in the pressure drop between any two points in the
flow direction with massflow rate can be well approximated by a second degree
expression in massflow rate which is referred to as the empirical model in this study. In
the first part of this study, a correlation between the pressure gradient and the massflow
rate is derived analytically using the momentum integral approach. It is seen that the
empirical model has the same format as this analytical correlation indicating that the
empirical model has a good theoretical background. The second part of this study
involves analyzing the coefficients of the model. A series of simple laminar and turbulent
flows namely, flow through a straight channel, converging channel and a sine curve
profile channel are used for examining the empirical model. This analysis reveals that
though the empirical model is not precise, it is reasonably accurate for determining the

xii
characteristic curve of the system pressure loss in real-life engineering applications. It is
found that the second degree term in the empirical model represents pressure loss due to
acceleration of the fluid in the developing region and the first degree is due to the friction
at the wall. Lastly, the performance of the model is assessed and the accuracy of the
model in predicting the pressure drop is quantified. jfjfjfjhfjhffjhffjhfjhfjhfjhfjfjhfjhfjhfjh
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CHAPTER 1. INTRODUCTION

1.1

Background

Estimation of pressure drop is essential in many engineering applications such as
single phase flow systems like piping used in housing and the oil and gas industry, two
phase gas-liquid systems like heat exchangers used in chemical, process and power
generation industry and supercritical flow systems like piping used in high pressure boiler
vessels and some aerospace applications. Estimation of pressure drop without sufficient
accuracy can lead to inappropriate selection of pressure boosting devices like pumps or
fans. Along with this, recently with the growth of the electronic industry, the demand for
providing efficient and compact heat removal systems has increased many folds. Many of
these systems are based on a cooling fluid flowing through a network of convoluted small
pipes absorbing heat primarily through convective heat transfer. Since the heat transfer is
implicitly related to the pressure drop, the optimum performance of such cooling devices
would often require a good estimation of the pressure drop.
While the simplest approach for calculating the pressure drop for internal flows is
by using tabulated experimental data or empirical correlations for standard flow systems
and duct geometries, the advent of computational fluid mechanics has led to the
development of more robust models for even very complex problems. However because
of the computational cost and the intricacies involved in developing a computational
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model, it is often needed to have a simple estimation of the pressure drop. A major
drawback of using empirical relations for internal flow problems is that its reliability can
be guaranteed only for flow through standard sections like circular, rectangular,
triangular and trapezoidal to name a few, on which extensive experimental and
computational research has been carried out. Using standard relations of these sections
for approximating flow through arbitrary sections and different flow patterns does not
give satisfactorily accurate results. Development of a universal, empirical relation with
high accuracy is not a realistic option because the governing equation in fluid mechanics,
the Navier–Stokes equation, is a nonlinear partial differential equation and approximating
it by an algebraic expression would involve a number of assumptions. Nevertheless,
currently, a pressure drop model [No reference found. It has not been studied.] given by,
̇
where ̇

is the massflow rate

(

⁄

̇ ,
)

(

(1.1)
⁄

) are model constants which are

determined experimentally or computationally, is used extensively in the industry. The
model has been found to be a good approximation to a wide range of internal flow
problems like laminar and turbulent pipe or channel flows in HVAC applications, flow
through highly convoluted pipes used in piping network, flow across the wire mesh of
heat exchangers and even highly turbulent flow problems like flow through the
underhood of a car to predict the amount of air flowing through the radiators. In many
HVAC, automotive, heat sink design and electronic applications where a fan has to be
selected, the system resistance or pressure loss characteristic curve, which plots the
pressure drop versus the massflow rate, needs to be known beforehand. Such a model is
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very useful in obtaining this curve. One application of the empirical model in solving a
complicated, real life, engineering problem like calculating the pressure drop in the
underhood of a car is discussed below.

1.2

Case Study: Flow through the Underhood of a Car

The underhood of a car primarily consists of the engine compartment which
houses the engine block and the gearbox, the cooling module which consists of the
radiator and the suction fan, the air intake grill for directing air into the underhood and
some auxilliary components of the engine as can be seen in Figure 1.1.
Underhood thermo-flow analysis is primarily done to design an efficient engine
cooling system and maximize its performance even in the harshest conditions. Since the
engine acts as a heat source, it is necessary to dissipate the heat it produces as well as
cool the coolant flowing through the radiator. This is often done by the air that is directed
to flow through the underhood by the external aerodynamics of a vehicle. As such,
determining the amount of air flowing through the underhood of a car is of prime
importance for carrying out a engineering thermal analysis.
For a particular vehicle velocity, the amount of air flowing through the underhood
varies according to the type of cooling module used. This massflow value can be
calculated by running 3D CFD RANS simulations of the entire vehicle placed in a
windtunnel. However, in the pre-development stage of the cooling module, its geometry
is not available and hence it is not possible to run these simulations. In order to obviate
this problem, a 1D flow model is developed which calculates the massflow value by

4

(a). Underhood of a car.

(c). Velocity contours for underhood
flow.

(b). Underhood computational
flow analysis.

(d). Streamlines around radiator and
engine block.

Figure 1.1. Flow through the underhood of a car. [Images obtained from
www.google.com].

knowing the pressure drop across underhood and the cooling module. Since the 1D flow
model is beyond the scope of this study, its details will not be discussed here. Once the
pressure drop is known the massflow rate can be calculated using Eq. (1.1).
The variation of pressure drop in the engine compartment of the underhood with
massflow for two different car models A and B is shown in Figure (1.2). The curve that
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(a). Pressure drop for model A at vehicle
speed = 60kmph.

(b). Pressure drop for model A at vehicle
speed = 210kmph.

(c). Pressure drop for model B at vehicle
speed = 60kmph.

(d). Pressure drop for model B at vehicle
speed = 210kmph.

Figure 1.2. Test cases for underhood flow model. [Data used from BMW AG with their
permission].

has been used for fitting the CFD data points is a second degree curve in massflow rate
according to Eq. (1.1). Since the model captures the CFD results excellently even for a
complicated flow like this one, it appears that the empirical model has some potential and
therefore is worth investigating.
The model given by Eq. (1.1) is purely empirical. Although it is known that the
model is used extensively in the industry and works reasonably well, it is not clear what
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the basis of the model is and how accurate it can be. This work aims at providing a
theoretical basis to the model and investigates its performance and accuracy.

1.3

Literature Review

For internal flows, no theoretical analysis of the empirical model given by Eq. (1.1)
has been done before. However, there is a similar model that is being used extensively for
flows through a porous medium. For such flows, the pressure gradient in the streamwise
direction is modeled using the Darcy – Forchheimer equation given by [15]
.

(1.2)

The Darcy – Forchheimer equation takes into account viscous drag represented by the
first term on the right hand side and calculated by Darcy’s Law [16] along with the
correction proposed by Forchheimer to incorporate the inertia effects at higher Reynolds
numbers which leads to an additional pressure drop and is represented by the second term.
Most of the work in the development of this model has taken place in determining the
model constants namely, permeability
⁄

) and the Forchheimer coefficient

. Models proposed by Ergun [17], Ward [18], Ahmad – Sunada [19],

Naaktgeboren et.al [21] and Straughan [22] are used extensively. One major issue with
the model is that in spite of the wide scale applicability of the Darcy – Forchheimer
equation, its validity for turbulent flow regime is still debatable. Due to difficulty in
measurements in porous media, experimental work in this field has been relatively sparse
and hence application of the Darcy – Forchheimer equation to turbulent flows is still a
controversial idea.
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The brief literature review shows there is very little existing, relevant work except
in the porous medium. Even in this field, no attempts have been made to develop a
theoretical understanding of the model. Almost all of the work is purely experimental.
With a view to develop a sound theoretical background for the empirical model, this
study has been undertaken.

1.4

Objectives and Overview

As seen in Section 1.1, the empirical model represented by Eq. (1.1) with a good
curve fitting technique is able to capture even a turbulent flow like the underhood flow.
This makes one wonder whether there is some theoretical basis for the model. No answer
can be obtained from the literature to get a sound, theoretical understanding of the
empirical model given by Eq. (1.1). Hence the following objectives have been identified
for this study:


Analyze the empirical model (Eq. (1.1)) by comparing the format of the model
equation with a general pressure drop expression derived by using the first
principles for both laminar and turbulent flow through a channel.



Study the coefficients of the model by carrying out a sensitivity analysis and
examine the overall accuracy of the model.



Investigate suitability of the model for more complicated flow problems.
The thesis is divided into two parts. The first part (Chapter 2) deals with

analyzing the format of the empirical model to understand the roles of the second degree
and the linear term. The second part (Chapter 3 – Chapter 5) deals with studying the
coefficients of the empirical model by carrying out a sensitivity study and studying the
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accuracy of the model. In Chapter 2, a general analytical expression correlating the
pressure gradient to the massflow rate is derived for a developing laminar and a
statistically inhomogeneous turbulent flow through an arbitrary shaped channel. Chapter
3 discusses three test cases, a developing laminar flow through a straight channel, flow
through a converging channel and flow through a sine curve profile channel. Chapter 4
includes a sensitivity study of the test cases discussed in Chapter 3 and the accuracy of
the model is assessed by comparing the model results with the CFD simulation results.
Chapter 5 analyses applicability of the model for turbulent flows. The last chapter,
Chapter 6, summarizes all the major conclusions and discusses the possible avenues for
continuation of this work in the future.

1.5

Major Contributions of the Thesis

The major contributions of this thesis can be summarized as below:


Derived an analytical expression correlating the pressure gradient to the massflow
rate from the Navier-Stokes equation for an arbitrary channel.



Gained a thorough understanding of the physical interpretation of each term of the
empirical model widely used in the industry for estimating pressure drop for internal
flow problems using a theoretical approach.



Concluded that the empirical model is a good approximation of the analytical
correlation by analyzing the coefficients of the analytical expression.



Found that the model to be reasonably accurate for a challenging turbulent flow
corroborating the fact that the model has good potential to be used for real-life
engineering applications. sadsadsadsadsadasdsadsadsadsadsadsadsadsadadsadasdsa
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CHAPTER 2. THEORETICAL ANALYSIS OF THE MODEL

2.1

Overview

As discussed in the previous chapter, the work done in this thesis is divided into
two parts. The first part which deals with analyzing the format of the empirical model is
discussed in this chapter. This chapter aims to establish a theoretical basis for the
empirical model Eq. (1.1). Both laminar and turbulent flows are considered. An analytical
expression correlating the pressure gradient to the massflow rate is derived using the
momentum conservation equation. A simple incompressible flow is assumed (
while deriving this expression.

2.2

Derivation of General Expression for Pressure Drop
2.2.1 Developing Laminar Flow

We consider a laminar flow through an arbitrary channel as shown below:

̇

Wall2

Wall1

1

1
̅

Figure 2.1. Channel with a well-defined profile.

)
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Here,

is the streamwise direction while

the channel and

is the transverse direction.

is the height of channel measured in the

is the length of

direction at any location

. Following are the assumptions made for this flow:
1. The channel is a plane, smooth channel and the flow is primarily in the
2. The radius of curvature is large enough so that

direction.

.

̂

3. The flow is steady and the massflow rate at the inlet is ̇ .
The momentum equation in the

direction is,
,

where

is the velocity in the

direction and

(2.1)

is the velocity in the

direction. The

variables in Eq. (2.1) are non-dimensionalized in the following manner,
,

,

,

,

,

.

(2.2)

All the variables are non-dimensionalized with constants. For non-dimensionalizing the
and

coordinate,

is used which is defined as

. Hence

be the cross sectional area of the channel where its height is
channel is assumed to be 1 so that
number be defined as,

.

. Let

. The width of the
̇

is defined as

. The Reynolds

. Replacing the dimensional variables in Eq. (2.1) with

the non-dimensional variables defined in Eq. (2.2) we get,
.
Dividing Eq. (2.3) by

(2.3)

,
.

(2.4)
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Integrating all the terms of Eq. (2.4) in the
represents

to

∫

which represents

direction from

which

as shown in Figure 2.1, we get:

∫
∫

∫

∫

.

(2.5)

Let us look at the second term on the left hand side.
∫
because

,

(2.6)

at any wall.

For the second term on the right hand side of Eq. (2.5), using Leibniz integral rule
we get,
∫
∫

.
and ∫

Since
∫

(2.7)

,
∫

.

(2.8)

Similarly, for the first term on the left hand side of Eq. (2.5), using Leibniz rule,
∫

∫

.

(2.9)

The pressure gradient term on the right hand side of Eq. (2.5) can be written as,
∫

∫
.

(2.10)
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Let

and
∫

. In order to get the same format as the empirical model, let us define

̂ such that from Eq. (2.10),
̂

∫

.

(2.11)

Substituting Eq. (2.6), Eq. (2.8) and Eq. (2.11) in Eq. (2.5) we get,
∫

̂

[(

)

(

)

].

(2.12)

Wall shear stress is defined using the velocity gradient in the normal direction
⃗
̂

where

is the velocity vector and ̂ is the unit vector in the direction normal

to the wall. For our channel flow case, using assumption (2) we get

⃗

.

̂

Now,
=
where,

=

,

(2.13)

is the friction factor [2].

The diffusion term or the second term on the right hand side of Eq. (2.12) can be
represented as,
[(
where

)

is the wall friction at

(
while

)

]

,

is the wall friction at

(2.14)
.

Using the exact solution of Navier-Stokes equation for fully developed laminar channel
flow,
.

(2.15)
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Hence,
̇

.
̇

(2.16)

Let us denote the normalized convection term, by a variable
∫

so that,

.

(2.17)

Eq. (2.12) can be simplified as using Eq. (2.16) and Eq. (2.17),
̂

.
̇

̂

and ̂

Substituting back value of

we get the dimensional form of Eq. (2.18),
̂
̇

Using

̇

(2.18)

.

(2.19)

, Eq. (2.19) can be written as,
̇

̇

̂

.

(2.20)

Eq. (2.20) represents an expression which can be used for predicting pressure drop in
developing laminar flow through a channel with varying cross-section geometry. Here
is dimensionless while

has the dimensions of massflow rate i.e

. In Eq. (2.20),

the first term on the left hand side represents pressure drop due to convection or
acceleration of the fluid in the streamwise direction while the second term represents the
diffusion term or frictional losses at the walls of the channel.
It can be seen that this equation is similar in format to the empirical model
represented by Eq. (1.1). This indeed provides a sound basis for the empirical model for
laminar internal flow problems. The accuracy of the model largely depends on the
variation of the coefficients

and

since

is a constant. If

and

were

constant for a particular flow case, the empirical model would give very accurate results.
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However in general, for most of the problems they are not constant. The coefficient
can be largely approximated to be constant based on extensive theoretical and
experimental work done on a wide variety of wall bounded flows. However,

is most

likely dependent on ̇ . We will investigate this dependence in Chapter 3 in detail. In
order for the empirical model to give a reasonably accurate solution, at the minimum
should have a weak dependence on the massflow rate. This is the hypothesis that will be
tested in Chapter 3.
2.2.2

Developing Turbulent Flow

In the case of developing turbulent flows the Reynolds stresses, represented as
̅̅̅̅̅̅̅ also need to be accounted for while calculating the pressure drop. Consider a
steady, incompressible and statistically inhomogeneous flow through the channel shown
in Figure. 2.1. The Reynolds averaged momentum equation in the
̅̅

̅̅̅̅̅̅̅

̅̅

Here, ̅ is the mean velocity in the

̅̅̅̅̅̅

direction is,

̅
̅

̅

.

(2.21)

direction, ̅ is the mean velocity in the

direction

and ̅ is the mean pressure at a particular location. Let the variables in the Eq. (2.21) be
non-dimensionalized in the following manner,
̅

̅

,̅
̅̅̅̅

̅

, ̅
̅̅̅̅

̅
̅̅̅̅

, ̅̅̅̅̅̅

̅̅̅̅̅̅̅

, ̅̅̅̅̅̅

̅̅̅̅̅̅

,

,
where

̅̅̅̅̅̅̅ and ̅̅̅̅

̇

, where ̇ is the massflow rate and

,

,
(2.22)

is as defined in

the laminar flow region, the cross-sectional area of the channel where the height is

.

15
Substituting the non-dimensional variables defined in Eq. (2.22) in Eq. (2.21) and
rearranging we get,
̅ ̅

̅̅̅̅̅̅̅

̅ ̅

̅̅̅̅̅̅

̅̅̅̅

̅
̅
̅̅̅̅

̅̅̅̅

Integrating all the terms of Eq. (2.23) in the

̅
̅̅̅̅

direction from

. (2.23)

to

we get,
̅ ̅

∫

̅̅̅̅

̅ ̅

∫

(̅̅̅̅̅̅̅ )

∫

̅̅̅̅

̅̅̅̅̅̅

∫

̅̅̅

∫

̅

∫

̅̅̅̅

̅̅̅̅

∫

̅

.

(2.24)

Now,
̅ ̅

∫
because ̅ ̅

and ̅̅̅̅̅̅

̅̅̅̅̅̅

and ∫

,

(2.25)

at any wall.

Using Leibniz integral rule,
̅

∫

̅

∫

and ∫

(̅̅̅̅̅̅̅ )

∫

̅̅̅̅̅̅

.

(2.26)
Also,
∫

because ∫

̅

.

̅

,

(2.27)
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The pressure gradient term can be written as,
̅̅̅

∫

̅̅̅

∫
̅̅̅

̅̅̅

.

(2.28)

Similar to the laminar flows, in order to get a similar format to the empirical
model let us define ̅̅̅̂ such that,
̅̅̅
̂

where
∫

̅̅̅

̅̅̅

∫

̅̅̅

̅̅̅

̅̅̅

̅̅̅ ,

(2.29)

̅̅̅

̅̅̅

and

.

Using Eq. (2.25), Eq. (2.26), Eq. (2.27) and Eq. (2.29), Eq. (2.24) reduces to,
∫

̅ ̅

(̅̅̅̅̅̅̅ )

∫
̅̅̅̅

̅̅̅
̂

̅

∫

̅̅̅̅

,

(2.30)

Consider the second term on the right hand side of Eq. (2.30),

̅̅̅̅

̅

∫

[(

̅̅̅̅

̅

)

(

̅

)

].

(2.31)

Similar to laminar flow, using the definition of the friction factor Eq. (2.31) simplifies to,

̅̅̅̅

where

[(

̅

)

is the friction factor for

(

̅

)

and

]

.

is the friction factor for

(2.32)
for a

fully developed flow. As per [33], in the inlet region of a pipe, the wall shear stress
reaches its fully developed value within 15 diameters. On the basis of this study we can
use the friction factor for a fully developed flow. For a rectangular channel, the friction
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factor is related to the Reynolds number (Re < 240000) using a power-law correlation
[32],[34] &[35] as ,
.
̇

If

(2.33)

= 1, then we would get the empirical model as is seen in the laminar flow. In the

Dean’s relation [32] for a rectangular duct flow,

= 0.25 so that the friction factor is

related to the Reynolds number as,
,

(2.34)

and hence,
̇

̇

.

(2.35)

This provides an enhanced version of the empirical model for the channel flow problem.
Similar to the laminar flow analysis, let the mean momentum term be denoted by,
̅ ̅

∫

.

(2.36)

In case of turbulent flows we define a new pressure term,
̅̅̅̅̅̅

̅̅̅
̂
̅̅̅̅

∫

̅̅̅̅̅̅

.

(2.37)

The main reason for this is that since the pressure drop for a flow is related to the bulk
motion or bulk velocity, it would be better to have only the mean momentum term and
diffusion term on the other side of the pressure gradient as is seen in the empirical model
(Eq. (1.1)). Also, it is seen in Chapter 5 that since the magnitude of the normal Reynolds
stress term,

̅̅̅̅

∫

̅̅̅̅̅̅

is very small in comparison to the

̅̅̅
̂

term, the mean
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pressure at a particular section, we can neglect the Reynolds stress and just calculate

̅̅̅
̂

from the CFD simulations so that,
̅̅̅
̂

̅̅̅̅̅̅

.

(2.38)

and a good fit of the CFD results can be obtained.
Using Eq. (2.32), Eq. (2.35), Eq. (2.36), Eq. (2.38) and substituting back values of
̅̅̅̅̅
̅̅̅̅

, ̅̅̅̅

, Eq. (2.30) simplifies to,
̅̅̅̅̅
̅̅̅̅

.
̇

(2.39)

In terms of ̇ , Eq. (2.39) can be represented as,
̇

̇

̅̅̅̅̅

.

(2.40)

Since the definition of the friction factor for a turbulent flow depends on the range of the
Reynolds number, the power of ̇ in the second term on the left hand side of Eq. (2.40)
can vary. Hence a more general expression is,
̇

where

is a constant. If

empirical model. Here

̇

̅̅̅̅̅

,

(2.41)

, then Eq. (2.41) would have the same format as the
is dimensionless while

has the dimensions

⁄

.

Similar to laminar flows, the accuracy of the model depends on the variation of the
constants

and

besides the value of . Similarly,

can be assumed to be a

constant based on extensive research in the field of wall bounded turbulent flows. The
value of

is likely dependent on the massflow rate. How strong is this dependence on

the massflow rate will be investigated thoroughly in Chapter 5. Besides this, the effect of
different values of

will also be investigated.
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CHAPTER 3. VARIATION OF THE CONVECTIVE TERM FOR LAMINAR FLOWS

3.1

Overview

Based on the analysis carried out in Chapter 2, for laminar flows, it is concluded
that the empirical model has the same format as the analytical expression for pressure
gradient derived from first principles. From this chapter onwards we will analyze the
coefficients of the empirical model. In Chapter 2 we hypothesized that the normalized
convective term represented by

for laminar flows is either independent or weakly

dependent on the massflow rate. In this chapter we will test the validity of this hypothesis
only for laminar flows.
Section 3.2 gives a brief description of the three test cases which will be analyzed
in this chapter, a straight channel, a converging channel and a sine curve profile channel.
Section 3.3 describes the CFD simulation results. The conclusion is drawn in Section 3.4.

20
3.2

Computational Modeling Approach
3.2.1 Straight Channel Test Case

Laminar flows through a channel can be solved accurately using numerical
methods without much computational effort, even in the developing flow region. For the
channel studied here, the ratio of the length of the channel to the height of the channel is
L/H = 250.

L
Inlet

H
Wall 1

Wall 2

Outlet

Figure 3.1. Schematic of computational domain and section of the computational grid for
channel flow.

The mesh is generated in ICEM-CFD and the flow solver used is FLUENT 14.5. After
carrying out a detailed grid independence study, a grid with 176941 cells and 180000
nodes, with 3000 nodes in the streamwise direction and 60 nodes in the cross-stream
direction is finalized. As shown in Figure 3.1, the grid is uniform in the stream wise
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direction. Inside the boundary layer, finer grid is used in the wall normal direction. The
first grid node is placed at a distance of 0.0004H from both the walls and the grid is
allowed to grow in such a way so that the distance between two adjacent nodes is in a
geometric progression series.
A uniform velocity boundary condition is defined at the inlet of the channel while a
pressure-outlet boundary condition is defined at the outlet of the channel. A no-slip
boundary condition is specified at both the walls. The Reynolds number defined as
⁄ where

is the velocity at the inlet,

is the density of the fluid and

is the

kinematic viscosity, varies from 1 to 2000. A steady state simulation is run for all cases.

3.2.2 Converging Channel Test Case
The converging channel that has been studied in this work is shown below in
Figure 3.2. The height of the channel at the inlet is H1 and at the outlet is H2. For this
channel the following geometric parameters are defined H1/ H2 = 2.5 and L/ H2 = 5. The
computational grid generated in ICEM-CFD is shown in Figure 3.3 with total number of
cells equal to 19701 and the total number of nodes equal to 20000 with 200 nodes in the
Y direction and 100 nodes in the X direction. A uniform velocity boundary condition is
defined at the inlet of the channel while a pressure-outlet boundary condition is defined at
the outlet of the channel. A no-slip boundary condition is specified at both the walls. The
Reynolds number, Re =

⁄ , varies from 0.25 to 2500.
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Wall1
y

H2

H1

Outlet

Inlet
Wall2
L

Figure 3.2. Schematic of the computational domain for converging channel.

Figure 3.3. Computational grid for converging channel.

3.2.3

Sine Curve Profile Channel Test Case

The sine curve profile channel is selected for this study primarily because it not
only has a varying cross section with both increase and decrease of the cross-section
along its length, but the curvature of the channel at every axial location can be well
correlated to the axial distance from the inlet of the channel and can be controlled by just
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varying the amplitude and the wavelength of the sine curve. By knowing this variation in
the curvature, the effect of the radius of curvature on the variation of the pressure
gradient with the massflow rate and hence the performance of the empirical model can be
analyzed. For a more general flow problem like flow through the underhood of a car, if
we consider a single streamline then it is highly convoluted because of the number of
obstacles along its path. Since flow though such a sine curve profile channel is also
highly convoluted, this flow will also give a good insight into understanding the
applicability of the empirical model for very complex flows, like the underhood flow. If
is the height of the channel at the inlet then the height of the channel at any axial
location x can be determine by,
.
For this study, the values of

and

selected were,

= 0.2 and

(3.1)
= 0.6 so that the

assumption (2) in the derivation of the analytical expression for pressure gradient (Eq.
2.20), is not violated and the radius of curvature of the channel at every point is large
enough so that

̂

. The schematic and the computational grid of the channel are

shown in Figure 3.4. The L/

ratio for the channel is 18.25. For this L/

ratio the

number of wavelengths are 3.5 as shown in Figure 3.4. The computational grid has 99301
cells and 100000 nodes. With the Reynolds number is defined as
Reynolds number varies from 4 to 1200.

⁄ , the
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L

Outlet
Inlet
Wall1

Wall2

Figure 3.4. Schematic of computational domain and section of the computational grid for
sine curve profile channel flow.

3.3

Computational Results

3.3.1 Straight Channel Test Case
After performing the CFD simulations for the range of Reynolds number
specified in Section 3.2.1, for each case we calculate the pressure gradient corresponding
to the massflow rate at the axial locations x/H = 2.5, 5, 10 and 15. For a straight channel
= 0 so that

̂

∫

. So from the CFD simulation,

∫

is calculated and the pressure gradient in Figure 3.5 corresponds to this value.
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Figure 3.5. Pressure gradient at different axial locations.

Figure 3.6. Coefficients of the empirical model at different axial locations.
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Figure 3.5 shows variation of the pressure gradient with massflow rate at different
axial locations in the developing region. The empirical model (Eq. (1.1)) represented by
the curve fit is obtained by using the linear least square regression method on the CFD
data points. It can be seen that the empirical model gives an excellent fit of the CFD data
points at all axial locations. Figure 3.6 shows variation of the coefficients,

and

of the

empirical model at these axial locations. As we move downstream, it is observed from
Figure 3.6 that the magnitude of both of these coefficients goes on decreasing. Also the
coefficient ̇ in Eq. (1.1) which is , decreases at a faster rate than the coefficient of ̇
in Eq. (1.1) which is . This is because we gradually approach the axial locations at
which the flow becomes fully developed where
Next we will analyze the variation in

.

in the developing region.

According to the definition of
current case,

is a linear function of ̇ so that

given by Eq. (2.17) in Section 2.2.1, for the

can be written as,
∫

(

)

,

(3.1)

whose value can be calculated from the CFD results.
Figure 3.7 shows variation of
developing region. The value of

with

̇ at different axial locations in the

is calculated by approximating the derivative with a

first order backward difference scheme. It can be seen that the value of
strongly on ̇ especially for the relatively small values of
hypothesis proposed in Chapter 2 that

depends

̇ . This contradicts our

should have a weak dependence on ̇ so that

the empirical model is reasonably accurate. It is very intriguing that in spite of the fact
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Figure 3.7. Normalized convective term
non-dimensionalized with the height of the
channel at different axial locations.

that our hypothesis is incorrect and there is a strong dependence of

on ̇ , the empirical

model works excellently well as can be seen in Figure 3.5. This creates a puzzle which
will further be investigated in Chapter 4.

3.3.2 Converging Channel Test Case
The converging channel represents a more challenging case than the straight
channel since the flow cannot be full developed for even a very long channel. Through
this case, we will further investigate the variation in
Figure 3.8 shows variation of

.

with ̇ at different axial locations in the channel.

It can be seen that for the relatively larger values of

̇,

can be well approximated with
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Figure 3.8. Normalized convective term

Figure 3.9. Normalized convective term

at different axial locations.

along the length of the channel.
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Figure 3.10. Pressure gradient at axial locations.

a constant. This is indeed consistent with our hypothesis. For the smaller ̇ values there
is a strong dependence of
plot where the

on ̇ . In Figure 3.9, the value of

axis is the axial location while the

block of the contour plot represents the magnitude of

is shown in 2-D contour

axis is the massflow rate. Each
at a particular axial location for a

particular ̇ value. Thus the contour plot gives a more general view of the variation of
with ̇ along the entire length of the channel. It can be seen that the plot can be divided
into two regions, the upper and the lower region. In the upper region,
constant while in the lower region
location, the point

is almost a

is strongly dependent on ̇ . For a given ⁄

that divides these two regions can be defined as ,
̇
̇

,

(3.2)
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where we can specify

. Figure 3.10 shows variation of

axial locations at which variation in

is studied and the curve that best fits the CFD data

points. Similar to the straight channel test case, here also
∫
to

. This is because since the magnitude of
and it is less than 4% of

pressure gradient term

̂

with ̇ at the

is very small in comparison

along the entire length,

in Eq. (2.20) is almost equal to

In the upper region shown in Figure 3.9 since

calculated is basically

can be neglected so that the
.

is almost constant, the empirical

model is expected to perform excellently. However, in this test case also it can be seen
that

shows a strong dependence on ̇ especially for the relatively lower values of ̇ or

in the lower region and this variation is seen throughout the length of the channel. In spite
of this, an excellent fit of the CFD data points is obtained using the empirical model as
seen in Figure 3.10. This is the same puzzle as the previous test case.
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3.3.3

Sine Curve Profile Channel Test Case

The sine curve profile channel is the most complicated and challenging test case
among the three test cases that have been discussed in this chapter. Through this case we
further examine the performance of the model and the variation of
Figure 3.11 shows variation of

.

with ̇ at different axial locations in the second

periodic section of the channel shown in Figure 3.4. The location of the section at which
has been measured is shown in the inset in each plot of Figure 3.11. Similar to the
previous two test cases, here also it can be seen that there is a strong dependence of
̇ for the lower values of ̇ . It can be seen that the trend in the variation of

on

changes

along the length of the channel. In the top left plot where the section has been defined in
the diverging region of the channel,

first increases rapidly and then becomes more or

less constant, while in the converging part of the channel,

first decreases rapidly and

then decreases as shown in the bottom left plot. The top right plot shows variation of

at

the section where the radius of curvature is minimum and there is a transition from the
diverging section to the converging section of the channel, while the vice versa occurs at
the section shown in the bottom right plot. Figure 3.12 gives a more a general idea of the
variation of

along the length of a periodic part of the channel. From the color trend it

can be seen that this figure substantiates the fact about the variation of
converging and diverging part of the channel as stated above.

in the
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Figure 3.11. Normalized convective term
at different axial locations for sine profile
curve channel.

Figure 3.12. Normalized convective term
along a periodic section of the sine profile
curve channel.
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Figure 3.13. Pressure gradient at different axial locations.

Similar to the converging channel test case, here also the magnitude of
than 3% of

is less

along the entire length, which is again negligible similar to the converging

channel test case. Hence

can be neglected and the simulated values of pressure

gradient in Figure 3.13 is almost equal to the value of the term

̂

in Eq. (2.20). Figure

3.13 shows the performance of the empirical model in predicting the pressure gradient at
different axial locations. It can be seen that in this test case also, in spite of a strong
dependence of

on ̇ , at all axial locations, the empirical model performs excellently

well. From the three test cases, it can be clearly seen that the hypothesis put forth in
Chapter 2 is not true and the empirical model gives very good fit of the CFD points in
spite of a strong dependence of

on ̇ . Further investigation to find out why this

happens will be done in the following chapter.
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3.4

Summary

This chapter studies the variation of

with ̇ in order to test the hypothesis that

is weakly dependent on ̇ , put forth in Chapter 2. This is done through three test cases
with increasing level of complexity. The first of these three test cases is a simple,
developing laminar flow through a straight channel. Based on the results, it is seen that
although the empirical model gives an excellent fit of the CFD results, there is a strong
dependence of

on ̇ , thus contradicting our hypothesis. The same is observed for the

other two test cases namely, a converging channel flow and a sine curve profile channel
flow. This strong dependence of

on ̇ , especially for the relatively lower values of ̇ ,

puts forth an intriguing puzzle. The next part of this thesis would be to find a solution to
this puzzle.
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CHAPTER 4. SENSITIVITY ANALYSIS AND ACCURACY OF THE MODEL FOR
LAMINAR FLOWS

4.1

Overview

In Chapter 3 the performance of the empirical model given by Eq. (1.1) is
examined and is found to give an excellent fit of the CFD results. The variation of
with ̇ is also investigated. The analysis done in Chapter 3 put forth a significantly
important question, why does the empirical model perform so well in spite of the fact that
there is a strong dependence of

on ̇ ? We are going to investigate this puzzle by

carrying out a sensitivity study of the model fit.
In Section 4.2, a sensitivity analysis is carried out for all the three test cases
studied in Chapter 3 namely, straight channel, converging channel and sine curve profile
channel. Section 4.3 further studies the accuracy of the model.

4.2
4.2.1

Sensitivity Analysis

Straight Channel and Converging Channel

To investigate the puzzle, we first examine the sensitivity of the empirical model
fit given by Eq. (1.1) to the value of coefficient . This is done by varying the value of
by multiplying it by a factor

where

is the sensitivity input. The results of the

sensitivity analysis are shown in Figures 4.1 and 4.2. Figure 4.1 and Figure 4.2 compare
values of pressure gradient predicted by the empirical model and the CFD simulation
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results on a log-log scale for the straight channel and converging channel test case
respectively. For a value of the sensitivity input

= 0.5, error bars at every massflow rate

corresponding to the CFD simulation are also shown. The error bars indicate the
sensitivity of the model fit to the variation in . It can be seen that for both the test cases,
for relatively lower values of ̇ , the length of error bar is very small, as compared to the
higher

̇ values. For lowest value of

̇ , for the straight channel case, given 50%

variation in the value of , the variation in the pressure gradient predicted by the model is
approximately 0.5% while for the converging channel case it is
value of ̇ it is

1.8%. For the highest

26.1% for the straight channel case, while it is

converging channel case. The extremely weak sensitivity of the model to

47.5% for the
for low values

of ̇ provides a good explanation as to why the model performs so well even though
has a strong dependence on ̇ in this region. For the higher ̇ values where the model
is very sensitive to value of ,

has a weak dependence on ̇ and hence the model

performs extremely well even in this region.
Figures 4.3 and 4.4 show variation of the individual terms of the empirical model
along with the CFD points and the empirical model fit. On the basis of the analytical
expression for pressure gradient for laminar flows given by Eq. (2.20), we can say that
the square term represents pressure loss due to acceleration of the fluid and the linear
term represents pressure loss due to wall friction. From the figures we can clearly see the
relative magnitude of the two terms appearing in the empirical model. In the limit of ̇
0, the linear term dominates the quadratic term while for the higher

̇ values, the

quadratic term has a higher magnitude than the linear term. Since the magnitude of the
square term is small in comparison to the linear term for lower values of

̇ , the model fit
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,

Figure 4.1. Empirical model results for straight channel with error bars for
⁄
10.

Figure 4.2. Empirical model results for converging channel with error bars for
⁄
0.5.

0.5 at

0.5 at
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Figure 4.3. Magnitude of terms of empirical model fit for straight channel at ⁄

Figure 4.4. Magnitude of terms of empirical model fit for converging channel for ⁄
0.5.

10.
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is not very sensitive to variation in the value of the coefficient

in this region as is seen

in Figures 4.1 and 4.2. This provides further evidence to our explanation that since the
model is not sensitive to variation in the value of

or basically

for the relatively lower

values of ̇ , the model gives a very good fit of the CFD data in this region even though
there is a strong dependence of

on ̇ . For the higher ̇ values, although the model fit

is very sensitive to variation in , in this region,

is weakly dependent on ̇ .

Based on the interpretation of the square and linear terms and the length of the
error bars we can divide the flow problems into three regions: a diffusion dominated flow
region (DDF), a transition region and a convection dominated flow region (CDF) as
shown in Figures 4.5 and 4.6. In the DDF region, diffusion or the linear term dominates
while in the CDF region, convection or the quadratic term dominates. Between these two
regions there exists a transition region where both the diffusion and the convection
effects important. If a flow is in the DDF region, it can be well approximated by
̇ , since
on ̇ ,

̇ is very small here. Hence in this region even if

is strongly dependent

is not affected by variation in . If the flow is not in the DDF region, the

empirical model works very well since

can be approximated by a constant in this region.
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Figure 4.5. Classification of flow through the straight channel based on sensitivity
analysis.

Figure 4.6. Classification of flow through the converging channel based on sensitivity analysis.

41
4.2.2 Sine Curve Profile Channel
Similar to the straight channel and the converging channel test case, for the sine
curve profile channel analyzed in Chapter 3 also, a sensitivity analysis is carried out by
using a value of 0.5 for the sensitivity input . Figure 4.7 compares the absolute values of
pressure gradient predicted by the empirical model fit and the CFD simulation results at
the axial locations where the variation in

is studied. The error bars at every ̇ value for

which CFD simulations are also calculated. Similar to the other two test cases, here also
the length of the error bars is very small for the relatively lower values of ̇ but increases
with an increase in the value of ̇ . This indicates the model is more sensitive to variation
in

and hence

for the higher ̇ values while for the lower values of

̇ it is not very

sensitive. Figure 4.8 compares the relative magnitude of the individual terms of the
empirical model given by Eq. (1.1). Based on the variation of

with ̇ , the diffusion

dominated region (DDF), the transition region and the convection dominated region
(CDF) can be defined as shown in Figure 4.9. In Figure 4.8 it can be seen that the value
of the linear term is much greater than the quadratic term in the DDF while in the CDF
region the magnitude of the square term is higher. If the range of the massflows for which
the study is carried out is increased then the difference between the magnitude of the
linear and the square term would go on increasing. This indicates that while the linear
term mainly models the low Reynolds number flows where the flow has significant
contribution due do diffusion, the square term models the higher Reynolds number flows
where pressure loss is primarily due to convection.
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Figure 4.7. Empirical model results for sine curve profile channel with error bars for
0.5 at different axial locations.

Figure 4.8. Magnitude of terms of the empirical model fit for sine curve profile channel
for
0.5 at different axial locations.
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Figure 4.9. Classification of flow through the sine curve profile channel based on
Till this point in this study, the primary
objective
has been to understand the model and
sensitivity
analysis.

try to find a theoretical basis for the model. Not much emphasis has been given on
studying the accuracy of the model quantitatively. In following section the accuracy of
the model will be studied by calculating the percentage error in the predicted pressure
drop for the three test cases.

4.3

Accuracy of the Model

As discussed in the previous section, for all of the flows we can define a convection
dominated region, a diffusion dominated region and a transition region. In this section we
further study the performance of the model quantitatively. For all of the three test cases
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4.3.1

Percentage Error in the Convection Dominated Flow Region (CDF)

Figure 4.10. Percentage error in pressure gradient predicted by empirical model along
the length of the straight channel for test flow with Re = 1400.

Figure 4.11. Percentage error in pressure gradient predicted by empirical model along
the length of the converging channel for test flow with Re = 1375.
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Figure 4.12. Percentage error in pressure gradient predicted by empirical model along
the length of the sine curve profile channel for test flow with Re = 900.

discussed till now, additional simulations are run for massflow rate values which lie in
the CDF and the DDF region of each flow case.
Figures 4.10 to 4.12 show variation in the percentage error in the pressure
gradient predicted by the empirical model for the three test cases that have been studied
in detail for laminar flows till now namely, the straight channel, converging channel and
the sine curve profile channel. For each test case, the Reynolds number for the test flow
has been selected in such a way that it lies in the CDF region. The length of the channel
along which the percentage error has been calculated is the same along which the
variation in the normalized convective term is analyzed in Chapter 3. In general for all
cases it can be seen that the percentage error is less than 3%. For the straight channel and
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the converging channel, the percentage error is less than 2% along the entire length of the
channel. For the sine curve profile channel the percentage error is less than 2.5%.

4.3.2

Percentage Error in Diffusion Dominated Flow Region (DDF)

Figures 4.13 to 4.15 show variation in the percentage error in the pressure
gradient predicted by the empirical model for the same three test cases but for test flows
in the DDF region. It can be seen that in general for, the DDF region, the magnitude of
the percentage error is higher for all of the three test cases when compared with the
convection dominated flow region. One of the main reasons for this is that for the low
Reynolds number flows, since the magnitude of the pressure gradient is small, the
relative error or the percentage error is not a good measure of the performance of the
model. For such flows, the absolute error is less, but since the magnitude of the pressure
gradient is very small, the relative error is very high. However, whether such low
Reynolds number flows will be encountered in real-life engineering problems or not is
debatable. These low Reynolds number flows or “creeping” flows are generally observed
only in hydraulic operations like flow through lubricating gaps in pumps. One possible
way to obviate the problem of high percentage error in the diffusion dominated flow
region is to model the flows in this region separately by generating a different curve
based on curve fitting of the CFD points only in this region or by using only the linear
term to approximate the pressure drop as discussed in Section 4.2.1.
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Figure 4.13. Percentage error in pressure gradient predicted by empirical model along
the length of the straight channel for test flow with Re = 400.

Figure 4.14. Percentage error in pressure gradient predicted by empirical model along
the length of the converging channel for test flow with Re = 15.
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Figure 4.15. Percentage error in pressure gradient predicted by empirical model along
the length of the sine curve profile channel for test flow with Re = 12.

4.4

Summary

This chapter mainly studies the sensitivity of the model to variation in the value of
the coefficient

of the empirical model. It is seen that inspite of the fact that

has a

strong dependence on ̇ , this variation is restricted to the relatively lower values of ̇ or
the low Reynolds numbers, where the model is insensitive to variation in
Also, the magnitude of the

and hence

.

̇ term for these flows is very small in comparison to the

̇ term, which further explains the insensitivity of the model to variation in

. Based

on this we can say that there exist three regions in the flow, the diffusion dominated flow
region (DDF), the convection dominated flow region (CDF) and the transition region.
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The variation of

is mainly restricted to the DDF region while in the CDF region,

is

weakly dependent on ̇ .
The accuracy study shows that the empirical model is very accurate in the CDF
region with the percentage error less than 3% for all the three test cases. In the DDF
region the model is not very accurate primarily because of the relatively smaller absolute
values of the pressure gradient. However since the Reynolds number for the flows in this
region is very small and will not be encountered very frequently in the real life
applications, no further investigation has been done to develop an accurate model only
for flows in this region.
Till now, analysis in this study has been mainly restricted to only laminar flows. In
case of turbulent flows besides the convective term, there is an additional Reynolds stress
term, ̅̅̅̅̅̅̅ , which also needs to be considered. Since majority of the real-life
applications are turbulent flows, the next step in this thesis would be to analyze the
empirical model (Eq. (1.1)) for turbulent flows knowingly already from the underhood
problem in Chapter 1 that the model has potential. Analysis for turbulent flows will be
covered in the next chapter.
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CHAPTER 5. VARIATION OF CONVECTIVE TERM AND REYNOLDS STRESS
TERM AND SENSITIVITY ANALYSIS FOR TURBULENT FLOWS

5.1

Overview

Till this point in this study, analysis of the empirical model has been restricted only
to laminar flows. For laminar flows, it is seen that the empirical model performs
excellently well. However in most of the engineering applications the flow is not laminar
and hence extending the applicability of the current empirical model to the developing
turbulent flow regime would make the model very useful.
Section 5.2 gives a brief description of the computational model used for studying a
developing turbulent flow through a straight channel. Section 5.3 discusses the variation
of the normalized convective term represented by

in Eq. (2.41), with ̇ . Section 5.4

carries out a sensitivity analysis of the empirical model to the different skin friction
coefficient models. Section 5.5 assesses the performance of the empirical model using a
quantitative approach. Section 5.6 discusses flow through a highly convoluted channel
which serves as a good test case to study the applicability of the model to real life
engineering applications.
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5.2

Computational Model

The channel used for studying performance of the empirical model for turbulent
flows is shown below in Figure 5.1. For this channel, L/H = 100. The computational grid
is generated using ICEM-CFD and a solution of the problem is obtained using FLUENT
14.5. The computational grid is finalized by carrying out grid independence study. The
total number of cells in the computational grid are 39601 while the total number or nodes
4000 with 200 nodes in the
the

direction and 200 nodes in the

direction. All the nodes in

direction are equally spaced. Since the flow will remain attached throughout the

length of the channel and the computational cost involved in resolving the boundary layer
right up to the viscous sub-layer is quite high, standard wall functions have been used
along with the Reynolds Stress Transport (RST) model. For the standard wall functions it
is necessary that the first node is in the log layer. This is checked by examining the y+
value all the Reynolds numbers for which the flow is analyzed. A velocity inlet and
pressure outlet boundary condition is defined. With the Reynolds number defined as
⁄ , the inlet velocity is varied in so that the Reynolds number it varies from 7000
to 106. A steady state simulation is run for all velocities. The turbulence intensity at the
inlet and outlet is specified as 5% while the viscosity ratio, which is the ratio of the
turbulent viscosity to the molecular dynamic viscosity, is specified as 10. Based on the
turbulent intensity, the value of the Reynolds stresses required for the Reynolds Stress
Transport model at the inlet and outlet are calculated in such a way that ̅̅̅̅̅̅̅
and ̅̅̅̅̅̅̅̅

̅̅̅̅̅̅̅̅

̅̅̅̅̅̅̅̅

, where

is the turbulent kinetic energy.

where
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L
Inlet

H
Wall 1

Outlet

Wall 2

Figure 5.1. Schematic of computational domain and section of the computational grid
for turbulent channel flow.

5.3

Variation of Convective Term and Normal Reynolds Stress Term

As derived in Chapter 2, the general expression for the pressure drop in a
developing turbulent channel flow is given by,
̇

where

is a constant and

̇

̅̅̅̅̅

,

(2.40)

is the normalized convective term.

Also, for a straight channel, ̅̅̅ = 0 so that

̅̅̅
̂

∫

̅̅̅

.
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Figure 5.2. Normalized convection term ( ) for turbulent flows at different axial
locations.

Figure 5.3. Comparison of magnitude of normal reynolds stress in streamwise direction
and pressure term at different axial locations.
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Figure 5.4. Pressure gradient at different axial locations.

In order for the empirical model (Eq. (1.1)) to give very accurate results
should either be independent of ̇ or weakly dependent on ̇ and

. The variation of

with ̇ will be checked in this section.
Figure 5.2 shows the variation of
seen that in spite of the fact that

with ̇ at different axial locations. It can be

varies with ̇ , its magnitude is very less. Hence even
̇

if the variation is strong as can be seen in Figure 5.2, the magnitude of the
term is very small in comparison to

̅̅̅̅̅

because of which variation in

does not vary

the term significantly. Hence the model gives a good approximation of
relatively higher values of

̇ even if

is not weakly dependent on ̇ .

̅̅̅̅̅

for the
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Figure 5.3 compares the magnitude of the two terms in the expression for

̅̅̅̅̅̅

(Eq. (2.37)). The first term on the right hand side is the pressure term while the second
term is normal Reynolds stress term. It can be clearly seen that the magnitude of the
pressure term is almost four orders of magnitude greater than the Reynolds stress term. It
should be noted that at some axial locations, Reynolds stress terms corresponding to all
̇ values cannot be plotted because the magnitude of the Reynolds stress is very low for
the lower values of ̇ . Since the normal Reynolds stress term can be neglected,
̅̅̅
̂

∫

the term

̅̅̅̅̅̅

. Hence the CFD result of the pressure gradient which is basically
∫

can be used in analytical expression Eq. (2.41) and an

empirical model fit of these points can be obtained without having to incorporate the
additional normal Reynolds stress term.
Figure 5.4 shows the performance of the empirical model represented by a second
degree best fit curve on a logarithmic scale. For the lower ̇ values it can be seen that the
fit is not very accurate and the fitting technique is biased towards the higher ̇ values. A
strong possibility could be the assumption that

. The value of

depends on the skin

friction coefficient model used for correlating the skin friction coefficient to the Reynolds
number. For a turbulent channel flow, its value is
model fit to value of

= 1.75 [29]. The sensitivity of the

is investigated in the next section.
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5.4

Sensitivity Study

As stated in Section 5.3, the constant

used in Eq. (2.41) depends on the skin

friction model. As per Moody’s diagram, although for the higher Reynolds number, the
friction factor depends on the roughness of the wall, in the derivation of the analytical
expression in Chapter 2, it is assumed that the channel is smooth and no roughness is
defined will running the CFD simulations as well. Hence we can use the smooth channel
relations as per [34] & [35] without using the logarithmic form of the relation for
extremely high Reynolds numbers,
.

Figure 5.5. Effect of value of

(5.1)

on pressure gradient predicted by empirical model at
⁄
0.2.
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For turbulent flow through a channel,

= 0.25 [29] so that
.

is related to

(5.2)

through the following relation,
.

(5.3)

In order to study the sensitivity of the model to values of , or basically the skin
friction coefficient model used, its value is varied from 1 to 2.
Figure 5.5 shows the effect of the variation in the value of

on value of the

pressure gradient predicted by the empirical model at the axial location ⁄

0.2. It can

be seen that changing the degree of the second term of each model basically affects the
ability of the model to predict pressure drop for the relatively lower values of ̇ . For a
rectangular duct the value of is

= 1.75 [29]. If this is used then it can be clearly seen

that an improved version of the empirical model given by Eq. (1.1) is obtained. Thus it
can be concluded that if pressure drop is to be calculated through an arbitrary section, the
empirical model would be useful, but a better estimate can be obtained if the exact or a
rough estimate of the value of

or

for the skin friction model is known.
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5.5

Accuracy of the Model

In Section 5.4 it is seen that when

= 1.75 is used, an improved version of the

empirical model given by Eq. (1.1) is obtained. A comparison of the accuracy of both of
these models is done in this section using a quantitative approach.
Figures 5.6 and 5.7 compare the percentage error in pressure gradient predicted by
two models, Model 1 which is the empirical model given by Eq. (1.1) and Model 2 which
is the improved version of the model with

= 1.75. For Figure 5.6, the Reynolds number

of the test flow is 4 x 105 while for Figure 5.7 it is 4 x 104. For both of these test flows
Model 2 gives a more prediction than Model 1. For Re = 4 x 104 the difference in the
percentage error is significantly large. The mean error is about 35% for Model 2 while is
its almost 1800% for Model 1. Although the percentage error for Model 1 for this flow is
almost 1800% the absolute error is much less and the large relative error is because the
magnitude of the pressure gradient is very small. From Figure 5.7 it can be seen that the
value of

has a significant effect on predicting pressure gradients for the relatively lower

Reynolds number flows. For Re = 4 x 105, the mean percentage error for Model 1 is
about 2.5 % while for Model 2 it is less than 1.5% indicating the for these flows there is
not much effect of the value of

.
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Figure 5.6. Percentage error in pressure gradient predicted by empirical model (Model 1) and
improved empirical model (Model 2) along the length of the straight channel for test flow
with Re = 4 x 105.

Figure 5.7. Percentage error in pressure gradient predicted by empirical model (Model 1)
and improved empirical model (Model 2) along the length of the straight channel for test
flow with Re = 4 x 104.
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5.6

Convoluted 2D Channel Test Case
5.6.1

Test Case Description

A convoluted 2D channel, as shown in Figure 5.8 represents a very challenging
test case wherein the cross-sectional area and direction of the flow is changing constantly
in a random pattern and so that the flow will always be turbulent and statistically
inhomogeneous. If we consider the 1D underhood flow model discussed in Chapter 1
wherein the basic concept is to represent the entire flow through the underhood by a
single streamline and measure the pressure drop across two points on this streamline then
the flow through this channel can be assumed to represent this streamline.

L
Outlet
H
Inlet

Wall1

Wall2

Figure 5.8. Schematic showing the computational domain for convoluted 2D
channel.

The height of the channel at the inlet and outlet shown in Figure 5.8 is H while the total
length of the channel L. The L/H ratio is 40. Along the length of the channel, the height
of the channel varies from about 0.6H to 1.8H in a random manner. The computational
grid is generated using ICEM-CFD while FLUENT 14.5 is used for solving the problem
computationally. The total number of cells are 97951 while the total number of nodes are
100000. The RST turbulence model is used along with standard wall functions. A
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velocity inlet is defined and a pressure outlet boundary condition is defined at the outlet.
If the height of the channel at the inlet is used for defining the Reynolds number then it
varies from 5000 to 2 106 for the given range of inlet velocities. At the inlet, the
turbulence quantities were set by setting the turbulence intensity as 10% and the
turbulence length scale as H. The turbulence intensity at the outlet is specified as 5%
while the viscosity ratio, which is the ratio of the turbulent viscosity to the molecular
dynamic viscosity, is specified as 10.

5.6.2

Test Case Results

For each test case after the CFD simulation is run, the pressure gradient
corresponding to the massflow rate is calculated at different axial locations. Figure 5.9
shows variation of the absolute value of

with ̇ at different axial locations along the

length of the channel. It can be seen that an excellent fit of the CFD data points is
obtained at all axial locations. Unlike the straight channel case, the empirical model is
able to capture the flows with relatively low values of ̇ .
Figure 5.10 shows variation of the pressure gradient along the length of the
channel. The color of each block represents the magnitude of

for a given ̇ and at a

given axial location. From the variation in the color of the blocks it can be seen that for
all the axial locations,

either increases monotonically or decreases monotonically with

̇ . Figure 5.11 compares the effect of different skin friction models on the predicted
values of the empirical model. With the change in the skin friction model, the degree of
the second term in the empirical model changes as can be seen in the figure. It is
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Figure 5.9. Pressure gradient at different axial locations for convoluted 2D channel.

Figure 5.10. Pressure gradient along the length of the convoluted 2D
channel.
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observed that by changing the skin friction model, the best fit curves obtained for the
CFD data points show deviation from one another only for the lower massflow rates.
Since this deviation is not quite significant, the original empirical model represented as
Model 1 can be used for this test case.
From this test case it can be concluded that even if the direction of the flow is
rapidly changing due to curvature effects or due any obstructions and the flow is highly
turbulent and inhomogeneous, the empirical model gives results within acceptable range

Figure 5.11. Effect of relation between skin friction coefficient and Reynolds number on
of accuracy. Alsopredicted
it appearspressure
that thegradient
sensitivity
the empirical
model to the skin friction
forof
convoluted
2D channel.

model used depends on the test case. Although the empirical model seemed to be very
sensitive for the developing channel flow case, it is not for this test case.
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5.7

Summary

In this chapter, the study of the empirical model given by Eq. (1.1) is extended to
developing, statistically inhomogeneous turbulent flows. Similar to laminar flows, in this
chapter also, the variation of the coefficient of the ̇ term i.e.

in the general pressure

drop expression, given by Eq. (2.41), with ̇ is studied for a developing straight channel
flow problem. It is seen that although

is not weakly dependent on ̇ , the magnitude of

is very small so that variation in its value does not vary the magnitude of the
̇

significantly in comparison to the magnitude of

̅̅̅̅̅

. Hence the empirical

model is able to give a good fit of the CFD results especially for the relatively higher
values of ̇ .
The second part of this chapter is dedicated to studying the effect of the skin
friction model which correlates the skin friction coefficient to the Reynolds number in
order to understand why the empirical does not work very well for relatively lower values
of ̇ . A quantitative study of the accuracy of the empirical model shows that significant
improvement especially for the lower massflow rate flows is obtained when a known skin
friction model based on the geometry of the channel is used.
In the last part of this chapter, the empirical model represented by Eq. (1.1), is
tested for flow through a highly convoluted channel, which is a good representation of a
generalized flow field which could be encountered in many engineering applications. It is
seen that the empirical model performs extremely well and it has good potential in
predicting

even

turbulent

flows.
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK

A generalized empirical model for predicting pressure drop across a channel of any
arbitrary cross-section geometry for both developing laminar and turbulent flow has been
studied successfully using computational fluid dynamics simulations. Although the model
is widely used in the industry to solve engineering problems, not much emphasis has
been given to understand the governing flow physics. In order to develop to a theoretical
base for the model, a systematic study has been done in this work. A sound, theoretical
understanding of the empirical model has been achieved.
Chapter 1 identified the objectives of this study. The first major objective is to
verify the format of the model by comparing it with a general pressure gradient
expression derived from first principles. The second major objective is to analyze the
coefficients of the model which is done through sensitivity studies and study the potential
of the model by assessing the accuracy of the model. The outcome of these objectives and
the possible avenues for carrying out work in the future will be discussed in the next two
sections of this chapter.
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6.1

Major Conclusions

The major conclusions of this study can be summarized as below:
1. In order to study the format of the empirical model, using the integral approach on
the momentum equation in the streamwise direction, an analytical expression
correlating the pressure gradient to the massflow rate is derived for both laminar and
turbulent flows. It is observed that empirical model has the same format i.e. a square
term and a linear term as the analytical expression indicating the empirical model
has a theoretical background.
2. On analyzing the coefficients of the analytical expression it is seen that for laminar
flows, if the convective term normalized by the bulk velocity or the normalized
convective term ( ) is independent of the massflow rate ( ̇ ) or weakly dependent
on it, the empirical model will give very accurate results. In case of the turbulent
flows along with the coefficient of the ̇ being independent or weakly dependent
on

̇ , it is necessary that the skin friction coefficient varies inversely as the

Reynolds number for the empirical model to be accurate.
3. The study of developing laminar flow through a straight channel, converging
channel and a sine curve profile shows that there is a strong dependence of

on ̇ .

In spite of this, the empirical model gives an excellent fit of the CFD results for all
of these flows at all axial locations.
4. In order to analyze why the empirical model gives such a good fit in spite of the
strong dependence of

on ̇ , a sensitivity study of the model is carried out for the

above three test cases. This study reveals that in spite of the fact that

shows

considerable variation, this variation is restricted to relatively lower values of ̇ ,
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where the model is insensitive to variation in

. For the higher values of ̇ ,

is

weakly dependent on ̇ . Hence the empirical model gives a good fit of the CFD
data points even though

is not weakly dependent on ̇ for the entire range of ̇

values. Based on the interpretation of the individual terms of the empirical model a
laminar flow can be divided into three regions a diffusion dominated flow region
(DDF), a convection dominated flow region (CDF) and a transition region. The
variation of

is mainly restricted to the diffusion dominated flow region while in

the convection dominated flow region,

is weakly dependent on ̇ .

5. For the three laminar flow test cases, the empirical model is very accurate and the
percentage error is less than 3% for a test flow in the CDF region. In the DDF
region the model is not very accurate primarily because the absolute value of the
pressure gradient is very small because of which the relative error might be very
high for a small value of absolute error. A model taking into account mainly the
viscous effects like the Darcy- Weisbach equation [2] or would be able to capture
the flow in this region accurately.
6. In a turbulent channel flow it is seen that even though the normalized convective
term (

) varies with ̇ , the magnitude of

comparison in to the value of

̅̅̅̅̅

and the

and hence variation in

̇

is very small in
does not affect the

predicted pressure gradient much. For the straight channel flow case it is seen that
for the relatively lower ̇ values, a good fit is not obtained. An improved version of
the empirical model given by Eq. (1.1) can be obtained if the skin friction model
which correlates the skin friction coefficient or the friction factor to the Reynolds
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number is known. This version of the empirical model accurately estimates the
pressure gradient for these low massflow value flows also. Hence for the given
cross-section geometry of the channel, if an accurate skin friction model is known,
then replacing the first degree term in the original empirical model by this model
would improve the performance of the model. The highly convoluted channel
provided a stern test for the empirical model. Since an accurate skin friction model
is not known for such a channel, the empirical model (Eq. (1.1)) with a second and
first degree term in ̇ is used. It is seen that the empirical model performs very well
in predicting the pressure drop albeit for the low Reynolds number flows where the
importance of knowing the skin friction model comes to the forefront.

6.2

Recommendations for Future Work

Despite the amount of work done in this study to understand the empirical model
there still remain some avenues which can be explored as a continuation of this work.
These are:
1. Accuracy of the Model: In this work, efforts were directed primarily towards
understanding the model and not on improving the accuracy of the model. The
inaccuracy in the model is mainly due to the fact that

and

are not completely

independent of ̇ . In order to see how accurate the model is, a potential user of the
model should have some idea about how much variation in

or

can be tolerated

to get a fairly accurate prediction of the pressure gradient. Hence if it is possible to
generate a correlation between the variation in

or

with the percentage error in
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the predicted pressure gradient for the given problem, then valuable information
about the applicability of the model for a given ̇ can be obtained.
2. Accuracy of Turbulent Flow Simulation: Use of wall function implies that the flow
is solved only for the turbulent flow region and the viscous sub-layer is not resolved.
This means that the velocity in the viscous layer is not calculated accurately
especially if there are non-equilibrium effects like separation of the flow in
convoluted channel. Also it is observed that the turbulent kinetic energy is not zero
at the wall which means that some error is introduced while calculating the normal
Reynolds stress. Use of a finer mesh especially near the wall would help reduce the
errors and give a more accurate estimation of the variation of

with ̇ .

3. Effect of a Fan: While selecting a fan for a particular application it is necessary to
know the system resistance curve or the pressure loss characteristic curve so as to
estimate the pressure rise that is needed. In such applications, the best fit curve
which represents the empirical model can be used as a good estimation the pressure
loss characteristic curve. As such it would be worth investigating the effect of the
fan on the pressure loss characteristic curve for general internal flow problems.
4. Characterizing the Radius of Curvature: One of the main assumptions in deriving
the analytical expression was that the radius of curvature should be large enough so
that

̂

. In this work, no effort is made to develop a lower bound for the radius

of curvature such that if the radius of curvature is below this value at any point
along a channel or pipe the model would fail. By testing the model for large number
of test cases with well-defined curved profiles, a non-dimensional lower bound for
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the radius of curvature in terms of the length of the channel or the mean height of
the channel can be developed.
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