In this paper, right censored data of type II related to the Gumbel distribution (maximum extreme value distribution) of two parameters is considered. Estimation of the distribution parameters are presented by two methods: maximum likelihood method and modified moment method. Moments properties of the estimators such as bias, variance, skewness and kurtosis are compared between two methods. We show that the estimators are unbiased, and its variances converge to zero, which the estimators are consistent in modified moment method. Consistency of the maximum likelihood and modified moment estimators are tabulated by using mean square error. Confidence interval estimation for the distribution parameters based on the maximum likelihood method and modified moment method are given by Monte Carlo simulation.
Introduction
Recently there has been a great deal of interest in the use of various types of parametric models for the analysis of what is variously referred to as lifetime, survival time or failure time data that have as end point the time until the failure occurs. The major areas of application of such models appear in medical studies of chronic diseases, in industrial life testing, flood frequency analysis, reliability analysis in engineering, financial risk management, etc. [7] [9]
In survival data investigation, it is quite common to find some units have not failed when the observation is terminated. There failure times are therefore unknown but it is known they exceed their survival times measured at the end of investigation. Such failure times are said to be right censored. This censoring mechanism may occur due to the need for early termination of the investigation or removal of units from use before failure, or failure of units may occur because of causes unrelated to the application of the operating conditions, etc., and where records of survival times cannot subsequently be obtained. [7] [9]
Censored data are said to have type I censoring, if censored observation occur only at specified values of the dependent variables, for example, in life testing when all units are put on test at the same time, data are collected and analyzed at a specific point in time. In this type of censoring, the censoring values are fixed and the number of censored observation is random. [ In this paper, we use maximum likelihood method and modified moment method to estimate the parameters of Gumbel distribution (maximum extreme value distribution) of right censored data of type II. We show that the estimators are unbiased and its variances converge to zero in modified moment method, which the estimators are consistent. Finally, the confidence interval estimation for the parameters distribution based on maximum likelihood method and modified moment method were found.
Right Censored Data Related to Gumbel Distribution of Type II
Let X1, X 2,..., X n represent the time to failures of the n component and let Y1, Y2, …, Yn represent their arrangement in ascending order of magnitude, then from order statistic theory, the joint p.d.f. of r censored data of Y1, Y2, …, Yr , (r < n) (Hogg and Graig (1971) 
where α is scale parameter and β is shape parameter and X has c.d.f. is
Now let Y1 < Y2 < … < Yr is the order statistic of a r.v. of size r with p.d.f. and c.d.f. given from eqs. (2) and (2). Then using eq. (1), we have L = h (y1, y2, ..., yr)
Estimation of parameters for Gumbel distribution by Maximum Likelihood Method
We shall use maximum likelihood method for estimating the distribution parameters of α and β, where the logarithmic likelihood equation given by (2) is
From eq.s (7) and (1), which are non linear equations that there are no analytically solution can be made for α and β. So approximation to α and β could be obtained by using Newton-Raphson. We could be obtained on the second and mixed partial derivatives of eq.s (5) and (6) with respect to α and β by the observe fisher information matrix for maximum likelihood estimation (El Sherpieny et. al. (2112)) [2] , which is: 
) is the approximation solution of (α, β) at stage (s), s = 1, 2, 2, …..., then the approximation solution at stage (s+1)
where
The process is repeated until successive α and β estimators agree to a specified tolerance on an element by element basis.
Estimation of parameters for Gumbel distribution by Modified Moment Method
We shall use modified moment method for estimating the distribution parameters of α and β. Let Y1 is the first order statistic of r censored data (1 + (− )) −1 We know that
From Advanced Calculus, we have
+ n β∑ ( 15) where Ψ(z) = ln (Г( )) is known as digamma function and Ψ(1) =−γ = −17577 is called Euler's constant (Rand (1997) [5] ). Now, we apply the modified moment method from eq.s (12) and (15) by setting: ̂ = α + γ β = X ̅ and E (Y1) = Y1 at α = α , β = β , we have to : α + γ β + n β ∑ ( (4), December, 4174, pp.768-744  Science = Y1 .............................................. (16 Now, we will show that the estimators α and β are unbiased estimators for α and β respectively, and its variances converge to zero as follows: 
where Xi and Xj are independent 29) we conclusion that the estimators α and β are consistent.
Confidence Interval Estimation for the Parameters of Gumbel Distribution
In this section, we shall consider confidence interval estimation for the parameters α and β based on the maximum likelihood method and modified moment method.
If the exact percentiles of the distribution of α and β were known, confidence intervals with confidence coefficients equal to the nominal confidence coefficients 1− λ could be found. The two−sides central 111 (1− λ) % confidence intervals for α and β based on maximum likelihood and modified moment estimators would be given by
) respectively,
represents to 111 (1− λ) of standard normal distribution Since the exact distribution of α and β are unknown, an approximate confidence intervals may be found using the percentile approximation based on the maximum likelihood and modified moment estimators. (Hogg and Graig (1971) ) [2] .
We take 95 % confidence interval for α and β based on maximum likelihood and modified moment estimators.
Monte Carlo Results
In the Monte Carlo simulation, r censored observations were taken with r = 5(1) 11(2) 21 from the sample n = 21 and the simulation run size 511 was used.
Table (1) gives the values of bias, variance, mean square error, skewness, kurtosis and confidence intervals of the modified moment estimators.
Table (2) gives the values of bias and variance of the maximum likelihood estimators. The variances are obtained from eq.s (9) and (11). Table ( 2) gives the values of mean square error and skewness of the maximum likelihood estimators.
Table (2) . gives the values of kurtosis and confidence intervals of the maximum likelihood estimators. 
