Abstract. A positroid is a matroid defined by Postnikov to study the cells in the non-negative part of the Grassmannian. They are in bijection with decorated permutations. We show a way to explain contraction and restriction of positroids in terms of decorated permutations.
Introduction
A positroid is a matroid that can be represented by a k × n matrix with nonnegative maximal minors. It was first defined in [P] . Let us first see what a positroid and a decorated permutation is.
Ordering < w for w ∈ S n is defined as a < w b if w −1 a < w −1 b for a, b ∈ [n].
Definition 1. Let A, B ∈
[n] k , w ∈ S n where A = {i 1 , · · · , i k }, i 1 < w i 2 < w · · · < w i k B = {j 1 , · · · , j k }, j 1 < w j 2 < w · · · < w j k Then we set A ≤ w B if and only if i 1 ≤ w j 1 , · · · , i k ≤ w j k . This ordering is called the Gale ordering on [n] k induced by w. We denote ≤ t for t ∈ [n] as < c t−1 where c = (1, · · · , n) ∈ S n . Definition 2 ( [P] , Definition 16.1). A Grassmann necklace is a sequence I = (I 1 , · · · , I n ) of subsets I r ⊆ [n] such that, for i ∈ [n], if i ∈ I i then I i+1 = (I i \ {i}) ∪ {j}, for some j ∈ [n]; and if i ∈ I i then I i+1 = I i . (Here the indices are taken modulo n.) In particular, we have |I 1 | = · · · = |I n |.
Definition 3 ( [P] , Definition 13.3). A decorated permutation π : = (π, col) is a permutation π ∈ S n together with a coloring function col from the set of fixed points {i|π(i) = i} to {1, −1}. That is, a decorated permutation is a permutation with fixed points colored in two colors.
It is easy to see the bijection between necklaces and decorated permutations. To go from a Grassmann necklace I to a decorated permutation π : = (π, col).
•
To go from a decorated permutation π : = (π, col) to a Grassmann necklace I,
Let's look at a simple example. For decorated permutation π : with π = 81425736 and col(5) = 1, we get I 1 = {1, 2, 3, 6}, I 2 = {2, 3, 6, 8}, I 3 = {3, 6, 8, 1}, I 4 = {4, 6, 8, 1}, I 5 = {6, 8, 1, 2}, I 6 = {6, 8, 1, 2}, I 7 = {7, 8, 1, 2}, I 8 = {8, 1, 2, 3}.
The following is our Theorem-Definition for positroids.
Definition 4 ([O]
). M is a positroid if and only if for some Grassmann necklace (I 1 , · · · , I n ), the following condition holds: H ∈ M if and only if H ≥ t I t for any t ∈ [n]. It is proved in [O] that class of positroids is closed under matroid contraction and restriction. So in this paper, we will describe contraction and restriction of a positroid in terms of its decorated permutation. That is, if we obtained M ′ from a positroid M by matroid contraction or restriction, we will describe π : M ′ directly from π : M . Throughout the paper, we will denote the decorated permutation of the original positroid as π : and the resulting positroid after contraction/restriction as µ : .
Here is the definition of contraction and restriction for matroids.
Definition 5. Given a matroid M on set E. The contraction of T ⊂ E from M is defined as
The deletion of T ⊂ E from M is defined as
The restriction of M to T ⊂ E is defined as
Below is the notation we will use throughout the paper.
• For two sets A, B, we will use A − B for the usual set minus operation A \ B, in order to avoid confusion with backslash for matroid deletion.
• We think of the base set [n] as elements of Z n . Draw a circle, put integers 1 to n in a clockwise order. (a, b) means integers between a and b on the circle read in clockwise order.
be the maximal element of D with respect to the ordering ≤ t .
Contraction in terms of Grassmann necklaces
In this section, we will describe the contraction of positroids in terms of the Grassmann necklace. Let us pick a positroid M ⊆
[n] k and its corresponding Grassmann necklace I M = (I 1 , · · · , I n ). Denote the associated decorated permutation as π : = (π, col). Let us assume j ∈ [n] is not a fixed point of π to avoid triviality. Define M ′ as
If we switch the sign of col(j) of decorated permutation corresponding to M ′ , we would get a decorated permutation of M/{j}. Denote the Grassmann necklace of
First, let's try to show
We know from choice of h i that {h i+1 , · · · , h k } ⊂ I j . Then we can write I a , H, I j in increasing order from left to right with respect to ≤ j as:
Now for any r ∈ (h i−1 , t 1 ), we have t 1 ≤ r h 1 , · · · , t i−1 ≤ r h i−1 . So we get H ≥ r I j . And it is obvious that H ≥ t I a for t ∈ (h k , h i ). Combining these two facts, we get H ≥ r I r for all r ∈ [n].
Proof. When j ∈ I a , it is obvious. So assume j ∈ I a . Choose i, t as in the previous lemma. From
convenience. Now write I a , H, K a in increasing order from left to right with respect to ≤ a as:
Let's look at an example. When π = [6, 1, 4, 8, 2, 7, 3, 5] and j = 3:
2 , I 3 , I 8 since they contain 3. For K 4 , max 4 ({4}) = 4 and we get K 4 = (I 4 \ {4} ∪ {3}) = {3, 5, 6, 1}. Similarly, we obtain K 5 = {5, 6, 1, 3}, K 6 = {6, 8, 1, 3} and K 7 = {7, 8, 1, 3}.
Contraction in terms of Decorated permutations
Now let's try to describe how the decorated permutation of M ′ := M/{j} would look like. The goal is to describe the decorated permutation of M ′ without having to compute any φ(a). We are assuming that π(j) = j. Let µ : = (µ, col ′ ) be the decorated permutation corresponding to M ′ . Throughout the section, we will use the following notation. We use
to express
And we use
Now let's look at the following diagram concerning
− −−− → K a+1 We will refer to this diagram as a square at a. One of the two cases is possible.
• π(a) = φ(a + 1) and φ(a) = µ(a).
• π(a) = µ(a) and φ(a + 1) = π(a). Now let's try to see how each square at a looks like, to describe µ(a) using only π : .
• Case 1 : When a = j, we get µ(j) = j since j ∈ K i for all i ∈ [n].
• Case 2 : When a ∈ (π −1 (j), j), we get µ(a) = π(a) from the fact that j ∈ I t for all t ∈ [π −1 (j), j].
I a π(a)
−−−−−−→ K a+1 • Case 3 :When a = π −1 (j), we get µ(a) = φ(π −1 (j)) = π(j) from the fact that j ∈ I π −1 (j)+1 .
• When a ∈ (j, π −1 (j)), we divide into three cases.
-Case 4a : If j < a+1 φ(a), this means φ(a) = a. Because if not, from j < a max a (I a \ I j ), we get a contradiction. So we get µ(a) = a since a ∈ K a .
-Case 4b : When j > a+1 φ(a) and π(a) > a+1 j, we get φ(a) = φ(a + 1). This is because we can't have φ(a + 1) = π(a) due to π(a) > a+1 j.
Now using what we have obtained till now, how can we express φ(a + 1) just by using π : ? Let's first take a look at an example. π = [6, 1, 4, 8, 2, 7, 3, 5] and j = 3. (4) should equal π(3). And when we look at the squares attached to the right, φ(a + 1) should always equal π(a) or φ(a). So we can start building µ from square a = j, then move to the right. We use a to denote which square we are currently looking at.
So the main idea is to first set µ : to be π : , then starting from square at j which corresponds to case 1 above. Start moving right, changing µ(a)'s when ncecessary. To be more precise, we set µ(a) to be q and q to be π(a) when we are in one of the following cases:
(1) Case 4a, (2) Case 4c and we have q < a+1 π(a).
That is, when q = a or q < a+1 π(a) < a+1 j. Lastly, we end at square π −1 (j), which corresponds to case 3 above.
When we do a ⇐ a + 1, we are doing it modulo n. When a becomes n + 1, think of it as 1. Now summing up everything, let's state the main result.
Theorem 8. Let π : be a decorated permutation. We contract the positroid corresponding to π : = (π, col) by {j} to get a positroid corresponding to µ : = (µ, col ′ ). If π(j) = j, then µ : is obtained by Algorithm 1. If π(j) = j and col(j) = −1, then µ : = (π, col ′ ) where col ′ (j) = 1 and col ′ (i) = col(i) for all i = j. If π(j) = j and col(j) = +1, we get µ = 123 · · · n and col(i) = 1 for all i ∈ [n].
Let's try out the algorithm for π = [6, 1, 4, 8, 2, 7, 3, 5] and j = 3.
(1) µ = [6, 1, 4, 8, 2, 7, 3, 5] .
(2) µ(3) = 3, col ′ (3) = 1, q = 4. We start with a = 4, µ = [6, 1, 3, 8, 2, 7, 3, 5] . (3) a = 4 : From q = a = 4, we get µ(4) = 4, q = π(4) = 8, col ′ (4) = 1. (4) a = 5 : Since q = 8 < 6 π(5) = 2 < 6 j = 3, we get µ(5) = 8, q = 2. (5) a = 6 : Since q = a, π(6) = 7 < 7 q = 2, we get µ(6) = 7, q = 2. (6) a = 7 : Since π(7) = j = 3, we get µ(7) = 2. We are finished and the result is µ = [6, 1, 3, 4, 8, 7, 2, 5] .
One can check from the previous diagram that this is right.
Restriction
In this section, we will describe the restriction of positroids in terms of the Grassmann necklace. The notation we will use is similar as before. Let us be given a positroid M ⊆ [n] k and its corresponding Grassmann necklace I M = (I 1 , · · · , I n ). Denote the decorated permutation associated to this necklace as π : = (π, col). Let us assume j ∈ [n] is not a fixed point of π to avoid triviality.
Denote the Grassmann necklace of M ′ as (K 1 , · · · , K n ), and its decorated permutation as µ : = (µ, col ′ ).
Lemma 9. For any a ∈ [n] such that j ∈ I a , K a equals H = (I a \ {j}) ∪ {min a (I j \ I a ]}.
Let's look at an example. π = [6, 1, 4, 8, 2, 7, 3, 5] and j = 5.
I 2 = {2, 3, 5, 6}, K 2 = {2, 3, 6, 8}
I 4 = {4, 5, 6, 1}, K 4 = {4, 6, 8, 1}
We have K 6 = I 6 , K 7 = I 7 , K 8 = I 8 since I 6 , I 7 , I 8 doesn't contain j. For K 1 , since min 1 (I 6 \I 1 ) = 6, we get K 1 = {1, 2, 3, 6}. Similarly, K 2 = {2, 3, 6, 8}, K 3 = {3, 6, 8, 1}, K 4 = {4, 6, 8, 1}.
We are going to use diagrams as before. Horizontal arrows denote the same thing. Now the vertical arrow I a h −→ K a denotes K a = I a (\{j}) ∪ {h}. For each a ∈ [n], denote such h by χ(a). If j ∈ I a , this means K a = I a , we still write I a j −→ K a . Now before we state the algorithm for computing µ without computing φ, let's first look at an example. π = [6, 1, 4, 8, 2, 7, 3, 5] and j = 5. First look at square at 5. K 5 = I 6 . Then to the left, we attach squares so that χ(a) equals χ(a + 1) or π(a). So the main difference with the case of contactions is that, we will be moving left starting at square at j. Finally we can come up with the algorithm that computes µ directly from π without computing χ.
Algorithm 2 When π(j) = j and M µ : = M π : \{j}, obtaining µ : = (µ, col ′ ) from π : = (π, col).
µ ⇐ π col ′ ⇐ col µ(j) ⇐ j col ′ (j) = 1 a ⇐ j − 1 q ⇐ π(j) while π(a) = j do if q = a or q > a π(a) > a j then µ(a) ⇐⇐ π(a) if µ(a) = a then col ′ (a) = 1 end if end if a ⇐ a − 1 end while µ(a) ⇐ q Theorem 10. Let π : be a decorated permutation. We restrict the positroid corresponding to π : = (π, col) to [n] \ {j} to get a positroid corresponding to µ : = (µ, col ′ ). If π(j) = j, then µ : is obtained by Algorithm 2. If π(j) = j and col(j) = +1, then µ : = π : . If π(j) = j and col(j) = −1, we get µ = 123 · · · n and col(i) = 1 for all i ∈ [n].
Let's try out the algorithm for π = [6, 1, 4, 8, 2, 7, 3, 5] and j = 5.
(2) µ(5) = 5, col ′ (5) = 2, q = 2. We start with a = 4, µ = [6, 1, 4, 8, 5, 7, 3, 5] .
(3) a = 4 : q = 2 > 4 π(4) = 8 > 4 j = 5, we get µ(4) = 2, q = 8. (4) a = 5 : Since q = a and π(3) = 4 < 3 j = 5, we get µ(3) = 4, q = 8.
(5) a = 6 : Since q = a and π(2) = 1 > 2 q = 8, we get µ(2) = 1, q = 8. (6) a = 7 : Since q = a and q = 8 > π(1) = 6 > 1 j = 5, we get µ(1) = 8, q = 6. (7) a = 8 : Now π(8) = j. So µ(8) = 6. We are finished and the result is µ = [8, 1, 4, 2, 5, 7, 3, 6] . One can check from the previous diagram that this is right.
