The clustering coefficient quantifies how well connected are the neighbors of a vertex in a graph. In real networks it decreases with the vertex degree, which has been taken as a signature of the network hierarchical structure. Here we show that this signature of hierarchical structure is a consequence of degree-correlation biases in the clustering coefficient definition. We introduce a definition in which the degree-correlation biases are filtered out, and provide evidence that in real networks the clustering coefficient is constant or decays logarithmically with vertex degree. The increasing availability of network data representing many real systems have motivated the development of statistical measures to characterize large networks ͓1-5͔. These measures revealed that, as a difference with the classical Erdös-Rényi ͓6͔ random graph model, real networks are characterized by a power law distribution of vertex degrees ͓1,7,8͔, a high clustering coefficient or transitivity ͓1,9͔, and degree correlations between connected vertices ͓10-12͔. Yet, it is important to characterize up to which extent the measures provide information about the studied networks. For instance, it has been shown that in some networks the degree correlations are a consequence of the existence of large degree vertices and, therefore, the sequence of vertex degrees is sufficient to characterize those networks ͓12-14͔.
The increasing availability of network data representing many real systems have motivated the development of statistical measures to characterize large networks ͓1-5͔. These measures revealed that, as a difference with the classical Erdös-Rényi ͓6͔ random graph model, real networks are characterized by a power law distribution of vertex degrees ͓1,7,8͔, a high clustering coefficient or transitivity ͓1,9͔, and degree correlations between connected vertices ͓10-12͔. Yet, it is important to characterize up to which extent the measures provide information about the studied networks. For instance, it has been shown that in some networks the degree correlations are a consequence of the existence of large degree vertices and, therefore, the sequence of vertex degrees is sufficient to characterize those networks ͓12-14͔.
In this work we study the influence of degree correlations on the clustering coefficient. We show that most of the observed variations of the clustering coefficient with the vertex degrees ͓15-18͔ are determined by the degree correlations among connected vertices. Based on this fact, we introduce a new definition of clustering coefficient, filtering out the effect of degree correlations. The similarities and differences between the two definitions are analyzed through the study of different real networks.
Consider undirected simple graphs on i =1,… , N vertices. Let k i be the degree of a vertex and t i the number of edges among its neighbors. The standard definition of local clustering coefficient is
where ͑ k i 2 ͒ is the number of pairs that can be made using k i neighbors. Furthermore, to characterize the global clustering coefficient two different measures have been introduced. The first is just the average of c i over all vertices with degree larger than one
The second is obtained computing first the average of t i and
2 ͒ and then their ratio
͑3͒
As noticed in Ref. without increasing the degree of its neighbors. In this sense, the neighbors of vertex 1 are as clustered as they can be.
This example shows that the local clustering coefficient of a large degree vertex connected to vertices with much smaller degrees will be always small, no matter how its neighbors are interconnected. We would like instead a measure of clustering coefficient that allows us to quantify the connectivity among the neighbors of a vertex, independently of its degree and the degree of its neighbors. The clustering coefficient is a three vertex correlation measure and, as it is the general case in statistics, to define a three point correlation measure we should filter out two point correlations, represented here by the degree correlations between connected vertices. We tackle this problem defining the clustering coefficient relative to the maximum possible number of edges between the neighbors of a vertex, given their degree sequence. Let i be the maximum number of edges that can be drawn among the k i neighbors of a vertex i, given the degree sequence of its neighbors. A neighbor j can have at most min ͑k i −1,k j −1͒ edges with the other neighbors, therefore
2 ͒ takes into account only the degree of the vertex, ⍀ i considers that occasionally, not all the k i − 1 excess edges are available at the neighbors of i. i considers, in addition, the possibility of the excess edges to actually form triangles. i can be computed using the following algorithm: ͑1͒ Starting from the neighbor's degree sequence ͕k 1 , … , k n ͖͑n = k i ͒, construct the list ͕min͑k i , k 1 ͒ −1,… , min͑k i , k n ͒ −1͖, arranged in a decreasing order. ͑2͒ Draw an edge from the first element to as many as possible other elements in the list, always going from largest to smaller. Each time an edge is drawn, one is subtracted from the remaining degree of the connected vertices. ͑3͒ Remove the first element and any zero from the list and sort the list in decreasing order. ͑4͒ Repeat the process and stop when the list is empty. The number of maximum possible connections i is the total number of edges drawn ͑see Fig. 2͒ .
A proper definition of local clustering coefficient, removing the effects of degree correlations, is
and the two different measures of global clustering coefficient read
Some general properties of our definition of clustering coefficient are the following. ͑i͒ If all the neighbors of a vertex has degree one ͑star͒ then its clustering coefficient is undefined. Indeed, the concept of clustering is meaningless for the central vertex of a star, as it is meaningless for degree one vertices. ͑ii͒ c i ജ c i , as follows from ͑4͒. Therefore, when the clustering is one by the usual definition it is one by our definition. Notice that the opposite is not necessarily true ͓see Fig. 2͑c͔͒ . ͑iii͒ When all the k i neighbors of a vertex i have degrees larger than or equal to the degree of the vertex itself ͑a regular graph, for instance͒ c i = c i . The example in Fig. 2 shows how the usual definition underestimates the clustering around a given vertex i. In this case, while c i = 0.4, the number of edges between neighbors is as large as it can be given for their degree sequence, as it is correctly quantified using our definition ͑c i =1͒. In the following we compare the usual and our clustering coefficient definitions using the graph representation of four real systems. The degree of correlations present on these graphs is quantified by the assortativity coefficient r ͓11͔, taking values between −1 ͑highly disassortative͒ to 1 ͑highly assortative͒. The systems considered are, in increasing order of assortativity, ͑1͒ the autonomous system representation of the Internet, as for April 2001 ͓21͔, ͑2͒ the protein-protein interaction network of the yeast Saccharomyces cerevisiae ͓22͔, ͑3͒ the semantic web of English synonyms ͓17͔, and ͑4͒ the co-authorship network of mathematical publications between 1991 and 1999 ͓23͔. In Table I we show the two global clustering coefficients as computed with the usual and our definitions. For the two disassortative graphs ͑r Ͻ 0͒, there is an order of magnitude difference between the global cluster-FIG. 2. Algorithm to compute i . ͑a͒ A vertex i ͑open circle͒ is connected to five neighbors ͑filled circles͒ with degree sequence ͕8,7,2,2,2͖. ͑b͒ Since each neighbor can be connected at most with four other neighbors, we replace the neighbors degree sequence ͑lowest row͒ by ͕4,4,1,1,1͖ ͑middle row͒. It is easy to see that after connecting the first neighbor to all others, we get four triangles and three extra edges that cannot be used anymore ͑upper row͒. Summarizing, for this example, i =4, ⍀ i = 5 and ͑ ing coefficients ͗c͘ and C computed with the usual definition. With our definition, however, both global measures of clustering coefficient ͑6͒ give values of the same order, independently of the degree correlations. Another characteristic feature of the usual definition of clustering coefficient is that, when the average is restricted to vertices with the same degree ͗c͘ k , it decays as ͗c͘ k ϳ k −␣ with vertex degree ͓15-18͔. This decay can be observed in Fig. 3 for the four graphs considered here, being more pronounced for the two disassortative graphs in Figs. 3͑a͒ and   3͑b͒ , and almost absent for the highly assortative coauthorship graph in Fig. 3͑d͒ . In contrast, when computed with our definition ͑5͒, ͗c͘ k does not exhibit a strong variation with increasing vertex degree ͑see Fig. 3͒ .
In particular, the decreasing trend is completely absent for the Internet ͓Fig. 3͑a͔͒, indicating that the variations previously observed with the standard definition ͓15͔ are reflecting degree correlations. The large variations of ͗c͘ k with the vertex degree k have been interpreted as the existence of a hierarchical structure, with high degree vertices interconnecting highly connected subgraphs made of smaller degree vertices, but with no or few connections among vertices in different subgraphs ͓15,16͔. The existence of this hierarchical structure, however, was already predicted from the analysis of the degree correlations ͓5,10͔. The present work makes the bridge between these two different approaches to quantify the hierarchical structure of the Internet, showing that the variations in the clustering coefficient with the vertex degrees, as measured with the usual definition, are just reflecting the existence of degree correlations. These conclusions are also applicable for the protein-protein interaction graph, with a degree of disassorative close to that of the Internet graph.
In the case of the Internet we can also follow changes in the clustering coefficient as the network evolves, with around 3000 vertices in 1997 to 10 000 vertices in 2001. ͗c͘ k remains essentially stationary within this period ͑data not shown͒, as does ͗c͘ k ͓15͔. In contrast, in random graphs with fixed degree distribution and degree correlations the local clustering coefficient approaches zero with increasing graph size, independently of the vertex degree ͓24͔. Therefore, the Internet is more clustered than expected from the degree distribution and degree correlations alone.
In the case of the semantic web ͓Fig. 3͑c͔͒, although the clustering coefficient variations are reduced after filtering out the degree correlations, there is still a logarithmic decrease with increasing the vertex degree ͓see inset of Fig. 3͑c͔͒ . Using a deterministic growing graph model introduced in Ref. ͓25͔, we show that this logarithmic decay may be the general case for graphs where ͗c͘ k ϳ 1/k. In the deterministic model, we start with one edge at time t = −1. At each time step we create a new triangle on each existing edge by connecting its two endpoints to a new vertex. At time t =0 we get one triangle and at time t = 1, we will have the triangle from the previous step and three new ones, each is using one edge from the existing usual triangle and two new edges with a new vertex between. Since this model is built recursively, we can find by induction the degree of a vertex k i ͑͒ =2 +1 and the number of triangles passing through it t i = k i −1, where is the time elapsed from the introduction of the vertex, resulting in the clustering coefficient c i =2/k i ͓25͔. To compute the clustering coefficient according to our definition ͑5͒ we need to determine the scaling of i with the vertex degree k i . From the ⍀ i definition ͑4͒ and the evolution rules of the model we obtain the following recursive relation
+1 . From this recursive relation and the initial condition ⍀ i ͑0͒ = 1 we obtain by induction ⍀ i ͑͒ = ͑ +1͒2
. We have also obtained an exact expression for i ͓20͔, which in the ӷ 1 limit results in i Ϸ ⍀ i and   FIG. 3 . Average clustering as a function of the vertex degree, as computed using the usual definition ͑circles͒, our definition approximating i by ⍀ i ͑squares͒, and our definition using i ͑tri-angles͒. The graphs are shown in increasing order of their assortativity, with the most disassortative graph on the top, and the more assortative graph on the bottom.
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The analysis of the deterministic model indicates that in graphs where the usual definition of clustering coefficient is characterized by an inverse proportionality with the vertex degree, our clustering coefficient will exhibit a logarithmic decrease with increasing the vertex degree. This observation is in agreement with the semantic web data as well ͓Fig. 3͑c͔͒, where ͗c͘ k ϳ 1/k and ͗c͘ k ϳ 1 / log k. Finally, for the most assortative graph in Fig. 3͑d͒ , we do not observe a substantial difference between the two definitions of clustering coefficient. This observation is explained by the fact that in a highly assortative graph the degree of connected vertices is quite similar, i Ϸ ⍀ i Ϸ ͑ k i 2 ͒ and the two clustering coefficient definitions give similar results.
The dependence of the usual clustering coefficient with the vertex degree gives information about the degree correlations present in the corresponding graph. These degree correlations, however, can be already characterized using measures that target this topological property, like the degreecorrelation coefficient r ͓11͔ and the degree dependency of the average degree of the neighbors of a vertex as a function of its degree ͓5͔. Therefore, a definition of clustering coefficient containing the effect of degree correlations is giving redundant information, information which is better characterized using the proper degree correlation measures. In contrast, our definition filters out the degree correlations providing a more specialized topological measure that targets the intrinsic clustering properties alone.
After removing these biases the local clustering coefficient does not depend strongly on the vertex degrees, being of the same order for small and large degree vertices. More precisely, we observe two different scenarios, either the local clustering coefficient is approximately constant or it decays logarithmically with increasing the vertex degree. These results will eventually force us to reevaluate the clustering based analysis of complex networks, and other approaches ͓16,26-28͔ based on this magnitude.
