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013.07.0Abstract The middle pulse repetition frequency (MPRF) and high pulse repetition frequency
(HPRF) modes are widely adopted in airborne pulse Doppler (PD) radar systems, which results
in the problem that the range measurement of targets is ambiguous. The existing data processing
based range ambiguity resolving methods work well on the condition that the signal-to-noise ratio
(SNR) is high enough. In this paper, a multiple model particle ﬁlter (MMPF) based track-before-
detect (TBD) method is proposed to address the problem of target detection and tracking with
range ambiguous radar in low-SNR environment. By introducing a discrete variable that denotes
whether a target is present or not and the discrete pulse interval number (PIN) as components of
the target state vector, and modeling the incremental variable of the PIN as a three-state Markov
chain, the proposed algorithm converts the problem of range ambiguity resolving into a hybrid state
ﬁltering problem. At last, the hybrid ﬁltering problem is implemented by a MMPF-based TBD
method in the Bayesian framework. Simulation results demonstrate that the proposed Bayesian
approach can estimate target state as well as the PIN simultaneously, and succeeds in detecting
and tracking weak targets with the range ambiguous radar. Simulation results also show that the
performance of the proposed method is superior to that of the multiple hypothesis (MH) method
in low-SNR environment.
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Open access under CC BY-NC-ND license.1. Introduction
An airborne pulse Doppler (PD) radar system usually works in
the middle pulse repetition frequency (MPRF) mode or the
high pulse repetition frequency (HPRF) mode, which brings
in new problems as range ambiguity.1 To detect and track tar-
gets effectively, range ambiguity resolving before target track-
ing is required. At present, there have been lots of data
processing based research on target tracking with range ambi-
guity and some effective methods have been proposed, such as
the Chinese remainder theorem,2,3 the permutation and combi-SAA & BUAA. Open access under CC BY-NC-ND license.
Fig. 1 All possible ranges corresponding to an ambiguous range.
1478 G. Wang et al.nation method,4 multiple hypotheses (MH),5 and so on. Fur-
thermore, the authors have also proposed the hybrid ﬁlter
and particle ﬁlter (PF) based methods in Refs.6,7 respectively.
Those methods mentioned above solve range ambiguity by
using accumulation of measurements from multiple scans, and
adapt to the situation that the target signal-to-noise ratio
(SNR) is high. However, when the target SNR is low, measure-
ments can be accumulated effectively on the condition that the
true range of the target has been identiﬁed, which means that
the correct accumulation of measurements and range ambigu-
ity resolving mutually are the premises and foundation. There-
fore, target tracking with range ambiguous radar in low-SNR
environment has to solve measurements accumulation and
range ambiguity simultaneously, and is an intractable problem
to be solved.
The track-before-detect (TBD) has recently emerged as a
promising approach to target tracking in low-SNR environ-
ment.8–10 Compared with traditional target tracking methods,
the TBD takes raw non-threshold measurement data (e.g., re-
ﬂected power) and realizes weak target tracking through an
accumulation of measurements from multiple scans. Due to
making full use of more potentially useful information con-
tained in the raw measurements, the TBD will lead to a better
performance when detecting and tracking weak targets.
At present, typical TBD methods mainly include dynamic
programming,10,11 Hough transforming,12 maximum likeli-
hood techniques,13 and so on. These methods, while effective,
are batch methods which generally require discretization of the
state space and are very computationally intensive.14 As an
alternative, Ristic, Boers and Rutten et al. proposed a recur-
sive Bayesian TBD, implemented using PF techniques.14–16
The main idea with PF is to represent the required posterior
density function by a set of random samples with associated
weights and to compute estimates based on these samples
and weights, which offers advantages in computational com-
plexity and ﬂexibility in the target and noise models. Conse-
quently, the PF algorithm is quite suitable for nonlinear and
non-Gaussian estimation problems, and has drawn much
attention in recent years.17–22
As results, this paper proposes a multiple model PF
(MMPF) based TBD approach to address the problem of
weak target tracking with range ambiguous radar in low-
SNR environment. A general solution to range ambiguity
resolving is multiple hypotheses with ambiguous measurement.
This method, while feasible, is computationally intractable for
that it needs to assign a ﬁlter for each possible measurement.
This paper makes full use of the PF that each particle repre-
sents a possible target state, and avoids the problem by updat-
ing the target state with the ambiguous measurement directly.
In this paper, the incremental variable of the pulse interval
number (PIN) is treated as a discrete variable which characters
the models of dynamic equation. Furthermore, the values of
the incremental variable are modeled as a three-state Markov
chain, which might switch among different models randomly.
As results, the problem of range ambiguity resolving and tar-
get tracking is converted to a hybrid state ﬁltering problem.
The rest of this paper is organized as follows. Section 2 for-
mulates the problem of range ambiguity. Section 3 presents the
system setup for hybrid ﬁlter. Section 4 derivates the recursive
solution in the Bayesian framework. Section 5 gives the
MMPF-based TBD implementation of the proposed algo-
rithm. Section 6 presents a tracking example with simulationresults to demonstrate the effectiveness of the proposed meth-
od. This is followed by conclusions in Section 7.
2. Problem formulation
Assume that Rmax is the maximum range of interest, and
{Fi|i= 1, 2, . . ., L} is the set of HPRFs used for range ambi-
guity resolving. Without loss of generality, the i th PRF Fi is
taken to formulate the problem of PRF radar range ambiguity.
The maximum unambiguous range Ru,i corresponding to Fi is
given by
Ru;i ¼ C
2Fi
ð1Þ
where C is the speed of light. As illustrated in Fig. 1, let ri,k
(i= 1, 2, . . ., L) denote the ambiguous range measurement
at time k. Then, all possible ranges are generated by
rji;k ¼ Ru;ijþ ri;kði ¼ 1; 2; . . . ; L; j ¼ 0; 1; . . . ; PiÞ ð2Þ
with
Pi ¼ Floor Rmax
Ru;i
 
ði ¼ 1; 2; . . . ; LÞ ð3Þ
denoting the maximum unambiguous number. The function
Floor(x) means to get the nearest integer less than or equal
to x. The value j 2 {0, 1, . . ., Pi} is deﬁned as the pulse interval
number (PIN) corresponding to PRF Fi so that r
j
i;k reﬂects the
true range of the target at time k.
Fig. 1 demonstrates that the true range of the target must
be one of the ranges represented by Eq. (2); however, it is
impossible to tell directly which one is true. Therefore, it is nec-
essary to provide an integrated approach to the joint estimates
of the target state and the PIN.
3. System setup
In this section, a hybrid state model is formulated in polar
coordinates and has ambiguity in the range measurements. It
is assumed that a radar is located at the origin of the coordi-
nate system and responsible for detection of a single target
with constant velocity.
Since the target states such as radial range and velocity are
continuous, while the value of the PIN and its incremental var-
iable DPIN are discrete, it is natural to pose the problem of
simultaneous range ambiguity resolving and target tracking
as a hybrid estimation problem. Fig. 2 shows the general block
diagram of the hybrid system scheme.
The dynamic model and the measurement model that will
be used in the TBD are described as follows.
Fig. 2 Hybrid estimation system.
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The target state xs,k = [rk mk]
T contains the target radial range
rk and the radial velocity vk, The state propagation from time k
to k+ 1 is given by
xs;kþ1 ¼ Fs;kxs;k þ Gs;kms;k ð4Þ
with
Fs;k ¼
1 T
0 1
 
ð5Þ
and
Gs;k ¼ T
2=2
T
" #
ð6Þ
respectively denoting the transition matrix and the distribution
matrix of process noise, where T is the sampling interval, and
vs,k is a zero-mean white process noise characterized as
E ms;jm
T
s;k
h i
¼ qs;k k ¼ j
0 k–j

ð7Þ
Let DPINi,k = PINi,k+1 - PINi,k (i= 1, 2, . . ., L) denote the
incremental variable of PINi,k, where PINi,k is the PIN corre-
sponding to the i th PRF at time k. It is assumed that the in-
crease or decrease of the target range cannot exceed the
maximum unambiguous range in one sampling interval.7 Let-
ting mi,k = 1, 2, 3 respectively denote that PINi,k moves back-
ward to the previous pulse interval, the target maintains the
current pulse interval, and the target moves forward to the
next pulse interval, the state model of PINi,k can be reasonably
simpliﬁed as
PINi;kþ1 ¼
PINi;k  1 mi;k ¼ 1
PINi;k mi;k ¼ 2
PINi;k þ 1 mi;k ¼ 3
8><
>: ð8Þ
and DPINi,k can be obtained as follows:
DPINi;k ¼
1 mi;k ¼ 1
0 mi;k ¼ 2
1 mi;k ¼ 3
8><
>: ð9Þ
Take the PIN as an element of the state vector, i.e.,
xk ¼ rk mk PINi;k½ T ð10Þ
The extended dynamic equation is given by
xkþ1 ¼ Fxk þ BDPINi;k þ Vk ð11Þwhere
F ¼
1 T 0
0 1 0
0 0 1
2
64
3
75 ð12Þ
and
B ¼
0
0
1
2
64
3
75 ð13Þ
Vk ¼
Gs;kms;k
uk
 
ð14Þ
with Gs,k and vs,k known as Eqs. (6) and (7), respectively, and
uk = 0.
Since mi,k (i= 1, 2, . . ., L) takes one discrete value out of
S= {1, 2, 3} at a random time step, it can be modeled by a
three-state Markov chain23 with
ppq , Pðmi;k ¼ qjmi;k1 ¼ pÞðp; q 2 SÞ ð15Þ
denoting the model transition probability that mi,k switches
from p at time k  1 to q at time k. In summary, the transi-
tional probability matrix is given by
Pm ¼
p11 p12 p13
p21 p22 p23
p31 p32 p33
2
64
3
75 ð16Þ
which is assumed to be known, and the initial model probabil-
ities denoted as ui,1 = P{mi,0 = 1}, ui,2 = P{mi,0 = 2}, and
ui,3 = P{mi,0 = 3} satisfying ui,1 + ui,2 + ui,3 = 1 are also
assumed to be known.In addition, the target can appear and
disappear from the surveillance region spontaneously at time
k. Letting Ek = 0 denote the event that a target is not present
and Ek = 1 denote the opposite, the target presence variable
Ek is modeled by a two-state Markov chain. Furthermore,
the transitional probabilities of target ‘‘birth’’ and ‘‘death’’, de-
ﬁned as14
Pb , PfEk ¼ 1jEk1 ¼ 0g ð17Þ
Pd , PfEk ¼ 0jEk1 ¼ 1g ð18Þ
are known, and then the probabilities of staying alive and
remaining absent are given by 1  Pd and 1  Pb, respectively.
In summary, the transitional probability matrix is given by
Pe ¼
1 Pb Pb
Pd 1 Pd
 
ð19Þ
1480 G. Wang et al.The initial target existence probability, denoted as
le = P(E0 = 1), is also assumed to be known.
3.2. Measurement model
The measurements are in the form of reﬂected power. The
measurement zk ¼ fzijlk ji ¼ 1; 2; . . . ; Nr; j= 1, 2, . . ., Nd;
l= 1, 2, . . ., Nb} consists of Nr · Nd · Nb power measurement
cells,15 where
zijlk ¼ zijlA;k
 2 ð20Þ
with Nr, Nd, and Nb respectively denoting the number of range,
Doppler, and bearing cells. According to whether a target is
present or not, the complex amplitude data zijlA;k is given by
zijlA;k ¼ wijlk Ek ¼ 0
zijlA;k ¼ AkhijlAðxk; Ru;kÞ þ wijlk Ek ¼ 1
(
ð21Þ
where
Ak ¼ Akej/kð/k 2 ð0; 2pÞÞ ð22Þ
is the complex amplitude of the target, Ak is the average return
amplitude, and Akh
ijl
Aðxk; Ru;kÞ is the reﬂection form that is de-
ﬁned for every range-Doppler-bearing cell by15
hijlAðxk; Ru;kÞ
¼ exp ðrapp;i  rapp;kÞ
2
2R
Lr  ðdj  dkÞ
2
2D
Ld  ðbl  bkÞ
2
2B
Lb
( )
ð23Þ
with rapp,k, dk, and bk respectively denoting the apparent target
range, Doppler, and bearing measurements at time k. R, D,
and B are constants related to the sizes of range, Doppler,
and bearing cells. Lr, Ld, and Lb represent constants of losses.
The noise wijlk is the measurement noise in the resolution cell
(i, j, l), which is assumed to be independent from cell to cell and
from frame to frame and is deﬁned by
wijlk ¼ jwI;k þ jwQ;kj2 ð24Þ
where wI,k and wQ,k are independent and zero-mean while
Gaussian with the variance r2w.
3.3. Comments
This paper focuses on range ambiguity resolving in low-SNR
environment. For simplicity, a radial range and radial velocity
ﬁltering model is set up. In this model, the bearing information
is not concerned. If the bearing measurement is available, the
corresponding linear dynamic equation can also be set up with
a state vector that is made up of target poison and velocity
states. Therefore, the simpliﬁed model does not affect the gen-
eralization of the proposed method.
4. Recursive solution in the Bayesian framework
For describing convenience, introduce the hybrid state vector
yk ¼ ½xTk mkT that now has four dimensions. The problem of
the TBD for range ambiguous radar can now be formulated
in the framework of recursive Bayesian estimation as follows.Given the joint posterior PDF of hybrid target state and
target existence at time k  1, denoted as p(yk1, Ek1|Zk1),
and given the latest available measurement zk, the goal is to
construct the joint posterior PDF at time k, i.e., p(yk, Ek|Zk).
The posterior probability of target existence at time k
Pk , PfEk ¼ 1jZkg ð25Þ
is then computed as the marginal of p(yk, Ek = 1|Zk). The
problem is conceptually one of hybrid estimation.
The formal recursive Bayesian solution can be presented as
a two-step procedure, consisting of prediction and update. If
Ek = 0, the target state is not deﬁned. For Ek = 1, the predic-
tion step can be expressed as:
pðyk; Ek ¼ 1jZkÞ ¼
X
mk1
Z
pðyk; Ek ¼ 1jyk1;
Ek1 ¼ 1; Zk1Þ  pðyk1;
Ek1 ¼ 1jZk1Þdxk1 þ
X
mk1
Z
pðyk;
Ek ¼ 1jyk1; Ek1 ¼ 0; Zk1Þpðyk1;
Ek1 ¼ 0jZk1Þdxk1 ð26Þ
where
pðyk; Ek ¼ 1jyk1; Ek1 ¼ 1; Zk1Þ ¼ pðykjyk1; Ek
¼ 1; Ek1 ¼ 1ÞpðEk ¼ 1jEk1 ¼ 1Þ
¼ pðykjyk1; Ek ¼ 1; Ek1 ¼ 1Þð1 PdÞ ð27Þ
and
pðyk; Ek ¼ 1jyk1; Ek1 ¼ 0; Zk1Þ ¼ pðykjyk1; Ek
¼ 1; Ek1 ¼ 0ÞpðEk ¼ 1jEk1 ¼ 0Þ ¼ pbðykÞPb ð28Þ
The transitional density p(yk|yk1, Ek = 1, Ek1 = 1) that
is featured in Eq. (27) is deﬁned by the target dynamic model
in Eq. (11). The probability density function (pdf) pb(yk) in Eq.
(28) denotes the initial target density on its appearance. This
density, in the Bayesian framework, is assumed to be known.
Conceptually, the update equation in the Bayesian frame-
work is given by
pðyk; Ek ¼ 1jZkÞ ¼
pðzkjyk; Ek ¼ 1Þpðyk; Ek ¼ 1jZk1Þ
pðzkjZk1Þ ð29Þ
where the prediction density p(yk, Ek = 1|Zk1) is given by Eq.
(26) and p(zk|yk, Ek) is the likelihood function. For the mea-
surement model described in Section 3.2, the likelihood func-
tion can be expressed as follows:
pðzkjyk; EkÞ ¼
YNr
i¼1
YNd
j¼1
YNb
l¼1
pnðzijlk Þ Ek ¼ 0
YNr
i¼1
YNd
j¼1
YNb
l¼1
ptðzijlk jykÞ Ek ¼ 1
8>>><
>>>:
ð30Þ
where pnðzijlk Þ is the pdf of the background noise in cell (i, j, l),
while ptðzijlk jykÞ is the likelihood of the target signal plus the
noise in (i, j, l) given target state yk. We are able to assume
independence of cell measurements in Eq. (30) because the
measurement noise wijlk in Eq. (24) is independent from cell.
The two probability density functions pnðzijlk Þ and ptðzijlk jykÞ
can be further expressed as
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1
lijln
e
 1
lijln
z
ijl
k ð31Þ
ptðzijlk jykÞ ¼
1
lijlt
e
 1
lijl
t
z
ijl
k ð32Þ
with
lijln ¼ Eðzijlk jyk; Ek ¼ 0Þ ¼ EðjwI;k þ jwQ;kj2Þ
¼ Eðw2I;k þ w2Q;kÞ ¼ 2r2w ð33Þ
and
lijlt ¼ Eðzijlk jyk; Ek ¼ 1Þ
¼ EðjAkhijlAðxk; Ru;kÞ þ wI;k þ jwQ;kj2Þ
¼ ~A2kðhijlAðxk; Ru;kÞÞ
2 þ 2r2w ¼ PhijlP ðxk; Ru;kÞ þ 2r2w ð34Þ
with
P ¼ ~A2k ð35Þ
and
hijlP ðxk; Ru;kÞ ¼ ðhijlAðxk; Ru;kÞÞ
2 ð36Þ
respectively denoting the average power of target and the
power contribution of a target in every range-Doppler-bearing
cell, respectively. Since a target will affect only the surrounding
cells,14 the expression for p(zk|yk, Ek = 1) can be approxi-
mated as follows:
pðzkjyk; Ek ¼ 1Þ

Y
i2CiðrkÞ
Y
j2CjðdkÞ
Y
l2ClðbkÞ
ptðzijlk jykÞ
Y
iRCiðrkÞ
Y
jRCjðdkÞ
Y
lRClðbkÞ
pnðzijlk Þ
ð37ÞTable 1 Procedure of MMPF TBD for range ambiguous radar.
fynk; EnkgNn¼1
h i
¼ MMPF TBD fynk1; Enk1gNn¼1; zk
h i
 Measurement obtaining
Set the radar working with the c th PRF and obtain the measurement
 Prediction
FOR n= 1:N
Predict the target existing variable Enk according to E
n
k1 and transit
IF Enk1 ¼ 0 and Enk ¼ 1
Draw xnk from the initial proposed density qb(Æ|zk) and m
n
c;k from t
Initiate the PIN according to PINnc;k ¼ Floorðxnk½1=Ru;cÞ
IF Enk1 ¼ 1 and Enk ¼ 1
Predict mnc;kaccording to m
n
c;k1 and transitional probability matrix
Draw xnk and PIN
n
c;k from the proposal density qkðjxnk1;DPINnc;k;
END FOR
 Update
FOR n= 1:N
IF Enk ¼ 1
Compute the apparent range rnapp;k ¼ xnk½1  Ru;cPINk
Evaluate importance weight ~wnk using Eq. (39)
END FOR
Calculate total weight: t ¼PNn¼1 ~wnk
FOR n= 1:N
Normalizing the particle weight wnk ¼ t1 ~wnk
END FOR
 Resampling
½fynk; Enk;gNn¼1 ¼ Resample½fynk; Enk; wnkgNn¼1where Ci(rk), Cj(dk), and Cl(bk) are the sets of subscripts i, j,
and l, respectively, corresponding to the cells affected by the
target.
5. MMPFA based TBD implementation
In this section, the recursive Bayesian solution of the hybrid
systems described in the previous section will be implemented
with the MMPF, which can directly approximate the densities
required by Eqs. (11) and (30).
To reduce the computational load of the proposed method,
the likelihood ratio is introduced, which is deﬁned as
lðzijlk jykÞ ¼
pðzijlk jyk; Ek ¼ 1Þ
pðzijlk jyk; Ek ¼ 0Þ
¼ 2r
2
w
PhijlP þ 2r2w
e
 Ph
ijl
P
þ2r2w
2r2w ðPh
ijl
P
þ2r2wÞ
z
ijl
k ð38Þ
where hijlP is deﬁned in Eq. (36). The importance weights are
now given by
wk ¼
1 Ek ¼ 0Y
i2CiðrkÞ
Y
j2CjðdkÞ
Y
l2ClðbkÞ
lðzijlk jykÞ Ek ¼ 1
8<
: ð39Þ
with Ci(rk) = {i0  p, . . ., i0  1, i0, i0 + 1, . . ., i0 + p}, where
i0 is the nearest integer value of the particle state vector com-
ponent rk = xk[1] and p is a design parameter. A similar pro-
cedure is used for the selections of Cj(dk) and Cl(bk).
Given the particle set fynk1; Enk1gNn¼1 at time k  1, where
N is the number of particles, the procedure of the proposed
algorithm for one cycle is described in Table 1.
The estimate of the posterior probability of target existence
deﬁned in Eq. (25) is used for the TBD performing target
detection. As results, the target existence probability P^k at time
k is computed aszk, where c=mod (k, L)
ional probability matrix Pe
he initial model probabilities
Pm
zkÞ
Fig. 4 Four frames from the measurement sequence.
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PN
n¼1E
n
k
N
ð40Þ
which satisﬁes 0 6 P^k 6 1. If P^k exceeds a given threshold c,
target presence is declared, and the estimated target state x^k
and the estimated PIN and PI^Nc;k are respectively given by
x^k ¼
PN
n¼1x
n
kE
n
kPN
n¼1E
n
k
ð41Þ
and
PI^Nc;k ¼ Round
PN
n¼1PIN
n
c;kE
n
kPN
n¼1E
n
k
 !
ð42Þ
where the function Round(x) means to get the integer nearest
to x.
The proposed method in Table 1 is initialized by drawing
samples En1 (n= 1, 2, . . ., N) from the initial target existence
probability le. For "n 2 {1, 2, . . ., N} such that En1 ¼ 1, the
particle state vector is initialized by respectively drawing sam-
ples xn1 and m
n
i;1 from the initial proposed density qb(Æ|zk) and
the initial model probabilities. For those particles such that
En1 ¼ 0, the state vector has no deﬁnition.
6. Simulations
6.1. Scenario
In this section, a tracking example is presented to demonstrate
the effectiveness of the MMPF TBD proposed for range
ambiguous radar.
In the scenario, initially there is no target present, and then
a target appears after 5 s at a position of 87.6 km from the sen-
sor and ﬂies at a constant velocity of 200 m/s directly away
from the sensor and disappears at k= 45 s. Due to range
ambiguity, range cells are considered in the interval [0, Ru,-
max] km, where Ru;max ¼ maxi2f1; 2; ...; LgðRu;iÞ is the maximum
unambiguous range among Ru,i (i= 1, 2, . . ., L), and Doppler
cells are in the interval [0.1, 0.3] km/s. Only one bearing cell is
considered in this example. The ambiguous measurement
space is therefore divided into Nr · Nd · Nb cells.
Assume that the radar can work with the modes of single-
PRF and multiple-PRFs alternately. A sequence of 50 framesFig. 3 True ranges of target compared with the ambiguous
ranges against time step.of measurements has been generated with the process noise
qs,k = 5 m/s
2.
For describing convenience, the repetition pulse interval
(RPI) is used instead of the PRF. Setting that the radar works
with single-PRF mode and the corresponding RPI is 37 ls,
Fig. 3 shows the true ranges of target and ambiguous ranges
that are generated by simulation for the purpose of illustra-
tion. It should be noticed that the measurements are in the
form of reﬂected power, and the ambiguous ranges cannot
be obtained directly by the radar in practice.
Supposing that the covariance of noise is r2w and the aver-
age power of target is P, the SNR for the target is deﬁned by15
SNR ¼ 10 lg P
2r2w
 
dB ð43Þ
Fig. 4 gives four image frames of the measurement sequence
(frame numbers 2, 8, 30 and 48) according to the described
experimental scenario when SNR= 3 dB. Cell intensity is
shown in a gray linear scale, with white color indicating the
highest intensity. It can be seen from the ﬁgure that it is impos-
sible to detect the existence and conﬁrm the location of the tar-
get directly by visual inspection.
Initially, the particles are uniformly distributed in the state
space, in the area between [50, 100] km and [1, 0.35] km/s. The
remaining parameters of the MMPF are selected as follows:
the transitional probabilities Pb = Pd = 0.05; the initial target
existence probability le = 0.5; p= 2; the initial model proba-
bilities ui,1 = ui,2 = ui,3 = 1/3(i= 1, 2, . . ., L) and the model
transition matrix
Pm ¼
0:80 0:20 0
0:10 0:80 0:10
0 0:20 0:80
2
64
3
75 ð44Þ
The choice of the model transition matrix implies that the
increase or decrease of the radial range of target during one
sampling interval cannot exceed the unambiguous range.
6.2. Effectiveness veriﬁcation
In order to validate the effectiveness of the proposed method,
simulations are made. The parameters of simulations are listed
in Table 2.
Table 2 Parameters and corresponding values.
Parameter Variable Value
Target SNR SNR 3 dB
Number of particles N 10,000
Radar working mode – Single-PRF
Sampling interval T 1 s
Repetition pulse interval PRI 37 ls
Model of transition matrix Pm Eq. (44)
Number of range cells Nr 50
Number of Doppler cells Nd 15
Number of bearing cells Nb 1
Size of a range cell R 0.1110
Size of a Doppler cell D 0.0133
Size of a bearing cell B –
Fig. 5 Estimate of target existence probability.
Fig. 6 Estimate of radial range.
Fig. 7 Simulation results for different target SNRs (100 Monte
Carlo runs).
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each time step. Asterisks at the bottom of the ﬁgure denote the
presence of a target. It can be seen from the ﬁgure that if the
threshold that determines whether a target is presence or not
is set at 0.6, the proposed method can establish target presence
or absence immediately. Furthermore, the existence probabil-
ity keeps near 0 when the target is absent, climbs rapidly near
1 when the target appears, and drops rapidly when the target
disappears, which demonstrate that the detection performance
of the proposed method is quite stable.
Fig. 6 shows the comparison between the true range of tar-
get and the estimate state. It can be seen from the ﬁgure thatthe proposed method can deal with range ambiguity and target
tracking successfully.
Table 3 gives the root mean squared errors (RMSEs) of the
radial range and the radial velocity estimates.
It can be concluded from the simulation results that:
(1) The position (radial range and radial velocity) error
drops to the level of 0.0662 · 0.0074 (about half of the
size of the resolving cell R · D= 0.1110 · 0.0133) 1 s
after the target presenting, and is much smaller than
the size of the resolving cell when the ﬁltering comes
to stabilization, which demonstrate that the proposed
method has a very good convergence.
1484 G. Wang et al.(2) Only one PRF is adopted by the radar in the simulation,
which means that the proposed method can overcome
the limitation of the Chinese remainder theorem that
the number of range cells corresponding to pulse repeti-
tion frequencies must be coprime.Table 3 Radial range and radial velocity RMSEs (100 Monte Carlo runs).
Time step (s) 5 6 7 9 11 13 15 17 19 21 23
Radial range RMSE (km) 0.1402 0.0662 0.0653 0.0545 0.0615 0.0505 0.0420 0.0375 0.0327 0.0328 0.0325
Radial velocity RMSE (km/s) 0.0099 0.0074 0.0072 0.0062 0.0092 0.0049 0.0051 0.0051 0.0045 0.0047 0.0041
Time step (s) 25 27 29 31 33 35 37 39 41 43 45
Radial range RMSE (km) 0.0331 0.0316 0.0309 0.0321 0.0314 0.0300 0.0311 0.0290 0.0297 0.0311 0.0289
Radial velocity RMSE (km/s) 0.0041 0.0039 0.0039 0.0038 0.0037 0.0038 0.0039 0.0051 0.0043 0.0040 0.0039Fig. 8 Estimate6.3. Simulation with different target SNRs
Assuming that N= 10,000, and the radar works with the
mode of 2 PRFs alternately, Fig. 7(a)–(c) respectively show
the comparisons of estimated target existence probabilities,s of the PINs.
Multiple model particle ﬁlter track-before-detect for range ambiguous radar 1485RMSEs of radial range and radial velocity estimates when the
SNR varies from 1 dB to 3 dB.
It can be seen from Fig. 7 that, except that there are several
seconds delay for the detections of target appearance and dis-
appearance, the proposed method can detect and track a target
with low SNR effectively.
6.4. Simulation with different numbers of PRFs
Setting N= 10,000 and SNR= 3 dB, and letting Mode 1,
Mode 2, and Mode 3 respectively denote the cases that the ra-
dar works with the modes of single-PRF, 2 PRFs alternately,
and 3 PRFs alternately, the inﬂuence of the number of PRFs
on the performance of the proposed algorithm is investigated.Fig. 9 Simulation results for different numbers of PRFs (100
Monte Carlo runs).Fig. 8(a)–(c) respectively present the comparisons between
the estimated PINs and the true PINs. It can be seen from
the ﬁgures that the estimated PINs can exactly reﬂect the true
PINs despite the mode adopted by the radar. Therefore, the
proposed method performs well in ambiguity resolving.
Fig. 9(a)–(c) respectively show the comparisons of esti-
mated target existence probabilities, RMSEs of radial range
and radial velocity estimates when the radar works with these
three modes.
It can be concluded from the simulation results that:
(1) The detection performance of the single-PRF mode may
be affected by the PIN jumping, while the multiple-PRF
modes can overcome this problem.
(2) The tracking performances of the multiple-PRF modes
have no obvious improvement than that of the single-
PRF mode, which may be caused by the alternate chang-
ing of PRFs.
6.5. Simulation with different numbers of particles
Assuming that SNR= 3 dB and the radar works with the
mode of 2 PRFs alternately, Fig. 10(a) and (b) respectively give
the RMSEs of radial range and radial velocity estimates when
the number of particles N varies from 1000 to 10,000.
Fig. 10 shows that the performance of the proposed method
is improved as the increase of the particles number. The moreFig. 10 Simulation results for different numbers of particles (100
Monte Carlo runs).
Table 4 Average running time for different particles numbers
(100 Monte Carlo runs).
Particle number Average time (s)
1000 0.0133
2500 0.0328
5000 0.0658
10,000 0.1282
15,000 0.1925
1486 G. Wang et al.particles are used in the ﬁlter, the better convergence perfor-
mance is presented.
Table 4 gives the average computational time cost per step.
It should be noticed that the simulations are carried out on a
computer with quad 2.66 GHz Intel Core 2 processors and
3 GB RAM.
It can be seen from Table 4 that the average computational
time cost per step almost increases linearly with the number of
particles. Furthermore, the average computational time cost
per step is far smaller than the sampling interval T= 1 s,
which demonstrates that the proposed method can meet the
real-time requirements of the dynamic system.
6.6. Simulation with different model transition matrices
Assuming that N= 10000, SNR= 3 dB, and the radar works
with the mode of 2 PRFs alternately, Fig. 11(a) and (b) respec-Fig. 11 Simulation results for different model transition matri-
ces (100 Monte Carlo runs).
Fig. 12 RMSEs of MH and the proposed method for different
target SNRs (100 Monte Carlo runs).tively show the RMSEs of radial range and radial velocity esti-
mates when the model transition matrix respectively takes
Pm,1 and Pm,2, where Pm,1 is given by Eq. (44) and Pm,2 is gi-
ven by
Pm;2 ¼
0:50 0:50 0
0:33 0:34 0:33
0 0:50 0:50
2
64
3
75 ð45Þ
It can be seen from Pm,1 and Pm,2 that Pm,1 emphasizes on
diagonal dominating, while Pm,2 is apt to taking values
equally. Simulation results demonstrate that the choice of
the model transition matrix has little effect on the performance
of the proposed method.
6.7. Comparison with the MH-based method
To analyze the quality of the proposed algorithm, comparisons
with the MH method proposed in Ref.5 are made. Fig. 12(a)
and (b) respectively show the RMSEs of radial range and ra-
dial velocity estimates obtained with the MH-based method
and the MMPF-based method for different target SNRs.
It can be seen from Fig. 12 that, when the SNR is high, the
MH-based method and the proposed method both perform
well in target tracking. However, when the SNR is low, the
RMSE of the MH-based method presents the trend of diver-
gence, which means that the MH-based method is not suitable
for target tracking in low-SNR environment.
Multiple model particle ﬁlter track-before-detect for range ambiguous radar 14877. Conclusions
This paper has introduced a recursive MMPF-based TBD
algorithm addressing weak target detection and tracking with
range ambiguous radar in low-SNR environment. By extend-
ing the target state vector with the discrete PIN and modeling
the dynamic equation with the discrete incremental variable of
the PIN, the problem of ambiguity resolving is converted into
a hybrid state estimation problem. The proposed method can
overcome the limitation of the Chinese remainder theorem
and solve range ambiguity and target tracking simultaneously.
Furthermore, the proposed method can estimate the target
state as well as the PIN corresponding to the PRF at certain
time step when the target is present. The effectiveness of the
proposed method in range ambiguity resolving and weak tar-
get tracking is veriﬁed by simulations with different parameters
and the comparison with the MH-based range ambiguity
resolving method. Future works will involve detection and
tracking maneuvering weak targets with range ambiguous
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