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Abstract Intense electric currents in cable bundles contribute to hotspot
generation and overheating of essential car elements, especially in connecting
structures. An important aspect in this context is the influence of the posi-
tioning of wires in cable harnesses. In order to find an appropriate multicable
layout with minimized maximum temperatures, we formulate an optimization
problem. Depending on the packing density of the cable bundle, it is solved
via different optimization strategies: in case of loosely packed cable bundles
solely by a gradient based strategy (shape optimization), densely packed ones
by arrangement heuristics combined with a standard genetic algorithm, others
by mixed strategies.
In the simulation model, the temperature dependence of electric resistances
and different parameter values for the multitude of subdomains are respected.
Convective and radiative effects are summarized by a heat transfer coefficient
in a nonlinear boundary condition. Finite elements in combination with an
interior-point method and a genetic algorithm allow the solution of the opti-
mization problem for a large number of cable bundle types. Furthermore, we
present an adjoint method for the solution of the shape optimization prob-
lem. The jumps at the interfaces of different materials are essential for the
Hadamard representation of the shape gradient. Numerical experiments are
carried out to demonstrate the feasibility and scope of the present approach.
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1 Introduction
The number of electric devices in modern cars grows continuously, whereas
available space remains the same or even reduces. Especially in hybrid and
electric cars, many components have to be supplied by intense currents. To
save material, space and weight, manufacturers reduce cable diameters, which
is only possible to a certain extent. Smaller diameters result in higher tem-
peratures in the connecting structures. This could entail overheating and ir-
reparable damages in essential components.
In [20], the modeling and simulation of heat transfer in current carrying
multicables is described. Furthermore, the dependence of the heat distribution
in the multicable on the composition and configuration of the single cables
is shown by numerical experiments and measurements. Fig. 1 illustrates two
different multicables, consisting of 33 single cables with same current and cross
sectional area for each single cable in both cases. Furthermore, the multicable
diameters, ambient temperatures and all other parameters are equal. Both only
differ in the positioning of the single cables in the multicable. Obviously, the
maximum temperature for the left single cable design is with 98.8 ◦C essentially
lower than for the right one with 107.4 ◦C.
 max = 98.8283
 min = 69.2754
 max = 98. 283
 min = 69.2754min = 69.2754
max = 98.8283
(a) Cable layout 1.
 max = 107.372
 min = 66.5753
 max = 107.372
 min = 66.5753min = 66.5753
max = 107.372
(b) Cable layout 2.
Fig. 1: Comparison of temperature distributions for equally composed multi-
cables with different positions of the single cables.
In this paper, an algorithm to find an optimal multicable layout is devel-
oped. The electric current and the diameters of each single cable are fixed a
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priori. Dependent on the number of single cables and available space, differ-
ent strategies are recommended. Whereas the exclusive application of gradient
based shape optimization is sufficient in case of rather loosely packed cables,
we additionally have to couple the gradient based strategy to a genetic al-
gorithm for densely packed ones. For the shape optimization, we derive an
adjoint system and the shape gradient as well as the local shape derivative. In
addition, we present our genetic algorithm adapted to the problem.
The simulation of the temperature distribution in cable bundles and its
computation is subject of several articles, e. g. [3,4,18,20]. In [2], algorithms
for minimization of the total weight of cable bundles by given maximum tem-
perature were developed. Therein, parallel multilevel methods are applied
to heuristic strategies based on greedy type search methods. Our optimiza-
tion problem is related. In contrast, we couple a non-gradient based strategy,
namely a genetic algorithm, to a gradient based shape optimization approach.
For introduction to the shape calculus and mathematical background, we rec-
ommend [6,23,27]. The particularity in the Hadamard representation of our
shape gradient is due to the jumps in the coefficients of different materials at
the interfaces. In [11,12,15], methods to derive corresponding shape gradients
are explained.
The paper is organized as follows: In Section 2, we introduce our modeling
and simulation approach to describe the heating of multicables. Besides the
state system, we formulate the optimal multicable layout problem. General
information about shape optimization and genetic algorithms are explained
in Section 3. In order to obtain an optimality system, we use the local shape
derivative and derive an adjoint system as well as the shape gradient in Sec-
tion 4. Section 5 describes numerical and computational details, including our
optimization strategy combining heuristics for good initial positions, a squeez-
ing algorithm, the numerical computation of the shape functional and the
gradients, as well as the concrete implementation of the genetic algorithm.
Numerical experiments are carried out in Section 6 and finally, we draw a
conclusion in Section 7.
2 Setting of the problem
In this section, we introduce the mathematical notation, governing equations
and formulate the optimal multicable layout problem.
2.1 Notation
Throughout this paper, we restrict ourselves to the stationary, two dimensional
case. All vector valued functions are indicated by bold letters, e. g. the space
variable x = (x, y)T ∈ R2 with norm |x|R2 =
(
x2 + y2
)1/2
and inner product
(x1,x2). The temperature in the multicable domain Ω
MC ⊂ R2 is dependent
on the position x and denoted by T = T (x). We abbreviate its gradient by
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∇T =
(
∂T
∂x ,
∂T
∂y
)T
and the divergence operator by ∇· =
(
( ∂∂x ,
∂
∂y )
T , ·
)
. The
operator Div denotes the tangential divergence of a tangential field and ∇τ
the tangential (surface) gradient of a scalar valued function.
Moreover, we identify n = ne with the unit outer normal that points
outward of the considered object, ni the unit inner normal pointing into the
object. Consequently, the operator ∂∂n corresponds to the normal derivative of
a quantity in outer direction. The notation [·]± abbreviates the difference of
the traces of a function at an interface boundary, approaching the boundary
from exterior and interior respectively.
The k-th single cable Ck =
(
xk, yk, r
in
k , r
ex
k
)
is geometrically described by
the coordinates (xk, yk) of its centre, the radius r
in
k of the current carrying part
and the outer radius rexk . The multicable MC =
((
x0, y0, r
in
0 , r
ex
0
)
; c1, . . . , cN
)
consists of N single cables (cf. Fig. 2a with N = 3), has the centre coordi-
nates (x0, y0) and the inner radius r
in
0 respectively the outer radius r
ex
0 . It is
surrounded by an insulation layer of thickness rex0 −rin0 with constant heat con-
ductivity λex > 0. Each single cable consists of a core part Ωcorek with constant
heat conductivity λcorek > 0, carrying the constant current Ik, and an insula-
tion part Ωisok with constant heat conductivity λ
iso
k > 0. The gaps between the
single cables and the exterior insulation can be of solid material or air. Herein,
they are modelled by pure conduction with constant heat conductivity λgaps.
The interfaces between core and insulation part of each single cable and
between single cable insulation and surrounding gaps play an important role
in the calculation of the shape gradient. Thus, we introduce the interface
boundaries Γ ik and Γ
e
k for k = 1, . . . , N (cf. Fig. 2b with corresponding normal
vectors on the boundaries).
(a)
S
(b)
Fig. 2: Model of a multicable consisting of three single cables (a) and the k-th
single cable with corresponding geometrical quantities (b).
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Furthermore, we introduce the set Γ gi of interface boundaries between the
exterior insulation and the (air) gaps (cf. Fig. 2a). All interface boundaries are
summarized by Γ int =
⋃N
k=1
(
Γ ik ∪ Γ ek
) ∪ Γ gi.
2.2 State system
Let the two dimensional cross sectional area of the multicable ΩMC be a con-
nected bounded domain in R2 with regular exterior boundary ∂ΩMC = Γ ex
and interface boundaries Γ int. We suppose the cable to be entirely surrounded
by air. Then, the continuous temperature distribution T (x) ∈ C(ΩMC) is de-
scribed by the state system which can be written in form of the following
interface problem (cf. [20]):
−∇ · (λ∇T )− c · T = f in ΩMC \ Γ int,
λex
∂T
∂n
+ α(T ) · (T − T amb) = 0 on Γ ex,
[T ]± = 0 and
[
λ
∂T
∂n
]
±
= 0 on γ ∈ Γ int,
(1)
with
λ :=
N∑
k=1
(
λcorek IΩcorek + λ
iso
k IΩisok
)
+ λex IΩex + λgaps IΩgaps ,
c :=
N∑
k=1
1
nk
(
4Ik
dink δkpi
)2
ρ0,k αρ,k IΩcorek ,
f :=
N∑
k=1
1
nk
(
4Ik
dink δkpi
)2
ρ0,k (1− αρ,k Tref) IΩcorek .
Herein, the parameter λ denotes the heat conductivity, c the linear tempera-
ture coefficient and f the source term. All are piecewise constant and vary only
for different subdomains, expressed by the indicator function I. Furthermore,
the notation α(T ) summarizes the heat transfer coefficient at the exterior
boundary Γ ex, that represents the transition of the insulation material of the
multicable to ambient air with temperature T amb. It is a smooth function
in the range of temperatures T under consideration and includes the effects
of radiation and convection. The radiative part is governed by the Stefan-
Boltzmann law [17], where T appears in the power of three, the convective
part is approximated by nonlinear formulas, obtained by fitting of empirical
data [1,18]. For further details and concrete formulas to determine the con-
vective part, we refer to [19], and for the identification of all other quantities
to [20].
Due to the jumps of the heat conductivity, the temperature profile is con-
tinuous across the interface of different materials γ ∈ Γ int, but has kinks.
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Although the mentioning of these conditions is not necessary for a concise
problem presentation, we indicate them explicitly in (1) to emphasize that it
is an interface resp. transmission problem. The interface conditions are espe-
cially important for the Hadamard representation of the shape gradient.
Note finally that the governing equation of (1) is the Helmholtz equation.
In the given form, it has in general no unique solution and oscillations can
exist, especially for higher values of c. [10,20] give conditions for which the
solution is still unique. It is proved that in the present application, the values
of c are small enough to provide a unique solution.
2.3 Optimization problem
Let the dimensions of the exterior insulation and the single cables be given.
The material parameters and the current of each single cable are fixed and
known, such that λ, c and f are determined a priori. What we vary is the
positioning of the single cables, summarized by the domain
Ω :=
N⋃
k=1
Ωk =
N⋃
k=1
(
Ωcorek ∪Ωisok
)
, (2)
with Ωk the domain of single cable k. As the position of each single cable is de-
termined by its centre, our optimization variables are the centre coordinates of
the single cables (x1, y1) , . . . , (xN , yN ). Consequently, the optimal multicable
layout problem (OptMC) with varying domain Ω reads as
J (Ω) =
N∑
k=1
∫
Ωk
j (x, T (x)) dx +
∫
ΩMC\∪Nk=1Ωk
j (x, T (x)) dx→ min!
(3)
where −∇ · (λ∇T )− c · T = f in ΩMC \ Γ int,
λex
∂T
∂n
+ α(T ) · (T − T amb) = 0 on Γ ex,
[T ]± = 0 and
[
λ
∂T
∂n
]
±
= 0 on γ ∈ Γ int,
s. t. (xk − x0)2 + (yk − y0)2 <
(
rexk − rin0
)2
, k ∈ K = {1, . . . , N} ,
(xk − xl)2 + (yk − yl)2 > (rexk + rexl )2 , (k, l) ∈ (K ×K) \ {k = l} ,
x1 = 0, 0 < y1 < r
in
0 , 0 < x2 < r
in
0 .
It is the objective to minimize the cost functional J(Ω) respectively the func-
tion j (x, T (x)) over the domain ΩMC subject to the state system (1) and ge-
ometrical constraints. To that end, we shall assume that j ∈ C1(ΩMC×R≥0).
We furthermore require that each single cable has to be entirely inside the
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multicable and single cables must not overlap.1 This problem is rotationally
symmetrical because we apply the same boundary condition to the entire ex-
terior boundary. Thus, we allow the first cable to be positioned only in the
vertical upper line segment connecting the multicable centre and the point
(0, rin0 ). To avoid axial symmetry, the second cable has to be in the right sec-
tor of the multicable.
Note once more that the domain Ω of the single cables is composed of the
subdomains Ωk, k = 1, . . . , N , which themselves depend on the subdomains
Ωcorek and Ω
iso
k . With d(·, ·) the distance between two points, we introduce the
notation
Br(c) =
{
x ∈ R2|d(c,x) < r} ,
describing the open ball of radius r > 0, centred at a point c ∈ R2. Thus, the
core and the insulation of single cable k are determined by
Ωcorek = Brink
(
(xk, yk)
T
)
, Ωisok = Brexk
(
(xk, yk)
T
) \Ωcorek .
The dependence of the single cable k on the coordinates (xk, yk) is obvious
and consequently the dependence of the entire domain Ω of the single cables
on all centres, abbreviated by the notation
Ω = Ω ((x1, y1) , . . . , (xN , yN )) .
We summarize the set of admissible domains by
Oad =
{
Ω = Ω ((x1, y1) , . . . , (xN , yN )) ∈ R2 |
(xk − x0)2 + (yk − y0)2 <
(
rexk − rin0
)2
, k ∈ K = {1, . . . , N} ,
(xk − xl)2 + (yk − yl)2 > (rexk + rexl )2 , (k, l) ∈ (K ×K) \ {k = l} ,
x1 = 0, 0 < y1 < r
in
0 , 0 < x2 < r
in
0
}
.
The exterior insulation and thus the exterior boundary of the multicable
domain ΩMC is fixed in this setting. In our optimization approach, we consider
the multicable as a composition of several subdomains. Thus, the interface
boundaries of ΩMC vary for different shapes of the domain Ω of the single
cables, which shall be indicated by the notation ΩMC(Ω).
Throughout this work, we assume that all interface boundaries Γ ik, Γ
e
k , k =
1, . . . , N , Γ gi and the exterior boundary Γ ex are C2-smooth.
3 Optimization
Our algorithm to optimize multicables combines gradient based shape opti-
mization and a genetic algorithm. In this section, we provide general informa-
tion about shape optimization and genetic algorithms.
1 To avoid problems in the calculation with finite elements, we require in the numerical
implementation that the distance between each single cable and multicable insulation re-
spectively pairwise between two single cables has to be larger than δ > 0. The parameter δ
is chosen such that the space in between is sufficiently large to create a feasible mesh.
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3.1 Shape optimization
Shape calculus will be used to derive the shape gradient of the shape opti-
mization problem (3) under considerations. For a general overview on shape
calculus, mainly based on the perturbation of identity (Murat and Simon) or
the speed method (Sokolowski and Zolesio), we refer the reader for example
to [6,22,23,27] and the references therein.
For a smooth perturbation field V : D → Rn, we consider the perturbed
domain
Ω[V] := {x + V(x) : x ∈ Ω} ,
with  > 0 sufficiently small [22] (cf. Fig. 3 for an illustration). This enables the
definition of the shape derivative of the shape functional J at Ω in direction
of a vector field V by
δJ(Ω) [V] := lim
→0
J (Ω [V])− J (Ω)

. (4)
Fig. 3: An arbitrary domain Ω and a corresponding perturbed domain Ω.
The shape functional J is shape differentiable at Ω, if the Eulerian deriva-
tive δJ(Ω) [V] exists for all directions V and if the mapping V 7→ δJ(Ω) [V] is
linear and continuous. In particular, according to the Hadamard-Zole´sio struc-
ture theorem [6,26,27], it is known that the shape gradient g can be expressed
as a boundary integral of the form
δJ(Ω)[V] =
∫
Γ
〈V,n〉 g dσ,
where Γ denotes the varying boundary or interface and 〈·, ·〉 denotes the scalar
product in Rn.
Furthermore, we shall introduce the local shape derivative δu = δu[V] that
describes the sensitivity of the PDE solution with respect to domain variations.
It is defined pointwise by
δu(x) := lim
→0
u(x)− u(x)

, x ∈ Ω ∩Ω,
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with the solution of the boundary value problem on the perturbed domain
denoted by u.
The local shape derivative δu = δu[V] and the shape derivative δJ(Ω) [V]
are essential for the sensitivity analysis of the problem in Section 4.
3.2 Genetic algorithm
A certain class of optimization methods is summarized in the term genetic
algorithm. We describe how a genetic algorithm generally works, based on [13,
14,21].
A genetic algorithm is a stochastic method that can be used to solve op-
timization problems, e. g. to find a function’s minimum. However, it is not as
precise as a gradient based method, as it does not study the function to be
minimized. It only evaluates the function for a given number of optimization
variable values (individuals).
The algorithm employs the concept of natural evolution (cf. Fig. 4): an
initial population of individuals evolves in several generations, using the sim-
ulated genetic operations crossover and mutation, which let the fittest indi-
viduals survive and reproduce. The initial population is made up of the M
individuals, obtained e. g. via the specified heuristics, and can be completed
by random individuals.
We evaluate the fitness of each individual (i. e. its objective function value)
in order to determine which individuals are the ‘better’ ones. To simulate the
transition from one generation to the next one, we use the following steps:
– The reproduction is subject to the fitness: the k best individuals are directly
transmitted to the next generation as elite and the parents are selected
stochastically or with a certain strategy in the present population.
– Some parents are crossed and mutated to produce the ‘children’.
– The new population replaces the old one.
Fig. 4: Diagram of the general procedure of a genetic algorithm.
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3.2.1 Crossover
Crossover children are created by combining the vectors of a pair of parents:
we randomly select components from both parents (here: p1 and p2) and create
the child (here: k) with these components. For example, for two parents
p1 = [1, 2, 3, 4, 5, 6, 7],
p2 = [a, b, c, d, e, f, g],
one child could be
k = [1, 2, c, 4, e, f, 7].
3.2.2 Mutation
Mutation children are created by randomly modifying a certain number of
components of the parent. We pick some components of the parent and take
the average of these components with a random number ri. For example, a
mutation of
p = [a, b, c, d, e, f, g] could be k =
[
a,
b+ r1
2
, c, d,
e+ r2
2
,
f + r3
2
, g
]
.
Each created individual (by crossover or mutation) has to be tested to ensure
that it respects the constraints of the optimization problem. If however it does
not, we have to modify it until it respects the given criteria, or if adaptation
fails, the non-conform individual is erased and a new one is created.
3.2.3 Stopping criterion
Since there is no natural stopping criterion for this algorithm, it is interrupted
in general either after a certain number of generations or if there is no im-
provement in the fitness of the best individual in the population for several
steps.
4 Sensitivity analysis
In the following, we apply an adjoint method to compute the shape gradi-
ent. Thus, we derive an adjoint system, the Hadamard representation of the
shape gradient and the local shape derivative of the problem. We suppose the
underlying functions to be sufficiently smooth to ensure well-posedness of all
operations.
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4.1 Local shape derivative
Before deriving the shape gradient, we state the system holding for the local
shape derivative δT [V] of (OptMC). To this end, let V ∈ C2(Ω;R2) be a
smooth domain variation of Ω. Then, there holds:
∇ · (λ∇δT [V]) + c · δT [V] = 0 in ΩMC \ Γ int,
λex
∂δT [V]
∂n
+
(
α′ (T )
(
T − T amb)+ α(T )) δT [V] = 0 on Γ ex,[
λ
∂δT [V]
∂n
]
±
= Div
(〈V,n〉 [λ]±∇τT )+ ([c]± T + [f ]±) 〈V,n〉 (5)
and
[
δT [V]
]
±
= −〈V,n〉
[
∂T
∂n
]
±
on γ ∈ Γ int.
Proof The pointwise evaluation of the boundary value problem for T respec-
tively T[V] on the domains Ω
MC(Ω) respectively ΩMC(Ω[V]) in a point
x ∈ ΩMC provides
lim
→0
∇ · (λ∇T[V]) + c · T[V]− (∇ · (λ∇T ) + c · T )

= −f + f = 0,
i. e. the partial differential equation
∇ · (λ∇δT [V]) + c · δT [V] = 0 in ΩMC \ Γ int.
The condition on the exterior boundary is
lim
→0
λex
∂T[V]
∂n − ∂T∂n

= − lim
→0
α(T[V])(T[V]− T amb)− α(T )(T − T amb)

.
Here, the term on the left hand side yields
lim
→0
λex
∂T[V]
∂n − ∂T∂n

= λex
∂δT [V]
∂n
,
while the term on the right hand side provides
lim
→0
α(T[V])(T[V]− T amb)− α(T )(T − T amb)

= lim
→0
(
α(T[V])− α(T )

(
T[V]− T amb
)
+ α(T )
T[V]− T

)
=
(
α′ (T )
(
T − T amb)+ α(T )) δT [V] .
Putting the latter two identities together yields the desired boundary condi-
tions at Γ ex.
Finally, for the interface conditions of the local shape derivative, we refer
to [15,16].
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4.2 Shape gradient
For an optimal interior point, the necessary optimality condition
δJ(Ω) [V] = 0
has to be fulfilled for all directions V. The Hadamard representation of the
shape gradient for (OptMC) reads as follows:
δJ(Ω) [V] =
∑
γ∈Γ int
∫
γ
〈V,n〉
{
∇τpe∇τT e[λ]±
− pe ([c]± T e + [f ]±)− λe ∂pe∂n
[
∂T
∂n
]
±
}
dσ
(6)
with the following system of the adjoint p(x) ∈ C(ΩMC)
−∇ · (λ∇p)− c · p = − ∂j
∂T
(·, T ) in ΩMC \ Γ int,
λex
∂p
∂n
+
(
α′ (T )
(
T − T amb)+ α(T )) p = 0 on Γ ex,
[
p
]
± = 0 and
[
λ
∂p
∂n
]
±
= 0 on γ ∈ Γ int.
(7)
Proof Following [6], differentiation of J(Ω) in the direction V leads, in terms
of the local shape derivative (5), to
δJ(Ω) [V] =
∫
ΩMC
∂j
∂T
(x, T ) · δT [V] dx
+
∑
γ∈Γ int
∫
γ
〈V,ne〉 j(x, T ) + 〈V,ni〉 j(x, T ) dσ.
With the adjoint system (7), we get
δJ(Ω) [V] =
∫
ΩMC
(∇ · (λ∇p) + c p) δT [V] dx
+
∑
γ∈Γ int
∫
γ
〈V,ne〉 j(x, T ) + 〈V,ni〉 j(x, T ) dσ.
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As ne = −ni, the integrals over the interface γ ∈ Γ int cancel out each other.
Application of Green’s formula then provides
δJ(Ω) [V] =
∫
ΩMC
(∇ · (λ∇δT [V]) + c · δT [V]) p︸ ︷︷ ︸
=0
dx
+
∫
Γ ex
(
λex
∂p
∂n
δT [V]− λex ∂δT [V]
∂n
p
)
︸ ︷︷ ︸
=0
dσ
+
∑
γ∈Γ int
 ∫
γ
(
λi
∂pi
∂ni
δT i [V]− λi ∂δT
i [V]
∂ni
pi
)
dσ
+
∫
γ
(
λe
∂pe
∂ne
δT e [V]− λe ∂δT
e [V]
∂ne
pe
)
dσ

=
∑
γ∈Γ int
∫
γ
λe
∂pe
∂n
[
δT [V]
]
±
dσ −
∫
γ
pe
[
λ
∂δT [V]
∂n
]
±
dσ
 .
Replacing the jumps in the Dirichlet data and the Neumann data by the
interface conditions in (5) results in
δJ(Ω) [V] =
∑
γ∈Γ int
∫
γ
−λe ∂p
e
∂n
〈V,n〉
[
∂T
∂n
]
±
− pe
(
Div (〈V,n〉 [λ]±∇τT e) +
(
[c]± T
e + [f ]±
) 〈V,n〉) dσ.
Integration by parts on the interface boundaries
−
∫
γ
peDiv (〈V,n〉 [λ]±∇τT e) dσ =
∫
γ
∇τpe∇τT e 〈V,n〉 [λ]± dσ
finally implies the desired Hadamard representation of the shape gradient.
5 Algorithmic and numerical implementation
First, we present our general optimization strategy that depends on the density
and number of single cables in the multicable. Moreover, we introduce proce-
dures to create appropriate initial multicable configurations and describe the
implementation of the shape functional as well as the routine to compute the
jumps in the Neumann data. Finally, we explain how the entire algorithm,
including gradient based shape optimization and genetic algorithm, is imple-
mented.
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5.1 Optimization strategy
To solve the optimal multicable layout problem (3), we employ shape opti-
mization, a genetic algorithm and combine both optimization techniques. The
most important part of the entire algorithm, which will be provided in Section
5.5, is the combination of both techniques (illustrated in Fig. 5). Therein, we
use M different initial cable configurations, obtained by the application of a
so called cable squeezing algorithm [20] (for details, cf. Section 5.2).
Fig. 5: Overview of the general optimization strategy to solve the optimal
multicable layout problem.
Applying shape optimization to these initial configuration yields local min-
ima. However, those do not always represent a satisfying solution of the present
problem. For this reason, we pass our M local minima to a genetic algorithm
(cf. Sections 3.2 and 5.5.2), which tries to find a better solution.
The coupling of these different algorithms is adequate, as an exclusive use
of the genetic algorithm is too time extensive and expensive. Furthermore, we
obtain much better results in our simulations with the mixed strategies. On the
other hand, for very densely packed cables, the profit of shape optimization
is small. Hence, only the cable squeezing and genetic algorithm have been
applied to these cases, yet.
5.2 Initialization
As mentioned, different local minima may exist for multicables that consist of
several single cables. In order to ensure feasibility of the cable configurations,
we apply a cable squeezing algorithm (cf. [20, Algorithm 1]). It simulates the
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cable production process of multicables. Therein, each single cable is initially
assigned to a template position (cf. [20, Fig. 3]). These are arranged in a
circular shape around the centre and numbered ascendantly, starting with
number 1 in the centre. Assigning each single cable to a template position
(theoretically) yields multicable configurations with extremely large (air) gaps.
Thus, the single cables are squeezed afterwards, which simulates how cables
are pressed together in productions. After a fixed number of squeezing steps,
the diameter of the surrounding circle, that includes all single cable circles,
has to be smaller than or equal to the given inner diameter of the exterior
insulation. If it is not the case, this initial template configuration cannot be
used for the optimization.
The initial template assignment finally has an important influence on the
computed local minimum. Thus, we propose different heuristic strategies to
create good assignments of the single cables to their template positions. They
depend on the current density Jk = Ik/Ak, k = 1, . . . , n, of each single cable,
with Ik the electric current and Ak the cross sectional area of the metallic part
of single cable k:
– The single cables are assigned to the template positions in descending order
with respect to Jk, denoted by INL;
– The single cables are assigned to the template positions in ascending order
with respect to Jk, denoted by OUL;
– The single cables are ordered ascendantly with respect to Jk, but assigned
to the template positions in steps of 2, 3, 4 respectively 5, denoted by
OUL2, OUL3, OUL4 and OUL5;
– The single cables are assigned to template positions such that two cables
following each other in order dependent on Jk have the greatest possible
distance in the template, denoted by OPP;
– Further template configurations are completely arbitrary and denoted by
MC1, MC2, . . ..
By tendency, hotter single cables can give more thermal energy to the ambi-
ence if they are positioned nearer to the exterior boundary.2 Hence, especially
OUL, OUL2–OUL5 and OPP seem promising to give good configurations.
As there exist cases for which other template configurations yield our best
solution, we added INL and the arbitrary assignments.
5.3 Shape functional
The aim of our calculations is to minimize the maximum temperature in a
multicable. As the functional
min
Ω∈Oad
‖T‖L∞(ΩMC(Ω)) = minΩ∈Oad supx¯∈ΩMC(Ω)
|T (x¯)|
2 Note that assuming the cables to be surrounded by air is a standard in the norms for
dimensioning of cables. Thus, we also suppose the multicable to be hanging in free air in
our examples.
16 Helmut Harbrecht, Florian Loos
is not differentiable and thus the shape optimization approach would not be
applicable, we define J by
J(Ω) := min
Ω∈Oad
1
q
‖T‖qLq(ΩMC(Ω)) = minΩ∈Oad
1
q
∫
ΩMC(Ω)
|T (x)|q dx
for fixed values of q > 0. In (7), the derivative of the objective function appears
on the right hand side of the PDE. For the sake of convenience, we introduced
the factor 1/q and the exponent q. Both do hardly influence the optimization
process. As the right hand side could explode for too large values of q which
results in numerical problems, we use values of q = 2, 3, 4 or 5 in general.3
5.4 Computation of jumps in Neumann data
(a) (b) (c)
Fig. 6: (a) Temperature distribution and (b) associated adjoint solution in a
multicable, and (c) temperature gradient on the boundaries of a single cable.
Figs. 6, 7 and 8 illustrate the main quantities computed to determine the
jumps in the Neumann data (cf. Fig. 6c) with COMSOL Multiphysics 3.5a
for an exemplary multicable consisting of seven single cables. Apart from the
calculation of the temperature profile (Fig. 6a) and the adjoint (Fig. 6b), we
have to project the temperature distribution on the single cable core (Fig.
7a), its complement (Fig. 7b), the single cable insulation (Fig. 8a) and also
its complement onto separate domains (Fig. 8b). This is required because
we obtain completely wrong results if we directly compute the temperature
distribution and the difference of the derivatives to the outer and inner normal
in COMSOL. It is due to an internal smoothing of the function in the software.
To deal with the problem, the derivative to the outer normal is computed on
the temperature projected onto the domains (core respectively insulation of
3 Alternatively, the factor 1/q and the exponent q could be dropped in the shape func-
tional. Then, an approximation of the L∞-norm would be computed for large q, with the
drawback of a more complicated right hand side of the adjoint system.
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the single cable) and to the inner normal on their complements. This procedure
has to be performed for every single cable and finally yields correct gradients,
which was doublechecked with finite differences.
(a) (b)
Fig. 7: Temperature distribution on (a) a single cable core and (b) on its
complement.
(a) (b)
Fig. 8: Temperature distribution on (a) a single cable insulation and (b) on
its complement.
Note that the local translation of single cable k in direction of the x-
coordinate is described by
V(x) = IΩk(x)
(
1 0
0 0
)
x
and the corresponding translation in direction of the y-coordinate by
V(x) = IΩk(x)
(
0 0
0 1
)
x,
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with I(·) denoting the indicator function.
Table 1 essentially shows the accordance resp. discrepancy of the adjoint
method and finite differences in the computation of the shape gradient for the
present example with seven single cables. The parameters h and hnumedg4
represent measures for the mesh refinement on the entire domain of the mul-
ticable and for the refinement on the edges. Smaller values for h and larger
values for hnumedg result in finer grids and larger numbers of degrees of free-
dom. The maximum of absolute discrepancies max(errabs) between adjoint and
finite difference method is obtained in the partial derivative to the component
Comp. The maximum relative discrepancy max(errrel) does not have to occur
in the same component. It represents the maximum of deviations divided by
the value of the derivative obtained via finite differences in all components.
The quantities tADJ and tFD specify the time in seconds necessary for the
gradient determination with each method, ∆t their difference in time.
h (hnumedg) DOF max(errabs) [Comp] max(errrel) tADJ[s] tFD[s] ∆t[s]
5 (10) 26002 6.712 [x5] 1.06e-2 25.8 560.4 534.6
5 (20) 70842 2.050 [y4] 3.75e-3 44.7 1059.1 1024.2
4 (30) 148730 1.332 [y4] 1.25e-3 98.9 2704.2 2605.3
Table 1: Statistics for the mesh refinements, degrees of freedom, absolute resp.
relative discrepancies between adjoint and non-adjoint method as well as cal-
culation times for a specific example with seven single cables.
We observe a good accordance of the gradients, calculated via the adjoint
method and finite differences with  = 1.0e-4, especially for larger numbers
of degrees of freedom. Thus, to have a reliable gradient approximation, we
have to use fine meshes. Furthermore, the computation times by the adjoint
method are much shorter than those of the finite difference method. We have
to admit that the latter, neither the method itself, nor the implementation,
is optimized. Nevertheless, it is obvious that the adjoint method works much
faster in this scope because, in addition to the one solution of the state system,
the adjoint system, which is only linear5, has to be solved once, independent
of the number of single cables. In contrast, the nonlinear state system must be
solved twice for each optimization variable with central differences (once if we
used forward or backward differences), which corresponds to solving the PDE
28 times in this example.
5.5 Computational algorithm
The entire optimization algorithm (cf. Fig 9) was implemented in Matlab, ver-
sion 7.10.0.499. First, geometrical and physical parameters are read from input
4 The measure of refinement is a convention used in COMSOL Multiphysics 3.5a.
5 Even the exterior boundary condition is only linear in p.
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files and convergence criteria of the algorithm, if necessary of the shape opti-
mization procedure and the genetic algorithm, are defined. Depending on the
filling factor F of the multicable and the number N of single cables, different
strategies are proposed.
Fig. 9: Program flowchart of the entire multicable optimization procedure.
In case of a small number of single cables and enough space, we use only
one initial template configuration. By experience, we recommend OUL. After
the squeezing algorithm (implemented in Matlab), one shape optimization
procedure in IPOPT is performed, yielding the (approximately) best solution.
For cables that are packed very densely (filling factors larger than 90%),
shape optimization does not make sense. Instead, we use the presented ini-
tial template configurations to produce initial multicable configurations and
apply the squeezing algorithm. The generated configurations are given to the
genetic algorithm, where new configurations are produced and made feasible
by squeezing (for details, cf. Section 5.5.2). This procedure, also implemented
in Matlab, takes extremely long and in some cases, it does not provide a
better solution than the best inital configuration. Improving this part of the
algorithm will be subject of future work.
Moderately packed multicables with several single cables, which are com-
mon in practice, require a quite complex procedure. It was described in Sec-
tion 5.1. Note that creating the initial configurations (especially the squeezing
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part), but also several ones during the genetic optimization, are evaluated in
parallel in order to save time.
5.5.1 Implementation of the Shape Optimization Algorithm
The shape optimization procedure for a given configuration of single cables
requires solutions of the state system (1) and the adjoint system (7). Both
are computed with the help of COMSOL Multiphysics 3.5a, controled via a
Matlab script. Therein, an automatic mesh generator is applied, as well as
a damped Newton method [7] to solve the nonlinear PDE system. In every
Newton step, we use UMFPACK [8,9] or PARDISO [24,25] for the solution of
the linearized systems. For further details, we refer to [5,20].
Afterwards, the shape gradient (6) is evaluated for variations of each single
cable in directions of the x- and y-axis (except for single cable 1 that only
varies in the y-coordinate). The corresponding mappings V for variation of
single cable k in the x- resp. y-coordinate are indicated in Section 5.4.
Shape gradient, solution of the state resp. adjoint system, the geometri-
cal constraints of the optimization problem, the constraints’ derivatives and
the initial configuration of the multicable are passed to IPOPT, which then
computes a local minimum.6 More precisely, we give a vector of size 2nk to
IPOPT that contains the sensitivities of the shape functional with respect to
the domain variations. In the first component, the sensitivity of J for a local
translation of single cable 1 in direction of the x-coordinate is given, in the
second component the sensitivity of J for a local translation of single cable 1
in direction of the y-coordinate, in the third component the sensitivity of J
for a local translation of single cable 2 in direction of the x-coordinate, etc.
Thus, IPOPT – which is indeed an optimizer for finite dimensional problems
– has to solve a finite dimensional optimization problem with the midpoints
of the single cables as optimization variables.
5.5.2 Implementation of the Genetic Algorithm
We briefly state the main aspects of the genetic algorithm’s implementation:
– Initialization:
As explained in Section 5.2, several initial configurations are generated
by squeezing of the single cables. If for one of the presented assignment
strategies the squeezing does not yield a feasible configuration after a fixed
number of squeezing steps, the assignment strategy is skipped and replaced
by a further stochastic one. If after trying a certain number of initial strate-
gies, no feasible configuration is attained (e. g. if the exterior diameter is too
6 IPOPT is a software package for large-scale nonlinear optimization that implements
an interior-point line-search filter method (cf. [28–30]). In our options, we use a monotone
strategy for the barrier parameter µ of the logarithmic barrier function. If this barrier
parameter is small enough and the KKT conditions are fulfilled satisfactorily, an optimum
is reached. Otherwise, if no minimum is attained after a given number nmax of iterations,
the procedure is interrupted.
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small for the single cables), the algorithm is interrupted and the problem
cannot be solved. However, if the number of computed feasible configura-
tions is less than the intended number of individuals of each generation,
we continue with fewer individuals.
– Selection:
The best individual – the configuration with the smallest value of the
objective function – is directly passed to the next generation as the elite.
70 % of the population of the next generation are created by crossover, the
rest by mutation.
– Genetic operators:
For crossover, we take the single cable coordinates of two randomly selected
parents (multicables) of the previous generation. To generate one child
of the next generation, we select a part of the genes (coordinates) from
parent 1, the others from parent 2. To generate a certain coordinate of a
child by mutation, we select a random number of individuals and compute
the mean of this coordinate of the chosen individuals, supplemented by
further, randomly generated coordinates. This procedure is performed for
each coordinate of the child.
Both, crossover and mutation, normally provide multicable configurations
that are not feasible. Either, single cables are situated outside of the multi-
cable domain (which is rather rare) or single cables overlap (very frequent).
The cable squeezing algorithm of [20] does not only squeeze the single ca-
bles, but also removes overlappings of single cables. Thus, after generation
of coordinates by crossover and mutation, we apply this algorithm to create
feasible, (hopefully) better configurations.
– Termination:
Normally, many generations are produced within a genetic algorithm. In
our approach, a good solution is already approximated after a few genera-
tions in most cases. This is due to the combination with shape optimization.
For that reason, our genetic algorithm finishes after a (small) number of
generations (≤ 10).
6 Numerical results
To test our proposed algorithm, we optimize the shape of different multica-
bles, consisting of 1, 3, 15 and 33 single cables. In case of 1 and 3 single cables,
the first strategy with exclusive application of shape optimization is sufficient.
For 15 and 33 single cables, we use the second strategy. An example for the
third strategy is not presented, because it employs no gradient based shape
optimization and it is only applied to very specific multicables. All the follow-
ing examples were carried out in Matlab, version 7.10.0.499, on a Pentium III
Xeon processor with 4 cores (each 2.50 GHz) and in total 32 GB RAM.
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6.1 First example
We first optimize the position of only one single cable in the multicable that
has a low heat conductivity in the gaps and an exterior insulation of PVC.
The single cable carries a current of I1 = 102 A and its cross sectional area is
A1 ≈ 14.5 mm2. We suppose the ambient temperature to be 33.2 ◦C. In the
shape functional, we set q = 2.
Fig. 10: Objective function values for variation of the y-coordinate of one single
cable.
As the x-coordinate of the midpoint of the first single cable is fixed to zero
and the y-coordinate > 0, the objective function value is monotonically de-
creasing for larger values of the y-position of the first single cable (cf. Fig.
10). The highest value is obtained at the origin of the coordinate system
(J(Ω) ≈ 1.4439), the lowest at the exterior boundary (J(Ω) ≈ 0.8866). Table
2 shows the optimization progress in IPOPT with ∆x denoting the Euclidean
norm of the step size of the optimization variable in each iteration. F-count
indicates the number of function evaluations in each iteration. The computa-
tion time is about 328 s with ≈ 45000 degrees of freedom in the linear system
of every Newton iteration.
Obviously, the optimization works very well. During the optimization pro-
cess, the single cable, starting from the origin of the coordinate system (Fig.
11a), moves towards the exterior boundary (Fig. 11c). Fig. 11 depicts the tem-
perature distribution for three different configurations, each generated during
the optimization process.
Although with q = 2, our objective function J(Ω) does not approximate
the L∞(Ω)-norm very accurately, the maximum temperature is much lower
in the optimized multicable (≈ 111.8 ◦C) than in the initial configuration (≈
147.9 ◦C). Indeed, if the single cable is situated nearer to the exterior boundary,
more heat is emitted to the environment by convection and radiation than it
is the case if the hotspot is situated in the centre of the multicable.
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Iter F-count J(Ω) ∆x
0 1 1.4438692
1 1 0.8963279 3.93e-2
2 1 1.2103676 8.38e-3
3 1 1.0596074 1.20e-3
4 1 0.9627317 7.63e-4
...
...
...
...
9 4 0.8868828 1.17e-5
10 4 0.8868126 1.03e-5
11 1 0.8865531 1.45e-7
Table 2: Optimization progress for a multicable with one single cable.
(a) (b) (c)
Fig. 11: Cable configurations generated during the optimization process: (a)
Inital configuration with J(Ω) = 1.44387, (b) configuration in iteration 3 with
J(Ω) = 1.0596074, and (c) final configuration with J(Ω) = 0.88655.
6.2 Second example
Our algorithm is applied to multicables with three single cables. In the first
multicable, the current densities are equal for all three single cables, in the
second, they vary.
6.2.1 Multicable with three single cables of equal current loads
We investigate a multicable consisting of three single cables with equal currents
I1 = I2 = I3 = 89 A and cross sectional areas A1 = A2 = A3 = 14.5 mm
2. We
set q = 3.
Starting with an almost regular positioning such that the midpoints of the
single cables nearly form an equilateral triangle (cf. Fig. 12a), the single cables
move towards the exterior boundary (cf. Figs. 12b–12d). Having reached the
boundary (cf. Fig. 12e), they are forced to find a configuration for which the
cables have the largest possible distance from each other, i. e. an equilateral
triangle of the midpoints with each single cable situated at the boundary of
the multicable (cf. Fig. 12f).
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(a) (b) (c)
(d) (e) (f)
Fig. 12: Cable configurations generated during the optimization process for a
multicable which consists of three single cables carrying equal current loads:
(a) Initial configuration, (b) configuration in iteration 1, (c) configuration in
iteration 2, (d) configuration in iteration 5, (e) configuration in iteration 9,
and (f) configuration in iteration 30.
In IPOPT, it sometimes happens that the objective function value increases
in an iteration, e. g. in our case at the second iteration (cf. Table 3 and Fig.
13). This is due to the interior-point algorithm, when the barrier parameter
is modified [28]. The entire optimization is interrupted after thirty iterations,
i. e. in this example for nmax = 30.
Obviously, the maximum temperature decreases from ≈ 197 ◦C to ≈ 100 ◦C
during the optimization process (cf. Table 4). The reason for this diminution
is again that more thermal energy can be emitted at the transition to air if the
single cables are placed at the exterior boundary. In the final configuration,
they have the greatest possible distances from each other.
The insulation material of the single cables and the exterior insulation is
supposed to consist of PVC. Assumed a melting point of about 130 ◦C, the
initial multicable would not be able to endure the given current loads, whereas
the optimized one could without any problems.
Note that the heat conductivity of the inner insulation is computed ac-
cording to formula (9) in [20]. Thus, it is supposed to be a mixture of air
and solid material. The modelling of the inner heat conductivity with such
low filling factors (F ≤ 30 %) might be inadequate for real multicables. If
we assume the inner material to consist entirely of solid material, e. g. PVC
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Iter F-count J(Ω) ∆x
0 1 5.0743619e+02
1 2 3.0311155e+02 5.32e-01
2 1 3.6448495e+02 9.96e-03
3 1 2.0319573e+02 3.25e-03
4 1 2.1952290e+02 3.87e-04
5 1 1.9638202e+02 4.28e-04
...
...
...
...
8 1 1.3197190e+02 5.74e-05
9 1 1.3202247e+02 4.14e-05
10 1 1.2003736e+02 4.30e-04
...
...
...
...
28 11 1.1789933e+02 2.84e-04
29 13 1.1789923e+02 2.97e-04
30 14 1.1789918e+02 2.98e-04
Table 3: Optimization progress for a multicable with three equally loaded
single cables.
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Fig. 13: Convergence history of the optimizer for a multicable with three
equally loaded single cables.
(λgaps = 0.19 W/(m ·K)), the maximum temperature decreases by shape op-
timization from 102.1 ◦C to 92.0 ◦C.
Concerning the calculation expense, most of the time is spent to solve state
and adjoint systems during the 63 function evaluations (cf. Table 4 with further
statistics). The rather long evaluation times for the systems with about 120 000
degrees of freedom (DOFs) and ≈ 30 000 elements (NOE) are explained by the
nonlinearities. The squeezing time is nearly negligible and calculation time in
the optimizer is very small. In fact, the optimization problem to be solved in
the nonlinear optimizer is very small. Neglecting the x-coordinate of the first
single cable as well as the lower and upper bounds for the other variables, it
consists of 5 optimization variables and 6 geometrical constraints.
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Statistics
Init max
x∈Ω
T (x) 196.5 ◦C Final max
x∈Ω
T (x) 99.7 ◦C
No of iterations 30 No of function evaluations 63
Time optimizer ≈ 42 s Time FEM solver ≈ 3584 s
Time squeezing ≈ 1.1 s Total time ≈ 3632 s
DOFs ≈ 120000 NOE ≈ 30000
Table 4: Statistics for the optimization of a multicable with three equally
loaded single cables.
For higher values of q, it is even more expensive to solve the PDEs. With
q = 5, we obtained nearly the same optimization process (with of course dif-
ferent values for J(Ω)) and similar calculation times in the optimizer, but the
solution of the PDEs took about four times longer for equal mesh refinements.
6.2.2 Multicable with three single cables of different current loads
We suppose again N = 3, q = 3, equal cross sectional areas for the single cables
and the same material and ambient parameters as in the previous example.
The only difference is that, now, the cables carry different current loads of
I1 = 103 A and I2 = I3 = 80 A.
Starting from the same initial configuration as in Section 6.2.1, the cables
move towards the exterior border (cf. Fig. 14). In contrast to the previous ex-
ample, they move until finally the centre coordinates form an isosceles triangle,
which is not equilateral (cf. Fig. 14f). The distance to the single cable carrying
a higher current is larger than between the cables with equal currents. The ob-
jective function value for q = 3 improves from J(Ωinit) ≈ 486.3 to J(Ωopt) ≈
118.3, and the maximum temperature decreases from max
x∈Ωinit
T (x) ≈ 199.2 ◦C
to max
x∈Ωopt
T (x) ≈ 115.3 ◦C.
The entire optimization took 4991 seconds with 30 optimization steps and
84 function evaluations. 42 seconds where required in the nonlinear optimizer,
one second for squeezing, the rest to solve the PDEs. The number of elements
was about 30000, corresponding to ≈ 120000 degrees of freedom in the lin-
earized systems, which were solved by UMFPACK.
6.3 Third example
We consider a multicable consisting of 15 single cables with different cross
sectional areas (Ak), currents (Ik) and current densities (Jk) listed in Table
5. The filling factor of the multicable is F ≈ 47 %, the ambient tempera-
ture T amb = 33.2 ◦C and we use q = 3. The maximum temperatures of the
depicted initial configurations, obtained by squeezing of the initial template
configurations (cf. Fig. 15), vary between 142.2− 149.7 ◦C.
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(a) (b) (c)
(d) (e) (f)
Fig. 14: Cable configurations generated during the optimization process for
a multicable consisting of three single cables carrying different current loads:
(a) Initial configuration, (b) configuration in iteration 1, (c) configuration in
iteration 2, (d) configuration in iteration 5, (e) configuration in iteration 10,
and (f) configuration in iteration 30.
The lowest maximum temperature after shape optimization applied to the
initial template configurations, thus the maximum of the best individual for
the initial generation, is 127 ◦C. After a total calculation time of nearly 30 h
with about 7100 function evaluations7, partly in parallel, we obtain our ap-
proximated (global) minimal maximum temperature (cf. Fig. 16a).
Therein, each shape optimization in IPOPT is interrupted after no later
than 30 iterations. In each function evaluation, 30000 − 40000 elements with
120000−160000 degrees of freedom are used for the finite element approxima-
tion. The linear solver is UMFPACK. The entire optimization problem has 29
optimization variables (x-coordinate of first single cable neglected) with 120
inequality constraints and 435 non-zero entries in the inequality constraint
Jacobian.
The minimal maximum temperature of our best cable configuration is
125.9 ◦C. Hence, in this case with a rather low filling factor, most of the op-
timization is done by the gradient based shape optimization. The influence of
the genetic algorithm is rather small in relation to the computational effort
(cf. Fig. 17a and Table 6). But this also shows that the different template
configuration strategies, combined with squeezing and shape optimization, al-
7 Each function evaluation includes the solution of state and adjoint system.
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Single Cable No. Ik (A) Ak (mm
2) Jk (A/mm2)
1 53.00 14.5 3.65
2 82.00 8.30 9.89
3 12.00 8.30 1.45
4 12.00 3.46 3.46
5 52.00 8.30 6.27
6 43.00 5.73 7.51
7 14.88 5.73 2.60
8 16.20 5.73 2.83
9 18.00 3.46 5.20
10 18.00 3.46 5.20
11 9.50 1.33 7.16
12 9.50 1.33 7.16
13 10.00 0.68 14.72
14 4.50 0.68 6.62
15 0.34 0.50 0.68
Table 5: Electric currents, cross sectional areas of the metallic core and current
densities in the 15 single cables of the multicable.
(a) INL (J(Ω) = 219.4). (b) OUL (J(Ω) = 195.5). (c) MCL1 (J(Ω) = 204.1).
(d) OUL2 (J(Ω) = 207.2). (e) OUL4 (J(Ω) = 198.0). (f) OPP (J(Ω) = 193.8).
Fig. 15: Temperature distributions in multicables consisting of 15 single cables
for different initial template assignments.
ready provide a good cable configuration with a maximum temperature only
slightly higher than that of the optimal multicable.
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(a) (b) (c)
Fig. 16: Improved cable configurations obtained by application of the genetic
algorithm for 15 single cables: (a) Best GA configuration with J(Ω) = 134.9,
(b) second GA configuration with J(Ω) = 135.0, and (c) third GA configura-
tion with J(Ω) = 137.0.
Generation Individual No.
No. 1 2 3 4 5 6 7 8 9
0 154.0 136.7 137.7 139.8 147.0 141.0 157.5 136.5 140.7
1 136.5 143.6 140.3 141.5 147.9 142.8 142.4 136.2 143.1
2 136.2 141.7 142.3 147.8 140.3 142.0 137.0 142.3 142.8
3 136.2 135.8 137.6 142.6 135.8 150.8 147.8 144.2 149.6
4 135.8 134.9 138.8 140.6 138.8 140.1 146.4 146.1 137.3
5 134.9 137.0 141.8 135.0 146.6 141.7 140.4 143.4 140.2
Table 6: Fitness values of all individuals for 6 generations in the progress of
the genetic algorithm for multicables with 15 single cables.
6.4 Fourth example
Finally, we optimize the multicable that presented the motivation for our pa-
per. It consists of 33 single cables. We drop the explicit specification of all
current loads and cross sectional areas. Instead, Fig. 18 depicts the current
density of each single cable. Furthermore, we use T amb = 33.2 ◦C and q = 3.
The filling factor of the multicable is F ≈ 63 % with an inner diameter of
19.2 mm and outer diameter of 23.6 mm for the exterior insulation.
Fig. 19 shows that the maximum temperature obtained by the initial tem-
plate configuration INL (Fig. 19a) is 108.5 ◦C. In contrast, our optimized cable
has a maximum temperature of 92.4 ◦C (Fig. 20a). That means that the dif-
ference in maximum temperatures between a bad and good configuration for
this case can be about 16.1 K. Thus, less ambient temperature, the reduction
of maximum temperature of the optimized cable compared to that obtained
with INL is ≈ 21 %.
In the optimization procedure of the genetic algorithm, we determined 6
generations, each consisting of 9 individuals (cf. Table 7). Therein, the objec-
tive function value was reduced from J(Ωinit) = 93.76 to J(Ωopt) = 92.43 (cf.
Fig. 17b). The shape optimization of each individual in IPOPT was interrupted
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Fig. 17: Convergence history of the genetic algorithm for multicables with (a)
15 single cables and (b) 33 single cables.
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Fig. 18: Current densities of the 33 single cables in the multicable.
after latest nmax = 50. The number of optimization variables was 65 with 561
inequality constraints and 2145 non-zero entries in the inequality constraint
Jacobian. The linearised systems in the evaluation with finite elements were
solved with PARDISO and had between 250000–350000 unknowns.
Altogether, the state and adjoint systems were evaluated about 7300 times.
The entire optimization process took about 42 hours.
7 Conclusion
The goal of this paper was to derive an algorithm for the optimization of
current carrying multicables. This was enabled by coupling a cable squeez-
ing algorithm, helping to generate feasible cable configurations, to a genetic
algorithm and a gradient based shape optimization approach. The positive
influence of the gradient based shape optimization for multicables consisting
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(a) INL (J(Ω) = 116.2). (b) OUL (J(Ω) = 108.3). (c) OPP (J(Ω) = 106.1).
Fig. 19: Temperature distributions in multicables consisting of 33 single cables
for different initial template assignments.
(a) (b) (c)
Fig. 20: Improved cable configurations obtained by application of the genetic
algorithm for 33 single cables: (a) Best GA configuration with J(Ω) = 92.43,
(b) second GA configuration with J(Ω) = 93.81, and (c) third GA configura-
tion with J(Ω) = 96.89.
Generation Individual No.
No. 1 2 3 4 5 6 7 8 9
0 99.05 96.59 99.64 96.48 97.53 96.76 95.81 97.37 93.76
1 93.76 95.39 96.30 99.12 93.09 95.68 92.61 95.13 98.45
2 92.61 99.65 98.34 94.54 96.37 97.87 97.88 97.33 98.70
3 92.61 96.90 97.92 92.43 96.00 95.86 94.92 95.04 98.16
4 92.43 95.97 95.50 95.75 96.59 96.09 99.61 96.75 95.79
5 92.43 98.18 98.11 93.81 97.45 99.12 98.65 97.04 96.89
Table 7: Fitness values of all individuals for 6 generations in the progress of
the genetic algorithm for multicables with 33 single cables.
of several single cables, even for limited space, is surprising in this context. In
fact, this gradient based approach runs into local minima that are numerous
for larger numbers of single cables. In combination with the genetic algorithm,
the global optimum is however approximated in acceptable time, running sev-
eral instances in parallel.
32 Helmut Harbrecht, Florian Loos
We showed how a well thought-out and precise cable production process
could improve the thermal on-board management in cars, just by varying
the cable positions. Hardly any attention has been paid to this fact, yet. By
now, the production process for multicables and cable harnesses is not as
precise as necessary for an optimal design. The present works demonstrates
that there exists a great potential to reduce temperatures in multicables with
an optimized design.
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