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Résumé – Dans cet article, nous traitons du problème de classification précoce de séquences temporelles. Il s’agit d’un problème de prise
de décision séquentielle modélisée par un Processus de Décision Markovien Partiellement Observable (POMDP). Nous utilisons la méthode
d’apprentissage par renforcement. L’agent apprend à décider entre les actions de classer la séquence incomplète ou d’attendre une observation
supplémentaire. Nous avons adapté un algorithme existant afin de pouvoir faire un apprentissage du réseau de neurone soit en Batch, soit en ligne.
Nous proposons aussi un échantillonnage hiérarchisé des classes, un stockage hiérarchisé des données et une initialisation spécifique d’épisodes
afin de pallier le déséquilibre de la base d’apprentissage.
Abstract – In this article, we address the problem of early classification on temporal sequences. We frame early prediction as a sequential
decision making problem and we define a Partially Observable Markov Decision Process (POMDP). We solve the POMDP by training an agent
for early prediction with reinforcement learning. The agent learns to make adaptive decisions between classifying incomplete sequences now
or delaying its prediction to gather more data points. We adapt an existing algorithm for batch and online learning. We propose prioritized
sampling, prioritized storing and a specific episode initialization to address the fact that the agent’s memory is unbalanced.
1 Introduction
La classification précoce des séquences temporelles à partir
mesures collectées de manière dynamique est une importance
primordiale dans les applications où les mesures sont couteuses
ou lorsqu’il est essentiel d’agir le plus tôt possible. Il s’agit
donc de trouver un compromis entre la qualité de la classifica-
tion et le temps de décision le plus court.
Les séquences temporelles sont des données dynamiques qui
peuvent être complétées de manière séquentielle avec de nou-
velles mesures. La classification sur d’autres types de données
dynamiques a été proposée par plusieurs auteurs.
Dans [1], ce problème a été résolu par un apprentissage par
renforcement (Reinforcement Learning). Dans [2], un Proces-
sus de Décision de Markov (MDP) est utilisé pour le problème
de la classification de texte où il n’est pas toujours nécessaire
de lire un document entier pour en classer le contenu.
Le problème de l’acquisition d’information dans le domaine
médical a été abordé par [3, 4] afin d’optimiser le compromis
entre la précision et coût d’accès aux informations pour des
problèmes de classification binaire.
Dans [5], nous avons proposé une approche DRL (Deep
Reinforcement Learning) utilisant l’algorithme Deep-Q-
Network (DQN) [6] pour résoudre le problème de classifica-
tion à plusieurs classes. L’optimisation simultanée à la fois de
la précision et de la précocité de la classification repose sur un
compromis spécifié par l’utilisateur. La méthode [5] proposée
pose cependant un certain nombre de problèmes. La mémoire
de l’agent (base d’apprentissage) est déséquilibrée. En effet,
après chaque acquisition d’une nouvelle mesure, l’agent doit
soit classer, soit attendre des données supplémentaires. De ce
fait, l’action d’attente est surreprésentée. De plus, comme cer-
taines actions mettent fin au processus d’acquisition, la fin de
la séquence est rarement atteinte. Les débuts de séquences sont
également surreprésentées.
Nous proposons d’améliorer les performances de la méthode
par les contributions suivantes :
(1) Nous définissons le processus de prédiction précoce
comme un POMDP répondant aux deux objectifs contradic-
toires de précocité et de précision de classification. Nous com-
parons deux définitions du MDP Partiellement Observable
(POMDP) qui gèrent différemment la pénalité sur le retard de
décision.
(2) Le POMDP est résolu par un apprentissage par renforce-
ment en ligne et par lots (batch). L’apprentissage du processus
de décision est réalisé à l’aide de l’algorithme DDQN de [6]
que nous avons adapté pour résoudre le problème de données
non équilibrées : nous utilisons un échantillonnage par prio-
rité adapté et un stockage par priorité lors de la l’utilisation de
données d’expérience et nous redéfinissons l’initialisation des
épisodes.
Nous montrons expérimentalement que ces modifications
améliorent la qualité de décision en termes de précision et de
vitesse de décision en rendant l’algorithme plus robuste au pa-
ramétrage d’hyper-paramètres.
(3) Nous montrons expérimentalement que les réseaux de
neurones profonds naïfs statiques formés pour la classification
à chaque instant sont moins efficaces en termes de précision /
vitesse par rapport à la solution proposée.
2 Apprentissage par renforcement pro-
fond
L’apprentissage par renforcement est basé sur l’interaction
d’un agent dans un environnement inconnu. La décision se fait
par un processus d’essais et d’erreurs. Dans chaque état s de
l’espace d’état S, l’agent sélectionne une action a dans l’en-
semble des actions possiblesA. Le choix de l’action a est dicté
par sa politique pi telle que a = pi(s). En réponse, l’agent
reçoit une récompense r = R(s, a) et passe à l’état suivant
s′ = T (s, a). Les interactions < s, a, r, s′ > entre l’agent et
l’environnement se poursuivent jusqu’à ce que l’agent atteigne
un état terminal menant à la fin de l’épisode.
A tout instant t ∈ N+, l’agent cherche à choisir les actions
générant le rendement maximal défini comme la somme des
futures récompenses
∑∞
k=0 γ
krt+k. Les coefficients γ ∈ [0, 1]
sont configurés de façon à privilégier les récompenses immé-
diates plutôt que les récompenses futures. La politique opti-
male pi∗ conduit au rendement maximal.
La valeur d’action Q d’un état s ∈ S subordonnée à une
action a est définie comme le retour que l’agent peut espérer
obtenir en sélectionnant l’action a dans l’état s en suivant sa
politique pi.
Qpi(s, a) = Epi[
∞∑
k=0
γkrt+k|st = s, at = a]
La fonction de valeur d’action optimale définie par Q∗(s, a) =
maxpi Qpi(s, a) permet de définir la politique optimale pi∗(s) =
argmaxaQ∗(s, a).
Dans [7], les auteurs cherchent à approximer la fonction de
valeur d’action optimale Q∗ par un réseau neuronal profond
Q(s, a,Θ) (Deep Q Learning). Pour pallier en partie le dés-
équilibre de la mémoire, on utilise l’algorithme Double Deep
Q Network (DDQN) [6]. On définit la fonction de perte.
L(Θ) = (r+ γQ(s′, argmax
a
Q(s′, a,Θ),Θ−)−Q(s, a,Θ))2
L’optimisation est réalisée par une descente de gradient sur
un ensemble d’interactions < s, a, r, s′ > placés dans la mé-
moire. Les cibles d’apprentissage Q-learning sont calculées
avec un réseau Q séparé Q(s, a,Θ−) dont les paramètres Θ−
sont mis à jour périodiquement.
3 Classification de séquences tempo-
relles
Soit X = (x1, ..., xT ) ∈ Rp×T une séquence temporelle de
longueur maximale T ∈ N+ où xi est un vecteur de p ∈ N+
caractéristiques au pas de temps i ∈ [1, T ]. Une séquence tem-
porelle partielle est définie par X:t = (x1, ..., xt) ∈ Rp×t avec
t ≤ T . On dispose d’un ensemble de données d’apprentissage
D = {(Xj , lj)}j=1..n avec n des paires de séquences tempo-
relles complètes X et leur étiquette de classe l ∈ L, avec L
l’ensemble des étiquettes.
L’état s ∈ S est caractérisé par le tuple s = (X, l, t) avec
(X, l) ∈ D la séquence temporelle X et son étiquette asso-
ciée l, et avec t ∈ [1, T ] le nombre de pas de temps observés
dans la séquence. On définit l’observation o = X:t de l’état
s = (X, l, t) la séquence partielle deX où les xi sont collectés
jusqu’au temps t.
A est l’espace des actions : A = Ac ∪ ad, avec ad l’action
d’attente d’une nouvelle observation et Ac l’ensemble des ac-
tions de classification : Ac = L.
Le modèle de transition T est défini par :
T ((X, l, t), a) =
{ ∅ si classification
(X, l, t+ 1) si attente et a = ad
Classifieur précoce Dans les applications réelles, les obser-
vations xi ∈ Rp à chaque pas de temps i ∈ [1, T ] sont obtenues
séquentiellement. L’objectif n’est pas de prédire l’instant opti-
mal t∗ ∈ [1, T ] pour la classification, mais de choisir en ligne,
à chaque pas de temps t, d’effectuer la classification sur la sé-
quence partielle X:t ou d’attendre afin d’obtenir des observa-
tions supplémentaires. Le classifieur précoce choisit la classe l
pour la séquence temporelle X au temps optimal t∗ ∈ [1, T ].
La classification précoce correspond à un problème de prise
de décision séquentielle représenté par un POMDP. Nous dé-
finissons le POMDP par le tuple {S,A, T,R,O, γ} où S est
l’espace d’état,A est l’espace d’action, T est le modèle de tran-
sition,R est la fonction de récompense,O est l’espace d’obser-
vation et γ est le facteur d’atténuation.
Récompense Les récompenses permettent de choisir les ob-
jectifs en termes de précocité et de précision. On définitR(s, a)
comme étant la récompense pour choisi l’action a ∈ A à l’état
s.
(1) Actions de classification : Lorsque la classe prédite cor-
respond à la classe réelle, R((X, l, t), a = l) = +1. Sinon
R((X, l, t), a ̸= l) = −1. D’autres fonctions de récompense
peuvent être choisies comme, par exemple dans [4] où l’erreur
correspond à R((X, l, t), a ̸= l) = 0.
(2) Action d’attente : nous proposons deux stratégies dif-
férentes pour atteindre l’objectif de précocité. (i) On définit
le modèle POMDP Mdiscount = {S,A, T,R,O, γ} où les
récompenses sont pénalisées en fonction du temps γ < 1.
L’action d’attente ne reçoit pas de pénalité R((X, l, t), ad) =
0,∀t ∈ [1, T ]. Une importance plus grande est donc accor-
dée aux récompenses immédiates. (ii) On définit le modèle
POMDP Mshaping = {S,A, T,R,O, γ} où l’action d’attente
est pénalisée sans modifier le facteur de réduction γ = 1.
La récompense pour cette action est alors R((X, l, t), ad) =
−λ× κt/(κT − 1). Le paramètre λ ∈ R+ permet de définir le
compromis entre les deux objectifs : plus λ est grand, plus la
précocité est importante par rapport à la précision.
Particularités des modèles POMDP A = Ac ∪ ad est l’en-
semble des actions avec ad pour l’action d’attente et Ac les
actions de prédiction des classes l ∈ L qui terminent la sé-
quence. La probabilité d’atteindre le temps t dans un épisode
tend à être nulle lorsque t augmente.
Lorsque l’agent classe à l’instant t, l’épisode est composé de
t − 1 actions d’attente pour une action de classification. Les
actions de classification sont donc les plus rares, contrairement
à l’action d’attente.
4 Apprentissage de la fonction Q (s, a)
Nous approximons la fonction d’actionQ(s, a) à l’aide d’un
réseau de neurones profond Q(o, a,Θ). Nous utilisons l’algo-
rithme DDQN de [6] pour trouver les paramètres optimaux Θ
définis sur l’état d’observation O. La méthode apprend simul-
tanément la classification optimale des séquences et le temps
optimal de prédiction.
Apprentissage en Batch Dans le cadre de d’applications
réelles, la taille de l’ensemble d’apprentissage est réduite. On
construit donc la mémoire exhaustive M de toutes les inter-
actions < s, a, r, s′ > possibles. L’utilisation de l’algorithme
propose un tirage uniforme sur les interactions stockées en
mémoire. Mais la représentation des différentes classes est
très déséquilibrée. Nous proposons donc d’imposer une échan-
tillonnage par priorité des interactions en fonction des classes
dans la mémoire qui sera utilisée dans l’algorithme d’appren-
tissage.
A partir de l’ensemble des interactions et pour chaque libellé
de classe l ∈ L, nous échantillonnons un mini-lot aléatoire
d’interactions {< o, a, r, o′ >} ∼ M tel que l’observation o
soit associée à une séquence temporelle X du libellé de classe
l.
Apprentissage en ligne La résolution du problème de clas-
sification précoce avec l’apprentissage par renforcement peut
également être effectuée en ligne avec simultanément la col-
lecte des interactions et l’optimisation de la politique pi. Pour
s’adapter aux spécificités POMDP de prédiction précoce, nous
proposons une adaptation de l’algorithme DDQN avec une stra-
tégie simple d’initialisation des épisodes, d’échantillonnage
par priorité des classes et de stockage par priorité.
L’action d’attente ad étant sur-représentée, nous proposons
de réserver une fraction de la mémoire aux actions de classifi-
cation. Avec cette stratégie, les actions de classification seront
stockées prioritairement dans la mémoire, par rapport aux ac-
tion d’attente.
L’initialisation statique de l’épisode au temps t = 1 entraîne
une surreprésentation des premiers temps de séquences dans la
mémoire de relecture. Nous adaptons donc l’algorithme DDQN
par une stratégie d’initialisation des épisodes à des instants
aléatoires dans la séquence temporelle pour obliger l’agent à
explorer et à s’entraîner sur tous les instants d’acquisition de la
séquence.
5 Évaluation expérimentale
L’évaluation a pour rôle d’analyser l’amélioration par rap-
port à un réseau de neurones profond naïf équivalent formé à
la classification à chaque instant. Les évaluations expérimen-
tales sont faites sur un ensemble de données provenant d’un
projet mené par la société bioMérieux. Lors des travaux anté-
rieurs [5], nous avons comparé la méthode d’apprentissage par
renforcement aux méthodes les plus récentes sur des archives
UCR de [8].
Les données sont des séries chronologiques à plusieurs va-
riables provenant d’organismes vivants. Les 3155 séquences
temporelles X = (x1, ..., xT ) ont une longueur T = 77 et
chaque point de données xi∈[1,T ] est un vecteur de dimension
5. Les séquences sont associées à quatre classes d’organismes
vivants.
Nous sélectionnons de manière aléatoire un ensemble
d’hyper-paramètres dans un espace combinatoire restreint
proche des paramètres optimaux présentés dans [7]. Nous dé-
dions un agent par paramétrage d’hyper-paramètres. Habituel-
lement, l’apprentissage d’un réseau se termine quand la fonc-
tion de perte cesse de décroître. Pour le classifieur précoce,
nous réalisons l’apprentissage pour un nombre fixe d’épisodes
jusqu’à ce que le réseau atteigne 100 000 mises à jour.
La précision Acc du classifieur sur un ensemble des n sé-
quences D = {(Xj , lj)}j=1..n est :
Acc. =
n∑
j=1
1(fclassif (X
j) = lj)/n
L’instant de prédiction tj,pred sur une séquence (Xj , lj) ∈ D
est défini comme l’instant pour lequel la valeur d’action Q de
classification dépasse la valeur d’action d’attente, telle que :
tj,pred = argmin
t∈[1,T ]
argmax
a∈A
Q(Xj:t, a ∈ Ac)
Le temps de prédiction tpred de l’agent est la moyenne des
temps de prédiction sur D, tel que :
tpred =
n∑
j=1
tj,pred/n
Dans [7], les auteurs sélectionnent la politique optimale
comme celle qui obtient le score de récompense le plus élevé.
Dans le cas particulier de la prévision précoce avec les deux
objectifs concurrents à optimiser, la sélection de politique op-
timale pi∗ dépend de l’application. Nous sélectionnons la poli-
tique qui obtient la meilleure classification Acc pour plusieurs
plages de tpred. Nous avons donc une politique optimale par
plage de tpred considérées.
Pour évaluer globalement les performances d’un agent, nous
calculons la moyenne de Acc et la moyenne de tpred sur toutes
les évaluations de l’agent. Nous mesurons la stabilité de l’en-
traînement à l’aide de l’écart type (stdev) de Acc et de tpred.
Un score élevé de stdevAcc signifie que les politiques évaluées
sont peu précises et très instables.
Pour effectuer l’évaluation expérimentale entre le classifieur
précoce et un classifieur naïf, nous désactivons la capacité de
prise de décision du classifieur précoce, c’est-à-dire la partie
apprentissage par renforcement. Nous utilisons les expériences
de Mshaping . Nous entraînons le réseau naïf à la classification
pour des pas de temps réguliers t ∈ [1, T ]. Les deux réseaux
sont similaires, à l’exception de la couche de sortie. Celle du
classifieur précoce est linéaire et possède un neurone supplé-
mentaire pour l’action d’attente par rapport au classifieur sta-
tique qui a autant de neurones que de classes et finit par une
activation softmax.
Dans la figure 1, nous rapportons les performances des cinq
politiques les plus performantes pour différentes plages de
tpred. Le réseau de neurone profond statique et le classificateur
précoce ont tous les deux un faible Acc pour tpred < 20 en rai-
son du manque d’informations dans les séquences temporelles
partielles.
Puis, le classificateur précoce fournit les 5 politiques avec
un Acc plus élevé que le classificateur statique. L’amélioration
de Acc pour l’équivalent tpred est due à la capacité de l’agent
d’adapter sa classification individuellement à chaque séquence
temporelle. L’agent peut choisir de classer rapidement les sé-
quences qui peuvent facilement être classées ou d’exiger da-
vantage d’observations sur les séquences dépourvues de motifs
discriminants. Ceci rend la classification plus efficace que les
réseaux statiques utilisant le même nombre d’observations dans
toutes les séquences, quelle que soit leur complexité.
Il est intéressant de noter que nous ne pouvons pas éva-
luer le classifieur précoce dans les temps de prédiction tardifs
(tpred > 55). Pour atteindre son objectif de prise de décision
rapide, l’agent n’a pas choisi de classer à la fin des séquences
et a toujours fourni les décisions les plus rapides.
6 Conclusion
La problématique de classification précoce a été abordée en
développant un algorithme basé sur un Modèle de Décision de
Markov Partiellement Observable (POMDP). L’approche choi-
sie d’un système d’Apprentissage par Renforcement (RL) a
permis de traiter simultanément les objectifs contradictoires de
bonne classification et de décision rapide. Nous avons proposé
deux méthodes pour pénaliser le temps et nous les avons testées
sur une base de données privée. Nous avons également traité la
problématique du déséquilibre des classes et des actions ainsi
que l’exploitation des séquences complètes pour l’apprentis-
sage. Enfin, nous avons comparé expérimentalement notre ap-
proche avec un classifieur naïf à base de réseau de neurones
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FIGURE 1 – Les 5 meilleures politiques de Mshaping et les 5
meilleures classifieurs DNN statiques. Les lignes pleines repré-
sentent la moyenne Acc et les bandes représentent l’écart-type
de Acc.
profond.
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