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Abstract
The article considers a two-level open quantum system whose dynamics is driven
by a combination of coherent and incoherent controls. Coherent control enters into the
Hamiltonian part of the dynamics whereas incoherent control enters into the dissipative
part. The goal is to find controls which move the system from an initial density matrix
to a given target density matrix as fast as possible. To achieve this goal, we reformulate
the optimal control problem in terms of controlled evolution in the Bloch ball and then
apply Pontryagin maximum principle and gradient projection method to numerically
find minimal time and optimal coherent and incoherent controls. General method is
provided and several examples of initial and target states are explicitly considered.
Key words: Quantum control, open quantum system, coherent control, incoherent
control.
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1 Introduction
Control of quantum systems of atomic and molecular scale is an important branch of mod-
ern science with existing and prospective applications in physics, chemistry and quantum
∗E-mail: morzhin.oleg@yandex.ru
†E-mail: apechen@gmail.com (corresponding author)
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technology [1–14]. Two general types of quantum control exist. Coherent control drives
essentially the Hamiltonian aspects of the dynamics, and is typically realized by a shaped
laser pulse [1–5]. Incoherent control drives non-Hamiltonian, i.e., dissipative aspects of the
dynamics, and can be realized by reservoir engineering [15], measurement apparatus [6,16],
etc.
Control of quantum systems driven by a combination of coherent and incoherent controls
was considered in [15, 17]. Then it was shown that for any initial and target states of a
general n-level quantum system there exist a combination of coherent and incoherent controls
which move the initial state arbitrarily close to the target state asymptotically as final time
T → ∞ [18]. Therefore the quantum system under coherent and incoherent controls is
asymptotically controllable in the space of all density matrices. However, method of [18]
does not guarantee that this state-to-state transfer is as fast as possible. This motivates the
problem of finding a way to steer the initial state to a final state in a minimal possible time,
which we study below for a two-level system.
Time-optimal control problems were considered for open and closed two-level systems,
for example, in [19–21]. Optimal control at the quantum speed limit for a two-level Landau-
Zener system is analyzed [22]. Manipulation of states of a degenerate quantum system
is considered [23]. In this article we consider minimal time steering of an initial density
matrix of a two-level system into a target density matrix by coherent and incoherent con-
trols. We reformulate the control problem as evolution of a real vector in the Bloch ball,
then apply Pontryagin maximum principle [24] and a version of gradient projection method
(GPM) [25–27]. Using GPM in the functional space of piecewise continuous control func-
tions, we compute sequential improvements of controls for various ρ0 and ρtarget.
2 Formulation of the Problem
Most general state of a two-level system is described by a density matrix, i.e., by a (2× 2)
Hermitian matrix ρ(t) ∈ C2×2 which is positive, ρ(t) ≥ 0, and has unit trace, Trρ(t) = 1.
Evolution of the density matrix is described by the master equation (see [15])
dρ(t)
dt
= − i
~
[
Ĥ0 + V̂v(t), ρ(t)
]
+ γD(ρ(t), n(t)), ρ(0) = ρ0. (1)
Operators Ĥ0 and V̂ are Hermitian, and Ĥ0 has two different eigenvalues. Without loss of
generality we consider
Ĥ0 = ~ω
(
0 0
0 1
)
, V̂ = µ
(
0 1
1 0
)
,
where ω > 0, µ ∈ R, µ 6= 0. Dissipative superoperator describes interaction between the
system and its environment and has the form
D(ρ(t), n(t)) = n(t)
(
σ+ρ(t)σ− + σ−ρ(t)σ+ − 12
{
σ−σ+ + σ+σ−, ρ(t)
})
+
+
(
σ+ρ(t)σ− − 12
{
σ−σ+, ρ(t)
})
. (2)
The parameter γ > 0 determines strength of interaction with the environment. Matrices σ±
are
σ− =
(
0 0
1 0
)
, σ+ =
(
0 1
0 0
)
.
We use the notations for commutator [A,B] = AB − BA and anti-commutator {A,B} =
AB + BA of two operators A and B. Function v = v(t), t ∈ [0, T ] represents a coherent
control (e.g., shaped laser field), where T is the final time. Function n(t), t ∈ [0, T ] represents
incoherent control (for example, non-equilibrium spectral density or temperature of the
2
environment). The incoherent control by its physical meaning is a non-negative function.
Consider controls v and n as piecewise continuous functions bounded as vmin ≤ v(t) ≤ vmax,
0 ≤ n(t) ≤ nmax. Thus
u = (v, n) ∈ U = PC([0, T ];Q), Q = [vmin, vmax]× [0, nmax] ⊂ R2. (3)
Consider for the system (1) — (3) the following terminal constraint:
ρ(T ) = ρtarget (4)
where ρtarget is some given target density matrix. The reachable set R(T, ρ0,U) for the
system (1) — (3) is the set of all states ρ(t) which can be obtained from ρ0 by controls from
U to the time T . It can happen that for small enough T the corresponding reachable set
R(T, ρ0,U) does not contain the target state ρtarget.
The problem of moving the system (1), (3) from a given initial density matrix ρ0 to a
given target density matrix ρtarget during as small as possible time T can be formulated as
minimization of the objective
J(u, T ) = T → min (5)
subject to constraint (4). In other words, the goal is to find
T = min {T > 0 | ρ(T ) = ρtarget}
and the corresponding control u ∈ U .
3 Evolution in the Bloch Ball
In this section we reformulate the original control problem as controlled evolution in the
Bloch ball.
Consider the representation of density matrix (e.g., [28])
ρ = 12
σ0 + 3∑
j=1
xjσj
 = 12
(
1 + x3 x1 − ix2
x1 + ix2 1− x3
)
, (6)
where matrices σ0 = I2, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
form the Pauli basis.
Vector x = (x1, x2, x3) ∈ R3 satisfies the condition ‖x‖2 ≤ 1. For pure quantum states
vector x satisfies the condition ‖x‖2 = 1 for each t, i.e. the points x evolve on the Bloch
sphere. If ‖x‖2 < 1, then x represent a mixed quantum state and such x are located in the
inner part of the Bloch ball. The point in the origin represents the completely mixed state.
Using (6), we rewrite the system (1), (2) as
dx1
dt
= −γ2x1 + ωx2 − γx1n, x1(0) = x1,0, (7)
dx2
dt
= −ωx1 − γ2x2 − 2κx3v − γx2n, x2(0) = x2,0, (8)
dx3
dt
= 2κx2v − γx3 + γ − 2γx3n, x3(0) = x3,0, (9)
where κ = µ/~. The terminal constraint (4) takes the form
xi(T ) = xi,target. (10)
The values xi,0 and xi,target are calculated for the given matrices ρ0 and ρtarget as xi,0 =
Trρ0σi and xi,target = Trρtargetσi.
3
4 Optimization Method
4.1 Reducing to a Sequence of Fixed-Time Optimal Control Prob-
lems
We apply for solving the optimal control problem (3), (5), (7) — (10) the following approach.
Consider a series of optimal control problems Pj , j = 1, 2, . . .K, where jth problem has no
terminal constraint and is considered with some final time T = Tj ∈ {T1, T2, . . . , TK}. Cost
criterion for each optimal control problem Pj is
Jj(u) = ‖x(Tj)− xtarget‖2 → min . (11)
Thus, instead of the problem (3), (5), (7) — (10) we consider a series of the problems (3),
(7) — (9), (11) for j = 1, 2, . . . ,K. The goal is to obtain the minimal possible Tj for which
Jj = 0. Setting some sufficiently large T1, we solve the sequence of optimal control problems
until we can move the system from the initial state x0 to the target state xtarget.
The constraint ‖x(t)‖2 ≤ 1 is satisfied automatically by the evolution equation and there
is no need to use a special method for taking into account this constraint.
4.2 Solving a Fixed-Time Optimal Control Problem
This subsection considers GPM for solving a particular optimal control problem of the type
(3), (7) — (9), (11). We omit the index j in the final time Tj for shorten the notation.
We apply the Pontryagin maximum principle [24] which uses the Pontryagin function
and the conjugate variables. In this case, the Pontryagin function is
H(p, x, u) = Kv(p, x)v +Kn(p, x)n+ H˜(p, x),
where p ∈ R3, the switching functions
Kv(p, x) = ∂H
∂v
= 2κ (p3x2 − p2x3) ,
Kn(p, x) = ∂H
∂n
= −γ (p1x1 + p2x2 + 2p3x3) ,
and
H˜(p, x) = p1
(
− γ2x1 + ωx2
)
+ p2
(
− ωx1 − γ2x2
)
+ p3
(
γ − γx3
)
.
The conjugate system is
dp1
dt
= γ2 p1 + γp1n+ ωp2, (12)
dp2
dt
= −ωp1 + γ2 p2 + γp2n− 2κp3v, (13)
dp3
dt
= 2κp2v + γp3 + 2γp3n, (14)
pi(T ) = −2 (xi(T )− xi,target) , i = 1, 2, 3. (15)
The gradient of the cost functional J at some control u ∈ U is the following:
δJ
δu(t) = −
∂H
∂u
(p(t), x(t), u(t)) = − (Kv (p(t), x(t)) ,Kn (p(t), x(t))) , (16)
where x, p are correspondingly the solutions of the systems (7) — (9) and (12) — (15) for
the considered control u.
Fix some value α > 0 which defines the step of the method, and 0 < ε  1 which
defines the stopping criterion (e.g., ε = 10−9). At kth iteration, GPM is represented by the
following operations:
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1. For the current admissible process (u(k), x(k)) compute the corresponding solution p(k)
of the system (12) — (15).
2. Compute the gradient (16) at the triple of the functions u = u(k), x = x(k), p = p(k).
3. Form the function
u(k)(t;α) = u(k)(t)− α δJ
δu(t)
∣∣∣
u=u(k)
. (17)
The components v(k) and n(k) of the function u(k)(t;α) are:
v(k)(t;α) = v(k)(t) + αKv(p(k)(t), x(k)(t)), (18)
n(k)(t;α) = n(k)(t) + αKn(p(k)(t), x(k)(t)). (19)
Further, form the function
u
(k)
Pr (t;α) = PrQ(u
(k)(t;α)), (20)
where PrQ is the orthogonal projection which maps any point outside of Q to a closest
point in Q, and leaves unchanged points in Q [27]. Its explicit action on the vector
u(k)(t;α) is the following:
v
(k)
Pr (t;α) =

vmin, v(k)(t;α) < vmin,
v(k)(t;α), vmin ≤ v(k)(t;α) ≤ vmax,
vmax, v(k)(t;α) > vmax,
(21)
n
(k)
Pr (t;α) =

0, n(k)(t;α) < 0,
n(k)(t;α), 0 ≤ n(k)(t;α) ≤ nmax,
nmax, n(k)(t;α) > nmax.
(22)
4. Form the control u(k)(·;α, β) = (v(k)(·;α, β), n(k)(·;α, β)) which components are
v(k)(t;α, β) = v(k)(t) + β
(
v
(k)
Pr (t;α)− v(k)(t)
)
, (23)
n(k)(t;α, β) = n(k)(t) + β
(
n
(k)
Pr (t;α)− n(k)(t)
)
, (24)
where β ∈ (0, 1].
5. Compute the value
β(k) = arg min
β∈(0,1]
f(β), (25)
where f(β) = J
(
u(k)(·;α, β)). This iteration step is the hardest because the problem
(25) requires global optimization and the function f(β) is defined implicitly such that
for each β the value f(β) is computed through solving the Cauchy problem (7) — (9)
with the corresponding u(·) = u(k)(·;α, β).
6. Construct the next approximation
u(k+1)(t) = u(k)Pr (t;α, β
(k)), (26)
the corresponding solution x(k+1) of the Cauchy problem (7) — (9), and compute the
value J(u(k+1)). If the inequality∣∣∣J(u(k+1))− J(u(k))∣∣∣ < ε (27)
is satisfied, then stop the iteration process; otherwise, take k := k + 1 and go to the
next iteration.
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In this article, we consider control of two-level quantum systems. For such systems ρ(t)
is (2× 2) matrix which admits convenient parametrization (6) by a vector in the Bloch ball.
In the general case of an n-level quantum system, ρ(t) is an (n× n) matrix for which there
is no such a simple parametrization. The extension of our method to this general case is an
important task for a future work, that may require other parametrizations for ρ(t), as for
example, parametrization considered in [32].
GPM is a first order (based on gradient of the cost functional) method which contains
at each iteration the computationally hard step (25) for finding the most suitable variation
of the control u(k). For the considered control problem, it may be useful to adapt the
2nd order Krotov method (e.g., [29]), which in contrast with GPM, being a method for
nonlocal improvements, does not use computationally hard variation of the control u(k).
Both GPM and the Krotov methods can give sequential improvements in the functional
space of controls and can take into account constraints on the control values. It may be also
useful to exploit GRAPE (GRadient Ascent Pulse Engineering) [30] and CRAB (Chopped
Random-Basis Quantum Optimization) [31] methods. Both GPM and GRAPE use gradient
of the cost functional but in contrast to GPM, GRAPE operates in a finite-dimensional space
of parameters describing piecewise-constant parametrization of control functions. CRAB
also works in a finite-dimensional space of parameters. However, these parameters describe
trigonometric parametrization of the control. This parametrization takes into account the
wave nature of coherent control. For optimization of the parameters in CRAB, one can use
zero-order methods such as the Nelder-Mead method.
5 Numerical Results
Consider in the system (7) — (9), ω = 1, γ = 2× 10−3, κ = 10−2, and in (3), vmin = −10,
vmax = 10, and nmax = 1. Set the parameter α = 103. The value of α is chosen sufficiently
large to compensate small values of the switching functions.
Figure 1 shows the results of numerical optimization for moving the system from the
initial state with vector (0, 0,−1) to the target state with vector (0, 0, 0.5) for different values
of T . When T is relatively small, the method gives solution such that x1, x2, x3 have large
amplitudes almost during the entire time period. Figure 2 shows how the cost functional J
decreases (in logarithmic scale) vs the iteration number in the sequential updates of u for
T = 70.
Figure 3 shows the numerical results for moving a pure state with (0,−1, 0) into the
target completely mixed state (0, 0, 0).
6 Conclusions
In this work manipulation of states of a two-level open quantum system driven by coherent
and incoherent controls is considered. The control goal is to steer an initial density matrix
into a target density matrix in as small as possible final time. To achieve this goal, we
consider a decreasing series of final times, starting from some large enough final time. For
each final time the control problem is formulated as minimizing distance to the target state.
Then Pontryagin maximum principle for fixed final time and gradient projection method
are applied to construct a numerical method for solving this problem. Several examples of
initial and final states are explicitly considered using this method and minimal time and
corresponding controls are numerically found.
Acknowledgements. Sections 2, 4 – 6 of this work are performed within the Russian
Science Foundation Project No. 17-11-01388. Derivation of the dynamical equations in
Section 3 is performed within the project No. 1.669.2016/FPM of the Ministry of Science
and Higher Education of the Russian Federation.
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Figure 1: Moving the system in the Bloch ball from the initial state (0, 0,−1) to the target
state (0, 0, 0.5) for T = 400 (top), T = 200 (middle), and T = 70 (bottom). Left: evolution
of the state in the Bloch ball. Center: evolution of components x1, x2, x3. Right: optimal
coherent (solid blue line) and incoherent (dash orange line) controls.
Figure 2: Decrease of the cost functional J vs iteration number (case T = 70 which corre-
sponds to the bottom pictures at Figure 1).
7
Figure 3: Moving the system from the initial state (0,−1, 0) to the target state (0, 0, 0).
Left: evolution of the state in the Bloch ball. Center: evolution of components x1, x2, x3.
Right: optimal coherent (solid blue line) and incoherent (dash orange line) controls.
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