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Abstract
Many unsupervised representation learning methods belong to the class of simi-
larity learning models. While various modality-specific approaches exist for dif-
ferent types of data, a core property of many methods is that representations of
similar inputs are close under some similarity function. We propose EMDE (Ef-
ficient Manifold Density Estimator) – a framework utilizing arbitrary vector rep-
resentations with the property of local similarity to succinctly represent smooth
probability densities on Riemannian manifolds. Our approximate representation
has the desirable properties of being fixed-size and having simple additive com-
positionality, thus being especially amenable to treatment with neural networks –
both as input and output format, producing efficient conditional estimators. We
generalize and reformulate the problem of multi-modal recommendations as con-
ditional, weighted density estimation on manifolds. Our approach allows for triv-
ial inclusion of multiple interaction types, modalities of data as well as interaction
strengths for any recommendation setting. Applying EMDE to both top-k and
session-based recommendation settings, we establish new state-of-the-art results
on multiple open datasets in both uni-modal and multi-modal settings. We release
the source code and our own real-world dataset of e-commerce product purchases,
with special focus on modeling of the item cold-start problem.
1 Introduction
An increasingly common problem setting in many domains is that predictions must be made from
multi-modal interaction data, with many interaction types, object metadata coming from multiple
domains, and having different types of attributes. Interactions often have one or more weight values
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attached, representing e.g. cardinality, strength, duration, or monetary value. Such a landscape is
prevalent in applications from IoT sensor networks, through social networks to brick-and-mortar
retail and e-commerce. A natural habitat for multimodal, multi-attribute interaction data is that of
recommender systems. Their task is to suggest items which a user might find interesting, often in
the setting of online stores or social media. There exist multiple recommendation-based sub-tasks
such as session-based recommendation (where the input is an ordered collection of items based on a
single user shopping session), or top-k recommendation (where the item collection is an unordered
set of items which user found interesting, usually over a longer timespan). Usually, each of these sub-
problems is solved by one specialized algorithm. Moreover, state-of-the-art collaborative filtering
systems in both top-k and session-based recommendation usually offer no simple way to incorporate
multi-modal item information i.e. images or text, and are limited to a single type of interaction.
However, a joint multi-modal representation of a single object is a native construct of the human
brain which enables us to form complex associations based on multi-level semantic similarity [36]
[37], so performance gains can be expected from such representations.
In order to address these issues, we present EMDE (Efficient Manifold Density Estimator) – a one-
pass algorithm for efficient, approximate representation of smooth probability densities on Rieman-
nian manifolds. EMDE can utilize any locally-similar embedding to construct a structured repre-
sentation of the vector embedding manifold (that we call sketch). It preserves local geometry, and
allows estimation of arbitrary smooth probability densities out of samples scattered on the manifold.
In this paper, we generalize and reformulate recommendation tasks as conditional density estimation
on manifolds allowing us to use EMDE. We then apply EMDE to both top-k and session-based rec-
ommendation tasks – considering multiple types of interactions as well as multi-modal input. Sym-
metrically we produce multi-modal output, which enables an elegant solution of the item cold-start
problem (recommending items with no interactions, due to being freshly introduced into inventory).
[9] and [26] observe the phantom progress problem in recommender systems: carefully tuned simple
heuristics (such as nearest-neighbor methods) in practice often outperform complex deep learning
models, while algorithm performance is heavily dependent on the dataset and chosen performance
metrics. In response to this, we test our approach on a wide range of referential metrics and datasets.
We show that our approach consistently outperforms both the most advanced models and simple
heuristics alike.
Our contributions are the following:
We introduce an efficient, approximate representation of smooth probability densities on Rie-
mannianmanifolds called EMDE. It represents real-valuedmultisets of arbitrary high-dimensional
vectors on a locally-similar embedding manifold in the form of locality-sensitive sketches. Repre-
sentations produced by EMDE have constant size and are independent of the number of samples and
original embeddings dimensions. Thus the size of downstream model, that utilizes this representa-
tions, does not depend on the number of samples and embedding dimensionality. Flexibility comes
from the ability to combine various modalities of input data without the necessity to create a joint
embedding model, the ability to aggregate multiple samples with attached weights into a fixed-size
structure, and from an efficient readout method.
We establish new state-of-the-art results on several datasets for session-based and top-k sce-
narios. To this end, we introduce a generalization and reformulation of recommendation tasks as
conditional density estimation on manifolds. Our formulation trivially allows the use of multi-modal
data, multiple types of interactions, and arbitrary non-negative weights attached to interactions (e.g.
counts, durations, monetary values), for all types of recommendation problems.
We prove that EMDE naturally solves the item cold-start problem. We also release a new
dataset: Online Sales, aimed specifically at testing item cold-start scenario. The dataset is collected
from real life user-item interactions in our system. This allows us to acquire naturally occurring cold
start items, avoiding artificial manipulations of older datasets where cold start items are naturally few
[13]. We also release the code for EMDE and our experiments.
2 Related Work
Sketching-based density estimators. [4] introduce methods for KDE based on locality-sensitive
hashing (LSH). Subsequently [38] utilize a sketch-based structure for a compressed representation of
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multiple LSH partitions for KDE estimation. Both methods require a computation-heavy sampling
procedure to arrive at density estimates. [5] introduce RACE - a LSH sketch-based method for KDE,
which does not require sampling to arrive at density estimates. [6] further explores the technique
of LSH sketching for approximate nearest-neighbor search on streaming data. In these methods,
the manifold considered is Rn. We instead disentangle the notion of the manifold on which data
lies from the densities to be estimated on the manifold. We do not use kernel functions, and our
estimates are piecewise-constant. Our primary interest is in manifold probability densities as an
input and output format for neural models.
Session-based recommenders. Following [26] we compare our method to both simple baselines
like S-KNN, V-SKNN and recent deep-learning based models i.e. Gru4Rec [16], NARM [24],
STAMP [24], NextItNet [47], and SR-GNN [46].
Top-k recommenders. [9] find out that among 18 recently published algorithms, only 7 could be
reproduced, and 6 of them can often be outperformed with simple heuristics. Thus, we compare
our method to MultVAE [25], as it proves to be the only method among the 18 that could be both
reproduced and is not outperformed by simple methods. We also implement two recent state-of-the-
art methods MacridVAE [29] and EASE [39].
Content-based recommenders. Methods with explicit side-information are often tuned to specific
datasets or tasks (e.g. news recommendation) [10] [17]. To the best of our knowledge, there has
been no attempt at a generalized multi-modal system in session-based setting. The more general top-
k recommender systems ingest image [15], audio [42] or knowledge base [48] [19] side information,
or a selected combination of modalities [2]. [45] learn a joint representation of content information
and collaborative filtering ratings. [13] extend SVD to enable incorporation of categorical side data.
Although some of them are very recent, none of these methods has been shown to outperform the top
performing uni-modal models such as EASE or MacridVAE, their evaluation is often done against
weaker baselines.
Our work differs from cited papers in several aspects: 1) we outperform the best currently known
recommendation systems, 2) we impose no restrictions on the task (top-k or session-based), or
dataset, 3) we make no assumptions as to the type and number of utilized data modalities 4) we
support partial modality coverage and do not discard items with missing modalities, and 5) we
support a cold-user scenario, where test set can contain unseen users.
3 Algorithm
Intuitively, EMDE is a form of a piecewise-constant probability density estimator which can work
on arbitrary Riemannian manifolds locally embedded in Rn, while efficiently scaling to extremely
large dimensionalities. Our solution is inspired by two well known algorithms: locality sensitive
hashing (LSH) [20] and count-sketch / count-min sketch (CMS) [8]. We utilize vector representa-
tions coming from upstream metric representation learning methods on any modality of data to per-
form multiple partitionings of the embedding manifold, using data-dependent LSH methods. The
partitionings define regions of the manifold analogous to CMS hash function buckets. When multi-
ple such partitionings are combined, intersection of regions from independent partitionings allows
to describe sub-regions much smaller than the resolution of each individual partition. This way of
representation constitutes a compressed map of the manifold, allowing to store and accumulate val-
ues assigned to local regions. Pointwise estimates can then be retrieved efficiently by aggregating
stored values over regions overlapping the query point.
3.1 Unsupervised similarity learning and Riemannian manifolds
The goal of (deep) metric representation learning is to learn a function hθ(x) : X → R
n mapping
inputs from the data manifold in X onto points in Rn which are metrically close if and only if they
are semantically similar. In practice, hθ(X) ⊂ R
n forms a Riemannian manifold locally embedded
in euclidean space. Our method requires that the aforementioned property of local similarity under a
locally-euclidean metric holds at least approximately. Not all methods of deep representation learn-
ing follow the metric learning paradigm, even though they are very popular in practice, optimizing
e.g. skip-gram, masked-language-model, next sentence prediction, CPC, InfoNCE or DeepInfoMax
objectives [31][11][43][18]. Nonetheless, [23] show that all the aforementioned self-supervised ob-
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jectives correspond to InfoNCE, while [40] observe that InfoNCE has a direct formulation in terms
of metric learning. Thus, most existing representation learning methods produce embeddings indi-
rectly optimized for local similarity, and can be utilized by our method.
The starting point of our algorithm is a manifoldM := hθ(X) locally embedded in R
n. Our goal is
to create a compressed, approximate, piecewise-constant representation for any smooth probability
density on the manifold, from point samples.
3.2 Efficient Manifold Density Estimator
Given samples from a data manifold M ⊂ Rn and parameters N,K ∈ N+ we first construct a
density-dependent mapping function V (x) : M → (e1, . . . , eN) where ei ∈ {1, . . . , 2
K} assigning
inputs x ∈ M to multiple local regions of the manifold. To this end, we utilize a modified version
of LSH algorithm we call Density-dependent LSH (DLSH). We start with choosing K random
vectors ri, then for v ∈ M we let hashi(v) = sgn(v · ri − bi), drawing the bias value bi from
Qi(U ∼ Unif[0, 1]), where Qi is the quantile function of {v · ri : v ∈ M}. In contrast to LSH, this
scheme is density-dependent, cutting the the manifold into non-empty parts, thus avoiding unutilized
regions. We combineK independent binary hash values into bit strings, which we interpret as short
integers, giving a partitioning of the input manifold into 2K regions. We perform the procedure
N times, resulting in a sketch structure of width 2K and depth N . Local similarity of the data
manifold allows V (x) to assign semantically similar inputs to the same sketch regions frequently.
This effect captures the local metric prior induced by the underlying representation learning method
which produced the vectorsM. In practiceM can represent a single view or modality of information,
such as text, image, audio or network interaction embeddings.
An empty sketch is instantiated as 2-dimensional array N × 2K and can be indexed by the outputs
of V . Filled with zeros, it represents a degenerate zero density. We add samples x ∈ H weighted by
w ∈ R+ from a smooth probability measure on the manifoldM, where f is the probability density
function, by performing sketchsamples[V (x)] := sketchsamples[V (x)] + wx for all x ∈ H and
their corresponding weights w ∈ R+. Our final representation is sketch := sketchsamples/
∑
wx.
From the definitions of sketchsamples and
∑
wx it is clear that both are additive, can be merged
with simple point-wise summation and can be constructed incrementally in a streaming setting. We
call values stored in the final array sketch content.
To get an un-normalized point estimate fˆ of the probability density function f , for any z ∈ M, we
let fˆ(z) = GeometricMean(sketch[V (z)]). We verify the choice of geometric mean empirically,
while strong theoretical arguments behind its suitability can be found in [12] and [21], when we
notice that every sketch contains N probability mass function estimates over all 2K regions of the
manifoldM each, effectively forming an ensemble of probability densities.
Due to their additive compositionality and fixed-size representation, our sketch structures are a nat-
ural fit for representing real-valued multisets of vectors (i.e. sets of vectors with attached weights).
Sketch structure, defined by the mapping function V (x), captures local semantic similarity of data
– inputs metrically close on the underlying manifold have a high probability to share buckets in
the sketch array. Sketch content refers to the accumulated density estimates. For example user’s
purchased, viewed, and searched items can all be represented in sketches with visual item simi-
larity structure, but represent different content. Multiple such structure-content combinations are
possible, enabling numerous usage scenarios. Sketches with different structure and content can be
concatenated, while retaining their favorable properties.
3.3 Conditional and multi-modal estimation
A simple feed-forward neural network can be used as a conditional density estimator, where sketches
are both the input and output format. This allows for both multi-modal input and output. We set the
loss function for conditional estimation to be Softmax+ CrossEntropy, where both are applied
only width-wise – independently for each level of depth for every sketch, and the resulting values
averaged. This approach is consistent with sketches representing an ensemble of PMFs over regions
of the manifold.
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3.4 Recommendation as conditional density estimation on manifolds
An example research field where multiple modalities of data are present and multisets of events must
be aggregated into compact representations, is that of recommender systems. Items can be described
by their interactions with users (sometimes interactions of different types, e.g. click, purchase,
favorite), by their names, attributes, images – all of which constitute different modalities of input.
Users are represented by their interactions with items. Assuming each item is described in several
modalities X1, . . . ,Xp, and via upstream unsupervised or self-supervised representation learning
methods, and those modalities are encoded on manifolds M1, . . . ,Mp, we can construct sketches
structurally representing the manifolds and concatenate them.
Recommendation problems have a natural interpretation as density estimation – user-item interac-
tions can be considered to be samples from a user’s interest distribution over the space of all items.
For top-k recommendations, we treat both input and output as simple sets, which can be represented
as a uniform probability distribution over all inputs in the set. So in the density representation, we set
all weights w = 1. For session-based recommendations, when items can occur multiple times, with
timestamps or sequential ordering, we can utilize weights w to reflect their relative importance, e.g.
setting w = occurrences(item) or w = λposition(item) to reflect decaying interest in items seen
long ago. It is worth noting that other non-negative scalars accompanying interactions, e.g. amount
of money spent on an item, duration of time an item was viewed, etc. can be trivially incorporated
with our framework if available – via the weightsW either in place of, or in addition to the proposed
sketches via concatenation.
We apply this form of multi-modal encoding to both input and target of the learning problem, using
a simple feed-forward neural network to learn conditional estimation in between. The input may
have more sketches, e.g. differentiating between most recent and historic interactions, while the
output needs to have at least one modality to perform item score retrieval. Retrieving item scores is
performed by applying the point estimate procedure fˆ(z) to item vectors z ∈M. We pick items with
the highest scores as output recommendations. Contrary to conventional recommendation systems,
provided that item embeddings are given beforehand, computational complexity of the training phase
is independent of the number of items, and depends exclusively on the number and dimensions
of input and output sketches – item scores are retrieved only during inference or validation with
recommendation-specific metrics.
3.5 Simple baseline for locally similar network embedding
In order to disentangle performance of our framework from the quality of common upstream rep-
resentation learning methods, we utilize an extremely simple network embedding method with the
desired property of local similarity for both item attributes and interaction data.
Given an interaction network (e.g. between users and items) with edges E, we define the random
walk transition matrixM, where where eij is the number of edges running from i to j, asMij =
eij
di
for ij ∈ E; 0 for ij /∈ E.
We initialize the embedding matrix T0 ∈ R
N×d ∼ U (−1, 1), where d is the dimensionality. Then
for q iterations, we perform: Ti = M ·Ti−1; L2 normalize rows of Ti. Tq is our final embedding
matrix. The method can be interpreted as iterated L2 normalized weighted averaging of neighbor-
ing nodes’ representations. After just 1 iteration, nodes with similar 1-hop neighborhoods in the
network will have similar representations. Further iterations extend the same principle to q-hop
neighborhoods. As our experiments show, despite its extreme simplicity, the method works well
enough for EMDE.
4 Experiments
We report results for unimodal EMDE (no multimodal data, only basic user-item interactions), and
EMDE MM – configurations where selected multimodal channels are present. For each experiment,
we carefully fine-tune the baselines or use the best configurations reported by the authors. We im-
plement all algorithms in the same frameworks of [9] [27], keeping to their selected performance
measures and datasets. We simplify our experimental setting by using modality embeddings ob-
tained with our embedding algorithm described in 3.5, which is the same for representing both text
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and interaction networks (for text we create a graph of item-word edges). We leave experiments
with elaborate embeddings such as BERT [11] for future research. We explore only a subset of all
possible dataset modalities. In Tables 1 and 2 we show the results while detailed descriptions of the
datasets can be found in the Appendix.
4.1 EMDE as a Session-Based Recommender System
We compare against benchmark methods from [27], adding one recent graph neural model [46].
Datasets. We conduct experiments on six datasets, three from the music domain (NOWP [35],
30MUS [41], AOTM) and three from the e-commerce domain (RETAIL, DIGI, RSC15). We use
evaluation framework from [27], with already optimized hyper-parameters for other methods and
a number of metrics evaluated on these datasets. Each dataset was split into five time-contiguous
subsets to be able to make multiple measurements in order to minimize the risk of random effects.
EMDE Configuration On top of EMDE, we use a simple 3-layer feed forward network with leaky
ReLU activations, batch normalization and residual connections between layers. Whenever possible,
we incorporate multimodal item features such as additional metadata or data from different sources
such as search queries, playlists, purchases etc. More details about training configuration for each
dataset are available in Appendix 1.2.
EMDE Performance. As presentend in Table 1, EMDE significantly outperforms competing ap-
proaches when multi-modal data is available (EMDE MM), and it is a very strong baseline in the
uni-modal case (EMDE). [27] find that neural methods generally underperform compared to simple
approaches (nearest-neighbors). In contrast, EMDEMM– a neural model – outperforms all competi-
tors on RETAIL, DIGI and 30MU datasets by a large margin. We were unable to locate additional
modalities of item data for 2 music datasets (AOTM and NOWP). This problem is rather artificial as
in a practical setting each item is nearly always characterized with some multimodal data (i.e. prod-
uct name and attributes at the very least). Still, EMDE achieves state-of-the-art results on NOWP
and has the highest MRR on AOTM. Consistently with [27], the RSC15 dataset proves to be an
outlier where EMDE is either the top performer or a close follower of NARM depending on metric.
4.2 EMDE as a top-k Recommender System
Datasets. We conduct experiments on two real-world, large-scale datasets: Netflix Prize [3] and
MovieLens20M. The datasets contain movie ratings from viewers. Dataset characteristics and pre-
processing are consistent with [9].
Baselines. We compare against recent state-of-the-art VAE-based neural models: MultVAE [25]
and MacridVAE [29], and a non-neural algorithm EASE [39], as well as simpler baselines used by
[9].
EMDE Configuration On top of EMDE, we use a simple one-hidden-layer feed-forward neural
network with 12,000 neurons and leaky ReLU activations. As additional modalities we choose the
interactions of users with disliked items (items which received a rating lower than 4). For Movie-
Lens20M, we also experiment with textual descriptions of movies and lists of movie actors, treated
as a network with our embedding method (edges between items and tokens, or items and cast mem-
bers). We do not observe improvements with incorporation of these modalities, which we hypothe-
size to be implicitly modeled by liked and disliked item interactions. For Netflix, there is no multi-
modal data accessible apart from movie titles and movie production year (both have low relevance
for user preferences). We put 80% of randomly shuffled user items into the input sketch, and the
remaining 20% into the output sketch to reflect train/test split ratio of items for a single user.
EMDE Performance. We observe that our approach consistently and significantly outperforms the
baselines especially for lower k values in the top-k recommended item rankings, which is consistent
with CMS being a heavy-hitters estimator. The density of output sketches is determined by data
distribution, e.g. the median user liked item count for Netflix is 60, so the median sketch density is
12 items (20% out of 60) - the sketch is not expected to decode items for much higher k. In practice,
the very top recommended items are key for user satisfaction as they are given the most attention by
users, considering the limitation of item display capabilities and user’s attention in the real world.
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Table 1: Session-based recommendation results
Model MRR@20 P@20 R@20 HR@20 MAP@20 Model MRR@20 P@20 R@20 HR@20 MAP@20
RETAIL RSC15
EMDE MM 0.3649 0.0556 0.4974 0.6202 0.0302 EMDE MM 0.3116 0.0743 0.5000 0.6680 0.0352
EMDE 0.3522 0.0512 0.4643 0.5774 0.0277 EMDE 0.3104 0.0730 0.4936 0.6619 0.0346
VS-KNN [28] 0.3395 0.0531 0.4632 0.5745 0.0278 CT [30] 0.3072 0.0654 0.471 0.6359 0.0316
S-KNN [26] 0.337 0.0532 0.4707 0.5788 0.0283 NARM [24] 0.3047 0.0735 0.5109 0.6751 0.0357
GRU4REC [16] 0.3237 0.0502 0.4559 0.5669 0.0272 STAMP [24] 0.3033 0.0713 0.4979 0.6654 0.0344
NARM [24] 0.3196 0.044 0.4072 0.5549 0.0239 SR [22] 0.301 0.0684 0.4853 0.6506 0.0332
SR-GNN [46] 0.2957 0.0459 0.4273 0.5277 0.0249 AR [1] 0.2894 0.0673 0.476 0.6361 0.0325
STAMP [24] 0.2527 0.0428 0.3922 0.462 0.0229 VS-KNN [28] 0.2872 0.0707 0.4937 0.6512 0.0341
SR [22] 0.2453 0.0362 0.3359 0.4174 0.0194 GRU4REC [16] 0.2826 0.0682 0.4837 0.648 0.0334
AR [1] 0.2407 0.0387 0.3533 0.4367 0.0205 S-KNN [26] 0.262 0.0657 0.4658 0.5996 0.0318
CT [30] 0.2305 0.0308 0.2902 0.3632 0.0162 NEXTITNET [47] could not complete hyperparameter tuning [27]
NEXTITNET [47] 0.2038 0.032 0.3051 0.3779 0.0173 SR-GNN [46] could not complete hyperparameter tuning
DIGI NOWP
EMDE MM 0.1731 0.0620 0.3849 0.4908 0.0268 EMDE MM no multimodal data available
EMDE 0.1714 0.0595 0.3697 0.4691 0.0254 EMDE 0.1108 0.0617 0.1847 0.2665 0.0179
VS-KNN [28] 0.1784 0.0584 0.3668 0.4729 0.0249 CT [30] 0.1094 0.0287 0.0893 0.1679 0.0065
S-KNN [26] 0.1714 0.0596 0.3715 0.4748 0.0255 GRU4REC [16] 0.1076 0.0449 0.1361 0.2261 0.0116
GRU4REC [16] 0.1644 0.0577 0.3617 0.4639 0.0247 SR [22] 0.1052 0.0466 0.1366 0.2002 0.0133
SR-GNN [46] 0.1437 0.0534 0.331 0.4277 0.0221 SR-GNN [46] 0.0981 0.0414 0.1194 0.1968 0.0101
NEXTITNET [47] 0.1424 0.038 0.2416 0.2922 0.0149 STAMP [24] 0.0897 0.0455 0.1245 0.1919 0.0111
NARM [24] 0.1392 0.0528 0.3254 0.4188 0.0218 NARM [24] 0.0894 0.0463 0.1274 0.1849 0.0118
STAMP [24] 0.1314 0.0489 0.304 0.3917 0.0201 VS-KNN [28] 0.081 0.0664 0.1828 0.2534 0.0193
AR [1] 0.128 0.0463 0.2872 0.372 0.0189 AR [1] 0.071 0.0564 0.1544 0.2076 0.0166
SR [22] 0.1216 0.0406 0.2517 0.3277 0.0164 S-KNN [26] 0.0687 0.0655 0.1809 0.245 0.0186
CT [30] 0.1075 0.0294 0.186 0.2494 0.0115 NEXTITNET [47] could not complete hyperparameter tuning [27]
30MU AOTM
EMDE MM 0.2703 0.1106 0.2503 0.4105 0.0331 EMDE MM no multimodal data available
EMDE 0.2673 0.1102 0.2502 0.4104 0.0330 EMDE 0.0123 0.0083 0.0227 0.0292 0.0020
CT [30] 0.2502 0.0308 0.0885 0.2882 0.0058 CT [30] 0.0111 0.0043 0.0126 0.0191 0.0006
SR [22] 0.241 0.0816 0.1937 0.3327 0.024 NARM [24] 0.0088 0.005 0.0146 0.0202 0.0009
GRU4REC [16] 0.2369 0.0617 0.1529 0.3273 0.015 STAMP [24] 0.0088 0.002 0.0063 0.0128 0.0003
NARM [24] 0.1945 0.0675 0.1486 0.2956 0.0155 SR [22] 0.0074 0.0047 0.0134 0.0186 0.001
VS-KNN [28] 0.1162 0.109 0.2347 0.383 0.0309 GRU4REC [16] 0.0074 0.002 0.0063 0.013 0.0003
AR [1] 0.096 0.0886 0.193 0.3088 0.0254 SR-GNN [46] 0.0068 0.0053 0.0153 0.0197 0.0009
S-KNN [26] 0.0898 0.1073 0.2217 0.3443 0.029 NEXTITNET [47] 0.0065 0.0024 0.0071 0.0139 0.0004
STAMP [24] 0.0819 0.0411 0.0875 0.1539 0.0093 AR [1] 0.0059 0.0076 0.02 0.0233 0.0018
NEXTITNET [47] could not complete hyperparameter tuning [27] VS-KNN [28] 0.0057 0.0116 0.0312 0.0352 0.0032
SR-GNN [46] could not complete hyperparameter tuning S-KNN [26] 0.0054 0.0139 0.039 0.0417 0.0037
Table 2: Top-k recommendation results
Model R@1 NDCG@3 R@3 NDCG@5 R@5 NDCG@10 R@10 NDCG@20 R@20 NDCG@50 R@50 NDCG@100 R@100
MovieLens 20M
EMDE MM 0.0670 0.1992 0.1408 0.2378 0.1963 0.2890 0.2780 0.3358 0.3710 0.3901 0.5033 0.4274 0.6054
EMDE 0.0496 0.1585 0.1152 0.1925 0.1587 0.2417 0.2385 0.2907 0.3369 0.3517 0.4859 0.3912 0.5974
EASE [39] 0.0507 0.1618 0.1150 0.1990 0.1616 0.2530 0.2465 0.3078 0.3542 0.3756 0.5146 0.4194 0.6347
MultVAE [25] 0.0514 0.1589 0.1164 0.1955 0.1627 0.2493 0.2488 0.3052 0.3589 0.3758 0.5293 0.4216 0.6551
SLIMElasticNet [32] 0.0474 0.1528 0.1085 0.1885 0.1533 0.2389 0.2318 0.2916 0.3350 0.3572 0.4893 0.4012 0.6103
MacridVAE [29] 0.0435 0.1413 0.1024 0.1767 0.1475 0.2271 0.2268 0.2803 0.3331 0.3488 0.4971 0.3953 0.6256
RP3beta [34] 0.0380 0.1243 0.0884 0.1550 0.1279 0.2004 0.2007 0.2501 0.3018 0.3146 0.4592 0.3594 0.5842
ItemKNN CF [9] 0.0398 0.1268 0.0912 0.1558 0.1281 0.1989 0.1973 0.2431 0.2857 0.3037 0.4342 0.3467 0.5563
P3alpha [7] 0.0329 0.1073 0.0770 0.1342 0.1116 0.1745 0.1765 0.2174 0.2616 0.2702 0.3851 0.2965 0.4486
PureSVD 0.0257 0.0834 0.0601 0.1029 0.0847 0.1299 0.1269 0.1595 0.1845 0.2028 0.2892 0.2402 0.3988
TopPop [9] 0.0180 0.0566 0.0389 0.0717 0.0580 0.0934 0.0912 0.1201 0.1441 0.1569 0.2320 0.1901 0.3296
Netflix Prize
EMDE MM 0.0388 0.1374 0.0891 0.1699 0.1253 0.2155 0.1875 0.2619 0.2645 0.3223 0.3870 0.3668 0.4924
EMDE 0.0310 0.1160 0.0741 0.1448 0.1059 0.1876 0.1652 0.2332 0.2432 0.2952 0.3708 0.3419 0.4823
EASE [39] 0.0323 0.1236 0.0772 0.1558 0.1120 0.2050 0.1782 0.2589 0.2677 0.3329 0.4157 0.3879 0.5443
MultVAE [25] 0.0313 0.1174 0.0765 0.1485 0.1109 0.1957 0.1756 0.2483 0.2645 0.3224 0.4155 0.3785 0.5484
SLIMElasticNet [32] 0.0307 0.1178 0.0734 0.1484 0.1062 0.1952 0.1688 0.2474 0.2552 0.3196 0.3996 0.3746 0.5291
MacridVAE [29] 0.0291 0.1098 0.0700 0.1389 0.1020 0.1834 0.1629 0.2336 0.2476 0.3054 0.3935 0.3600 0.5228
RP3beta [34] 0.0243 0.0946 0.0595 0.1191 0.0863 0.1578 0.1390 0.2012 0.2116 0.2629 0.3343 0.3075 0.4304
ItemKNN CF [9] 0.0241 0.0930 0.0586 0.1171 0.0850 0.1548 0.1370 0.1969 0.2092 0.2595 0.3394 0.3093 0.4601
P3alpha [7] 0.0244 0.0869 0.0574 0.1093 0.0826 0.1452 0.1327 0.1851 0.1997 0.2396 0.3056 0.2782 0.3866
PureSVD 0.0121 0.0478 0.0279 0.0608 0.0416 0.0810 0.0682 0.1052 0.1079 0.1542 0.2134 0.1954 0.3170
TopPop [9] 0.0050 0.0292 0.0168 0.0406 0.0289 0.0568 0.0486 0.0761 0.0782 0.1159 0.1643 0.1570 0.2718
Online Sales Dataset (Cold Item Scenario)
EMDE MM mout 0.0839 0.1136 0.1287 0.1236 0.1513 0.1338 0.1801 0.1442 0.2201 0.1559 0.2752 0.1648 0.3256
EMDE 0.0774 0.1021 0.1134 0.1107 0.1329 0.1197 0.1589 0.1259 0.1809 0.1309 0.2039 0.1351 0.2273
RP3beta [34] 0.0852 0.1159 0.1295 0.1208 0.1400 0.1299 0.1657 0.1353 0.1850 0.1385 0.1988 0.1404 0.2082
EASE [39] 0.0833 0.1141 0.1278 0.1219 0.1447 0.1279 0.1618 0.1351 0.1887 0.1401 0.2107 0.1432 0.2277
ItemKNN CF [9] 0.0866 0.1141 0.1266 0.1208 0.1415 0.1286 0.1631 0.1349 0.1854 0.1389 0.2021 0.1403 0.2093
P3alpha [7] 0.0858 0.1129 0.1251 0.1209 0.1425 0.1289 0.1648 0.1343 0.1841 0.1380 0.1998 0.1396 0.2072
MacridVAE [29] 0.0739 0.1026 0.1171 0.1101 0.1335 0.1214 0.1659 0.1278 0.1891 0.1365 0.2295 0.1414 0.2568
SLIMElasticNet [32] 0.0811 0.1088 0.1203 0.1162 0.1366 0.1212 0.1506 0.1266 0.1696 0.1296 0.1826 0.1313 0.1913
PureSVD 0.0670 0.0925 0.1042 0.0992 0.1195 0.1062 0.1383 0.1137 0.1652 0.1184 0.1873 0.1232 0.2144
TopPop [9] 0.0130 0.0183 0.0209 0.0233 0.0330 0.0254 0.0395 0.0285 0.0509 0.0366 0.0905 0.0435 0.1302
MultVAE [25] could not converge
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4.3 EMDE as a Multimodal Output Recommender System for cold item prediction
In the above experiments recommender output consisted of only one sketch with both structure
and density based on user-item interactions. Nonetheless, we can utilize a concatentation of multi-
modal sketches on the output. This approach permits additional functionalities, such as solving the
problem of cold items. Such items can be few in mature datasets collected over a longer timespan
(MovieLens20Monly has 612 of them for 20,720 total items), so dataset manipulations to artificially
sample cold items are necessary [13]. In practice however cold items can be numerous, especially
in newly opened stores or quickly changing item stock. There are works which explicitly focus on
the cold item scenario [2] [44], however we treat this functionality as a nice added benefit to other
advantages of EMDE.
Online Sales Dataset. To truthfully reflect the scale of the problem in the real world top-k setting,
we collect user-item interactions from a single store in our production system for one month. After
filtering out users with less than 2 interactions, we obtain 12491 purchased items and 12958 users
from which we sample 1500 users for both valid and test set. For the 3000 non-trainable users, we
obtain 1675 cold items, which means that on average, 56% of users have bought a cold item. Ad-
ditionally, as the second input/output modality, for each item we collect product titles, which are
represented as a bag-of-words composed of hashed tokens. Whenever an item cannot be retrieved
from the regular interactions sketch output, given no interactions in the training set, its score is
retrieved from just the item title sketch. Non-cold items have their scores averaged from both in-
teraction and title sketches. Our results show that this way many relevant cold-start items can be
retrieved by multioutput EMDE (EMDE MM mout) (Table 2). Contrary to previous tendencies, here
we obtain significant gains especially for large k. This is because densities in the titles sketch tend
to be more uniform (i.e. lower for top results). We boost the scores of cold items by multiplying
them by a constant of 1.3 estimated empirically on the validation set. Depending on practical need,
the scores can be artificially boosted even further to suggest more recently added items.
Simple baselines generally outperform other neural methods on this dataset, probably because of
the small size of this dataset which makes complex models hard to optimize. Especially MultVAE
proved hard to converge, as the obtained results were close to 0 for all metrics irrespective of the
parameter configuration.
4.4 Ablation studies
In order to understand the effects of crucial parameters for training and decoding of EMDE, we
conduct additional experiments in session-based scenario. We run experiments on RETAIL dataset,
treating the best configuration for this dataset as our baseline. We report the results for MRR@20
and P@20 in Table 3. Results for other metrics are available in the Appendix.
Manifold partitioning. In addition to our density-dependent LSH variant (DLSH) we verify the
impact of partitioning the manifold with product quantization methods (PQ) which decompose high-
dimensional space into the Cartesian product of low-dimensional subspaces which are quantized
separately. We also analyze its enhanced and optimized version (OPQ) [14]. We can see that DLSH
is a strong baseline, leading at MRR@20 in comparison to other coders. However, we note that OPQ
achieves competitive results, which indicates potential for improvement in density-based manifold
partitioning methods.
Score ensembling. We perform point estimates from the output sketch by ensembling independent
probability mass functions across sketch depth using geometric mean. While arguments behind the
choice of geometric mean for ensembling probability measures can be found in [12] and [21], we
empirically confirm the choice, comparing with: minimum, arithmetic mean and harmonic mean.
Sketch width and depth. Considering the fact that we ensemble densities from all sketch regions
depth-wise, the higher the depth, the lower is the variance of final values. Sketchwidth is responsible
for the amount of regions the manifold is split into. Holding depth×width constant, we investigate
the trade-off between them. Obtained results show that width of 128 achieves best results. In our
experiments with other datasets, width of 128 seems to be a universally good value.
Choice of manifold We investigate how the choice of input embedding manifold influences per-
formance of downstream recommendation tasks. We compare our multi-modal item sketches with
uni-modal sketches built on item-user interaction embeddings, item attribute metadata embeddings,
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Table 3: Ablation study results. Bolded headers indicate parameters used in experiments.
Partitioning method Ensembling method depth x width Input embedding
Metrics DLSH OPQ PQ gmean min mean hmean 10x128 5x256 20x64 multi-modal interactions metadata random
P@20 0.05564 0.05708 0.0519 0.05564 0.04634 0.05254 0.05172 0.05564 0.05522 0.05565 0.0556 0.05067 0.05144 0.03044
MRR@20 0.36493 0.35937 0.35138 0.36493 0.31195 0.35922 0.34112 0.36493 0.35517 0.35892 0.3649 0.35019 0.32813 0.27865
and random item embeddings without a metric prior. All sketches have the same dimensions for
a fair comparison. Not only random item vectors have the lowest performance due to the lack of
a metric prior, but the manifolds for item interaction similarity and item attribute similarity confer
different benefits, outperforming each other in MRR@20 and P@20 respectively. The multi-modal
sketch is a clear winner in both metrics.
5 Conclusions
We present an efficient multimodal density estimator on Riemannian manifolds, which achieves
state-of-the-art results in recommendation system setting. EMDE is computionally efficient, scal-
able and allows to efficiently encode multisets. In contrast to other recommendation systems, we
can use one algorithm for session-based and top-k recommendations. Although we focused on rec-
ommendations here, efficiency and flexibility of EMDE indicate that it could be applied to other
machine learning tasks, which we leave for future research. In the next steps we plan to investigate
EMDE interpretability, a reformulation for scalar field estimation and applications to cross-modality
recommendation.
6 Broader Impact
We believe that our work has a generally positive overall impact. More accurate recommendations
will allow consumers to receive suggestions more to their liking, reducing their time browsing shop
inventories. It is known that exposition to too many irrelevant options leads to the paradox of choice
– an action paralysis and poor final choice, followed by dissatisfaction [33]. With growing sizes of
shop inventories, it is important to shield customers from this negative psychological effect. Greater
customer exhibition to relevant items will also mean higher turnover in retail.
A negative effect might be that more shops will be forced to invest in appropriate hardware for
running the more elaborate recommender systems. However, we believe that shops will be willing
to invest as the overall effort of creating valid recommendations will be lowered by the use of an
accurate digital recommender.
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