The level density in a many-particle Fermi system at a given excitation energy is exponentially large with respect to the number of active particles n, and the corresponding mean level spacing D is very small. We consider the eigenstates of the system in the basis of multi-particle excited states constructed of some non-interacting single-particle orbitals. Most of the basis states are not coupled directly with each other by the two-body interaction between particles. However, if the interaction is strong enough, a regime of "complete" mixing of basis states within a certain energy interval Γ (the spreading width), or what we call "chaos", emerges in the system. The onset of quantum chaos is determined by the following condition:
As is known, excited compound states in nuclei, as well excited states of some complex atoms demonstrate chaotic properties (see, e.g., [1] [2] [3] ): Wigner-Dyson distribution of the intervals between the energy levels and other statistics of spectra (see also [4] ), chaotic structure of eigenstates with respect to the shell-model basis states (Slater determinants), Gaussian distribution of transition amplitudes, etc. The wave function of a chaotic (compound) state in these many-body systems can be presented as
where
. . . a † αn |0 are the basis states, constructed of some single-particle states α k . The interaction between particles mixes the basis states together. In a compound state the number N of essential items (or "principal components") in the sum (1) is large.
Their coefficients C i ∼ 1/ √ N can be considered as random variables (see, e.g., numerical
experiments [3, 5, 6] ). This means that a kind of equilibrium produced by the interaction between particles is established in the system. One can expect similar chaotic compound states to appear in other finite many-body systems: molecules, atomic clusters and isolated quantum dots in solids.
We should stress that the ground states of a many-body system is usually not chaotic.
Therefore, there must be a transition point (or region), where the system changes its properties from "regular" to "chaotic". Naturally, this transition can be considered as a function of the excitation energy. We can also consider this transition as a function of the strength of the residual interaction that mixes the simple shell-model basis states Φ i , or as a function of the strength of an external field, which violates some conservation laws within the system.
From a naive point of view strong mixing of basis states and transition to chaos takes place when the residual interaction becomes greater than the interval between the states belonging to the same symmetry (i.e., those with identical conserved quantum numbers, such as the total angular momentum and parity in nuclei and atoms). The interval between the many-body states decreases exponentially with the number of excited (active) particles.
Hence, by increasing the excitation energy we, sooner or later, bring the many-body system into the chaotic region [7] .
What makes this question more difficult, is the two-body character of the interaction between particles. The two-body interaction can mix directly only those basis states that differ by the positions of no more than two particles. "Positions" here mean the singleparticle states occupied in a particular basis state Φ i , i.e., occupation numbers in the Fock space. As a result, one can formulate different criteria of the onset of chaos.
1. Chaos (or "ergodicity" in the Fock space) appears when the two-body matrix element is greater than the typical energy interval between the configurations belonging to the same symmetry. The two body-interaction V should thus be compared with the exponentially small interval between the many-body states D ≡ 1/ρ(E), inversely proportional to the density of states of a given symmetry. been suggested in [8] and further studied in [9] . It is stated in these works that for V < d f the effect of "localization in the Fock space" takes place. In particular, this implies that a basis state with one excited particle does not mix strongly with the states of many excited particles, since such mixing appears only in higher orders of V .
The aim of the present work is to demonstrate that neither the first criterion, nor the second one are correct, and in a realistic many-body systems the "localization in the Fock space" does not occur. The equilibrium distribution of the eigenstate components C i appears at V > Dd f , as has been conjectured in [10] based on the results of numerical calculations.
This criterion corresponds to the regime when the spreading widths Γ of the basis states become much greater than the spacing D between the many-body states, Γ ≈ 2πV
and the number of principal components in the eigenstates expansion (1) is large, N ≈ πΓ/2D ≫ 1 (see below). In fact, this condition was always implied in the problem of nuclear compound states [11] [12] [13] .
To explain this point let us divide the Fock space of many-particle basis states of the system into classes, or generations, according to the number of excited particles: n * = 1, 2, 3, . . .. Note that in a realistic situation the number of such generations is not too large, n * max ∼ E/d 1 , where E is the excitation energy, and d 1 is the interval between single-particle energy levels [due to the Pauli principle each excited particle has the excitation
The authors of [8, 9] consider only the amplitudes where the two-body interaction transfers the system from one generations to the next one, and neglect the direct interaction between the states of the same generation. Thus they come up with a tree-like structure in the Fock space, starting from the single-particle 
where the sum over f includes those states to which i is coupled directly by the two-body interaction, and d f is the inverse density of such states. The (avoided) crossing of different levels as function of V takes place at δE i ∼ D, or V 2 ∼ Dd f . At the crossing point strong mixing between the levels takes place. Thus, we can conclude that chaos emerges within the class with the maximal number of excited particles n * = n * max at V > Dd f . Below we will show that in this situation all states of the lower generations are strongly mixed with the states of the highest generation, and possibly with each other as well.
Note that generally d f depends on both n * and
. This dependence is weak in comparison with the exponential dependence of D and to the first approximation can be neglected. However in every particular case it is easy to write down this dependence explicitly. For estimate (2) we need d f at n * = n * max , which is given by
As we mentioned earlier, it is natural to define chaos in terms of statistical properties of 
where N = πΓ/2D is defined by the normalization condition k C
spacing between the energy levels, and the spreading width is given by
where V 2 is the mean squared value of the matrix elements of two-body interaction. In the denominator d f stands for the mean level spacing of those basis states to which a particular basis state Φ k is coupled directly by the two-body interaction [15] . Quantity (4) is proportional to the strength function, also referred to as the local spectral density of states. Equation (4) means that the mixing of basis states is "complete" within the energy interval Γ.
Thus, the condition N > 10 reads
which coincides with the estimate obtained above basing on Eq. (2). We would like to stress once more that this estimate is very different from that obtained in a naive firstorder perturbation theory. Indeed, the direct admixture to basis component k of nearest components due to direct interaction V in the first order is simply given by V /d f . Therefore, the inequality (6) has an additional factor Λ ≡ d f /D > 1 (often ≫ 1) on the left-hand side, which facilitates the onset of chaos. This enhancement factor is exponentially large because D −1 is the exponentially large density of the many-particle states. This factor is crucial for enhancement on any weak interaction in chaotic many-body system [11] [12] [13] .
Condition (6) depends on the strength of the two-body interaction V , the densities of 2-particle−1-hole states (d Assume for a moment that chaos starts only from some critical number of excited particles n * cr , so that the states with n * cr , n * cr + 1, . . . , n max are strongly mixed with each other by the interaction V to produce chaotic compound states Ψ i . Now, let us consider the admixture of a basis state Φ k of a lower generation n * < n * cr to a nearby compound state Ψ i . In the first-order perturbation theory this admixture is given by
where v is the root-mean-squared matrix element between the basis and compound states.
Its magnitude is suppressed with respect to V by the factor 
The meaning of the matrix element suppression can be explained by the sum rule i V 
which contains the same enhancement factor as in Eq. (6). Thus, the states from lower generations are strongly mixed with those with large numbers of excited particles at V > Dd f . In other words, if the residual interaction is strong enough to produce mixing between the multiply excited states with n * ≥ n * cr , simpler excitations n * < n * cr are also strongly mixed with them.
We would like to emphasize that to obtain criterion (6) one must consider nonperturbative mixing of states within higher generations. Accordingly, the lowest-order perturbation-theory estimate of mixing of states from different generations will give an answer different from (6) (Appendix A).
Are the lower-generation states n * also mixed with each other? The answer to this question depends on the relation between the spreading width Γ and the level spacing within this generation d n * . If Γ > d n * , then the individual components from the n * generation are not resolved in the spectrum. For Γ < d n * , which is usually true for the single-particle excitations, these states can be seen in the excitation spectrum as "doorway states". If the excitation mechanism initially produces single-particle components, they can be seen as resonance envelopes of the width Γ. If Γ < d 2 one can also see the doorway-state envelopes of the 2-particle−1-hole states, which sometimes happens in the light nuclei. Finally, if one can resolve all the "fine structure" of such resonances, a very large number N ∼ Γ/D of compound eigenstates can be seen within each maximum.
CONCLUSIONS
The main conclusion of the present work is that the criterion of chaos in a many-body quantum system with the two-particle interaction V is V / d f D > 1, where D is the inverse density of stationary multi-particle states and d f is of the order of the inverse density of the 2-particle−1-hole excited states. This criterion is closely related to dynamic enhancement of any weak perturbation in such a system − effect well studied in nuclear physics. For example, take a basis state Φ 1 corresponding to a single-particle excitation, n * = 1.
In the first-order perturbation theory for V , one can admix to this state a basis state which contains two excited particles (and one hole). The mixing coefficient is then estimated in the lowest order as V /d f . One might think that mixing with a multi-particle basis state (say, with n * = n * max ) located very closely to the initial single-particle state (∆E ∼ D), could be much stronger due to smallness of the energy denominator. However, as is shown below, if we consider only the lowest-order perturbation-theory mixing, which corresponds to the tree-like picture of mixing adopted in [8] , the strength of such mixing will be still given by
Indeed, when we calculate the mixing of Φ 1 with some state Φ n * max of the highest generation n * max in the lowest (n * max − 1)th order, there is only a small number of intermediate states with n * = 2, 3, , . . . , n * −1 that can lead to Φ n * max (at each perturbation-theory "step"
we should use the two-particle interaction to place another particle-hole pair into the fixed single-particle states occupied in Φ n * max ). Therefore, summation over each intermediate state in the perturbation-theory expression runs only over the states of one particle, which means that all energy denominators except the last one will be ∼ d 1 . Thus, the (n * max − 1)th order perturbation-theory mixing can be estimated as
Now, take into account that with the increase of the number of excited particles the mean level spacing decreases exponentially. This means that D ∼ q
Estimate (A1) can now be re-written as
This scheme is in accord with the tree-like structure of mixing proposed in [8, 9] , and we see that the onset of chaos on this tree indeed takes place at
This estimate shows that mixing between the states within the higher generations, which has been neglected both in the tree-like consideration of [8, 9] and the lowest perturbation-theory estimate (A2), is crucial for the correct determination of the boundary beyond which strong chaotic mixing of states of all generations takes place.
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